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Die vorliegende Arbeit ist ein Ergebnis der mehrjährigen grundlagenwissenschaftli-
chen Arbeit des Autors in der Arbeitsgruppe von Prof. Dr. Peter König am Institut für 
Neuroinformatik der Eidgenössischen Technischen Hochschule (ETH) und Universi-
tät Zürich. Sie stellt einen Versuch dar, sowohl moderne theoretische als auch expe-
rimentelle Methoden für ein besseres Verständnis der neuronalen Mechanismen kor-
tikaler Informationsverarbeitung  nutzbar zu machen. Das Dissertationsprojekt des 
Autors wurde durch die Studienstiftung des deutschen Volkes, den Schweizerischen 
Nationalfonds sowie die Universität Zürich gefördert. 
Die vorliegende Dissertation ist in zwei Abschnitte gegliedert. Diesen Abschnitten ist 
eine allgemeine Einleitung vorangestellt, welche in die Thematik und die Fragestel-
lungen der beiden beschriebenen Projekte einführt. Eine zusammenfassende Dis-
kussion der Ergebnisse beider Abschnitte erfolgt in einer allgemeinen Diskussion am 
Schluß der vorliegenden Arbeit.  
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1 Allgemeine Einleitung 
Die Erforschung der physikalischen Grundlagen des Geistes ist eine zentrale Zielset-
zung der Neurowissenschaften und stellt zugleich eine der größten wissenschaftli-
chen Herausforderungen der Gegenwart dar. Diese fundamentale Frage der Neuro-
wissenschaften gliedert sich in ein breites Spektrum an Teilfragestellungen, welche 
jeweils im Zentrum des Interesses einer Vielzahl unterschiedlicher neurowissen-
schaftlicher Disziplinen stehen. So bildet etwa die Untersuchung der neuronalen 
Grundlagen der Wahrnehmung, der Motorik, des Lernens oder der Emotionalität den 
Ausgangspunkt klassischer neurowissenschaftlicher Teildisziplinen. Diese Diszipli-
nen wiederum bedienen sich eines breiten Spektrums neurowissenschaftlicher Me-
thoden mit sehr unterschiedlichen räumlichen und zeitlichen Auflösungsvermögen. 
So werden heute bei der Untersuchung der Struktur und Funktionsweise des Gehirns 
von theoretischen über molekularbiologische und elektrophysiologische Methoden 
bis hin zu modernen bildgebenden Verfahren eine Vielzahl von Techniken in An-
schlag gebracht. 
Dieses große Spektrum an neurowissenschaftlichen Disziplinen und Methoden führte 
in den vergangenen Jahrzehnten auf den unterschiedlichsten Beobachtungsebenen 
zu einem großen Zuwachs an experimentellen Befunden und Erkenntnissen. So hat 
sich etwa durch den Einsatz moderner optischer und elektrophysiologischer Metho-
den unser Verständnis der Eigenschaften und Funktionsweise einzelner Nervenzel-
len in den vergangenen Jahren deutlich weiterentwickelt. Ebenso konnten auf der 
molekularbiologischen Ebene durch den Einsatz moderner Techniken wie gentechni-
scher Verfahren große Fortschritte erzielt werden. Auf der höchsten methodologi-
schen Beobachtungsebene ist es durch den Einsatz neuer bildgebender Verfahren 
wie etwa der funktionellen Magnetresonanztomographie (fMRI) gelungen, die globale 
Verteilung neuronaler Aktivität am wachen menschlichen Gehirn darzustellen.  
Angesichts der Vielzahl von Erkenntnissen über die Struktur und Funktion des Ge-
hirns auf unterschiedlichen Beobachtungsskalen stellt es eine der großen neurowis-
senschaftlichen Herausforderungen dar, diese Befunde zusammenzuführen und zu 
einem die verschiedenen Beobachtungsebenen überspannenden Modell in Bezie-
hung zu setzen. Während auf der molekularbiologischen und zellphysiologischen 
Ebene große Fortschritte erzielt werden konnten, so zeigen sich jedoch nur 
vergleichsweise geringe Fortschritte in unserem Verständnis, wie diese 
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gleichsweise geringe Fortschritte in unserem Verständnis, wie diese grundlegenden 
neuronalen Mechanismen in einem so komplexen und anpassungsfähigen informati-
onsverarbeitenden System wie dem Gehirn unter natürlichen Bedingungen interagie-
ren. Welche Rolle spielen zellulare und subzellulare Mechanismen für die Interaktion 
und Funktion größerer Netzwerke von Neuronen? Welchen Einfluß haben diese Me-
chanismen auf die zeitliche Dynamik des Systems?  
So offenbart sich eine epistemologische Kluft zwischen unserem Verständnis der 
Funktion einzelner Nervenzellen und der Funktion des Gehirns in seiner Gesamtheit 
als dynamischem informationsverarbeitendem System. Diese Kluft gilt es zu über-
winden, wenn wir verstehen wollen, welches Zusammenspiel und welche Eigen-
schaften einzelner Neurone und ihrer molekularen Strukturen unserem Wahrnehmen, 
Handeln, Denken und Fühlen zu Grunde liegen.  
1.1 Wahrnehmung als aktiver Prozeß 
Ein paradigmatisches Beispiel für dieses Defizit in unserem Verständnis der neurona-
len Mechanismen kognitiver Funktionen ist die Integration bottom-up und top-down 
gerichteter Verarbeitung sensorischer Informationen.  
Unter top-down Verarbeitung wird in diesem Zusammenhang der Einfluß intern gene-
rierter Signale wie etwa selektiver Aufmerksamkeit auf die Verarbeitung sensorischer 
Information verstanden, während bottom-up Verarbeitung die von Systemzuständen 
unabhängige Verarbeitung der über die verschiedenen periphere Rezeptoren vermit-
telten Reize meint. Wie werden top-down und bottom-up Signale bei der Verarbei-
tung sensorischer Information auf der Ebene einzelner Neurone integriert? Welche 
Rolle spielen hierbei die komplexen integrativen Eigenschaften kortikaler Neurone? 
Der Aspekt top-down gerichteten Informationsflusses und dessen Integration mit der 
bottom-up Verarbeitung sensorischer Information ist in jüngster Zeit vermehrt in das 
Zentrum des neurowissenschaftlichen Forschungsinteresses gerückt. Dieses ver-
stärkte Interesse liegt wesentlich in der fundamentalen Einsicht begründet, daß 
Wahrnehmung nicht lediglich einen passiven Vorgang der Verarbeitung sensorischer 
Reize darstellt (Engel et al., 2001; König und Luksch, 1998). Vielmehr muß Wahr-
nehmung als ein aktiver Prozeß verstanden werden, in welchem interne Zustände 
des wahrnehmenden Systems einen starken Einfluß auf die Verarbeitung sensori-
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scher Reize haben. Da die Wahrnehmung der Umwelt schließlich stets der Planung 
und Koordination von Verhalten dient, hat der Verhaltenskontext, welcher durch ent-
sprechende Systemzustände abgebildet wird, einen starken Einfluß auf die Wahr-
nehmung des sensorischen Raums (Clark, 1999; Edelman, 1989; Markman und Diet-
rich, 2000; Varela et al., 1991).  
Entsprechende psychophysische Befunde zu top-down Effekten in der sensorischen 
Verarbeitung sind mittlerweile in einer Vielzahl von experimentellen Paradigmen und 
den verschiedensten Modalitäten eindrücklich beschrieben worden (Adelson, 1993; 
Bar und Ullman, 1996; Desimone und Duncan, 1995; Downing, 1988; Driver und 
Spence, 1998; Lavie und Driver, 1996; Posner und Petersen, 1990; Stins und van 
Leeuwen, 1993). Abbildung 1 verdeutlicht die zentrale Rolle von top-down Prozessen 
an Hand eines klassischen Beispiels aus dem Bereich der visuellen Wahrnehmung. 
 
Abbildung 1: Wahrnehmung als aktiver Prozeß. Dieses klassische Beispiel verdeutlicht, daß 
die Wahrnehmung eines visuellen Stimulus nicht nur von dessen physikalischen Eigenschaf-
ten, sondern wesentlich von dem Zustand des wahrnehmenden Systems abhängt. So kann  
dieser Stimulus entweder als Abbildung einer Vase oder zweier Köpfe wahrgenommen werden. 
Diese Interpretation des Stimulus kann hierbei willentlich beeinflußt werden. 
Obwohl in der vergangenen Dekade eine große Anzahl experimenteller Studien ins-
besondere die neuronalen Korrelate von Aufmerksamkeitseffekten untersucht hat, 
steht den eindrücklichen psychophysischen Befunden zu top-down Effekten in der 
Informationsverarbeitung bis heute ein vergleichsweise schlechtes Verständnis der 
diesen Effekten zu Grunde liegenden neuronalen Mechanismen gegenüber 
(Desimone und Duncan, 1995; Kanwisher und Wojciulik, 2000). Das klassische Pa-
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radigma der seriellen Informationsverarbeitung in hierarchisch gegliederten kortikalen 
Arealen, welches top-down gerichtete Informationsflüsse unberücksichtigt läßt, hat 
sich zweifelsohne als sehr erfolgreicher Ausgangspunkt für die Erforschung kortikaler 
Funktion erwiesen (Barlow, 1972; Hubel und Wiesel, 1962; Livingstone und Hubel, 
1988). Dieses Paradigma der seriellen Informationsverarbeitung bildet die Grundlage 
theoretischer Modelle, welche die neuronalen Mechanismen der bottom-up Verarbei-
tung sensorischer Informationen untersuchen (Biederman, 1987; Fukushima, 1980; 
Riesenhuber und Poggio, 1999). Ebenso liegt dieses Paradigma einer Vielzahl von 
technischen Entwicklungen etwa in der automatisierten Mustererkennung mittels 
neuronaler Netze zu Grunde (Aloimonos und Rosenfeld, 1991). Jedoch bietet es of-
fensichtlich keinen hinreichenden theoretischen Rahmen, um ein informationsverar-
beitendes System von der Art des Gehirns zu beschreiben, in welchem der beständi-
gen Integration von bottom-up und top-down gerichteter Verarbeitung in einer dyna-
mischen Interaktion zwischen Wahrnehmung und Verhalten eine wesentliche Rolle 
zukommt.  
Bei der Überwindung der empirischen Kluft zwischen neuronalen Mechanismen und 
kognitiven Funktionen, wie sie am Beispiel der top-down Verarbeitung besonders 
deutlich wird, fällt der theoretischen Neurobiologie und Neuroinformatik neben den 
experimentellen Disziplinen eine wichtige Rolle zu. Durch die rasante Entwicklung in 
der elektronischen Datenverarbeitung ist es heute möglich, große Netzwerke detail-
lierter neuronaler Modelle numerisch zu simulieren. Diese Techniken bieten die 
Chance eines synergistischen Dialogs zwischen neurowissenschaftlicher Theorie 
und Experiment. So können Hypothesen und Modelle über die neuronale Implemen-
tation einer kognitiven Funktion in der Simulation auf ihre Plausibilität hin getestet 
werden. Darüber hinaus können weiterführende experimentelle Hypothesen generiert 
werden, welche mit experimentellen Befunden abgeglichen oder einer weiteren empi-
rischen Überprüfung zugeführt werden können. 
1.2 Integration von top-down und bottom-up Verarbeitung  
Der erste Abschnitt der vorliegenden Arbeit stellt ein solches theoretisches neurowis-
senschaftliches Projekt vor, in welchem jüngste neurophysiologische Befunde über 
die asymmetrischen komputationalen Eigenschaften kortikaler Neurone und deren 
Dendriten mit bekannten Charakteristika der funktionellen Architektur des Kortex zu-
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sammengeführt werden (Larkum et al., 1999; Siegel et al., 2000). Ziel dieser Studie 
ist es, an Hand numerischer Simulationen des so modellierten neuronalen Netzwerks 
aufzuzeigen, welche Konsequenzen sich aus diesen neuronalen Eigenschaften für 
die kortikale Verarbeitung sensorischer Informationen ergeben können. Hierbei wird 
insbesondere der Einfluß dieser neuronalen Mechanismen auf die Integration von 
top-down und bottom-up gerichteten Informationsflüssen bei der Verarbeitung senso-
rischer Information untersucht. Das vorgestellte Modell zeigt, wie nichtlineare soma-
to-dendritische Interaktionen zu einer Integration von bottom-up und top-down ge-
richteten Informationsflüssen beitragen können. Sowohl aus der Psychophysik be-
kannte top-down Effekte als auch wesentliche neurophysiologische Befunde zu top-
down Effekten werden mit dem simulierten neuronalen Netzwerk repliziert. Über die-
se Plausibilisierung des vorgestellten Modells durch kompatible experimentelle Daten 
hinaus führt dieses Modell selbst zu experimentellen Hypothesen, welche einer direk-
ten empirischen Testung zugänglich sind. 
Neben top-down Effekten auf die Feuerrate kortikaler Neurone, wie sie mittlerweile in 
einer großen Anzahl elektrophysiologischer Studien nachgewiesen wurden 
(Desimone und Duncan, 1995; Posner und Petersen, 1990), demonstriert das vorge-
stellte Modell eine von top-down Einflüssen abhängige frequenzspezifische Modula-
tion der Synchronisation zwischen Neuronenpopulationen. Diese spezifischen top-
down Effekte auf die zeitliche Struktur neuronaler Aktivität stehen dabei in gutem 
Einklang mit kürzlich demonstrierten top-down Effekten auf die Synchronisation neu-
ronaler Aktivität im visuellen Kortex wacher Katzen (von Stein et al., 2000). 
1.3 Synchronisation neuronaler Aktivität 
Die zeitliche Struktur und insbesondere oszillatorische Synchronisation der Aktivität 
kortikaler Neurone hat in den vergangenen Jahren große Aufmerksamkeit auf sich 
gezogen und ist Gegenstand einer Vielzahl experimenteller Studien gewesen. Dieses 
verstärkte Interesse liegt in einer in der jüngsten Vergangenheit wieder intensiv und 
kontrovers diskutierten Fragestellung begründet: Auf welchem Code beruht die In-
formationsverarbeitung des Gehirns? Diese Frage zu beantworten stellt eine der zen-
tralen neurowissenschaftlichen Herausforderungen dar, da eine Antwort auf diese 
Frage am Anfang eines jeden Modells steht, welches die Funktionsweise des Ge-
hirns zu erklären versucht (deCharms und Zador, 2000). Begreift man das Gehirn als 
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informationsverarbeitendes System, so läßt sich diese Frage präzisieren: Welche 
Eigenschaften von neuronalen Zuständen des Gehirns sind es, die die verarbeitete 
Information funktionell relevant repräsentieren? Gefragt wird also nicht nach Eigen-
schaften des Systems, die zwar eine Korrelation mit sensorischen Reizen oder moto-
rischem Verhalten aufweisen, jedoch keine funktionelle Rolle bei der Verarbeitung 
dieser Information spielen. Welche Eigenschaften eines neuronalen Zustands des 
Gehirns sind es vielmehr, die untersucht und beschrieben werden müssen, wenn wir 
zu einem Verständnis der neuronalen Mechanismen und Dynamik der Informations-
verarbeitung des Gehirns gelangen wollen?  
Der klassische Kandidat für einen solchen neuronalen Code ist die Feuerrate eines 
Neurons oder einer Population von Neuronen (Adrian, 1928). Diese Hypothese eines 
sogenannten Ratencodes bildet das paradigmatische Fundament für den Großteil 
neurowissenschaftlicher Untersuchungen und Modelle und wird durch eine Vielzahl 
experimenteller Evidenzen gestützt. So bildet das Konzept eines Ratencodes bei-
spielsweise den Ausgangspunkt für eine große Anzahl grundlegender neurophysio-
logischer Studien, welche die Korrelation der Feuerrate einzelner Neurone zu expe-
rimentellen Variablen wie sensorischen Reizen, dem motorischen Verhalten oder 
kognitiven Parametern wie der Aufmerksamkeit des untersuchten Systems demon-
strieren. Ein Ratencode besitzt zudem eine hohe funktionelle Plausibilität, da die mitt-
lere Feuerrate präsynaptischer Neurone einen entscheidenden Einfluß auf die Feu-
erwahrscheinlichkeit und damit Feuerrate eines postsynaptischen Neurons hat. Be-
trachtet man ein einzelnes Neuron als die kleinste informationsverarbeitende Einheit 
des Gehirns, so sprechen also die funktionellen Eigenschaften dieser Einheit deutlich 
für die Plausibilität eines Ratencodes, da dieser offensichtlich auf einfache und stabi-
le Weise mit den zur Verfügung stehenden neuronalen Mechanismen verarbeitet 
werden kann (Shadlen und Movshon, 1999). 
Neben diesem Konzept eines Ratencodes wurden in der jüngeren Vergangenheit 
intensiv andere Kandidaten eines neuronalen Codes diskutiert, denen die gemein-
same Annahme zu Grunde liegt, daß die präzise zeitliche Struktur der neuronalen 
Aktivität im Bereich weniger Millisekunden eine funktionell relevante Eigenschaft dar-
stellt (Abeles, 1982; Abeles, 1991; deCharms und Zador, 2000; Shadlen und Movs-
hon, 1999; Singer, 1999; Softky, 1995). Eine besonders kontrovers diskutierte Vari-
ante dieser Hypothese eines zeitlichen Codes schlägt vor, daß durch die präzise zeit-
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liche Synchronisation der Aktivität von Neuronenpopulationen relationale Eigenschaf-
ten der repräsentierten Information, wie etwa Teil-Ganzes-Beziehungen oder Objekt-
zugehörigkeit eines visuellen Stimulus, codiert werden (Engel et al., 1997; Singer, 
1999; Singer und Gray, 1995). Mittlerweile wurde eine große Anzahl von Studien zur 
Untersuchung dieser Hypothese eines Synchronisationscodes durchgeführt, die in 
verschiedensten Spezies und neuronalen Systemen ein reiches Spektrum an positi-
ven Evidenzen für diese Hypothese lieferten (Castelo-Branco et al., 2000; deCharms 
und Merzenich, 1996; Eckhorn, 1994; Engel et al., 1991a; Engel et al., 1991b; Fell et 
al., 2001; Frien et al., 1994; Gray et al., 1989; Hatsopoulos et al., 2001; König und 
Engel, 1995; Miltner et al., 1999; Riehle et al., 1997; Rodriguez et al., 1999; Spencer 
et al., 2003; Stopfer et al., 1997; Tallon-Baudry et al., 1997; Tallon-Baudry et al., 
1996; Vaadia et al., 1995; Varela et al., 2001; Wehr und Laurent, 1996). Ein charak-
teristisches Ergebnis zahlreicher Studien ist, daß die Synchronisation neuronaler Ak-
tivität assoziiert mit einer oszillatorischen Modulation der Aktivität in spezifischen 
Frequenzbereichen auftritt. Insbesondere die Stimulusspezifität der Synchronisation 
neuronaler Aktivität im Gamma-Frequenzband (>30 Hz) wurde in einer Vielzahl von 
Studien untersucht und nachgewiesen. Diese experimentellen Befunde, die eine Kor-
relation zwischen neuronaler Synchronisation und sensorischen Reizen bzw. motori-
schem Verhalten demonstrieren, werden zunehmend auch durch theoretische und 
experimentelle Befunde komplementiert, welche die mögliche funktionelle Relevanz 
eines Synchronisationscodes unterstützen (Ariav et al., 2003; Diesmann et al., 1999; 
König et al., 1996; Larkum et al., 1999; Markram et al., 1997; Reyes, 2003; Softky, 
1994; Tsodyks et al., 2000). Nichtsdestotrotz muß jedoch zum gegenwärtigen Zeit-
punkt die Antwort auf die Frage als offen betrachtet werden, ob es sich bei den beo-
bachteten Synchronisationsphänomenen nicht lediglich um Epiphänomene der In-
formationsverarbeitung handelt, die für die zu Grunde liegenden neuronalen Mecha-
nismen keine funktionelle Relevanz besitzen. 
Durch die detaillierte Struktur des im ersten Abschnitt dieser Arbeit vorgestellten 
Netzwerks wird es möglich, den Einfluß der implementierten neuronalen Mechanis-
men und den Einfluß von top-down Signalen auf die zeitliche Struktur neuronaler Ak-
tivität im Millisekundenbereich zu untersuchen. Die hier demonstrierten frequenzspe-
zifischen Effekte weisen insbesondere auf eine differentielle Modulation der neurona-
len Synchronisation in dem in zahlreichen Studien untersuchten Gamma-
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Frequenzband (>30 Hz) und einem tieffrequenten Frequenzband unter 20 Hz hin. 
Diese Ergebnisse bilden einen der Ausgangspunkte der im zweiten Abschnitt der 
vorliegenden Arbeit präsentierten experimentellen Studie. 
1.4 Natürliche Bedingungen 
Wie oben beschrieben wurde insbesondere die hochfrequente Synchronisation neu-
ronaler Aktivität im Gamma-Frequenzbereich in einer Vielzahl experimenteller Studi-
en untersucht. Ein Großteil dieser Studien wurde an anästhesierten Versuchstieren 
durchgeführt. Hierbei stellt das visuelle System anästhesierter Katzen eines der am 
besten untersuchten sensorischen Systeme dar. Begreifen wir das Gehirn als aktives 
informationsverarbeitendes System, so wird jedoch deutlich, daß die Ergebnisse sol-
cher Studien nur eine eingeschränkte Übertragbarkeit auf ein unter natürlichen Be-
dingungen operierendes kognitives System haben können. So findet man mit einem 
anästhesierten Versuchstier ein rein passives sensorisches System vor, welches top-
down Einflüsse auf die Verarbeitung sensorischer Stimuli unberücksichtigt lassen 
muß. Zudem besitzen die eingesetzten Anästhetika einen schlecht kontrollierbaren 
Einfluß auf neuronale Synchronisationsphänomene, was die Übertragbarkeit ent-
sprechender Ergebnisse auf wache kognitive Systeme weiter einschränkt. 
Wollen wir zu einem Verständnis neuronaler Synchronisationsphänomene und des 
Einflusses von top-down Signalen auf diese Phänomene in einem wachen natürlich 
agierenden kognitiven System gelangen, so müssen diese Phänomene also unter 
möglichst natürlichen Versuchsbedingen an wachen Versuchstieren untersucht wer-
den. Arbeiten an anästhesierten Tieren erlauben zwar eine ausgezeichnete Kontrolle 
und Stationarität der Versuchsbedingungen, können jedoch schließlich nur einen ex-
perimentellen Ausgangspunkt darstellen, wenn das Ziel ein Verständnis der Funktion 
wacher Gehirne ist.  
Um schließlich top-down Einflüsse auf die zeitliche Struktur neuronaler Aktivität am 
wachen Tier zu studieren, ist zunächst als empirisches Fundament eine präzise Be-
schreibung der von top-down Einflüssen unabhängigen Synchronisationsphänomene 
am wachen Tier erforderlich. Diese Beschreibung ermöglicht zudem den Vergleich 
mit der großen Anzahl von an anästhesierten Versuchstieren gewonnen experimen-
tellen Befunden und schlägt somit eine Brücke zwischen den verschiedenen experi-
mentellen Paradigmen. 
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Im zweiten Abschnitt der vorliegenden Arbeit wird eine solche experimentelle Studie 
vorgestellt, welche die Synchronisation neuronaler Aktivität im visuellen Kortex wa-
cher, sich verhaltender Katzen untersucht (Siegel und König, 2003). Hierbei wurde 
insbesondere berücksichtigt, Versuchsaufbau und -ablauf dem Verhaltensrepertoire 
der Versuchtiere so anzupassen, daß möglichst natürliche Versuchsbedingungen 
gewährleistet werden konnten. Ziel dieser Studie war es, unter diesen natürlichen 
Versuchsbedingungen die durch kontrollierte visuelle Stimulation im visuellen Kortex 
induzierte Synchronisation neuronaler Aktivität zu charakterisieren und quantitativ zu 
analysieren. Hierbei sollten insbesondere folgende Fragen beantwortet werden: Fin-
den sich die in anästhesierten Präparationen beschriebenen Synchronisationsphä-
nomene auch am wachen Tier unter natürlichen Bedingungen? Läßt sich die im er-
sten Abschnitt dieser Arbeit demonstrierte Differenzierung zwischen hoch- und tief-
frequenter neuronaler Synchronisation experimentell nachvollziehen? 
Beim Vergleich vorliegender Studien, welche sich insbesondere auf hochfrequente 
kortikale Synchronisationsphänomene im Gamma-Frequenzband konzentrieren, wird 
offensichtlich, daß die große Mehrzahl dieser Studien methodologische Charakteri-
stika aufweisen, welche eine Vergleichbarkeit der Ergebnisse untereinander ein-
schränken. So rekurriert der häufig gebrauchte Terminus „Gamma-Synchronisation“ 
keineswegs auf eine allgemeingültige Definition eines Frequenzbandes. Vielmehr 
wird zumeist von arbiträren und sehr unterschiedlichen Frequenzbändern ausgegan-
gen, welche sich primär nicht auf die experimentellen Befunde der untersuchten Syn-
chronisationsphänomene beziehen, sondern vielmehr a priori festlegen, welche Fre-
quenzbereiche von Interesse sein können.  
Daher war es ein weiteres Ziel der im zweiten Teil der vorliegenden Arbeit präsentier-
ten Studie, an Hand der am visuellen Kortex wacher Versuchtiere charakterisierten 
Synchronisation neuronaler Aktivität durch Anwendung eines zu entwickelnden ob-
jektiven Kriteriums a posteriori ein funktionelles Frequenzband neuronaler Synchro-
nisation abzuleiten. 
1.5 Struktur dieser Arbeit 
Die vorliegende Arbeit ist in zwei Abschnitte (Teil A und B) unterteilt. Im ersten Ab-
schnitt wird wie oben umrissen ein theoretisches Projekt dargestellt, welches den 
Einfluß einer kürzlich beschriebenen nichtlinearen somato-dendritischen Interaktion 
 18
auf die kortikale Integration von bottom-up und top-down Verarbeitung untersucht. 
Die in diesem Zusammenhang beschriebenen differentiellen Effekte auf die zeitliche 
Struktur neuronaler Aktivität in zwei unterschiedlichen Frequenzbereichen bilden ei-
nen Anknüpfungspunkt zu dem zweiten Abschnitt dieser Arbeit. In diesem zweiten 
Abschnitt wird ein experimentelles elektrophysiologisches Projekt vorgestellt, wel-
ches die reizabhängige Synchronisation neuronaler Aktivität am visuellen Kortex wa-
cher, sich verhaltender Katzen untersucht.  
Somit bildet die Untersuchung der zeitlichen Dynamik neuronaler Aktivität und das 
Interesse an den neuronalen Mechanismen der Informationsverarbeitung in einem 
aktiven wachen kognitiven System einen beiden Abschnitten dieser Arbeit zu Grunde 
liegenden Ausgangspunkt. Auf Grund der Unterschiede in Methode und spezifischer 
Fragestellung wurde jedoch versucht, beide Abschnitte der vorliegenden Arbeit als in 




2.1 Bottom-up Verarbeitung sensorischer Information 
2.1.1 Hierarchische Organisation 
Das klassische Paradigma der Funktion kortikaler sensorischer Systeme ist das Mo-
dell einer seriellen Informationsverarbeitung in einem hierarchisch gegliederten Sy-
stem funktionell distinkter Areale. Gemäß dieser klassischen Modellvorstellung wird 
die Information über unsere Umwelt ausgehend von peripheren sensorischen Rezep-
toren über subkortikale Schaltstationen seriell durch aufeinanderfolgende und hierar-
chisch gegliederten kortikalen Areale weitergeleitet (Biederman, 1987; Oram und 
Perrett, 1994; Thorpe et al., 1996). Der Informationsfluß erfolgt hierbei stets unidirek-
tional von hierarchisch tieferen hin zu höheren Verarbeitungsstationen, weshalb von 
der bottom-up Verarbeitung sensorischer Information gesprochen wird.  
Dieses bottom-up Modell kortikaler Funktion findet seinen historischen Ursprung in 
den fundamentalen Arbeiten von Hubel und Wiesel am visuellen Kortex der Katze. 
So schlugen Hubel und Wiesel ein serielles bottom-up Modell vor, um die mit der sy-
naptischen Distanz zur Retina zunehmende Größe und Komplexität der rezeptiven 
Felder von Neuronen im visuellen Kortex zu erklären (Hubel und Wiesel, 1962; Hubel 
und Wiesel, 1965). 
Die Prinzipien der bottom-up Verarbeitung sensorischer Information sind in Abbildung 
2 an einem schematisch stark vereinfachten Ausschnitt des visuellen Systems von 
Primaten dargestellt. Ausgehend von der Retina erreicht die visuelle Information über 
das Corpus geniculatum laterale das Areal V1 als hierarchisch tiefstem kortikalem 
Areal des visuellen Systems. In diesem Areal finden sich Neurone mit kleinen rezep-
tiven Feldern und einer Spezifität ihrer Antworten für Konturen einer bestimmten Ori-
entierung. Über bottom-up Verbindungen wird die sensorische Information auf die 
nächste hierarchische Ebene in das Areal V2 und über weitere Schritte entlang der 
Hierarchie zu hohen Arealen wie etwa dem inferotemporalen Kortex (IT) weitergelei-
tet. In der Hierarchie aufsteigend finden sich zunehmend größere rezeptive Felder 
und komplexere Stimulusspezifitäten der Neurone. So zeigen etwa Neurone in V2 
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eine Spezifität für orthogonale Konturen bestimmter Orientierungen (Hubel & Wiesel 
1977). In IT finden sich Neurone mit sehr großen rezeptiven Feldern, die selektiv auf 
gesichtstypische Konfigurationen von Kontrastelementen im visuellen Feld antworten 












visuelle Reize  
Abbildung 2 : Das Modell der seriellen bottom-up Verarbeitung sensorischer Information am 
Beispiel eines stark vereinfachten schematischen Ausschnitts des visuellen Systems.  
In diesem seriellen Modell der Informationsverarbeitung ist die mit höheren Hierar-
chieebenen zunehmende Größe und Komplexität der rezeptiven Felder eine Folge 
der Integration konvergenter axonaler Projektionen der Neurone eines entsprechend 
tieferen Areals. So werden z.B. die komplexen rezeptiven Felder der gesichtsspezifi-
schen Neurone in IT durch konvergente Projektionen von Neuronen tieferer Areale, 
die entsprechende Teilelemente des rezeptiven Feldes repräsentieren, zusammen-
gesetzt (Barlow, 1972; DeYoe und Van Essen, 1988; Livingstone und Hubel, 1988). 
2.1.2 Parallele Organisation 
Neben der hierarchischen Organisation ist die Verarbeitung unterschiedlicher Stimu-
lusdimensionen in parallelen auf diese Stimulusdimensionen spezialisierten Pfaden 
ein weiteres zentrales Merkmal kortikaler sensorischer Systeme. Eindrücklich de-
monstriert wird dieses Organisationsprinzip wiederum im visuellen System. So läßt 
sich bereits in V1 eine Selektivität von Neuronengruppen für verschiedene Stimulus-
dimensionen wie Form, Farbe, Bewegung oder räumliche Tiefe nachweisen 






sensorische Reize  
Abbildung 3 : Ein hierarchisch gegliedertes parallel arbeitendes System kortikaler Areale. 
Dieses Prinzip der parallelen Verarbeitung setzt sich auch auf weiteren Ebenen der 
Hierarchie visueller Areale fort (Biederman, 1987; DeYoe und Van Essen, 1988; Fel-
leman und Van Essen, 1991). Das in Abbildung 2 dargestellte Schema muß also um 
parallele Pfade der Informationsverarbeitung ergänzt werden, so daß sich ein hierar-
chisch gegliedertes kortikales sensorisches System als ein verzweigtes Netzwerk 
funktionell spezialisierter Areale darstellt. Abbildung 3 zeigt ein Schema eines sol-
chen kortikalen Systems. 
2.2 Top-down Verarbeitung sensorischer Information 
Obwohl sich das oben skizzierte Paradigma der seriellen Verarbeitung sensorischer 
Information zweifelsohne als sehr erfolgreich für das Verständnis der Funktion des 
Kortex erwiesen hat, stellt es jedoch eine Vereinfachung dar, die wesentliche Aspek-
te der kortikalen Funktion unbeachtet läßt (König und Luksch, 1998; Varela et al., 
1991). So zeigen zahlreiche psychophysische, anatomische und physiologische Be-
funde, daß top-down Prozesse eine wesentliche Rolle in der Verarbeitung sensori-
scher Information spielen. 
2.2.1 Psychophysische Befunde 
In dem oben beschriebenen Paradigma reiner bottom-up Verarbeitung sensorischer 
Information ist dieser Prozeß vollständig durch die aktuellen sensorischen Reize de-
terminiert. Bereits unsere subjektive introspektive Wahrnehmung widerspricht hinge-
gen offensichtlich diesem Befund. Die Wahrnehmung externer Stimuli ist nicht ledig-
lich ein passiver, vollständig durch die aktuellen sensorischen Reize determinierter 
Vorgang, sondern wird vielmehr als aktiver Prozeß wesentlich durch den kognitiven 
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Zustand des wahrnehmenden Systems beeinflußt. Zustandsvariablen wie der Verhal-
tenskontext, Erwartungen oder auch vergangene Erlebnisse haben einen starken 
Einfluß auf unsere Wahrnehmung. Solche internen Zustände beeinflussen also die 
Verarbeitung sensorischer Informationen im Sinne eines top-down gerichteten Pro-
zesses. 
Entsprechende psychophysische top-down Effekte wurden in einer Vielzahl von Stu-
dien nachgewiesen und eingehend untersucht (Desimone und Duncan, 1995; Posner 
und Petersen, 1990). Gemäß der psychophysischen Nomenklatur werden solche top-
down Prozesse unter dem Sammelbegriff „Aufmerksamkeit“ zusammengefaßt 
(James, 1890). Unter diesen Begriff fallen verschiedene Formen der Aufmerksam-
keit, welche sich gemäß ihrer kognitiven Funktion differenzieren lassen. So unter-
scheidet man etwa in der Verarbeitung visueller Information räumlich selektive, 
merkmalsgebundene oder objektgebundene Aufmerksamkeit. Vergleichbare Unter-
scheidungen zwischen verschiedenen Aufmerksamkeitsformen finden sich auch in 
anderen sensorischen Modalitäten. Ein gemeinsames Merkmal von Aufmerksam-
keitsprozessen ist die Selektion einer Teilmenge der zur Verfügung stehenden sen-
sorischen Information, welche bevorzugt einer weiteren Verarbeitung zugeführt wird. 
In diesem Kontext des Aufmerksamkeitsbegriffs lassen sich top-down Prozesse als 
Filter verstehen, welche sensorische Information nach Kriterien der Relevanz, welche 
etwa durch den aktuellen Verhaltenskontext, Erfahrungen oder Intentionen des Sub-
jektes bestimmt werden, für eine bevorzugte Verarbeitung selektieren.  
2.2.2 Anatomische Befunde 
Das Modell der reinen bottom-up Verarbeitung sensorischer Information steht zudem 
in deutlichem Widerspruch zu den anatomischen Befunden hinsichtlich der funktio-
nellen Architektur kortikaler Konnektivität.  
So ist die große Mehrheit der kortikalen interarealen Projektionen reziprok angelegt. 
Besteht eine bottom-up Verbindung von einem tieferen Areal A zu einem hierarchisch 
höher gelegenen Areal B, so besteht auch mit hoher Wahrscheinlichkeit eine kom-
plementäre top-down Verbindung in umgekehrter Richtung (Felleman und Van Es-
sen, 1991; Rockland und Virga, 1989). Darüber hinaus liegt die Anzahl der Synapsen 
eines Neurons, die von top-down Verbindungen gebildet werden, in der gleichen 
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Größenordnung wie die Anzahl der von bottom-up Verbindungen gebildeten Sy-











Abbildung 4 : Ein hierarchisch gegliedertes parallel arbeitendes System kortikaler Areale 
mit vollständig reziproken interarealen Verbindungen. 
Die Anatomie der kortikalen Konnektivität deutet also sowohl strukturell als auch 
quantitativ auf einen wesentlichen Einfluß von top-down Verbindungen auf die Verar-
beitung sensorischer Information hin. In Abbildung 4 ist das oben vorgestellte Sche-
ma eines hierarchischen Systems kortikaler Areale unter Berücksichtigung dieser 
charakteristischen anatomischen Befunde abgebildet. 
2.2.3 Physiologische Befunde 
Eine große Anzahl detaillierter physiologischer und anatomischer Studien haben zu 
wesentlichen Fortschritten in unserem Verständnis der Funktion kortikaler bottom-up 
Prozesse beigetragen. Die Funktion und insbesondere neuronalen Mechanismen der 
top-down Verarbeitung sind hingegen bis heute vergleichsweise schlecht verstanden. 
Dies ist nicht zuletzt durch die methodologischen Schwierigkeiten bedingt, die die 
Untersuchung von top-down Prozessen mit sich bringt. So setzen diese Untersu-
chungen die vergleichsweise aufwendige Arbeit an gut trainierbaren wachen Lebe-
wesen wie Primaten voraus. Zwar hat der Einsatz moderner bildgebender Verfahren 
wie des fMRI am Menschen wichtige Beiträge zur Untersuchung von top-down Pro-
zessen beigetragen, jedoch ermöglichen diese nichtinvasiven Methoden bislang we-
gen der indirekten Messung neuronaler Aktivität und einer sehr schlechten zeitlichen 
Auflösung keine Aussagen über die zu Grunde liegenden Mechanismen auf neurona-
ler Ebene (Kanwisher und Wojciulik, 2000). Trotz dieser methodologischen Schwie-
rigkeiten sind top-down Prozesse der kortikalen Funktion in den letzten Jahren zu-
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nehmend in das Zentrum des neurowissenschaftlichen Forschungsinteresses gerückt 
(Desimone und Duncan, 1995; Engel et al., 2001; Posner und Petersen, 1990). 
Die überwiegende Mehrzahl der Studien zu top-down Prozessen wurde im visuellen 
System durchgeführt. So wurden die physiologischen Effekte von top-down Mecha-
nismen insbesondere im Zusammenhang mit visueller Aufmerksamkeit (Bisley und 
Goldberg, 2003; Desimone und Duncan, 1995; Fries et al., 2001; Kanwisher und 
Wojciulik, 2000; Kastner et al., 1999; Luck et al., 1997; Moran und Desimone, 1985; 
Posner und Petersen, 1990; Roelfsema et al., 1998; Spitzer et al., 1988; Steinmetz et 
al., 2000; Treue und Martinez Trujillo, 1999),  visueller Imagination (Goebel et al., 
1998; Kosslyn et al., 1995; Le Bihan et al., 1993; Watanabe et al., 1998) und der Lä-
sion oder temporären Kühlung höherer kortikaler Areale (Galuske et al., 2002; Hupe 
et al., 2001; Hupe et al., 1998; Mignard und Malpeli, 1991; Sandell und Schiller, 
1982) untersucht. Zusammenfassend zeigen diese Studien vor dem Hintergrund der 
anatomischen Stärke von top-down Projektionen vergleichsweise kleine absolute und 
relative top-down Effekte auf die Eigenschaften der rezeptiven Felder und Feuerraten 
von Neuronen in tieferen visuellen Arealen. Eine vergleichende anatomisch-
physiologische Studie demonstrierte zudem quantitativ, daß der physiologische Ef-
fekt von top-down Verbindungen kleiner ist, als auf Grund der Stärke der anatomi-
schen Projektionen angenommen werden müßte (Vanduffel et al., 1997). Es wurde 
daher vorgeschlagen, daß die neuronale Aktivität hauptsächlich durch bottom-up 
Verbindungen bestimmt wird, während top-down Verbindungen einen modulierenden 
Effekt auf diese Aktivität ausüben (Mumford, 1991).  
Trotz dieser experimentellen Ergebnisse sind insbesondere im Kontext der oben ge-
schilderten anatomischen Befunde die zu Grunde liegenden neuronalen Mechanis-
men und die Ursache des bemerkenswerten Unterschieds zwischen den Effekten 
von bottom-up und top-down Prozessen bislang weitgehend unverstanden. 
 25

































Abbildung 5 : Relative Antworten der interarealen Synchronisation im tief- (8-12 Hz) und 
hochfrequenten (20-100 Hz) Bereich. Bei der mit einem Stern markierten Go-Versuchbedingung 
zeigt sich in dem tiefen Frequenzband ein signifikanter Anstieg der Synchronisation relativ 
zum Prästimulusintervall. (nach von Stein et al. 2000) 
Im Gegensatz zu top-down Effekten auf neuronale Feuerraten untersuchte kürzlich 
eine am visuellen Kortex wacher Katzen durchgeführte Studie den Einfluß von top-
down Prozessen auf die zeitliche Struktur und Synchronisation neuronaler Aktivität 
(von Stein et al., 2000). In dieser Studie wurde gezeigt, daß der Verhaltenskontext 
des Versuchstieres einen starken Einfluß auf die Synchronisation der neuronalen 
Aktivität zwischen kortikalen Arealen auf verschiedenen Ebenen der Hierarchie des 
visuellen Systems aufweist. In Abbildung 5 ist das Hauptergebnis dieser Studie dar-
gestellt. Die Katzen wurden in einem sogenannten „Go/No-Go-Paradigma“ trainiert, 
zwei visuelle Stimuli zu unterscheiden und auf die Präsentation des Go-Stimulus mit 
einem Tastendruck zu reagieren. Mittels chronischer Mikroelektrodenimplantation 
wurde die neuronale Aktivität in verschiedenen Arealen entlang der Hierarchie des 
visuellen Systems gemessen. Als Hauptbefund zeigte sich für die Go-
Versuchsbedingungen ein prominenter Anstieg der interarealen Synchronisation zwi-
schen Arealen auf verschiedenen hierarchischen Ebenen in einem tieffrequenten 
Frequenzband von 8-12 Hz. Die Phasenlage dieser Synchronisation und eine auto-
regressive multivariate Analyse der neuronalen Aktivität (Bernasconi und König, 
1999) deuteten auf eine top-down gerichtete Interaktion der verschiedenen Areale 
hin. Während die Untersuchung der neuronalen Aktivität im Sinne mittlerer Feuerra-
ten überraschend kleine top-down Effekte zeigt, weisen diese Ergebnisse also auf 
einen spezifischen top-down Effekt auf die interareale Synchronisation neuronaler 
Aktivität hin, der besonders im tieffrequenten Frequenzbereich ausgeprägt ist. 
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2.3 Der apikale Dendrit als distinktes Kompartment synaptischer 
Integration 
2.3.1 Laminäre Asymmetrie von bottom-up und top-down Projektionen 
Wie oben dargestellt, ist die bidirektionale Symmetrie der interarealen Verbindungen 
ein charakteristisches Strukturmerkmal der funktionellen Architektur des Kortex. Auf 
der zytoarchitektonischen Ebene jedoch zeigt sich eine bedeutsame Asymmetrie zwi-
schen bottom-up und top-down gerichteten interarealen Projektionen. So findet sich 
für bottom-up und top-down Verbindungen eine jeweils charakteristische laminäre 
Verteilung der synaptischen Zielstrukturen (Felleman und Van Essen, 1991). Bottom-
up projizierende Neurone terminieren mit ihren axonalen Projektionen typischerweise 
in den granulären Schichten des Zielareals. Top-down gerichtete Neurone hingegen 
projizieren in die infragranulären und insbesondere hohen supragranulären Laminae. 
In diesen pianahen supragranulären Laminae finden sich die weitverzweigten Aus-
läufer der apikalen Dendriten großer Pyramidenzellen, welche die größte Klasse 
kortikaler Neuronentypen und die hauptsächliche Ausgangszellpopulation der 
kortikalen Kolumne darstellen. Während die Signale der bottom-up Projektionen also 
vorwiegend über die in mittleren Laminae gelegenen somanahen basalen Dendriten 
integriert werden, erfolgt die synaptische Integration der top-down Signale durch die 
in den oberflächlichsten Laminae liegenden apikalen Dendriten.  
2.3.2 Nichtlineare somato-dendritische Interaktion 
Eine Reihe jüngerer Befunde über die komplexen komputationalen Eigenschaften 
kortikaler Neurone legen nahe, daß die beschriebene Asymmetrie der Zielstrukturen 
von bottom-up und top-down Projektionen von entscheidender Bedeutung für die In-
tegration bottom-up und top-down gerichteter Signale sein könnte (Koch und Segev, 
2000; Larkum et al., 1999; Siegel et al., 2000; Spratling, 2002).  
Ausgehend von den grundlegenden Arbeiten von McCulloch und Pitts dominierte für 
viele Jahre ein neuronales Modell, gemäß welchem ein Neuron als punktförmiger 
linearer Integrator mit einer nichtlinearen Schwellenoperation zur Generierung von 
Aktionspotentialen beschrieben werden kann (McCulloch und Pitts, 1943). Ein sol-
ches Modell vernachlässigt jedoch ebenso die beeindruckende, klassentypische 
Morphologie wie auch die komplexen membranphysiologischen Eigenschaften korti-
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kaler Neurone. Durch deutliche methodologische Fortschritte hat sich in der jüngsten 
Vergangenheit unser Wissen über die komputationalen Eigenschaften kortikaler Neu-
rone wesentlich verbessert (Koch und Segev, 2000). So konnten große Fortschritte 
im Verständnis der Mechanismen und Bedingungen synaptischer Plastizität (Magee 
und Johnston, 1997; Markram et al., 1997; Stuart und Hausser, 2001), den Eigen-
schaften dendritischer Signalverarbeitung (Ariav et al., 2003; Hausser und Mel, 2003; 
Hausser et al., 2000; London et al., 2002; Mel, 2002; Mel et al., 1998; Segev und 
London, 2000; Sejnowski, 1997; Williams und Stuart, 2002) und der Wechselwirkung 
zwischen verschiedenen neuronalen Kompartimenten erzielt werden (Larkum et al., 
1999; Larkum et al., 2001; Stuart und Sakmann, 1994; Stuart et al., 1997b; Vetter et 
al., 2001; Waters et al., 2003). Zusammenfassend zeigen diese Befunde, daß ein 
einfaches lineares Schwellenwert-Modell wesentliche Charakteristika kortikaler Neu-
rone unberücksichtigt läßt, die für die  funktionellen Eigenschaften dieser Neurone 
als grundlegende Einheiten kortikaler Informationsverarbeitung eine wichtige Rolle 
spielen können (Hausser et al., 2000; Koch und Segev, 2000; Sejnowski, 1997). 
Ein charakteristisches Beispiel für diese Fortschritte im Verständnis der komputatio-
nalen Eigenschaften kortikaler Neurone ist die Wechselwirkung zwischen somati-
schen und dendritischen Kompartimenten der Pyramidenzellen. Während über viele 
Jahre ein neuronales Modell vorherrschte, wonach somatisch generierte Aktionspo-
tentiale sich als Ausgangssignale eines Neurons nur unidirektional entlang der axo-
nalen Projektionen ausbreiten, konnte nun gezeigt werden, daß sich somatische Ak-
tionspotentiale unterstützt durch aktive Leitfähigkeiten auch retrograd in den apikalen 
Dendriten ausbreiten (Buzsaki und Kandel, 1998; Magee und Johnston, 1997; Stuart 
und Sakmann, 1994; Stuart et al., 1997a; Stuart et al., 1997b; Vetter et al., 2001; 
Waters et al., 2003). Abbildung 6A zeigt das Schema eines experimentellen Aufbaus, 
mit dem ein solches zurücklaufendes Aktionspotential gemessen werden kann 
(Larkum et al., 1999). In Abbildung 6B wurde durch somatische Stromapplikation ein 
somatisches Aktionspotential ausgelöst. Dieses Aktionspotential breitet sich retro-
grad in den apikalen Dendriten aus und kann an den zusätzlich plazierten dendriti-
schen Patch-Pipetten registriert werden. In einem zweiten Experiment (Abbildung 
6C) wurde über die am apikalen Dendriten plazierte Patch-Pipette ein Strom in Form 
eines evozierten postsynaptischen Stroms (EPSC) appliziert. Das entsprechende 
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Potential wird in seiner Ausbreitung in Richtung des Somas stark abgeschwächt und 
























Abbildung 6 : Somato-dendritische Interaktion. A : Rekonstruktion einer mit Biozytin gefüll-
ten Pyramidenzelle. Die Positionen der Patch-Pipetten und Laminae des Kortex sind schema-
tisch dargestellt. B : Durch somatische intrazelluläre Stromapplikation wird ein somatisches 
Aktionspotential ausgelöst. Dieses läuft in abgeschwächter und verbreiterter Form in den api-
kalen Dendriten zurück. C : Stromapplikation am apikalen Dendriten in Form eines EPSC ohne 
Generation eines Aktionspotentials am apikalen Dendriten oder Soma. D : Nichtlineare somato-
dendritische Interaktion. Die mit einer Latenz von 5 ms gepaarten somatischen und apikalen 
Stromapplikationen führen zu einem dendritischen Ca2+-Aktionspotential und einer somati-
schen Salvenentladung (nach Larkum et al. 1999). 
In einem dritten Experiment (Abbildung 6D) wurde die somatische Stimulation mit der 
Stimulation am apikalen Dendriten gepaart, was zu einer charakteristischen nichtli-
nearen Interaktion zwischen apikalem Dendriten und Soma führt. Trifft das durch 
Stromapplikation am apikalen Dendriten simulierte exzitatorische postsynaptische 
Potential (EPSP) in einem nur wenige Millisekunden kleinen Zeitfenster auf ein in den 
apikalen Dendriten zurücklaufendes somatisch generiertes Aktionspotential, so löst 
dies ein langsames dendritisches Ca2+-Aktionspotential aus, welches in der Folge am 
Soma zu einer Salvenentladung von Aktionspotentialen führt. Durch seine große 
elektronische Entfernung vom Soma funktioniert der apikale Dendrit somit zunächst 
als distinktes Kompartment synaptischer Integration der in den oberflächlichen Lami-
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nae terminierenden axonalen Projektionen. Ist dieser synaptische Input am apikalen 
Dendriten jedoch zeitlich mit einem somatischen Aktionspotential, das durch synapti-
sche Eingänge der somanäheren basalen Dendriten generiert wird, korreliert, so 
kommt es zu einer nichtlinearen Kopplung dieser Signale im Sinne einer Multiplikati-
on, die schließlich zu einer hochfrequenten Salvenentladung des Neurons führt 
(Larkum und Zhu, 2002; Larkum et al., 1999; Larkum et al., 2001; Schaefer et al., 
2003; Stuart und Hausser, 2001; Waters et al., 2003). 
Dieser Mechanismus verdeutlicht eindrucksvoll, daß die polare Morphologie der Py-
ramidenzelle und die komplexen aktiven Membraneigenschaften zu charakteristi-
schen nichtlinearen integrativen Eigenschaften führen, welchen ein einfaches linea-
res Schwellenwertmodell der neuronalen Funktion nicht gerecht werden kann. Führt 
man diese Befunde  einer nichtlinearen Interaktion der synaptischen Eingänge unter-
schiedlicher zellulärer Kompartimente mit den oben beschriebenen laminären Cha-
rakteristika der interarealen Projektionen zusammen, so wird deutlich, daß diese so-
mato-dendritische Interaktion das Korrelat eines neuronalen Mechanismus zur Inte-
gration von bottom-up und top-down Signalen darstellen kann. Diese Hypothese 
steht im Zentrum der im Folgenden dargestellten theoretischen Studie.  
2.4 Fragestellungen 
Der Einfluß von interarealen top-down Projektionen, verschiedenen top-down Signa-
len und der beschriebenen nichtlinearen somato-dendritischen Interaktion auf die 
Verarbeitung sensorischer Information wurde in numerischen Simulationen eines 
neuronalen Netzwerks an Hand folgender Fragestellungen untersucht: 
2.4.1 Fragestellung 1: Einfluß von top-down Verbindungen auf die neuronale 
Aktivität 
Welchen Einfluß haben top-down Verbindungen auf die Verarbeitung sensorischer 
Stimuli in einer vollständig reziproken Netzwerkarchitektur im Vergleich zu einer 
Netzwerkarchitektur, die lediglich über bottom-up Verbindungen verfügt? 
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2.4.2 Fragestellung 2: Einfluß zusätzlicher top-down Signale 
Welchen Einfluß haben zusätzliche top-down Signale auf die Verarbeitung sensori-
scher Stimuli? Welchen Einfluß haben top-down Signale auf die Verarbeitung mehre-
rer simultan präsentierter sensorischer Stimuli? 
2.4.3 Fragestellung 3: Einfluß von top-down Signalen auf die zeitliche Dynamik 
neuronaler Aktivität 
Welchen Einfluß haben top-down Signale und die implementierte Form der somato-
dendritischen Interaktion auf die zeitliche Dynamik der neuronalen Aktivität des Netz-
werks? Zeigt sich ein frequenzspezifischer Effekt von top-down Signalen auf die Syn-
chronisation neuronaler Aktivität? 
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3 Methoden 
3.1 Architektur des simulierten Netzwerks 
Um die oben dargestellten Fragestellungen zu untersuchen, wurde ein neuronales 
Netzwerk zweier Areale auf unterschiedlichen hierarchischen Ebenen numerisch si-
muliert. Hierbei wurden die beschriebenen neuronalen Mechanismen einer nichtli-
nearen somato-dendritischen Interaktion vereinfacht in dem simulierten Netzwerk 
implementiert. Durch externe bottom-up und top-down Signale und Modifikation der 
simulierten Netzwerkarchitektur konnte der Einfluß von bottom-up und top-down Pro-
zessen sowohl auf die Aktivität des Netzwerks im Sinne von Feuerraten, als auch auf 
die zeitliche Struktur der Aktivität differenziert untersucht werden.  
Abbildung 7 zeigt das oben besprochene Schema eines aus mehreren Arealen be-
stehenden kortikalen Systems. Diese Areale sind von tiefen, rezeptornahen Arealen 
hin zu hohen Arealen in mehreren parallelen Pfaden hierarchisch geordnet. Hierar-
chisch benachbarte Areale sind durch reziproke top-down und bottom-up Verbindun-
gen gekoppelt. Mit dem simulierten Netzwerk wurden zwei hierarchisch benachbarte 
Areale wie etwa Areal A und B aus einem solchen System von Arealen herausgegrif-











Abbildung 7 : Aus einem hierarchisch organisierten System reziprok verbundener Areale 
werden zwei Areale A und B auf unterschiedlichen hierarchischen Ebenen als neuronales 
Netzwerk simuliert. 
Jedes Areal wurde aus einer Matrix von exzitatorischen und inhibitorischen Neuronen 
aufgebaut. Jedem exzitatorischen Neuron wurde ein inhibitorisches Neuron zugeord-
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net. Ein solches Paar von exzitatorischem und inhibitorischem Neuron ist als grund-











Abbildung 8 : Das grundlegende Modul der simulierten Areale wurde aus einem exzitatori-
schen Neuron und einem diesem zugeordneten inhibitorischen Neuron gebildet. Für die synap-
tische Eingänge des exzitatorischen Neurons wurde zwischen Eingängen am basalen bzw. 
apikalen Dendriten unterschieden.  
Areal A wurde aus 51 Paaren exzitatorischer und inhibitorischer Neurone gebildet, 
die in drei Reihen von 17 Paaren angeordnet waren. Areal B wurde aus 45 Paaren, 
die in drei Reihen mit jeweils 15 Paaren angeordnet waren, aufgebaut. Neurone des 
selben Orts in unterschiedlichen Reihen hatten die gleichen Eigenschaften und re-
zeptiven Felder, wobei die Gewichte der Projektionen zwischen exzitatorischen Neu-
ronen über die Reihen abgestuft wurden, um Effekte eines Populationscodes zu be-
rücksichtigen (siehe Tabelle 2). 
Jedes inhibitorische Neuron erhielt exzitatorischen synaptischen Eingang von dem 
zugeordneten exzitatorischen Neuron. Inhibitorische Neurone projizierten über diver-
gente Axone zu allen exzitatorischen Neuronen desselben Areals. Exzitatorische 
Neurone des tieferen Areals A projizierten zu den basalen Dendriten der exzitatori-
schen Neurone des höheren Areals B. Diese bottom-up Verbindungen wurden kon-
vergent gestaltet, indem 3 benachbarte exzitatorische Neurone des Areals A auf ein 
exzitatorisches Neuron des Areals B projizierten. Entsprechend wurden also im Areal 
B größere und überlappende rezeptive Felder gebildet. Umgekehrt projezierten die 
exzitatorischen Neurone des Areals B zu den exzitatorischen Neuronen des Areals 
A. Diese top-down Verbindungen wurden reziprok den bottom-up Verbindungen di-
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vergent gestaltet. Im Gegensatz zu den bottom-up Verbindungen terminieren diese 
top-down Projektionen jedoch an den apikalen Dendriten der exzitatorischen Neuro-
ne des tieferen Areals A. Diese Asymmetrie der Zielstrukturen von bottom-up und 
top-down Projektionen bildete demnach die bekannte laminäre Asymmetrie intraarea-
ler Projektionen ab (Felleman und Van Essen, 1991). In Abbildung 9 ist schematisch 


























Abbildung 9 : Ausschnitt des simulierten Netzwerks mit den reziprok über bottom-up und 
top-down Projektionen verbundenen Arealen A und B. Die bottom-up Verbindungen von Areal 
A zu dem Areal B wurden konvergent gestaltet. Die entsprechenden top-down Verbindungen 
wurden reziprok divergent angelegt. Nicht dargestellt sind die divergenten intraarealen Projek-
tionen der inhibitorischen Neurone zu allen exzitatorischen Neuronen desselben Areals. 
Der postsynaptische Effekt der am apikalen Dendriten terminierenden top-down Ver-
bindungen wurde entsprechend der oben beschriebenen neurophysiologischen Be-
funde somato-dendritischer Interaktion modelliert. Da das vorliegende Modell weni-
ger auf die subzellulären Mechanismen als vielmehr auf die funktionellen Aspekte 
einer solchen somato-dendritischen Interaktion abzielt, wurden diese Effekte in einer 
vereinfachten Form in das Netzwerkmodell integriert. So wurden die synaptischen 
Eingänge der top-down Projektionen für jedes exzitatorische Neuron in Area A in ei-
nem separaten Kompartment integriert. Dieses Kompartment arbeitete somit als vir-
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tueller apikaler Dendrit des Neurons. Wenn der synaptische Input dieses virtuellen 
apikalen Dendriten einen festgesetzten Schwellenwert überschritt und gleichzeitig ein 
somatisches Aktionspotential auftrat, wurde über die Aktivierung einer langsamen 
depolarisierenden Leitfähigkeit eine stereotype somatische Salvenentladung von Ak-
tionspotentialen ausgelöst. Durch diese Implementation der nichtlinearen somato-
dendritischen Interaktion wurde den entsprechenden funktionellen Eigenschaften in 
einer numerisch effizienten Form Rechnung getragen. 
Beide Areale erhielten über exzitatorische Synapsen an den exzitatorischen Neuro-
nen externe Eingangssignale. Diese wurden als präsynaptische Poisson-Zeitserien 
von Aktionspotentialen simuliert. Die externen Eingangssignale des Areals A ent-
sprachen hierbei dem präsentierten sensorischen Stimulus. Gemäß den rezeptiven 
Feldern der exzitatorischen Neurone des Areals B wurden diese Stimuli als exzitato-
rischer Input auf drei benachbarte Neurone des Areals A simuliert. Die externen Ein-
gangssignale des Areals B entsprachen zusätzlichen top-down Signalen. Diese kön-
nen etwa als durch den aktuellen Verhaltenskontext des kognitiven Systems intern 
generierte Aufmerksamkeitssignale interpretiert werden. 
3.2 Neuronales Modell 
Alle Neurone des simulierten Netzwerks wurden durch ein Leitfähigkeiten-Modell be-
schrieben. Spannungsabhängige Natrium- und Kalium-Leitfähigkeiten wurden zur 
Generierung von Aktionspotentialen implementiert. Exzitatorische und inhibitorische 
synaptische Leitfähigkeiten wurden für die glutamaterge und gabaerge synaptische 
Transmission implementiert. Um die Charakteristika kolokalisierter GABAA- und 
GABAB-Rezeptoren zu differenzieren, wurden zwei inhibitorische Leitfähigkeiten mit 
unterschiedlichen Schwellenwerten und Zeitkonstanten simuliert. 







+ [(Ek −Vm )Gk ]
k
∑      (1) 
Em ist das Ruhemembranpotential, Cm die Membrankapazität und Rm der Widerstand 
der Membran. Die Summe über k entspricht der Summe über die verschiedenen Io-
nenkanäle eines Kompartments mit den Umkehrpotentialen Ek und den Leitfähigkei-
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ten Gk. Für alle Neurone galten die folgenden Parameter: Em = -70 mV; Cm = 1,0 
µF/cm2; Rm = 4,0 kΩcm2; Am = 0.126 µm2.  
Die synaptischen Leitfähigkeiten gsyn wurden durch eine generalisierte Alpha-Funktion 











=  , τ1 > τ2      (2) 
W ist das Gewicht der Synapse, A eine Normalisierungskonstante, gmax die maximale 
Leitfähigkeit und τ1 bzw. τ2 die Zeitkonstanten der synaptischen Leitfähigkeit. Die 
entsprechenden Parameter der verschiedenen simulierten Leitfähigkeiten sind in Ta-
belle 1 aufgeführt: 
 
Funktion der Leitfähigkeit gmax Ek τ1 τ2
Exzitatorische Synapse 0.3096 nS 55 mV 10 ms 2 ms 
Inhibitorische Synapse (GABAA) 0.0516 nS -90 mV 2 ms 2 ms 
Inhibitorische Synapse (GABAB) 0.0516 nS -90 mV 20 ms 20 ms 
Exzitatorische Synapse, apikaler Dendrit 0.3096 nS 55 mV 50 ms 2 ms 
Induktion von Salvenentladungen 0.3096 nS 55 mV 5 ms 5 ms 
Aktionspotential Natrium (Schwelle: -40 mV) 6 mS 55 mV 0,4 ms 0,4 ms 
Aktionspotential Kalium (Schwelle: -40 mV) 0,7 mS -90 mV 4 ms 0,2 ms 
Tabelle 1 : Parameter der simulierten Leitfähigkeiten des neuronalen Modells 
Für alle exzitatorischen bzw. inhibitorischen Leitfähigkeiten wurde vereinfachend ein 
Umkehrpotential von +55 bzw. –90 mV implementiert. Da das Membranpotential der 
simulierten Neurone sich stets in der Nähe der Aktionspotentialschwelle und somit 
entfernt von den synaptischen Umkehrpotentialen bewegte, hatten diese Modellpa-
rameter einen zu vernachlässigenden Einfluß auf die Dynamik des Netzwerks. Die 
exzitatorischen Synapsen am apikalen Dendriten hatten keinen direkten Einfluß auf 
das postsynaptische Membranpotential und wurden in einem distinkten Kompartment 
zur Integration der top-down Eingänge verwendet. Überschritt diese exzitatorische 
Leitfähigkeit einen bestimmten Schwellenwert (8 nS), wurde bei gleichzeitigem Auf-
treten eines somatischen Aktionspotentials die Leitfähigkeit zur Induktion einer Sal-
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venentladung aktiviert. Die Gewichte und Latenzen der verschiedenen simulierten 
synaptischen Verbindungen sind in Tabelle 2 zusammengefaßt. 
 
Funktion der Verbindung W ∆t 
Areal A: exzitatorisch → inhibitorisch (GABAA) 10 2 ms
Areal A: exzitatorisch → inhibitorisch (GABAB) 2 2 ms
Areal A: inhibitorisch (GABAA) → exzitatorisch 8 2 ms
Areal A: inhibitorisch (GABAB) → exzitatorisch 14 2 ms
Areal B exzitatorisch → Area B exzitatorisch (Reihe 1/2/3) 2,3 / 1,4 / 0,5 5 ms
Areal B: exzitatorisch → inhibitorisch (GABAA) 10 2 ms
Areal B: exzitatorisch → inhibitorisch (GABAB) 2 2 ms
Areal B: inhibitorisch (GABAA) → exzitatorisch 5 2 ms
Areal B: inhibitorisch (GABAB) → exzitatorisch 14 2 ms
Areal B exzitatorisch → Area A exzitatorisch (Reihe 1/2/3) 2,8 / 1,7 / 0,6 5 ms
Tabelle 2 : Parameter der simulierten synaptischen Verbindungen des Netzwerks 
3.3 Experimentelle Bedingungen und Analysen 
Alle Experimente wurden mit denselben Parametern des simulierten Netzwerks 
durchgeführt. In verschiedenen Experimenten wurde der Einfluß von top-down Ver-
bindungen, unterschiedlicher externer Stimuli und externer top-down Signale unter-
sucht. Die präsentierten externen Stimuli bestanden, entsprechend den rezeptiven 
Feldern der exzitatorischen Neurone des höheren Areals B, aus drei Reihen breiten 
Feldern exzitatorischer Aktivität an den externen Eingängen des Areals A. Externe 
top-down Signale wurden entsprechend dem präsentierten Stimulus als eine Reihe 
breite exzitatorische Aktivität an den externen Eingängen des Areals B simuliert.  
3.3.1 Experiment 1: Top-down Verbindungen 
In einem ersten Experiment wurde der Einfluß der reziproken top-down Verbindun-
gen auf die neuronale Aktivität untersucht. Hierzu wurden Simulationen sowohl mit 
aktivierten als auch deaktivierten top-down Projektionen des Areals B auf das Areal A 
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durchgeführt. Über den externen Eingang des Areals A wurde ein Stimulus präsen-
tiert, der mit einem variablen Anteil an Rauschen als zufälliger poissonverteilter prä-
synaptischer Aktivität gemischt wurde. Area B erhielt in dieser experimentellen Be-
dingung keine zusätzlichen top-down Signale. 
3.3.2 Experiment 2: Zusätzliche top-down Signale 
In einem zweiten Experiment wurde der Einfluß zusätzlicher top-down Signale auf die 
neuronale Aktivität untersucht. Hierzu wurde über den externen Eingang des Areals 
A ein konstanter Stimulus mit konstantem Rauschanteil präsentiert. Über den exter-
nen Eingang des Areals B wurde ein zusätzliches top-down Signal appliziert, welches 
Neurone mit zu dem präsentierten Stimulus äquivalenten rezeptiven Feldern faszili-
tierte. Die Stärke der zusätzlichen top-down Signale wurde parametrisch variiert und 
der Einfluß auf die neuronale Aktivität quantitativ untersucht. Alle externen Signale 
wurden als poissonverteilte Zeitserien von präsynaptischen Aktionspotentialen simu-
liert. 
3.3.3 Experiment 3: Mehrere simultane Stimuli 
In einem dritten Experiment wurde der Einfluß zusätzlicher top-down Signale auf die 
Verarbeitung mehrerer simultan präsentierter Stimuli untersucht. Hierzu wurden über 
den externen Eingang des Areals A simultan zwei nichtüberlappende Stimuli mit va-
riablem Anteil am gesamten Stimulus präsentiert. Über den externen Eingang des 
Areals B wurde ein top-down Signal appliziert, welches einem dieser beiden Stimuli 
entsprach. Die Stärke der zusätzlichen top-down Signale wurde parametrisch variiert, 
so daß der Einfluß zusätzlicher top-down Signale und der Einfluß der relativen Stärke 
des faszilitierten Stimulus auf die neuronale Aktivität quantitativ untersucht werden 
konnte. 
3.3.4 Analyse der mittleren Feuerraten 
Die Aktionspotentiale aller Zellen wurden für die im Anschluß durchgeführte Analyse 
mit einer zeitlichen Auflösung von 1 ms gespeichert. Die neuronale Aktivität wurde 
sowohl durch Berechnung mittlerer Feuerraten einzelner Aktionspotentiale als auch 
durch Berechnung der mittleren Rate von Salvenentladungen (Areal A) untersucht.  
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3.3.5 Analyse der zeitlichen Dynamik neuronaler Aktivität 
Die zeitliche Dynamik und Synchronisation der neuronalen Aktivität wurde sowohl im 
Zeitbereich durch Berechnung von Auto- und Kreuzkorrelogrammen, als auch im Fre-
quenzbereich durch Berechnung von Power- und Kohärenzspektren der über alle 
exzitatorischen Neurone eines Areals gemittelten Aktivität an Aktionspotentialen un-
tersucht. Um frequenzspezifische Effekte im Zeitbereich darzustellen, wurden die 
gemittelten neuronalen Aktivitäten vor der Berechnung von Auto- und Kreuzkorrelo-
grammen für die Frequenzbänder 0-20 Hz und 20-80 Hz bandpaßgefiltert. Um die 
Lesbarkeit der Abbildungen zu verbessern, wurde für die Autokorrelogramme der 
Wert bei der Latenz von 0 ms als Mittel der Autokorrelationsfunktion bei –1 ms und 1 
ms berechnet. An diese Autokorrelogramme wurde eine Gaborfunktion (3) als Funk-
tion der Latenz t optimal angenähert. Diese Gaborfunktion entspricht einem mit einer 





cos(2π (t −ϕ) f )      (3) 
A definiert die Amplitude, ϕ die Position des zentralen Maximums, f die Frequenz und 
σ die Standardabweichung der gewichtenden Gauß-Funktion. Zur Quantifizierung der 
intraarealen Synchronisation wurden Powerspektren der über alle exzitatorischen 
Neurone eines Areals gemittelten Aktivität an Aktionspotentialen berechnet. Da bei 
vollständig unkorrelierten Phasenlagen der Aktionspotentiale verschiedener Neurone 
eines Areals durch die Mittelung der Aktivität ein flaches Powerspektrum resultieren 
würde, entsprechen lokale Maxima in diesen Powerspektren einer spezifischen in-
traarealen Synchronisation. Diese Powerspektren wurden gemäß dem Algorithmus 
nach Welch unter Verwendung von 100 ms langen Hanning-Fenstern berechnet 
(Press et al., 1992).  
Zur Quantifizierung der interarealen Synchronisation wurden Kohärenzspektren zwi-
schen den über alle exzitatorischen Neurone eines Areals gemittelten Aktivität an 
Aktionspotentialen beider Areale berechnet. Die Kohärenz zweier Signale x und y 











=      (4) 
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Pxy ( f ), Pxx ( f ) und Pyy ( f ) sind die Cross- bzw. Autospektren der Signale x und y. Die 
Cross- und Autospektren wurden entsprechend den Powerspektren gemäß dem Al-
gorithmus nach Welch berechnet (Press, 1997). Die Kohärenz als einheitsloses Maß 
reicht von 0 bis 1 und beschreibt die Konstanz der Phasenlage zweier Signale als 
Funktion der Frequenz. Sind die Frequenzkomponenten zweier Signale perfekt pha-
senkonstant, so beträgt die Kohärenz der Signale für die entsprechende Frequenz 1. 
Ist im umgekehrten Fall die Phasenlage vollständig unkorreliert, so beträgt die Kohä-
renz 0. Soweit nicht anders deklariert, wurde für alle statistischen Tests der t-Test 
verwendet. 
3.4 Implementation 
Das beschriebene neuronale Netzwerk wurde vollständig neu in der 
Simulationsumgebung GENESIS (California Institute of Technology, USA)  für Linux 
programmiert. Hierfür wurde eine große Anzahl an Skriptdateien zur Modelldefiniton 
und Simulationssteuerung in der Programmiersprache GENESIS erstellt. Alle 
Simulationen wurden verteilt in einem Linux-Cluster berechnet. Sämtliche 
Datenanalysen wurden mit individuell erstellter Software in der 




4.1 Fragestellung 1: Kooperative Verarbeitung durch top-down 
Verbindungen 
Die Ergebnisse des ersten Experiments, welches den Einfluß von top-down Verbin-
dungen auf die neuronale Aktivität untersucht, sind in Abbildung 10 für die Areale A 
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Abbildung 10 : Einfluß von top-down Verbindungen auf Feuerraten und Salvenentladungen. 
Ein externer Stimulus mit einem variablen Anteil an Rauschen wird präsentiert. Es werden kei-
ne zusätzlichen top-down Signale eingesetzt. Die Abszisse entspricht als Vergleichswert dem 
Rauschanteil in dem Aktionspotential-Signal des Areals A. A : Rauschanteil in Aktionspotenti-
alsignalen und Salvenentladungssignal des Areals A für deaktivierte bzw. aktivierte top-down 
Verbindungen. B : Rauschanteil in Aktionspotentialsignalen des Areals B für deaktivierte bzw. 
aktivierte top-down Verbindungen.  
Über den externen Eingang des Areals A wurde als bottom-up Signal ein Stimulus 
mit einem variablen Anteil an Rauschen präsentiert. Area B erhielt in diesem Experi-
ment keine zusätzlichen top-down Signale. Die neuronale Aktivität des simulierten 
Netzwerks wurde für aktivierte und deaktivierte top-down Verbindungen verglichen. 
Im Falle deaktivierter top-down Verbindungen wird der Rauschanteil in dem präsen-
tierten Stimulus durch die nichtlineare Generierung von Aktionspotentialen reduziert. 
Dieser Reduktionseffekt ist jedoch unspezifisch und lokal auf jedes einzelne Neuron 
beschränkt. Aus diesem Grund, und um das Netzwerkverhalten für deaktivierte top-
down Verbindungen dem Netzwerkverhalten für aktivierte top-down Verbindungen 
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gegenüberzustellen, wurde als Vergleichsmaßstab der Rauschanteil im Aktionspo-
tentialsignal des Areals A für deaktivierte top-down Verbindungen gewählt. 
Die Aktivierung der top-down Verbindungen führt zu einer leichten Rauschreduktion 
in den Signalen der mittleren Feuerraten von Aktionspotentialen der Areale A und B 
(Abbildung 10, rote gegen schwarze Funktionen). Dieser Effekt beruht auf einer Aus-
nutzung der Eigenschaften der rezeptiven Felder des Areals B durch die Aktivierung 
der top-down Verbindung. Über diese top-down Verbindungen kann die Information 
darüber, welche Eigenschaften des präsentierten Stimulus den Eigenschaften der 
rezeptiven Felder in Area B entsprechen, an das Areal A zurückgegeben werden und 
hier zu einer Verbesserung des Signal-Rausch-Verhältnisses genutzt werden. Phy-
siologische Untersuchungen haben wie oben beschrieben einen vergleichsweise 
schwachen Einfluß von top-down Verbindungen auf die mittleren Feuerraten von tie-
feren Arealen demonstriert. Im Einklang mit diesen Ergebnissen zeigen die top-down 
Verbindungen in dem simulierten Netzwerkmodell einen limitierten Effekt auf die 
Feuerraten der Neurone des tieferen Areals. 
Im Gegensatz hierzu zeigt sich eine sehr deutliche Rauschreduktion durch die Akti-
vierung von top-down Verbindungen, wenn die Rate der Salvenentladungen von Ak-
tionspotentialen des Areals A als Signal untersucht wird (Abbildung 10, blaue Funkti-
on). Dieser Effekt beruht auf der nichtlinearen somato-dendritischen Interaktion, wel-
che in dem simulierten Netzwerk implementiert wurde. So können Salvenentladun-
gen des Areals A als ein qualitatives Signal interpretiert werden, welches die Über-
einstimmung von am apikalen Dendriten integrierten top-down Signalen des Area B 
mit bottom-up Signalen über den präsentierten Stimulus repräsentiert. Die nichtlinea-
re Interaktion von bottom-up und top-down Signalen entspricht somit einer logischen 
Und-Operation, deren Ergebnis die Salvenentladungen darstellen. Auch die Rausch-
reduktion der Salvenentladungen wird also durch einen top-down Prozeß ermöglicht, 
in dem die Eigenschaften der rezeptiven Felder des höheren Areals B in der Verar-
beitung des Stimulus durch das Areal A ausgenutzt werden.  
Zusammenfassend zeigt sich durch die Aktivierung von top-down Verbindungen be-
reits ohne zusätzliche top-down Signale ein positiver Effekt auf die Verarbeitung ex-
terner Stimuli. Diese Verarbeitung erfolgt nun nicht mehr streng seriell ohne top-down 
gerichteten Informationsfluß, sondern in einer kooperativen Wechselwirkung zwi-
schen den sich auf unterschiedlichen hierarchischen Ebenen befindenden Arealen. 
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Ergebnisse der Interpretation des Stimulusraums durch ein höheres Areal B werden 
über top-down Verbindungen an ein tieferes Areal A zurückgegeben und verbessern 
hier die Verarbeitung des Stimulus im Sinne einer Rauschreduktion. Dieser Effekt ist 
besonders deutlich für die Salvenentladungen des Areals A, welche ein Produkt der 
nichtlinearen somato-dendritischen Interaktion und Integration von bottom-up und 
top-down Signalen darstellen. 
4.2 Fragestellung 2: Zusätzliche top-down Signale 
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Abbildung 11 : Einfluß zusätzlicher top-down Signale. Es wurde ein externer Stimulus mit 
einem konstanten Rauschanteil von 70 % präsentiert. Entsprechende top-down Signale variab-
ler Stärke wurden zusätzlich über die externen Eingänge des Areals B appliziert. A : Mit zu-
nehmender Stärke des top-down Signals zeigt sich eine zunehmende Geschwindigkeit der Ver-
arbeitung bzw. eine Abnahme der Latenz der ersten aufgetretenen Salvenentladung. B : Zusätz-
liche top-down Signale führen sowohl in den Aktionspotential-Signalen als auch im Signal der 
Salvenentladungen zu einer weiteren Rauschreduktion und damit zu einer verbesserten Zuver-
lässigkeit der Verarbeitung. 
In Experiment 2 wurde der Einfluß von zusätzlichen top-down Signalen auf die Ver-
arbeitung präsentierter Stimuli untersucht. Hierzu wurde dem Netzwerk über die ex-
ternen Eingänge des Areals A ein konstanter Stimulus mit einem Rauschanteil von 
70 % präsentiert. Über die externen Eingänge des Areals B wurde ein dem präsen-
tierten Stimulus entsprechendes zusätzliches top-down Signal unterschiedlicher 
Stärke appliziert. Die Ergebnisse dieses Experiments sind in Abbildung 11 darge-
stellt. 
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Mit zunehmender Stärke des zusätzlichen top-down Signals erhöht sich die 
Geschwindigkeit und Zuverlässigkeit der Verarbeitung des präsentierten Stimulus. So 
nimmt die Latenz bis zum Auftreten der ersten Salvenentladung im Areal A mit zu-
nehmender Stärke des top-down Signals ab (Abbildung 11 A). Die Zuverlässigkeit 
der Verarbeitung nimmt mit zusätzlichen top-down Signalen zu, da durch diese so-
wohl in den Aktionspotential-Signalen beider Areale, als auch in dem Signal der Sal-
venentladungen eine weitere Rauschreduktion bewirkt wird (Abbildung 11 B). Diese 
Rauschreduktion ist wiederum besonders ausgeprägt für die Salvenentladungen 
nachzuweisen, während sich ein vergleichsweise schwächerer Effekt auf die mittle-
ren Feuerraten des Areals A zeigt. 














































Abbildung 12 : Einfluß von zusätzlichen top-down Signalen auf die Verarbeitung zweier si-
multan präsentierter Stimuli. Es wurden simultan zwei nichtüberlappende, gleich starke exter-
ne Stimuli präsentiert. Für einen dieser Stimuli (faszilitierter Stimulus) wurde ein entsprechen-
des top-down Signal variabler Stärke über die externen Eingänge des Areals B appliziert. A : 
Mit zunehmender Stärke des top-down Signals zeigt sich ein ansteigender Anteil des faszilitier-
ten Stimulus an allen untersuchten neuronalen Signalen. Am deutlichsten ist der Effekt der 
zusätzlichen top-down Signale auf die Salvenentladungen des Areals A. B : Für den nichtfaszi-
litierten Stimulus zeigt sich ein entsprechend umgekehrter Effekt. Mit zunehmender Stärke des 
top-down Signals nimmt der Anteil des nichtfaszilitierten Stimulus an den untersuchten neuro-
nalen Signalen ab. 
In Experiment 3 wurde der Einfluß zusätzlicher top-down Signale auf die Verarbei-
tung mehrerer simultan präsentierter Stimuli untersucht. Hierzu wurden zunächst 
über den externen Eingang des Areals A simultan zwei nichtüberlappende Stimuli mit 
gleichem Anteil am gesamten Stimulus präsentiert. Über den externen Eingang des 
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Areals B wurde ein einem dieser beiden Stimuli entsprechendes top-down Signal 
variabler Stärke appliziert. Der diesem top-down Signal entsprechende Stimulus wird 
im Folgenden als „faszilitierter Stimulus“ bezeichnet. Der Einfluß zusätzlicher top-
down Signale auf den Anteil des faszilitierten und nichtfaszilitierten Stimulus in den 
neuronalen Signalen ist in Abbildung 12 vergleichend dargestellt. 
Für den Anteil des faszilitierten bzw. nichtfaszilitierten Stimulus an den untersuchten 
neuronalen Signalen zeigen sich mit zunehmender Stärke des top-down Signals ge-
gensinnige Effekte. Während der Anteil des faszilitierten Stimulus sowohl an den Ak-
tionspotential-Signalen als auch an dem Signal der Salvenentladungen zunimmt, fällt 
der Anteil des nichtfaszilitierten Stimulus an diesen Signalen mit zunehmender Stär-
ke des top-down Signals ab. Über zusätzliche top-down Signale wird somit die Ver-
arbeitung zweier simultan präsentierter Stimuli zu Gunsten des faszilitierten Stimulus 
beeinflußt. Obwohl die zusätzlichen top-down Signale Area A nicht direkt zur Verfü-
gung stehen, sondern zunächst nur einen Einfluß auf die Aktivität des Areals B ha-
ben, wird diese Information über die top-down Verbindungen an das tiefere Areal A 
weitergeleitet und beeinflußt auch hier die Verarbeitung der Stimuli. 
























































































Abbildung 13 : Einfluß von zusätzlichen top-down Signalen und relativem Anteil zweier si-
multan präsentierter Stimuli auf den Anteil des faszilitierten Stimulus am Signal der Salvenent-
ladung. Isokonturlinien für 25 %, 50 % und 75 % Anteil des faszilitierten Stimulus am Signal 
sind als weiße Linien dargestellt. 
In einer Variation des Experiments 3 wurde die Verarbeitung präsentierter Stimuli 
sowohl als Funktion der Stärke eines zusätzlichen top-down Signals als auch als 
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Funktion der relativen Stärke der beiden simultan präsentierten Stimuli untersucht. In 
Abbildung 13 ist der Anteil des faszilitierten Stimulus am Signal der Salvenentladun-
gen als Funktion dieser beiden Größen dargestellt. 
Wie erwartet, steigt der Anteil des faszilitierten Stimulus am Signal mit zunehmen-
dem Anteil am präsentierten Stimulus und mit zunehmendem top-down Signal an. 
Die Verarbeitung des präsentierten Stimulus stellt sich somit als eine kontinuierliche 
Funktion sowohl des externen Stimulus als auch des top-down Signals dar. Die 
Nichtlinearität der Integration dieser beiden entgegengesetzt gerichteten Signale wird 
hierbei deutlich an den in Abbildung 13 nicht als Geraden verlaufenden Isokonturlini-
en. 
Zusammenfassend wurden in der Untersuchung des Einflusses zusätzlicher top-
down Signale Effekte auf die neuronale Aktivität des Netzwerks demonstriert, welche 
man analog der psychophysischen Nomenklatur anschaulich als Aufmerksamkeitsef-
fekte beschrieben kann. Wird eine bestimmte Stimulusinterpretation durch zusätzli-
che top-down Signale faszilitiert, so führt dies sowohl zu einer schnelleren und zuver-
lässigeren Verarbeitung des Stimulus als auch zu einer positiven Gewichtung des 
faszilitierten Stimulus in der Verarbeitung mehrerer simultan präsentierter Stimuli. 
4.3 Fragestellung 3: top-down Effekte auf die zeitliche Dynamik 
4.3.1 Intraareale Synchronisation 
Die dritte bearbeitete Fragestellung nimmt Bezug auf kürzlich dargelegte elektrophy-
siologische Befunde, welche einen prominenten Einfluß von top-down Prozessen auf 
Synchronisation oszillatorischer kortikaler Aktivität an wachen Katzen demonstrieren 
(von Stein et al., 2000). Daher wurde in dem simulierten Netzwerk der Effekt von top-
down Signalen auf zeitliche Dynamik und Synchronisation neuronaler Aktivität unter-
sucht. Hierbei wurde sowohl die intraareale Synchronisation zwischen Neuronen des 
gleichen Areals, als auch die interareale Synchronisation zwischen Neuronen ver-
schiedener Areale analysiert.  
Die Ergebnisse der Analyse der intraarealen Synchronisation sind für das Areal A in 
Abbildung 14 und für das Areal B in Abbildung 15 dargestellt. Entsprechend dem 
zweiten Experiment wurde dem Netzwerk ein konstanter Stimulus präsentiert und die 
zeitliche Dynamik der neuronalen Aktivität ohne bzw. mit zusätzlichen externen top-
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down Signalen verglichen. Für beide Areale zeigt sich eine prominente intraareale 
oszillatorische Synchronisation in einem tieffrequenten (etwa 0-20 Hz) und hochfre-
quenten (etwa 20-80 Hz) Frequenzbereich. Diese Frequenzverteilung oszillatorischer 
intraarealer Synchronisation kann sowohl im Zeitbereich (Abbildung 14 und 15 A, B, 
C, D), als auch im Frequenzbereich deutlich differenziert werden (Abbildung 14 und 
15 E) und beruht wesentlich auf der Implementation und funktionellen Architektur 
inhibitorischer Leitfähigkeiten des simulierten Netzwerks. So führt die starke intraa-
reale Divergenz der axonalen Projektionen inhibitorischer Neurone zu einer Synchro-
nisation der Aktionspotentiale der exzitatorischen Neurone des entsprechenden Are-
als. Die schnellen GABAA-Leitfähigkeiten werden hierbei bereits bei einer niedrigen 
mittleren Netzwerkaktivität aktiviert und führen zu einer oszillatorischen Synchronisa-
tion im hochfrequenten Frequenzbereich. Die langsamere über GABAB-Rezeptoren 
mediierte Inhibition wird hingegen bei einer höheren mittleren Netzwerkaktivität akti-
viert, wenn es zu einer positiven Rückkopplung zwischen den beiden Arealen und 
entsprechenden Salvenentladungen kommt (Connors, 1992; Kim et al., 1997). Diese 
langsame Inhibition verhindert somit eine persistierende positive Rückkopplung zwi-
schen den beiden simulierten Arealen, indem sie die mittlere Netzwerkaktivität auf 
ein niedrigeres Niveau zurücksetzt. Dieser Vorgang führt zu der dargestellten oszilla-



















































































Abbildung 14 : Intraareale Synchronisation der exzitatorischen neuronalen Aktivität des 
Areals A. A : Autokorrelationsfunktion der gemittelten Aktivität an Aktionspotentialen aller ex-
zitatorischen Neurone des Areals A ohne zusätzliche top-down Signale. B : Autokorrelations-
funktion mit zusätzlichen top-down Signalen. C : Autokorrelationsfunktionen der tieffrequenten 
(0-20 Hz) neuronalen Aktivität des Areals A ohne bzw. mit zusätzlichen top-down Signalen. Die 
gestrichelten Kurven entsprechen den gemessenen Daten. Durchgezogene Kurven entspre-
chen einer optimal angenäherten  Gabor-Funktion. D : Hochfrequente (20-80 Hz) Autokorrelati-
onsfunktionen (gestrichelte und durchgezogene Kurven wie in C). E : Powerspektrum der ge-





















































































Abbildung 15 : Intraareale Synchronisation der exzitatorischen neuronalen Aktivität des 
Areals B. A : Autokorrelationsfunktion der gemittelten Aktivität an Aktionspotentialen aller ex-
zitatorischen Neurone des Areals B ohne zusätzliche top-down Signale. B : Autokorrelations-
funktion mit zusätzlichen top-down Signalen. C : Autokorrelationsfunktionen der tieffrequenten 
(0-20 Hz) neuronalen Aktivität des Areals B ohne bzw. mit zusätzlichen top-down Signalen. Die 
gestrichelten Kurven entsprechen den gemessenen Daten. Durchgezogene Kurven entspre-
chen einer optimal angenäherten  Gabor-Funktion. D : Hochfrequente (20-80 Hz) Autokorrelati-
onsfunktionen (gestrichelte und durchgezogene Kurven wie in C) E : Powerspektrum der ge-
mittelten exzitatorischen Aktivität des Areals B (+/- SEM). 
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Im Vergleich der experimentellen Bedingungen ohne und mit zusätzlichen top-down 
Signalen zeigt sich ein deutlicher Einfluß von top-down Signalen auf die zeitliche Dy-
namik und intraareale Synchronisation der neuronalen Aktivität. Ohne zusätzliche 
top-down Signale dominiert die intraareale Synchronisation im hochfrequenten Be-
reich, während nur eine schwache tieffrequente Synchronisation zu beobachten ist 
(Abbildung 14 und 15).  
Durch zusätzliche externe top-down Signale wird diese Frequenzverteilung der in-
traarealen Synchronisation beider Areale charakteristisch moduliert. So führen zu-
sätzliche top-down Signale zu einem deutlichen und signifikanten Anstieg der intraa-
realen Synchronisation im tieffrequenten Bereich (p < 0,05; vgl. Abbildung 17). Die 
hochfrequente Synchronisation hingegen wird durch zusätzliche top-down Signale 
über einen breiteren Frequenzbereich verteilt und nichtsignifikant moduliert (p > 0,05; 
vgl. Abbildung 17). Diese Effekte sind am deutlichsten in den Autokorrelationsfunk-
tionen der frequenzgefilterten Aktivitäten und in den Powerspektren der gemittelten 
neuronalen Aktivität zu beobachten (Abbildung 14 und 15 C, D und E).  
4.3.2 Interareale Synchronisation 
Für die interareale Synchronisation der neuronalen Aktivität wurden dieselben Analy-
sen durchgeführt, wie oben für die intraareale Synchronisation beschrieben. Die ent-
sprechenden Ergebnisse sind in Abbildung 16 dargestellt. 
Wie für die intraareale Synchronisation zeigt sich auch für die interareale Synchroni-
sation eine prominente oszillatorische Synchronisation der neuronalen Aktivität, die 
sich insbesondere in einem tieffrequenten (0-20 Hz) und hochfrequenten (20-80 Hz) 
Frequenzband entwickelt. Diese Frequenzverteilung wird durch zusätzliche top-down 
Signale in vergleichbar charakteristischer Weise moduliert, wie oben für die intraa-
reale Synchronisation beschrieben. Während zusätzliche top-down Signale einen 
signifikanten Anstieg der interarealen Synchronisation im tieffrequenten Bereich in-
duzieren (p < 0,05; vgl. Abbildung 17), zeigt sich im hochfrequenten Bereich eine 
leichte nichtsignifikante Abnahme der interarealen Synchronisation (p > 0,05; vgl. 
Abbildung 17).  
Der Effekt zusätzlicher top-down Signale auf die intra- und interareale Synchronisati-
on ist in Abbildung 17 zusammenfassend für den tieffrequenten und hochfrequenten 
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Bereich gegenübergestellt. Hierfür wurden die entsprechenden Powerspektren und 























































































Abbildung 16 : Interareale Synchronisation der exzitatorischen neuronalen Aktivitäten. A : 
Kreuzkorrelationsfunktion der gemittelten Aktivitäten an Aktionspotentialen aller exzitatori-
schen Neurone beider Areale ohne zusätzliche top-down Signale. B : Kreuzkorrelationsfunktion 
mit zusätzlichen top-down Signalen. C : Kreuzkorrelationsfunktionen der tieffrequenten (0-20 
Hz) neuronalen Aktivitäten ohne bzw. mit zusätzlichen top-down Signalen. Die gestrichelten 
Kurven entsprechen den gemessenen Daten. Durchgezogene Kurven entsprechen einer opti-
mal angenäherten  Gabor-Funktion. D : Hochfrequente (20-80 Hz) Kreuzkorrelationsfunktionen 
(gestrichelte und durchgezogene Kurven wie in C). E : Kohärenzspektrum der gemittelten exzi-
tatorischen Aktivitäten beider Areale (+/- SEM). 
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Zusammengefaßt zeigt die neuronale Aktivität des simulierten Netzwerks eine oszil-
latorische intra- und interareale Synchronisation, die sich prominent in einem tieffre-
quenten Bereich unter 20 Hz und einem hochfrequenten Bereich über 20 Hz entwik-
kelt. Zusätzliche top-down Signale induzieren einen deutlichen Anstieg der Synchro-
nisation im tieffrequenten Bereich, während die hochfrequente Synchronisation weit-
gehend unbeeinflußt bleibt. Vergleicht man diese Ergebnisse mit den oben beschrie-
benen physiologischen Befunden (von Stein et al., 2000) im visuellen System der 
Katze, so zeigt das simulierte Netzwerk einen differentiellen Einfluß von top-down 
Signalen auf die Synchronisation neuronaler Aktivität der in guter Übereinstimmung 
mit den demonstrierten experimentellen Befunden steht. 































Abbildung 17 : Effekte zusätzlicher top-down Signale auf die intraareale und interareale 
Synchronisation neuronaler Aktivität im tieffrequenten (0-20 Hz) und hochfrequenten (20-80 Hz) 
Bereich. Die entsprechenden Powerspektren und Kohärenzspektren wurden über diese Fre-
quenzbänder gemittelt. A : Intraareale Synchronisation beider simulierter Areale. (+/- SEM) B : 
Interareale Synchronisation. (+/- SEM). Signifikante Modulationen der neuronalen Synchronisa-





5.1 Zusammenfassung der Ergebnisse 
Die Architektur der funktionalen Konnektivität des Kortex weist zwei auffallende Cha-
rakteristika auf: Auf der einen Seite sind axonale Projektionen, welche kortikale Area-
le miteinander verbinden, in der großen Mehrzahl reziprok angelegt. Auf der anderen 
Seite terminieren bottom-up und top-down gerichtete interareale Projektionen in un-
terschiedlichen kortikalen Laminae. Das hier vorgestellte Modell führt diese anatomi-
schen Befunde mit kürzlich vorgestellten experimentellen Ergebnissen über die inte-
grativen Eigenschaften nichtlinearer somato-dendritischer Interaktionen kortikaler 
Pyramidenzellen zusammen und trägt der bekannten funktionellen Asymmetrie zwi-
schen bottom-up und top-down Verbindungen Rechnung.  
5.1.1 Was ist die Funktion von top-down Verbindungen? 
Die Komplexität der rezeptiven Felder kortikaler Neurone nimmt zu, je weiter man in 
der Hierarchie eines sensorischen Systems aufsteigt. Diese rezeptiven Felder stellen 
Interpretationsschablonen der Aktivierungsmuster das heißt Repräsentationen des 
Stimulusraums durch tiefer gelegene Areale dar, die für das kognitive System eine 
funktionelle Relevanz besitzen. So werden z.B. in höheren Arealen spezifische Kon-
stellationen einfacherer Eigenschaften des Stimulusraums zu rezeptiven Feldern, die 
spezifisch für Gesichter sind, zusammengefaßt. In diesem Sinne bildet das Spektrum 
der rezeptiven Felder kortikaler Neurone das repräsentationale Vokabular eines ko-
gnitiven Systems. Höherstufige komplexe rezeptive Felder lassen sich somit als eine 
einfache Form des „Wissens“ interpretieren, indem die Eigenschaften dieser rezepti-
ven Felder funktionell relevante Charakteristika der komplexen Statistik des Stimulus-
raums abbilden.  
In dem vorgestellten Modell führt die reziproke Konnektivität der simulierten Areale 
zu einer kooperativen Verarbeitung sensorischer Informationen, bei der das mit den 
Eigenschaften der rezeptiven Felder eines höheren Areals dem System zur Verfü-
gung stehende „Wissen“ über Interpretationen des Stimulusraums durch top-down 
Verbindungen an ein tiefer gelegenes Areal weitergereicht wird. Diese Information 
wird hier mit dem bottom-up Signal über den präsentierten Stimulus abgeglichen, 
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was zu einer Verbesserung des Signal-Rausch-Verhältnisses und zu einem 
ausgesprochen robusten Signal von Salvenentladungen führt. In diesem Sinne wird 
in dem vorgestellten Modell bereits ohne zusätzliche externe top-down Signale ein 
internes top-down Signal generiert, welches auf den Eigenschaften rezeptiver Felder 
höherer Areale basiert. Zwei am visuellen System von Katzen bzw. Primaten 
durchgeführte experimentelle Studien liefern Befunde, die diese Hypothese einer 
kooperativen Verarbeitung stützen und somit für die Plausibilität des vorgestellten 
Modells Sprechen. Hupé et al. untersuchten den Effekt temporären Inaktivierung des 
Areals MT, welches auf die Repräsentation bewegter Stimuli spezialisiert ist, auf die 
Aktivität früher visueller Areale (V1, V2 und V3) an anästhesierten Affen (Hupe et al., 
1998). Galuske et al. untersuchten in einer ähnlichen Studie im visuellen System 
anästhesierter Katzen den Einfluß der Inaktivierung des ebenfalls auf Bewegung 
spezialisierten Areals PMLS auf die Aktivität des frühen visuellen Areals A18 
(Galuske et al., 2002). Beide Studien demonstrieren eine reduzierte Spezifität der 
Antworten in frühen visuellen Arealen für die in dem höheren inaktivierten Areal 
repräsentierte Stimulusdimension. Somit liefern diese Experimente vergleichbare 
Befunde, wie die hier im ersten Experiment demonstrierten Effekte der Aktivierung 
bzw. Inaktivierung von top-down Verbindungen. 
Das hohe Signal-Rausch-Verhältnis des generierten Signals von Salvenentladungen 
findet sich in guter Übereinstimmung mit physiologischen Befunden aus dem visuel-
len System von Primaten (Livingstone et al., 1996; Reich et al., 2000). So wurde ge-
zeigt, daß Salvenentladungen tatsächlich ein qualitativ distinktes Signal darstellen, 
welches deutlich robuster ist als die mittlere Feuerrate aller auftretenden Aktionspo-
tentiale. So hat die Rekonstruktion eines präsentierten Stimulus aus Salvenentladun-
gen ein wesentlich besseres Signal-Rausch-Verhältnis als die entsprechende Re-
konstruktion aus den gesamten im gleichen Intervall aufgenommenen Aktionspoten-
tialen (Lisman, 1997). Das vorgestellte Modell zeigt, auf Grund welcher Mechanis-
men diese experimentell demonstrierte Reliabilität von Salvenentladungen ein Pro-
dukt der Integration von top-down und bottom-up gerichteten Informationsflüssen 
darstellen könnte. 
Die Bereitstellung von Ergebnissen höherstufiger Interpretationen des Stimulusraums 
auf einem niedrigeren Niveau der kortikalen Hierarchie weist über eine Verbesserung 
des Signal-Rausch-Verhältnisses hinaus weitere wichtige positive funktionale Aspek-
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te auf. Wie oben beschrieben erfolgt die Verarbeitung unterschiedlicher 
Stimulusdimensionen, wie etwa im visuellen System die Verarbeitung von Farbe, 
Form oder Bewegung, in unterschiedlichen parallel organisierten kortikalen 
Systemen. Ein top-down gerichteter Informationsfluß in einem dieser kortikalen 
Systeme kann somit über ein gemeinsames tieferes Areal die Verarbeitung in einem 
anderen parallelen System beeinflussen. Auch ohne eine direkte Interaktion 
zwischen höherstufigen Arealen verschiedener Systeme kann somit über 
gemeinsame Knotenpunkte der Hierarchie eine kooperative Verarbeitung zwischen 
verschiedenen Subsystemen eines kortikalen Systems erfolgen. 
Mit aufsteigendem Niveau in der kortikalen Hierarchie findet sich nicht nur eine Zu-
nahme der Spezifität und Komplexität rezeptiver Felder, sondern auch eine als Inva-
rianz bezeichnete Abnahme der Spezifität rezeptiver Felder für bestimmte Stimulus-
dimensionen. Im visuellen System findet sich z.B. als prominentes Beispiel in höhe-
ren Arealen eine zunehmende Translationsinvarianz der neuronalen Antworten. Die 
exakte Position eines Stimulus oder bestimmter Stimuluskomponenten ist somit in 
tieferen Arealen des visuellen Systems repräsentiert, während diese Information in 
höheren Arealen nicht verfügbar ist. Um sich präzise zu einem Stimulus zu verhalten, 
muß das kognitive System also auf Informationen zurückgreifen, die nicht in höheren 
Arealen repräsentiert werden. Daher stellt die Integration von höher- und niederstufi-
gen Informationen einen sinnvollen Schritt der Informationsverarbeitung dar. Über 
Salvenentladungen als Ausgangssignal eines solchen Verarbeitungsschritts kann 
diese Information effizient jedem anderen Areal bereitgestellt werden. 
5.1.2 Welchen Effekt haben zusätzliche top-down Signale? 
In einem reziprok verschalteten System kortikaler Areale, wie es das simulierte Mo-
dell darstellt, wird die Verarbeitung eines sensorischen Stimulus sowohl von den 
Eigenschaften des durch den Stimulus generierten bottom-up Signals als auch durch 
intern generierte top-down Signale beeinflußt. Es kommt es zu einem bidirektionalen 
Informationsfluß durch die verschiedenen Ebenen der kortikalen Hierarchie, wobei 
auf jeder Ebene bottom-up und top-down Informationen integriert werden. So de-
monstriert das vorgestellte Modell eine neuronale Implementation psychophysisch 
ausführlich beschriebener top-down Effekte auf die Verarbeitung sensorischer Infor-
mationen. Zusätzliche top-down Signale führen in dem simulierten Netzwerk auf der 
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neuronalen Ebene sowohl zu einer schnelleren und zuverlässigeren Verarbeitung 
von Stimuli als auch zu einer relativen Gewichtung der Verarbeitung mehrerer simul-
tan präsentierter Stimuli. 
Die hier demonstrierten top-down Effekte auf neuronale Signale finden sich dabei in 
guter Übereinstimmung mit physiologischen Befunden zu top-down gerichteten Pro-
zessen der kortikalen Informationsverarbeitung. Entsprechend den experimentellen 
neurophysiologischen Befunden ist die kortikale Aktivität wesentlich durch den prä-
sentierten Stimulus determiniert. Zusätzliche top-down Signale haben auf diese Akti-
vität einen modulatorischen Einfluß, welcher in hierarchisch höheren Arealen und mit 
zunehmender Stärke des top-down Signals ansteigt (Desimone und Duncan, 1995; 
Kanwisher und Wojciulik, 2000; Kastner et al., 1999; Luck et al., 1997; Posner und 
Petersen, 1990). 
Darüber hinaus zeigt das beschriebene Netzwerk top-down Effekte auf die zeitliche 
Struktur neuronaler Aktivität. So führt eine stärker top-down getriebene Verarbeitung 
sensorischer Stimuli zu einer verstärkten intra- und interarealen Synchronisation neu-
ronaler Aktivität im tieffrequenten Bereich unter 20 Hz. Diese Ergebnisse finden sich 
in qualitativ guter Übereinstimmung mit Befunden am visuellen Kortex wacher Katzen 
(von Stein et al., 2000). Für visuelle Stimuli, welche von den Versuchstieren als Re-
aktion eine Verhaltensänderung erforderten, zeigte sich hier über hierarchische Ebe-
nen eine Zunahme der tieffrequenten interarealen Synchronisation. Zwei an Affen 
bzw. Menschen durchgeführte Studien untersuchten den Effekt räumlicher visueller 
Aufmerksamkeit auf tieffrequente neuronale Synchronisationsphänomene. Am visuel-
len Kortex von Primaten führte räumlich selektive visuelle Aufmerksamkeit zu einer 
Reduktion tieffrequenter intraarealer Synchronisation neuronaler Aktivität (Fries et al., 
2001). Eine EEG Studie am Menschen beschreibt eine Zunahme der tieffrequenten 
okzipitalen Signalanteile kontralateral zu dem nicht attendierten visuellen Hemifeld 
(Worden et al., 2000). Auf Grund der Unterschiede zwischen den in diesen drei Stu-
dien verwendeten Paradigmen und Methoden scheint es schwierig von widersprüch-
lichen Befunden zu sprechen.  Während ein Teil der experimentellen Befunde die mit 
dem hier vorgestellten Modell demonstrierten top-down Effekte auf tieffrequente Syn-
chronisationsphänomene stützen (von Stein et al., 2000) scheinen andere experi-
mentelle Befunde gegensinnige Effekte zu demonstrieren (Fries et al., 2001). Weitere 
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empirische Untersuchungen sind nötig für ein besseres Verständnis dieser teilweise 
widersprüchlichen experimentellen Daten. 
5.2 Annahmen des vorgestellten Modells 
Das vorgestellte Modell geht davon aus, daß somatische Aktionspotentiale aktiv in 
den apikalen Dendriten zurücklaufen und hier zu der oben beschriebenen nichtlinea-
ren Interaktion mit synaptischen Inputs am apikalen Dendriten führen. Diese neuro-
nalen Mechanismen wurden bisher in ihrer Gesamtheit an der Slice-Präparation de-
monstriert. Darüber hinaus wurde das Zurücklaufen somatischer Aktionspotentiale 
sowie die Generation dendritischer Aktionspotentiale am somatosensorischen Kortex 
von Ratten in vivo nachgewiesen (Buzsaki und Kandel, 1998; Larkum und Zhu, 2002; 
Waters et al., 2003). Die beschriebene Interaktion zwischen zurücklaufendem Akti-
onspotential und synaptischem Input am apikalen Dendriten wurde jedoch bislang 
nicht am wachen Kortex unter physiologischen Bedingungen nachvollzogen. Ob die-
se zum Teil also bisher nur in der Slice-Präparation nachgewiesenen Mechanismen 
im wachen Kortex wiederzufinden sind, bleibt abzuwarten. 
Die beschriebene Implementation des simulierten Netzwerks vereinfacht offensicht-
lich einige physiologische Eigenschaften kortikaler Neurone. So wurde das komplexe 
Zusammenspiel aktiver dendritischer Leitfähigkeiten, welches die beschriebene so-
mato-dendritische Interaktion ermöglicht, durch ein zusätzliches distinktes Kompart-
ment und einen Schwelleneffekt auf einen vergleichsweise einfachen Mechanismus 
reduziert. Wenn durch diesen Mechanismus keine Salvenentladungen ausgelöst 
werden, so bleibt der Stromfluß vom apikalen Dendriten zum Soma unberücksichtigt. 
Die top-down gerichtete Weiterleitung von Information ist in dieser Implementation 
also auf die durch bottom-up Verbindungen getriebene Aktivität angewiesen. Da in 
den durchgeführten Experimenten jedoch keine Bedingungen ohne einen externen 
Stimulus Gegenstand der Untersuchung waren, stellt das vorgestellte Modell eine 
numerisch effektive Implementation der beschriebenen physiologischen Effekte dar, 
die diesen qualitativ gerecht wird.  
Mit einem detaillierteren neuronalen Modell, welches den Stromfluß vom apikalen 
Dendriten zum Soma auch ohne somatische Aktivität einbezieht, könnte der Einfluß 
von top-down Signalen auch ohne Stimuluspräsentation oder Spontanaktivität unter-
sucht werden. In einem solchen Netzwerk könnten top-down Signale ohne Stimulati-
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on über mehrere hierarchische Ebenen nach unten weitergeleitet werden. Ein sol-
cher Effekt könnte dann im Sinne reiner top-down Verarbeitung als „Netzwerk-
Imagination“ interpretiert werden. 
Um die vorgestellten Studie auf die beschriebenen Fragestellungen zu fokussieren, 
wurden einige anatomische Vereinfachungen vorgenommen. So wurden tangentiale 
Projektionen zwischen exzitatorischen Neuronen eines Areals nicht implementiert. 
Ähnlich den simulierten top-down Verbindungen könnten diese Verbindungen zu ei-
ner weiteren Signalverbesserung genutzt werden. Die inhibitorischen Projektionen 
wurden in dem vorgestellten Modell als gleichförmig divergent ausgestaltet. Durch 
lokal begrenzte inhibitorische Projektionen würde die räumliche Ausdehnung der 
Synchronisation neuronaler Aktivität reduziert werden. Intraareale inhibitorische Pro-
jektionen könnten zudem ebenso wie tangentiale Verbindungen zwischen exzitatori-
schen Neuronen statistische Eigenschaften des Stimulusraums abbilden und somit 
zu einer Signalverbesserung genutzt werden. Globale Stimuluseigenschaften könn-
ten durch eine solche funktionelle Architektur außerdem durch das Synchronisati-
onsmuster hochfrequenter Oszillationen repräsentiert werden (Singer, 1999). Die 
Implementation solcher intraarealen Verbindungen würde jedoch qualitativ das hier 
beschriebene Verhalten des Netzwerks nicht verändern. Die komplexe Architektur 
kortikaler Kolumnen wurde ebenfalls stark vereinfacht. So wurde die intrakolumnäre 
Verschaltung zwischen distinkten granulären, supra- und infragranulären Neuronen-
populationen nicht berücksichtigt. Die für die Fragestellung der vorgestellten Studie 
kritische anatomische Eigenschaft bildet jedoch die laminäre Spezifität bottom-up 
und top-down gerichteter interarealer Projektionen, welche entsprechend vereinfacht 
implementiert wurde. In dem vorgestellten Netzwerk wurden top-down Projektionen 
exakt komplementär zu bottom-up Projektionen angelegt. Obwohl die Divergenz von 
top-down Verbindungen anatomisch nachgewiesen ist (Felleman und Van Essen, 
1991), ist die effektive Komplementarität dieser Verbindungen bislang nicht demon-
striert worden. 
Zusammenfassend findet sich in dem vorgestellten Modell ein Ausgangspunkt für 
weiterführende und detailliertere Netzwerkarchitekturen. Mit solchen Architekturen 
könnten zahlreiche attraktive Aspekte der kortikalen Funktion und deren neuronale 
Mechanismen untersucht werden, die über den Fokus der hier vorgestellten Studie 
hinausweisen. 
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5.3 Vergleich mit anderen Modellen 
Das Konzept einer bidirektionalen Informationsverarbeitung in einer reziproken 
Netzwerkarchitektur wurde bereits in einigen anderen theoretischen Studien unter-
sucht. Die zentralen Aussagen der entsprechenden Studien und deren Unterschiede 
zu dem hier vorgestellten Modell werden im Folgenden kurz dargestellt. 
Finkel und Edelman simulierten ein neuronales Netzwerk mehrerer funktionell spe-
zialisierter Areale, welches mit bottom-up, top-down und tangentiale Projektionen 
ausgestattet wurde (Finkel und Edelman, 1989). Durch eine entsprechende Gestal-
tung dieser Projektionen und der synaptischen Gewichte wurde eine Spezifität der 
Antwortcharakteristika der Neurone für bestimmte Stimuluseigenschaften wie die 
Orientierung von Konturen oder die Bewegungsrichtung von visuellen Stimuli imple-
mentiert. In zahlreichen Simulationen wurde die Verarbeitung unterschiedlicher visu-
eller Stimuli untersucht. Hierbei stand insbesondere die Untersuchung von Stimulus-
konfigurationen, welche mit der Wahrnehmung von illusionären Konturen einherge-
hen, im Mittelpunkt des Interesses. Ähnlich wie in dem hier vorgestellten Modell, er-
folgte durch die rekurrente Verbindungsarchitektur eine kooperative Stimulusverar-
beitung. Durch die Interaktion paralleler Verarbeitungspfade wurde eine kohärente 
Interpretation des präsentierten Stimulus ermöglicht. Den implementierten top-down 
Verbindungen kam hier jedoch eine vorwiegend inhibitorische Funktion zu. So wur-
den diese Verbindungen genutzt um widersprüchliche Interpretationen eines Stimu-
lus durch unterschiedliche Areale aufzulösen. Die Inaktivierung dieser top-down Pro-
jektionen führte in dem Netzwerk durch einen Verlust inhibitorischer Impulse zur 
Ausbreitung aberranter Aktivitätsmuster. Im Gegensatz hierzu sind in dem vorgestell-
ten Modell interareale top-down Projektionen exzitatorisch implementiert. Zudem 
wurde bewußt eine allgemeine Netzwerkarchitektur simuliert, die nicht über speziali-
sierte Verschaltungsmuster spezifische Eigenschaften rezeptiver Felder nachbildet. 
So konnte hier ein generisches Modell der Interaktion von top-down und bottom-up 
Verarbeitung untersucht werden. 
Grossberg untersuchte in mehreren Studien ein als „Adaptive Resonance Theory“ 
(ART) bezeichnetes Schema der bidirektionalen Interaktion zwischen Arealen auf 
unterschiedlichen hierarchischen Ebenen (Carpenter und Grossberg, 1987; Gross-
berg, 1980; Grossberg, 2000). Im Unterschied zu dem hier vorgestellten Modell fo-
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kussieren sich diese Studien insbesondere auf die Frage, wie die Interaktion zwi-
schen verschiedenen Ebenen einer kortikalen Hierarchie von Arealen genutzt wer-
den kann, um über das Lernen der Eigenschaften rezeptiver Felder eine effiziente 
Repräsentation des Stimulusraums zu erreichen. So führt ein ausgefeilter Muster-
Vergleichs-Algorithmus in den von Grossberg beschriebenen Modellen zu stabiler 
und effizienter Klassifizierung der präsentierten Stimuli. Über top-down Verbindungen 
wird hierbei auf einem niedrigeren hierarchischen Niveau ein Fehlersignal  generiert, 
welches anzeigt, ob die Repräsentation eines neuen Musters gelernt werden soll. 
Ullman untersucht ein Modell der bidirektionalen Verarbeitung sensorischer Informa-
tion, in dem in getrennten bottom-up und top-down Pfaden parallel unterschiedliche 
Variationen und Interpretationen eines sensorischen Stimulus bzw. eines internen 
Modells durchgespielt und auf ihre Kongruenz getestet werden (Ullman, 1995). Diese 
als „counter streams structure“ bezeichnete Architektur führt zu einer flexiblen und 
schnellen Verarbeitung sensorischer Information, wobei ähnlich wie in dem hier vor-
gestellten Modell top-down Signale einer höheren Ebene die Verarbeitung auch in 
tieferen hierarchischen Arealen beeinflussen können. Im Gegensatz zu dem hier vor-
gestellten Modell erfolgt der bottom-up und top-down gerichtete Informationsfluß 
hierbei in strukturell streng separierten Pfaden, die als Zellpopulationen in unter-
schiedlichen kortikalen Laminae identifiziert werden. Die Interaktion zwischen diesen 
beiden Pfaden erfolgt durch eine zeitlich begrenzte Faszilitierung von Aktivierungs-
mustern, so daß z.B. eine über top-down Prozesse vorgeschlagene Interpretation 
des Stimulusraums auf einem mittleren hierarchischen Niveau den Weg für den über 
diese Interpretation laufenden bottom-up gerichteten Informationsfluß bahnt.  
Olshausen et al. untersuchen in einer theoretischen Studie ein umfangreiches hierar-
chisch aufgebautes Netzwerk, welches durch dynamisch sich verändernde Fenster 
visueller räumlicher Aufmerksamkeit positions- und größeninvariante Mustererken-
nung ermöglicht (Olshausen et al., 1993). Im Zentrum dieses Modells steht die Idee 
einer dynamischen Anpassung der Abbildungseigenschaften von bottom-up Projek-
tionen zwischen hierarchisch aufeinanderfolgenden Arealen durch sogenannte Kon-
trolleinheiten welche den Fokus visueller Aufmerksamkeit kontrollieren. Hierbei wer-
den durch diese Kontrolleinheiten die Abbildungseigenschaften für jeden bottom-up 
gerichteten Schritt über Hierarchieebenen so an die Position und Größe eines Objek-
tes im visuellen Feld angepaßt, daß auf der höchsten hierarchischen Stufe einem 
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assoziativen Netzwerk unabhängig von Position und Größe des Objektes die gleiche 
Information zur Verfügung gestellt werden kann. Diese Netzwerkarchitektur stellt be-
züglich der Weiterleitung von top-down Signalen ein dem hier vorgestellten Netwerk 
komplementäres Modell dar. Während in dem Modell von Olshausen et al. top-down 
Signale als multiplikativer Filter auf den bottom-up gerichteten Informationsfluß wir-
ken, werden in dem hier vorgestellten Modell bei der Addition weiterer hierarchischer 
Ebenen top-down Signale iterativ von einem hierarchischen Areale auf das nächst 
tiefere Areal weitergeleitet. Ein interessanter Aspekt im Vergleich beider Modelle ist 
die Gemeinsamkeit einer multiplikativen Interaktion von bottom-up und top-down ge-
richteten Signalen. Das hier vorgestellte Modell bietet mit der nichtlinearen somato-
dendritischen Interaktion einen physiologisch plausiblen Mechanismus für die neuro-
nale Implementation einer solchen Multiplikation an. Da das hier vorgestellte Modell 
keine Annahmen über von dem Netzwerk verarbeitete Stimulusdimension macht, 
bietet es im Gegensatz zu dem Modell von Olshausen et al. ein generisches Modell 
an, welches sich leicht auf verschiedene top-down Mechanismen wie etwa raum- 
oder eigenschaftsbasierte Aufmerksamkeit übertragen läßt. 
Ein allen oben vorgestellten Studien gemeinsamer Aspekt ist die Untersuchung von 
Modellen auf einem hohen Niveau neuronaler Abstraktion. So besitzen die komputa-
tionalen Einheiten dieser Modelle entweder einen kontinuierlichen Output, der die 
mittlere Feuerrate einer Gruppe von Neuronen repräsentieren soll, oder die neurona-
le Dynamik wurde rein algorithmisch implementiert. Im Vergleich hierzu wird in dem 
vorgestellten Modell mit einer physiologisch deutlich detaillierteren Implementation 
gearbeitet. Durch die Verwendung eines plausibleren neuronalen Modells, welches 
auf Leitfähigkeiten und Aktionspotentialen als interneuronalen Signalen beruht, wird 
insbesondere die Untersuchung der Interaktion von top-down und bottom-up Prozes-
sen im Zeitbereich ermöglicht. So sind z.B. Salvenentladungen von Neuronen, die 
zeitliche Dynamik des Netzwerks und die Synchronisation zwischen Neuronenpopu-
lationen einer numerischen Analyse zugänglich. Zudem erhöht die Verwendung ei-
nes solchen realistischeren Modells die Vergleichbarkeit mit experimentellen Ergeb-
nissen und ermöglicht das Aufstellen experimentell zugänglicher Vorhersagen und 
Hypothesen. 
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5.4 Experimentelle Vorhersagen 
Ein wesentlicher Aspekt theoretischer Modelle und Simulationen in der neurowissen-
schaftlichen Forschung ist neben der Erarbeitung theoretischer Konzepte, die einen 
Interpretationsrahmen für experimentelle Befunde darstellen können, die Generie-
rung experimentell überprüfbarer Hypothesen. Das hier vorgestellte Modell be-
schreibt die Interaktion von bottom-up und top-down Signalen auf der Ebene zellulä-
rer Mechanismen. Hieraus ergeben sich zahlreiche interessante Vorhersagen und 
Hypothesen, die einer experimentellen Überprüfung zugänglich sind. 
Die persistente oder temporäre Ausschaltung eines höheren kortikalen Areals etwa 
durch strukturelle Läsion oder temporäre Kühlung sollte durch einen Verlust verfüg-
barer top-down Signale zu einer Reduktion der Häufigkeit von Salvenentladungen in 
tieferen Arealen führen. Da sich der Einfluß von top-down Signalen auf die Aktivität 
tieferer Areale als eine Funktion der Eigenschaften rezeptiver Felder höherer Areale 
darstellt, sollte der Verlust von top-down Signalen zu einer Reduktion nicht klassi-
scher Eigenschaften von rezeptiven Feldern tieferer Areale führen. Dieser Effekt soll-
te besonders ausgeprägt für solche externen Stimuli sein, die den Eigenschaften der 
rezeptiven Felder des ausgeschalteten höheren Areals entsprechen. Für solche Sti-
muli würde gemäß dem vorgestellten Modell mit der Ausschaltung eines höheren 
Areals, welches eine Spezifität für bestimmte Eigenschaften des Stimulus aufweist, 
die Möglichkeit zur kooperativen Verarbeitung des Stimulus reduziert werden. Durch 
eine selektive Aktivierung eines höheren Areals sollte sich auf der anderen Seite eine 
Beeinflussung der Aktivität eines niedrigeren Areals in entgegengesetztem Sinne 
demonstrieren lassen. Zwei oben diskutierte experimentelle Studien, welche den Ef-
fekt temporäre Inaktivierung höherer visuelle Areale, auf die Aktivität in primären vi-
suellen Arealen untersuchen demonstrieren mit diesem Vorhersagen übereinstim-
mende Befunde (Galuske et al., 2002; Hupe et al., 1998). Beide Studien demonstrie-
ren gemäß der Vorhersage des vorgestellten Modells nicht nur eine Abnahme der 
stimulusinduzierten Aktivität in frühen Arealen sondern auch eine reduzierte Spezifi-
tät dieser Antworten für die in dem höheren inaktivierten Areal repräsentierte Stimu-
lusdimension.  
Eine Beeinflussung des beschriebenen Mechanismus der somato-dendritischen In-
teraktion sollte einen spezifischen Effekt auf top-down gerichtete kortikale Signale 
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aufweisen und im oben beschrieben Sinne zu Veränderungen der Eigenschaften re-
zeptiver Felder führen. Elektrophysiologische Studien demonstrieren, daß das Zu-
rücklaufen des somatischen Aktionspotentials in den apikalen Dendriten von zahlrei-
chen Faktoren beeinflußt wird. Zu diesen Faktoren zählen etwa der musakrinische 
Input und die somatische Rate an Aktionspotentialen (Buzsaki et al., 1996; Tsubo-
kawa und Ross, 1997). Zudem wurde gezeigt das die Auslösung einer Salvenentla-
dung durch zeitlich korrelierten Input am apikalen Dendriten und ein zurücklaufendes 
somatisches Aktionspotential hoch sensitiv gegenüber inhibitorischen Eingängen ist 
und durch diese unterdrückt werden kann (Larkum et al., 1999). Diese Befunde legen 
somit den Schluß nahe, daß sich über eine Beeinflussung modulatorischer Systeme 
oder inhibitorischer Aktivität ein geeigneter Angriffspunkt zur Einflußnahme auf den 
hier implementierten Mechanismus nichtlinearer somato-dendritischer Interaktion 
bietet. Entlang der oben skizzierten Vorhersagen lassen sich somit Experimente ent-
werfen, die zwar technisch anspruchsvoll sind, jedoch im Rahmen der gegenwärtigen 
methodologischen Möglichkeiten liegen. 
5.5 Fazit 
Wahrnehmung ist ein aktiver Prozeß. Interne Zustände eines kognitiven Systems wie 
Aufmerksamkeit haben einen starken Einfluß auf die Verarbeitung sensorischer In-
formation. Dieses psychophysische Faktum wird durch anatomische Befunde kom-
plementiert, wonach die große Mehrzahl interarealer Projektionen reziprok angelegt 
ist und die synaptischen Eingänge von bottom-up und top-down gerichteten Projek-
tionen in der gleichen Größenordnung vorliegen. Während unser Verständnis einer 
reinen bottom-up Verarbeitung sensorischer Informationen in dem Paradigma einer 
seriellen Informationsverarbeitung große Fortschritte gemacht hat, sind die neurona-
len Mechanismen top-down gerichteter Prozesse und deren Integration der bottom-
up Verarbeitung sensorischer Informationen weitgehend ungeklärt. 
Das hier vorgestellte Modell zeigt, wie die funktionellen Eigenschaften einer kürzlich 
demonstrierten nichtlinearen somato-dendritischen Interaktion eine wichtige Rolle bei 
der kortikalen Integration von bottom-up und top-down gerichteter Verarbeitung sen-
sorischer Information spielen können. In jüngster Zeit hat sich unser Verständnis der 
komputationalen Eigenschaften kortikaler Neurone stark gewandelt und erweitert. 
Wesentlichen methodologischen Fortschritten ist es insbesondere zu verdanken, daß 
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wir heute wissen, daß die komplexe Morphologie und die membranphysiologischen 
Eigenschaften von Dendriten eine bedeutsame Rolle für die integrative Funktion kor-
tikaler Neurone spielen. So wurde gezeigt, daß somatisch ausgelöste Aktionspoten-
tiale in den apikalen Dendriten zurücklaufen wo bei gleichzeitigem synaptischen In-
put ein langsames dendritisches Aktionspotential ausgelöst werden kann, welches 
wiederum eine somatische Salvenentladung des Neurons bewirkt. In dem hier unter-
suchten Netzwerk wurde ein solcher Mechanismus nichtlinearer somato-
dendritischer Interaktion implementiert und die deutliche Asymmetrie der laminären 
Zielstrukturen von axonalen top-down und bottom-up Projektionen berücksichtigt. 
Das simulierte Netzwerk zeigt, wie reziproke top-down Verbindungen zu einer koope-
rativen Verarbeitung sensorischer Information zwischen zwei Arealen auf unter-
schiedlichen hierarchischen Ebenen führen. Zusätzliche top-down Signale führen in 
dem Netzwerk zu Aufmerksamkeit ähnlichen Effekten. Die implementierte somato-
dendritische Interaktion resultiert hierbei in einem Signal von Salvenentladungen, 
welches sich als äußerst robust gegenüber Rauschen darstellt. In Übereinstimmung 
mit jüngsten elektrophysiologischen Befunden zeigt sich eine charakteristische Mo-
dulation der tieffrequenten oszillatorischen Synchronisation neuronaler Aktivität durch 
top-down Signale.  
Gemäß bekannter neurophysiologischer Daten kombiniert das vorgestellte Modell 
somit einen qualitativen Einfluß top-down gerichteter Signale auf die zeitliche Dyna-
mik neuronaler Aktivität mit einem limitierten Effekt auf die mittleren Feuerraten korti-
kaler Neurone. Da das Modell hierbei neuronalen Mechanismen auf der zellulären 
Ebene sowie bekannten anatomischen Befunden Rechnung trägt, bietet es einen 
plausiblen theoretischen Rahmen für die Interpretation physiologischer Befunde und 




Im vorangegangenen Abschnitt dieser Arbeit wurde an Hand numerischer Simulatio-
nen eines neuronalen Netzwerks der Einfuß von top-down Prozessen auf die neuro-
nale Aktivität zweier reziprok verbundener Areale untersucht. Eine wichtige Rolle 
spielte hierbei die Analyse der zeitlichen Dynamik neuronaler Aktivität und der Syn-
chronisation zwischen Neuronenpopulationen in unterschiedlichen Frequenzberei-
chen. Hier zeigte sich ein differentieller Effekt von top-down Signalen auf die oszilla-
torische Synchronisation neuronaler Aktivität in distinkten hoch- und tieffrequenten 
Frequenzbereichen.  
Im Zentrum des folgenden Abschnitts dieser Arbeit steht die Untersuchung solcher 
oszillatorischen Synchronisation neuronaler Aktivität am wachen, sich frei verhalten-
den Tier. Finden sich diese oszillatorischen Synchronisationsphänomene unter mög-
lichst natürlichen Verhaltensbedingungen im Kortex wacher Tiere? Lassen sich ent-
sprechende hoch- und tieffrequente Frequenzbänder an Hand objektiver und funktio-
naler Kriterien experimentell bestätigen? 
6.1 Synchronisation als neuronaler Code 
Eine große Anzahl klassischer neurophysiologischer Experimente, die wesentlich zu 
unserem heutigen Verständnis der funktionellen Organisation neuronaler Systeme 
beigetragen haben, untersuchte den Einfluß experimenteller Variablen wie sensori-
scher Reize, motorischen Verhaltens oder der Aufmerksamkeit des untersuchten ko-
gnitiven Systems auf die mittlere Aktivität einzelner Neurone. Diese Experimente be-
ruhen auf der Annahme, daß die mittlere Feuerrate von Neuronen einen für die Funk-
tion des Kortex relevanten repräsentationalen Code darstellt. Grundlegende integra-
tive Eigenschaften von Nervenzellen sowie der große Erfolg von Studien, in denen 
eine Korrelation zwischen Feuerrate und experimenteller Variable demonstriert wer-
den konnte, bestätigt  die hohe Plausibilität der Annahme von Feuerraten als einem 
neuronalen Code (deCharms und Zador, 2000).  
Diesem Paradigma eines Ratencodes steht eine der im vergangenen Jahrzehnt wohl 
vieldiskutiertesten Hypothesen gegenüber oder zur Seite, wonach die zeitliche Syn-
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chronisation von Aktionspotentialen mehrerer Neurone einen für die Funktion des 
Kortex relevanten neuronalen Code darstellt. Der Frage, ob die Synchronisation neu-
ronaler Aktivität vom Gehirn generell als funktional relevanter Code genutzt wird, 
schließt sich direkt die Frage an, welche Information durch solch einen Synchronisa-
tionscode codiert wird. Gemäß einer klassischen Hypothese, welche mit dem Begriff 
der „synfire chain“ assoziiert wurde, könnte die Synchronisation von Neuronengrup-
pen lediglich die Stabilität der Informationsweiterleitung über mehrere synaptische 
Stationen verbessern, ohne daß diese Synchronisation andere Informationen als et-
wa die mittlere Feuerrate einzelner Neurone repräsentiert (Abeles et al., 1993; Abe-
les, 1991; Prut et al., 1998; Seidemann et al., 1996; Singer, 1995). Nach einer ande-
ren besonders kontrovers diskutierten Hypothese über die funktionale Bedeutung 
eines solchen Synchronisationscodes, könnte die Synchronisation neuronaler Aktivi-
tät einen relationalen Code darstellen, welcher globale Relationen repräsentationaler 
Inhalte abbildet (König und Engel, 1995; Singer, 1999; Singer und Gray, 1995; von 
der Malsburg, 1981). Gemäß dieser Hypothese würden etwa im visuellen System 
Neuronenpopulationen, die Teile eines sich im visuellen Feld befindlichen Objektes 
repräsentieren ihre Aktionspotentiale synchronisieren, wohingegen sich keine Syn-
chronisation der neuronalen Aktivität zeigt, wenn die entsprechenden Repräsentatio-
nen keine Teile eines gemeinsamen Objektes darstellen. 
Um die Hypothese eines Synchronisationscodes experimentell zu überprüfen, wur-
den in den vergangenen Jahren verstärkt experimentelle Techniken eingesetzt, wel-
che die simultane Untersuchung der Aktivität mehrerer Neurone ermöglichen. Zu die-
sen Methoden gehört etwa die simultane extra- oder intrazelluläre Ableitung mehre-
rer einzelner Neurone oder die Ableitung von Signalen welche die summierte Aktivität 
von Neuronenpopulationen widerspiegeln. Zu diesen Summationssignalen gehört 
etwa die Mulit-Unit-Aktivität (MUA), das lokale Feldpotential (LFP) das Elektroenze-
phalogramm (EEG) oder das Magnetenzephalogramm (MEG). Mittlerweile haben 
eine Vielzahl von Studien unter Verwendung solcher Methoden in unterschiedlichen 
Spezies, kortikalen Systemen und experimentellen Paradigmen die zeitlich präzise 
Synchronisation neuronaler Aktivität und deren Korrelation mit sensorischen Reizen, 
motorischem Verhalten oder auch relationalen Stimuluseigenschaften nachgewiesen 
(Castelo-Branco et al., 2000; deCharms und Merzenich, 1996; Eckhorn, 1994; Gray 
et al., 1989; Hatsopoulos et al., 2001; König und Engel, 1995; Murthy und Fetz, 
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1992; Riehle et al., 1997; Rodriguez et al., 1999; Singer, 1999). Ein eindrücklicher 
Befund, der sich vielfach in verschiedensten Paradigmen wiederfindet, ist, daß die 
Synchronisation neuronaler Aktivität im Zeitverlauf nicht zufällig verteilt ist, sondern 
oszillatorisch in einem hochfrequenten als Gamma-Band bezeichneten Frequenzbe-
reich über 30 Hz auftritt. 
Die Untersuchung der Funktion solcher hochfrequenter oszillatorischer Synchronisa-
tionen war im vergangenen Jahrzehnt Gegenstand einer großen Anzahl neurowis-
senschaftlicher Studien, und obwohl diese Studien mittlerweile eine Vielzahl experi-
menteller Evidenzen zur Unterstützung der Hypothese eines Synchronisationscodes 
zusammengetragen haben, stellt die Frage der funktionellen Relevanz solcher Syn-
chronisationsphänomene bis heute eine der kontrovers diskutiertesten neurowissen-
schaftlichen Fragen dar (Shadlen und Movshon, 1999; Singer, 1999). 
6.2 Probleme bisheriger Studien 
Obwohl die Vielzahl der in jüngster Zeit durchgeführten Untersuchungen zum Auftre-
ten hochfrequenter oszillatorischer Synchronisation neuronaler Aktivität unser Ver-
ständnis dieser Phänomene wesentlich vorangebracht hat, so offenbaren sich doch 
im genaueren Studium dieser Studien einige wichtige methodologische Charakteristi-
ka, welche die Vergleichbarkeit der Ergebnisse zwischen Studien und ihre Übertrag-
barkeit auf wache sich verhaltende kognitive Systeme einschränken. 
6.2.1 Inhomogenität verwendeter Bänder 
In der Beschreibung solcher Synchronisationsphänomene greifen die meisten Studi-
en auf die in der EEG-Nomenklatur gebräuchliche traditionelle Taxonomie von Fre-
quenzbereichen zurück. Da diese oszillatorischen Phänomene typischerweise in ei-
nem Frequenzbereich über 30 Hz beobachtet werden, hat sich für diese Synchroni-
sationen gemeinhin die zusammenfassende Beschreibung als „Gamma-
Synchronisationen“ durchgesetzt. Bereits der Vergleich einiger Studien zeigt jedoch, 
welche methodologischen Probleme durch eine solche Nomenklatur verdeckt wer-
den. So wird deutlich, daß verschiedene Autoren keinesfalls auf eine gemeinsame 
Definition eines Frequenzbands Bezug nehmen,  sondern daß die entsprechenden 
Analysen vielmehr auf sehr unterschiedlichen Frequenzbereichen basieren.   
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Abbildung 18 : Grafische Darstellung der in zehn exemplarisch ausgewählten Studien 
verwendeten hochfrequenten Frequenzbänder.  
So findet sich z.B. für die Breite der untersuchten Frequenzbänder ein großes Spek-
trum von sehr schmalen bis hin zu sehr breiten Frequenzbändern: 37-43 Hz (Miltner 
et al., 1999), 35-45 Hz (Llinas und Ribary, 1993; Rodriguez et al., 1999), 32-48 Hz 
(Fell et al., 2001), 39-63 Hz (Fries et al., 1997), 30-70 Hz (Tallon-Baudry et al., 1997), 
35-80 Hz (Brosch et al., 1997; Kruse und Eckhorn, 1996), 15-75 Hz (Destexhe et al., 
1999), 40-120 Hz (Chrobak und Buzsaki, 1998), 20-100 Hz (von Stein et al., 2000), 
8-100 Hz (Ohl et al., 2001). Die große Unterschiedlichkeit der in diesen zehn exem-
plarisch ausgewählten Studien verwendeten Frequenzbänder ist in Abbildung 18 
dargestellt. Ebenso wie die Breite des untersuchten Frequenzbereichs zwischen ver-
schiedenen Studien stark variiert, zeigt sich auch eine große Streuung der diese 
Bänder begrenzenden Start- und Stopfrequenzen. Interessanterweise stellt für viele 
Studien die Wahl des zu analysierenden Frequenzbandes nicht eine Konsequenz der 
Analyse der experimentellen Daten dar, sondern beruht vielmehr auf einer a priori 
Einschätzung, welches Frequenzband als interessant bewertet wird. 
In der Konsequenz referiert der Begriff „Gamma-Synchronisation“ also nicht auf eine 
gemeinsame Definition, sondern vielmehr auf ein inhomogenes Spektrum an ver-
wendeten Definitionen und Frequenzbereichen. 
6.2.2 Maxima oder Bänder? 
Ein weiterer methodologischer Aspekt, der die Vergleichbarkeit von Ergebnissen ein-
schränkt, ist die Uneinheitlichkeit der Parametrisierung der untersuchten oszillatori-
schen Synchronisationsphänomene. So wird in machen Studien zwar ein bestimmtes 
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Frequenzband analysiert, für die Parametrisierung der Ergebnisse jedoch nur die 
Frequenzkomponente mit einem maximalen Effekt in Betracht gezogen (Brosch et 
al., 1997; Rodriguez et al., 1999). Andere Autoren wiederum parametrisieren die zu 
untersuchenden Synchronisationsphänomene durch Mittelung der Effekte über das 
gesamte zu analysierende Frequenzband (Fries et al., 1997; Kruse und Eckhorn, 
1996; Miltner et al., 1999). Eine deskriptive Beschreibung der Frequenzverteilung der 
untersuchten Synchronisationsphänomene sucht man in den meisten Studien jedoch 
vergeblich.  
Durch die hohe Variabilität der zu Grunde gelegten Frequenzbänder und die Unter-
schiede in der Parametrisierung von Synchronisationsphänomenen wird sowohl die 
qualitative als auch quantitative Vergleichbarkeit verschiedener Studien einge-
schränkt. 
6.2.3 Anästhesierte Versuchstiere 
Ein Großteil der Studien, welche die hochfrequente Synchronisation neuronaler Akti-
vität untersuchen, wurde am Kortex anästhesierter Versuchstiere durchgeführt. Ins-
besondere das visuelle System anästhesierter Katzen gehört hierbei zu den am be-
sten untersuchten und charakterisierten sensorischen Systemen. Solche experimen-
tellen Paradigmen bieten den Vorteil gut kontrollierbarer und langfristig stationärer 
Versuchsbedingungen weisen jedoch auch entscheidende Nachteile auf.  
So kommen während solcher Experimente inhalative oder intravenöse Anästhetika 
zum Einsatz, die potentiell die zu untersuchenden Synchronisationsphänomene be-
einflussen und verfälschen. Darüber hinaus ist insbesondere durch EEG-
Untersuchungen am Menschen bekannt, daß die Vigilanz einen großen Einfluß auf 
die zeitliche Struktur kortikaler Aktivität hat. Gilt das abschließende Interesse solcher 
Untersuchungen doch dem Verständnis der neuronalen Mechanismen und Funktion 
des wachen Kortex, so wird deutlich, daß der Transfer experimenteller Befunde am 
anästhesierten Kortex auf die Funktionsweise des wachen Systems mit Skepsis be-
urteilt werden muß. 
6.2.4 Stimulationsparadigmen 
Experimentelle Paradigmen, in denen am visuellen System wacher Versuchstiere 
gearbeitet wird, greifen typischerweise auf Fixationsparadigmen zurück. Das Ver-
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suchstier muß den Blick möglichst konstant auf einen Fixationspunkt richten, wäh-
rend im peripheren Gesichtsfeld visuelle Stimuli präsentiert werden.  
Obwohl durch solche Fixationsparadigmen eine gute Kontrolle der visuellen Stimula-
tion gewährleistet werden kann, ist bekannt, daß auch unter solchen Fixationsbedin-
gungen keine vollständige Ruhe der Okkulomotorik vorliegt, sondern vielmehr eine 
Vielzahl von sogenannten Mikrosakkaden nachgewiesen werden kann. Kürzlich wur-
de gezeigt, daß solche Mikrosakkaden einen starken Einfluß auf die zeitliche Struktur 
neuronaler Aktivität im primären visuellen Kortex haben (Martinez-Conde et al., 2000; 
Martinez-Conde et al., 2002). Über diesen direkten Einfluß des Paradigmas auf die 
neuronale Aktivität hinaus, stellen Fixationsparadigmen intuitiv keine dem natürlichen 
Verhaltenskontext eines Versuchstieres ähnlichen Bedingungen dar. Sollen kortikale 
Synchronisationsphänomene am wachen Tier unter möglichst natürlichen Bedingun-
gen untersucht werden, so sollten Stimulationsparadigmen gewählt werden, die dem 
Verhaltensrepertoir des entsprechenden Versuchtieres besser angepaßt sind. 
6.3 Fragestellung 
Die im ersten Abschnitt dieser Arbeit untersuchten Synchronisationsphänomene und 
die beschriebenen Probleme bisheriger Studien zur oszillatorischen Synchronisation 
neuronaler Aktivität motivieren die beiden zentralen Fragestellungen der in diesem 
Abschnitt vorgestellten experimentellen Studie.  
6.3.1 Fragestellung 1: Frequenzverteilung 
Findet sich im Kortex wacher, sich verhaltender Versuchtiere unter möglichst natürli-
chen Versuchsbedingungen eine oszillatorische Synchronisation neuronaler Aktivi-
tät? Welche Frequenzverteilung zeigt diese Synchronisation? 
6.3.2 Fragestellung 2: Funktionelles Band 
Welches Frequenzband läßt sich durch Anwendung eines objektiven und funktionel-





Zur Beantwortung der oben umrissenen Fragestellungen wurde die neuronale Aktivi-
tät im visuellen Kortex wacher sich verhaltender Katzen untersucht. Hierzu wurden 
vier Katzen (Felis catus) ausgewählt und in einem visuellen Stimulationsparadigma 
trainiert. Anschließend wurden bis zu 17 Mikroelektroden chronisch intrakortikal im 
primären visuellen Kortex (Area 18) der Versuchstiere implantiert. Über diese Elek-
troden wurde unter kontrollierter visueller Stimulation in dem zuvor trainierten Ver-
suchsparadigma simultan die neuronale Aktivität an bis zu 17 kortikalen Positionen 
abgeleitet.  
In der Analyse der abgeleiteten Daten wurde sowohl das LFP als Summationssignal, 
als auch die MUA als direktes Maß der Aktivität von Aktionspotentialen untersucht. 
Für die Analyse der Synchronisation neuronaler Aktivität wurden verschiedene spek-
trale Analyseverfahren wie die Berechnung von Power- oder Kohärenzspektren ein-
gesetzt. An Hand eines objektiven Kriteriums, welches auf die Orientierungsspezifität 
neuronaler Antworten im primären visuellen Kortex rekurriert, konnten für kurz- und 
langreichweitige Synchronisationsphänomene funktionelle Frequenzbänder definiert 
werden. 
7.1 Experimenteller Aufbau 
Alle elektrophysiologischen Messungen wurden in dem in Abbildung 19 dargestellten 
experimentellen Aufbau durchgeführt. Die Versuchstiere wurden in einer für diese 
Experimente entworfenen und als faradayscher Käfig konstruierten Box plaziert. Die 
Box hatte die Ausmaße  80 x 30 x 30 cm (Länge x Breite x Höhe) und war vollständig 
schwarz lackiert. Die Versuchstiere wurden in der Box nicht fixiert und konnten sich 
frei bewegen. 
An der Stirnseite der Box befand sich ein transparenter elektromagnetischer Schirm. 
Hinter diesem bedeckte ein Computermonitor, auf dem die visuellen Stimuli präsen-
tiert wurden, die gesamte Stirnseite der Box (Sony MultiScan 17seII, 105 Hz vertikale 
Bildwiederholrate). 
Direkt vor dem Stimulusmonitor wurde im aufklappbaren Deckel der Box eine kleine 
CCD-Kamera (Conrad Elektronik, Hirschau, Deutschland) angebracht. Diese wurde 
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auf den Kopf des Versuchstieres ausgerichtet und mit einem Videomonitor verbun-
den. Zwischen der CCD-Kamera und der Katze wurde ein gekippter halbdurchlässi-
ger Spiegel installiert. Durch diesen wurde das Bild des Kopfes des Versuchstieres 
mit der Reflektion des auf dem Monitor dargebotenen visuellen Stimulus überlagert. 
So konnte über die Dauer des Experimentes kontinuierlich das Verhalten des Ver-











Abbildung 19 : Schematische Darstellung des verwendeten experimentellen Aufbaus zum 
Training und zur elektrophysiologischen Ableitung am visuellen Kortex wacher sich verhalten-
der Katzen. 
Direkt vor dem halbdurchlässigen Spiegel befand sich ein kleiner Futternapf, der über 
eine Bohrung im Boden und ein Schlauchsystem mit einer pneumatischen Pumpe 
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außerhalb der Box verbunden war. Über diese Pumpe wurde zur Belohnung des 
Versuchstieres mittels eines Fußtasters eine definierte Menge verflüssigten Katzen-
futters in den Futternapf gepumpt. 
In den Deckel der Box wurde der Vorverstärker des Aufnahmesystems integriert. Der 
Vorverstärker wurde mit dem kortikalen Implantat des Versuchstieres über einen Mi-
krostecker am Ende eines hochflexiblen abgeschirmten Kabels verbunden. Die Ver-
suchstiere wurden somit durch die Aufnahmeelektronik in ihrer Bewegungsfreiheit so 
wenig wie möglich eingeschränkt. Vom Vorverstärker wurden die analogen Meßsi-
gnale über ein weiteres abgeschirmtes Kabel zu dem Hauptverstärker und A/D-
Wandler geleitet. Hierfür wurde ein integriertes Multikanal-System (SynAmps Ampli-
fier, NeuroScan Laboratories, Sterling, VA, USA) verwendet, welches die simultane 
Aufnahme aller elektrophysiologischen Signale bei 20kHz Abtastrate ermöglichte. 
Zusätzlich wurde der Hauptverstärker über eine Schnittstellenkarte mit dem Stimula-
tionscomputer verbunden, so daß gemeinsam mit den elektrophysiologischen Daten 
entsprechende Triggersignale über die Stimuli, den zeitlichen Ablauf des Experi-
ments und Codes zur Klassifikation des Verhaltens der Versuchstiere aufgezeichnet 
werden konnten. 
Bedient wurde der gesamte Versuchsaufbau über zwei Computer. Der Aufnahme-
computer wurde über eine SCSI-Schnittstelle direkt mit dem Hauptverstärker verbun-
den und für die Speicherung der elektrophysiologischen Meßdaten und Triggersigna-
le genutzt. Zudem konnten an diesem Computer in Echtzeit ständig alle aufgenom-
menen Signale beurteilt werden. Der zweite Computer steuerte die Präsentation der 
visuellen Stimuli und war direkt mit dem Stimulationsmonitor verbunden. Über diesen 
Computer wurde zudem interaktiv der Ablauf einer Aufnahmesitzung gesteuert. So 
wurde z.B. durch entsprechende Tastencodes das Verhalten der Katze klassifiziert, 
einzelne Versuchswiederholungen abgebrochen oder die nächste Versuchswieder-
holung gestartet. 
Für die verschiedenen Trainingsphasen und die experimentelle Stimulation wurden in 
der objektorientierten Entwicklungsumgebung Metacard (Metacard Corportation, CO, 
USA) mehrere interaktiv bedienbare Stimulationsprogramme neu erstellt. Die ver-
wendeten visuellen Stimuli wurden in der Entwicklungsumgebung Matlab 
(MathWorks Inc., MA, USA) berechnet. 
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7.2 Verhaltenstraining und visuelle Stimulation 
Das Verhaltenstraining der Versuchstiere erfolgte in mehreren Phasen, die in ihrer 
Dauer und Durchführung jeweils auf den individuellen Charakter jeder einzelnen Kat-
ze abgestimmt wurden. Die vier verwendeten Katzen wurden durch intensive Be-
schäftigung mit den Tieren nach den Kriterien Aggressivität, Kooperationsbereitschaft 
und motorischer Aktivität ausgewählt. 
Zunächst wurden die Tiere über etwa eine Woche täglich an die Laborumgebung und 
die Aufnahmebox gewöhnt. Die Tiere konnten sich unter Aufsicht fei im Labor bewe-
gen und dieses erkunden. Gleichzeitig wurden sie in der Aufnahmebox gefüttert, zu-
nächst mit konventionellem Futter später unter Einsatz der pneumatischen Futter-
pumpe und des verflüssigten Tierfutters. Sobald die Versuchstiere an die Futterpum-
pe  und den Verschluß der Box während der Fütterung gewöhnt waren, begann das 
Training für die visuelle Stimulation. 
Zunächst wurden einfache, saliente Stimuli wie z.B. ein kurz aufblitzender heller 
Kreis auf dem ansonsten einfarbig grauen Stimulusmonitor präsentiert. Richtete die 
Katze ihren Blick auf diese Stimuli, wurde sie mit einer Portion Futter belohnt. Bei 
Nichtbeachtung erfolgte keine Belohnung.  
Im nächsten Schritt wurde das Versuchtier trainiert, einen sich bewegenden Zielsti-
mulus auf dem Stimulusmonitor möglichst lange visuell zu verfolgen. Sobald die Kat-
ze den Monitor betrachtete, wurde als Zielstimulus ein kleiner weißer Kreis (Durch-
messer: 1,1°) auf grauem Hintergrund präsentiert. Dieser Zielstimulus bewegte sich 
gleichförmig in einer zufälligen Richtung (Geschwindigkeit: 16.3 +/- 7.2 °/s, +/- SD). 
Die Katzen verfolgten diesen Stimulus durch Blickrichtungsänderung und wurden nur 
dann belohnt, wenn sie den Zielstimulus solange verfolgten, bis dieser plötzlich seine 
Form in ein weißes Quadrat änderte. Verfolgten sie den Stimulus nicht bis zu dieser 
Änderung der Form, erfolgte keine Belohnung. Das Zeitintervall vom Erscheinen des 
Zielstimulus bis zum Umschalten der Form wurde nun stetig verlängert, bis die Ver-




-500 - 0 ms
Stimulus Intervall
200 - 700 ms
Zielstimulus Beginn Grating Beginn Zielstimulus + Grating Ende
Zeit< -1000 ms > +1000 ms0 ms
 
Abbildung 20 : Schematische Darstellung der zeitlichen Abfolge einer Versuchswiederho-
lung. Über der Zeitachse sind entsprechende Bilder des Stimulusmonitors abgebildet. Die ver-
wendeten Analysefenster für das Prästimulus- und Stimulusintervall sind an der Zeitachse rot 
markiert.  
In der nächsten Phase des Trainings wurden die visuellen Stimuli, welche die zu un-
tersuchende Aktivität im visuellen Kortex der Versuchstiere induzierten, in das Ver-
suchsprotokoll eingeführt. Als Stimuli wurden sinusoidale Gratings zwölf unterschied-
licher Orientierungen verwendet (Raumfrequenz 0.44 cycles/°). Diese wurden als 
statischer Hintergrund nicht weniger als eine Sekunde nach Erscheinen des Zielsti-
mulus hinter diesem eingeblendet und blieben bis zum Ende einer Versuchswieder-
holung unverändert präsentiert. Mit dem Ende einer Versuchswiederholung, welches 
durch das Umschalten des Zielstimulus definiert wurde, wurden diese Gratings wie-
der ausgeblendet und durch einen einförmig grauen Hintergrund gleicher mittlerer 
Luminanz ersetzt. Die Abfolge der verschiedenen Orientierungen der Stimuli erfolgte 
in pseudorandomisierter Abfolge um die Wiederholung gleicher Orientierungen in 
aufeinanderfolgenden Versuchswiederholungen zu vermeiden. 
Der zeitliche Ablauf einer vollständigen Versuchswiederholung und entsprechende 
Bilder der visuellen Stimulation sind schematisch in Abbildung 20 dargestellt: Sobald 
das Versuchstier den Stimulusmonitor beachtet, wird der Zielstimulus mit einer zufäl-
ligen Bewegungsrichtung eingeblendet. Nach wenigstens einer Sekunde wird hinter 
dem von der Katze verfolgten Zielstimulus ein statisches Grating zufälliger Orientie-
rung präsentiert. Nach wenigstens einer weiteren Sekunde markiert das Umschalten 
des Zielstimulus zu einem Quadrat das Ende der Versuchswiederholung und die 
Katze wird belohnt. Wird der Zielstimulus nicht bis zum Umschalten auf das Quadrat 
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vom Versuchstier verfolgt, so erfolgt keine Belohnung und die Versuchswiederholung 
wird abgebrochen. Durch entsprechende Trigger wurden solche fehlerhafte Ver-
suchswiederholungen bei der weiteren Datenanalyse nicht berücksichtigt. In der Ab-
bildung sind unter der Zeitachse die beiden für die Datenanalyse gewählten Zeitfen-
ster markiert. 
7.3 Das visuelle System der Katze 
Etwa 30 % des Kortex der Katze und 60 % des Kortex von Primaten dient der Verar-
beitung visueller Information (Felleman und Van Essen, 1991; Orban, 1984). Inner-
halb dieses großen Anteils am gesamten Kortex finden sich zahlreiche als kortikale 
Areale bezeichnete distinkte Repräsentationen des Gesichtsfeldes mit unterschiedli-
chen funktionellen Charakteristika.  
Die Verarbeitung visueller Information beginnt in der Retina mit der Übersetzung von 
Lichtimpulsen in elektrische Signale. Durch laterale Verschaltung der verschiedenen 
retinalen Zellpopulationen wird eine Kontrastverstärkung erreicht und der dynami-
sche Arbeitsbereich stark erweitert, um eine differenzierte Signalverarbeitung unter 
stark unterschiedlichen Helligkeitsbedingungen zu ermöglichen. Die Axone der als 
Ganglienzellen bezeichneten Ausgangszellpopulation der Retina bilden den Nervus 
opticus, über welchen die visuelle Information in das Corpus geniculatum laterale als 
nächste Schaltstation weitergeleitet wird. Nach ihren unterschiedlichen Antwortei-
genschaften werden die Ganglienzellen in drei funktionelle Klassen X, Y und W ein-
geteilt. Ganglienzellen vom X-Typ reagieren auf visuelle Reize mit tonischen Antwor-
ten, besitzen eine hohe räumliche Auflösung und dienen vorwiegend der Formwahr-
nehmung. Ganglienzellen vom Y-Typ zeichnen sich dagegen durch phasische Ant-
worten und eine schlechtere räumliche Auflösung aus. Diese Zellklasse dient vorwie-
gend der Bewegungs- und Kontrastwahrnehmung. Ganglienzellen vom W-Typ be-
vorzugen langsame Bewegung und zeigen sowohl phasische als auch tonische Ant-
worten. Die Axone dieser verschiedenen Ganglienzellklassen projizieren in distinkte 
retinotop organisierte Schichten des Corpus geniculatum laterale. Durch laterale In-
teraktion erfolgt hier eine weitere Kontrastverstärkung und Polarisierung der rezepti-
ven Felder. Die Neurone des Corpus geniculatum laterale projizieren über die Radia-
tio optica in die im Okzipitallappen gelegenen kortikalen Areale 17, 18 und 19. Jedes 
dieser Areale beinhaltet eine vollständige retinotope Repräsentation des Gesichtsfel-
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des. Die Projektionen des X- und Y-Systems in diese primären visuellen Areale sind 
unterschiedlich gewichtet. Während Area 17 primär synaptische Eingänge aus dem 
X-System erhält, terminieren in Area 18 vorwiegend Projektionen des Y-Systems. Da 
die drei Areale 17, 18 und 19 über direkte Eingänge vom Corpus geniculatum latera-
le verfügen, werden diese Areale des visuellen Systems der Katze als gemeinsamer 
Komplex primärer visueller Areale interpretiert (Felleman und Van Essen, 1991). 
Ähnlich den retinalen Zellen und Neuronen im Corpus geniculatum laterale besitzt 
jedes Neuron in den primären visuellen Arealen ein sogenanntes rezeptives Feld, 
welches dem Ausschnitt des visuellen Feldes entspricht, in welchem Stimuli eine 
Antwort des entsprechenden Neurons induzieren. Im Gegensatz zu den Zellen sub-
kortikaler Strukturen zeigen die Antworteigenschaften der Neurone in den Arealen 
17, 18 und 19 eine deutliche Spezifität für Eigenschaften wie Stimulusorientierungen, 
Bewegungsrichtungen und Bewegungsgeschwindigkeiten (Hubel und Wiesel, 1962). 
Die Verteilung der Spezifität kortikaler Neurone für solche Stimuluseigenschaften 
zeigt eine graduelle Änderung über die Kortexoberfläche, so daß sich für unter-
schiedliche Stimuluseigenschaften sogenannte kortikale Karten definieren lassen. 
Diese Karten werden von vertikalen Kolumnen gebildet, wobei Neurone einer Kolum-
ne ähnliche Spezifitäten aufweisen. Ausgehend von den primären visuellen Arealen 
17, 18 und 19 wird die visuelle Information in höhere Areale wie etwa Area 21 oder 
PMLS, die eine weitere funktionelle Spezialisierung aufweisen weitergeleitet. 
Die hier vorgestellten elektrophysiologischen Untersuchungen wurden alle in dem 
oben beschriebenen Areal 18 durchgeführt. Dieses primäre visuelle Areal der Katze 
gehört zu den am besten charakterisierten kortikalen sensorischen Systemen (Hubel 
und Wiesel, 1962; Hubel und Wiesel, 1965; Kandel und Schwartz, 2000). Die Antwor-
ten der Neurone dieses Areals zeigen neben einer Spezialisierung auf verschiedene 
andere Stimuluseigenschaften eine deutliche Spezifität für die Orientierung bewegter 
Konturen. Diese funktionelle Spezialisierung wurde für die Entwicklung eines objekti-
ven Kriteriums, welches die Ableitung eines optimalen Frequenzbandes neuronaler 
Synchronisation ermöglichte, eingesetzt. 
7.4 Elektrodenimplantation 
Nach Abschluß des Verhaltenstrainings wurde die chronische Implantation der Mi-
kroelektroden vorgenommen. Die Elektroden wurden einzeln aus Teflon-isolierten 
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Platin-Iridium Drähten mit 50 µm Durchmesser angefertigt. Die Impedanz der Elek-
troden wurde durch definiertes Abglühen und Ätzung auf eine Impedanz von etwa 
300 kΩ bei 1 kHz justiert. Jeweils vier oder fünf solcher Elektroden wurden durch ei-
nen Teflonring zu einem Elektrodenbündel zusammengefaßt und verklebt. Die Län-
gen der einzelnen Elektroden wurden hierbei so abgestuft, daß die Elektrodenspitzen 
nach der Implantation gleichverteilt in supragranulären, granulären und tiefen kortika-
len Schichten plaziert wurden. Die Elektroden und zwei zusätzliche Silberdrähte mit 
Silberkugeln, die als Referenzelektroden dienten, wurden abschließend mit einem 
Mikrostecker verlötet, über welchen die Verbindung zum Aufnahmesystem hergestellt 
wurde. 
Die Implantation der Elektroden erfolgte unter Gebrauch eines Operationsmikroskops 
unter sterilen Bedingungen. Die Anästhesie der Katzen wurde mit Ketaminhydrochlo-
rid (15 mg/kg, i.m, Narketan, Chassot, Bern, Schweiz) und Xylazinhydrochlorid (1,1 
mg/kg, i.m., Bayer, Leverkusen, Deutschland) eingeleitet. Danach erfolgten die intra-
tracheale Intubation der Tiere und die Anlage eines intravenösen Zugangs. Die 
Anästhesie wurde als Inhalationsanästhesie fortgesetzt (70 % N2O, 30 % O2, 0.5–1.5 
% Isofluran). Arterielle Sauerstoffsättigung, Endexpiratorischer CO2, Körpertempera-
tur, Elektrokardiogramm und arterieller Blutdruck wurden kontinuierlich überwacht 
und im entsprechenden physiologischen Parameterbereich gehalten. Es erfolge die 
kontinuierliche Infusion einer physiologischen Vollelektrolytlösung („Ringer-Laktat-
Lösung“, 40 ml/h). 
Die Katzen wurden in einem stereotaktischen Rahmen (Narishige Instruments, Ja-
pan/USA) in sternaler Lage fixiert. Es erfolgte die mediane Inzision der Kopfschwarte 
und vollständige Freipräparation des Kraniums sowie Entfernung des Periosts. Die 
beabsichtigte Position der Kraniotomie wurde an Hand des stereotaktischen Rah-
mens und eines stereotaktischen Atlas auf dem Knochen markiert (Area 18, linke 
Hemisphäre, AP -3 mm, L 2 mm). Sechs bis acht Titan-Knochenschrauben wurden in 
der Umgebung dieser Markierung über Vorbohrungen in den Schädelknochen einge-
bracht. Anschließend erfolgte die Kraniotomie (ca. 2 x 7 mm in annähernd parame-
dianer Ausrichtung) und Darstellung der Dura mater. Diese wurde mit einem feinen 
Präparationshaken angehoben und im gesamten Bereich der Kraniotomie exzidiert. 
Über einen am stereotaktischen Rahmen befestigten Mikromanipulator und einen 
speziell angefertigten Elektrodenhalter wurden die Elektroden einzeln in den Kortex 
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eingebracht und der entsprechende Teflonring jeweils auf der Kortexoberfläche mit 
Histoacryl fixiert. Insgesamt wurden so bis zu 17 Elektroden (2 Katzen mit 16 Elek-
troden, 2 Katzen mit 17 Elektroden) nahe der Repräsentation des vertikalen Meridi-
ans des unteren Hemifeldes im Areal 18 der linken Hemisphäre implantiert. Zusätz-
lich wurden zwei Silberkugeln über gesonderte Bohrungen als Referenz- und Er-
dungselektrode in epiduraler Lage plaziert. 
Nach erfolgter Implantation der Elektroden wurde der Mikrostecker über einen zwei-
ten Manipulator frei über der Kraniotomie plaziert. Die Kraniotomie wurde mit Silikon-
öl aufgefüllt und der Mikrostecker mit den zuvor eingebrachten Knochenschrauben in 
schnell aushärtendem Acrylzement fixiert. Abschließend wurden die Inzisionsränder 
mit resorbierbarem Nahtmaterial in intrakutaner Nahttechnik dicht um das aufgebaute 
Implantat adaptiert. Die vollständige Operationszeit betrug in etwa 5 Stunden. 
Die Implantation der Elektroden erfolgte unter antibiotischer Abschirmung. Die Anti-
biose wurde gemeinsam mit der postoperativen Analgesie bis zum Begin der experi-
mentellen Ableitungen fortgesetzt. 5 bis 7 Tage post operationem wurde nach Erho-
lung der Versuchstiere mit den elektrophysiologischen Messungen gemäß des zuvor 






















































Abbildung 21 : Ableitung von LFP und MUA aus dem Rohsignal. A : Ausschnitt eines typi-
schen Datenabschnitts des Rohsignals. B : Durch Tiefpaßfilterung bei 200 Hz wird aus dem 
Rohsignal das LFP abgeleitet. C : Die MUA wird durch Hochpaßfilterung bei 500 Hz und An-
wendung eines Schwellenwertes abgeleitet. Über dem hochpaßgefilterten Rohsignal sind die 
durch Anwendung des Schwellenwertes abgeleiteten Zeitpunkte der Aktionspotentiale darge-
stellt. Der Schwellenwert ist als durchgezogene Linie markiert. 
Alle von den implantierten Elektroden abgeleiteten Rohsignale wurden mit einer Ab-
tastrate von 20 kHz digitalisiert und aufgezeichnet. Aus diesen Rohsignalen wurden 
an eine Versuchssitzung anschließend das lokale Feldpotential (LFP) und die Multi-
Unit-Aktivität (MUA) abgeleitet. Die entsprechenden Schritte sind in Abbildung 20 
dargestellt. Das LFP entspricht dem tieffrequenten Anteil des abgeleiteten Rohsi-
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gnals und kann als ein dem EEG ähnliches intrakortikales Summationspotential in-
terpretiert werden. Entsprechend wurde das LFP durch Tiefpaßfilterung (Schwellen-
frequenz: 200 Hz) und Wiederabtastung bei 400 Hz abgeleitet. Die MUA stellt die 
Zeitpunkte von Aktionspotentialen einer kleinen Anzahl von Neuronen in der unmit-
telbaren Umgebung der Elektrodenspitze dar. Für die Ableitung der MUA wurde das 
Rohsignal hochpaßgefiltert (Schwellenfrequenz: 500 Hz). Die Zeitpunkte, an denen 
die Amplitude dieses hochpaßgefilterten Signals einen manuell plazierten Schwel-
lenwert überschritt, wurden als Aktionspotentiale registriert. Die Zeitpunkte dieser 
Aktionspotentiale wurden mit einer zeitlichen Auflösung von einer Millisekunde ge-
speichert. 
7.5.2 Analyseintervalle 
Um die neuronale Aktivität während visueller Stimulation mit der Aktivität ohne Stimu-
lation zu vergleichen und die durch die visuelle Stimulation induzierte Synchronisati-
on neuronaler Aktivität von der Synchronisation ohne Stimulation zu dissoziieren, 
wurden für die Datenanalyse zwei unterschiedliche Zeitfenster definiert (siehe Abbil-
dung 20). Das Prästimulusintervall reichte von 500 ms vor bis zum Erscheinen des 
Gratings. Das Stimulusintervall reichte von 200 ms bis 700 ms nach dem Erscheinen 
des Gratings. Die ersten 200 ms nach Erscheinen des Stimulus wurden nicht berück-
sichtigt, da die neuronale Aktivität in diesem Zeitbereich durch transiente Komponen-
ten mit konstanter Phasenlage relativ zum Erscheinen des Stimulus dominiert wird. 
Diese Komponenten werden deutlich in den sliding-window Analysen dargestellt, 
welche für die Power- und Kohärenzspektren des LFP zusätzlich zu der Analyse der 
beschriebenen Zeitfenster durchgeführt wurden. Für diese sliding-window Analysen 
wurde iterativ ein 100 ms langes Hanning-Fenster mit 1 ms Schrittweite über die Da-
ten geschoben. 
7.5.3 Kurzreichweitige Synchronisation 
Zur Untersuchung der kurzreichweitigen Synchronisation neuronaler Aktivität im Be-
reich weniger Hundert Mikrometer wurde das Powerspektrum des LFP berechnet. 
Ähnlich dem EEG stellt das LFP ein Summationspotential neuronaler Aktivität in der 
Nähe der Elektrodenspitze dar. Große Amplituden im LFP sind auf synchrone Aktivi-
tät in der direkten Umgebung der Elektrode zurückzuführen, da zeitlich unkorrelierte 
 81
Aktivität durch den Summationseffekt gegen das Nullpotential gemittelt wird. Das 
Powerspektrum des LFP stellt somit ein geeignetes Maß zur Beurteilung der Fre-
quenzverteilung zeitlicher Synchronisation neuronaler Aktivität im Bereich weniger 
Hundert Mikrometer dar (Abeles, 1982; Engel et al., 1990). Die Powerspektren des 
LFP wurden gemäß dem Algorithmus nach Welch unter Verwendung von 100 ms 
Hanning-Fenstern berechnet (Press, 1997).  
Für die relativen Antworten der kurzreichweitigen Synchronisation wurden die LFP-
Powerspektren über alle Stimulusorientierungen gemittelt und die Spektren des Sti-
mulusintervalls durch die Spektren des Prästimulusintervalls dividiert. Die Signifikanz 
der relativen Antworten wurde durch Vergleich der LFP-Power im Prästimulusintervall 
mit der LFP-Power im Stimulusintervall mit dem Wilcoxon-Test (p = 0.01) bei der 
Frequenz der maximalen relativen Antwort getestet. 
7.5.4 Langreichweitige Synchronisation 
Die langreichweitige Synchronisation neuronaler Aktivität wurde durch Berechnung 
der Kohärenz zwischen zwei simultan an verschiedenen Mikroelektroden gemesse-
nen LFPs untersucht. Die Kohärenz zweier Signale x und y wurde als Funktion der 










xy      (5) 
Pxy ( f ), Pxx ( f ) und Pyy ( f ) sind die Cross- bzw. Autospektren der Signale x und y. 
Diese Cross- und Autospektren wurden entsprechend den Powerspektren des LFP 
gemäß dem Algorithmus nach Welch berechnet. Die Kohärenz liegt zwischen 0 und 
1 und beschreibt die Konstanz der Phasenlage zweier Signale als Funktion der Fre-
quenz. Sind die Frequenzkomponenten zweier Signale perfekt phasenkonstant so 
beträgt die Kohärenz der Signale für die entsprechende Frequenz 1. Ist im umge-
kehrten Fall die Phasenlage vollständig unkorreliert so beträgt die Kohärenz 0. Für 
die relativen Antworten der langreichweitigen Synchronisation wurden die LFP-
Kohärenzspektren über alle Stimulusorientierungen gemittelt und die Spektren des 
Prästimusintervalls von denen des Stimulusintervalls subtrahiert. Die Signifikanz der 
relativen Antworten wurde durch Vergleich der LFP-Kohärenz im Prästimulusintervall 
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mit der LFP-Kohärenz im Stimulusintervall mit dem Wilcoxon-Test (p = 0.01) bei der 
Frequenz der maximalen relativen Antwort getestet. 
Die vertikale Bildwiederholfrequenz des Stimulusmonitors bedingte einen techni-
schen Artefakt der in den Spektren zu einem scharfen Peak bei 105 Hz führte. Die-
ses Artefakt stellte sich in der Größenordnung von etwa 2 % der totalen Power wäh-
rend des Prästimulusintervalls dar. Trotz dieses sehr kleinen Effekts, führte dieses 
Artefakt zu einer starken Beeinflussungen der abhängigen Parametrisierungen wie 
der Kohärenz, den relativen Antworten oder dem im folgenden vorgestellten Tuning 
Index. Daher wurde die durch dieses Artefakt beeinträchtigten Frequenzen durch 
Interpolierung der benachbarten Frequenzen von der Analyse ausgeschlossen. 
7.5.5 Variabilität über Versuchsbedingungen 
Um die Variabilität der relativen Antworten über verschiedene Versuchsbedingungen 
zu quantifizieren, wurden sowohl die über Wiederholungen gemittelten, als auch die 
einzelnen Antwortspektren mit einer Gauß-Funktion durch Χ2 Minimierung optimal 
angenähert. Zum Vergleich der Verteilung der Breite der Peaks in den Antworten 
einzelner Versuchswiederholungen mit der Breite des Peaks in der gemittelten Ant-
worten wurde die Verteilung der Standardabweichungen der gefitteten Gaus-
Funktionen gegen die entsprechende Standardabweichung der angenäherten Funk-
tion der gemittelten Antwort getestet (Wilcoxon-Test, p = 0.01). 
7.5.6 Harmonische Effekte 
Zur Untersuchung möglicher harmonischer Effekte wurde die Phasenkopplung zwi-
schen einzelnen Frequenzkomponenten innerhalb eines Signals analysiert. Hierzu 












x      (6) 
Px ( f1, f2 ) und Px ( f ) sind die Bi- bzw. Powerspektren des Signals x. Die Bikohärenz 
reicht von 0 bis 1 und beschreibt die Konstanz der Phasenlage zweier Frequenz-




Um die Synchronisation neuronaler Aktivität an Hand eines objektiven und funktiona-
len Kriteriums zu parametrisieren, wurde ein sogenannter Tuning-Index entwickelt, 
der das Signal-Rausch-Verhältnis neuronaler Synchronisation in Bezug auf das Ori-
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N ist die Anzahl der Stimulusorientierungen φ. r(φ) ist die Antwort eines Signals bei 
der Orientierung φ.  

























Abbildung 22 : Exemplarische Darstellung der Berechnung des Tuning-Index. A : Eine typi-
sche kortikale Antwort mit Orientierungstuning (+/- Varianz). B : Darstellung der kortikalen 
Antworten in Polarkoordinaten, nachdem alle Orientierungen mit 2 multipliziert wurden. Der 
gemittelte Antwortvektor ist in rot dargestellt. 
Abbildung 22 veranschaulicht exemplarisch die Berechnung des Tuning-Index. Die 
Antworten werden zunächst in Vektorschreibweise dargestellt, wobei der Betrag des 
Vektors der Antwort des Signals und seine Orientierung der mit 2 multiplizierten Ori-
entierung des entsprechenden Gratings entsprechen. Diese Vektoren werden gemit-
telt. Der Betrag des gemittelten Vektors ist somit eine Funktion des Orientierungstu-
nings der Antworten. Bei gleichen Antworten auf alle Stimulusorientierungen ergibt 
sich ein Betrag von 0. Gleiche Antworten auf orthogonale Orientierungen werden 
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durch die Multiplikation der Orientierung mit 2 ebenfalls auf 0 gemittelt. Findet sich 
nur bei einer Orientierung eine Antwort ungleich 0 so entspricht der Betrag dieser 
Antwort. Der Tuning-Index wird schließlich als das Verhältnis des Betrags des gemit-
telten Antwortvektors zur mittleren Varianz aller Antworten berechnet. Dieser Tuning-
Index wurde sowohl als Funktion der Frequenz, als auch als Funktion aller möglichen 
Frequenzbänder berechnet. Für Frequenzbänder wurden die Antworten aller Fre-
quenzen f , für die fstart < f <  fstop gilt, vor der Berechnung des Tuning-Index gemittelt.  
Sucht man in diesen Funktionen des Tuning-Index nach dem globalen Maximum, 
erhält man die Frequenz oder das Frequenzband mit maximalem Signal-Rausch-
Verhältnis in Bezug auf das Orientierungstuning des untersuchten Signals. Lokale 
Maxima des Tuning Index sowohl für einzelne Frequenzen als auch für Frequenz-
bänder spiegeln separate Frequenzbereiche mit Orientierungstuning des Signals wi-
der, die nicht notwendig in dem optimalen Frequenzband enthalten sind oder mit die-
sem überlappen. Der Tuning-Index wurde sowohl für die LFP-Power als auch für die 
LFP-Kohärenz als Funktion der Frequenz und Funktion aller möglichen Frequenz-
bänder berechnet. Die Signifikanz des Orientierungstuning wurde durch Vergleich 
der Antwort auf die optimale Orientierung mit der Antwort auf die entsprechend or-
thogonale Orientierung getestet (Wilcoxon-Test, p = 0.01). 
7.5.8 Synchronisation zwischen Aktionspotentialen und LFP 
Die Synchronisation zwischen einzelnen Aktionspotentialen und dem LFP wurde 
durch Berechnung des spike-trigerred-average (STA) und der spike-field-coherence 
(SFC) an unterschiedlichen Elektroden simultan abgeleiteter LFP und MUA analy-
siert. 
Der STA einer Zeitserie x von Aktionspotentialen und einem simultan aufgenomme-
nen LFP y wird durch das Kreuzkorrelogramm von x und y definiert. Der STA ent-
spricht somit dem mittleren LFP in y in der zeitlichen Umgebung eines Aktionspoten-
tials in x. Das Powerspektrum des STA ist unabhängig von der Feuerrate in x. Ände-
rungen der Power im LFP y jedoch gehen direkt in die Berechnung des STA ein, so 
daß auch ohne eine Änderung der Synchronisation zwischen Aktionspotentialen und 
LFP unterschiedliche STAs resultieren können. Normalisiert man das Powerspektrum 
des STA mit dem Powerspektrum des verwendeten LFP y so erhält man die SFC als 
Funktion der Frequenz f. Diese SFC ist durch die vorgenommene Normalisierung 
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sowohl von der Feuerrate, als auch von der Power des LFPs unabhängig. Die SFC 
liegt zwischen 0 und 1 und beschreibt als Funktion der Frequenz f den Anteil der Ak-
tionspotentiale in x mit konstanter Phasenlage zur Frequenzkomponente f des LFPs 
in y. 
 

























































Abbildung 23 : Exemplarische Berechnung von STA und SFC an Hand von Testdaten. A : 
Ausschnitt der artifiziell generierten Testdaten von MUA und LFP. B : Powerspektrum des LFP. 
C : Das Kreuzkorrelogramm von LFP und MUA ergibt den STA. D : Powerspektrum des STA. E : 
Durch Normalisierung des Powerspektrum des STA mit dem Powerspektrum des LFP ergibt 
sich die SFC, welche anschaulich die Synchronisation zwischen Aktionspotentialen und LFP 
im Frequenzbereich darstellt. 
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Die Berechnung der SFC wird in Abbildung 23 exemplarisch an artifiziellen Testdaten 
veranschaulicht. Das LFP von 10 Sekunden Länge wurde als Summe einer Sinus-
schwingung von 20 Hz, einer Sinusschwingung von 50 Hz und von normalverteiltem 
weißem Rauschen konstruiert. Die Amplitude der Schwingung von 50 Hz betrug ein 
Drittel der Amplitude der Schwingung von 20 Hz. Die entsprechend 10 Sekunden 
langen Testdaten der MUA wurden so konstruiert, daß 20 % der Aktionspotentiale 
zur 20 Hz-Schwingung des LFP phasengekoppelt waren. 50 % der Aktionspotentiale 
waren zur 50 Hz-Schwingung des LFP phasengekoppelt. Die restlichen 50 % der 
Aktionspotentiale wiesen keine zeitliche Korrelation zu dem LFP auf. Der STA 
verdeutlich die Phasenkoppelung der MUA und des LFP. Obwohl der größte Anteil 
an Aktionspotentialen zur 50 Hz-Komponente des LFP phasengekoppelt ist, wird der 
STA und das Powerspektrum des STA wegen der größeren Amplitude der 20 Hz-
Komponente im LFP, von dieser 20 Hz Komponente dominiert. Da die SFC jedoch 
mit dem Powerspektrum des LFP normalisiert ist, stellt sich hier der Anteil der pha-
sengekoppelten Aktionspotentiale unabhängig vom LFP-Powerspektrum korrekt dar. 
Die SFC beträgt entsprechend 0,2 (20 %) und 0,5 (50 %) bei 20 Hz und 50 Hz. 
Die Powerspektren von LFP und STA wurden wie oben beschrieben gemäß dem 
Algorithmus nach Welch berechnet. Relative Antworten der SFC wurden durch Sub-
traktion der SFC im Prästimulusintervall von der SFC im Stimulusintervall berechnet. 
Die SFCs wurden hierfür über alle Stimulusorientierungen gemittelt. Die Signifikanz 
der relativen Antworten wurde mit dem Wilcoxon-Test (p = 0.01) bei der Frequenz 
der maximalen relativen Antwort getestet. 
7.5.9 Implementation 
Sämtliche Datenanalysen wurden in der Entwicklungsumgebung Matlab für Linux 
(MathWorks Inc., MA, USA) neu implementiert. Hierfür wurde eine große Anzahl an  




8.1 Kurzreichweitige Synchronisation 
Die kurzreichweitige Synchronisation neuronaler Aktivität wurde an Hand des Power-
spektrums des LFP analysiert. Insgesamt wurden die Daten von 66 verschiedenen 
kortikalen Aufnahmeorten ausgewertet (2 Katzen mit 16 Elektroden, 2 Katzen mit 17 
Elektroden). Große Amplituden im LFP sind auf synchrone Aktivität in der direkten 
Umgebung der Elektrode zurückzuführen, da zeitlich unkorrelierte Aktivität durch den 
Summationseffekt gegen das Nullpotential gemittelt wird. Das Powerspektrum des 
LFP stellt somit die Frequenzverteilung zeitlicher Synchronisation neuronaler Aktivität 
im Bereich von wenigen Hundert Mikrometer in der Umgebung der Elektrode dar 
(Abeles, 1982; Engel et al., 1990).  























































Abbildung 24 : Visuell induzierte kurzreichweitige Synchronisation. A : Ein typisches Bei-
spiel eines während einer Versuchswiderholung abgeleiteten LFP. Die Präsentation des Gra-
tings erfolgte bei 0 ms. B : Sliding-window Analyse des LFP. Die entsprechenden Zeit-
Frequenz-Spektren wurden nach der sliding-window Analyse über Versuchbedingungen gemit-
telt. Zwei distinkte Komponenten kurzreichweitiger Synchronisation sind durch einen Stern 
bzw. Kreis markiert. Für eine bessere Darstellung der Frequenzverteilung wurde das Zeit-
Frequenz-Spektrum mit Frequenz-1 normalisiert. 
Zunächst wird im Folgenden die Analyse der durch die visuelle Stimulation induzier-
ten kurzreichweitigen Synchronisation dargestellt. Daran schließt sich eine Analyse 
der Variabilität der Frequenzverteilung der relativen Antworten über Versuchswieder-
holungen an. Über eine Analyse des Orientierungstunings kurzreichweitiger Syn-
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chronisation wird an Hand eines objektiven und funktionellen Kriteriums ein optimales 
Frequenzband kurzreichweitiger Synchronisation abgeleitet. 
8.1.1 Frequenzverteilung kurzreichweitiger Synchronisation 
An den meisten Aufnahmeorten führte die visuelle Stimulation zu einer charakteristi-
schen Zunahme der kurzreichweitigen Synchronisation. Diese Antwort ist so promi-
nent, daß sie bereits in den nicht über Versuchsbedingungen gemittelten Daten deut-
lich zu beobachten ist. Abbildung 24A zeigt das an einer Elektrode gemessene LFP 
während einer Versuchsbedingung. Der visuelle Stimulus führt zu einer deutlichen 
oszillatorischen Synchronisation im Gamma-Frequenzbereich. Um den Zeitverlauf 
dieser Synchronisation darzustellen, wurde eine sliding-window Analyse der LFP-
Power durchgeführt. Abbildung 24B stellt die LFP-Power als Funktion der Zeit und 
Frequenz gemittelt über Versuchsbedingung dar. Zwei distinkte Komponenten der 
visuell induzierten kurzreichweitigen Synchronisation sind deutlich abgrenzbar. Eine 
frühe relativ tieffrequente Komponente ohne tonischen Anteil im späteren Zeitverlauf 
(Abbildung 24B, Stern) und eine etwas spätere hochfrequente Komponente im 
Gamma-Frequenzbereich, die sowohl eine transiente als auch tonische Phase auf-
weist (Abbildung 24B, Kreis). 





















































Abbildung 25 : Visuell evozierte kurzreichweitige Synchronisation. A : Ein typisches Bei-
spiel eines VEP. Das abgeleitete LFP wurde über Versuchsbedingungen gemittelt. Die Präsen-
tation des Gratings erfolgte bei 0 ms. B : Sliding-window Analyse des VEP. Für eine bessere 
Darstellung der Frequenzverteilung wurde das Zeit-Frequenz-Spektrum mit Frequenz-1 norma-
lisiert. (gleicher Datensatz wie in Abbildung 23) 
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Da die Mittelung der Zeit-Frequenz-Spektren über Versuchsbedingungen nach der 
sliding-window Analyse erfolgte, stellen sich in Abbildung 24B auch diejenigen Kom-
ponenten kurzreichweitiger Synchronisation dar, die phasengekoppelt zum Erschei-
nen des Stimulus sind. Man spricht hier auch von evozierter Synchronisation. Um 
diese Komponenten zu identifizieren, wurde das LFP vor der sliding-window Analyse 
im Zeitbereich über Versuchswiederholungen gemittelt. Das in Abbildung 25A darge-
stellte Ergebnis dieser Mittelung entspricht einem intrakortikal abgeleiteten visuell 
evozierten Potential (VEP). Abbildung 25B zeigt die sliding-window Analyse dieses 
VEP. Hier ist lediglich die frühe tieffrequente Komponente neuronaler Synchronisati-
on zu beobachten, so daß die beiden in Abbildung 24B beschriebenen Komponenten 
eindeutig als zum Erscheinen des Stimulus phasengekoppelte und nicht phasenge-
koppelte Anteile kurzreichweitiger neuronaler Synchronisation identifiziert werden 
können. 
Um die relative durch den visuellen Stimulus induzierte Synchronisation von der Syn-
chronisation ohne Stimulation zu differenzieren, wurden zwei Zeitfenster definiert. 
Das Prästimulusintervall reichte von 500 ms vor bis zum Erscheinen des Gratings. 
Das Stimulusintervall reichte von 200 ms bis 700 ms nach dem Erscheinen des Gra-
tings, um die frühen stimulusgekoppelten Komponenten (< 200 ms) unberücksichtigt 
zu lassen. In Abbildung 26A ist die Frequenzverteilung der LFP-Power für das Prä-
stimulus- und das Stimulusintervall gegenübergestellt. Die relative Antwort kurz-
reichweitiger Synchronisation, berechnet als die LFP-Power im Stimulusintervall divi-
diert durch die LFP-Power im Prästimulusintervall, ist in Abbildung 26B dargestellt. 
Für das dargestellte Beispiel zeigte sich eine maximale relative Antwort der LFP-
Power bei 58 Hz. Diese relative Antwort zeigt jedoch nicht ein scharfes globales Ma-
ximum, sondern ist vielmehr über einen breiten Frequenzbereich verteilt. Insbeson-
dere zeigt sich eine breite Verteilung im hochfrequenten Bereich mit einem zweiten 
lokalen Maximum über 100 Hz.  
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Abbildung 26 : Frequenzverteilung der visuell induzierten kurzreichweitigen Synchronisati-
on eines typischen Aufnahmeorts. A : Powerspektren des LFP während des Prästimulusinter-
valls (schwarz) und des Stimulusintervalls (rot). (+/- SEM) B : Frequenzverteilung der relativen 
Antwort kurzreichweitiger Synchronisation, welche den Quotient der in A abgebildeten Spek-
tren darstellt. (+/- SEM).  
Alle Aufnahmeorte mit einer signifikanten relativen Antwort (p < 0.01, n = 55, total = 
66, 83 %) zeigten eine sehr ähnliche Frequenzverteilung, wie das in den Abbildun-
gen 24 bis 26 dargestellte Beispiel. Daher wurden alle signifikanten relativen Antwor-
ten zu der in Abbildung 27 dargestellten mittleren relativen Antwort der LFP-Power 
gemittelt. Diese zeigt die Charakteristika des oben dargestellten Beispiels. Auf ein 
kleines lokales Maximum bei 13 Hz folgen ein steiler Anstieg zu dem globalen Maxi-
mum bei etwa 45 Hz und ein flacher Abfall zu hohen Frequenzen über 100 Hz.  
Der Median der Frequenzen der maximalen relativen Antwort fand sich bei 44 Hz 
(29/50 Hz, 25/75 % Percentile, n = 55). Der Median der relativen Antwort der LFP-
Power bei dieser Frequenz betrug 2,1 was einem Anstieg von etwa 100 % entspricht 
(1,7/3,0 Hz, 25/75 % Percentile, n = 55). Eine signifikante relative Antwort bei 13 Hz 
zeigte sich lediglich bei 35 % der untersuchten Aufnahmeorte (p < 0.01, n = 23, total 
= 66, 35 %). 
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Mittlere relative Antwort 
 
Abbildung 27 : Die über alle Aufnahmeorte mit einer signifikanten relativen Antwort (n = 55) 
gemittelte relative Antwort der kurzreichweitigen Synchronisation. 
8.1.2 Mögliche harmonische Effekte 
Da der langsame Abfall der relativen Antworten der LFP-Power sich nicht monoton 
darstellt, sondern ein lokales Maximum im Bereich von 120 Hz aufweist, wurde die 
Möglichkeit eines harmonischen Effekts untersucht. Hierzu wurde die Phasenkopp-
lung der 120 Hz Komponente des LFP zu anderen Frequenzkomponenten durch Be-
rechnung der Bikohärenz analysiert.  
Eine signifikante Phasenkoppelung der 120 Hz Komponente zu tieffrequenteren Fre-
quenz-Komponenten zeigte sich in etwa einem Drittel der untersuchten Aufnahmeor-
te (p < 0.01, n = 21, total = 66, 32 %). Der Median der Frequenz zu der eine maxima-
le Phasenkopplung gefunden wurde betrug 56 Hz. Die absoluten Werte der Bikohä-
renz bei dieser Frequenz waren allerdings sehr gering (Median = 0,08; 0,03/0,1; 
25/75 % Percentile, n = 21).  Obwohl ein harmonischer Effekt also nicht ausge-
schlossen werden kann, sprechen sowohl das seltene Auftreten einer signifikanten 
Phasenkopplung, als auch die sehr kleinen absoluten Werte der Bikohärenz deutlich 
gegen einen harmonischen Effekt als Ursache der bimodalen Verteilung der relativen 
Antworten im hochfrequenten Bereich. 
8.1.3 Variabilität über Versuchswiederholungen 
Die überraschend breite Frequenzverteilung der durch die visuelle Stimulation indu-
zierten kurzreichweitigen Synchronisation legt die Frage nahe, ob diese Verteilung 
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durch die Überlagerung schmalbandigerer relativer Antworten in einzelnen Ver-
suchsbedingungen bedingt ist. Diese könnten durch die Mittelung über Versuchbe-
dingungen zu der beobachteten breiten Verteilung führen. Um diese Möglichkeit zu 
untersuchen, wurden die relativen Antworten der LFP-Power für einzelne Versuchs-
bedingungen analysiert. 
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Abbildung 28 : Variabilität der relativen Antworten kurzreichweitiger Synchronisation über 
Versuchswiederholungen. Im oberen Bereich der Abbildung sind 8 zufällig ausgewählte relati-
ve Antworten einzelner Versuchswiederholungen mit den entsprechenden optimalen Annähe-
rungen einer Gauß-Funktion (rot) dargestellt. Darunter ist die über Versuchswiderholungen 
gemittelte relative Antwort mit der entsprechenden optimalen Annäherung einer Gauß-
Funktion abgebildet. 
In Abbildung 28 sind für den oben bereits beispielhaft vorgestellten Aufnahmeort so-
wohl die über Versuchbedingungen gemittelte relative Antwort, als auch die relativen 
Antworten 8 zufällig ausgewählter Versuchsbedingungen dargestellt. Um diese relati-
ven Antworten zu parametrisieren wurden diese mit einer Gauß-Funktion im Bereich 
von 25 Hz bis 100 Hz durch Χ2 Minimierung optimal angenähert. Die entsprechenden 
angenäherten Funktionen sind in mit den relativen Antworten in rot dargestellt.  
Die Verteilung der Peak-Frequenzen und -Breiten der Gauß-Funktionen einzelner 
Versuchswiederholungen konnte nun mit den Parametern der Gauß-Funktion der 
gemittelten relativen Antwort verglichen werden. Die entsprechenden Verteilungen 
sind für das oben vorgestellte Beispiel in Abbildung 29 dargestellt. Während die 
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Peak-Frequenzen einzelner Versuchsbedingungen um die Peak-Frequenz der gemit-
telten relativen Antwort verteilt sind (Abbildung 29A), findet sich eine signifikant klei-
nere Breite der Peaks einzelner Versuchsbedingungen im Vergleich zur Breite der 
gemittelten relativen Antwort (Abbildung 29B, p < 0.01). Derselbe Befund ergab sich 
für alle Aufnahmeorte mit einer signifikanten relativen Antwort der LFP-Power (p < 
0.01, n = 55, total = 55, 100 %). 






















Abbildung 29 : Verteilungen der Peak-Frequenzen und Peak-Breiten der parametrisierten re-
lativen Antworten einzelner Versuchswiederholungen. A : Die Peak-Frequenzen einzelner Ver-
suchswiederholungen (Median = gestrichelte Linie) sind um die Peak-Frequenz der gemittelten 
relativen Antwort verteilt (durchgezogene Linie). B : Die Breite der Peaks einzelner Versuchs-
wiederholungen (Median = gestrichelte Linie) ist hingegen signifikant kleiner, als die Breite des 
Peaks der mittleren relativen Antwort (durchgezogene Linie). (p < 0,01) 
Die Parametrisierung der relativen Antworten einzelner Versuchsbedingungen bestä-
tigt also die oben beschriebene Annahme. Die Variabilität der Peak-Frequenz 
schmalbandigerer relativer Antworten über verschieden Versuchsbedingungen be-
dingt wenigstens teilweise die Breite der Frequenzverteilung der über Versuchsbe-
dingungen gemittelten relativen Antwort der kurzreichweitigen Synchronisation. 
8.1.4 Optimales Frequenzband kurzreichweitiger Synchronisation 
Wie oben demonstriert induziert die visuelle Stimulation eine Zunahme der kurz-
reichweitigen Synchronisation neuronaler Aktivität in einem breiten Frequenzbereich. 
In welchem optimalen Frequenzband zeigt diese kurzreichweitige Synchronisation 
ein maximales Signal-Rausch-Verhältnis in Bezug auf den präsentierten Stimulus?  
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Da für die visuelle Stimulation Gratings unterschiedlicher Orientierung eingesetzt 
wurden und eine der charakteristischen Antworteigenschaften von Neuronen des 
primären visuellen Kortex deren Spezifität für die Orientierung von Kontrastgradien-
ten darstellt, wurde ein Tuning-Index berechnet, der das Signal-Rausch-Verhältnis 
eines Signals in Bezug auf dessen Orientierungstuning beschreibt (siehe Methoden). 
In Abbildung 30 ist der Tuning-Index der LFP-Power für einen repräsentativen Auf-
nahmeort sowohl für einzelne Frequenzen, als auch für alle möglichen Frequenz-
bänder dargestellt. Abbildung 30A zeigt für dieses Beispiel einen maximalen Tuning-
Index bei 75 Hz. Für die Berechnung des Tuning-Index über alle möglichen Fre-
quenzbänder (Abbildung 30B) wurde die LFP-Power der Frequenzen f mit fstart < f <  
fstop vor der Berechnung des Tuning-Index gemittelt. Entsprechend läßt sich die Funk-
tion in Abbildung 30A als horizontal liegende Diagonale der Abbildung 30B interpre-
tieren. Für das abgebildete Beispiel fand sich ein maximaler Tuning-Index für das 








































Abbildung 30 : Tuning-Index der LFP-Power eines typischen Aufnahmeorts. A : Tuning-
Index als Funktion einzelner Frequenzen. B : Tuning-Index als Funktion aller möglichen Fre-
quenzbänder. Das globale Maximum ist mit einer Raute markiert. 
Interessanterweise beinhaltet dieses optimale Frequenzband nicht die Frequenzen 
um 20 Hz, obwohl sich hier in Abbildung 30A ein deutliches lokales Maximum des 
Tuning-Index darstellt. Entsprechend zeigt sich auch in Abbildung 30B ein lokales 
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Maximum für das Frequenzband fstart = 15 Hz und fstop = 32 Hz. Für dieses Beispiel 
fand sich in diesem tiefen Frequenzbereich tatsächlich ein signifikantes Orientie-
rungstuning (p < 0.01) mit derselben Vorzugsorientierung wie im hochfrequenten Be-
reich. Wegen des ausgeprägten lokalen Minimums im Bereich von 40 Hz, welches 
den tief- und hochfrequenten Bereich des Orientierungstunings trennt (Abbildung 
30A), finden sich die tiefen Frequenzen jedoch nicht in dem optimalen Frequenzband 
wieder. 






































Abbildung 31 : Verteilung der Parameter der Maxima des Tuning-Index für alle Aufnahmeor-
te mit signifikantem Orientierungstuning (n = 38). Die Mediane der Verteilungen sind mit einer 
durchgezogenen Linie markiert. A : Verteilung der optimalen Frequenz für die Berechnung des 
Tuning-Index einzelner Frequenzen. B : Verteilung der Start-Frequenzen der optimalen Fre-
quenzbänder für die Analyse des Tuning-Index aller möglichen Frequenzbänder. C : Die ent-
sprechende Verteilung der Stop-Frequenzen der optimalen Frequenzbänder. 
Analog dem oben demonstrierten Beispiel wurde für alle Aufnahmeorte der Tuning-
Index der kurzreichweitigen Synchronisation für einzelne Frequenzen und alle mögli-
chen Frequenzbänder berechnet. In 38 Fällen fand sich ein signifikantes 
Orientierungstuning der LFP-Power (p < 0.01, n = 38, total = 66, 58 %). Die 
Verteilung der entsprechenden Parameter ist für alle Aufnahmeorte mit signifikantem 
Orientierungstuning in Abbildung 31 dargestellt. Der Median der optimalen Frequenz 
für einzelne Frequenzen liegt bei 64 Hz (50/76 Hz; 25/75 % Percentile, n = 38, 
Abbildung 31A). Der Median des optimalen Frequenzbands ergibt sich für fstart = 45 
Hz (39/62 Hz; 25/75 % Percentile, n = 38, Abbildung 30B) und fstop = 106,5 Hz 
(69/173 Hz; 25/75 % Percentile, n = 38, Abbildung 31C). Ein distinktes tieffrequentes 
Frequenzband mit signifikantem Orientierungstuning, das sich nicht mit dem 
optimalen Frequenzband überlappte, findet sich in etwa einem Drittel dieser 
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überlappte, findet sich in etwa einem Drittel dieser Aufnahmeorte (p < 0.01; n= 14; 







































Abbildung 32 : Tuning-Index der LFP-Power gemittelt über alle Aufnahmeorte mit signifikan-
tem Orientierungstuning (n = 38). A : Tuning-Index als Funktion einzelner Frequenzen. B : Tu-
ning-Index als Funktion aller möglichen Frequenzbänder. Das globale Maximum ist mit einer 
Raute markiert. 
Abbildung 32 zeigt den Tuning-Index als Funktion einzelner Frequenzen sowie aller 
möglichen Frequenzbänder gemittelt über alle Aufnahmeorte mit signifikantem Orien-
tierungstuning. Diese gemittelten Funktionen zeigen dieselben Charakteristika wie 
das in Abbildung 30 demonstrierte Beispiel. Auf ein lokales Maximum im tieffrequen-
ten Bereich in Abbildung 32A folgt ein steiler Anstieg zu dem globalen Maximum im 
Bereich von 75 Hz. Es schließt sich ein flacher Abfall des Tuning-Index bis zu der 
höchsten untersuchten Frequenz von 200 Hz an. Dieser flache Abfall und die breite 
Verteilung der Stop-Frequenzen in Abbildung 31C bedingt den horizontalen Aspekt 
des Tuning-Index als Funktion der Frequenzbänder (Abbildung 32B). Im Vergleich zu 
dem stärkeren negativen Effekt tiefer Frequenzen nimmt der Tuning-Index nur wenig 
ab, wenn mit zunehmender Stop-Frequenz höhere Frequenzen in das Frequenzband 
eingeschlossen werden. 
Zusammengefaßt führt die visuelle Stimulation zu einem deutlichen breitbandigen 
Anstieg der kurzreichweitigen Synchronisation neuronaler Aktivität. Durch Analyse 
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des Tuning-Index als einem objektiven, funktionalen Kriterium wurde das optimale 
Frequenzband von 45 Hz bis 106,5 Hz abgeleitet. Dieses Band liegt somit über der 
Frequenz von 44 Hz für die eine maximale relative Antwort der kurzreichweitigen 
Synchronisation gefunden wurde und beinhaltet vergleichsweise hohe Frequenzen. 
8.2 Langreichweitige Synchronisation 
Zur Untersuchung der langreichweitigen Synchronisation neuronaler Aktivität wurde 
die Kohärenz zwischen Paaren von LFPs berechnet, die simultan an unterschiedli-
chen Elektroden aufgenommen wurden. Die Kohärenz zwischen zwei Signalen be-
schreibt deren Synchronisation als Funktion der Frequenz und beträgt 1 bei vollstän-
diger Phasenkopplung. Besteht keine Phasenkopplung beträgt die Kohärenz 0. Da 
die langreichweitige Synchronisation durch Kohärenzspektren somit wie die kurz-
reichweitige Synchronisation durch die LFP-Power im Frequenzraum parametrisiert 
wird, können sämtliche Analysen analog zur kurzreichweitigen Synchronisation 
durchgeführt werden. Insgesamt wurde die Kohärenz von 512 simultan an unter-
schiedlichen Orten aufgenommenen LFP-Paaren ausgewertet (2 Katzen mit 120 
Paaren; 2 Katzen mit 136 Paaren). 
8.2.1 Frequenzverteilung langreichweitiger Synchronisation 
Ähnlich wie für die kurzreichweitige Synchronisation induzierte die visuelle Stimulati-
on für die meisten untersuchten LFP-Paare eine deutliche breitbandige Zunahme der 
langreichweitigen Synchronisation. Der Zeitverlauf der Kohärenz wurde durch eine 
sliding-window Analyse untersucht. In Abbildung 33 ist das Ergebnis dieser Analyse 
für ein typisches Beispiel eines LFP-Paares dargestellt.  
In der dargestellten Antwort der langreichweitigen Synchronisation lassen sich zwei 
Komponenten abgrenzen. Eine frühe Komponente ohne tonische Antwort dominiert 
im tieffrequenten Frequenzbereich unter 50 Hz (Abbildung 33, Stern). Eine zweite 
etwas später einsetzende Komponente dominiert im Gamma-Frequenzband und 



































Abbildung 33 : Zeitverlauf der visuell induzierten langreichweitigen Synchronisation. Ähn-
lich wie für die kurzreichweitige Synchronisation sind zwei distinkte Komponenten zu unter-
scheiden, die mit einem Stern bzw. Kreis markiert sind.  
Die in Abbildung 33 dargestellte Antwort der Kohärenz beinhaltet sowohl die soge-
nannte evozierte Synchronisation, die phasengekoppelt zum Erscheinen des Stimu-
lus ist, als auch jene Komponente der Synchronisation, die keine Phasenkopplung 
zum Erscheinen des Stimulus aufweist. Die evozierte Komponente wurde gesondert 
analysiert, indem vor der Berechnung der Kohärenz die Versuchswiederholungen der 
beiden LFPs unabhängig voneinander durchmischt wurden, so daß die Kohärenz 
nun zwischen nicht simultan in einer Versuchwiederholung aufgenommene LFPs be-
rechnet wurde. Durch die Durchmischung stellt sich in der Kohärenz nur die evozierte 
Komponente der Synchronisation dar, da für diese eine konstante Phasenkoppelung 
zum Erscheinen des Stimulus besteht, welche durch die Durchmischung nicht zer-
stört wird.  
Abbildung 34 zeigt den Zeitverlauf der Kohärenz für das oben beschriebene LFP-
Paar nach der Durchmischung der Versuchsbedingungen. Hier stellt sich lediglich die 
frühe tieffrequente Komponente langreichweitiger neuronaler Synchronisation dar. 
Ähnlich wie für die kurzreichweitige Synchronisation kann also für die langreichweiti-
ge Synchronisation eine evozierte Komponente von einer nicht zum Erscheinen des 
































Abbildung 34 : Visuell evozierte langreichweitige Synchronisation. Vor der Berechnung der 
Kohärenzspektren wurden die Versuchwiederholungen der beiden LFPs unabhängig vonein-
ander durchmischt, so daß sich lediglich zum Erscheinen des Stimulus phasengekoppelte 
Komponenten der Synchronisation darstellen.  
Für die Analyse der relativen Antworten der langreichweitigen Synchronisation wur-
den die selben Zeitfenster wie für die kurzreichweitige Synchronisation verwendet 
und die Kohärenzspektren des Prästimulusintervalls von den Kohärenzspektren des 
Stimulusintervalls subtrahiert. In Abbildung 35A sind für das oben beschriebene LFP-
Paar die Kohärenzspektren im Prästimulusintervall und Stimulusintervall gegenüber-
gestellt. Die entsprechende relative Antwort der Kohärenz ist in Abbildung 35B abge-
bildet. Ähnlich wie für die kurzreichweitige Synchronisation zeigt sich eine breitbandi-
ge relative Antwort, die bis in hohe Frequenzbereiche über 100 Hz reicht. Zudem 
zeigt sich ein markantes lokales Maximum im tieffrequenten Bereich unter 25 Hz.  
Die relative Antwort der langreichweitigen Synchronisation wurde für alle 512 abge-
leiteten LFP-Paare berechnet. Eine signifikante relative Antwort fand sich für 244 
Paare (p < 0.01, n = 244, total = 512, 48 %). Für diese Paare mit einer signifikanten 
relativen Antwort lag der Median der Frequenz der maximalen relativen Antwort bei 
49 Hz (26,5/56 Hz; 25/75 % Percentile, n = 244). Der Median der relativen Antwort 
bei dieser Frequenz betrug 0,16 (0,09/0,24 Hz; 25/75 % Percentile, n = 244), was 
einem Anstieg der langreichweitigen Synchronisation um 114 % entspricht.  
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Abbildung 35 : Frequenzverteilung der visuell induzierten langreichweitigen Synchronisati-
on eines typischen LFP-Paares. A : Kohärenzspektren während des Prästimulusintervalls 
(schwarz) und des Stimulusintervalls (rot). (+/- SEM) B : Frequenzverteilung der relativen Ant-
wort langreichweitiger Synchronisation, welche die Differenz der in A abgebildeten Spektren 
darstellt. (+/- SEM). 
Die mittlere relative Antwort der LFP-Kohärenz aller LFP-Paare mit einer signifikan-
ten relativen Antwort ist in Abbildung 36 dargestellt.  
























Abbildung 36 : Die über alle LFP-Paare mit einer signifikanten relativen Antwort (n = 244) 
gemittelte relative Antwort der langreichweitigen Synchronisation. 
Auch diese mittlere relative Antwort zeigt ein lokales Maximum im tieffrequenten Be-
reich bei 13 Hz. Eine signifikante relative Antwort bei dieser Frequenz zeigten etwa 
22 % der untersuchten Paare (p < 0.01, n = 112, total = 512, 22 %). Im hochfrequen-
 101
ten Bereich induziert die visuelle Stimulation einen breitbandigen Anstieg der lan-
greichweitigen Synchronisation mit einem zweiten lokalen Maximum über 100 Hz.  
8.2.2 Variabilität relativer Antworten 
Wie für die kurzreichweitige Synchronisation stellt sich auch bei der langreichweitigen 
Synchronisation neuronaler Aktivität die Frage, ob die breite Frequenzverteilung der 
relativen Antwort im Gamma-Band durch die Überlagerung schmalbandigerer Ant-
worten in einzelnen Versuchwiederholungen bedingt ist. Um diese Frage zu beant-
worten, wurde für alle abgeleiteten LFP-Paare mit einer signifikanten relativen Ant-
wort der LFP-Kohärenz eine Analyse der relativen Antworten einzelner Versuchswie-
derholungen durchgeführt. 
Frequenz [Hz]



















Abbildung 37 : Variabilität der relativen Antworten langreichweitiger Synchronisation über 
Versuchswiederholungen. Im oberen Bereich der Abbildung sind 8 zufällig ausgewählte relati-
ve Antworten einzelner Versuchswiederholungen mit den entsprechenden optimalen Annähe-
rungen einer Gauß-Funktion (rot) dargestellt. Darunter ist die über Versuchswiderholungen 
gemittelte relative Antwort mit der entsprechenden optimal angenäherten Gauß-Funktion ab-
gebildet. 
Abbildung 37 zeigt für das bereits vorgestellte LFP-Paar sowohl die über Versuchbe-
dingungen gemittelte relative Antwort der Kohärenz, als auch die relativen Antworten 
8 zufällig ausgewählter Versuchswiederholungen. Analog zur Analyse der Variabilität 
der relativen Antworten kurzreichweitiger Synchronisation wurden sowohl die relati-
ven Antworten einzelner Versuchswiederholungen, als auch die über Versuchswie-
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derholungen gemittelte relative Antwort mittels Χ2 Minimierung im Frequenzbereich 
von 25 Hz bis 100 Hz mit einer Gauß-Funktion optimal angenähert. Die Verteilung 
der Breite und Position der für die einzelnen Versuchbedingungen angenäherten 
Peaks ist in Abbildung 38 dargestellt. 
Die Peak-Position der relativen Antworten einzelner Versuchswiederholungen ist um 
die Position des Peaks der gemittelten relativen Antwort verteilt. Die Breite des 
Peaks der einzelnen Versuchsbedingungen hingegen ist signifikant kleiner als die 
Breite des Peaks der über Versuchswiederholungen gemittelten relativen Antwort 
(p<0.01). Dasselbe Ergebnis bestätigte sich für 90 % der untersuchten LFP-Paare (n 
= 211; total = 244; 90 %). Die Analyse der Variabilität der relativen Antworten zeigt 
also für die langreichweitige Synchronisation ein vergleichbares Ergebnis wie für die 
kurzreichweitige Synchronisation. Die Überlagerung in ihrer Peak-Position variabler 
schmalbandigerer relativer Antworten bedingt wenigstens teilweise die Breite der 
über Versuchswiederholungen gemittelten relativen Antwort der langreichweitigen 
neuronalen Synchronisation. 























Abbildung 38 : Verteilungen der Peak-Frequenzen und Peak-Breiten der parametrisierten re-
lativen Antworten einzelner Versuchswiederholungen. A : Die Peak-Frequenzen einzelner Ver-
suchswiederholungen (Median = gestrichelte Linie) sind um die Peak-Frequenz der gemittelten 
relativen Antwort verteilt (durchgezogene Linie). B : Die Breite der Peaks einzelner Versuchs-
wiederholungen (Median = gestrichelte Linie) ist hingegen signifikant kleiner, als die Breite des 
Peaks der mittleren relativen Antwort (durchgezogene Linie). (p < 0,01) 
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8.2.3 Optimales Frequenzband langreichweitiger Synchronisation 
Entsprechend der Analyse des Orientierungstunings kurzreichweitiger Synchronisati-
on wurde für die langreichweitige Synchronisation eine optimale Frequenz und ein 
optimales Frequenzband bezüglich der Orientierungsspezifität der LFP-Kohärenz 
abgeleitet. Hierfür wurde der oben beschriebene Tuning-Index für alle 512 simultan 
abgeleiteten LFP-Paare als Funktion der Frequenz und als Funktion aller möglichen 
Frequenzbänder berechnet. 
Für etwa 41 % der untersuchten LFP-Paare zeigte sich ein signifikantes Orientie-
rungstuning der langreichweitigen Synchronisation (p < 0.01; n = 211; total = 512; 41 
%). Die Verteilung der optimalen Frequenz und der Start- und Stop-Frequenzen des 
optimalen Frequenzbands aller LFP-Paare mit signifikantem Orientierungstuning ist 
in Abbildung 39 dargestellt.  
 






































Abbildung 39 : Verteilung der Parameter der Maxima des Tuning-Index für alle LFP-Paare 
mit signifikantem Orientierungstuning (n = 211). Die Mediane der Verteilungen sind mit einer 
durchgezogenen Linie markiert. A : Verteilung der optimalen Frequenz für die Berechnung des 
Tuning-Index einzelner Frequenzen. B : Verteilung der Start-Frequenzen der optimalen Fre-
quenzbänder für die Analyse des Tuning-Index aller möglichen Frequenzbänder. C : Die ent-
sprechende Verteilung der Stop-Frequenzen der optimalen Frequenzbänder. 
Der Median der optimalen Frequenz für einzelne Frequenzen lag bei 73 Hz (45/108 
Hz; 25/75 % Percentile, n = 211, Abbildung 39A). Der Median des optimalen Fre-
quenzbands ergab sich für fstart = 48 Hz (30/71 Hz; 25/75 % Percentile, n = 211, Ab-
bildung 39B) und fstop = 125 Hz (70/165 Hz; 25/75 % Percentile, n = 211, Abbildung 
39C). Ein distinktes tieffrequentes Frequenzband mit signifikantem Orientierungstu-
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ning, das sich nicht mit dem optimalen Frequenzband überlappte, fand sich nur für 
etwa 9 % der LFP-Paare mit signifikantem Orientierungstuning (p < 0.01; n= 20; total 









































Abbildung 40 : Tuning-Index der LFP-Kohärenz gemittelt über alle LFP-Paare mit signifikan-
tem Orientierungstuning (n = 211). A : Tuning-Index als Funktion einzelner Frequenzen. B : 
Tuning-Index als Funktion aller möglichen Frequenzbänder. Das globale Maximum ist mit einer 
Raute markiert. 
Abbildung 40 zeigt den Tuning-Index als Funktion einzelner Frequenzen und aller 
möglichen Frequenzbänder gemittelt über alle LFP-Paare mit signifikantem Orientie-
rungstuning. Ähnlich wie für die kurzreichweitige Synchronisation zeigt sich eine sehr 
breite Verteilung des Tuning-Index mit einem flachen Abfall bis zur höchsten unter-
suchten Frequenz von 200 Hz. Im Unterschied zur kurzreichweitigen Synchronisation 
läßt sich jedoch kein lokales Maximum im tieffrequenten Bereich abgrenzen. Auch für 
die langreichweitige Synchronisation wird mit dem Frequenzband von 48 Hz bis 125 
Hz ein überraschend breites und hochfrequentes Band optimaler Stimulusspezifität 




Um festzustellen, ob die durch die Berechnung der Kohärenz quantifizierte Synchro-
nisation neuronaler Aktivität ein Artefakt intrakortikaler Volumenleitung darstellen 
könnte, wurde die Abhängigkeit der während des Prästimulusintervalls gemessenen 
Kohärenz von dem Abstand zwischen den Elektroden eines Paares untersucht. Da 
die Volumenleitung mit zunehmender Distanz abnimmt, müßte im Falle eines durch 
die Volumenleitung bedingten Artefakts eine starke Abhängigkeit der Kohärenz vom 
Elektrodenabstand resultieren. Für die neuronal bedingte Synchronisation hingegen 
muß eine solche Abhängigkeit nicht bestehen. 
Bis auf den kleinsten untersuchten Elektrodenabstand für den während des Prästi-
mulusintervalls eine leicht höhere Kohärenz als für größere Abstände gemessen 
wurde zeigte sich keine signifikante Abhängigkeit der Kohärenz vom Elektrodenab-
stand (p > 0.05). Für die Analyse einzelner Frequenzen und die Analyse des Stimu-
lusintervalls zeigte sich ebenfalls keine signifikanter Effekt des Elektrodenabstands 
auf die gemessene Kohärenz (p > 0.05). Es ist somit als sehr unwahrscheinlich ein-
zuschätzen, daß ein durch Volumenleitung bedingtes Artefakt für die gemessene 
langreichweitige Synchronisation verantwortlich ist. 
8.3 Synchronisation zwischen Aktionspotentialen und LFP 
Die bisherigen Ergebnisse zur kurz- und langreichweitigen Synchronisation neurona-
ler Aktivität basierten auf der Analyse des LFP, welches keine direkten Aussagen 
über die Aktivität einzelner Zellen auf der Grundlage von Aktionspotentialen gestat-
tet. Daher wurde in einem nächsten Schritt untersucht, ob sich die demonstrierten 
breitbandigen relativen Antworten der kurz- und langreichweitigen Synchronisation 
auch in der Synchronisation zwischen Aktionspotentialen und dem LFP zu beobach-
ten sind. An 26 Aufnahmeorten konnten zusätzlich zum LFP auch Aktionspotentiale 
als MUA abgeleitet werden. Insgesamt wurden 415 Paare von simultan an unter-
schiedlichen Elektroden aufgenommenen LFP und MUA analysiert. 
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Synchronisation von MUA und LFP
 
Abbildung 41 : Synchronisation zwischen Aktionspotentialen und LFP. A : Ausschnitt der in 
einer Versuchwiederholung simultan an unterschiedlichen Elektroden aufgenommenen Akti-
onspotentiale und des LFP. Das Erscheinen des Stimulus ist durch eine vertikale Linie mar-
kiert. B : Der durch den horizontalen Balken angezeigte Zeitbereich aus A ist hier vergrößert 
dargestellt. 
Abbildung 41A zeigt ein charakteristisches Beispiel eines LFP und simultan an einer 
anderen Elektrode aufgenommener Aktionspotentiale. Der durch den Balken ge-
kennzeichnete Zeitbereich ist in Abbildung 41B vergrößert dargestellt. Bereits in die-
sem kurzen Zeitausschnitt einer einzelnen Versuchswiederholung wird deutlich, daß 
Aktionspotentiale vorwiegend zum Zeitpunkt der maximalen Negativität der promi-
nenten Gamma-Oszillation des LFP auftreten. Diese Synchronisation von Aktionspo-
tentialen und LFP wird besonders deutlich in dem STA, welcher das mittlere LFP in 
der zeitlichen Umgebung des Auftretens eines Aktionspotentials beschreibt. Der STA 
für das dargestellten Beispiels ist in Abbildung 42 für das Stimulusintervall und Prä-
stimulusintervall gegenübergestellt. 
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Abbildung 42 : Synchronisation zwischen Aktionspotentialen und LFP dargestellt durch den 
STA für das Prästimulusintervall (schwarz) und Stimulusintervall (rot). 
Während im Prästimulusintervall ein vergleichsweise flacher STA eine geringe Syn-
chronisation zwischen Aktionspotentialen und LFP anzeigt, dominiert im Stimulusin-
tervall eine deutliche Synchronisation der Aktionspotentiale zu der hochfrequenten 
Oszillation des LFP.  
8.3.2 Frequenzverteilung relativer Antworten 
Da der STA die Synchronisation zwischen Aktionspotentialen und LFP im Zeitraum 
darstellt, ermöglicht er keine direkte Aussage über die Synchronisation als Funktion 
der Frequenz. Zudem ist die Amplitude des STA nicht von der Power des LFP unab-
hängig. Daher wurde aus dem STA die SFC berechnet, welche die Synchronisation 
zwischen Aktionspotentialen und LFP unabhängig von der LFP-Power im Frequenz-
raum abbildet. Abbildung 43A zeigt die SFC des oben dargestellt Beispiels für das 
Prästimulus- und Stimulusintervall. Die entsprechende durch die visuelle Stimulation 
induzierte relative Antwort der SFC, welche als Differenz zwischen Stimulus- und 
Prästimulusintervall berechnet wurde, ist in Abbildung 43B dargestellt. In Überein-
stimmung mit dem STA zeigt die relative Antwort der SFC eine deutliche durch die 
visuelle Stimulation induzierte Zunahme der Synchronisation bei etwa 60 Hz. Zusätz-
lich zeigt sich ein Anstieg der Synchronisation zwischen Aktionspotentialen und LFP 
in einem tieffrequenten Frequenzband bei etwa 15 Hz. 
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Abbildung 43 :  Synchronisation zwischen Aktionspotentialen und LFP dargestellt durch die 
SFC. A : Für das besprochene Beispiel ist die SFC während des Prästimulusintervalls 
(schwarz) und Stimulusintervalls (rot) gegenübergestellt. B : Die relative Antwort der SFC, wel-
che sich als Differenz der beiden Spektren in A ergibt. 
Für alle 415 untersuchten Paare von MUA und LFP wurden STA, SFC und relative 
Antwort der SFC berechnet. Eine signifikante relative Antwort der SFC fand sich für 
59 % der untersuchten Paare (p = 0,01; n = 244; total = 415; 59 %). 
Abbildung 44 zeigt den STA, die SFC während Stimulus- und Prästimulusintervall 
und die relative Antwort der SFC gemittelt über alle Paare von MUA und LFP mit ei-
ner signifikanten relativen Antwort. Mit zwei lokalen Maxima zeigt die SFC während 
des Stimulusintervalls (Abbildung 44B) eine Synchronisation von Aktionspotentialen 
und LFP in einem tiefen und einem breiten hohen Frequenzbereich an. Während des 
Prästimulusintervalls dominiert die Synchronisation in tiefen Frequenzen auf einem 
deutlich niedrigeren Niveau. Die relative Antwort der SFC weist deutlich zwei lokale 
Maxima auf und zeigt somit, daß durch die visuelle Stimulation die Synchronisation 
spezifisch in einem tieffrequenten und breiten hochfrequenten Frequenzbereich in-
duziert wird. Der Median der Position der tieffrequenten lokalen Maxima liegt bei 12 
Hz. Für die hochfrequenten Maxima liegt der Median bei 53 Hz. 
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Abbildung 44 : Synchronisation zwischen Aktionspotentialen und LFP. Über alle Paare von 
MUA und LFP mit einer signifikanten relativen Antwort gemittelte Funktionen (n =244). A : STA 
während des Prästimulusintervalls (schwarz) und Stimulusintervalls (rot). B : SFC während des 
Prästimulusintervalls (schwarz) und Stimulusintervalls (rot). C : relative Antwort der SFC. 
Zusammenfassend zeigt die Frequenzverteilung der relativen Antwort der SFC Cha-
rakteristika, die in guter Übereinstimmung mit den Analysen der kurz- und langreich-
weitigen Synchronisation auf Basis der LFP-Power und LFP-Kohärenz sind. Die vi-
suelle Stimulation induziert einen breitbandigen hochfrequenten Anstieg der Syn-
chronisation sowie einen Anstieg in einem distinkten tieffrequenten Frequenzbereich. 
8.3.3 Unterschiede zwischen tief- und hochfrequenter Synchronisation 
Wie auch die Analyse der kurz- und langreichweitigen Synchronisation zeigte die Un-
tersuchung der SFC eine spezifische Änderung der Synchronisation in zwei distink-
ten hoch- bzw. tieffrequenten Frequenzbändern. Diese zwei Frequenzbänder sind 
ebenfalls in dem STA zu beobachten. Wird der STA entsprechend in hoch- und tief-
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Abbildung 45 : Unterschiede zwischen tief- und hochfrequenter Synchronisation von Akti-
onspotentialen und LFP. Sowohl der ungefilterte STA (unterbrochen), als auch die tief- 
(schwarz) und hochfrequenten (rot) Komponenten des STA sind dargestellt. Die Latenz der 
maximalen Negativität der tief- und hochfrequenten Komponenten ist durch Pfeile markiert. 
Abbildung 45 stellt den oben dargestellten über Paare gemittelten STA des Stimulus-
intervalls und dessen durch entsprechende Bandpaßfilterung dissoziierte hoch- und 
tieffrequenten Komponenten gegenüber. Auffällig ist, daß sich die maximale Negativi-
tät der hochfrequenten Komponente exakt bei 0 ms, die maximale Negativität der 
tieffrequenten Komponente jedoch einige Millisekunden später zu beobachten ist. 
Während Aktionspotentiale also genau synchron zur maximalen Negativität der hoch-
frequenten Komponente des LFPs auftreten, ist die Synchronisation zur maximalen 
Negativität der tieffrequenten Komponente des LFPs um einige Millisekunden ver-
schoben. 
Um diesen Unterschied zu quantifizieren, wurde für alle Paare von MUA und LFP, die 
eine signifikante relative Antwort der SFC zeigten, die Latenz der maximalen Negati-
vität der hoch- und tieffrequenten Komponente des STAs berechnet. In Abbildung 46 
sind diese Verteilungen vergleichend gegenübergestellt. 
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Abbildung 46 : Unterschiede zwischen tief- und hochfrequenter Synchronisation von Akti-
onspotentialen und LFP. Die Verteilungen der Latenzen der maximalen Negativität sind für tief- 
(schwarz) und hochfrequente (rot) Synchronisation gegenübergestellt. Die Mediane der Vertei-
lungen sind als vertikale Linien markiert. 
Die Latenzen der maximalen Negativität des hochfrequenten Frequenzbereichs sind 
eng um den Median von 0 ms verteilt. Die Latenzen des tieffrequenten Bands zeigen 
hingegen eine größere Streuung um einen Median von 10 ms. Diese Differenz der 
Mediane der Verteilungen wurde als signifikant getestet (p < 0.01). 
Zusammenfassend zeigt die Analyse der Phasenlage von Aktionspotentialen und 
LFP einen deutlichen Unterschied zwischen den tief- und hochfrequenten Frequenz-
bändern, welche bereits in der Analyse der kurz- und langreichweitigen Synchronisa-
tion als distinkte Frequenzbereiche beobachtet wurden. Dieser Unterschied in der 
zeitlichen Relation zwischen Aktionspotentialen und Oszillationsphänomenen des 
LFP in unterschiedlichen Frequenzbändern legt auch eine unterschiedliche funktio-




9.1 Zusammenfassung der Ergebnisse 
Zahlreiche Studien untersuchten im vergangenen Jahrzehnt stimulusspezifische 
Synchronisationsphänomene neuronaler Aktivität. Besonders oszillatorische Syn-
chronisationen im Gamma-Frequenzband standen hierbei im Mittelpunkt des Interes-
ses. Der häufig gebrauchte Terminus Gamma-Synchronisation referiert im Vergleich 
verschiedener Studien jedoch auf ein inhomogenes Spektrum an Definitionen und 
entsprechenden Frequenzbändern. Zudem wurde ein Großteil der Experimente an 
anästhesierten Versuchstieren oder unter Einsatz von Fixationsparadigmen durchge-
führt. Diese methodologischen Nachteile schränken die Übertragbarkeit der Ergeb-
nisse auf die Funktion des Kortex wacher sich unter natürlichen Bedingungen verhal-
tender Tiere deutlich ein. 
In der hier vorgestellten Studie wurde die neuronale Aktivität im primären visuellen 
Kortex wacher, sich verhaltender Katzen mittels bis zu 17 chronisch implantierter Mi-
kroelektroden untersucht. Die Frequenzverteilung neuronaler Synchronisation wurde 
für den kurz- wie auch langreichweitigen Bereich quantifiziert. An Hand eines objekti-
ven Kriteriums wurde ein funktionelles Frequenzband neuronaler Synchronisation 
definiert. 
9.1.1 Fragestellung 1: Frequenzverteilung 
Im primären visuellen Kortex wacher sich verhaltender Katzen induziert die visuelle 
Stimulation sowohl für die kurzreichweitige- und langreichweitige Synchronisation als 
auch für die Synchronisation zwischen Aktionspotentialen und LFP eine Zunahme in 
einem breiten Frequenzbereich.  Eine maximale relative Antwort der neuronalen Sy-
nchronisation findet sich für alle diese Fälle in einem Frequenzbereich von 44 – 53 
Hz wobei sich ein überraschend flacher Abfall der relativen Antwort gegen hohe Fre-
quenzbereiche über 100 Hz darstellt. In einem Frequenzbereich von etwa 10 – 20 Hz 
läßt sich zudem eine distinkte tieffrequente Komponente stimulusinduzierter neurona-
ler Synchronisation nachweisen. 
Die Analyse der Variabilität relativer Antworten über Versuchswiederholungen zeigt, 
daß die Peak-Frequenzen der maximalen relativen Antworten einer deutlichen Streu-
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ung unterliegen. Für die kurz- wie auch langreichweitige neuronale Synchronisation 
bedingt diese Streuung der Peak-Frequenz eine Überlagerung schmalbandigerer 
Antworten, die die breite Frequenzverteilung relativer Antworten im hochfrequenten 
Bereich mit erklären kann. 
9.1.2 Fragestellung 2: Funktionelles Band 
Durch Parametrisierung der neuronalen Synchronisation wurde sowohl eine Fre-
quenz, als auch ein Frequenzband optimaler Stimulusspezifität der Synchronisation 
abgeleitet. Im Vergleich zu der Frequenz der maximalen relativen Antwort zeigt sich 
mit etwa 70 Hz eine konsistent höhere Frequenz optimaler Stimulusspezifität. Auch 
die Analyse eines optimalen funktionellen Frequenzbandes liefert für die kurz – und 
langreichweitige neuronale Synchronisation einen überraschend breiten und hohen 
Frequenzbereich. So startet dieses funktionelle Band bei etwa 45 Hz und erstreckt 
sind in hochfrequente Bereiche deutlich über 100 Hz. Ähnlich, wie für die Frequenz-
verteilung relativer Antworten beobachtet, zeigt sich neben dem breiten hochfrequen-
ten Band ein distinktes tieffrequentes Frequenzband im Bereich von etwa 15 Hz mit 
hoher Stimulusspezifität neuronaler Synchronisation. 
9.2 Vergleich mit anderen Studien 
Vor dem Hintergrund des großen Interesses, welches oszillatorische Synchronisati-
onsphänomene im Gamma-Frequenzbereich in den letzten Jahren auf sich zogen, 
überrascht es festzustellen, wie sehr die Frage nach der Wahl eines optimalen funk-
tionellen Frequenzbereichs vernachlässigt wurde.   
In einer anderen am visuellen Kortex wacher Katzen durchgeführten Studie, wurden 
die Versuchtiere in einem Fixationsparadigma trainiert, Sakkaden und Augenfolge-
bewegungen zu unterdrücken (Gray und Viana Di Prisco, 1997). Dieses experimen-
telle Paradigma entsprach somit den klassischen Fixationsparadigmen, welche in 
vielen Experimenten am visuellen Kortex von Primaten benutzt werden (de Oliveira 
et al., 1997; Frien et al., 1994; König und Engel, 1995; Kreiter und Singer, 1996; To-
vee und Rolls, 1992). In der hier vorgestellten Studie, wurde ebenfalls ein Paradigma 
verwendet, welches auf der relativen Bewegung von visuellen Stimuli verschiedener 
Orientierung und der Retina basiert. Jedoch wurde der Versuch unternommen, den 
experimentellen Ablauf möglichst weit an das natürliche Verhaltensrepertoir der un-
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tersuchten Katzen anzunähern. So wurde ein visuelles Verfolgungsparadigma ent-
worfen, in dem der effektive visuelle Stimulus als statischer Hintergrund fungiert. 
Vergleicht man den sehr geringen Zeitaufwand für das Training der Versuchstiere, 
welcher benötigt wird, um eine hohe Zuverlässigkeit in der Ausführung dieses Para-
digmas zu gewährleisten, mit dem um ein Vielfaches höheren Trainingsaufwand für 
das Erlernen Fixationsparadigma, so spricht dies deutlich für das Verfolgungspara-
digma als das dem natürlicheren Verhalten nähere experimentelle Paradigma.  
Die hier vorgestellte Analyse visuell induzierter neuronaler Synchronisation zeigt de-
ren breitbandige Zunahme mit maximalen relativen Antworten in einem Frequenzbe-
reich von etwa 40 – 50 Hz. Diese Ergebnisse stehen in guter Übereinstimmung mit 
der oben vorgestellten anderen Studie am visuellen Kortex wacher Katzen (Gray und 
Viana Di Prisco, 1997) und einer großen Anzahl von Studien am visuellen System 
anästhesierter Katzen (Singer und Gray, 1995). In dem hier verwendeten möglichst 
natürlichen Stimulationsparadigma bestätigt sich ebenfalls die Streuung der Peak-
Frequenzen maximaler relativer Antworten über Versuchswiederholungen, wie sie in 
einem Fixationsparadigma an wachen Katzen demonstriert wurde (Gray und Viana 
Di Prisco, 1997). Diese Aspekte neuronaler Synchronisation können mit der hier vor-
gestellten Studie also im visuellen System wacher Tiere unter vergleichsweise natür-
lichen Verhaltensbedingungen bestätigt werden.  
Im Gegensatz zu diesen Ergebnisse wurde die Breite der Frequenzverteilung visuell 
induzierter neuronaler Synchronisation und deren langsamer Abfall im hochfrequen-
ten Bereich über 100 Hz bislang weder in anästhesierten Präparationen noch unter 
Verwendung von Fixationsparadigmen an wachen Tieren beschrieben. Auch die 
Analyse der Stimulusspezifität neuronaler Synchronisation zeigt eine überraschend 
breite Frequenzverteilung mit einem optimalen funktionellen Frequenzband, welches 
über den Frequenzen maximaler relativer Antworten beginnt und sich weit in den ho-
hen Frequenzbereich von über 100 Hz erstreckt. Somit ist dieses funktionelle Fre-
quenzband neuronaler Synchronisation breiter und hochfrequenter als diejenigen 
Frequenzbänder, welche einem Großteil der Studien sogenannter Gamma-
Synchronisationen zu Grunde liegen. 
Die Beschreibung neuronaler Aktivität in verschiedenen Frequenzbereichen findet 
intensive Anwendung in dem Studium der zeitlichen Dynamik kortikaler Aktivitätsmu-
ster während unterschiedlicher kortikaler Vigilanzzustände. So überwiegen etwa 
 115
während des als slow-wave Schlafes bezeichneten Schlafstadiums tieffrequente 
Synchronisationen, wohingegen das Spektrum neuronaler Aktivität während der Sta-
dien retikulärer Aktivierung in Richtung des hochfrequenten Gamma-Bands verscho-
ben wird (Herculano-Houzel et al., 1999; Munk et al., 1996; Steriade et al., 1996). 
Solche Stadien retikulärer Aktivierung finden sich während der REM-Schlafphasen, 
im wachen Gehirn oder auch während der Depolarisationsphase langsamer Mem-
branpotentialoszillationen, die sowohl während des slow-wave Schlafes, als auch am 
wachen Gehirn beobachtet werden können (Steriade et al., 1996). Der oft gebrauch-
te Begriff „desynchronisierter Gehirnzustände“, der für Phasen retikulärer Aktivierung 
in Anschlag gebracht wird, sollte somit vielmehr zu Gunsten einer Beschreibung der 
Verschiebung neuronaler Synchronisation in einen hochfrequenteren Bereich aufge-
geben werden.   
Darüber hinaus haben Studien unterschiedlicher Vigilanzzustände gezeigt, daß die 
Frequenz hochfrequenter oszillatorischer  Synchronisationen positiv mit dem Depola-
risationsniveau langsamer Membranpotentialoszillationen korreliert ist (Steriade et 
al., 1996). Dieser Befund deutet auf eine mögliche Interpretation der hier beschrie-
benen hohen Variabilität der Peak-Frequenz hochfrequenter Synchronisationen hin. 
So könnte dieser Streuung der Oszillationsfrequenz der Synchronisationen im Gam-
ma-Frequenzbereich die Dynamik langsamer Membranpotentialvariationen im tieffre-
quenten Bereich zu Grunde liegen. 
Sowohl für die Frequenzverteilung relativer Antworten, als auch die Ableitung eines 
funktionellen Bandes finden sich in der vorliegenden Studie stimulusabhängige Syn-
chronisationen neuronaler Aktivität im hochfrequenten Bereich über 100 Hz. Die ent-
sprechenden Funktionen zeigen in diesem Bereich jedoch keinen monotonen Abfall, 
sondern weisen konsistent ein lokales Maximum über der Frequenz von 100 Hz auf. 
Die Analyse der Bikohärenz legt die Schlußfolgerung nahe, daß es sich bei diesem 
lokalen Maximum nicht lediglich um einen harmonischen Effekt tieffrequenterer oszil-
latorischer Phänomene handelt. Interessanterweise wurden solche sehr hochfre-
quenten Oszillationen, die als „ripples“ bezeichnet werden,  kürzlich in der kortikalen 
Aktivität in verschiedenen natürlichen Vigilanzzuständen demonstriert (Grenier et al., 
2001). Darüber hinaus wurde die Synchronisation solcher sehr hochfrequenter Oszil-
lationen über eine kortikale Distanz von mehreren Millimeter demonstriert. Das Auf-
treten und die neuronaler Mechanismen solcher sehr hochfrequenter Oszillations- 
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und Synchronisationsphänomene ist in Untersuchungen am Hippokampus Gegen-
stand zahlreicher Studien gewesen (Draguhn et al., 2000; Draguhn et al., 1998; 
Schmitz et al., 2001; Traub et al., 1999). Diese Studien liefern deutliche Evidenzen 
dafür, daß im Hippokampus axo-axonale gap junctions eine wesentliche Rolle bei der 
Generierung solcher ripples spielen (Schmitz et al., 2001). Obwohl bislang keine di-
rekten Evidenzen für solche axo-axonalen elektrischen Koppelungen zwischen korti-
kalen Neuronen vorliegen, konnte demonstriert werden, daß das Auftreten von rip-
ples im Kortex von Katzen durch die Applikation des gap-junction Antagonisten Ha-
lothan, unterbunden wird (Grenier et al., 2001). Im Lichte dieser Befunde könnten die 
in dieser Untersuchung demonstrierten lokalen Maxima der sehr hochfrequenten 
neuronalen Synchronisation über 100 Hz das Korrelat solcher als ripples beschriebe-
nen Oszillationen darstellen. 
9.3 Implikationen der Befunde 
Eine wichtige methodologische Schlußfolgerung aus den hier vorgestellten Ergebnis-
sen betrifft die Auswahl von Frequenzbereichen im Studium stimulusabhängiger kor-
tikaler Synchronisationsphänomene. So sollten, um das Signal-Rausch Verhältnis 
der untersuchten Signale zu verbessern, hohe Frequenzen von über 100 Hz berück-
sichtigt werden. Darüber hinaus bietet die Untersuchung von Synchronisationsphä-
nomenen in einem breiten Frequenzband eine deutlich bessere Signalqualität, als die 
Analyse einzelner Frequenzen. Auch die untere Schwellenfrequenz des analysierten 
Frequenzbereichs sollte hoch genug gewählt werden. Insbesondere scheint es wenig 
sinnvoll, Analysen auf einen engen Frequenzbereich um die oft zitierte Frequenz von 
40 Hz zu beschränken. 
Die hier vorgestellten Befunde bestätigen, daß während visueller Stimulation auch im 
primären visuellen Kortex wacher sich möglichst natürlich verhaltender Versuchtiere 
maximale neuronale Synchronisationen im Bereich von etwa 40 – 50 Hz zu finden 
sind. Jedoch zeigt sich in dem verwendeten Paradigma eine überraschend breite 
Frequenzverteilung induzierter hochfrequenter Synchronisationen und ein distinktes 
tieffrequentes Band visuell induzierter Synchronisation. Darüber hinaus weisen diese 
Synchronisationsphänomene über einen sehr breiten Frequenzbereich eine Stimu-
lusspezifität auf. Diese Befunde unterstreichen die Bedeutung sowohl sehr tiefer, als 
auch hochfrequenter Bereiche über 100 Hz für eine umfassende Beschreibung und 
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Untersuchung oszillatorischer Synchronisation neuronaler Aktivität in der kortikalen 
Informationsverarbeitung. 
Die hier demonstrierten Unterschiede der Frequenzverteilung neuronaler Synchroni-
sationen zu anderen Studien legen den Schluß nahe, daß das verwendete Stimulati-
onsparadigma einen starken Einfluß auf diese Synchronisationsphänomene haben 
könnte. Experimentelle Studien, welche die Korrelation der Aktivität einzelner Neuro-
ne mit Augenbewegungen untersuchten, stützen diese Hypothese (Martinez-Conde 
et al., 2000; Martinez-Conde et al., 2002). Insbesondere vor dem Hintergrund des 
Bemühens die Funktionsweise des wachen Kortex unter natürlichen Bedingungen zu 
verstehen, stellt die systematische Untersuchung des Zusammenhangs zwischen 
Augenbewegungen und neuronaler Synchronisation einen logischen nächsten expe-
rimentellen Schritt dar. 
Welche Implikationen haben die vorgestellten Ergebnisse für die Hypothese der Bin-
dung neuronaler Repräsentationen durch hochfrequente neuronale Synchronisation? 
Die demonstrierten Resultate zeigen zunächst, daß es im primären visuellen Kortex 
wacher sich verhaltender Tiere zu stimulusspezifischer hochfrequenter neuronaler 
Synchronisation kommt. Die Resultate legen zudem den Schluß nahe, daß diese 
neuronale Synchronisation wie hier etwa mit der Orientierung von Konturen jene Sti-
muluseigenschaften kodiert, welche auch durch die Feuerrate von Neuronen reprä-
sentiert werden (Hubel und Wiesel, 1962). Einer sehr starken Form der Hypothese 
repräsentationaler Bindung durch Synchronisation, welche eine Dissoziation der 
durch Feuerraten und neuronale Synchronisation codierten Stimuluseigenschaften 
fordert,  widersprechen somit die hier demonstrierten Befunde. Um die Hypothese 
einer Kodierung von relationalen Stimuluseigenschaften durch neuronale Synchroni-
sation an wachen Katzen genauer zu untersuchen, müßten schließlich spezielle Sti-
mulationsparadigmen in Anschlag gebracht werden, wie sie an anästhesierten Prä-
parationen bereits eingesetzt wurden (Castelo-Branco et al., 2000; Gray et al., 1989).  
9.4 Fazit und Ausblick 
Ziel der in diesem Abschnitt der vorliegenden Arbeit dargestellten experimentellen 
Studie war es, die Synchronisation neuronaler Aktivität im visuellen System wacher 
sich verhaltender Tiere unter möglichst natürlichen Stimulationsbedingungen quanti-
tativ zu untersuchen. Ein wichtiges Teilergebnis dieser Studie ist es, daß in dem hier 
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verwendeten experimentellen Paradigma die in anderen weniger natürlichen Para-
digmen so zahlreich beschriebenen Synchronisationsphänomene grundsätzlich re-
produziert werden können. Zudem zeigte die Parametrisierung dieser Synchronisati-
onsphänomene grundlegende Übereinstimmungen mit Ergebnissen aus anderen 
experimentellen Paradigmen. So fand sich ähnlich wie in anästhesierten Präparatio-
nen beschrieben eine maximale durch visuelle Reize induzierte Synchronisation in 
einem Frequenzbereich von 40 – 50 Hz. Sowohl die Frequenzverteilung der induzier-
ten Synchronisation als auch die Frequenzverteilung deren Stimulusspezifität zeigte 
im Gegensatz zu vorbeschriebenen Befunden jedoch einige deutliche Unterschiede. 
So zeigt sich daß unter natürlicheren Bedingungen durch visuelle Stimulation auch in 
ansonsten kaum berücksichtigten Frequenzbereichen über 100 Hz für Eigenschaften 
des präsentierten Stimulus spezifische neuronale Synchronisation induziert wird. Zu-
dem findet sich ebenfalls stimulusspezifische Synchronisation neuronaler Aktivität in 
einem distinkten tieffrequenten Band. Die beiden im ersten Abschnitt dieser Arbeit 
vorgestellten Frequenzbänder neuronaler Synchronisation lassen sich somit am vi-
suellen Kortex wacher sich verhaltender Tiere experimentell nachvollziehen. 
Die hier vorgestellte Studie stellt einen ersten Schritt dar in Richtung der Entwicklung 
experimenteller elektrophysiologischer Paradigmen, welche versuchen die neuronale 
Aktivität im visuellen System von wachen Tieren unter möglichst natürlichen Bedin-
gungen zu untersuchen. So bieten die Ergebnisse der hier vorgestellten Studie einen 
wichtigen Ausgangs- und Vergleichspunkt für weiterführende Untersuchungen, die 
eine stärkere Annäherung an natürliche Bedingungen versuchen.  
In der hier vorgestellten Studie wurden mit sinusoidalen Gratings die klassischen in 
visuellen Paradigmen eingesetzten Reize verwendet. Diese Stimuli sind durch eine 
sehr einfache Stimulusstatistik mit einer einzigen konstanten Raumfrequenz charak-
terisiert. Die Statistik natürlicher Stimuli hingegen zeichnet sich durch ein komplexes 
Raum- und Zeitspektrum sowie Korrelationen höherer Ordnung im Raum- und Zeit-
bereich aus. Als einen weiteren Schritt in Richtung natürlicher Versuchsbedingungen 
untersuchte eine kürzlich vorgestellte Studie, welche auf den hier vorgestellten Expe-
rimenten und Ergebnissen aufbaut, den Einfluß verschiedener statistischer Eigen-
schaften visueller Stimuli auf die neuronale Synchronisation im primären visuellen 
Kortex wacher Katzen (Kayser et al., 2003).  
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Eine weitere interessante Fragestellung, die sich aus den Ergebnissen der hier vor-
gestellten Studie ergibt ist die systematische Untersuchung des Zusammenhangs 
zwischen natürlichen Augenbewegungen und neuronalen Synchronisationsphäno-
menen. Sowohl durch Bewegungen im Stimulusraum als auch durch ständige Au-
genbewegungen muß das visuelle System unter natürlichen Bedingungen sich stän-
dig verändernde retinale Informationen verarbeiten. So ließe sich etwa in einem Pa-
radigma, welches unter Verwendung natürlicher Stimuli eine kontinuierliche Regi-
strierung der Augenbewegungen ermöglichte, der Zeitverlauf des dieses retinalen 
Bildes rekonstruieren. Die Synchronisation neuronaler Aktivität könnte so sowohl mit 
Augenbewegungen als auch mit dem retinalen Stimulus korreliert werden. 
Das hier beschriebene experimentelle Paradigma bietet auch auf der Seite des Ver-
haltens einen Ausgangspunkt für weiterführende Paradigmen. So könnte etwa der 
Einfluß von Lernprozessen oder unterschiedlicher Verhaltensrelevanz auf neuronale 
Synchronisationsphänomene in Diskriminationsparadigmen weitergehend untersucht 
werden (von Stein et al., 2000). 
Auf der Seite der Datenanalyse bieten die hier präsentierten Ergebnisse ebenfalls 
interessante Ausgangspunkte für weitergehende Untersuchungen. Welchen Einfluß 
etwa haben Stimuluseigenschaften oder aufgabenspezifische Parameter auf die 
Synchronisation zwischen verschiedenen Frequenzbändern? Findet sich eine Kova-
rianz zwischen der Synchronisation in verschiedenen Bändern oder der etwa der 
Phase einer tieffrequenten Oszillation mit der Amplitude hochfrequenter Synchronisa-
tionsphänomene (Steriade et al., 1996)? 
Zusammenfassend demonstriert die hier vorgestellte Studie eine zumindest teilweise 
Übertragbarkeit der in weniger natürlichen Paradigmen beschriebenen neuronalen 
Synchronisationsphänomene auf wache, sich verhaltende Tiere. Die Anwendung ei-
nes objektiven Kriteriums, welches die Parametrisierung der Stimulusspezifität neu-
ronaler Synchronisation ermöglicht, demonstriert eine überraschend breite und hohe 
Frequenzverteilung der stimulusspezifischen Synchronisation. Die vorgestellten Er-
gebnisse bieten eine Grundlage und Vergleichspunkt, für weiterführende experimen-
telle Studien, welche uns einem Verständnis der neuronalen Mechanismen eines 
unter natürlichen Bedingungen operierenden visuellen Systems näherbringen kön-
nen. 
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10 Allgemeine Diskussion 
Während in den beiden vorangegangenen Abschnitten eine getrennte Diskussion der 
jeweiligen Ergebnisse erfolgte, soll im folgenden Abschnitt versucht werden, diese 
Ergebnisse in einem gemeinsamen Modell kortikaler Informationsverarbeitung zu-
sammenzuführen. Anschließend wird kurz ein experimentelles Paradigma skizziert, 
welches die Überprüfung eines solchen Modells ermöglicht. Abschließend werden 
aus dem vorgestellten Modell entsprechende experimentelle Hypothesen abgleitet. 
10.1 Bidirektionale Verarbeitung 
Im Zentrum der im ersten Abschnitt dieser Arbeit vorgestellten Simulationen eines 
neuronalen Netzwerks steht das Konzept einer bidirektionalen kortikalen Informati-
onsverarbeitung (Grossberg, 2000; Mumford, 1991; Ullman, 1995). Dieses Konzept 
steht im Kontrast zu klassischen Modellen einer rein seriellen Informationsverarbei-
tung, welche top-down gerichtete Einflüsse auf die Verarbeitung sensorischer Infor-
mation unberücksichtigt lassen (Biederman, 1987; Oram und Perrett, 1994; Riesen-
huber und Poggio, 1999). Im Gegensatz dazu kommt es in einem bidirektional arbei-
tenden System wie dem hier vorgestellten Modellnetzwerk zu einer ständigen Inter-
aktion von gegensinnigen bottom-up und top-down gerichteten Informationsflüssen. 
Das hier vorgestellte Modell berücksichtigt die charakteristische laminäre Asymmetrie 
von top-down und bottom-up Projektionen (Felleman und Van Essen, 1991). Dieser 
anatomische Befund wird mit einer nichtlinearen somato-dendritischen Interaktion 
kombiniert und so ein plausibler neuronaler Mechanismus expliziert, der die Integra-
tion von bottom-up und top-down Information leisten könnte (Koch und Segev, 2000; 
Larkum und Zhu, 2002; Larkum et al., 1999; Larkum et al., 2001). Wie skaliert das 
hier vorgestellte Modell zweier Areale auf größere Netzwerke kortikaler Areale? Wie 
lassen sich die an dem simulierten Netzwerk demonstrierten Effekte von top-down 
Verbindungen und top-down Signalen im Kontext eines solchen komplexeren Sy-
stems interpretieren? 
Mit dem hier untersuchten Netzwerk konnte gezeigt werden, wie sich die Aktivität 
eines Areals sowohl als kontinuierliche Funktion von bottom-up als auch von top-
down Signalen darstellt. Betrachtet man die beiden hier simulierten Areale als in ein 
größeres hierarchisches Netzwerk von Arealen eingebunden, so entsprechen diese 
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bottom-up und top-down Signale jeweils synaptischen Eingängen eines oder mehre-
rer hierarchisch tiefer oder höher positionierter Areale. Eine wichtige Schlußfolgerung 
aus dem bidirektionalen Informationsfluß in dem hier vorgestellten Netzwerk betrifft 
die funktionelle Interpretation dieser Signale. So stellen die einem Areal zur Verfü-
gung stehenden bottom-up Signale nicht lediglich die durch den Stimulus vollständig 
determinierten Repräsentationen des sensorischen Raums durch hierarchisch tiefere 
Areale dar. Vielmehr ist die Verarbeitung sensorischer Information in tieferen Arealen 
selbst wiederum durch top-down Signale beeinflußt. Bottom-up Verbindungen trans-
portieren in einem solchen kortikalen Netzwerk also in einem terminologisch strengen 
Sinne nicht ausschließlich bottom-up Informationen, sondern das Produkt einer Inte-
gration von bottom-up und top-down Signalen in hierarchisch tieferen Arealen. Ana-
log hierzu transportieren auch top-down Verbindungen nicht lediglich top-down In-
formationen, sondern das Produkt einer Integration von bottom-up und top-down Si-
gnalen in hierarchisch höheren Arealen.  
In einem solchen bidirektionalen Modell generiert jedes Areal gemäß der Eigenschaf-
ten seiner rezeptiver Felder und somit seiner funktionellen Spezialisierung top-down 
Signale welche die für die Interpretation des Stimulusraums in tieferen Arealen ge-
nutzt werden können. Dieser Effekt, welcher bereits unabhängig von zusätzlichen 
top-down Signalen zu Stande kommt, wurde an dem hier simulierten Netzwerk de-
monstriert und mit dem Begriff „kooperative Verarbeitung“ bezeichnet. Eine solche 
kooperative Verarbeitung ist abhängig von der Übereinstimmung zwischen dem Sti-
mulusraum und den Eigenschaften rezeptiver Felder insbesondere höherer kortikaler 
Areale. Top-down Prozesse wie etwa Aufmerksamkeit lassen sich in diesem Kontext 
als eine Beeinflussung der Aktivität kortikaler Areale durch zusätzliche top-down Si-
gnale beschreiben, die von anderen Arealen ausgehen, welche von visuellen Reizen 
weitgehend unabhängige sind. Abbildung 47 veranschaulicht diese Überlegung an 
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Abbildung 47 : Bidirektionale Verarbeitung. Die Farbe eines Areals repräsentiert den Anteil 
der durch sensorische Reize bzw. top-down Signale determinierten Aktivität eines Areals. Auf-
steigend in der Hierarchie zeigt sich mit zunehmender synaptischer Entfernung von den sen-
sorischen Rezeptoren eine Abnahme der stimulusabhängigen Aktivität zu Gunsten der durch 
top-down Signale determinierten Aktivität.  
Dargestellt ist ein System hierarchisch gegliederter und reziprok verbundener kortika-
ler Areale. Der relative Anteil der durch den sensorischen Stimulus und top-down 
Signale determinierten Aktivität ist farblich gekennzeichnet. Durch den bidirektionalen 
Informationsfluß entlang der kortikalen Hierarchie zeigt die Aktivität aller Areale so-
wohl einen Einfluß des sensorischen Stimulus als auch von top-down Signalen. In 
der Hierarchie aufsteigend verschiebt sich das Verhältnis dieser beiden Signale zu 
Gunsten von top-down Signalen, da sich eine größere synaptische Distanz zu den 
primären sensorischen Rezeptoren ergibt. Sowohl elektrophysiologische Untersu-
chungen zu räumlicher visueller Aufmerksamkeit an Primaten (Desimone und Dun-
can, 1995; Luck et al., 1997) als auch fMRI-Studien an Menschen (Kastner et al., 
1999) liefern experimentelle Befunde, die im Einklang mit einem solchen bidirektiona-
len Modell stehen. So zeigt sich in beiden experimentellen Paradigmen ein abneh-
mender Einfluß räumlicher visueller Aufmerksamkeit je tiefer in der Hierarchie des 
visuellen Systems gelegene Areale untersucht werden. Auch fMRI-Studien zu visuel-
ler Imagination demonstrieren mit in der Hierarchie absteigend geringeren Einflüssen 
von top-down Signalen experimentelle Befunde, die das hier vorgestellte Modell un-
terstützen (Goebel et al., 1998; Kosslyn et al., 1995; Le Bihan et al., 1993). 
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10.2 Adaptive bidirektionale Verarbeitung 
Das hier vorgestellte Modell einer bidirektionalen  Informationsverarbeitung bietet 
einen attraktiven Rahmen, wie die relative Gewichtung von sensorischer Information 
auf der einen Seite und top-down Signalen auf der anderen Seite adaptiv an den ak-
tuellen behavioralen Kontext des Systems angepaßt werden kann. So kann das oben 
dargestellte Modell, in dem zunächst eine strikte Unterscheidung zwischen Arbeits-
modi ohne bzw. mit zusätzlichen top-down Signalen vorgenommen wurde, zu einem 
Modell erweitert werden, in dem für die Verarbeitung sensorischer Information ein 
Kontinuum von Arbeitsmodi zur Verfügung steht, welche eine graduelle Gewichtung 
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Abbildung 48 : Adaptive bidirektionale Verarbeitung. A : Durch stärkere top-down Signale 
wird die Verarbeitung entlang der kortikalen Hierarchie zu Gunsten dieser top-down Signale 
verschoben. B : Eine Modulation des relativen Einfluß von top-down und bottom-up Verbin-
dungen auf die Aktivität kortikaler Areale führt ebenfalls zu einer Verschiebung der Aktivität zu 
Gunsten von top-down Signalen. 
In Abbildung 48 sind zwei mögliche Mechanismen einer solchen Adaptation gra-
phisch dargestellt. In Abbildung 48A ist die Stärke der top-down Signale im Vergleich 
zu dem in Abbildung 47 dargestellten Fall erhöht worden. In Abbildung 48B wurde 
der relative Einfluß von bottom-up und top-down Projektionen auf die einzelnen Area-
le zu Gunsten der top-down Projektionen verschoben. In beiden Fällen ergibt sich 
entlang der kortikalen Hierarchie eine Verschiebung der Aktivität zu Gunsten von top-
down Signalen. Im Vergleich zu dem in Abbildung 47 dargestellten Szenario, ist nun 
auch die Aktivität  in tiefen, rezeptornahen Arealen stärker durch top-down Signale 
als durch den sensorischen Stimulus determiniert. Kognitive Korrelate für eine solche 
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adaptive Anpassung des Arbeitsmodus sind etwa unterschiedlich starke selektive 
Aufmerksamkeitsprozesse, die Imagination sensorischer Inhalte oder als extreme 
Form der top-down Verarbeitung die Halluzination sensorischer Reize. Insbesondere 
fMRI Untersuchungen an Menschen liefern experimentelle Evidenzen, die im Ein-
klang mit dem hier beschriebenen Modell einer adaptiven bidirektionalen Verarbei-
tung stehen. So wurde in einer Studie parametrisch der Zusammenhang zwischen 
kortikaler Aktivität in frühen visuellen Arealen und der Leistung der Probanden in ei-
ner sehr schwierigen visuellen Entdeckungsaufgabe untersucht (Ress et al., 2000). 
Hier zeigte sich eine hohe Korrelation zwischen neuronaler Aktivität in den frühen 
visuellen Arealen V1, V2 und V3 und der Leistung der Probanden. Auch wenn die 
Aufmerksamkeit in diesem Paradigma keine explizit kontrollierte experimentelle Va-
riable darstellte, so ist die Annahme sehr plausibel, daß die unterschiedliche Leistung 
der Probanden Ausdruck einer über Versuchswiederholungen fluktuierenden, unter-
schiedlich starken visuellen Aufmerksamkeit ist. Unter dieser Annahme demonstriert 
dieses Experiment also entsprechend dem hier vorgestellten Modell einen von der 
Stärke von top-down Signalen abhängigen Einfluß dieser Signale auf die neuronale 
Aktivität in hierarchisch tiefen sensorischen Arealen. Verschiedene fMRI-Studien zu 
Halluzinationen in unterschiedlichen sensorischen Modalitäten demonstrieren eine 
Abhängigkeit der Aktivität in tiefen sensorischen Arealen von halluzinierten sensori-
schen Perzepten (Dierks et al., 1999; Weiss und Heckers, 1999). In dem hier vorge-
stellten Modell könnte solch ein halluzinatorischer Zustand als pathologische Über-
gewichtung von top-down Signalen gemäß der in Abbildung 48 exemplifizierten Mo-
dulation bidirektionaler Informationsverarbeitung verstanden werden. 
Das im ersten Abschnitt dieser Arbeit vorgestellte Modell verweist mit dem vorge-
schlagenen neuronalen Mechanismus einer Integration von top-down und bottom-up 
Signalen zudem auf mögliche neuronale Mechanismen für eine adaptive Modulation 
der bidirektionalen Verarbeitung. So zeigen experimentelle Befunde, daß die nichtli-
neare Interaktion zwischen Soma und apikalem Dendriten von der zeitlichen Korrela-
tion der Aktivität dieser Kompartimente im Bereich nur weniger Millisekunden abhän-
gig ist (Larkum et al., 1999). Zudem kann diese Interaktion durch inhibitorische sy-
naptische Signale unterdrücken werden (Larkum et al., 1999; Larkum et al., 2001). 
Das Zurücklaufen somatischer Aktionspotentiale wiederum, welches einen notwendi-
gen Bestandteil dieser Interaktion ausmacht, kann durch muskarinische synaptische 
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Eingänge moduliert werden (Tsubokawa und Ross, 1997). Entsprechend würde eine 
Steigerung der zeitlichen Korrelation zwischen bottom-up und top-down Signalen und 
eine verminderte Inhibition oder erhöhter muskarinischer Input zu einem stärken Ein-
fluß der am apikalen Dendriten anliegenden top-down Signale auf die somatische 
Aktivität führen. Dies würde zu einer Verschiebung der relativen Gewichtung von bot-
tom-up und top-down Projektionen führen wie sie in Abbildung 48B skizziert ist. 
10.3 top-down Verarbeitung und neuronale Synchronisation  
Im Zentrum der im zweiten Abschnitt dieser Arbeit präsentierten experimentellen 
Studie steht die Idee der Synchronisation neuronaler Aktivität als eines funktionell 
relevanten Codes kortikaler Informationsverarbeitung. Mit den hier präsentierten Ex-
perimenten konnte gezeigt werden, daß sich die in zahlreichen Untersuchungen an 
anästhesierten Präparationen demonstrierte hochfrequente oszillatorische Synchro-
nisation neuronaler Aktivität (Gray et al., 1989; Singer, 1999; Singer und Gray, 1995) 
auch im visuellen System wacher Katzen unter vergleichsweise natürlichen Bedin-
gungen wiederfindet. Darüber hinaus wurde demonstriert, daß die Stimulusspezifität 
dieser Synchronisationsphänomene unter den hier verwendeten Versuchsbedingun-
gen eine charakteristische Frequenzverteilung aufweist. So findet sich im hochfre-
quenten Bereich eine im Vergleich zu anderen Studien überraschend breite und 
hochfrequente Verteilung. Zudem zeigt sich eine hohe Stimulusspezifität oszillatori-
scher neuronaler Synchronisation in einem distinkten tieffrequenten Frequenzband.  
Für die funktionelle Bedeutung solcher neuronaler Synchronisation, also die Frage 
welche Information durch solche Synchronisation codiert wird, lassen sich zwei wich-
tige Hypothesen unterscheiden. Gemäß einer ersten Hypothese kodiert die Synchro-
nisation in Analogie zu den Feuerraten kortikaler Neurone Stimuluseigenschaften 
gemäß der funktionellen Spezialisierung kortikaler Areale (Abeles et al., 1993; Abe-
les, 1991; Prut et al., 1998). Gemäß einer zweiten besonders kontrovers diskutierten 
Hypothese kodiert die Synchronisation kortikaler Neurone relationale Eigenschaften 
des Stimulus wie etwa die Objektzugehörigkeit einzelner Stimuluskomponenten 
(Singer, 1999; Singer und Gray, 1995; von der Malsburg, 1981). Die hier demon-
strierte frequenz- und orientierungsspezifische Synchronisation neuronaler Aktivität 
liefert eine positive Evidenz für die erste vorgestellte Hypothese, während sie auf 
Grund des verwendeten experimentellen Paradigmas keine Aussage über die zweite 
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Hypothese ermöglicht. Wie läßt sich die Idee eines neuronalen Synchronisationsco-
des in das oben skizzierte Modell einer adaptiven bidirektionalen Informationsverar-
beitung integrieren? 
Um diese Frage zu beantworten, ist es sinnvoll, sich vor Augen zu führen, welche 
Annahme beiden oben dargestellten Hypothesen über die funktionelle Bedeutung 
neuronaler Synchronisation zu Grunde liegt. Gemäß dieser Annahme wird die Sa-
lienz neuronaler Repräsentationen durch die verstärkte Synchronisation einer ent-
sprechenden Gruppe von Neuronen erhöht, da zeitliche korrelierte präsynaptische 
Aktivität im Vergleich zu zeitlich unkorrelierter Aktivität einen stärkeren Einfluß auf 
postsynaptische Neurone hat. Mittlerweile liegen zahlreiche theoretische wie auch 
experimentelle Ergebnisse vor, die diese zentrale Idee der Salienzverstärkung neu-
ronaler Repräsentationen durch Synchronisation unterstützen (Alonso et al., 1996; 
Ariav et al., 2003; König et al., 1996; Reyes, 2003; Softky, 1994). Vor dem Hinter-
grund dieser allgemeinen Interpretation der funktionellen Rolle neuronaler Synchro-
nisation wird deutlich, daß die Modulation der Verteilung neuronaler Synchronisation 
sowohl innerhalb kortikaler Areale als auch zwischen Neuronenpopulationen ver-
schiedener Areale einen attraktiven neuronalen Mechanismus für top-down Einflüsse 
auf die Verarbeitung sensorischer Information darstellt. In dem oben vorgestellten 
Modell bidirektionaler Verarbeitung wurde generell der Begriff einer von bottom-up 
und top-down Signalen abhängigen neuronalen Aktivität gebraucht. Gemäß der Idee 
eines Synchronisationscodes werden mit diesem allgemeinen Begriff neuronaler Ak-
tivität nicht lediglich Aktivierungsmuster im Sinne mittlerer neuronaler Feuerraten, 
sondern auch spezifische Synchronisationsmuster kortikaler Neurone beschrieben 
(Engel et al., 2001).  
Die von sensorischen Stimuli abhängigen Synchronisationsmuster eines kortikalen 
Areals werden in einem solchen Modell primär durch die Architektur lateraler intraa-
realer Projektionen determiniert. Diese Muster wiederum werden durch top-down Si-
gnale moduliert, indem synchrone synaptische Eingänge die zeitliche Korrelation der 
Aktionspotentiale einer Gruppe von Neuronen verstärken. So könnte über top-down 
Projektionen in den apikalen Dendriten hierarchisch tiefer gelegener Neurone ein 
spezifisches Muster  synchroner Membranpotentialoszillationen induziert werden. 
Durch die zeitliche Selektivität der somato-dendritischen Interaktion würden diese 
durch top-down Signale modulierten Oszillationen eine sowohl räumliche als auch 
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zeitliche Schablone für die synchrone somatische Aktivität der Neurone eines tieferen 
kortikalen Areals darstellen. Durch die Reziprozität interarealer Projektionen werden 
die Synchronisationsmuster neuronaler Aktivität in einem bidirektionalen Modell über 
mehrere hierarchische Stufen sowohl auf tiefere als auch höhere kortikale Areale 
übertragen werden. Dieses Konzept einer top-down Modulation der Synchronisation 
neuronaler Aktivität wird in Abbildung 49 an einem stark vereinfachten Modell räumli-















Abbildung 49 : Top-down Verarbeitung und neuronale Synchronisation am Beispiel räumli-
cher visueller Aufmerksamkeit. Durch topographisch selektive top-down Signale eines fronto-
parietalen Netzwerks kortikaler Areale wird die Aktivität spezifischer neuronaler Subpopulatio-
nen, welche im retinotopen Fokus visueller Aufmerksamkeit liegen, synchronisiert.   
Dargestellt ist eine reziprok verbundene Hierarchie visueller Areale. Top-down Signa-
le aus einem frontoparietalen Netzwerk aufmerksamkeitskontrollierender Areale in-
duzieren ein topographisch selektives Muster neuronaler Synchronisation in einem 
tiefen visuellen Areal. Dieses Synchronisationsmuster faszilitiert die neuronale Re-
präsentation des entsprechenden im Aufmerksamkeitsfokus befindlichen Bereichs 
des visuellen Feldes. Das topographisch spezifische Muster neuronaler Synchronisa-
tion breitet sich entlang der kortikalen Hierarchie auf weitere Areale aus (Crick und 
Koch, 1990). Die Beteiligung eines frontoparietalen Netzwerks kortikaler Areale an 
der Kontrolle räumlicher visueller Aufmerksamkeit wird durch mehrere fMRI-Studien 
an Menschen nahegelegt (Corbetta und Shulman, 2002; Donner et al., 2002). Eine 
am visuellen Kortex wacher Affen durchgeführte elektrophysiologische Studie liefert 
experimentelle Befunde, welche das hier vorgestellte Modell von top-down Effekten 
auf die Synchronisation neuronaler Aktivität unterstützen (Fries et al., 2001). So zeigt 
diese Studie einen lokalen Anstieg hochfrequenter oszillatorischer Synchronisation 
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von Neuronen, dessen rezeptives Feld im räumlichen Fokus visueller Aufmerksam-
keit liegt.  
Eine weitere elektrophysiologische Studie am Kortex wacher Affen liefert experimen-
telle Evidenzen für das hier vorgestellte Modell (Steinmetz et al., 2000). So konnte in 
dieser Studie gezeigt werden, daß die Synchronisation zwischen Neuronen des se-
kundären somatosensorischen Kortex stärker ist, wenn die Aufmerksamkeit auf eine 
taktile Aufgabe gerichtet wird, als wenn die Aufmerksamkeit auf die visuelle Modalität 
gerichtet wird.  
Das hier vorgestellte Modell bietet einen attraktiven Interpretationsrahmen für ein 
weiteres klassisches Experiment zur Synchronisation neuronaler Aktivität in der Ver-
arbeitung sensorischer Reize (Rodriguez et al., 1999). In dieser EEG-Untersuchung 
an Menschen wurde den Probanden entweder ein als Gesicht wahrgenommener vi-
sueller Stimulus, oder ein entsprechender vertikal gespiegelter Stimulus, der nicht als 
Gesicht wahrgenommen wird, präsentiert. Es zeigt sich, daß die hochfrequente oszil-
latorische Synchronisation hirnelektrischer Potentiale in den Versuchbedingungen 
stärker ist, in denen von den Probanden ein Gesicht wahrgenommen wird. Da sich 
die Stimuli durch die Rotation kaum in ihrer Statistik unterscheiden und der Effekt auf 
die Synchronisation mit einer Latenz von etwa 200 ms vergleichsweise spät nach der 
Präsentation des Stimulus einsetzt, scheint es plausibel anzunehmen, daß die unter-
schiedliche neuronale Synchronisation in beiden Versuchsbedingungen nicht Aus-
druck stimulusgetriebener lateraler Interaktionen in frühen visuellen Areale ist. Viel-
mehr könnte der in diesem Experiment demonstrierte Effekt mit dem hier skizzierten 
Modell als durch eine kooperative Verarbeitung sensorischer Information induzierte 
Synchronisation neuronaler Aktivität verstanden werden. Da von den Probanden in 
beiden Versuchsbedingungen die gleiche Aufgabe bearbeitet wurde, können unter-
schiedliche zusätzliche top-down Signale als Grund für die unterschiedliche neurona-
le Synchronisation ausgeschlossen werden. Die Wahrnehmung der Gesichter in ei-
ner Versuchbedingung könnte mit der Aktivierung gesichtsspezifischer hierarchisch 
hoher visueller Areale wie dem fusiformen Gesichtsareal FFA korrelieren. Durch die 
Aktivierung von FFA würden im Sinne des hier vorgestellten Modells interne top-
down Signale generiert, welche zu einer spezifischen Synchronisation neuronaler 
Populationen in tieferen visuellen Arealen führen könnte. 
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Zusammenfassend wurde ausgehend von den Ergebnissen der beiden in dieser Ar-
beit beschriebenen Studien ein Modell skizziert, welches das Konzept einer adapti-
ven bidirektionalen Informationsverarbeitung mit der Idee der Kodierung durch Syn-
chronisation neuronaler Aktivität zusammenführt. Es wurden verschiedene experi-
mentelle Evidenzen angeführt, die für die Plausibilität eines solchen Modells spre-
chen.  
10.4 Experimentelle Vorhersagen des Modells 
Aus dem vorausgehend dargestellten Modell lassen sich mehrere experimentelle 
Hypothesen ableiten, die einer experimentellen Überprüfung zugänglich sind: 
• Neuronale Synchronisation durch kooperative Verarbeitung: Die Synchronisa-
tion neuronaler Aktivität in tiefen sensorischen Arealen sollte positiv mit der 
Aktivierung höherer Areale korreliert sein. Dies sollte insbesondere für Stimuli 
gelten, welche auf Grund ihrer Statistik und der Eigenschaften rezeptiver Fel-
der tiefer Areale keine differentielle Aktivierung dieser tiefen Areale erwarten 
lassen. 
• Top-down Signale durch kooperative Verarbeitung: Die Richtung der Interakti-
on zwischen hierarchisch hohen und tiefen kortikalen Arealen sollte im Falle 
der Aktivierung hoher Areale stärker top-down gerichtet sein als für Stimuli, 
welche zu einer schwächeren Aktivierung hoher Areale führen. 
• Neuronale Synchronisation durch zusätzliche top-down Signale: Eine experi-
mentelle Aufgabe, welche eine verstärkte selektive Aufmerksamkeit erfordert, 
sollte selektiv die neuronale Aktivität in hohen Arealen und die neuronale Syn-
chronisation in tiefen visuellen Arealen verstärken. 
• Top-down Verarbeitung durch zusätzliche top-down Signale: Selektive Auf-
merksamkeit sollte die top-down gerichtete Interaktion zwischen hohen und 
tiefen visuellen Arealen verstärken. 
Zusammenfassend lassen sich aus dem hier vorgestellten Modell einer adaptiven 
bidirektionalen Informationsverarbeitung zahlreiche interessante Hypothesen ablei-
ten, deren experimentelle Testung im Rahmen derzeitiger technischer Möglichkeiten 
liegt. Die Plausibilisierung oder Falsifizierung der aus den hier vorgestellten Studien 
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abgeleiteten Hypothesen stellt einen attraktiven Schritt auf dem Weg zu einem bes-
seren Verständnis der Interaktion bottom-up und top-down gerichteter Prozesse neu-




Die vorliegende Arbeit ist in zwei Abschnitte gegliedert. Im ersten Abschnitt wird an 
Hand numerischer Simulationen eines neuronalen Netzwerks der Einfluß biophysika-
lischer Eigenschaften kortikaler Neurone auf die Verarbeitung sensorischer Reize 
untersucht. Im zweiten Anschnitt wird ein elektrophysiologisches Experiment am vi-
suellen Kortex wacher Katzen beschrieben. Im Zentrum dieses Experiments steht die 
quantitative Charakterisierung oszillatorischer Synchronisation der Aktivität kortikaler 
Neurone in einem wachen, sich natürlich verhaltenden kognitiven System. 
Die Wahrnehmung der Umwelt ist kein vollständig durch sensorische Reize determi-
nierter unidirektionaler Prozeß, sondern wird stark durch von diesen Reizen unab-
hängige Zustände des Gehirns beeinflußt.  So spielen etwa Aufmerksamkeitsprozes-
se, Erwartungen oder vergangene Erfahrungen eine zentrale Rolle bei der Verarbei-
tung sensorischer Information. Den Fortschritten in unserem Verständnis „bottom-up“ 
gerichteter, also von externen Reizen abhängiger, Informationsverarbeitung steht ein 
vergleichsweise schlechtes Verständnis der neuronalen Grundlagen „top-down“ ge-
richteter Verarbeitungsprozesse gegenüber. Welche neuronalen Mechanismen lie-
gen der Integration von bottom-up und top-down gerichteter Verarbeitung sensori-
scher Information zu Grunde? Welche Rolle spielen hierbei biophysikalische Eigen-
schaften kortikaler Neurone?  
Um diese Fragen zu untersuchen wurde im ersten Teil dieser Arbeit ein neuronales 
Netzwerk zweier vereinfachter kortikaler Areale numerisch simuliert. Dieses Netz-
werk berücksichtigt hierbei jüngste zellphysiologische Befunde, welche die stark 
asymmetrischen funktionellen Eigenschaften kortikaler Neurone unterstreichen. So 
wurde demonstriert, daß Soma und apikaler Dendrit kortikaler Pyramidenzellen in 
nichtlinearer, multiplikativer Form interagieren. Diese Befunde werden in dem simu-
lierten Netzwerk mit der bekannten laminären Asymmetrie interarealer Projektionen 
zusammengeführt. An Hand numerischer Simulationen wurde das Verhalten des 
Netzwerks unter Einfluß verschiedener sensorischer Stimuli und top-down Signale 
analysiert. Durch das verwendete neuronale Modell kann die Aktivität des Netzwerks 
mit einer hohen zeitlichen Auflösung studiert werden. Das simulierte Netzwerk repli-
ziert zentrale neurophysiologische Befunde: 1) Top-down Signale erhöhen die Feuer-
raten der Neurone in dem hierarchisch hohen wie auch tiefen simulierten kortikalen 
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Areal. In dem rezeptorfernen hohen Areal zeigt sich ein stärkerer Einfluß von top-
down Signalen als in dem hierarchisch tieferen Areal 2) Werden simultan mehrere 
konkurrierende sensorische Reize präsentiert, so wird die Verarbeitung dieser Stimuli 
durch selektive top-down Signale entlang der kortikalen Hierarchie zu Gunsten des 
so faszilitierten Reizes moduliert. 3) Im Vergleich zu einer rein unidirektionalen Netz-
werkarchitektur demonstriert das reziprok konnektierte Netzwerk eine „kooperative 
Verarbeitung“ sensorischer Information, bei der es zu einem bidirektionalen Informa-
tionsfluß zwischen Arealen unterschiedlicher hierarchischer Ebenen kommt. Diese 
kooperative Verarbeitung führt gemeinsam mit der implementierten nichtlinearen so-
mato-dendritischen Interaktion zu neuronalen Salvenentladungen, die ein hohes Si-
gnal-Rausch-Verhältnis aufweisen. 
Das simulierte Netzwerk demonstriert, welche zentrale Rolle die komplexen nichtli-
nearen Eigenschaften kortikaler Neurone bei der Integration bottom-up und top-down 
gerichteter Verarbeitung sensorischer Information spielen. Das beschriebene Netz-
werkmodell wird hierbei durch zahlreiche experimentelle Evidenzen gestützt. 
Die oszillatorische Synchronisation kortikaler Neurone steht im Mittelpunkt der im 
zweiten Abschnitt vorgestellten experimentellen elektrophysiologischen Studie. Das 
große neurowissenschaftliche Interesse an der zeitlichen Struktur neuronaler Aktivität 
liegt insbesondere in der kontrovers diskutierten Hypothese eines „Synchronisations-
codes“ begründet. Hiernach wird Information nicht nur durch die Feuerraten kortikaler 
Neurone, sondern auch durch die Synchronisation der Aktionspotentiale einer Neu-
ronenpopulation codiert. Im Kontext dieser Hypothese wurde insbesondere die hoch-
frequente neuronale Synchronisation im Gamma-Frequenzbereich (>30 Hz) in ver-
schiedenen Spezies und experimentellen Paradigmen untersucht. Ein Großteil dieser 
Studien wurde jedoch an anästhesierten Versuchtieren durchgeführt, was die Über-
tragbarkeit der Befunde auf wache Gehirne stark einschränkt. Zudem zeigt sich eine 
hohe Variabilität der untersuchten Frequenzbänder, so daß die Subsummierung der 
beschriebenen Synchronisationsphänomene unter den plakativen Begriff „Gamma-
Synchronisation“ zweifelhaft erscheint. Finden sich die in anästhesierten Versuchstie-
ren beschriebenen Synchronisationsphänomene auch in wachen, sich unter mög-
lichst natürlichen Bedingungen verhaltenden Tieren wieder? Gelingt es, an Hand ei-
nes objektiven Kriteriums ein funktionelles Frequenzband dieser Synchronisation kor-
tikaler Aktivität zu definieren? 
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Um diese Fragen zu beantworten, wurde mittels chronisch intrakortikal implantierter 
Mikroelektroden die neuronale Aktivität im primären visuellen Kortex wacher sich 
verhaltender Katzen untersucht. In einem dem natürlichen Verhalten der Tiere ange-
paßten visuellen Stimulationsparadigma wurden die neuronalen Antworten auf Kon-
turen verschiedener Orientierungen analysiert. Um ein objektives, funktionelles Band 
neuronaler Synchronisation zu definieren, wurde ein Index entwickelt, welcher quanti-
fiziert, wie gut die frequenzspezifische Synchronisation neuronaler Aktivität Eigen-
schaften des präsentierten visuellen Stimulus reflektiert. Die Analyse der simultan 
abgeleiteten lokalen Feld- und Aktionspotentiale ergab folgende Befunde: 1) Die vi-
suelle Stimulation induziert einen breitbandigen hochfrequenten Anstieg neuronaler 
Synchronisation. Die maximalen relativen Antworten der Synchronisation liegen in 
Übereinstimmung mit Studien an anästhesierten Versuchstieren in einem Frequenz-
bereich von etwa 40 – 50 Hz. Im Gegensatz zu diesen Studien zeigt sich in dem hier 
verwendeten experimentellen Paradigma jedoch eine überraschend breitbandige 
Verteilung mit einem flachen Abfall der Synchronisation im Bereich über 100 Hz. 2) 
Die Analyse einzelner Versuchwiederholungen offenbart eine hohe Frequenzvariabi-
lität der visuell induzierten neuronalen Synchronisation. 3) Die funktionelle Spezifität 
neuronaler Synchronisation zeigt eine überraschend breite Frequenzverteilung bis in 
hochfrequente Bereiche über 100 Hz. 4) Durch Anwendung des Index auf kontinuier-
liche Frequenzbänder wird ein funktionelles Band hochfrequenter neuronaler Syn-
chronisation abgeleitet, welches sich von etwa 45 Hz bis deutlich über 100 Hz er-
streckt. 5) Eine Analyse der frequenzspezifischen Synchronisation zwischen lokalem 
Feldpotential und Aktionspotentialen bestätigt diese Befunde.  
Diese Ergebnisse stützen die Übertragbarkeit der Befunde einer großen Anzahl von 
an anästhesierten Katzen durchgeführten Studien auf wache Tiere. Jedoch demon-
strieren die Messungen an wachen sich unter vergleichsweise natürlichen Bedingun-
gen verhaltenden Tieren und die Anwendung eines objektiven Kriteriums der Stimu-
lusspezifität neuronaler Synchronisation deren überraschend breite Frequenzvertei-
lung, die im hochfrequenten Bereich weit über die üblicherweise untersuchten Fre-
quenzbänder hinausreicht. Neben wichtigen methodologischen Implikationen spre-
chen die Befunde gegen die Hypothese hochfrequenter kortikaler Synchronisation 
als einem schmalbandigen statischen Phänomen.  
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EPSC Excitatory Postsynaptic Current 
EPSP Excitatory Postsynaptic Potential 
fMRI Functional Magnetic Resonance Imaging 
LFP Lokales Feldpotential 
MEG Magnetenzephalographie 
MUA Multiunit Activity  
REM Rapid Eye Movement 
SEM Standard Error of the Mean  
SFC Spike Field Coherence 
STA Spike Triggered Average  
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