Die finishing has a fundamental importance to ensure a good quality of aluminium extruded parts and involves important economic effects due to the vastness of metalworking industry and the relatively short tool life in this field. Maximum machining efficiency is thus crucial. The research addresses optimization of finishing performances on tool steel extrusion dies. Milling tests are carried out on semimanufactured parts to ensure adherence to standard industrial technological chain, varying cutting parameters towards the field of high-speed machining (HSM). Dimensional tolerance is determined on die lands. Land surface roughness is measured through a multiscale approach and modelled as a function of cutting speed and feed. The above methodology enables a correlation between macroscopic process outcomes and chip removal mechanisms in the microscale.
Introduction
Tools for hot-working processes raise a great technological interest: geometry optimization, surface finish, wear reduction, and economics of machining are key issues involving important monetary effects [1] [2] [3] . The field of metalworking processes, e.g., metal die casting, hot extrusion, and hot forging, is extremely wide and involves many companies and an enormous quantity of products. Extrusion of aluminium and its alloys in complicated sections is a widespread process where the requirements in terms of products' quality and productivity are everincreasing [1] .
Surface quality of the extrudate depends on the unlubricated sliding contact between the billet's material and die lands, under high pressure and temperature. It is favored by a good surface finish of die lands and, together with dimensional tolerance, sets a limit to tool wear. Extrusion dies are made of hot work tool steels; the lands are machined to the desired finish and surface treated or covered with hard layers to reduce wear. Low die wear rates mean longer tool life, lower need for finishing operations on extruded products, fewer process stops [2] . Due to the huge amounts of extrudate and the severe working conditions on tools, technological improvements in this field are particularly incisive [2, 3] , not only as to tool materials but also regarding the machining process.
A key issue towards machining optimization is to model process performances as a function of cutting parameters, so that higher cutting speed and feed can be adopted maintaining surface finish within the acceptable range [4] [5] [6] [7] [8] [9] [10] [11] . To this aim, the field of high-speed machining (HSM) offers promising advantages that recently widened its application from aluminium alloys to tool steels [5, 6, 8, 9] . Its benefits include, besides the obvious reduction of cutting time, the chance to obtain outstanding surface quality and dimensional accuracy and to avoid further finishing operations. Several studies proved significant cost/lead time reductions by the adoption of HSM [8, 9, 12] . Nevertheless, cutting parameters maximization alone is not enough to guarantee process optimization.
Previous researches attested that significant results can be obtained adopting a multiscale approach to the study of machining operations, where traditional macroscopic indicators are merged with an investigation of micromechanisms of chip removal and tool-chip interaction. Such procedure was previously applied to several fields, where it proved to produce a better knowledge of the process and higher optimization chances [13, 14] .
This research addresses the optimization of finishing performances on tool steel extrusion dies, varying cutting speed, and feed per tooth towards the field of HSM. To this aim, a set of high-speed milling tests is carried out on a hot work tool steel under dry-cutting conditions. The tests are conducted on semimanufactured parts instead of raw materials. Since the actual product is characterized by a complex 3D surface curvature, finishing operation involves variations in the uncut chip thickness and in the geometrical arrangement of tool and machined surface. Thus, tests on semimanufactured parts ensure adherence to industrial technological chain [14] . For the same reason the tool path is chosen according to industrial practice. To appraise machining quality on die lands, dimensional tolerance is determined. Moreover, surface roughness is 764 measured through a multiscale approach and modelled as a function of cutting speed and feed.
Experimental work A multihole die for aluminium extrusion is chosen as a benchmark for this study. Dies are built in hot work tool steel AISI H13, provided and machined in the annealed state whose hardness is shown in Table 1 . The mechanical properties after quenching are also specified, that characterize the behavior during exercise. Dies are supplied as semimanufactured, with 0.15 mm stock on die lands.
Experiments consist of finishing operations adopting ball nose solid carbide tools shown in Fig. 1 , with titanium and aluminium nitride coating. Rake and clearance angles are illustrated in Fig. 1 . Milling tests are conducted on a 3-axis computer numerical control (CNC) vertical machining center (She Hong-VM 850) with maximum power of 5.5 kW. Tool path is consistent with industrial practice: Fig. 2 shows a detail of cutting geometry on the die land zone where roughness measurements are then performed. Both radial and axial cut depth are 0.15 mm. Cutting speed (v c and feed per tooth f z adopted for finishing operation are varied through a 3 2 factorial plan in the range shown in Table 2 . Starting from values typically adopted in industrial practice, both cutting speed and feed per tooth are increased through a geometric progression. The machining quality after finishing is first evaluated through dimensional and roughness measurements.
A coordinate measuring machine (CMM) is used to measure twenty uniformly distributed points on each slot. Deviation between each measurement and the nominal CAD geometry is calculated and results processed following the tolerance unit method defined in international standards [15] . To sum up briefly, for a generic measurement D j , known as the nominal value D n , the number of tolerance units (n is worked out by the dimensional deviation D j − D n as follows, where (i is the standard tolerance factor:
Sixteen IT grades are then defined by grouping ranges of tolerance units, corresponding to as many tolerance sizes, or simply tolerances. Tolerance itself is expressed as a multiple of i. When the chi-square test proves that data distribution is non-normal, tolerance unit can be computed by 95th percentile of measurements. Surface roughness is measured on each slot using a contact stylus profilometer (Taylor-Hobson Form Talysurf-120L). The instrument uses a Phase Grating Interferometer gauge, which ensures a nominal resolution of 12.8 nm at 10 mm range. The measurements are taken along a profile length of 4.8 mm perpendicular to the feed vector, which means parallel to the extrusion direction (Fig. 2) . In particular, the following quantities are evaluated: average roughness R a , average maximum height of the profile R z , and maximum roughness depth R m . Average roughness values are processed by regression analysis in relation to cutting speed and feed per tooth. Several regression models are taken into account and checked using variance analysis. On the basis of above results, the most significant experimental conditions are selected for the corresponding slots to undergo further investigations of surface roughness and morphology at a microscopic level. The following plan of experiments is adopted.
SEM Observation
The selected slots are observed through SEM using standard secondary and backscattered imaging as well as the subtraction mode of backscattered electrons (BSE). Subtraction of signals from the two detectors (A-B) allows obtaining a description of surface morphology almost independent on composition.
Surface Measurement through a High-Resolution 3D Chromatic Confocal Profilometer (CONSCAN-CSM Instruments)
The measurement is based on the optical principle of extended field stratigraphics and provides a quantitative surface characterization in the micron scale. An area of 3 × 3 mm 2 is scanned acquiring 300 × 300 points, with a sampling rate of 300 Hz and a scan speed of 750 m/s, using the objective active in the Z range 0-300 m. The scan vector is parallel to the direction of macroscopic roughness profiles, that is, perpendicular to feed. Automatic filters for bad points and peaks suppression are adopted during acquisition. The resulting maps undergo the following processing protocol:
1. Form removal by subtraction of the least-squares secondorder polynomial; 2. Gaussian filtering to extract waviness (cut-off length 0.8 mm); 3. Threshold filtering (bilateral symmetric) set to 0.5% removal of points, marked as unmeasured; 4. Calculation of average surface roughness S a ; 5. Five profiles' extraction perpendicular to cutting speed (length = 1 6 mm); 6. Calculation of average roughness R a on extracted profiles.
Results and discussion The machining quality on die lands are discussed in the following three sections, separately for dimensional tolerance and macroscale surface roughness, SEM observation, and surface measurement through a high resolution 3D chromatic confocal profilometer. Dimensional Tolerance and Macroscale Surface Roughness Table 3 shows the results of dimensional measurements processing. Results of chi-square test proved that data distribution is non-normal, so n value corresponding to 95% of observations is calculated. Tolerance unit number and IT class are shown for the nine cutting conditions. Variations of tolerance as a function of cutting speed and feed per tooth are investigated through statistical tools, proving the absence of significant correlations. Tolerance is in general quite poor for all the tests; even so, relatively low IT grades can be observed for high values of feed. This evidence suggests the intervention of excessive vibration phenomena in part of the test conditions. For this reason no further analysis is proposed as to tolerance results, whereas the study is focused on roughness and surface morphology.
Average roughness measurements from contact stylus profilometer are also examined to varying kinematic conditions, through multiple correlation analysis [16] . Two regression models are considered: complete second order polynomial and logarithmic; assuming cutting speed (v c , feed per tooth (f z as independent variables. The two models can be expressed by the following equations, respectively:
Analysis of the global correlation matrix provides negative results for the logarithmic variables, whereas p-values below the significance level p < 0 05 are computed between the variables in Eq. (2). Quadratic polynomial model is thus further examined though multiple regression analysis, adopting a stepwise approach to obtain best fit of data with fewest terms. The first row in Table 4 shows the coefficients obtained with the described procedure. Four terms are computed below the level of significance: feed per tooth, square cutting speed, and feed per tooth times cutting speed; plus a constant. The model would thus include interaction between terms that are not present at the first order: this is not consistent with the principle of parsimony. Therefore, the complete model is chosen, whose coefficients are listed in the second row of Table 4 . Authors are aware that cutting theory on simple geometries involves exponential equations and that a polynomial model is not representative of the process physics, but the model is only proposed as a mathematical description of the experimental figures within 
SEM Observation
The three selected surfaces are observed through SEM. Subtraction of signals from the two BSE detectors provides topography images exemplified in Fig. 4 .
Commenting on the results, two distinct sources of surface unevenness can be noticed. At macroscale, the milled surfaces show memory of each tooth's action. Domains are visible whose height can be ascribed to axial depth of cut and width to feed per tooth. The described morphology is extremely clear in Figs. 4(a) and (b) , where domain dimensions are identical, as can be observed in the elaboration in Fig. 5 that highlights the domain contours. This aspect is only slightly less evident in Fig. 4(c) , due to the difference in local surface curvature. Surface geometry reminds of a quadrangular mesh which is finer and closer to the theoretical surface as subsequent teeth overlapping on the same area is enhanced, i.e., feed per tooth and axial cut depth decrease. Radial depth of cut would have an effect too, through the engagement angle.
Increasing the level of detail, surface morphology within each of the described domains shows edges parallel to cutting speed, depending only on the mechanisms of toolchip interaction and chip detach. If (a) and (b) images in Fig. 4 are compared, where the first macrophenomenon leading to quadrangular domains is exactly alike, the second mechanism can be appreciated, that is, the surface morphology within each domain. Fig. 4(c) ], smoothness of the edges is comparable to Fig. 4(a) . The lower roughness values must thus be ascribed to the smaller dimensions of the mesh domains related to a single tooth's action. Figure 6 shows details of surface irregularities produced at the boundaries of tooth engagement, common to all the cutting conditions.
Surface Measurement Through a High-Resolution 3D Chromatic Confocal Profilometer (CONSCAN-CSM Instruments)
3D chromatic confocal microscope provides color maps representing surface depth on the inspected areas of the three milled surfaces, represented in Fig. 7 with the same scale. Points removed by spikes and threshold filtering, together with the undetected areas, are white in the maps. Cutting speed and feed are horizontal in the images. Surface morphology appears exactly alike the one described in the previous section. Besides, confocal profilometry measurements allow to match the previous qualitative observations with a quantitative assessment.
The overall depth range in the maps can be related to maximum roughness. The value is less than 7 m in Fig. 7(c) , whereas it increases for Fig. 7(a) and is maximum in Fig. 7(b) , about twice bigger than in Fig. 7(c) . The condition v c = 160 m/min, f z = 0 25 mm/tooth · rev provides much higher irregularities at the beginning and end of each tooth's action, where material piles up. The Profiles were extracted from the point clouds described as maps in Fig. 7 , transverse with respect to cutting speed. The high level of detail offers the possibility to avoid surface defects in the generation of profiles, that is, the white areas in the maps. Figure 8 allows a comparison between three profiles of the selected specimens. The described difference in terms of surface meshed morphology or roughness within each edge action is clearly visible. Average surface roughness on the maps S a and mean R a on the extracted profiles are listed in Table 5 . The values are consistent with the described mechanisms and with the macroscopic contact measurements. Cutting speed of 200 m/min and feed per tooth of 0.16 mm/tooth · rev provide minimum roughness with very narrow standard deviation.
Conclusions
The article presented an experimental investigation of finishing performances on tool steel extrusion dies using solid carbide tools and varying cutting speed and feed per tooth towards the field of high speed milling. Dimensional tolerance was determined on die lands. Land surface roughness was measured through a multiscale approach and modelled as a function of cutting speed and feed. Minimum surface roughness was around 0.5 m, obtained for minimum feed per tooth and maximum cutting speed. The investigation with different experimental techniques proved that consistent values of macro-indicators can be obtained. Besides, the study of chip removal mechanisms in the microscale provides richer information that can be related to macroscopic process outcomes and build the basis for better optimization results.
