Jacobi approximations in non-uniformly Jacobi-weighted Sobolev spaces are investigated. Some results on orthogonal projections and interpolations are established. Explicit expressions describing the dependence of approximation results on the parameters of Jacobi polynomials are given. These results serve as an important tool in the analysis of numerous quadratures and numerical methods for differential and integral equations. r 2004 Elsevier Inc. All rights reserved.
Introduction
The Jacobi polynomials J ða;bÞ l ðxÞ play important roles in mathematical analysis and its applications, see [1, 27, 28] . In the early work, one only considered Jacobi approximations in uniformly weighted Sobolev spaces. In other words, the weight is uniform for all derivatives involved in their norms. This fact limits their applications. For instance, we consider the following equation in cylindrical coordinates, 1 r q r ðrq r vÞ þ 1
In its weak formulation, the weights for q r v; q y v; q z v and v are r; 1 r ; r and r; respectively, see [5] . So we cannot use Jacobi approximations in uniformly weighted spaces to deal with this problem properly. It is also difficult to use such approximations for singular differential equations, see [24] .
In the past decade, Jacobi approximations developed again because of several reasons. Firstly, Gegenbauer approximations were successfully used for removing Gibbs phenomenon, see [12] . Next, the usual Gauss-type interpolations are not applicable to quadratures involving derivatives of functions at endpoints, and so we need to study certain Jacobi interpolations, see [10] . Thirdly, in the numerical analysis of finite element methods, one used some results on Jacobi approximations, see [2, 22, 23, 26] . In particular, the Legendre and Chebyshev approximations have been widely used for spectral methods of non-singular differential equations, see [6, 7, 11, 13] . Recently, some authors applied Jacobi approximations directly to singular problems and differential equations on unbounded domains and axisymmetric domains, see [5, [14] [15] [16] [17] 20] . Furthermore, Dubiner [9] investigated an orthogonal approximation on a triangle in which the base functions are the products of two Jacobi polynomials, also see [23] . Jacobi approximations were also used for the numerical analysis of some rational approximations, see [18, 19] .
As we know, the more precise the results on Jacobi approximations, the more accurate the error estimates of related numerical algorithms. Canuto and Quarteroni [8] first studied the Legendre and Chebyshev approximations in Sobolev spaces. Bernardi and Maday [6] developed symmetric Jacobi approximations ða ¼ bÞ in uniformly weighted Sobolev spaces. However in many practical problems, the coefficients of derivatives of unknown functions involved in differential equations degenerate in different ways. Therefore we need to study various orthogonal projections in non-uniformly Jacobi-weighted Sobolev spaces, in which the weights for different derivatives appearing in the expressions of norms are different. Babus˘ka and Guo [3] , Guo [16, 17] , and Guo and Wang [20] developed such approximations. But the results in [3] are valid only for symmetric Jacobi approximations in the standard Jacobi-weighted Sobolev spaces in which the weight for derivative of order k is the product of the weight for function itself and ð1 À x 2 Þ k : This is not the most appropriate in some applications. On the other hand, the results of Guo [16, 17] and Guo and Wang [20] do not seem optimal. Furthermore, the existing results are of the form, jjQ N v À vjj B 1 pc Ã N Àl jjvjj B 2 ; lX0; ð1:1Þ
where B 1 is a certain Sobolev space, B 2 is a related Sobolev or Besov space, Q N is an orthogonal projection or interpolation upon the set of polynomials of degree at most N: The generic positive constant c Ã does not depend on N and v; but depends on a and b implicitly. Such an estimate is useful for many problems. But it is not enough sometimes. For instance, for the orthogonal approximation on a triangle, we take the base functions as the products of two Jacobi polynomials, where one of parameter of the first Jacobi polynomial is just the degree of the second one. In this case, we have to explore explicit dependence of c Ã on the parameters a and b: This paper is devoted to Jacobi approximations in non-uniformly Jacobi-weighted Sobolev spaces. We shall derive approximation results as jjQ N v À vjj B 1 pd N;a;b jvj B 2 ;
ð1:2Þ
where B 1 and B 2 are non-uniformly Jacobi-weighted Sobolev spaces, d N;a;b is an explicit function of N; a and b; independent of v: The main advantages of this work are as follows. Firstly, the results are valid for general Jacobi approximations, and so could be applied to numerous problems. Next, all estimates are as sharp as possible.
In particular, the space B 2 in (1.2) is much more reasonable than those in existing literatures, and seems optimal. This fact simplifies theoretical analysis, and leads to more precise results on various numerical methods. Finally, the explicit expressions describing the dependence of jjQ N v À vjj B 1 on a and b are presented, which open a new goal for applications of Jacobi approximations. This paper is organized as follows. In the next section, we establish some basic results on Jacobi approximations. In Section 3, we deal with several orthogonal approximations in non-uniformly Jacobi-weighted Sobolev spaces, which are related to numerical solutions of various differential equations. In Section 4, we study Jacobi-Gauss-type interpolations which are often preferable in the numerical solutions of differential and integral equations. The final section is for some concluding remarks.
Preliminaries
Let L ¼ fx j jxjo1g and wðxÞ be a certain weight function. Denote by N the set of all non-negative integers. For any rAN; we define the weighted Sobolev space H r w ðLÞ in the usual way, and denote its inner product, semi-norm and norm by ðu; vÞ r;w ; jvj r;w and jjvjj r;w ; respectively. In particular, L ðLÞ; H ½r w ðLÞ 1Ày as in [4] . Moreover, the following GagliardoNirenberg-type inequality holds (see [4] and (1.10) of [6] 
Thus by (2. 
The above with (2.9) and (2.10) leads to that for all kpr; We may consider Jacobi approximations for functions belonging to Jacobiweighted Besov spaces, see [3, 25] , and follow the same line as in [3] to derive the corresponding result. This generalizes Theorem 2.3 of [3] , since m and r are real numbers and a could be different from b: But in this case, the norm at the right side of (2.8) becomes the norm of v; in a Jacobi-weighted Besov space. However, in duality arguments used in Section 3, we need to use the result (2.8) in which only the semi-norm jvj r;w ða;bÞ ;A appears.
An interesting application of Theorem 2.1 is stated below, which will be used in the next section. For À1oa; bo1; let U N;a;b ðLÞ ¼ fv j v ¼ w ða;bÞ f; fAP NÀ1 g:
The orthogonal projection T N;a;b : L 
By (2.11), 
where 
Similarly, 
ð2:31Þ then for any vAH where
In particular, D a;b;g;d ¼ Z Proof. For any xA½x 0 ; 1Þ;
ðq x vðxÞÞ 2 w ðgþ2;dþ2Þ ðxÞ dx:
A similar result is valid on the interval ðÀ1;
Therefore, for ð2:34Þ:
vðyÞq y vðyÞð1 À yÞ gþ1 dy:
and so Furthermore, for a40; 
p2 Z On the other hand, using (2.14) 
It is shown on p. 378 of [17] that Moreover, using (2.5) and (2.45) yields that 
ð2:50Þ
Using the above, we obtain from (2.50) that 
It can be checked that
Thus for aXb þ 1;
Then ( 
where
It can checked that S jþ1 XS j for aX 3. Orthogonal projections in non-uniformly Jacobi-weighted Sobolev spaces
In many practical problems, the coefficients of terms involving derivatives of different orders degenerate in different ways, such as singular differential equations, differential equations in unbounded domains and axisymmetric domains. In these cases, the exact solutions are not in the usual Sobolev spaces, but in non-uniformly Jacobi-weighted Sobolev spaces. In this section, we consider Jacobi approximations in such spaces. where 
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Thus it remains to estimate D 1 ðL j Þ: By (3.3), (3.7) and (2.14) with q ¼ Àg;
We can estimate D 1 ðL 2 Þ similarly. Therefore we obtain from (3.
Furthermore, using (3.5) and (3.9) yields that The orthogonal projection e P P If, in addition, À1oa; bp0 or 0oa; bo1; then for 0pmp1; jj e P P for À 1obp0pao1:
Proof. 
It can be checked that W a;b ðxÞX0; provided that A combination of (3.37) and (3.38) leads to the second result of (3.32). We can deal with the case À1obp0pao1 in the same manner. &
The orthogonal projection % P From the above, (3.42) and space interpolation, the desired result (3.40) follows. &
In the previous parts, we studied Jacobi approximations with the parameters a; b; g; d4 À 1: But in some practical problems, we also need to consider certain critical cases, in which some parameters are equal to À1; see [5, 14, 15] . Here, we consider the case with a Following the same lines as in derivation of (IV.3.19) of [5] , we can verify that jjwjj 2;w ð1;0Þ pcjjgjj w ð1;0Þ : Since 0p% ao1; we get from (3.44) that, Finally, we obtain (3.45) with 0omo1 by using (3.47), (3.50) and space interpolation. &
Jacobi-Gauss-type interpolations
In this section, we study Jacobi-Gauss-type interpolations. Let z where for Z ¼ G; R and L: They are named as Jacobi-Gauss, Jacobi-Gauss-Radau and Jacobi-Gauss-Lobatto interpolation, respectively. We shall estimate the difference between I Z;N;a;b v and v in non-uniformly Jacobiweighted Sobolev spaces. In the sequel, We first present a result on distribution of Jacobi-Gauss interpolation nodes. We next present a result on the stability of Jacobi-Gauss interpolation. For simplicity, we denote by d 1 X1 a constant such that d 1 -1 as N-N; and set 
if a40 and b4 À 1;
if a4 À 1 and b40;
cða; bÞ if ð4:14Þ holds; where ; then by (4.11), we can take
In this case,
This with (4.23) leads to the desired result for À 1 2 oa; bo 1 2 : Next, let a40 and b4 À 1: According to (4.12), we take
In this case, a 0 ¼ Finally, the result (4.29) follows from the above estimate and an argument as in derivation of (3.5). &
We now turn to the Jacobi-Gauss-Radau interpolation. To shorten the paper, we only present the results which can be proved in the same manner as in the proof of the last four theorems. But we should use Lemma 2.2 in the proof of Theorem 4.6, and use Theorem 3.4 in the proof of Theorem 4.10, respectively. Finally, we present the main results on the Jacobi-Gauss-Lobatto interpolation. In fact, in these cases, jvj r;w ðgþr;dþrÞ ;A pD gÀaþ1;dÀbþ1 jvj r;w ða;bÞ ;Ã :
Concluding discussions
As we know, Babuška and Guo [3] studied symmetric Jacobi approximations in Jacobi-weighted Sobolev spaces, in which the weight for q r x v is ð1 À x 2 Þ aþr :
Meanwhile Bernardi and Maday [6] considered symmetric Jacobi approximations in Sobolev spaces with the uniform weight ð1 À x 2 Þ a : In this paper, we established a series of results on general Jacobi approximations and Jacobi-Gauss-type interpolations. They generalize the results of [3, 6] and so could be used for numerical solutions of various problems, such as q x ðð1 À xÞ a ð1 þ xÞ b q x vðxÞÞ þ ð1 À xÞ g ð1 þ xÞ d vðxÞ ¼ f ðxÞ; 0papg þ 2; 0pbpd þ 2; jxjo1:
Especially, they are more appropriate for singular problems. Moreover, we may use variable transformations to change some problems on unbounded and axisymmetrical domains to singular problems on bounded domains (see [5, 14, 15] ), and then design suitable numerical algorithms and analyze numerical errors by using some results in this paper.
The results of this paper also improved the work of [17] essentially. Clearly, the power of NðN þ a þ bÞ in all approximation results is optimal. In particular, the L [17] . This fact also simplifies the analysis of various rational approximations induced by Jacobi polynomials, see [18, 19] .
In this paper, we described the explicit dependance of approximation results on the parameters a; b; g and d precisely. It helps us to deal with more complicated problems. For example, the convergence of orthogonal approximation on a triangle T ¼ fðx; yÞ j 0px; yp1; 0px þ yp1g; which is related to spectral methods and pversions of finite element methods on non-rectangle domains, see [9, 23] . In this case, we take the base functions By using the results in Sections 2 and 4, we can derive some important approximation results, see [21] . For instance, if M ¼ OðL 
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But we cannot use the results in [17] for such problem. Indeed, all results in [17] are for fixed a; b; g and d; while one of parameters of J ð2lþ1;0Þ m ð2y À 1Þ tends to infinity as l-N:
