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Direct state measurement (DSM) is a tomography method that allows for retrieving the wave func-
tions of quantum states directly. However, a shortcoming of current studies on the DSM is that it
does not provide access to noisy quantum systems. Here, we attempt to fulfill the gap by investigat-
ing the measurement precision in the DSM that undergoes the state-preparation-and-measurement
(SPAM) errors. We manipulate a quantum controlled measurement framework with various config-
urations and compare the efficiency between them. Under the effect of state-preparation error, the
state to be measured lightly deviates from the true state, while the measurement error affects the
postselection process, and thus results in less accuracy in the tomography. Our study could provide
a reliable tool for SPAM tomography and thus contribute to understanding and resolving an urgent
demand for current quantum technologies.
I. INTRODUCTION
In quantum measurement, a process for retrieving the
wave functions of quantum states is known as quan-
tum state tomography (QST) [1]. It plays a crucial
role in a wide range of quantum technologies from ran-
domized benchmarking, experimentally validating quan-
tum devices, to establishing new quantum technologies.
However, the most serious obstacle against the realizing
quantum devices, e.g., quantum computers, is that the
decoherence results in the superposition and entangle-
ment loss. Typically, decoherence occurs when a sys-
tem inevitably interacts with its surrounding environ-
ment [2] or by its own dynamics in a process called
disorder-induced (intrinsic) decoherence [3]. Such de-
coherences appear during the preparation and measure-
ment processes can be referred to as state-preparation-
and-measurement (SPAM) errors [4]. In this work, we
model and evaluate the effect of such SPAM errors in a
direct state measurement scheme for the first time.
Besides the conventional quantum state tomography
[5–8] in which particularly challenging for large systems,
a direct state measurement (DSM) method was proposed
[9, 10] and extensively used. This method is straight-
forward, versatile, simple, and has been numerously ap-
plied in large systems [11–15], mixed quantum states
[10, 16, 17], enlarged Hilbert space [18], and even nonlo-
cal entangled states [19]. Further study on the novelty,
efficacy, and significance of the DSM had been reported
[20]. So far, the statistical error and systematic error
have also been examined [21–23].
The type of measurement employed in the DSM merely
obeys a von Neumann interaction and requires a posts-
election technique [24]. Recently, a quantum controlled
∗ Electronic address: binho@riec.tohoku.ac.jp
measurement framework has been proposed [25, 26] and
can be used for analyzing systematic errors in the DSM
[23]. This framework contains a probe-controlled-system
type of interaction where a target system is controlled by
a qubit probe through the evolution [26]
U = U0 ⊗ |0〉〈0|+U1 ⊗ |1〉〈1|, (1)
where U0,U1 are operators of the target system, and
|0〉, |1〉 are two bases of the control qubit, as illustrated
in Fig. 1(a). This measurement scheme is operationally
equivalent to the von Neumann interaction [23]. More-
over, when combining with the postselection technique,
it allows for cyclic transforming the role of the system
operators, which results in different configurations [26].
In some configurations, a scan-free technique [11] can be
used directly which assists to improve the measurement
precision.
In this work, we numerically investigate the measure-
ment precision in the DSM that both pre- and postse-
lected states are under decoherence due to the imperfec-
tion during the preparation and measurement (postse-
lection) processes. They are somehow can be defined as
SPAM errors. Previously, Shikano and Hosoya have pro-
posed such a noisy system due to its interaction with the
surrounding environment for weak measurements [27].
Here, we assume that the noise can be caused by ei-
ther decoherence or intrinsic decoherence. We employ
a quantum controlled measurement framework with dif-
ferent configurations under SPAM errors and compare
the efficiency between them. In our calculation, we use
the trace distance as a figure of merit, and it is obtained
from the Monte Carlo simulation.
The rest of this paper is organized as follows. In Sec. II,
we define SPAM errors and two configurations of the
quantum controlled measurement framework. The nu-
merical results are presented in Sec. III. We investigate
both cases of pure and mixed quantum states. In Sec. IV,
we analyze the effect of state-preparation error on the re-
2construction process. Finally, we summarize our work in
Sec. V.
II. DIRECT STATE MEASUREMENT WITH
QUANTUM CONTROLLED INTERACTION
A. State-preparation error
We first consider pure-state quantum systems and then
generalize to mixed states. Assume that a pure quantum
state expends in a computational basis {|n〉} of a system
d-dimensional space as follows
|ψ〉 =
d−1∑
n=0
ψn|n〉, (2)
where ψn ≡ 〈n|ψ〉 are state amplitudes and satisfy∑
n |ψn|2 = 1. We model a noisy system due to the
imperfection in the state-preparation process. This im-
perfection can be either caused by the interaction with
the environment or by intrinsic noises, such as systematic
error or stochastically fluctuation [28]. For simplicity, we
assume under such noise resources, the original quantum
state transforms into
|ψ〉 → |ψ′〉 = 1N
∑
n
(
ψn + δn
)|n〉, (3)
where N a normalization constant, and δn is a normal
distribution random noise, i.e., δn =
1
σ
√
2pi
exp[− 12 ( rσ )2].
Here, r is a random number and σ is the standard deriva-
tion which stands for the noise parameter. A spin-based
visualization for this state is illustrated in Fig. 1(b).
Therein, the red-filled circle is the true state |ψ〉 and
the open circles are the statistical distribution of |ψ′〉.
We emphasize that this noise parameter is unknown. It
lightly deviates the quantum state |ψ′〉 from the origi-
nal quantum state |ψ〉. Thus, any measurement scheme
solely enables to reconstruct the state |ψ′〉 instead of the
true state |ψ〉. Therefore, to evaluate the efficiency of the
measurement scheme under the noise, we need to com-
pare the reconstructed state with the true state.
B. Quantum controlled measurements
We first consider Configuration 1 (or C1 for short),
which is described by an interaction scheme between a
target system and a control qubit probe. The mea-
surement scheme is schematically shown in Fig. 1(c).
The initial state of the target system is |ψ′〉, while the
control qubit is initially prepared in the state |ξ〉, i.e.,
|ξ〉 ≡ |+〉 = (|0〉 + |1〉)/√2. The initial joint state be-
comes |Ψ〉 =∑n ψ′n|n〉 ⊗ |+〉, where ψ′n = (ψn + δn)/N .
The interaction between the target system and the con-
trol qubit probe can be derived from a von Neumann
measurement and is given by
Un =
(
Is − |n〉〈n|
)⊗ |0〉〈0|+ |n〉〈n| ⊗ |1〉〈1|, (4)
a) b)
c) d)
FIG. 1. (a) A quantum controlled measurement scheme
for the direct state measurements. |ψ〉 and |φ〉 are pre- and
postselected states in the target system which will become
|ψ′〉 and |φ′〉 under the SPAM errors. |ξ〉 and |η〉 are the
initial and final states in the control qubit probe. (b) A vi-
sualization of a state-preparation error |ψ′〉. The red-filled
circle is the original state while the open circles stand for the
noisy states and lightly deviate from the original one. Here
〈Si〉, i = {x, y, z} are expectation values of the total spin op-
erators. (c, d) Two configurations of the quantum controlled
measurement schemes used in this paper. In (c), when the
control qubit probe is in state |0〉 (upper path), an operator
U0 = Is−|n〉〈n|, n a computational basis, will operate on the
target system; while that will be U1 = |n〉〈n| when the state
is |1〉 (lower path). The target system afterward is postse-
lected onto the final state |c′0〉. The role of |n〉 and |c
′
0〉 can
be interchanged to form the configuration C2 in (d).
where Is is the identity matrix in the target system.
After the interaction, we postselect the target sys-
tem onto a conjugate basis |φ〉 ≡ |c0〉 = 1√d
∑
m |m〉.
Again, in the same spirit as the state-preparation error,
we assume that this postselected state contains a small
error, and thus it becomes |φ′〉 ≡ |c′0〉 = 1M
∑
m(1 +
δm)|m〉 =
∑
m cm|m〉, whereM is the normalization fac-
tor and cm =
1+δm
M . For simplicity, we assume δm is
real and follows the normal distribution. Together, the
state-preparation and state-postselection errors form the
SPAM errors. Next, the final control qubit state is given
by (see Appendix A)
|η〉 = 1√
2
[(
Γ− cnψ′n
)|0〉+ cnψ′n|1〉], (5)
where we have set Γ =
∑
m cmψ
′
m, which can be chosen
to be real [29].
Finally, we measure the control qubit probe in the
Pauli bases {|j〉}, where |j〉 ∈ {|0〉, |1〉, |+〉, |−〉, |L〉, |R〉},
|±〉 = 1√
2
(|0〉± |1〉), |L〉 = 1√
2
(|0〉+ i|1〉), |R〉 = 1√
2
(|0〉−
i|1〉). The obtained probabilities are Pj = 〈η|j〉〈j|η〉 =
|〈j|η〉|2, where the subscript j takes 0, 1, +, -, L, and R
corresponding to the elements in the Pauli bases. Then,
the real and imaginary parts of the amplitude ψ′n are
reproduced as
Reψ′n =
P+ − P− + 2P1
cnΓ
, Imψ′n =
PL − PR
cnΓ
. (6)
3In this scheme, it is worth noting that after postse-
lected onto |c′0〉, we discard all these other results and
repeated the measurement for all {n}.
Next, we describe Configuration 2 (or C2 for short).
In this case, we interchange the role of |n〉 and |c′0〉 as
shown in Fig. 1(d). The interaction is given by
U = (Is − |c′0〉〈c′0|)⊗ |0〉〈0|+ |c′0〉〈c′0| ⊗ |1〉〈1|. (7)
Note that the error δ raising in |c′0〉 is unknown. There-
fore, in practice, this interaction can be done by applying
the state |c0〉 and |c0〉⊥ = Is − |c0〉〈c0| onto the target
system while δ is “self-raising” during the measurement
process.
After the interaction, the target system is postselected
onto the basis |n〉 while the remaining state of the control
qubit probe is given by
|η〉 = 1√
2
[(
ψ′n − cnΓ
)|0〉+ cnΓ|1〉]. (8)
Measuring the control qubit probe in the Pauli bases as
above, we obtain
Reψ′n =
P+ − P− + 2P1
cnΓ
, Imψ′n =
PL − PR
cnΓ
. (9)
(See Appendix A for detailed calculation.)
We emphasize that different from C1, here, we keep
all the postselected state {|n〉}. This technique is known
as “scan-free,” and can be employed by using, such as a
CCD array detector [11, 26].
III. NUMERICAL RESULTS
A. Quantum controlled measurements for pure
states
We employ a simulation scheme using the cumulative
distribution function (cdf) [18, 30]. To evaluated the ac-
curacy of the reconstruction, we use the trace distance as
a figure of merit, defined by
√
1− |〈ψ˜′|ψ〉|2, where |ψ˜′〉
is the reconstructed state from |ψ′〉, and |ψ〉 is the true
state (see Eq. 3.) The reconstructed state is calculated
from Eq. (6) and also Eq. (9) for C1 and C2, respectively,
which provides information about the true quantum state
from the measurement results.
First, we numerically examine the trace distance
versus the number of copies N . The results are
shown in Fig. 2 for several well-known quantum states:
(a) random state (distributed following Haar measure
[31]), (b) Greenberger-Horne-Zeilinger GHZ3 state, i.e.,
GHZ3 = 1/
√
2(|000〉 + |111〉), (c) W3 state, i.e., W3 =
1/
√
3(|001〉+ |010〉+ |100〉), and (d) Dicke state D23, i.e.,
D23 = 1/
√
3(|011〉+ |101〉+ |110〉). For each state, we con-
sider several SPAM errors parameters σ = 0.00, 0.01, 0.10
as examples. For simplicity, we choose the same noise pa-
rameter for the state preparation and state postselection.
FIG. 2. Log-log plot of trace distance as a function of the
number of copies N for various common states: (a) random
state, (b) GHZ3 state, (c) W3 state, (d) D
2
3 state. For each
case, the results from C1 (filled symbols) and C2 (open sym-
bols) are plotted for several errors: σ = 0.0, 0.01 and 0.10.
For all cases without noise (σ = 0.0), the trace distance
continuously decreases as N increases, and C2 shows bet-
ter results than C1. This result can be understood as
a consequence of the scan-free process in C2, where all
postselected states {|n〉} are kept for the reconstruction.
In the presence of noise, the state we measure, |ψ′〉, is
different from the initial state |ψ〉. Therefore, as a con-
sequence, the trace distance will first reduce but then
quickly comes to saturate when increasing N . Further-
more, as can be seen from the figure, the trace distances
in C2 have a larger differential (the difference between
with and without noise) in comparison to the C1 case.
This remark implies that C2 is more fragile against the
noise than C1 because in C2, the state-postselection er-
ror is presented in the interaction (|c′0〉 in Eq. (7)) while
in C1, this error mostly be discarded through the posts-
election process.
To further investigate the effect of error, we examine
the trace distance as a function of the SPAM error pa-
rameter σ. We consider two particular cases of random
and GHZ3 because they are common and well studied,
for example, see [32, 33]. These other cases can be ana-
lyzed similarly. The results are shown in Fig. 3 for a fixed
N = 105. Obviously, in the absence of noise, the result
from C2 is better than that one from C1. Whenever the
noise increases, the trace distance from C2 quickly in-
creases and coincides with that one from C1 as an effect
of the noise-sensitive as we discussed above. In a short
conclusion, C2 gives better accuracy than C1 for pure
quantum states at small errors.
4FIG. 3. Trace distance as a function of the SPAM errors
parameter σ for two cases: (a) random state, (b) GHZ3 state.
For each case, both configurations C1 (filled circle) and C2
(open circle) are shown. The number of copies N is fixed at
105 which is believed large enough.
B. Quantum controlled measurements for mixed
states
We now consider the case of mixed states. Assume that
the joint system initially prepared in the form ρ = ρ0 ⊗
|+〉〈+|, where ρ0 =
∑d−1
n,m=0 ρnm|n〉〈m| is the initial
state to be reconstructed, and |+〉 is the initial state of
the control qubit probe.
For C1, the interaction is the same as before, i.e., Un =(
Is−|n〉〈n|
)⊗|0〉〈0|+|n〉〈n|⊗|1〉〈1|, and the postselected
state is |k〉 = 1M
∑
m e
i2pimk/d(1 + δm)|m〉, a conjugate
basis of |n〉. Using Fourier transformation we obtain the
reconstructed state as
ρnm ∝
1
cncm
[
dδn,mρ
′′
11(n, k) +
d−1∑
k=0
ei2pi(n−m)k/dρ′′10(n, k)
]
,
(10)
where we have set cm =
1
M (1 + δm), and ρ
′′
ij(n, k) are
components of the final probe state. (See Appendix B
for detailed calculation.)
For C2, the interaction is Uk =
(
Is − |k〉〈k|
)⊗ |0〉〈0|+
|k〉〈k| ⊗ |1〉〈1|, and the postselected state is |n〉. The
reconstructed state is given by
ρnm ∝
1
cncm
[ d−1∑
k=0
ei2pik(n−m)/d
(
ρ′′01(n, k) + ρ
′′
11(n, k)
)]
.
(11)
(See Appendix B for detailed calculation.)
We emphasize that in the case of mixed states, both
C1 and C2 can implement the scan-free technique be-
cause we can keep all postselected states {|k〉} in C1
and all postselected states {|n〉} in C2 without discard-
ing them. The reconstructed state can be normalized by
ρ˜ = ρ†ρ/Tr(ρ†ρ), which is a Hermitian matrix [1].
In Fig. 4, we consider a GHZ state mixed with white
noise ρ0 = (1−ǫ)|GHZ3〉〈GHZ3|+ǫIs/8, where 0 ≤ ǫ ≤ 1
FIG. 4. (a) Log-log plot of trace distance as a function of N
for ǫ = 0.1, 05, and 0.8. (b) Trace distance as a function of ǫ
for a fixed N = 105. Here, we consider the GHZ3 state with
white noise. Two configurations C1 and C2 are plotted and
compared.
is the white noise. We also fix σ = 0.05 in the state-
postselection error |k〉. It can be seen that the trace dis-
tance behaves similarly to the case of pure states, where
it comes to saturate for large N whenever the noise is
presented. For ǫ = 0 or small ǫ as we show here, the
results from C1 are better than those from C2. It can be
explained by looking at the interaction again. Thereby,
the interaction Uk from C2 contains the noise hidden in
{|k〉}, while also keep in mind that there is no advantage
of scan-free technique for C2 to over C1 because they are
both carrying the scan-free process. As a result, C2 is
less accurate than C1.
IV. DISCUSSION
We discuss the role of the state-preparation error on
the efficiency of quantum state tomography. For a given
quantum state without noise |ψ〉 =∑n ψn|n〉, where ψn
is unknown, from the quantum estimation theory, for
each n, we evaluate the Quantum Fisher Information
(QFI) by
Qn = 4
[ 〈∂ψ|
∂ψn
|∂ψ〉
∂ψn
−
∣∣∣〈∂ψ|
∂ψn
|ψ〉
∣∣∣2],
= 4
[
1− |ψn|2
]
. (12)
The total QFI is Q =
∑
nQn = 4(d − 1), which is
the maximum information that a measurement can gain.
Similarly, if a quantum state contains some noises given
by |ψ′〉 = 1N
∑
n
(
ψn+δn
)|n〉 as in Eq. (3), the total QFI
is (see Appendix C)
Q′ =
4
N 2 (d− 1), (13)
where N is the normalization constant. If there is no
noise, N = 1, then Q′ = Q.
To evaluate the efficiency of the measurement, we can
define the variances ∆2ψ ∝ Q−1 and ∆2ψ′ ∝ [Q′]−1 for
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FIG. 5. The variances ∆2 for two cases of without noise
(∆2ψ) and with noise (∆2ψ′) as functions of the normaliza-
tion constant N at d = 8. Here, N obeys the normal distribu-
tion as numerically shown by the cyan normalized histogram
(bottom-right axes.) The histogram was obtained from a ran-
dom state for d = 8. Highlighted areas represent the differ-
ential between ∆2ψ and ∆2ψ′ curves, and can be calculated
by taking the integral under these curves that bounded by
a certain range of non-zero N . Inset: an illustration of dis-
tribution regions for the true state and the state-preparation
error. Ideally, the reconstructed states will locate around the
measured state which form a so-call distribution region. The
orange dot and its rounded circle are the measured state and
the distribution region when the measured state is the true
state |ψ〉, likewise for the state-preparation error indicated by
the green dot and the distribution region is the green circle.
cases of without and with noise, respectively. In Fig. 5,
we examine the variances versus N for d = 8. It can be
seen that ∆2ψ = 1/28 is a constant, while ∆2ψ′ < ∆2ψ
for N < 1 and ∆2ψ′ ≥ ∆2ψ for N ≥ 1. In other words,
the state-preparation error can gain more information for
N < 1 while it loses information for N > 1.
Furthermore, for a normal distribution of δn in |ψ′〉,
the normalization constant N will also obey the normal
distribution as we simulate by the cyan curve in Fig. 5 for
a random state d = 8. Now, if we compare these results
for two cases of N < 1 and N > 1 under the statisti-
cal distribution of N (highlighted areas), then it always
shows ∆2ψ′ ≥ ∆2ψ. The highlighted areas are given by
the integral under the curves ∆2ψ and ∆2ψ′ and bounded
by a certain range of non-zero N , i.e., N ∈ [0.5, 2.0] as
can be seen from the figure. This result implies that the
variance with noise is larger than that one without noise.
When increasing the noise parameter σ, the distribution
of N shifts toward the right, which results in the increas-
ing of ∆2ψ′ in the right highlighted area and decreasing
in the left highlighted area, and thus losing the accuracy.
In the inset figure, we illustrate the distribution regions
for these two cases of |ψ〉 and |ψ′〉. Here, the orange dot is
the true state |ψ〉, and the orange circle is the distribution
region where the reconstructed states |ψ˜〉 are located,
likewise for the green dot indicates the noisy state |ψ′〉
and the distribution region of the reconstructed states
|ψ˜′〉 is the green circle. There are situations (indicated
by the lime area) that a reconstructed state |ψ˜′〉 is better
than |ψ˜〉. Those cases link to N < 1 in the main figure.
Inversely, the cyan area indicates those situations that
|ψ˜′〉 is worse than |ψ˜〉 which connects to N > 1 in the
main figure. The illustration of those distribution regions
thus directly leads to two different cases of N as can be
seen from the main figure.
Overall, the state-preparation error gives less efficiency
whenever the noise is presented regardless of how good
measurement equipment is. We do expect that appro-
priate optimal techniques including quantum error cor-
rection and neural network architectures could help to
eliminate the SPAM errors [34–36].
V. CONCLUSION
We have numerically investigated the accuracy of the
direct quantum state measurement (DSM) under the
state-preparation-and-measurement (SPAM) errors by
using quantum controlled measurements. We found that
when the state-preparation error is presented, the mea-
surement schemes give less accuracy due to the bias be-
tween the true state and the state to be measured (the
state that contains the error.) Nevertheless, the state-
postselection error gives a significant effect on the mea-
surement configurations, especially when combining with
scan-free techniques in the DSM. It thus guides us to
choose an appropriate configuration (C1 or C2) regard-
ing the quantum system (mixed or pure.) We thus be-
lieve that our study provides an urgent outcome for un-
derstanding the effect of SPAM errors on quantum state
tomography. Further studies in this field could be using
error correction schemes and neural network architecture
to eliminate SPAM errors.
ACKNOWLEDGMENTS
This work was supported by JSPS KAKENHI Grant
Number 20F20021 and the Vietnam National University
under Grant Number QG.20.17. LBH would like to thank
Shikano for pointing out Ref. [27].
6Appendix A: Quantum controlled measurements for pure states
We consider the initial joint state of the target system and the control qubit probe as |Ψ〉 = |ψ′〉 ⊗ |ξ〉, where
|ψ′〉 = 1N
d−1∑
n=0
(
ψn + δn
)
|n〉 =
d−1∑
n=0
ψ′n|n〉, and (A1)
|ξ〉 ≡ |+〉 = 1√
2
(
|0〉+ |1〉
)
, (A2)
where N is the normalization factor, ψ′n = ψn+δnN , and δn = 1σ√2pi exp[− 12 ( rσ )2].
For C1
For C1, the interaction is given by
Un =
(
Is − |n〉〈n|
)⊗ |0〉〈0|+ |n〉〈n| ⊗ |1〉〈1|. (A3)
After the interaction, the joint state becomes
Un|Ψ〉 = 1√
2
[ d−1∑
m=0
ψ′m|m〉 − ψ′n|n〉
]
⊗ |0〉+ 1√
2
ψ′n|n〉 ⊗ |1〉. (A4)
We postselect the target system onto a conjugate basis
|c′0〉 =
1
M
d−1∑
m=0
(1 + δm)|m〉 =
d−1∑
m=0
cm|m〉, (A5)
where M is the normalization factor, and cm = 1+δmM . The final control qubit state is given by
|η〉 = (〈c′0| ⊗ Ip)Un|Ψ〉
=
1√
2
[(
Γ− cnψ′n
)|0〉+ cnψ′n|1〉], (A6)
where Γ =
∑d−1
m=0 cmψ
′
m.
Finally, we measure the control qubit probe in the Pauli bases |j〉 ∈ {|0〉, |1〉, |+〉, |−〉, |L〉, |R〉}, where |±〉 =
1√
2
(|0〉 ± |1〉), |L〉 = 1√
2
(|0〉+ i|1〉), |R〉 = 1√
2
(|0〉 − i|1〉). The corresponding probabilities Pj = |〈j|η〉|2 explicitly give
P0 =
1
2
[
Γ2 − 2cnΓReψ′n + c2n|ψ′n|2
]
, (A7)
P1 =
1
2
c2n(ψ
′
n)
2, (A8)
P+ =
1
4
Γ2, (A9)
P− =
1
4
[
Γ2 − 4ΓcnReψ′n + 4c2n|ψ′n|2
]
, (A10)
PL =
1
4
[
Γ2 − 2ΓcnReψ′n + 2Γcn Imψ′n + 2c2n|ψ′n|2
]
, (A11)
PR =
1
4
[
Γ2 − 2ΓcnReψ′n − 2Γcn Imψ′n + 2c2n|ψ′n|2
]
. (A12)
As a result, the real and imaginary parts of the amplitude ψ′n are reproduced as
Reψ′n =
P+ − P− + 2P1
cnΓ
, and Imψ′n =
PL − PR
cnΓ
. (A13)
7For C2
For C2, the interaction is given by
U = (Is − |c′0〉〈c′0|)⊗ |0〉〈0|+ |c′0〉〈c′0| ⊗ |1〉〈1|. (A14)
The joint state after the interaction is given by
U |Ψ〉 = 1√
2
[ d−1∑
m=0
ψ′m|m〉 −
d−1∑
m=0
ψ′mcm|c0〉
]
⊗ |0〉+ 1√
2
[ d−1∑
m=0
ψ′mcm|c0〉
]
⊗ |1〉. (A15)
After the interaction, the target system is postselected onto the basis |n〉 while the remaining state of the control
qubit probe is given as
|η〉 = 1√
2
[(
ψ′n − cnΓ
)|0〉+ cnΓ|1〉]. (A16)
Measuring the control qubit probe in the Pauli bases as above, we obtain
P0 =
1
2
[
|ψ′n|2 − 2cnΓReψ′n + c2nΓ2
]
, (A17)
P1 =
1
2
c2nΓ
2, (A18)
P+ =
1
4
|ψ′n|2, (A19)
P− =
1
4
[
|ψ′n|2 − 4cnΓReψ′n + 4c2nΓ2
]
, (A20)
PL =
1
4
[
|ψ′n|2 − 2cnΓReψ′n + 2cnΓImψ′n + 2c2nΓ2
]
, (A21)
PR =
1
4
[
|ψ′n|2 − 2cnΓReψ′n − 2cnΓImψ′n + 2c2nΓ2
]
. (A22)
Then, we have
Reψ′n =
P+ − P− + 2P1
cnΓ
, and Imψ′n =
PL − PR
cnΓ
. (A23)
Appendix B: Quantum controlled measurements for mixed states
We consider the joint state ρ as following
ρ = ρ0 ⊗ |+〉〈+|, with ρ0 =
d−1∑
n,m=0
ρnm|n〉〈m|. (B1)
For C1
The interaction operator is given the same as above:
Un =
(
Is − |n〉〈n|
)⊗ |0〉〈0|+ |n〉〈n| ⊗ |1〉〈1|. (B2)
After the interaction, the joint state evolves to
ρ′ = UnρU †n , (B3)
8which is explicitly written as
ρ′ =
[
ρ0 −
( d−1∑
m=0
ρnm|n〉〈m|+ c.c
)
+ ρnn|n〉〈n|
]
⊗ 1
2
|0〉〈0|
+
[ d−1∑
m=0
ρmn|m〉〈n| − ρnn|n〉〈n|
]
⊗ 1
2
|0〉〈1|
+
[ d−1∑
m=0
ρnm|n〉〈m| − ρnn|n〉〈n|
]
⊗ 1
2
|1〉〈0|
+
[
ρnn|n〉〈n|
]
⊗ 1
2
|1〉〈1|. (B4)
After postselecting this state onto
|k〉 = 1M
d−1∑
m=0
ei2pimk/d(1 + δm)|m〉, (B5)
the final state of the control qubit probe becomes
ρ′′ = 〈k|ρ′|k〉 =
(
ρ′′00(n, k) ρ′′01(n, k)
ρ′′10(n, k) ρ
′′
11(n, k)
)
. (B6)
Explicitly,
ρ′′00(n, k) =
1
2
[ d−1∑
n,m=0
ρnme
i2pi(m−n)k/dcmcn)−
( d−1∑
m=0
ρnme
i2pi(m−n)k/dcncm + c.c
)
+ ρnnc
2
n
]
(B7)
ρ′′01(n, k) =
1
2
[ d−1∑
m=0
ρmne
i2pi(n−m)k/dcncm − ρnnc2n
]
(B8)
ρ′′10(n, k) = [ρ
′′
01(n, k)]
∗ (B9)
ρ′′11(n, k) =
1
2
ρnnc
2
n, (B10)
where cm =
1
M (1 + δm), and c.c stands for ‘complex conjugate.’
Using Fourier transformation on ρ′′10(n, k), we obtain
ρnm ∝
1
cncm
[
dδn,mρ
′′
11(n, k) +
d−1∑
k=0
ei2pi(n−m)k/dρ′′10(n, k)
]
. (B11)
To get ρ′′10(n, k) and ρ
′′
11(n, k), the control qubit is measured as follows:
ρ′′10(n, k) =
1
2
[
(P+ − P−) + i(PL − PR)
]
, and (B12)
ρ′′11(n, k) = P1, (B13)
where Pj = Tr[|j〉〈j|ρ′′] is the probability when measuring the control qubit probe in different bases.
For C2
In this case, the interaction is
U =
(
Is − |k〉〈k|
)⊗ |0〉〈0|+ |k〉〈k| ⊗ |1〉〈1|. (B14)
After applying this interaction U , the initial joint state becomes
ρ′ = UρU †, (B15)
9which is explicitly given as
ρ′ =
[
ρ0 −
d−1∑
n,m=0
ρnmcme
i2pikm/d|n〉〈k| − |k〉
d−1∑
n,m=0
ρnmcne
−i2pikn/d〈m|+
d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d|k〉〈k|
]
⊗ 1
2
|0〉〈0|
+
[ d−1∑
n,m=0
ρnmcme
i2pikm/d|n〉〈k| −
d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d|k〉〈k|
]
⊗ 1
2
|0〉〈1|
+
[
|k〉
d−1∑
n,m=0
ρnmcne
−i2pikn/d〈m| −
d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d|k〉〈k|
]
⊗ 1
2
|1〉〈0|
+
[ d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d|k〉〈k|
]
⊗ 1
2
|1〉〈1|. (B16)
Next, we post-select this state onto bases {|n〉}
ρ′′n = 〈n|ρ′|n〉 =
(
ρ′′00(n, k) ρ
′′
01(n, k)
ρ′′10(n, k) ρ
′′
11(n, k)
)
. (B17)
Explicitly,
ρ′′00(n, k) =
1
2
[
ρnn −
( d−1∑
m=0
ρnmcmcne
i2pik(m−n)/d + c.c.
)
+
( d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d
)
c2n
]
, (B18)
ρ′′01(n, k) =
1
2
[( d−1∑
m=0
ρnmcmcne
i2pik(m−n)/d
)
−
( d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d
)
c2n
]
, (B19)
ρ′′10(n, k) = [ρ
′′
01(n, k)]
∗, (B20)
ρ′′11(n, k) =
1
2
[ d−1∑
n,m=0
ρnmcncme
i2pik(m−n)/d
]
c2n. (B21)
Using Fourier transformation on ρ′′01(n, k) we obtain:
ρnm ∝
1
cmcn
[ d−1∑
k=0
ei2pik(n−m)/d
(
ρ′′01(n, k) + ρ
′′
11(n, k)
)]
, (B22)
where ρ′′01(n, k) is obtained by measuring the control qubit probe as follows:
ρ′′01(n, k) =
1
2
[
(P+ − P−)− i(PL − PR)
]
. (B23)
Appendix C: Quantum Fisher Information
In this section, we show how to calculate the total quantum Fisher information (QFI) for |ψ′〉 state:
|ψ′〉 = 1N
d−1∑
n=0
(
ψn + δn
)|n〉, (C1)
where ψn is unknown. The normalization constant is
N 2 =
d−1∑
n=0
∣∣∣ψn + δn∣∣∣2. (C2)
10
The Quantum Fisher Information (QFI) is given by
Q′n = 4
[ 〈∂ψ′|
∂ψn
|∂ψ′〉
∂ψn
−
∣∣∣〈∂ψ′|
∂ψn
|ψ′〉
∣∣∣2],
= 4
[ 1
N 2 −
∣∣∣ 1N 2 (ψn + δn)
∣∣∣2],
=
4
N 2
[
1− 1N 2
∣∣∣ψn + δn∣∣∣2], (C3)
Then, the total QFI is
Q′ ≡
d−1∑
n=0
Q′n =
4
N 2 (d− 1). (C4)
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