Abstract. Numerous researches on Music Information Retrieval (MIR) have been estimated and linked with sparse representation method, few has paid enough attention on the application of compressive sensing and how it affects the reconstruction of MIR. This paper provides solid theoretical and various empirical evidence on the conceptualization, theoretical development, and implication of Compressive Sensing (CS), which to great extent, contributes to the application of the Music Information Retrieval.
Introduction
This paper describes the theoretical development of Compressive Sensing (CS) study suggested in the past literature and identifies the need for investigating deficiencies of current audio fingerprinting research. By reviewing researches of audio fingerprint and music information retrieval (MIR) that is affected by Compressive Sensing, we can see a transparent linkage between Compressive Sensing theory and Music Information Retrieval system. Therefore, we create a new application CS-MIR to explore more sophisticated issues related so as to generate more practical results for future music information researchers, within which the theoretical perspectives and empirical evidences derived from compressive sensing technologies as a new application related to MIR will be embedded in the discussion of this new theory. In this paper, we conclude that some evidence prove that the new CS-MIR application could be the feasible solution for music classification and music recognition technologies.
Deficiencies Of Existing Work In Audio Fingerprinting

Feature Extraction
When the sampling signals of audio items are obtained, the next step is to extract features from the audio item. The goal of feature extraction is to simplify a large amount of data required to a small size for describing accurately. For the audio fingerprinting system, the extraction of features, which provide direct access to differentiating different items, is extremely crucial. As to the fingerprint extraction, some studies have explored various kinds of features that are robust to distortions, while the others mainly make an analysis on establishing a precise statistical fingerprint model and more appropriate distance measurements to improve the robustness of the system. Both approaches can achieve robust recognition.
Based on the outcome of these theoretical investigations, some practical audio fingerprinting systems are established, such as the Foosic Algorithm. It comes from Foosic, which is a free and open content project and employs its own free fingerprinting technology named libFooID. As to its feature extractor, firstly, all test music data converted to 32-bit float format and then down mixed to mono, and subsequently the next 100 seconds of audio data feed into a res-ampler to obtain 90 seconds of 8000Hz sampled output. The output is then converted into a frequency spectrum by using a Hann-windowed DFT (here a custom Split-Radix FFT routine used) applied to 8192 sample blocks. By the above processing, a 90 seconds audio turns into 87 frames with frequency spectra. Another example is the "Audio Spectrum Flatness" LLD (Low Level Descriptor) which uses a time-to-frequency mapping and some further computation on a block by block basis to generate an MPEG-7 compliant fingerprint. The fingerprint is based on the calculation of the Spectral Flatness Measure (SFM).
Fingerprint Modelling
Many works on audio fingerprint have discussed the modelling of audio fingerprints, and in most of the present fingerprint models, fingerprints are modelled as a series of binary numbers [1] . For example, Haitsma et al. moulded the fingerprint database as binary vectors. When testing an unknown audio, the fingerprints of the test audio are compared with the fingerprints of the other items in the database, and then the item which presents a low bit-error rate (BER) (commonly a certain threshold is set beforehand) is chosen. As mentioned above, the sign of the energy difference between the frame and block energies are taken as the fingerprint by Venkatachalam et al. This is the most fundamental approach for the fingerprint modelling.
Recently the researchers are aware of the importance of establishing a statistic model for the extracted features of audio clips or audio clips themselves, because the fingerprints should perform a dimensionality reduction of the original data significantly, provide accurate discrimination for different audio clips, and be invariant to distorted versions. For example, Kulesh et al. [3] . have used Melfrequency spectral coefficients (MFCC) as the features of fingerprints, and the features are then modelled by a Gaussian mixture models (GMM). According to Cano et al. and Batlle et al. [2] , the fingerprints are modelled as a sequence of hidden Markov models (HMM). Firstly, an alphabet of sounds describing an audio song (or item, clip) is extracted, and then these audio units are modelled with hidden Markov model. The unknown audio songs and the set of songs are divided into these audio units; these audio units are ended up with some symbols for the unlabelled song and a database of sequences representing the original songs. The unlabelled song is recognized using the Viterbi decoding of the unlabelled item fingerprint against the repository of fingerprints. In paper [4] , Arunan Ramalingam et al. designed fingerprints by modelling the audio clip as a Gaussian mixture models (GMM). In paper [5] , Hui Lin, et al. modeled the fingerprint with precise common component Gaussian mixture models (CCGMMs). By stabling these statistical models for audio clips, more accurate recognition of audio items can be obtained.
Search Method for Efficient Matching
Recognition of fingerprints relies on the fingerprint matching technology. Item matching is another important aspect in audio fingerprints, which is based on the distance measurement to decide which item in the database is mostly matching to the item. So the distance measurement for comparing fingerprints is also an important problem to be addressed in the fingerprint matching. In the available audio fingerprinting system, fingerprint matching is often performed using the square of the Euclidean distance for a fast computation and mathematical tractability for analysis. The Euclidean distance between vectors f and g is defined as:
Some other distance metric can also be considered in the system such as L1, L2 and KL metric. Once the measurement is determined, we will use the distance measurement to perform an efficient searching. It is very important for the fingerprinting algorithm that the algorithm needs both few bit errors and efficient searching [6] . In the well-known audio fingerprints systems, some searching algorithms are employed.
Philip Database search: a two-phase search algorithm that is based on only performing full fingerprint comparisons at candidate positions pre-selected by a sub-fingerprint search. 
Rationalization of Compressive Sensing Model
Just as we have discussed above, the dimension reduction of musical signals are very important in audio fingerprinting and musical classification. Now many dimension reduction approaches have been proposed, such as LCA, which is a non-linear dimensionality reduction method, and NMF (Non-Negative Matrix Factorization) method. Compressive sensing theory provides a random measurement of signals, and proves to be able to not lose the information of the signals under the condition of enough number of measurement and incoherence between the measurement matrix and the transform matrix. Consequently, it is a natural compressive process of signals, which can also be regarded as the process of dimension reduction. Different with LCA and NMF, it is a linear method, which is characteristic of easy realization. In this section, firstly we present a detailed introduction on the compressive sensing theory. Considering a real valued signal x (with length N), given that it is K-sparse in the sparse basis matrix ψ . Then considering an M×N measurement (random or determined) matrix φ (here M<<N, M is far less than N), where the rows of ψ are incoherent with the columns of ψ . In terms of matrix notation, we have x ψ α = , in which α can be approximately using only K<<N (K is far less than N) nonzero entries. The compression sensing theory states that such a K-sparse signal x can be reconstructed by taking only ( log )
number of liner, non-adaptive measurements, which can be described as follows:
where y represents an M×1 sample vector, A φ ψ = is an M×N matrix. From it we can see that the implementation of compression sensing of a signal can be divided into three steps: first, transform the signal x to some sparse domain to make it K sparse under certain dictionary; second, make an observation of the sparse transformation coefficients to obtain the measurements; third, apply an optimization algorithm to retrieve the sparse coefficients, and then recover the original signal x. From the model we can see that there are three important things in realizing a compressive sensing of signals, that is, finding a representation space in which the signal is sparse, determining a measurement matrix that is incoherent with the transform matrix, and using an efficient optimization algorithm to recover the sample from the limited number of measurement. In the following we discuss the measurement and optimization.
The Measurements Basis Matrix
The measurement basis matrix φ must allow the reconstruction of the length N signal from M<N measurement (the vector y). From the model we can see that M<N, so this problem appears to be an ill-conditioned problem. If, however, x is K-sparse in a given space and the K locations of the nonzero coefficients in are known, then the problem can be solved provided that M K, a necessary and ≥ sufficient condition for this poorly defined problem to be well conditioned is that, for any vector v sharing the same K nonzero entries as and for some 0 ε > , the following equation has to be satisfied,
That is, the matrix A must preserve the lengths of these particular K-sparse vectors. Of course, in general the locations of the K nonzero entries in are not known. However, a sufficient condition for a stable solution for both K-sparse and compressible signals is that the matrix A satisfies the above formula for an arbitrary 3K-sparse vector v. This condition refers to as the restricted isometry property (RIP condition) [7] . Paper [8] said that if the measurement matrix is incoherence with the sparse basis matrix ψ , it means that the rows { } i φ of φ cannot sparsely represent the columns { } i ψ of ψ , so the matrix A will have the restricted isometry property.
The Optimization Based Reconstruction
To recover the signals from the measurement of signals, one should use some optimization algorithms to reconstruct the signal. Reconstruction aims to get the recovered signal from measurements y making use of the sparse prior or compressibility of signal. Although the sampling process is simply a linear projection, the reconstruction algorithm is highly non-linear. The step of reconstruction is equivalent to find the signal's sparse coefficient vectors α , which can be written as 0 l optimization:
where 0 α represents the number of nonzero elements in vector α . But unfortunately the above equation is in general NP-hard. So the basis pursuit (BP) [16] optimization aims to minimize 1 l :
where
There are many optimization algorithms to solve the above problem, and some fundamental algorithm includes the greedy pursuit based algorithm, orthogonal greedy pursuit based algorithm, convex optimization algorithm and some variation of them. For two-dimensional images, another popular reconstruction algorithm is through the minimization of total variation (often called as the min-TV method), which offer the reconstructed images with better visual quality at much higher computational cost. Several fast greedy algorithms have also been proposed, such as the matching pursuit algorithm and orthogonal matching pursuit (OMP), the stage-wise orthogonal matching pursuit (StOMP) and iterative thresholding. In this dissertation, the two compressive sensing based technologies are both based on the above model. Taking the iterative hard thresholding (IHT), a remarkably straightforward and rapid nonlinear signal reconstruction algorithm, as an example, it involves the application of the operators φ and T φ once in each iteration, the iteration operation of updating the estimation of x can be described as:
After iteration, the image is first transformed through ψ to yield α . Then, the largest K coefficients of were kept, while the rest were set to zeros [11] . After that, the inverse transform of the linear sparse transformation matrix 1 ψ − is applied to yield the reconstructed image. In this optimization algorithm, the initial solution influences the final result to a large scale. We can refer to [10] for other crucial factor about the sensing method and recovery optimization algorithm.
Empirical Results of Implications of Compressive Sensing on MIR
As to the applications of audio fingerprints, several practical requirements have been discussed to realize a successful audio fingerprinting system. Firstly, reliable audio fingerprinting is desirable in automatic music recognition. The audio fingerprinting system should be capable of identifying the distorted or corrupted audio clips in the case of degradations, that is, the system should be very robust.
Robust fingerprint extraction method should be capable of dealing with severe degradations such as audio compression and large signal-to-noise ratios should be employed to represent the musical signal.
Secondly, it should identify the clips of the item in the database in a few seconds, that is, the system should be time efficient or an audio fingerprinting system should be compact, finally, the system should be of low computational complexity in forming the fingerprints and matching algorithm for finding the best match item in the database. [10] proposed a general framework for what we call compressive signal processing (CSP), an alternative approach in which signal processing problems are solved directly in the compressive measurement domain without first resorting to a full scale signal reconstruction. They concluded from their empirical results that detection, classification, and estimation enable the extraction of information from the samples, while the filtering enables the removal of irrelevant information and separation of signals into distinct components. While these choices do not exhaust the set of canonical signal processing operations, they believe that they provide a strong initial foundation. In practical applications of compressive sensing, an alternative approach has been made by [11] . as a new spectral compressive sensing (SCS) theory for general frequencysparse signals, by which their new SCS algorithms significantly outperform the current state-of-the-art CS algorithms while providing provable bounds on the number of measurements required for stable recovery. Compared with this method, other researchers also attempted to introduce a fast and efficient framework for practical compressive sensing, on which the framework is mainly based a novel design of Structurally Random Matrix (SRM). This framework showcases that the number of measurements for exact signal reconstruction is almost minimal. Simulation results with several interesting SRM under various practical settings are also presented to verify the validity of the theory as well as to illustrate the promising potentials of the proposed framework.
After summarizing recent results of how random Toeplitz and Circulant matrices can be easily (or even naturally) realized in various applications, [12] have introduced fast algorithms for reconstructing signals from incomplete Toeplitz and circulant measurements; and exhibited computational results showing that Toeplitz and circulantmatrices are not only as effective as random matrices for signal encoding, but also permit much faster signal decoding. [13] then conducted a high frequency analysis of (probabilistic) recoverability by the L1-based minimization/regularization principles, in which the absence of noise has shown that the L1-based solution can recover exactly the target of sparsity up to the dimension of the data either with the multiple-input-multiple-output (MIMO) measurement for the Born scattering or with the singleinput-multiple-output (SIMO)/ multiple-input-single-output (MISO) measurement for the exact scattering. Meantime, a numerical exploration of compressed sampling theory has come into being, driven by a new greedy pursuit algorithm that computes sparse vectors that are difficult to recover; although it allows us to challenge theoretical identifiability criteria based on poly-topes analysis and on restricted isometry conditions, the theoretical analysis without resorting to MonteCarlo sampling tends to avoid worst case scenarios. Based on intentional aliasing of the frequency components of the periodic signal while the reconstruction algorithm exploits recent advances in sparse representations and compressive sensing, [14] address the problem of sub-Nyquist sampling of periodic signals and show designs to capture and reconstruct such signals, concluding that for such signals the Nyquist rate constraint can be imposed on strobe-rate rather than the sensor-rate. Although numerous works have emphasized on measuring inequalities of randomized compressive operators, Wakin, et al. took endeavour to derive a concentration of measure bound for block diagonal matrices where the nonzero entries along the main diagonal blocks are subGaussian random variables, concluding that the concentration exponent, in the best case, scales as that for a fully dense matrix and that the energy distribution of the signal plays in distinguishing the best case from the worst. In the paper [15] authors discussed a streaming CS framework and greedy reconstruction algorithm, the Streaming Greedy Pursuit (SGP), to reconstruct signals with sparse frequency content, in which their experimental results on very long signals demonstrate the good performance of the SGP for validation. To further probe the compressed sensing issue, the paper [16] considered the problem of estimating a sparse signal from a set of quantized, Gaussian noise corrupted measurements by employing two methods and finding that compressed sensing can be carried out when the quantization is very coarse. The recent theory of Compressed Sensing states that a signal, e.g. a sound record or an astronomical image, can be sampled at a rate much smaller than what is commonly prescribed by Shannon-Nyquist. The sampling of a signal can indeed be performed as a function of its intrinsic dimension" rather than according to its cut-off frequency. Probabilistic matching pursuit for compressive sensing has recently caught some attention by certain researchers, who overturned a previous held assumption in compressive sensing research. A novel matching pursuit algorithm has been presented that uses the measurements to probabilistically select a subset of bases that is likely to contain the true bases constituting the signal. The algorithm is successful in recovering the original signal in cases where deterministic matching pursuit algorithms fail. It is also known that exact recovery is possible where the number of nonzero coefficients is up to one less than the number of measurements.
Recent results in compressed sensing show that a sparse or compressible signal can be reconstructed from a few incoherent measurements. Since noise is always present in practical data acquisition systems, sensing and reconstruction methods are developed assuming a Gaussian (light-tailed) model for the corrupting noise. However, some researchers have found that when the underlying signal and measurements are corrupted by impulsive noise, commonly employed linear sampling operators fail to recover a close approximation of the signal, in this case, they proposed robust methods for sampling and reconstructing sparse signals in the presence of impulsive noise by employing nonlinear measurement operator based on the weighted myriad estimator and a geometric optimization method. Their simulation results demonstrate that the proposed robust methods significantly outperform commonly used compressed sensing sampling and reconstruction methods in impulsive environments, at the same time, providing comparable performance in less demanding environments. As the development of the sparse signal recovery research, some researchers [17] have focused on an optimal decentralized algorithm that demonstrates its application in monitoring localized phenomena exploiting energy-constrained large-scale wireless sensor networks. In their proposed algorithm, simulation results just corroborate with previous research outcomes that the sensing performance is globally optimal and attains a high spatial resolution commensurate with the node density of the original network containing both active and inactive sensors. Other researchers [18] studied the number of measurements required to recover a sparse signal in Cm with L nonzero coefficients from compressed samples in the presence of noise and proved that O (L) (an asymptotically linear multiple of L) measurements are necessary and sufficient if L grows linearly as a function of M. This result improves on the existing literature that is more focused on variants of a specific recovery algorithm based on convex programming and that O (L log (M-L)) measurements are required in the sub-linear regime (L = o (M)). Another group of researchers [16] introduced a model-based Compressive Sensing theory that parallels the conventional theory and provides concrete guidelines on how to create model-based recovery algorithms with provable performance guarantees. This paper highlights a new class of structured compressible signals along with a new sufficient condition for robust structured compressible signal recovery that they dub the restricted amplification property, which is the natural counterpart to the restricted isometry property of conventional CS. Recovering or estimating the initial state of a high-dimensional system can require a potentially large number of measurements. Those researchers Error: Reference source not found extrapolated how this controversial issue can be significantly brought down as to certain linear systems when randomized measurement operators are utilised, upon which their work builds resent results from field of Compressive Sensing with a high-dimensional signal containing few nonzero entries that can be efficiently recovered from a small number of random measurements, and they also illustrate their results with simple case study of a diffusion system. Aside from permitting recovery of sparse initial states, their analysis has potential applications in solving inference problems such as detection and classification of more general initial state. There is one aspect pertaining to compressive sensing principles that mainly concerns iterative sparse recovery for inverse and ill-posed problems, researchers in this field have developed their results by providing compressed measurement models for ill-posed problems and recovery accuracy estimates for sparse approximations of the solution of the underlying inverse problem. The main ingredients are formulations that allow the treatment of ill-posed operator equations in the context of compressively sampled data, on which Tikhonov variational and constrained optimization formulations are relied. One important breakthrough to the classical compressive sensing framework lies in the area which the incorporation of joint sparsity measures allow the treatment of infinite dimensional reconstruction spaces, thereby to reassert that theoretical results are furnished with a number of numerical experiments.
Compressive sensing is an emerging field based on the revelation that a small collection of linear projections of a sparse signal contains enough information for stable, sub-Nyquist signal acquisition. When a statistical characterization of the signal is available, Bayesian inference can complement conventional CS methods based on linear programming or greedy algorithms. In recently years, belief propagation (BP) decoding has been utilized to perform approximate Bayesian inference, which implies the CS encoding matrix as a graphical model and that fast computation can be obtained by reducing the size of the graphical model with sparse encoding matrices. And simulation results show that focusing on a two-state mixture Gaussian model will not prevent CS-BP from being easily adapted to other signal models.
Conclusion
In conclusion, this paper has explored theoretical foundation and development of compressive sensing model, and has elaborated on how it affects music information retrieval (MIR) system. This paper also reviewed the requirements for compressive sensing by illustrating their natural fit to MIR, and by illustrating and critically analysing four applications of Compressive Sensing in MIR. The paper placed great emphasize on an intuitive understanding of compressive sensing by describing the compressive sensing reconstruction as a process of interference cancellation. There is also a focus on the extrapolation of the driving factors in its applications, ranging from limitations imposed by feature extraction, the characteristics of fingerprint modeling, effective matching concerns in MIR, to practical fingerprint systems and its feasibility. In the end, this paper summed up implications of compressive sensing as a fundamental and crucial theoretical basis and a syndicated branch of compressive sensing for further developing and deepening the further work in the Music Information Retrieval field.
Besides, along with revealing the fact that the concepts and approaches, points discussed potentially allow entirely new applications of Music Information Retrieval, we can conclude that CS-MIR is still in its infancy. Many crucial issues remain unsettled. These include: optimizing sampling trajectories, developing improved sparse transforms that are incoherent to the sampling operator, studying reconstruction quality in terms of clinical significance, and improving the speed of reconstruction algorithms. The important point is that complex tasks can be addressed easily in the sparse domain for large datasets and future work will explore other information retrieval tasks such as similarity search.
Music informatics researchers may recognise the majority of the signal representations and machine learning algorithms applied; however the source material has important differences from musical signals (e.g. its temporal structure) which necessitate differences in approach.
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