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Abstract We introduce a novel rule-based approach for
handling regression problems. The new methodology
carries elements from two frameworks: (i) it provides
information about the uncertainty of the parameters of
interest using Bayesian inference, and (ii) it allows the
incorporation of expert knowledge through rule-based
systems. The blending of those two different frameworks
can be particularly beneficial for various domains (e.g.
engineering), where, even though the significance of
uncertainty quantification motivates a Bayesian approach,
there is no simple way to incorporate researcher intuition
into the model. We validate our models by applying
them to synthetic applications: a simple linear regression
problem and two more complex structures based on partial
differential equations. Finally, we review the advantages
of our methodology, which include the simplicity of the
implementation, the uncertainty reduction due to the
added information and, in some occasions, the derivation
of better point predictions, and we address limitations,
mainly from the computational complexity perspective,
such as the difficulty in choosing an appropriate algorithm
and the added computational burden.
Keywords Probabilistic programming · Bayesian ·
Inference · AdvectionDiffusion · B-splines · Gaussian
Processes
1 Introduction
Expert knowledge elicitation and their incorporation in
statistical models play an important role in statistical
inference and evidence based decision making OHagan
(2019). Most methods, however, look at ways of express-
ing knowledge about an uncertain quantity in the form
of a (subjective) probability distribution. In this paper we
investigate the suitability of rule based systems as a frame-
work to integrate expert knowledge into statistical models.
In general, rule based systems like decision trees are
used as statistical models themselves and have seen wide
Address(es) of author(s) should be given
applicability in multiple applied domains Breiman et al.
(1984). Regression and classification trees commonly used
in such learning methods partition the input feature space
using hierarchical rules to map onto the target variable.
The interpretable nature of these tree-based models has
made them gain renewed traction in the quest for explain-
able machine learning models Lundberg et al. (2020). In
addition to the traditional variants of decision-tree learning
that provide point predictions, probabilistic counterparts
like Bayesian additive regression trees (BARTs) Chipman
et al. (2010) and Mondrian forests Lakshminarayanan
et al. (2016) have also been developed. The rules in
these systems are algorithmically generated through
recursive partitioning or other allied algorithms. Such
algorithmically generated rules may give high predictive
accuracy, but they are often non-intuitive. Moreover, in
traditional decision-tree based learning paradigms there
are no provisions for explicit incorporation of prior expert
rule bases which are often readily available in multiple
engineering application domains.
Standard Bayesian regression techniques that use hier-
archical models Gelman et al. (2013), Gaussian processes
(GPs) Rasmussen (2003) or splines De Boor et al. (1978),
offer alternative statistical approaches whereby incorpo-
ration of expert opinion is possible in the form of prior
distributions of model (hyper) parameters. However, ex-
pert elicitation methods generally do not incorporate prior
knowledge in the form of rules. A previous study con-
ducted by Pan and Bester (2017) focused on the impor-
tance of commonly available expert knowledge in engi-
neering domains which cannot be effectively incorporated
in traditional Bayesian modelling techniques.
In Section 2 we present the general framework of rule-
based systems and we demonstrate how expert knowledge
is encoded in the form of IFTHEN logic-based rules, but
can also be composed into more complex rule bases with
logic operations (AND, OR, NOT). In Section 3 we build
upon the study of Pan and Bester (2017) to provide a pure
probabilistic framework for expressing expert-elicited
rule bases in a Bayesian context: the framework can be
used in conjunction with standard statistical regression
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methods. Such an approach can be seen as leveraging the
best of both worlds, i.e. using interpretable rule-based
methods and taking advantage of the flexibility (and
consequently high predictive accuracy) of data-driven
regression methods. In Section 4 we develop intuition
with simple case studies and apply it to the case of more
complicated spatiotemporal differential equations to show
distinctive advantages of the proposed framework. In Sec-
tion 5 we address the shortcomings due to computational
complications and highlight relevant future work needed
in this area. Finally, in Section 6 we summarise the main
takeaways from our work, focusing on the flexibility and
simplicity of the new methodology and discuss the focus
of our future research.
2 Rule-based systems
Many popular data-driven algorithms (e.g. linear regres-
sion, spline regression) can easily be extended to their full
Bayesian counterparts, while others incorporate a form of
embedded uncertainty quantification (e.g. GPs). In real-
world applications, these Bayesian variations are widely
used, not only because they provide a principled way to
quantify system uncertainty, but also because they allow
for inclusion of the domain expertise in the form of con-
ventional informative priors. Unfortunately, converting ex-
pert knowledge into a prior distribution can be exception-
ally challenging, since it is not generally trivial to associate
external knowledge with data-driven model parameters.
As a result, there is not always an obvious approach
to incorporate insights and intuition (such as the structure
of the outputs, given the structure of the inputs) into the
prior distribution, and, therefore, researchers need to take
alternative actions to integrate this form of knowledge into
their systems. One such approach is the use of rule-based
systems.
Our rule-based definition includes systems that incor-
porate knowledge in the form of human-crafted rule base
Rk, which can be expressed as:
βkRk : if Ak1 ⊕Ak2 ⊕ · · · ⊕AkkT then Ck,
where βk is a dichotomous variable indicating the inclu-
sion of the kth rule in the system; Aki , i ∈ 1, 2, . . . , kT , is
the value of the ith antecedent attribute (cause) in the kth
rule; kT is the number of antecedent attributes used in the
kth rule; Ck is the consequent (effect) in the kth rule; and
⊕ ∈ {∨,∧} represents the set of connectives (OR, AND
operations) in the rules.
For rule-based Bayesian regression, we include a
logical-operator-based (AND, OR) combination of all
the rules to give rise to a composite rule base: i.e.,
βk = 1, ∀ k, and we use the quantity:
Rcomp := R1 ⊕R2 ⊕ · · · ⊕Rn.
Finally, in our context, the antecedent attributes are func-
tions of the inputs (e.g. summary statistics) and the conse-
quent is a function of the outputs. Concrete examples are
described in Section 4.
3 Methodology
We now aim to incorporate the rule-based system from
Section 2 into the standard Bayesian framework.
3.1 Rule-based Bayesian context
The posterior density in a typical Bayesian context, is pro-
vided by Bayes’ theorem:
p(β|x) = p(x|β)p(β)
p(x)
, (1)
where x are the data, β are the model parameters, p(x|β)
is the likelihood (a measure of goodness of fit of the model
to the data), and p(β) is the prior density accounting for
knowledge about the system before data are taken into ac-
count. The model evidence, p(x), otherwise known as the
marginal likelihood, acts as a normalising constant and is
also the probability of obtaining the observed data with the
effect of the parameters marginalized. Finally, p(β|x) is
the posterior density; it is the main quantity of interest and
it reflects our updated knowledge about the model param-
eters after we include the information from the observed
data.
Since the model evidence is generally difficult to com-
pute, we, instead, resort to the proportionality variation of
Bayes’ theorem:
p(β|x) ∝ p(x|β)p(β), (2)
which can be calculated using specific algorithmic classes,
such as Markov Chain Monte Carlo (MCMC) methods.
In order to combine the rule-based approach within
the Bayesian formalism, we modify the prior distribution.
Equation 2 then becomes:
p(β|x, r) ∝ p(x|β)p(β, r), (3)
where r is a random variable associated with the rule base,
and it is going to be explained in detail later. The joint dis-
tribution p(β, r) reflects our prior knowledge from the two
sources, namely (i) the conventional prior information re-
garding the model parameters β and (ii) the expert infor-
mation from the rules r. In order to compute this quantity,
we use the probability chain rule:
p(β, r) = p(r|β)p(β).
The conditional probability p(r|β) can be perceived as the
probability of obtaining the variable r given the proposed
model parameters β. Its effect is similar to that of hyper-
parameters in a conventional Bayesian hierarchical con-
text. In our simulations we use a beta distribution; r|β ∼
Beta(a, b), where different values of the parameters a and
b account for different levels of confidence in the rule base.
In practice, we pre-define a set or discretisation of rule-
input values that correspond to the rule antecedents. We
obtain the number of rule-input points that violate the rule
consequents (for a set of parametersβ) and we take its ratio
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to the number of all rule inputs. This ratio corresponds to
r|β.
Combining the two formulae, the (un-normalized) pos-
terior becomes:
p(β|x, r) ∝ p(x|β)p(r|β)p(β) (4)
We can extend the model, by using hyperparameters η
for the rules, which could account either for the structure of
the rules (antecedents and consequents) or the parameters
of the Beta distribution (a and b). With use of the proba-
bility chain rule and taking into account that β and η are
independent by structure, Equation 4 becomes:
p(β|x, r,η) ∝ p(x|β)p(r|β,η)p(β)p(η). (5)
3.2 Rule-based Gaussian process regression
In GP regression, the main quantity of interest is the
marginal likelihood Rasmussen (2003). For a set of inputs
x, a set of outputs y, i.i.d. Gaussian noise , and function
value f , we obtain the marginal likelihood by integrating
the product of a Gaussian likelihood p(y|f ,x) and the
GP prior p(f |x) with mean m(x) and covariance kernel
k(x,x′) over the function values f :
p(y|x) =
∫
f
p(y|f ,x)p(f |x) df , (6)
where
y = f(x) + ,
 ∼ N (0, σ2n)
f(x) ∼ GP(m(x), k(x,x′)).
Regarding predictions for new data x∗, the predictive
distribution, which has a Gaussian form, is used:
p(y∗|y) =
∫
p(y∗|f ,x)p(f |y) df . (7)
For x = y, β = f and considering that r depends on the
data, Equation 4 becomes
p(f |y, r) ∝ p(y|f ,x)p(f |x)p(r|f ,y,x)
∝ p(r,y,f |x). (8)
Ideally, following the standard GP regression, we
would integrate the RHS of Equation 8 with respect to f ,
in order to derive a variation of the marginal likelihood in
Equation 6:
∫
f
p(r,y,f |x) df = p(r,y|x).
Unfortunately, this is not possible in this case, since the
term p(r|f ,y,x) violates the conjugacy of the GP model.
As a substitute, we use a penalised version of the marginal
likelihood, by constructing a penalty based on the predic-
tion of a rule input. For this we employ
yr|y,f ,x,
which is the prediction of the rule output for data y and
specific function values f . Equation 8 becomes:
p̂(f |y, r) ∝ p(y|f ,x)p(f |x)p(r|yr). (9)
We calculate yr using summary statistics (e.g. the mean)
of an equivalent version of the predictive distribution in
Equation 7 for function values f . From Equation 9, we
derive the intuition for the pseudo-marginal likelihood:
p̂(y, r|x) = p(y|x)p(r|yr). (10)
Note that p̂(y, r|x) is not a Gaussian distribution. In prac-
tice, we use an optimisation technique in order to compute
the maximum a posteriori estimate (MAP), which corre-
sponds to the mode of the posterior distribution. In that
sense, the quantity p(r|yr) is equivalent to a penalty in
a penalised maximum likelihood setting. The process to
compute the pseudo-marginal likelihood in each step of the
optimisation technique of choice is presented in Algorithm
1.
Algorithm 1: Compute the pseudo-marginal likeli-
hood
while the optimisation algorithm has not converged do
Compute p(y|f ,x)p(f |x) for specific function values
f ;
Estimate the rule outputs yr from yr|y, f ,x for some
rule inputs xr and the function values f ;
Calculate the number of rule outputs that violate the rule
and divide with the total number of rule inputs;
Compute the rule penalty p(r|yr);
Compute the product p(y|f ,x)p(f |x)p(r|yr);
Update the values f ;
end
As in Section 3.1, we are going to use a beta distribu-
tion; r|yr ∼ Beta(a, b), which accounts for the level of
confidence in the rule base.
4 Applications
We here illustrate the use of our methodology with the
help of three synthetic applications. The first comprises
a simple linear model. In the second, data are generated
from a one-dimensional advection equation Bar-Sinai et al.
(2019), and we fit them with B-splines. Finally, in the third,
we use data from a two-dimensional advectiondiffusion
equation Hoyer and Zhuang (2020) and we use a GP re-
gression model. The results are produced using the PyMC3
Python package Salvatier et al. (2016) and the source code
has been made available online.1
1 https://github.com/alan-turing-institute/
rule-based-bayesian-regression
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Fig. 1 Linear regression data. The dark blue points are used for the
analysis.
4.1 Linear regression
In the following subsections, we first illustrate how the
synthetic data were produced from a simple linear model
and we present and compare the analyses for the standard
Bayesian linear regression, the rule-based Bayesian linear
regression with two different rule bases (one strict and one
non-strict) and, finally, the rule-based Bayesian linear re-
gression with hyperparameters.
For each case, we use a standard MetropolisHastings
MCMC Hastings (1970), with 4 chains of 100 500 itera-
tions each, from which the first 500 are treated as burn-
in. For the posterior plots we use thinning of 100. In to-
tal, 4000 iterations are used for the results. For the in-
tercept and slope priors, we use α ∼ N (0.5, 0.52) and
β ∼ N (0.5, 0.52) respectively.
4.1.1 Data
For this first application we produce synthetic linear data,
from which we use only a small portion for the analysis.
Our goal is to compensate for the lost information by
adding information from a rule base and to examine
changes in the predictive results and corresponding
uncertainty. We initially sample 500 random values within
the interval [0, 10]. We produce the corresponding labels
from the true regression line y = 1 + 2x + , where
 ∼ N(0, 32). From those points, we select only those
within the sub-interval [4, 5] which leaves 49 points for
the final analysis step. The outcome is shown in Figure 1.
4.1.2 Bayesian linear regression (BLR)
The results for the linear regression model are shown in
Figure 2. The true regression line is very close to the mean
posterior regression line. The absence of data, and conse-
quently, lack of information in the left and right sections of
the figure causes the uncertainty range to be significantly
larger, which is evident from the corresponding areas of the
posterior regression lines. Summary statistics of the poste-
rior parameters are shown in Table 1.
Fig. 2 Posterior regression lines. The red lines are realisations of
(thinned) samples of the MCMC chain. The yellow line is the mean
posterior regression line and the green line is the true regression line.
Fig. 3 Posterior regression lines for the rule-based regression (strict
rules). The red lines are realisations of (thinned) samples of the
MCMC chain.
4.1.3 Rule-based Bayesian linear regression with strict
rules (RBLR-s)
We now follow simple intuitions: (i) if the x value is small,
then the y value should be small and (ii) if the x value is
large, then the y value should be large. We assign specific
values that represent the above intuitions in a mathematical
manner. The rule base becomes:
R1 : if 0 ≤ x ≤ 1, then 0 ≤ y ≤ 4,
R2 : if 9 ≤ x ≤ 10, then 18 ≤ y ≤ 22.
and the composite rule base (Rcomp) is given by
Rcomp := R1 ∧ R2.
We also use the distribution r|β ∼ Beta(1, 100) that
reflects the level of our confidence in the rules. The form
of this distribution indicates a very high confidence in the
rule base.
The results are shown in Figure 3. We can observe that,
even though there is no apparent difference from the mean
prediction when compared to the standard Bayesian regres-
sion case (in both cases the mean prediction is very close
to the true regression line), the inclusion of the rules re-
duced the uncertainty significantly, as reflected by the con-
siderably narrower range of the posterior regression lines.
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Table 1 Posterior means mu and standard deviations σ for the parameters α and β for the Bayesian linear regression (BLR), rule-based
Bayesian linear regression with strict rules (RBLR-s), rule-based Bayesian linear regression with non-strict rules (RBLR-l) and rule-based
Bayesian linear regression with hyperparameters (RBLR-h).
BLR RBLR-s RBLR-l RBLR-h
Metric µ σ µ σ µ σ µ σ
α 0.77 0.49 0.79 0.40 0.79 0.40 0.72 0.38
β 2.00 0.14 2.01 0.08 2.01 0.09 2.04 0.08
Fig. 4 Posterior regression lines for the rule-based regression (non-
strict rules). The red lines are realisations of (thinned) samples of the
MCMC chain. The yellow line is the mean posterior regression line
and the green line is the true regression line.
This is also evident from the summary statistics in Table
1, where the means of the posterior parameters are very
similar to those of the standard method, but the standard
deviations are significantly smaller.
4.1.4 Rule-based Bayesian linear regression with
non-strict rules (RBLR-l)
The rule base for this section is the same as the one in the
preceding section, however we modify the conditional dis-
tribution to r|β ∼ Beta(1, 5), which reflects lower confi-
dence for the aforementioned rules.
We can see in the Figure 4 results that the main dif-
ference with respect to the two previous cases is, again,
the range of the uncertainty level, which is larger than in
the case with the strict rules, but narrower than in the case
without rules. In practice, the non-strict rules permit the
acceptance of more MCMC samples than the stricter rules,
by imposing a softer penalty. In contrast, many samples
that were accepted with the the standard Bayesian linear
regression still get rejected. Even though the difference be-
tween the non-strict and strict rules’ variations is notice-
able in the posterior plots, the summary statistics in Ta-
ble 1 are very similar, with only slightly larger standard
deviation for the parameter β.
4.1.5 Rule-based Bayesian linear regression with
hyperparameters (RBLR-h)
We now introduce hyperparameters for the rules them-
selves. This is useful in a practical setting where expert
elicitation results in the form and structure of such rules
Fig. 5 Posterior regression lines for the rule-based regression with
hyperparameters. The red lines are realisations of (thinned) samples
of the MCMC chain. The yellow line is the mean posterior regression
line and the green line is the true regression line.
but precise numeric estimates of the parameter ranges in
the antecedent and consequent sections of the rules are
difficult to define.
The rule base is modified as follows:
R1 : if 0 ≤ x ≤ xlow, then 0 ≤ y ≤ ylow,
R2 : if xhigh ≤ x ≤ 10, then yhigh ≤ y ≤ 22,
where the composite rule base Rcomp is given by
Rcomp := R1 ∧ R2
and the hyperparameters are assigned the following prior
distributions:
xlow ∼ N (1.5, 0.52),
xhigh ∼ N (8.5, 0.52),
ylow ∼ N (4.5, 0.52),
yhigh ∼ N (18.5, 0.52).
The posterior result is shown in Figure 5. We can ob-
serve once more that the main difference with respect to
the other cases lies on the uncertainty, which, as with the
case with the non-strict rules, is somewhere between the
standard Bayesian linear regression case and the case of
the rule-based Bayesian linear regression with strict rules.
The introduction of the hyperparameters in the rules acts
as a form of regularisation. Both the RBLR-s and RBLR-
l are alternative methods for introducing a level of doubt
concerning the validity of the rule base.
The results in Table 1 indicate that RBLR-h is the only
variation with significantly different posterior parameter
means, while the standard deviations are in the lower end.
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This result can be attributed to the effect of the hyperpa-
rameters (xlow, xhigh, ylow, yhigh) that changes the shape of
the posterior distribution and redistributes the uncertainty
of the system.
4.1.6 Remarks
There are two main takeaways from the regression case
study. First, the use of rule-based Bayesian regression can
lead to a significant reduction in uncertainty. The introduc-
tion of a meaningful rule basis can be a powerful tool that
can help introduce expert intuition into a model that other-
wise could have only had a post-hoc effect. This additional
information can be the cause for a decisive reduction in
uncertainty, which can play an important role in decision
making. Second, the method is flexible as variations can be
employed to articulate expert information and indicate the
level of confidence.
4.2 One-dimensional velocity advection equation
The velocity advection equation governs transport of mo-
mentum by bulk motion. Its form, with a forcing function,
in one dimension is
∂u
∂t
+ u
∂u
∂x
= f(x, t; a, φ), (11)
where u(x, t) is the velocity, x denotes the position, t the
time, f(x, t; a, φ) is an external forcing term with ampli-
tude and phase parameters a and φ, respectively.
For the analyses that follow we fit third-degree
B-spline models with 10 knots, while for sampling we
use the PyMC3 sequential Monte Carlo (SMC) variation,
which is a mixture of the Transitional Markov Chain
Monte Carlo (TMCMC) Ching and Chen (2007) and
Cascading Adaptive Transitional Metropolis In Parallel
(CATMIP) Minson et al. (2013) algorithms. The number
of draws is set to 10 000, which in this implementation
also corresponds to the number of chains. For the posterior
plots we use a thinning of 10.
4.2.1 Data
We construct the data from a one-dimensional advection
equation with amplitude a = 0.01 and phase φ = pi.
We extract the data for three different snapshots tj (cor-
responding to t = 1, 2, 3), before adding a Gaussian error
with a standard deviation of 0.002. In mathematical form:
y = u(x, t) + 
 ∼ N (0, 0.0022).
The data consist of 96 points (32 values for each snapshot).
All the data are shown in a single plot in Figure 6.
Fig. 6 One-dimensional advection data for snapshots t = 1, 2 and 3
with corresponding exact solution lines in red, green and blue respec-
tively. The red dashed vertical line denotes the point where all curves
intercept (x = pi).
Fig. 7 Posterior curves for the standard regression. The red, green
and blue lines are (thinned) samples of the MCMC chain. The black
lines denote the exact solutions.
Fig. 8 Posterior curves for the rule-based regression. The red, green
and blue lines are (thinned) samples of the MCMC chain. The black
lines denote the exact solutions and the red dashed vertical line de-
notes the point where the rules change (x = pi).
4.2.2 Bayesian B-splines regression
The parameterisation of the B-splines is
ak = a0 + σa
k∑
i=0
∆ai,
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and the corresponding priors are:
a0 ∼ N (0, 0.12),
∆ai ∼ N (0, 52),
σa ∼ HalfCauchy(0.1).
The results of the standard Bayesian B-splines regres-
sion are shown in Figure 7. We observe that the poste-
rior curves provide predictable results, with the uncertainty
ranges of the posterior sets covering the true corresponding
curves. There is a very large overlap of the curves that cor-
respond to different snapshots, especially in the center of
the plot (x = pi). Finally, in the left and right edges of the
posterior plots we observe extreme changes in curvature
that do not appear in the corresponding exact solutions.
4.2.3 Rule-based Bayesian B-splines regression
From the form of the advection equation, we expect the
true curve of each snapshot to be higher than the corre-
sponding curve of the previous snapshot within the inter-
val (0, pi). Conversely, within the interval (pi, 2pi) the true
curve of each snapshot should be lower than the curve
of the previous snapshot. We also know that for t = 0
the form of the equation corresponds to the straight line
u = 0. Finally, since the x-axis corresponds to a periodic
2pi range, it is expected that the first x = 0 and last x = 2pi
points for each curve should have the same value (in this
case y = 0). We can combine the above intuition into a set
of rules:
R′1 : if 0 ≤ x ≤ pi, then y1 ≥ 0
R1 : if 0 ≤ x ≤ pi, then yj ≤ yj+1, for j = 1, 2
R′2 : if pi ≤ x ≤ 2pi, then y1 ≤ 0
R2 : if pi ≤ x ≤ 2pi, then yj ≥ yj+1, for j = 1, 2
R3 : if xlow = 0 AND xhigh = 2pi, then
‖ylow − yhigh‖ ≤ 0.001.
and the composite rule base Rcomp is given by
Rcomp := R
′
1 ∧ R1 ∧ R′2 ∧ R2 ∧ R3.
Note that for numerical reasons we modify the last rule to
reflect approximate periodic equality. For the rule condi-
tional distribution, we use r|β ∼ Beta(1, 100).
As shown in the results of Figure 8: (i) the reduction
in the uncertainty is visible for all three sets of curves that
correspond to the different snapshots, (ii) the overlap in
the middle of the x-axis (close to x = pi) is reduced to
a minimum, and (iii) the extreme curvature behaviour of
the plots on the edges has decreased compared with the
corresponding standard regression results.
4.2.4 Remarks
The first key outcome from this application is that, if re-
quired, the antecedents and consequents within a rule base
can comprise a more complex form by combining opera-
tions (AND, OR, NOT). Additionally, we can supply the
Fig. 9 The three frames (at times 0,17.47, 35.11) that are used as
input for the GP, for the reconstruction of the two-dimensional ad-
vectiondiffusion solution.
rules using intuition from multiple sources. On this occa-
sion, we used the physics as the primary source of expert
knowledge.
4.3 Two-dimensional advectiondiffusion equation
We now consider a two-dimensional advectiondiffusion
equation that is present in many engineering design
problems:
∂c
∂t
+ u
∂c
∂x
+ v
∂c
∂y
= D
(
∂2c
∂x2
+
∂2c
∂y2
)
, (12)
where c is a concentration, x and y are spatial coordinates,
and D is a diffusion coefficient. We are interested in the
concentration profile for different spatiotemporal configu-
rations. Our goal is to construct a GP emulator that acts as
a good approximation of full equation.
Since this is a GP model, we will use an optimisation
technique in order to find the maximum a posteriori
(MAP) estimate of the penalised maximum likelihood,
Equation 10. We will then use the mean of the predictive
posterior distribution in order to reconstruct each of the
snapshots and compare them with their true counterparts.
Specifically, we use the NelderMead Nelder and Mead
(1965) optimisation algorithm.
For the GP, we use a zero mean function and the auto-
matic relevance determination (ARD) variation of the Ma-
trn 3/2 kernel Bishop (2006), which incorporates a separate
parameter for each input variable, adding to the flexibility
of the kernel:
k(x,x′) = ζ2
(
1 +
√
3(x− x′)2
l
)
exp
(
−
√
3(x− x′)2
l
)
,
where l is a three-dimensional vector. We also take into
account the variance of the system σ: for priors we use
l ∼ Gamma(1, 1)
ζ ∼ HalfCauchy(1)
σ ∼ HalfCauchy(1),
where HalfCauchy is the truncated Cauchy distribution in
which only values to the right of the peak have nonzero
density.
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4.3.1 Data
We use a 24 × 24 discretisation grid of the two-
dimensional interval [0, 2pi] × [0, 2pi]. The starting
concentration is constructed as a bivariate Gaussian
distribution with mean (5, 5) and covariance 0.1I2, i.e.,
N (µ = (5, 5), Σ = 0.1I2). The initial velocity field is
set to be constant with the value −0.1 in both directions
((u, v) = (−0.1,−0.1)). In practice, this corresponds to
transport of the concentration from the top right corner
of the grid to the bottom left. The viscosity value is set
equal to 0.02. Finally, we use 150 snapshots with a time
step of ∼0.235 s (the total duration spans from t = 0 to
∼35.11 s).
Indicative solution frames are shown in Figure 14(a).
We note how, as the time increases, the concentration
moves down- and left-wards (due to velocity advection),
but also increases in radius (due to diffusion).
We now use the limited information from the con-
centration fields of three snapshots (t = 0, 17.67, 35.11
shown in Figure 9 as input for the GPs. The total number
of data points is 24× 24× 3 = 1728, which indicates that,
even with a limited number of input snapshots, the number
of data points to be processed is large. Further increasing
the number of input snapshots adds a heavy computational
burden, which in more realistic scenarios could lead to
major issues.
4.3.2 Gaussian process regression
Figure 14 shows the true frames (Figure 14(a)) together
with reconstructed frames from the standard GP regression
(Figure 14(b)). The frames relatively close to the three in-
put snapshots (the ones that correspond to t = 0, 15.08,
20.03, 35.11 in the aforementioned figure) have a reason-
ably similar concentration profile to that of the correspond-
ing true values. Conversely, for the frames further from the
input times (t = 10.13, 24.98, 30.16), the predicted con-
centration seems almost uniform, and the original profile
can no longer be detected.
4.3.3 Rule-based Gaussian process regression
We construct a rule based on the intuition that the center of
the blob (which corresponds to the point with highest con-
centration) moves from the top right corner to the bottom
left corner linearly with respect to time. First, we find the
blob centers using the three input snapshots. We then con-
struct the corresponding piece-wise linear interpolation, as
shown in Figure 10. Next, we use the interpolation in or-
der to approximate the blob centers of a pre-specified set
of snapshots. The red dots in the figure show the true po-
sition of the blob centers, whereas our prediction is the
corresponding value that lies on the yellow line. Finally,
we set a lower bound for the concentration of the afore-
mentioned blob centers. In our analysis, we use 30 equally
spaced snapshots for the rule base (every 1.178 s) and we
set the value 1 as the lower bound, which we base on the
Fig. 10 Linear interpolation for the rule regarding the position of
the point with the highest concentration with respect to time. The
3 blue points represent the input snapshots, the yellow piece-wise
linear curve the interpolation from the inputs and the red points the
true values of the highest concentration point position for each of the
rule base concentration profiles.
maximum concentration values of the input frames. The
applied rule is hence
R1 : if t = 0, 1.178, 2.356, . . . , then
max(ct) ≥ 1,
where ct denotes the concentration at time t. We use
the mean as the summary statistic of the distribution
yr|y,f ,x. Finally, for the conditional distribution
associated with the rules we use r|yr ∼ Beta(1, 100).
Results for the same 8 frames as before are shown in
Figure 14(c). Though there is still deviation from the true
values, there is considerable progress when we use the
rule-based GP regression. The frames that correspond to
t = 10.13, 24.98, 30.16 have a clear concentration profile
structure which approximates, at different degrees of
accuracy, the true profiles. In Table 2 we present the mean
squared error (MSE) and mean absolute error (MAE)
for the two different approaches for the 3 input (train
column) and the remaining 147 (test column) original
snapshots. The fitting is slightly better with the standard
GP regression during training, which likely occurs because
the inclusion of the rules adds a penalty to the value that
the standard method considers of best fit. During testing,
the rule-based GP regression performs better than the
standard algorithm, which confirms the intuition from
Figure 14.
4.3.4 Results for a single grid point
Examining the outputs of each regression method for a sin-
gle grid point allows us to investigate the uncertainty out-
put of the GPs and gain a better understanding of the dif-
ferences between them. We choose a point in the middle,
as shown in Figure 11.
As discussed in Section 4.3.2, the result from the stan-
dard GP regression without rules produces accurate pre-
dictions only for times close to the input snapshots. This
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Table 2 Mean squared error (MSE) and mean absolute error (MAE) for training (3 input snapshots) and testing (remaining 147 snapshots) for
the GP regression (GPR) and the rule-based Gaussian-process regression (RGPR).
Train Test
Metric MSE MAE MSE MAE
GPR 2.8657× 10−9 6.2715× 10−6 0.001 98 0.019 97
RGPR 3.3756× 10−9 6.8051× 10−6 0.001 06 0.013 77
Fig. 11 The light blue dot in the middle of the frame denotes the
point whose time series we focus on.
(a)
(b)
Fig. 12 The blue dots denote the real concentration values of the light
blue point from Figure 11 for the entire time duration. The red curve
is the corresponding GP MAP prediction (a) without the rules and (b)
with the rules.
is particularly evident in Figure 12(a), where the predic-
tion (red curve) coincides with the true values (blue mark-
ers) only for the input points, whereas for the rest of the
time series, it underestimates the true concentration value.
Conversely, with the use of the rule-based GP regression
method, the prediction improves significantly even where
there is no information from the inputs, as shown in Fig-
ure 12(b).
The advantage of examining the time series of a sin-
gle point is that we can also visualize the uncertainty. In
Figure 13(a) we plot the prediction with ±2 standard devi-
ations from the MAP estimate. The uncertainty levels are
very high for most of the time series, with the exception
of the three input snapshots (t = 0, 17.67, 35.1) where
the uncertainty is very narrow. It is also worth noting that
the true concentration values are included within the uncer-
tainty region. The inclusion of the rules, Figure 13(b), de-
creases the uncertainty range by approximately two thirds
and the true concentration is still included within the re-
(a)
(b)
Fig. 13 Same as Figure 12 with the addition of ±2 standard devi-
ations from the MAP denoted by the shaded area for the case (a)
without the rules and (b) with the rules.
gion. As mentioned in Section 4.1, this reduction in the
uncertainty can be critical for the decision making process.
4.3.5 Remarks
In this final application, we used a rule base that included
summary statistics, further demonstrating that the rule
component of the methodology is flexible and can po-
tentially accommodate the inclusion of complex expert
intuition, that otherwise would be difficult to add to a
model. Furthermore, we showed again that the main con-
tribution of the methodology is related to the uncertainty
quantification, though there are potential advantages with
improvements to point predictions as well.
Regarding the advectiondiffusion application, and ac-
cording to our experiments, the GP, together with the use
of various popular kernels, can easily capture the effect of
diffusion, but struggles with the movement of the concen-
tration blob, regardless of whether we are using the rule-
based version or not. Specifically, as is evident from Fig-
ure 14(c), instead of re-positioning the blob, it diffuses the
blob from the previous available input and it reverses the
process to arrive at the next input. Nevertheless, our anal-
ysis aims to show that the methodology of the rule-based
Bayesian regression can improve the result significantly,
even in cases where the regression model is not perfectly
suitable for the problem that needs to be tackled.
5 Discussion
The major issue that needs to be addressed in order to ex-
tend the method to increasingly realistic applications is the
computational complexity. As the rule base increases, the
structure becomes more computationally expensive. This
is because MCMC techniques and optimisation methods
10 Botsas, Mason, Pan
(a) True frames.
(b) Frames reconstructed with the GP regression model.
(c) Frames reconstructed with the rule-based GP regression model.
Fig. 14 Indicative concentration fields for selected time steps. The first (t = 0) and the last (t = 35.11) frames correspond to input snapshots.
The third input snapshot (t = 17.67) is between the fourth and fifth frame.
with multiple calls are required, while the rule structure
needs to be included in each algorithmic iteration. Some
approaches that can address this issue include specific vari-
ations of machine learning algorithms that can account for
expensive computations (e.g. sparse approximations) and
sub-sampling of the data.
Another complication is related to the connection of
the posterior distribution, as it is modified by the rule base,
and the sampling algorithms. For typical sampling tech-
niques, the starting point plays an important role, since, if it
is assigned a ‘heavy’ penalty by the rules, it can potentially
affect the efficiency of the algorithm. On a similar note, the
rule structure can render the posterior multi-modal, an is-
sue where most conventional algorithms struggle. A more
robust sampling technique that can examine large regions,
by sampling specific points in the region and assigning an
initial regional penalty, could address this issue and de-
crease substantially the computational time required for the
solution of rule-based Bayesian regression problems.
As shown in the applications of Section 4, the
methodology can easily be incorporated into probabilistic
programming frameworks such as Stan Stan Development
Team (2019), PyMC3 Salvatier et al. (2016) and Ten-
sorFlow Probability Abadi et al. (2016). Most traditional
probabilistic programming tools are taking advantage of a
directed acyclic graph structure and the rule-based section
of the method can easily be depicted as an extra vertex,
usually in the form of a custom likelihood.
It is important to acknowledge that, as with informative
priors in a standard Bayesian context, the intuition of the
expert, which dictates the rules, plays a critical role to the
performance of the model and the validity of the predic-
tions. Ineffective or poor-quality rules can lead to mislead-
ing results.
6 Conclusion
We have introduced a new formalism that aims to merge
the main advantages of Bayesian inference and rule-based
systems: incorporating domain expertise into the model
through the latter and using the former for uncertainty
quantification. We presented the general framework for
the rule-based Bayesian regression and we treated the GP
regression as a special case. We used our methodology in
three applications, adopting different statistical models:
in the first, data were derived from a linear model and
we used a linear regression model, in the second, we
derived data from a one-dimensional velocity advection
equation and we used third-degree B-splines, and, finally,
in the last application, we used GPs in order to emulate a
two-dimensional advection-diffusion equation.
We also demonstrated variations that display the flexi-
bility of the method and show how it can be used in order to
model different levels of confidence regarding inputs from
expert intuition, including changes in the value of relevant
parameters and the use of hyperparameters.
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Future research should be focused in applying the
methodology to increasingly realistic data applications,
where the new challenges mentioned in Section 5 might
arise, such as computational issues and difficulty of
articulating domain expertise into a rule base.
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