Abstract. Analytical descriptions of the statistics of wireless channel models are desirable tools for communication systems engineering. When multiple antennas are available at the transmit and/or the receive side (the Multiple-Input Multiple-Output, or MIMO, case), the statistics of the matrix H representing the gains between the antennas of a transmit and a receive antenna array, and in particular the correlation between its coefficients, are known to be of paramount importance for the design of such systems. However these characteristics depend on the operating environment, since the electromagnetic propagation paths are dictated by the surroundings of the antenna arrays, and little knowledge about these is available at the time of system design.
INTRODUCTION
In wireless communications, truthful modeling of the electromagnetic propagation channel is critical for the optimization and performance evaluation of the channel codes and protocols. Since the introduction, at the end of the 90's, of the concept of Multiple-Input Multiple-Output (MIMO) communications [1] , whereby multiple spatially separated antennas are used at both the transmitting and receiving side, a large number of models for MIMO wireless channels have been developed (see e.g. [2] for an overview). Recently, random matrix theory has proven to be an extremely successful tool in the analysis and design of wireless communications systems [3] . However, random matrix tools require that the channel properties be completely described analytically, which is not the case in general for the most refined (and most accurate) models used nowadays.
In this article, we focus on the derivation of analytical models for the channel fading coefficients through the use of the maximum entropy principle, with a focus on properly modeling the spatial correlation structure. Spatial correlation is a critical parameter for MIMO channels, through its influence on the channel capacity [4] and on the design of the channel code [5] . However, spatial correlation usually depends on the environment of the transmitter and receiver (through the position and electromagnetic properties of the various items or persons hampering the propagation of radio waves, referred to as scatterers). Therefore, the spatial correlation conditions are usually not known at the time of the design of the communication system, and a versatile design must be sought.
In this context, the capability of the maximum entropy principle [6] to represent the ignorance of certain properties is used as a modeling tool. In order to make the problem analytically amenable, the parameters of interest (e.g. the spatial correlation matrix) are first modeled independently, and later marginalized out to obtain the full channel probability density function (pdf), according to the method introduced in [7] . More specifically, we consider the channel as being described by the statistics of a multivariate fading process H. We obtain its pdf (denoted by P H (H)) for the case where a parameter (denoted by B in the general case) is known to be particularly relevant for the design and engineering of communication systems. In this case, it is desirable that the range of B be maximally explored, which we ensure by application of the maximum entropy principle. Our method can be summarized as follows:
1. derive P B (B) through entropy maximization, 2. derive P H|B (H, B) through entropy maximization, 3. marginalize over B to obtain P H (H) = P H|B (H, B)P B (B)dB.
Note that the obtained P H (H) is not, in general, the entropy maximizing distribution of H. In the sequel, we present several results where B describes various correlations between the elements of H.
NOTATIONS AND CHANNEL MODEL
We consider a wireless MIMO link with n t transmit and n r receive antennas, represented by the n r × n t matrix H. We are only concerned with frequency-flat channels, i.e. the attenuation between transmit antenna j and receive antenna i (the (i, j)-th coefficient of H) is a complex scalar that we denote h i, j . Such a communication link is commonly represented by the equation
where H n represents the realization of H at instant n, vectors s n , r n and n n represent the transmitted signal, the received signal, and an additive noise sample, respectively. In this article, we are only concerned with modeling the pdf of H n , assumed to be stationary, and therefore we drop the index n in the sequel. In this article, we focus on the derivation of the fading characteristics of H in the form of the joint pdf of its coefficients, denoted by P H (H). We are not concerned with the time-related properties of the channel, i.e. we assume that the process under study is stationary. We refer equivalently to the channel realization H or to its vectorized notation h = vec(H) = [h 1,1 . . . h n r ,1 , h 1,2 . . . h n r ,n t ] T . The notation N = n r n t will also be used to denote the total channel dimension. We will sometimes use the alternative notation where the antenna indices are mapped into 
FULL CORRELATION MATRIX CASE
We first consider the simplest case, which consists in deriving the pdf of H with only information about the dimensions of the problem (n t and n r ), and an energy constraint. This is achieved by maximizing the entropy of P H (H). The energy constraint always exists, since in communications applications, the received energy is always limited by the (finite) transmit power. Here, we assume that we know the average energy of the channel, and that it is equal to NE 0 . In [8] , Debbah et al. show that the probability distribution that maximizes the entropy
is the Lebesgue measure on C N , under the cited constraints, is the Gaussian i.i.d. distribution
This distribution has been used classically to model MIMO channels when little was known about their fading characteristics. The Gaussian property has been confirmed experimentally, and can be explained by application of the central limit theorem, since the received signal is generally the sum of a large number of propagation paths that experience independent fading. The (spatial) independence of the coefficients of H, on the other hand, is clearly the fruit of a lack of information from the modeler: measurements have shown that they are in general correlated, however a large variability in the correlation properties has been observed. Next, we shall incorporate some knowledge about the spatial correlation characteristics of H. We first study the case where the correlation matrix is known deterministically, and subsequently extend the result to an unknown covariance matrix. First, we review the case of the maximum entropy distribution of H under the assumption that the full covariance matrix Q = C N hh H P H|Q (H)dH is known, where Q is a N × N complex positive definite Hermitian matrix. Entropy maximization of P H|Q under these covariance constraints (the energy constraint being implicitly set by tr(Q)), through the Lagrange multipliers method, and elimination of the Lagrange coefficients through proper normalization, yields
Therefore, with the extra constraint of a deterministic correlation matrix, the maximum entropy principle yields a complex correlated Gaussian distribution.
If the covariance matrix Q is not known, we model it under two different assumptions: no knowledge about Q (except its domain, the set of positive semi-definite matrices), or knowledge about its mean.
No knowledge about the correlation matrix
Let P Q be the probability density function of Q. The entropy of P Q is defined as
where dQ is a U (N)-invariant measure. The entropy-maximizing distribution of Q is obtained by solving
where the constraint on the expectation of the trace, representing a constraint on the average channel energy of E 0 per coefficient. The optimization problem is solved using the Lagrange multipliers method, by maximizing the functional
Let us perform the variable change to the eigenvalues/eigenvectors space, and denote Λ = diag(λ 1 . . . λ N ) ∈ R + N the diagonal matrix containing the eigenvalues of Q, and U ∈ U (N) the unitary matrix containing the corresponding eigenvectors. Therefore, Q = UΛU H . As demonstrated in [9] , maximization of eq. (6) in this new space yields a product distribution, where U is uniformly distributed over U (N), and the unordered eigenvalues are distributed according to
Note [3, 10] that eq. (7) describes the unordered eigenvalue density of a complex N × N Wishart matrix with N degrees of freedom and covariance
Since the eigenvectors of Q are isotropically distributed, we can conclude that Q is itself aW N (N, E 0 N I N ) matrix. Note that the isotropic property of the obtained Wishart distribution is a consequence of the fact that no spatial constraints were imposed on the correlation. The energy constraint (imposed through the trace) only affects the distribution of the eigenvalues of Q.
We have shown so far that the entropy-maximizing distribution for a N × N positive semidefinite matrix under an average trace constraint is a Wishart distribution with N degrees of freedom. The complete distribution of the correlated channel H is obtained by marginalizing over Q:
It was shown in [9] that P H (H) can be described by a scalar function of the Frobenius norm of H: using
the integral in eq. (8) is shown to yield P H (H) =
is the surface of the zero-centered complex hypersphere of radius √ x, defined by h H h = x. This indicates that h is isotropically distributed (uniformly on the sphere), and that the probability density of its squared Frobenius norm is described by P (N)
x . Furthermore, if the rank of Q is constrained to be L ≤ N (the rank-limited covariance case is commonly used to model propagation situations with a limited number of scatterers),
x (||H|| 2 F ). Note that these expressions provide a convenient method to numerically generate samples of H according to the pdf P H , since h can be obtained by generating separately a normalized vector process uniformly distributed over the sphere of radius 1, and a scalar process representing the norm according to eq. (9) (e.g. by numerical inversion of the corresponding cumulative density function).
Mean correlation matrix knowledge
Adding the constraint that the mean of the covariance matrix Q must be an arbitrary positive definite matrix M, we now consider the entropy-maximizing distribution
Let us seek the expression of P Q|M , by considering the functional
where β and the N × N matrix Ω are Lagrange multipliers. Equating the functional derivative
to zero yields the pdf P Q (Q) = exp(β − 1) exp(−tr(ΩQ)). The density normalization constraint imposes that exp(
, and the constraint on the average lets us identify Ω = NM −1 . Therefore,
We recognize that in this case, Q is a complex Wishart matrix with N degrees of freedom and covariance
The distribution of H is obtained by integration over all positive definite matrices Q:
Let us denote 
. (15) We note that if we consider the vector g = D 1/2 U H h instead of h, we obtain its pdf
where we introduced the Jacobian det(D) −1 , and used the fact that D and M N have reciprocal determinants. Note that eq. (16) is in fact independent of M. Furthermore, since the term under the integral is the product of the density of a complex Gaussian random variable g with covariance Q ′ , and of the density of a WishartW N (N, I ) matrix Q ′ , we recognize that we are in the case described by eq. (8) (with E 0 = N). Therefore, we conclude that the pdf of g is given by P g (g) =
x (||G|| 2 F ). Again, samples of H can be generated easily by generating G using the procedure outlined in the previous section, and by applying the transformation h = D −1/2 Ug.
TRANSMIT AND RECEIVE COVARIANCES Q T , Q R
In this section, we consider the covariances at the transmitter side and/or at the receiver side, defined respectively as
This "separable correlation" case arises frequently in wireless communications applications where Q T accounts for the scatterers situated in the immediate vicinity of the transmitter, and Q R for the scatterers situated near the receiver. The Kronecker model, whereby h is a complex Gaussian random variable with a Kronecker covariance matrix (i.e. taking Q = Q T ⊗ Q R in eq. (3)), is commonly used, and is indeed a sufficient condition for (17). However, it is not necessary, and indeed is has been shown in [11] that the entropy-maximizing pdf P H under the constraints (17) is a correlated Gaussian distribution with a covariance matrix whose eigenvectors are the Kronecker products of the eigenvectors of Q T and Q R , but whose eigenvalues are not the pairwise products of the eigenvalues of the transmit and receive covariances. There is no known closed-form analytical expression for the eigenvalues in this case.
Single-side correlation case
Let us consider the case where only one side of the MIMO wireless link exhibits correlation. This is a common occurrence, since the base station antennas are typically elevated above all likely scatterers, and are placed sufficiently apart from each other, so that no noticeable correlation is present. The space and usage constraints on the handset, on the other hand, typically impose a non-identity receive covariance matrix. Note that here, without loss of generality, we take the example of a downlink transmission, where the base station transmits and a mobile handset acts as the receiver. In this case, the distinction between the previous two cases vanishes: the entropy maximization under the constraint E HH H = R R , yields
which is also a degenerate case of the Kronecker model, obtained for Q T = I. Using the complex Wishart distribution with n r degrees of freedom for the receive covariance (shown before to be the entropy maximizing distribution), we have
is given as follows:
This is similar to the expression for the full-covariance case of eq. (7) but scaled so that E[tr(Λ R )] = n t n r E 0 . Marginalizing over Q R yields
where we used the Harish-Chandra-Itzykson-Zuber (HCIZ) integral [12] with A = HH H , having eigenvalues (A 1 , . . ., A n r ). We also use the notation det( f (i, j)) for the determinant of the matrix with the (i, j)-th element given by f (i, j) for any function f , and ∆(A) = det(A
j−1 i
). Expansion of the determinants (using the notation a = [a 1 , . . Letting f i (x) = R + t n r −n t +i−2 e −x/t e − n r n t E 0 t dt, we obtain finally the joint pdf of H:
CONCLUSION
We presented several analytical models for wireless MIMO flat-fading channels, based on various degrees of knowledge about the environment, using a modeling approach based on the maximum entropy principle. Our approach consists in first modeling the spatial covariance properties, both for the case of full correlation, and for the case of separable (transmit-and receive-side) correlation constraints. We showed that different Wishart distributions of the covariance matrix are obtained for the mean-constrained case and without constraints. In a second step, the covariance is marginalized over to obtain directly the channel probability density function. Analytical expressions for the channel pdf have been provided when possible.
