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Abstract. We propose an alternative approach for the construction of the unitary matrix which performs
generalized unitary rotations of the system consisting of independent identical subsystems (for example spin
system). This matrix, when applied to the system, results in a change of degrees of freedom, uncovering the
information hidden in non-local degrees of freedom. This information can be used, inter alia, to study the
structure of entangled states, their classification and may be useful for construction of quantum algorithms.
PACS. XX.XX.XX No PACS code given
1 Introduction
There is a variety of approaches to the problem of clas-
sification of the entangled states. Based on the fact that
not every entangled state has the same properties an at-
tempt has been made to classify them using local hidden
variables [1,2,3,4,5,6], or using SLOCC (Stochastic Lo-
cal quantum Operations and Classical Communications)
invariance of the states by distributing them among differ-
ent classes of equivalence [7,8,9,10]. The newest approach
(although indirectly related to the SLOCC invariance) is
based on the classification by assigning the entangled state
to a defined multidimensional geometrical object (so called
polytope) [11].
However, another property of quantum entanglement,
which is not widely considered, can prove to be useful to
the procedure of states classification: entanglement is not
preserved with the change of degrees of freedom describing
the system [12]. Change in the degrees of freedom of the
system can reveal information stored in non-local degrees
of freedom and expose partially (or fully) internal struc-
ture of quantum entanglement within this system. Re-
quired changes to the degrees of freedom can be performed
in terms of generalized unitary rotations of the system by
acting on it with a unitary matrix. This matrix is iden-
tified in the literature as the Schur-Weyl (SW) transform
[13] due to being based on the Schur-Weyl duality [14,15].
In [16] we have shown that application of one magnon SW
transform to small spin system (couple qubits) reveals the
structure of bipartite entanglement. This information pro-
vided classification for all types of bipartite entanglement
in terms of standard Young tableaux. Moreover, in [17]
we have shown that by coupling SW transform with the
KKR algorithm [18] classification of entanglement states
can then be done via rigged string configuration [19].
In this paper we propose an alternative method for
constructing the SW transform based on fundamental ten-
sor operators [20,21,22]. This method exploits the symme-
try of the model and can be applied to systems consisting
of independent constituents. This work is restricted to the
one dimensional spin systems, however our approach can
be extended to every system consisting of identical sub-
systems.
The remainder of this paper is organised as follows.
Section 2 starts with a brief description of the model: we
introduce the irreducible basis states of the SW duality
and establish the connection between them. In Section 3
we present the method of construction of matrix elements
of the SW transform. Section 4 contains an example and
we conclude in Section 5 with a brief summary of our
results.
2 The model
Consider one-dimensional spin chain consisting ofN nodes,
each with spin s. Basis elements of the Hilbert space for
this model are given by the set of single-node product
states of the form
|f〉 = |i1〉 ⊗ |i2〉 ⊗ . . .⊗ |iN〉 ≡ |f(1), f(2), ..., f(N)〉,
ij ∈ n˜, j ∈ N˜,
(1)
where n˜ = {i = 1, 2, ..., n}, n = 2s + 1 denotes single
nodes states and N˜ = {j = 1, 2, ..., N} the set of nodes
of the model. Set n˜N˜ of all product states forms the com-
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putational basis which spans unitarly the Hilbert space
H = lcC n˜N˜ of the system.
By definition, this system reveals the symmetry un-
der collective unitary rotations u ∈ U(n) in single-node
spaces, and well defined transformation properties under
the permutations of nodes σ ∈ ΣN .
Basically the space H is a scene of two dual actions:
A : ΣN ×H → H and B : U(n)×H → H, which are the
symmetric and unitary group actions, respectively. These
two actions mutually commute i.e. [A(σ), B(u)] = 0, for
σ ∈ ΣN , and u ∈ U(n), despite the fact that both groups
for N > 2, n > 1 are highly non-commutative. This com-
mutation relation is a source of SW duality.
To describe SW duality we introduce the notion of
partition [23,24]. The partition λ of the number N into n
parts is the sequence of numbers (parts) (λ1, λ2, . . . , λn)
which fulfil the following conditions
λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0 , (2)
and ∑
i∈n˜
λi = N. (3)
The symbol DW (N,n) denotes the set of all partitions
of the number N into no more than n parts. Partitions
λ serve as labels for classifications of irreducible repre-
sentations (irreps) Dλ and ∆λ of the unitary U(n) and
symmetric ΣN groups, respectively.
In terms of partition λ one can write decomposition of
actions A and B into irreps
A =
∑
λ∈DW (N,n)
m(A,∆λ) ∆λ, (4)
B =
∑
λ∈DW (N,n)
m(B,Dλ) Dλ, (5)
of the symmetric and unitary groups. Here m(A,∆λ) de-
notes multiplicity of occurrence of the irrep ∆λ in repre-
sentation A, while m(B,Dλ) multiplicity of occurrence of
irrep Dλ in representation B. The appropriate multiplic-
ities on the strength of SW duality satisfy the following
relations
m(A,∆λ) = dimDλ, m(B,Dλ) = dim∆λ, (6)
where λ ∈ DW (N,n), and the symbol dim stands for di-
mension of the representation. This way the SW duality
decomposes the entire space H of quantum states of the
composite system into sectors Hλ
H =
∑
λ∈DW (N,n)
⊕ Hλ (7)
labelled by partitions λ.
In order to find the irreducible bases in the sectors Hλ
let us first introduce the irreducible bases labels: the stan-
dard Young tableau and the semistandard Weyl tableau
[23,24].
Standard Young tableau y can be regarded as a bijec-
tive mapping y : sh λ −→ N˜ of the set of boxes of the
diagram of λ to the alphabet N˜ of nodes, which satisfies
standardness conditions
α′ > α⇒ yα′β > yαβ , β′ > β ⇒ yαβ′ > yαβ , (8)
where α denotes row number and β column number of the
element yαβ in the Young diagram sh λ
1. This effectively
means that entries yαβ ∈ N˜ strictly increase along each
row and each column of the Young diagram. The set of all
standard Young tableaux of the shape λ on the alphabet
of nodes is given by SY T (λ, N˜).
A semistandard Weyl tableau t on the other hand is a
mapping t : sh λ→ n˜ with the same domain sh λ and the
alphabet n˜ of spins as the target, with semistandardness
conditions
α′ > α⇒ tα′β ≥ tαβ , β′ > β ⇒ tαβ′ > tαβ , (9)
so that entries tαβ ∈ n˜ do not decrease (or weakly increase,
with possible repetitions) along each row, and strictly in-
crease along each column of sh λ. The set of all semi-
standard Weyl tableaux of the shape λ on the alphabet of
spins is denoted by SSWT (λ, n˜).
According to (4,5) and (6), each sector Hλ can be fac-
torized into irreducible sectors
Hλ = Uλ ⊗ V λ, (10)
where Uλ = lcCSSWT (λ, n) is the carrier space of the
irrep Dλ and V λ = lcCSY T (λ) is the carrier space of
irrep ∆λ. Decomposition (10) justifies introducing the ir-
reducible basis labels t ∈ SSWT (λ, n) for the representa-
tion B(u) and y ∈ SY T (λ) for A(σ) in accordance with
representation theory of symmetric and unitary groups.
This approach defines a new irreducible basis for the
model, which reads
birr ={|λ t y〉 : λ ∈ DW (N,n),
t ∈ SSWT (λ, n˜), y ∈ SY T (λ, N˜)}. (11)
Each sector Hλ disposes a separable basis |t y〉, where t
and y are associated with local and global variables re-
spectively. Introduction of the basis (11) resulted in the
new choice of degrees of freedom. For the product basis (1)
we initially had N degrees of freedom, whereas for the SW
basis (11) the number of degrees of freedom was reduced to
three. Due to the orthogonality properties of these bases
we expect the following unitary transformation between
them
|λ t y〉=
∑
f∈n˜N˜
〈f |λty〉 |f〉, (12)
with coefficients 〈f |λty〉 forming a unitary matrix. This
matrix transforms the initial basis n˜N˜ of product states
with fixed decomposition of spins projections into the ir-
reducible one of the SW duality. We refer to Eq. (12) as
1 Young diagram sh λ (sh is abbreviation of shape) denotes
empty Young or Weyl tableau i.e. shape of tableau.
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the SW transform, which converts the initial base of prod-
uct states n˜N˜ into the irreducible base {|λ t y〉} of the SW
duality. Here rows of this matrix are indexed with f and
columns are identified using (λ t y) triads.
3 Construction of matrix elements of the SW
transform
According to general rules of quantum mechanics any op-
erator F which undergoes unitary transformation follows
F → F ′ ≡ uFu−1.
Term tensor operator usually corresponds to a set of
operators {Ft}, which transform irreducibly under any
unitary transformation i.e. transforming linearly into them-
selves
uFλt u
−1 =
∑
t′
Dλt′t(u)Ft′ (13)
where Dλt′t(u) is a matrix element t
′t of irreducible repre-
sentation Dλ for the element u ∈ U(n). It follows that
operators transform under the same rules as basis ele-
ments of the irreducible representations of U(n) group,
and therefore span the carrier space of these representa-
tions.
On the other hand the idea of tensor operators is closely
associated with the Littlewood - Richardson decomposi-
tion Dλ ⊗ Dµ = ∑ν cνλµDν , with which the problem of
multiplicity of the classification of states was solved. Here
irreducible tensor operators create a carrier space of rep-
resentation Dλ, whereas irreducible states of the system
span the representation space of Dµ. Therefore the prod-
uct of an irreducible tensor operator Dλt acting on the
state |µm〉 is given by the Wigner-Eckart theorem for the
matrix elemets
〈ν n|Dλt |µm〉 =
cνλµ∑
γ=1
〈
ν||Dλ||µ〉
γ
〈
λ µ ν γ
t m n
〉
(14)
where
〈
ν||Dλ||µ〉
γ
corresponds to a reduced matrix ele-
ment,
〈
λ µ ν γ
t m n
〉
is a Wigner-Clebsch-Gordan (WCG) fac-
tor for unitary groups and the sum runs over all the rep-
etition indexes γ of the irreducible representation Dν in
the product Dλ ⊗Dµ.
Fundamental tensor operators [20,21,22] are the sim-
plest and the most important tensor operators as they
allow us to build almost every other objects in the uni-
tary group theory from them. They transform according
to the fundamental representation D(1)(u) of U(n). For
the group U(n) there are n fundamental tensor operators
t•,τ , τ ∈ n˜ each with n componets. Therefore one can
introduce the notation tk,τ , where k, τ ∈ n˜. The opera-
tor tk,τ , can be used as a toll which mathematically de-
scribes enlarging of our system by adding one node. More
precisely, it describes the addition of the node with the
number k according to the symmetry marked by τ .
Taking into account the above observation the ele-
ments of the matrix (12) can be obtained via expansion
of the system by progressively adding the nodes as a one-
by-one process consistent with the symmetry governed by
the set of partitions {λ1, λ12, . . . , λ1..N = λ}, given by
the RSK algorithm [27,28,29]. Namely, λ1 corresponds to
the shape of Young tableau after inserting the letter (spin
of node 1) i1 into empty tableau, λ12 corresponds to the
shape of Young tableau after inserting the second letter
(spin of node 2) i2 into previous Young tableau, etc. Here,
partition λi describes the symmetry of the system con-
sisting of i nodes and λ decribes symmetry of the total
system.
Addition of a single node, with the number i to an
existing system consisting of i − 1 nodes in a state given
by |λ1...j−1 t1...j−1〉, leading to the final state |λ1...j t1..j〉,
is described by the fundamental tensor operator
〈λ1...j t1..j |Fˆf(j),row(λ1..j\λ1..j−1)|λ1...j−1 t1..j−1〉 (15)
where first subscript f(j) of Fˆ corresponds to the state
of the added node j and the second subscript row(λ1..j \
λ1..j−1) represents the row number of the partition λ1..j
which hosts the new cell after adding the node j; here
|λ1...j−1 t1..j−1〉 denotes the state of the system prior to
the addition of the node j, and |λ1...j t1..j〉 represents the
final state.
As mentioned earlier construction of the coefficient
〈f |λty〉 in (12) is based on the process of adding successive
nodes to the system and can be described by fundamen-
tal tensor operators starting from the one-node system.
This process corresponds to combinatorial growth of the
shape of the Weyl tableau t, referred to hereafter as the
process of crystallisation of the state |λty〉 from the initial
configuration f . Each such growth obeys selection rules
given by the set of partitions λ1, λ12, . . . , λ1..N at every
stage, and thus contributes additionally to the total value
of the coefficient, consistent with the quantum mechani-
cal prescriptions of interference. The source of quantum
interference is the fact that addition of the new node to
the system can be performed in a variety of different ways
which cannot be ”observed”. This results in ”quantum in-
terference” of different ways of adding the node. Clearly,
the entire building process can be represented by a path
on the related graph, and the final result is the sum over
all such paths.
To obtain systematic description of all possible ways
of growth of the t tableau representing the state of the
system, graph Γ for a given matrix element 〈f |µλty〉 has
to be constructed by adding the successive letters of con-
figuration f to the Weyl tableau adjusted to the sequence
λ1, λ12, . . . , λ1..N .
To simplify our procedure we exploit bijection between
Weyl tableaux and Gelfand-Tsetlin patterns [25,26,20,21]
since both contain the same amount of information about
the state of the system. Our personal preference for this
case lies with Gelfand-Tsetlin patterns due to the fact that
their geometric construction (the betweenness conditions)
provides better description of the growth of the system in
the process of adding new nodes.
Gelfand-Tsetlin pattern is a triangular tableau n(n +
1)/2 of non-negative integers {mi,j}, satisfying the be-
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tweenness conditions mi−1,j ≤ mi−1,j−1 ≤ mij for all
1 ≤ i ≤ j ≤ n
m1n m2n · · · mn−1n mnn
m1n−1 m2n−1 · · · mn−1n−1
. . .
... . .
.
m13 m23 m33
m12 m22
m11
.
(16)
These triangles classify all the basis states of the irre-
ducible representations of the unitary group U(n) labelled
by partition from the n-th row m1n,m2n . . .mn−1n,mnn
of the triangle.
To be able to uniquely determine an irreducible repre-
sentation to which the state belongs we will separate out
the n-th row of the triangle
(
[m]n
(m)n−1
)
(17)
in such a way that [m]n is a partition corresponding to an
irreducible representation in the group U(n) and (m)n−1
corresponds to the remaining n − 1 rows of the triangle.
Further we will identify the Weyl tableaux with Gelfand
triangles and use them alternatively, taking into account
the mentioned bijection.
Formally, graph Γ consists of the set GT of Gelfand-
Tsetlin patterns as vertices and the set {f(i) : i =
1 . . .N} of single-node states which label the edges (or
arcs), such that Γ = (GT, {f(1), f(2), . . . , f(N)}). Edge
f(j) of two adjacent vertices (t12..j−1, t12..j), with t12..j−1
being the initial and t12..j the terminal vertex, is con-
structed by inserting the single node state (the letter) f(j)
into the initial vertex t12..j−1 to obtain the state t12..j .
Such a graph is simple and directed with minimal (initial)
vertex equal to the zero Gelfand-Tsetlin pattern, and max-
imal (final) vertex equal to the pattern corresponding to
the Weyl tableau t.
More precisely, the process of construction of the graph
Γ can be split into two stages:
Stage 1.— We read off the sequence of partitions
λRS = (λ = λ12...N = [m]n, λ12...N−1 = [m]N−1, . . . , λ12 =
[m]2, λ1 = [m]1) which corresponds to the growth of the
shape of the Weyl tableaux in terms of the Robinson-
Schensted-Knuth algorithm [27,28,29] applied to the con-
figuration f . These partitions create the rows of the max-
imal Gelfand-Tsetlin pattern i.e. [m]j is the j-th row of
the maximal Gelfand-Tsetlin pattern.
Stage 2.— The principal construction of the graph is
based on an insertion of the consecutive letters f(j), j =
1, 2, . . . , N of configuration f = |f(1)f(2) . . . f(N)〉 to the
Gelfand-Tsetlin patterns, starting with a triangle consist-
ing of zeros only. Insertion of a letter f(j) into Gelfand-
Tsetlin pattern t1..j−1 leads to the pattern t1..j with new
elements increasing by one and being located in the rows
j, f(j) ≤ j ≤ n, i.e.

[m]n + en(τn)
[m]n−1 + en−1(τn−1)
...
[m]f(j) + ef(j)(τf(j))
(m)f(j)−1

 (18)
where τj ∈ {1, 2, . . . j} for j = f(j), f(j) + 1, . . . n − 1, n,
and [m]j + ej(τj) correspond to row j of the Gelfand-
Tsetlin pattern, ej(τj) denotes zero vector of the length j
with 1 at the position τj . The symbol (m)f(j)−1 represents
rows of Gelfand pattern numbered from 1 to f(j)− 1.
It is obvious that this operation can lead to a collec-
tion of patterns (due to τj ∈ {1, 2, . . . j}), but we choose
only those, for which the n-th row [m]n + en(τn) is equal
to a partition λ12..j ∈ λRS , and the standardness of the
Gelfand-Tsetlin pattern is conserved (the betweenness con-
ditions are satisfied). In terms of graphs this corresponds
to the possibility for an out-degree of the vertex (i.e. the
number of edges coming from vertex) t1..j−1 denoted by
deg+(t1..j−1) to be greater than (or equal to) one.
In summary this can be implemented as follows
Step 1.— Using the above insertion procedure we
start to insert the first letter f(1) into the zero Gelfand tri-
angle t0 (i. e. a triangle of the shape λ, filled in by zeroes,
which is the minimal vertex of our graph), which results
in reaching the vertex t1. This leads to a directed graph,
consisting of two vertices (t0, t1), joined by the edge f(1)
(t0)
↓ f(1).
(t1)
Step 2.— Next, one inserts the letter f(2) into the
triangle t1 leading to a set of vertices t12 = {ti12 : i =
1, 2, ...}. Geometrically this represents a graph exhibiting
branches, with deg+(t1) ≥ 1.
(t0)
↓ f(1)
(t1)
ւ f(2) . . . ↓ f(2) . . .
(t112) . . . (t
k
12) . . . . . .
Step 3.— This is followed by further insertion of the
letter f(3) into each vertex ti12 from the set t12 using the
same rules, which produces the set t123 of vertices com-
posed of three letters. The same routine is followed for all
remaining letters of the configuration f .
One can observe that the out-degree deg+(t12..j) ≥ 1,
and can be seen that the insertion rules themselves sug-
gest a quick growth of the graph in a tree-like manner.
Nevertheless, symmetry constraints imposed by the phys-
ical system, guarantee that final graph will result in the
shape of a rhomb (see example below) with the maximal
(final) vertex resulting from the insertion of the last letter
f(N) of the configuration f equal to λt.
The amplitude of such graph Γ corresponds to (19)
where Fˆk,τn is the fundamental tensor operator, k = f(j)
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〈f |λty〉 =
∑
all different
paths from minimal
to maximal vertex
of the graph
∏
all edges
of the one path
of the graph
✂
✂
✂
❇
❇
❇
[m]
n
+ en(τn)
[m]n−1 + en−1(τn−1)
...
[m]
k
+ ek(τk)
(m)k−1
∣∣∣∣∣∣∣∣∣∣∣
Fˆk,τn
∣∣∣∣∣∣∣∣∣∣∣
[m]n
[m]n−1
...
[m]
k
(m)k−1
❇
❇
❇
✂
✂
✂
(19)
and τn = row(λ1..j \ λ1..j−1). This formula is based on
the analogy to the n slit interference experiment with elec-
trons, where the probability amplitude for the transition
of an electron, from a source s through a sequence of walls
with slits in them to the detector x, is given by the formula
〈x|s〉 =
∑
all paths
from s to x
∏
all parts (edges)
of a path
Aa part of a path
where Aa part of a path denotes the probability amplitude
of transition through a part of a given path.
Fundamental tensor operator in (19) can be calculated
using a technique called pattern calculus [30,21,22]. This
is used to determine matrix elements of tensor operators
of any unitary groups with the help of symbolic diagrams
and appropriate processing rules. It is based on Gelfand-
Tsetlin patterns, which are converting many complicated
dependencies between the arguments of a vector state into
obvious geometrical limitations (betweenness conditions).
The same limitation applies to tensor operators.
Louck [20] has shown that this kind of fundamental
tensor operator in (19) can be calculated using the for-
mula
✂
✂
✂
❇
❇
❇
[m]n + en(τn)
[m]n−1 + en−1(τn−1)
...
[m]k + ek(τk)
(m)k−1
∣∣∣∣∣∣∣∣∣∣
Fˆk, τn
∣∣∣∣∣∣∣∣∣∣
[m]n
[m]n−1
...
[m]k
(m)k−1
❇
❇
❇
✂
✂
✂
=
∏n
j=k+1 sgn(τj−1 − τj)√∣∣∣∣
∏j−1
i=1 i6=τj−1
∏j−1
i=1,i6=τj−1
(pτj,j−pi,j−1)
∏j
i=1,i6=τj
(pτj−1 ,j−1−pi,j+1)∏j
i=1,i6=τj
(pτj,j−pi,j)
∏j−1
i=1,i6=τj−1
(pτj−1 ,j−1−pi,j−1+1)
∣∣∣∣
√∣∣∣∣ ∏k−1i=1 (pτk,k−pi,k−1)∏k
i=1,i6=τk
(pτk,k−pi,k)
∣∣∣∣
(20)
for k ∈ {2, 3, . . . , n− 1}. For k = n the first factor
√√√√√
∣∣∣∣∣∣
∏j−1
i=1 i6=τj−1
∏j−1
i=1,i6=τj−1
(pτj,j − pi,j−1)
∏j
i=1,i6=τj
(pτj−1 ,j−1 − pi,j + 1)
∏j
i=1,i6=τj
(pτj,j − pi,j)
∏j−1
i=1,i6=τj−1
(pτj−1 ,j−1 − pi,j−1 + 1)
∣∣∣∣∣∣
is equal to 1; while for k = 1 the second factor of the
product √√√√
∣∣∣∣∣
∏k−1
i=1
(pτk,k − pi,k−1)∏
k
i=1,i6=τk
(pτk,k − pi,k)
∣∣∣∣∣
is equal to 1. The partial hook pij = mij + j − i, ei(j) is
the unit vector of the length i with 1 on the position j,
[m]i represents i-th row of Gelfand-Tsetlin pattern (m),
whereas (m)i denotes rows from 1 to i of pattern (m).
Equation (20) allows to express any matrix element of
any fundamental tensor operator in a basis of Gelfand-
Tsetlin patterns.
4 Example
Let us calculate the matrix element of the form〈
f = (1, 3, 2, 1)
∣∣∣ λ = (3, 1), t = 1 1 32 , y = 1 2 43
〉
,
i.e. element of the Schur-Weyl matrix with the row given
by |1, 3, 2, 1〉 and the column
| λ = (3, 1), t = 1 1 3
2
, y = 1 2 4
3
〉
for the Heisenberg magnet with N = 4 nodes and single
node spin s = 1 (n = 3).
The Weyl tableau 1 1 3
2
is in bijection with Gelfand
pattern
(
3 1 0
2 1
2
)
. Appropriate addition, as a one-by-one
process, of the single-node states to a zero Gelfand triangle
generates a graph of the form
(
0 0 0
0 0
0
)
↓ 1(
1 0 0
1 0
1
)
λ1 = (1, 0, 0)
↓ 3(
2 0 0
1 0
1
)
λ12 = (2, 0, 0)
ւ 2 ց 2
(
2 1 0
2 0
1
) (
2 1 0
1 1
1
)
λ123 = (2, 1, 0)
ց 1 ւ 1
(
3 1 0
2 1
2
)
λ1234 = (3, 1, 0)
6 Pawe l Jakubczyk et al.: An alternative approach to the construction of Schur-Weyl transform
adjusted to the set of partitions (taken from the RSK al-
gorithm) presented on the right hand side of this graph.
Due to having two distinct paths within the graph
(from the top to the bottom), we then have the sum of
products (according to the equation (19)) of the form〈
(1, 3, 2, 1)
∣∣∣(3, 1), 1 1 32 , 1 2 43 〉 =
〈
2 0 0
1 0
1
∣∣∣∣ t31
∣∣∣∣1 0 01 0
1
〉 〈
2 1 0
2 0
1
∣∣∣∣ t22
∣∣∣∣2 0 01 0
1
〉 〈
3 1 0
2 1
2
∣∣∣∣ t11
∣∣∣∣2 1 02 0
1
〉
+
〈
2 0 0
1 0
1
∣∣∣∣ t31
∣∣∣∣1 0 01 0
1
〉 〈
2 1 0
1 1
1
∣∣∣∣ t22
∣∣∣∣2 0 01 0
1
〉 〈
3 1 0
2 1
2
∣∣∣∣ t11
∣∣∣∣2 1 01 1
1
〉
=
(√
2
2
)(
−
√
6
6
)(
−
√
3
12
)
+
(√
2
2
)(√
2
2
)(
3
4
)
=
5
12
,
where fundamental tensor operators was calculated in terms
of formula (20).
5 Conclusions and remarks
We have demonstrated an alternative way of construction
of Schur-Weyl transform by consecutive joining nodes of
the spin system according to the symmetry given by the
tableaux (t, y). The proposed method is based on graph
theory and a technique called pattern calculus.
The novelty of the algorithm and also the main idea
behind it is the fact that while building the quantum state
via addition of consecutive nodes we are dealing with a
“combinatorial quantum interference” of all the possible
ways of addition of the new node to an existing system.
This observation leads to (19) which significantly simpli-
fies the procedure of calculating the matrix elements of
Schur-Weyl tableau.
All operations being carried out in the proposed al-
gorithm are essentially limited to addition and multipli-
cation since it calculates each amplitude in a polynomial
time with parametersN and n in contrary to the standard
method [31] which uses the summation over the symmetric
group, and thus grows exponentially with N .
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