Abstract. Quantum or classical mechanical systems symmetric under SU (2) are called spin systems. A SU (2)-equivariant map from (n+1)-square matrices to functions on the 2-sphere, satisfying some basic properties, is called a spin-j symbol correspondence (n = 2j ∈ N). Given a spin-j symbol correspondence, the matrix algebra induces a twisted j-algebra of symbols. In this paper, we establish a new, more intuitive criterion for when the Poisson algebra of smooth functions on the 2-sphere emerges asymptotically (n → ∞) from the sequence of twisted j-algebras of symbols. This new, more geometric criterion, which in many cases is equivalent to the numerical criterion obtained in [10] , is now given in terms of a classical (asymptotic) localization of the symbols of projectors (quantum pure states). For some important kinds of symbol correspondence sequences, classical localization of all projector-symbols is equivalent to asymptotic emergence of the Poisson algebra. But in general, such a classical localization condition is stronger than Poisson emergence. We thus also consider some weaker notions of asymptotic localization of projector-symbols. Finally, we obtain some relations between asymptotic localization of a symbol correspondence sequence and its quantizations of the classical spin system.
Introduction
Quantum or classical mechanical systems which are symmetric under SU (2) are called spin systems. While the Poisson algebra of the classical spin systems is infinite dimensional (smooth functions on the 2-sphere S 2 ), the operator algebra of a quantum spin-j system is finite dimensional (linear operators on C n+1 , where n = 2j ∈ N). Thus, one is naturally led to ask if, or under which conditions, the Poisson algebra of the classical spin system emerges as the asymptotic limit of the operator algebra of quantum spin-j systems, as j → ∞. But in full generality, this question can only be well posed if we first specify a sequence of injective SU (2)-equivariant linear maps from linear operators on C n+1 to smooth functions on S
2
(satisfying a few other properties), a so-called sequence of symbol correspondences. This question has been addressed and answered in the research monograph [10] . An important conclusion of [10] is that, given a generic sequence of symbol correspondences, the sequence of spin-j quantum systems do not approach the classical spin system as j grows indefinitely. Actually, for spin systems, a necessary and sufficient condition was found in [10] for the asymptotic emergence of the classical Poisson algebra from a sequence of twisted algebras of the corresponding symbols, in other words, a condition for a symbol correspondence sequence to be of Poisson or anti-Poisson type. This was stated in numerical terms as a non-generic asymptotic condition on the sequence of characteristic numbers of the respective symbol correspondences, cf. Theorem 2.28 below [10, Theorem 8.2 .21].
Furthermore, it was shown in [10] that this asymptotic condition fails to be generic even in each of two very important subsets of symbol correspondence sequences: the subset consisting of sequences of isometric (Stratonovich-Weyl) correspondences and the subset of sequences of mapping-positive (coherent-state) correspondences, which were conjectured in [10] and shown in this paper to be disjoint subsets, cf. Theorem 3.2 below.
However, given the relevance of singling out the symbol correspondence sequences of Poisson or anti-Poisson type, we were still missing a geometrical, or "physically intuitive" interpretation or equivalent statement for when a sequence of symbol correspondences takes the sequence of spin-j quantum systems to the classical spin system in the asymptotic j → ∞ limit This is achieved in this paper, by looking at the "asymptotic localization" of the symbols of pure states of spin 1 . For a quantum spin-j system, a symbol correspondence is a linear injective and equivariant map W j : M C (n + 1) → C ∞ C (S 2 ), P → W j P , s.t. W j P * = W j P , W j I = 1, cf. Definition 2.5, and a pure J 3 -state is a projector onto the k th subspace, Π k ∈ M C (n + 1), 1 ≤ k ≤ n + 1, n = 2j ∈ N, with the convex hull of all projectors as the set of J 3 -invariant states. Considering the sequence of quantum spin-j systems, for a sequence (k n ) n∈N satisfying k n ∈ N, 1 ≤ k n ≤ n + 1, the sequence (Π kn ) n∈N of projectors is said to be r-convergent if k n /n → r ∈ [0, 1], as n → ∞, and in this case, given a sequence of symbol correspondences (W j ) n∈N , the sequence (ρ (restricted to z-axis), is said to be an r-convergent Π-distribution sequence, cf. Definition 4.2.
In this setting, we say that a symbol correspondence sequence W = (W j ) n∈N localizes (resp. anti-localizes) classically if every r-convergent Π-distribution sequence localizes classically at 1 − 2r (resp. 2r − 1), ∀r ∈ [0, 1], where by "classical localization at z 0 " we mean that the sequence of quasi-probability distributions converges, as distribution, to Dirac's δ(z − z 0 ) distribution on C ∞ C ([−1, 1]), cf. Definitions 4.3 and 4.5 below. Then, Corollaries 4.17, 4.18 and 4.21 below state that a sequence of either mapping-positive symbol correspondences or isometric symbol correspondences is of Poisson (resp. anti-Poisson) type if and only if the given symbol correspondence sequence localizes (resp. anti-localizes) classically.
In general, if a symbol correspondence sequence (anti-)localizes classically, then it is of (anti-)Poisson type, cf. Corollary 4.17. However, the converse is not true in general and thus such a classical localization condition is a stronger condition than asymptotic Poisson emergence, for general symbol correspondence sequences, cf. Theorem 4.23. For this reason, we also consider below some weaker notions of asymptotic localization of symbol correspondence sequences. This paper is organized as follows.
In section 2 we present a summary of the main constructions and results of [10] , which are necessary for understanding the questions addressed in this paper. Thus, after reviewing the main definitions and properties of quantum and classical spin systems, we review the main definitions and results on symbol correspondences for 1 For affine quantum systems, ie. ordinary quantum mechanics with Hilbert space L 2 (R k ), it's well known that Ehrenfest's theorem fails to hold in general for pure states which are not sufficiently localized in R k (cf. eg. [4] ), thus the notion that emergence of Poisson mechanics from quantum mechanics should be related to (asymptotic) localization of pure states is somewhat "physically intuitive". But because we look at J 3 -invariant pure states in the case of spin systems, the analogy with affine systems is perhaps clearer if there we think of localization in momentum space.
spin systems and their associated twisted products of symbols. In order to make this paper minimally self-contained, this section is necessarily somewhat extensive.
In section 3 we prove the splitting Theorem 3.2, which states that the subsets of isometric (Stratonovich-Weyl) correspondences, mapping-positive (coherent-state) correspondences, and positive-dual correspondences, are mutually disjoint.
In section 4 we address the main question of this paper, presenting the main definitions of asymptotic localization and proving the main results alluded to above.
Up to this point, we have been investigating the localization property for spin systems from the approach which is inverse of quantization, namely, dequantization and (semi)classical limit (same approach used in [10] ). But it is possible to investigate asymptotic localization of symbol correspondences for spin systems from the quatization approach, as well, and this is done in section 5, outlined as follows.
Given any symbol correspondence sequence of (anti-)Poisson type W = (W j ) n∈N , for any classical function f ∈ C ∞ C (S 2 ) we define its W -quantization as the sequence of operators
, with a similar definition for the dual-W -quantization of f , F w obtained from the dual symbol correspondence sequence W , cf. Definitions 2.15 and 5.4. For some sequences of operators F = (F n ) n∈N , where F n ∈ M C (n + 1), one has a natural definition of its asymptotic norm, cf. Definition 5.3. In this setting, Theorems 5.10 and 5.12 present some relations between asymptotic localization of W and equality of the L 2 norm of f and the asymptotic norms of F w and F w , for any Finally, in section 6 we present some final thoughts on why asymptotic Poisson emergence is generally a weaker condition than the classical localization condition.
Review of some basic definitions and results
This section follows closely to the more detailed and extended treatment in [10] 2 . 2.1. Spin systems. Let SU (2) be the special unitary subgroup of GL 2 (C), satisfying: det g = 1 and gg * = g * g = e, ∀g ∈ SU (2). From these properties,
topologically, hence it is compact and simply connected. The Lie algebra su(2) of SU (2) is generated by the Pauli matrices {σ 1 , σ 2 , σ 3 } satisfying the commutation relations
where ǫ abc is totally antisymmetric, and is isomorphic to the Lie algebra so(3) of the special orthogonal group SO(3). For any isomorphism dψ : su(2) → so(3), the homomorphism ψ : SU (2) → SO(3) has kernel Z 2 , thus SO(3) = SU (2)/Z 2 .
2 Some of the definitions and results summarized in this section are not present in the preliminary version of [10] that was first posted in the arXiv (which could not be later updated there due to copyright restrictions). Although a full treatment of general symbol correspondences for spin system is only found in [10] , various excellent treatments of some special symbol correspondences can be found elsewhere, cf. eg. [1] , [12] and the review [6] and references therein.
Since SU (2) is compact, every one of its irreducible unitary representations is finite dimensional (cf. [8] ), commonly labeled by a half-integer number j, where 2j + 1 ∈ N is its dimension, so we will denote it by ϕ j . A representation ϕ j of SU (2) is also a representation of SO(3) if and only if j is an integer. Now, for n = 2j ∈ N, let M C (n + 1) denote the algebra of (n + 1)-square complex matrices.
Definition 2.1 ([10]).
A quantum spin-j system is a complex Hilbert space H j ≃ C n+1 together with an irreducible unitary representation ϕ j : SU (2) → G ⊂ U (n + 1), G isomorphic to SU (2) or SO(3) according to whether j is strictly half-integer or is integer. The operator algebra of the spin-j system 3 is B(H j ) ≃ M C (n + 1).
The spin operators J k = dϕ j (σ k /2) ∈ B(H j ) correspond to the x, y, and z components of the total angular momentum or spin 4 . The usual approach for a spin-j system is to diagonalize the operator J 3 ≡ J z , which has eigenvalues m = −j, −j + 1, ..., j − 1, j. We denote the vectors of an orthonormal basis of H j comprised of eigenvectors of J 3 by u(j, m). Then, we define the ladder operators J ± = J 1 ±iJ 2 and the norm-square operator
, where I is the identity. The commutation relations are
, where α j,m and β j,m are non zero constants, except for α j,j = β j,−j = 0. To (almost completely) eliminate the freedom of choosing an individual phase factor for each u(j, m), we choose a highest weight vector u(j, j) and fix all the other phases so that the constants β j,m are nonnegative real numbers. Thus, for such a basis, called standard, there is just one free phase on the choice of u(j, j) and
To extend the representation ϕ j (g) acting on H j to a representation Φ j (g) acting on the operator space M C (n + 1) ≃ B(H j ) = Hom(H j , H j ) ≃ H j ⊗ H * j , we use the dual representation of ϕ j (g) acting on H * j , denoted byφ j (g). Via the inner-product identification H * j ↔ H j , we have thatφ j (g) ↔ ϕ j (g) −1 , ∀g ∈ SU (2). For the spin operators,
and the spin operators J k = dΦ j (σ k /2) acting on B(H j ) can be identified with
Theorem 2.2 (cf. e.g. [10] ). The Clebsch-Gordan series for B(H j ) is
3 One often finds in the literature the term spin-j system referring to a lattice of n spin-1/2 particles, but such lattices have spatial degrees of freedom which are fully neglected in our definition. 4 We are taking = 1 (equivalent to a rescaling of units).
Thus, the induced action (2.3) of SU (2) on B(H j ) is effectively an SO(3) action. For each ϕ l , we find a standard basis of vectors e j (l, m) as we did for H j . The orthonormal basis {u(j, m 1 ) ⊗ǔ(j, m 2 )} of B(H j ) is called uncoupled, whereas the basis consisting of e j (l, m), where {e j (l, m), −l ≤ m ≤ l} is a basis of the (2l + 1)-dimensional SO(3)-invariant subspace ϕ l , is called coupled 5 . This basis satisfies
being also orthonormal w.r.t. the Hilbert-Schmidt inner product on M C (n + 1).
Theorem 2.3 ([10]). The coupled standard basis vectors
T and are given explicitly, for 0 ≤ m ≤ l, by
The coefficients of the change of orthonormal basis
are called Clebsch-Gordan coefficients and for SU (2) have been extensively studied 6 , cf. e.g. [2, 13] . They are unique up to a phase and we adopt the usual convention in which all coefficients are real. We now turn to the classical spin system.
Definition 2.4 ([10]
). The classical spin system is the homogeneous 2-sphere with its Poisson algebra {C ∞ C (S 2 ), ω}, where the symplectic form is the usual area form with local expression ω = sin ϕ dϕ∧dθ in spherical coordinates w.r.t. the north pole.
We refer to [10] for a detailed justification of the above definition, but here we point out that every quantum spin-j system is a mechanical system with one degree of freedom, which is consistent with its classical phase space being the 2-dimensional symplectic manifold which is the generic coadjoint orbit of SU (2). Now, just as for the quantum operator spaces, we can find an orthonormal basis for C ∞ C (S 2 ) by decomposing the action of SO(3) on C ∞ C (S 2 ) in (2l + 1)-dimensional invariant subspaces which are spanned by the standard basis of spherical harmonics:
If we take H * j as another spin-j system, this is equivalent to addition (or subtraction) of spin. So, in Dirac's notation, we can write u(j, m 1 ) ⊗ǔ(j, m 2 ) = |j, m 1 , j, m 2 and e j (l, m) = |(j, j)l, m . 6 In particular, the Clebsch-Gordan coefficients in (2.9) vanish when m = m 1 + m 2 so that the summation in m in (2.9) is actually moot, only the term with m = m 1 + m 2 survives in its r.h.s.
where (ϕ, θ) are spherical polar coordinates of n ∈ S 2 w.r.t. the north pole n 0 , in other words, the colatitude and longitude on S 2 , and P 2.2. Symbol correspondences. By a spin-j symbol correspondence, we mean a map that associates to every spin-j operator a unique function on the 2-sphere, called its symbol, satisfying very basic and natural properties, as follows.
, is a symbol correspondence for a spin-j system if, ∀P, Q ∈ B(H j ), ∀g ∈ SO(3), it satisfies i) Linearity and injectivity; ii) Equivariance:
If injectivity fails but all other properties hold, W j is called a pre-symbol map.
Remark 2.6. In (ii), on the r.h.s. the action on functions is the one induced by the standard SO(3) action on the unit sphere S 2 ⊂ R 3 , and on the l.h.s. the action on operators (P → P g ) is given by (2.3) for any of the two choices of lifting g ∈ SO(3) tog ∈ SU (2). From (iii), hermitian operators are mapped to real functions. Condition (iv) is necessary to assure that I → 1 (constant function 1).
The above properties for a spin-j symbol correspondence were first set out by Stratonovich [11] who imposed a more strict property which implies (iv), as follows: Definition 2.7. A Stratonovich-Weyl correspondence is a symbol correspondence that is an isometry with respect to the normalized inner products, that is, it satisfies v) Isometry :
where
But as can be seen from various examples, the first one set out by Berezin [1] , this isometry condition is too strict to be imposed on general symbol correspondences.
Schur's lemma implies that a symbol correspondence is an isomorphism between the subspaces spanned by e j (l, m) and Y m l for fixed l. So we can turn the injectivity requirement into bijectivity by taking W j : B(H j ) → P oly C (S 2 ) ≤n , where
is the space of complex polynomials on S 2 of proper degree less than or equal to n. Any symbol correspondence can be characterized as follows:
is a symbol correspondence if and only if there is a diagonal matrix K ∈ M C (n + 1) such that tr(K) = 1 and
3)) for n = gn 0 , n 0 the north pole on S 2 . K is given by (2.14)
with e j (l, 0) given by (2.7), where c n l ∈ R * , for l = 1, ..., n. In particular, The following theorem, first obtained in an equivalent form by Gracia-Bondia and Varilly [12] , follows immediately from (2.15). 
Definition 2.12. A Berezin correspondence 7 is a symbol correspondence defined via (2.13) by an operator kernel which is a projector Π k = E k,k . Now, the projectors Π k decompose as (2.17)
where m = j − k + 1 (cf. [10] ). Since some Clebsch-Gordan coefficient on the decomposition may vanish, not all Π k define symbol correspondences for all n ∈ N. However, let h : C n+1 × C n+1 → C denote the inner product that is conjugate linear in the first variable and consider the maps:
is the Hopf map and Φ j : S 3 → S 2n+1 . Then we have: 7 The original definition by Berezin [1] uses only the first projector, but this more general form was, as far as we know, set out by Marc Rieffel [9] .
Theorem 2.13 ([10]
). For every n ∈ N, each of the maps 
Definition 2.14 ( [10] ). The map B j defines the standard Berezin correspondence and the map B j− defines the alternate Berezin correspondence.
is the spin-j symbol correspondence defined by the operator kernel K via (2.13), with characteristic numbers c n l , then its dual is the symbol correspondence W j : P → W j P defined implicitly by
and its characteristic numbers are As explained in [10] , from the above theorem a synonym for mapping-positive correspondence is coherent-state correspondence. Like for Berezin correspondences, in general not all convex combinations of projectors define an operator kernel for which the pre-symbol map is injective. But we have the following: Theorem 2.22 ( [10] ). For every n = 2j ∈ N, the positive pre-symbol map M C (n + 1) → P oly C (S 2 ) ≤n defined via (2.13) by the operator kernel
where ⌊x⌋ denotes integer part of x, is bijective, i.e., the operator kernel K = S 1/2 as above defines a mapping-positive symbol correspondence for every n ∈ N.
Definition 2.23 ([10]
). For every n = 2j ∈ N, the upper-middle-state symbol correspondence is the one defined by the operator kernel S 1/2 in (2.21).
The expressions for the characteristic numbers p l p n l , also well defined ∀n ∈ N, is called the lower-middle-state correspondence. Neither of these two is characteristic-positive.
2.3.
Twisted products of symbols and sequences of symbol correspondences. The operator space of a spin-j system has a natural algebraic structure defined by the usual matrix product. Via any given symbol correspondence,
is the n-tuple of its characteristic numbers, the twisted product of symbols
Theorem 2.25. For any symbol correspondence W j , the twisted product of symbols defines a SO(3)-invariant associative unital star algebra on P oly C (S 2 ) ≤n .
We refer to [10] for detailed extensive formulas for twisted products of general and some special symbol correspondences, as well as various of their properties, For each correspondence W j , the space of symbols P oly
with usual addition and induced twisted product ⋆ n c is called the c-twisted j-algebra of smooth functions on the sphere. For a given spin number j, all c-twisted j-algebras are isomorphic, since they are all isomorphic to the operator algebra M C (n + 1).
But now we introduce the following:
the sequence of symbol correspondences with characteristic numbers c n l = C(n, l), c n 0 = 1, ∀n ∈ N. And we denote by
) n∈N the associated sequence of twisted algebras of smooth functions on the sphere. In particular, we say that W C is of limiting type if ∃ lim
Therefore, we are interested in whether and how the Poisson algebra of smooth functions on the sphere emerges asymptotically from a sequence of twisted algebras associated to a given sequence of symbol correspondences.
And it is of anti-Poisson type if the third property is replaced by
iii
l2 }. The convergences taken uniformly. Now, there is a simple numerical criterion to know when the above definition is satisfied by a sequence of symbol correspondences.
Theorem 2.28 ([10]).
A sequence of symbol correspondences W C is of Poisson (resp. anti-Poisson) type if and only if it is of limiting type and its characteristic numbers satisfy c
Thus, generic sequences of symbol correspondences are not of Poisson or antiPoisson type, nor even of limiting type, and this is also the case for generic sequences of Stratonovich-Weyl (isometric) symbol correspondences, cf. [10] . The symbol correspondence sequences of Poisson or anti-Poisson type are the ones for which Poisson dynamics emerges asymptotically from quantum dynamics in the limit of high spin number j → ∞. In this paper, we are interested in obtaining a more intuitive criterion which can replace the numerical criterion of Theorem 2.28. This will be the subject of section 4, further below.
A splitting of the set of spin-j symbol correspondences
The mapping-positive property for a correspondence implies in many nice analytical properties for the symbols and, in particular, the corresponding symbols of (pure or mixed) states are nonnegative functions which, upon suitable renormalization, can be seen as probability densities on S 2 . However, no Stratonovich-Weyl (i.e., isometric) correspondence possesses this nice mapping-positive property. This statement was stated as a conjecture in [10] . Here we shall give its proof. In fact, we present below a more general result, which follows from introducing: Proof. Let c n l , l = 1, ..., n, be the characteristic numbers of a mapping-positive correspondence W j ∈ S j < . From Theorem 2.21 and eqs. (2.14) and (2.17), we have
where 
That is,
In particular,
From Theorem 2.16, eq. (2.20), the characteristic numbersc
Thus, from (2.16), (3.3) and (3.4), the three subsets are mutually disjoint.
Remark 3.3. We must bear in mind, however, that the union
is a proper subset 9 of S j . Therefore, to complete this splitting of S j we must add the complementary subset S j \ U j .
Now, for any n = 2j ∈ N, the set S j of all spin-j symbol correspondences defines a groupoid D j , the dequantization groupoid of the spin-j system, cf. [10, Definition 7.1.19, Proposition 7.2.20], which is isomorphic to the pair groupoid over S j . Therefore, each of the pair groupoids over S j = , or S j < , or S j > is isomorphic to a subgroupoid of the dequantization groupoid, these being mutually disjoint.
9 This is easy to see for j ≥ 3/2, just take some k ∈ N s.t. j < k < 2j and take c n l to satisfy (3.3) for j < l ≤ k and satisfy (3.4) for k < l ≤ 2j.
Asymptotic localization of correspondence sequences
We now come to the main purpose of this paper: establishing a more intuitive or geometric criterion for a given sequence of symbol correspondences to be of Poisson or anti-Poisson type, complementing the algebraic criterion of Theorem 2.28.
Motivated by a physical view of the projectors Π k , k = 1, ..., n + 1, which are J 3 -invariant pure states of a spin-j system, given a symbol correspondence sequence we ask whether, or in what way, some kind of asymptotic (n → ∞) localization of the symbols of projectors could be related to the asymptotic emergence of the Poisson algebra from the given sequence of twisted algebras.
Let W j be a symbol correspondence with characteristic numbers c n l . From Theorem 2.8 and expressions (2.10) and (2.17), we have
where P l = P 0 l are the Legendre polynomials and m = j − k + 1. Note that these symbols are invariant by rotations around the z-axis, z = cos ϕ, according to our general convention of diagonalizing the z-spin operator J 3 . 
We now introduce the main definitions that will be useful for our purposes. First:
n∈N be a sequence of symbol correspondences (cf. Definition 2.26) and let (k n ) n∈N be a sequence of natural numbers satisfying 1 ≤ k n ≤ n + 1, so that Π kn ∈ B(H j ) for every n ∈ N.
A Π sequence is a sequence of projectors (Π kn ) n∈N . Its corresponding Π-symbol sequence is the sequence of their symbols (W The characteristic numbers of the sequence of symbol correspondences W C will also be referred to as the characteristic numbers of its Π-symbol and Π-distribution sequences. If ρ j k is an element of a Π-distribution sequence with characteristic numbers c n l , from (4.1) we get explicitly that
Now, if the Π sequence is the constant sequence Π kn = Π 1 , then r = 0. Similarly, if Π kn = Π n+1 , ∀n ∈ N, then r = 1. Classically, we could imagine that the symbols for the first sequence would "localize" at the north pole z 0 = 1 and the latter at the south pole z 0 = −1. More generally, if k n /n → r, the "standard classical picture" would be a symbol "localized" at the parallel of colatitude ϕ = arccos(1 − 2r), or equivalently, a z-axis quasiprobabilty distribution "localized" at z 0 = 1 − 2r.
In order to be more precise, we present our second main definition: Thus, "thinking classically", we could expect or imagine that every r-convergent Π-distribution sequence would localize classically at 1 − 2r, ∀r ∈ [0, 1]. However, in view of Remark 4.1, the "classical picture" could also be reflected on the equator.
This leads to our third main definition:
Definition 4.5. A sequence of symbol correspondences W C = (W j ) n∈N is said to localize classically if every r-convergent Π-distribution sequence localizes classically at 1 − 2r, ∀r ∈ [0, 1]. Likewise, W C is said to anti-localize classically if every r-convergent Π-distribution sequence localizes classically at 2r − 1, ∀r ∈ [0, 1].
4.1.
Classical localization of mapping-positive symbol correspondence sequences. In order to first bypass the more complicated general case, we start by taking a special look at Π-distribution sequences that are, in fact, sequences of probability distributions. By Definition 2.20, this is assured by considering: Definition 4.6. A Π-symbol sequence is positive if it is constructed from a sequence of mapping-positive correspondences. Likewise for its Π-distribution sequence.
As examples, we present the following explicit expressions (very useful for numerical computations) for the standard and alternate Berezin Π-symbol sequences: . The second expression is a particular case of (4.2). Now, let (ρ n ) n∈N be any sequence of probability distributions on [−1, 1]. Denote by E n the expected value operator defined by ρ n and let µ n = E n (z) and σ
n denote the mean and variance of ρ n , respectively. 
Thus, as µ n → µ we have that
Thus, as µ n → µ we have that the subsequence (ρ n k ) k∈N converges to Dirac's δ(z − µ) distribution on C 
where, as usual, m = j − k + 1. Hence, we easily get:
Lemma 4.9. For any positive Π-distribution sequence (ρ j kn ) n∈N , we have that
From Lemmas 4.8 and 4.9 we obtain in a rather straightforward way: In particular, the standard (resp. alternate) Berezin symbol correspondence sequence localizes (resp. anti-localizes) classically. But from [10, Proposition 6.2.54], the upper-middle-state and lower-middle-state symbol correspondence sequences do not satisfy the conditions of Theorem 4.10 and in fact they do not localize or anti-localize classically, in accordance with the fact that they are not of Poisson or anti-Poisson type. The failure of these mapping-positive symbol correspondence sequences to (anti-)localize classically can be inferred from numerical computations for finite but growing values of n. It also follows from Corollary 4.17 below. Remark 4.12. As seen from above, for mapping-positive symbol correspondence sequences the condition for their classical (anti-)localization is a condition on the asymptotic limit of their first two characteristic numbers, only. Thus, for mappingpositive symbol correspondence sequences, (anti-)Poisson emergence seems to be a stronger condition than classical (anti-)localization, cf. Theorem 2.28. But we shall see below that this is not so (cf. Corollary 4.18) and that, in fact, the opposite is the case for general symbol correspondence sequences.
4.2.
Asymptotic localization of general symbol correspondence sequences. Now, in order to expand our study to the general case, we need Edmonds formula. Although proofs of this formula are found in the literature, we have found no previous proof treating the fully general case, as the one we present below. 
Proof. At first, we follow Brussard and Tolhoek [3] and Flude [7] to prove that 
The summation over z is finite, so we can take the limit of each term. Thus,
, where in the expressions for Ω 1 , Ω 2 , Ω 3 , we have used the Stirling approximation
Supposing m/j converges, we can take a θ ∈ [0, π] such that cos θ = lim j→∞ (m/j), so that sin . Then, we get (cf. [13] for the exact expression of the Wigner d-function)
. Now, we must note that j − |m| is a sequence of integer numbers, so the convergence condition (ii) implies that there is a j 0 such that for all j > j 0 we have j−|m| = 0 ⇒ m = ±j. For m = j, we have µ ≥ |τ | and m/j → 1 ⇒ θ = 0 ⇒ d 
and then using (4.10) in the last factor, plus the symmetry properties of ClebschGordan coefficients (cf. [2, 10, 13]), we conclude that
Now, we expand condition (ii) to condition (iii) j − |m| < a for some a ∈ N when τ = µ = 0. We first assume j − |m| → a ∈ N 0 . From [13] , we have the following recursive relation:
Assuming the coefficients in the rhs of (4.11) satisfy the already proved (4.8), we obtain lim j→∞ C l, j, j 0, ±(j−a−1), ±(j−a−1) = (−1) l d l 0,0 (θ) where θ = 0 for plus sign and θ = π for minus sign. The hypothesis holds for a = 0, so, by induction, the formula holds for all a ∈ N 0 . Finally, j − |m| does not need to converge to a ∈ N 0 , it is sufficient for it to remain finite, because all the Clebsch-Gordan coefficients converge to the same value. 
And W C is of anti-Poisson type if and only if ∀r ∈ [0, 1] its r-convergent Π-distribution sequences satisfy (4.13) lim
Proof. From (4.3) and Lemma 4.13, we have (4.14) lim
Assuming Poisson, lim n→∞ c n l = 1, ∀l ∈ N, then (4.12) follows immediately from Edmonds formula. On the other hand, for all l ∈ N there exists r ∈ [0, 1] such that P l (1 − 2r) = 0. So from Edmonds formula, (4.12) holds only if lim n→∞ c n l = 1, ∀l ∈ N. Similarly for the anti-Poisson case, using that P l (−z) = (−1) l P l (z).
In view of the above theorem, we introduce the following definition:
Then, a sequence of symbol correspondences W C is said to localize polynomially, resp. anti-localize polynomially, if every r-convergent Π-distribution sequence localizes polynomially at 1 − 2r, resp. at 2r − 1, ∀r ∈ [0, 1].
And then Theorem 4.14 can be rewritten as In order to apply Edmonds formula, we must be able to take the limit n → ∞ inside the summation in the last line of (4.18). For simplicity, we now write 
On the other hand, because f ∈ C 
Therefore, from (4.20)-(4.22),
Returning to (4.18), we write
The first limit is trivially interchanged with the finite sum. For the second limit, we apply Tannery's Theorem, since |α .7), we conclude what we want.
As a direct corollary, we have the important special case:
Corollary 4.21. The sequence of standard (resp. alternate) Stratonovich-Weyl symbol correspondences localizes (resp. anti-localizes) classically. 
From [13] , we have that 
for large integers j. Hence, such r-convergent Π-distribution sequence, for r = 1/2, constructed from a symbol correspondence sequence of Poisson type, fails to converge pointwise on f at 0. Therefore, W C does not localize classically. By considering the symbol correspondence sequence W C with characteristic numbers
we have that W C is of anti-Poisson type but does not anti-localize classically . We first verify that for any fixed l ∈ N the sequence {t n l } n≥l is decreasing:
Therefore,
10 Note that W C built as above is just one of infinite possibilities and, in particular, it would have been sufficient to define c l l = √ 2l + 1/a l , for instance. However, the construction we chose above will be useful for defining an example that clarifies another property, later on (cf. Example 5.11).
However, computing explicitly the limiting value of (4.27) t
using Stirling formula (4.10), we obtain
Thus, T l increases exponentially and cannot be bounded by any polynomial.
Motivated by these examples, in particular equations (4.26)-(4.28), we introduce a one-parameter family of weaker asymptotic localizations, as follows.
For every µ > 1, let E µ ⊂ C denote the closed interior of the Bernstein ellipse
with foci at ±1 and sum of major and minor semi-axis equal to µ. Denote by
) the subspace of all smooth complex functions on [−1, 1] which admit holomorphic extensions to E µ ⊂ C. Note that
Then, we finally introduce:
Then, a sequence of symbol correspondences W C is said to localize µ-analytically, resp. anti-localize µ-analytically, if every r-convergent Π-distribution sequence localizes µ-analytically at 1 − 2r, resp. at 2r − 1, ∀r ∈ [0, 1].
From (4.29), if W C localizes µ 1 -analytically, then it localizes µ 2 -analytically, ∀µ 2 > µ 1 . But the converse does not necessarily hold. Then we have: Theorem 4.26. The sequence of standard (resp. alternate) Toeplitz symbol correspondences localizes (resp. anti-localizes) µ-analytically, ∀µ > 2.
Proof. The proof follows similarly to the proof of Theorem 4.20, using (4.26)-(4.28) and the fact that, for any f ∈ A µ ([−1, 1]), we have from [15, Corollary 2.1] that f can be written as (4.17) with
where |f (z)| ≤ M , for z ∈ E µ .
W -quantizations and asymptotic localization
So far we have been investigating the (semi)classical limit of quantum spin systems via their dequantizations. In this section we start investigations in the opposite direction, i.e. from the classical spin system to quantum spin systems, often referred to as quantization. Our main purpose at this point is to find relations between properties of quantized functions and asymptotic localization of symbol correspondence sequences. To this end, first we introduce some basic definitions.
Let M = {F = (F n ) n∈N , F n ∈ M C (n + 1)} be the set of all sequences of spin-j operators. In this set, we can define the natural operations of sum, product and multiplication by a scalar, as follows:
and their product is given by
where F n G n is the product in M C (n + 1), with I = (I n ) n∈N as the unit. The multiplication of an operator sequence F by a ∈ C, aF = (aF n ) n∈N , extends naturally to multiplication by a scalar as being the multiplication of F by a sequence of complex numbers a = (a n ) n∈N , a n ∈ C, given by
with the set of scalars C = {a = (a n ) n∈N , a n ∈ C} forming a commutative ring under the natural operations a + b = (a n + b n ) n∈N , ab = (a n b n ) n∈N .
Remark 5.2. Therefore, the set of operator sequences M has the structure of a unital associative (noncommutative) algebra over the commutative ring C of scalars. However, C is not a field because there are nontrivial zero divisors.
Recall the normalized inner product ·|· j :
satisfying I n , I n j = 1, and let the norm || · || : M C (n + 1) → R + be defined as
Definition 5.3. For any two sequences of operators,
For any operator sequence F = (F n ) n∈N , F n ∈ M C (n + 1), its norm ||F|| ∈ R + , where R + = {a = (a n ) n∈N , a n ∈ R + } ⊂ C, is given by
Its lower asymptotic norm and upper asymptotic norm are given by
When these are equal, the asymptotic norm is denoted by
In the last section, we were particularly interested in investigating sequences of operators for which, given a symbol correspondence sequence W C = (W j ) n∈N , its sequence of symbols converge to a J 3 -invariant classical function f ∈ C ∞ ([−1, 1]) or to a J 3 -invariant µ-analytic function f ∈ A µ ([−1, 1] ). In this case, if f is the limit of a sequence (f n ) n∈N of J 3 -invariant symbols of the form
for simplicity we can consider sequences of J 3 -invariant operators which can be written in the form
being orthonormal basis vectors of M C (n + 1) w.r.t. the normalized inner product ·|· j on M C (n + 1), with I n = E j (0, 0), that is,
From the Legendre series for f ,
we have that
In view of this, we now introduce the following general definition:
, with harmonic series
given a symbol correspondence sequence W C with characteristic numbers c n l , the W -pseudoquantization of f is the operator sequence F w = (F w n ) n∈N given by
and the dual-W-pseudoquantization of f is the operator sequence
If W C is of (anti-)Poisson type, then F w and F w are called, respectively, the W -quantization and the dual-W -quantization of f . Remark 5.5. As discussed in [10, Chapter 9] , applying the term quantization to the Poisson algebra {C ∞ C (S 2 ), ω} requires that W C be of (anti-)Poisson type.
However, for our investigations related to asymptotic localization, it will be enough to restrict our attention to J 3 -invariant functions and operators. In 
Thus, from (5.10) we have that
with obvious generalizations of (5.18) and (5.19) when F w and F w are given in the general form (5.14) and (5.15), using (5.10).
On the other hand, the
Thus, because 1 2
in terms of the Legendre coefficients of f , cf. (5.11), we have that
We then have:
Proposition 5.6. If W C is an isometric symbol correspondence sequence, then
. Equivalently, W C is a mapping-positive symbol correspondence sequence, then Of course, every symbol correspondence sequence of (anti-)Poisson type is of quasi-classical type, but the converse does not hold in general, cf. Theorem 2.28.
Then we have:
Proposition 5.8. If W C is positive-dual and also of quasi-classical type, then
. Equivalently, if W C is mapping-positive and also of quasi-classical type, then
Because the two statements are equivalent, we prove the mapping-positive case. Then, from the first inequality in (5.24) and the fact that ||f || < ∞, cf. 
Proof. As in the proof of Proposition 5.8, here it is sufficient to prove for just one of the correspondence sequences of the statement. Take the standard Toeplitz correspondence sequence. Since
On the other hand, following the proof of Theorem 4.26 we conclude that, if f ∈ A µ ([−1, 1]) for any µ > 2, then we can apply Tannery's theorem to (5.19 ) and then the quasiclassical condition (5.25) implies that || F w || < = || F w || > = ||f ||.
In the same vein, if W C is a symbol correspondence sequence of (anti-)Poisson type, but without further conditions, it may happen that, for some f ∈ C ∞ C ([−1, 1]), the asymptotic operator norm of its W -quantization, or of its dual-W -quantization, blows up to infinity, as the following example shows. This sequence of symbol correspondences is also of Poisson type, but, for n > m, the norm of the W -quantization of f satisfies In particular, of course, the above theorem provides a sufficient condition on a symbol correspondence sequence W C of (anti-)Poisson type to guarantee that the L 2 -norm of every J 3 -invariant classical function agrees with the asymptotic norms of its W -quantized and dual-W -quantized operator sequences.
Therefore, Theorems 5.10 and 5.12 provide connections between the conditions for equality of classical and asymptotic operator norms, and the conditions for the asymptotic localization of symbol correspondence sequences, as expressed in Theorems 4.20 and 4.26.
But the relations between localization of symbol correspondence sequences and properties of quantized functions can be explored even further, as follows. First: Proposition 5.13. Let W C = (W j ) and W C = ( W j ) be a symbol correspondence sequence and its dual. For every sequence of J 3 -invariant operators F = (F n ),
Fn || ∈ R if and only if, for every sequence of polynomials (f n ) n∈N , f n ∈ P oly C ([−1, 1]) ≤n ,
where F w = ( F w n ) is the sequence of operators given by
Proof. Given a sequence of J 3 -invariant operators F = (F n ), we can write Analogously, given a sequence of polynomials as in the statement, we can write
from what we get
So we have Remark 5.14. It's not difficult to see that the above proposition can be generalized by relaxing the J 3 -invariant requirement for F and considering f n ∈ P oly C (S 2 ) ≤n .
Therefore, in some sense we can say that, if a symbol correspondence sequence is "more appropriate" for quantization, then its dual is "more appropriate" for dequantization, and vice-versa. We thus introduce the following definition: Definition 5.15. A sequence of J 3 -invariant operators F = (F n ) n∈N has classical expectation if, for every r-convergent Π sequence (Π kn ) n∈N , the sequence ( Π kn |F n ) n∈N also converges. Then, we say that a symbol correspondence sequence W C of (anti-)Poisson type has classical expectation if the dual-W-quantization
Finally, we claim that the property defined above is equivalent to the property of classical (anti-)localization, for a symbol correspondence sequence. Thus, W C localizes classically. If we suppose anti-Poisson condition, the r.h.s. of (5.43) must be f n (2r −1), so the result of the expression above changes to f (2r −1), which means that the sequence of correspondences anti-localizes classically. We've already proved that classical (anti-)localization implies in (anti-)Poisson condition, cf. Theorem 4.14. Assuming classical (anti-)localization of W C , classical expectation of the dual-W-quantization of any classical function follows trivially from the definitions.
Summary and discussion
If a symbol correspondence sequence W C localizes (resp. anti-localizes) classically, then it is of Poisson (resp. anti-Poisson) type, cf. Corollary 4.17, but the converse does not hold in general, cf. Theorem 4.23. A sufficient condition for the converse of Corollary 4.17 to hold is that the characteristic numbers of W C satisfy certain bounds, cf. (4.16), but these polynomial bounds are not satisfied for general symbol correspondence sequences of Poisson (resp. anti-Poisson) type, as per the standard (resp. alternate) Toeplitz correspondence sequence, cf. Proposition 4.24.
Motivated by these examples, we thus defined a notion of µ-analytic localization, µ > 1, which amounts to Π-distribution sequences converging to Dirac's distribution on an appropriate subspace A µ ([−1, 1]) ⊂ C ∞ C ([−1, 1]), cf. Definition 4.25, and in this way we have that the standard (resp. alternate) Toeplitz symbol correspondence sequence localizes (resp. anti-localizes) µ-analytically, for every µ > 2.
However, we should have in mind that the polynomial bounds on the characteristic numbers stated in Theorem 4.20, cf. (4.16), were assumed in view of the sharpest known bounds on the coefficients of Legendre expansions of functions in C ∞ C ([−1, 1]), cf. [14] . If new sharper bounds for these coefficients can be found, then rougher bounds on the characteristic numbers could be assumed. Furthermore, these bounds are necessary for applying Tannery's theorem and Edmonds formula to (4.18), but these are sufficient, in principle not necessary means of assuring classical (anti-)localization, thus one cannot yet rule out that the standard (alternate) Toeplitz correspondence sequence classically (anti-)localizes. In the same vein, one can still ask whether it (anti-)localizes µ-analytically for some µ < 2.
Approaching these questions from the inverse direction, going from the classical system to quantum systems, we found that being of (anti-)Poisson type is not sufficient for a symbol correspondence sequence to provide quantized functions with finite asymptotic norms, cf. Example 5.11, and in this setting Theorems 5.10 and 5.12 state that the L 2 -norm of any classical function is equal to the asymptotic norms of its W -quantization and dual-W -quantization when the symbol correspondence sequence satisfies similar sufficient conditions for its asymptotic (anti-)localization (either classical or µ-analytic). Furthermore, the quantization approach provided an equivalent characterization for the classical (anti-)localization of a symbol correspondence sequence in terms of it possessing the natural property of classical expectation, cf. Definition 5.15 and Theorem 5.16.
To have a better feeling of the subtleties involved in relating the (anti-)Poisson condition to the classical (anti-)localization, recall from Definition 2.27 that the (anti-)Poisson condition refers to the asymptotic limit of weakly oscillatory symbols (j → ∞ keeping finite l's). Thus, the (anti-)Poisson condition in practice refers to the j → ∞ asymptotics of smooth functions with an arbitrary l-cutoff. Such functions, when J 3 -invariant, lie in P oly C ([−1, 1] ) and Theorem 4.14 states that the (anti-)Poisson condition is equivalent to polynomial (anti-)localization. cf. Definition 4.15. However, classical (anti-)localization of a symbol correspondence sequence requires all its r-convergent Π-distribution sequences converging to Dirac's distributions on C ∞ C ([−1, 1] ), cf. Definition 4.3, and generally this is related to the much subtler asymptotics of highly oscillatory symbols (j, l → ∞), as well
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. In summary, our study has revealed that for a general symbol correspondence sequence W C , classical (anti-)localization of W C (which is equivalent to W C having classical expectation) actually consists in a stronger condition than W C being of (anti-)Poisson type. This is not the case for sequences of mapping-positive or isometric symbol correspondences, for which classical (anti-)localization is equivalent to the (anti-)Poisson condition, because (3.2) and (2.16) impose sufficient bounds on the "weight" of highly oscillatory symbols. However, as the Toeplitz examples suggest, no such necessary bounds seem to be satisfied by general positive-dual symbol correspondence sequences of (anti-)Poisson type. But for this class of symbol correspondence sequences we can define weaker forms of asymptotic localization, as the µ-analytic localization of the standard (alternate) Toeplitz correspondence.
