Graduate Theses, Dissertations, and Problem Reports
2014

Monitoring the Integrity of CO2 Storage Sites Using Smart Field
Technology
Seyed Alireza Haghighat

Follow this and additional works at: https://researchrepository.wvu.edu/etd

Recommended Citation
Haghighat, Seyed Alireza, "Monitoring the Integrity of CO2 Storage Sites Using Smart Field Technology"
(2014). Graduate Theses, Dissertations, and Problem Reports. 5732.
https://researchrepository.wvu.edu/etd/5732

This Dissertation is protected by copyright and/or related rights. It has been brought to you by the The Research
Repository @ WVU with permission from the rights-holder(s). You are free to use this Dissertation in any way that is
permitted by the copyright and related rights legislation that applies to your use. For other uses you must obtain
permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license
in the record and/ or on the work itself. This Dissertation has been accepted for inclusion in WVU Graduate Theses,
Dissertations, and Problem Reports collection by an authorized administrator of The Research Repository @ WVU.
For more information, please contact researchrepository@mail.wvu.edu.

Monitoring the Integrity of CO2 Storage Sites
Using Smart Field Technology
Seyed Alireza Haghighat
Dissertation submitted to the
Benjamin M. Statler College of Engineering and Mineral Resources
at West Virginia University
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in
Petroleum and Natural Gas Engineering
Shahab. D. Mohaghegh, Ph.D., Chair
Samuel Ameri, M.S., P.E.
Grant Bromhal, Ph.D.
Ebrahim Fathi, Ph.D.
Eduardo A. Proano, M.S., P.E.
Thomas H. Wilson, Ph.D.
Petroleum and Natural Gas Engineering Department

Morgantown, West Virginia
2014

Keywords: CO2 Leakage; Pressure Down-hole Gauge (PDG); Neural Network;
Reservoir Pressure, Smart Well
©Copyright 2014 Seyed Alireza Haghighat

ABSTRACT
Monitoring the Integrity of CO2 Storage Sites
Using Smart Field Technology
Seyed Alireza Haghighat

Capability of underground carbon dioxide storage to confine and sustain injected CO2 for a
very long time is the main concern for geologic CO2 sequestration. If a leakage from a
geological sink occurs, it is crucial to find the approximate amount and location of the leak
in order to implement proper remediation activity.
An overwhelming majority of research and development for storage site monitoring has
been concentrated on atmospheric, surface or near surface monitoring of the sequestered
CO2. This study is different it aims to monitor the integrity of CO2 storage at the reservoir
level. This work proposes developing in-situ CO2 Monitoring and Verification technology
based on the implementation of Permanent Down-hole Gauges (PDG) or “Smart Wells”
along with Artificial Intelligence and Data Mining (AI&DM). The technology attempts to
identify the characteristic of the CO2 leakage by de-convolving the pressure signals
collected at the Smart Well sites.
Citronelle field, a saline reservoir located in Mobile County (Alabama, US) was considered
for this study. A reservoir simulation model for CO2 sequestration in the Citronelle field
was developed and history matched. The presence of the PDGs were considered in the
reservoir model at the injection well and an observation well. High frequency pressure data
from sensors were collected based on different synthetic CO2 leakage scenarios in the
model. Due to complexity of the pressure signal behaviors, a Machine Learning based
technique was introduced to build an Intelligent Leakage Detection System (ILDS).
The ILDS was able to detect leakage characteristics in a short time (less than a day)
demonstrating high precision in quantifying leakage characteristics subject to complex rate
behaviors. The performance of ILDS was examined under different conditions such as
multiple well leakages, cap rock leakage, availability of an additional monitoring well,
presence of pressure drift and noise in sensor and uncertainty in the reservoir model.
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NOMENCLATURE
a = Tortuosity factor (1; default value)
A= Area of reservoir (acre)
c = Compressibility factor (1/psi)
cbr = Brine Compressibility factor (1/psi)
dk = Desired values at neuron k
g = Acceleration of gravity (m/s2)
h = Formation thickness ( ft )
i,j = Indices
K= Permeability (md)
K1=First order Bessel function
K0= Zero order Bessel function
Kh= horizontal permeability ( md )
Kv=vertical permeability ( md)
Krg = Gas relative permeability
Krw = Water relative permeability
m = Cementation factor
n = Saturation exponent
Nl = Noise level
P= Pressure (psi)
Pb = Bubble point pressure ( psi )
P0 = Reference pressure( psi )
q = Flow rate ( m3/s, ft3/day)
r = Radius (m)

rp = Radius of pore pores ( cm)
rt = Radius of pore throats ( cm)
Rs = Solution gas ration (ft3/bbl)
Rw = resistivity of the formation water (ohm.m)
Rt = True formation resistivity (ohm.m)
s= Laplace transform
3

S = saturation (Fraction, dimensionless)
SCO2 = Saturation of CO2 (Fraction, dimensionless)
T = Transmissibility (m3)
T = Temperature (◦F )
V= Threshold value for activation function
V = bulk volume (reservoir m3)
Vsi= Shale concentration in layer I (Fraction, dimensionless)
VCO2 = Theoretical maximum storage capacity (reservoir m3 of CO2)
xi = Neural network input
X= Leakage coordinate (ft)
yi = Neural network output
wi = Neural network connection weight
Zi= Thickness of layer i (ft)

α = Neural network learning rate
φ = Rock porosity( Dimensionless )

ρ= Leak monitor distance (m)
ρbr = Brine density @ reference pressure ( lb/ft3 )
ρobr = Brine density ( lb/ft3 )
ρCO = density of CO2 at storage conditions( lb/ft3 )
2

ρo = Oil density ( lb/ft3 )
ρw= Water density ( lb/ft3 )
δ =Neural network error gradient
μ = Viscosity
η = Diffusivity (m2/s)
γ = Interfacial tension ( dyn/cm )
γg = Gas specific gravity
γo = Oil specific gravity
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Chapter 1 INTRODUCTION
Geological sequestration of carbon dioxide is one of the most prominent technologies
developing to reduce the emission of CO2 and mitigate greenhouse effects. Known as CCS
(Carbon Capture and Storage), this technology captures the CO2 from production sources
such as coal or gas fired power plants and transfers it to a sink or storage site (geologic
unit). Hydrocarbon reservoirs, deep saline aquifer and coal bed formations are different
types of geological CO2 storages. The last step of the CCS is injection of the CO2,
preferably in supercritical phase into the underground CO2 storage. It is important to verify
that the stored CO2 remains in the underground storage for a very long time period.

1.1 Description of problem
It is possible that the sequestered CO2 leaks back into the atmosphere through some
leakage paths and negates the benefits of geologic CO2 sequestration. The leakage can also
have harmful ecological effects such as risks for human health and global warming. For the
long term CO2 storage, it is necessary for the target reservoir to be sealed by the impervious
cap rock. Under unfavorable conditions, the integrity of the cap rock can be damaged by
the improperly cemented wells, unsealed faults, high permeable regions and fractures. To
assure the cap rock’s integrity, CO2 storage sites must have active monitoring systems to
detect CO2 leakage and be prepared to take remedial action in the event that leakage occurs.
This needs adequate knowledge of the leakage and its behavior to determine appropriate
monitoring systems.
There are several monitoring techniques that can be implemented on the geological
storages based on the site infra-structure, CO2 injection program and duration of project.
With each monitoring system, a specific parameter is being measured continuously or
periodically in order to indicate the possible leakage. Usually these parameters are
formation or reservoir pressure, formation temperature, resistivity, seismic velocity, multi
frequency EM data and CO2 concentration.
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In the past 2 decades, Smart Fields has gained advancements and practicality in petroleum
industry. Permanent Down-hole Gauges and valves have been used for continuous
monitoring of pressure, flow rates and automatic flow controls. This technology can be
used in the underground CO2 reservoirs to monitor the pressure in real time. The reservoir
pressure data provides valuable information in order to history match and update the
reservoir simulation model. More importantly, by analyzing the reservoir pressure behavior
there is a possibility to determine the location and rate of the leakage.

1.2 Research Objectives
The objective is to use real-time pressure data from Permanent Down-hole Gauges (PDGs)
for estimation of the location and the rate of CO2 leakage to ensure that 99 percent of the
injected CO2 remains in the injection zone. During this project the aim is to model and
demonstrate the application of this technology to a real CO2 sequestration project such as
one of the Regional Carbon Sequestration Partnership Projects (Citronelle).
PDGs monitor the pressure changes in the formation and transmit high frequency data
streams to the surface. The pressure changes in the reservoir are indications of fluid flow in
the formation which can be caused by leak in the reservoir. The complex and highly
convoluted real-time data transmitted by multiple PDGs is cleansed, summarized,
processed and modeled using state-of-the-art Artificial Intelligence and Data Mining
(AI&DM) technology in order to identify the approximate location and amount of the CO2
leakage which causes the pressure change in the reservoir. This methodology will be
verified and tested over different conditions and uncertainties.

1.3 Review of Chapters
This dissertation consists of six chapters. In chapter 1, the overall problem is briefly
discussed with the solution method, goals and objectives. Chapter 2 contains the literature
review which introduces Carbon Capture and Storage (CCS) with an emphasis of
geological saline aquifers. Additionally, CO2 leakage from underground storages is
reviewed through explanations about CO2 leakage conduits and relevant monitoring
techniques for storage sites and is followed by describing Smart Well technology which
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can be considered as a practical tool for CO2 storage site monitoring. At the end of Chapter
2, neural networks and their applications in different areas are explained.
Chapter 3 explains all the steps for building reservoir simulation model for CO2 injection in
a saline aquifer at Citronelle field. Initially, geology of the storage formation is discussed
including the procedure for preparation of geological model; following this, reservoir
simulation model is described with the prediction for reservoir pressure and CO2 plume
extensions. The last part of this chapter discusses sensitivity analysis of reservoir
simulation results subject to some uncertain reservoir parameters.
In Chapter 4, presence of the actual field measurements (injection and pressure data) is
considered in the reservoir simulation model. Based on availability of real field data, all the
steps for matching reservoir simulation results with actual measurements are described.
After that, the reservoir model is validated with three months of data that was not used
during history matching process.
The development process of Intelligent Leakage Detection System (ILDS) is the main
subject of Chapter 5.

This process is initially applied to a simple and homogenous

reservoir simulation model which predicts reservoir pressure subject to different synthetic
leakage scenarios. Then, data summarization method for handling high frequency data and
its conversion to the appropriate format for

pattern recognition technology is explained.

The final part of this chapter talks about neural network training procedure with results and
discussions.

The same procedure is repeated for the complex, history matched and

heterogeneous reservoir simulation model.
Chapter 6 discusses enhancements and complementary studies for ILDS. At the beginning,
the procedure of building R-ILDS which can detect leakage characteristics in real time is
explained. After that leakage detection time is determined for different leakage locations
and rates and R-ILDS is tested for multiple geological realizations. Then, capability of RILDS for detection of leakage at different vertical locations along the wells is investigated.
The other important studies in this chapter relate to effect of pressure drift on the R-ILDS
results and the possibility of using well-head pressure rather than PDG for leakage
detection. R-ILDS also improves with capability of detecting variable rates, multi-wells
and cap-rock leakages. Presence of PDG in the injection well is considered to test if R-
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ILDS can detect leakages accurately. Finally, two methods for removing noise and outliers
from high frequency pressure data are explained.
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Chapter 2 Literature Review

2.1 Carbon Capture and Storage
It has been documented that the biggest source of the global CO2 emissions is the
combustion of fossil fuels. This emission is one of the main causes of climate change with
serious impacts on a variety of issues such as weather pattern, health, wild life and the rise
in the sea level. It seems to be widely accepted that a comprehensive switch from fossil
fuels to green fuels will take several decades to be completed; other CO2 emission
mitigation options like CCS (Carbon Capture and Storage) must be implemented. Geologic
sequestration of carbon dioxide has been identified as one of the most viable options for
long term carbon storage.

2-1-1 Global Impact of CO2 Emission
Growing trend in greenhouse gases and especially CO2 concentration, about 72% of
greenhouse gases consists of CO2, in the atmosphere has been causing global warming and
consequently severe changes in the climate. Global average temperature which showed an
approximate increase of 1.4 ⁰F in 20th century can be considered as the main indicator for
global climate change. Global temperature changes have been almost proportional to the
CO2 concentration in the atmosphere which increased from 280 ppm in year 1880 to 385
ppm in year 2010(Figure 2-1).
Three different technological options have been proposed in order to mitigate global CO2
emissions. The first option considers energy consumption reduction by enhancing energy
conversion and utilization efficiency. In the second option, high-carbon fuels (e.g. coal) are
replaced with low-carbon fuels such that renewable and nuclear energy. Final option
deliberates capture and sequestration of some portion of emitted CO2 from fossil fuels.
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Figure 2-1: Global temperature and CO2 concentration history [1]

2-1-2 Carbon Capture and Storage (CCS)
It seems to be widely accepted that a comprehensive switch from fossil fuels to green fuels
will take several decades to be completed; other CO2 emission mitigation options like CCS
(Carbon Capture and Storage) must be implemented.
CCS can be considered as a bridging technology while a transition from fossil fuels to more
environmentally ones is taking place [2]. Generally CCS process is described as separating
CO2 at industrial level(power plants, refineries, cement plans and steel mills),transporting
to target

storage sinks, and finally injecting mainly into

the

underground

formations(research for storing CO2 deeply in the oceans is under way - [2]).
There are different potential sites for geological CO2 sequestration as: depleted oil and gas
reservoirs, deep saline aquifers, deep un-mineable coal seams and storage in association
with CO2/EOR.
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Few commercial CCS projects are operational currently due to lack of business and
economical justifications excluding CO2 /EOR projects. Because stored CO2 lacks any
commercial value, commencement of CCS for companies does not make profitable sense.
Due to the industry’s efforts, large-scale CCS projects are operational; assembling new
legal and regulatory frameworks to provide commercial reasoning for CCS deployment is
necessary.
Every CCS project consists of four different transitional phases [2]. “Site Selection and
Development,” the first phase, covers geological, commercial and regulatory evaluation
which takes approximately from 3 to 10 years to purchase and secure space for surface
facilities and geological storage. In addition, permission acquirement and infrastructure
construction are completed in this phase. The “Operation” phase follows and includes CO2
injection and further technical site monitoring.

Depending on storage capacity and

operational designs, this phase may take decades. After “Operation,” the “Closure” phase
begins with implementation of different monitoring systems to assure no risk is associated
with the stored CO2. During “Closure,” injection wells should be plugged following the
removal of unnecessary infrastructures. Finally, the “Post-closure” phase is conducted with
no involvement with the operator as some occasional observational or monitoring activities
may be applied in this phase [2](Figure 2-2).

Figure 2-2: Phase of CCS projects [2]
To introduce the site selection phase, three fundamental characteristics of CO2 storage sites
are reviewed. The storage capacity indicates how much pore volume would be available in
the reservoir for CO2 to be stored in. The required depth for target underground geological
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formations is more than 800 meters to 1000 meters at which CO2 represents the
supercritical phase behavior. Generally, storage capacity can be determined through
Original Oil/Gas in Place-OOIP calculations by knowing area of site, formation thickness,
rock porosity, density of CO2 at storage conditions, storage efficiency (maximum CO2
saturation) and rock/brine compressibility factor. Depending if the formation type is
composed of carbonate or clastic rock, favorable minimum porosity values for CO2 storage
sites vary between the values of 10% and 15%. Additionally, the minimum required
formation thickness for storage sites is twenty meters. Another storage characteristic for a
favorable CO2 storage site is the continuous sealing system that closes the reservoir to
prevent fluid flow in the upward direction. Prior to the injection, the integrity of the seal
should be verified to assure secure storage containment. “Injectivity,” which represents
rock/fluid capability for CO2 flow in the reservoir, is another storage site characteristic. The
ideal permeability values for CO2 storage sites are more than 100 mD. However, very high
permeability formations may provide conductive pathways causing rapid enhancement of
CO2 in specific areas results in effective storage reduction [2].

2-1-3 Geological Saline Aquifers
Geological formations composed of deep sedimentary rocks which are saturated with water
and brine containing a considerable amount of salt concentration are known as saline
aquifers. While it is not economically or conventionally viable to use high salinity brines
for practices such as drinking or irrigation, deep saline aquifers have been used for lowpower geothermal energy generation as well as injection of chemical waste, drilling
slurries, and radioactive waste [3].
Supporting evidence suggests deep saline aquifers have enough volumetric capacities to
sequester enormous amounts of CO2. Despite of the limited locations for oil and gas
reservoirs, deep saline formations are widely spread geographically, providing more
available options to store CO2 from emission sources. Based on Yamasaki study [4],
storage capacity of saline aquifers is much more than the capacity found in oil/gas fields
and un-minable coal beds (Table 2-1). The retention time for CO2 stored into saline
aquifers is estimated to support up to thousands of years, representing the most viable
storage option amongst the other geological formations. Reservoir characterization is a
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concern for saline aquifer storages as it drastically lacks available information in
comparison with depleted oil and gas reservoirs.
Table 2-1:CO2 Storage Capacity [4]
Options

Capacity[Gt-C]

Depleted Oil Field

120

Depleted Gas Fields

188

Un-minable Coal Beds

11

Saline Aquifers

109-2727

Oceans

1400-20000

2-1-3-1 Storage Capacity
Storage capacity calculations require estimations of total affected space which represents
the whole region that is affected due to CO2 injection. The void space that is required to
store the injected CO2 is created by compressing the whole formation, including rock and
fluids composed of CO2 and brine, by increasing the reservoir pressure. Ultimate storage
capacity is also determined by the maximum average reservoir pressure allowed which
varies upon regulations (i.e., 10 bars or 10% of the initial reservoir pressure). Assuming
rock/brine compressibility effects and maximum allowable average pressure in a multilayer reservoir the maximum storage capacity can be calculated by the following formula
[5]:
=∑

∑

̅

VCO2 = theoretical maximum storage capacity [reservoir m3 of CO2]
V = bulk volume [reservoir m3]
= porosity [fraction]
S = saturation [fraction]
C = compressibility [1/Pa]
∆P = average pressure difference p − p0 [Pa]
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Considering above equation, to predict the storage capacity it is necessary to obtain
reasonable values for affected space or reservoir boundary, compressibility, and maximum
allowable pressure. Typically, three types of pressure increase during CO2 injection are as
local (bottom hole pressure), regional (reservoir pressure), and total (affected space
pressure). Due to estimating techniques proposed from establishments such as the Carbon
Sequestration Leadership Forum (CSLF) and the United States Department of Energy, it is
important to note there is a variation of methods which may be used to calculate storage
capacities in CBM, oil/gas reservoir, and saline aquifers [6].
The storage efficiency factor is another parameter in storage capacity calculations and can
be determined similar to an Original Oil in Place calculation. The “available space” which
is covered by sealing the cap-rock includes total pore space for CO2 storage. A portion of
the “available space” is filled by CO2 after the end of injection, a function of reservoir
characteristics, is defined as “used space.” The efficiency factor simply represents the
“used space” to “available space” ratio (Figure 2-3, [5]).

Figure 2-3: Different regions in a saline aquifer after CO2 injection [5]

2-1-3-2: Saline Aquifer Distribution
Various studies proposed several sedimentary regions all around the world which are
suitable for CO2 storage (Figure 2-4). Sediments that are located in the mid-continent or
close to the edge of continental plates are considered to be suitable for CO2 storage due to
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stability and structure. Basins that are located behind mountains (formed by plate collision)
like Appalachian, Andean, Rocky Mountain in US, Alps and Carpathians in Europe and
Zagros, Himalayas in Asia are good potentials for storage [7]. Plate edges are not ideal
locations for the basins due to the subduction occurring between active mountains which
creates highly folded/faulted regions and includes paths for leakage. Other important
characteristics to determine good reservoir options for storage consist of depth, temperature
gradient (colder basins are more suitable for storage), reservoir pressure, porosity,
thickness, and reservoir dip.

Figure 2-4 : Sedimentary basin distribution suitable for CO2 storage [7]
As mentioned in section 2-1-3, saline aquifers provide very large volumes for CO2
sequestration. Based on the source (coal-fired power plants)-sink (saline aquifer)
distribution atlas in the United States, it is estimated [8] that more than 95% of the main
CO2 sources in US are in proximity of 80 km from a potential underground storage. In
Figure 2-5 estimates [9] for saline aquifer storage capacities in the United States are shown
for each state/province. The national total storage capacity for saline aquifers reported to
range from 1,820 to more than 22,260 million Tons (low and high estimates). Texas,
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Louisiana, Montana, Wyoming, Mississippi, New Mexico, Colorado, California, and
Washington represent the largest CO2 Storage resources.

Figure 2-5: CO2 storage resource estimates for saline formations in US [9]
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2-1-3-3: CO2 Trapping Mechanisms
Sequestration of CO2 in the saline aquifer may occur by various types of trapping
mechanisms which control the movement of the injected gas in the reservoirs; the trapping
mechanisms are hydrodynamic, solubility, residual, and mineral trapping.

In

hydrodynamic or geologic trapping, the injected CO2 compresses water/rock and occupies
the free pore space of the reservoir rock. Although the compressibility of water is small,
large volumes of water and sufficient injection pressure make it possible that gas bubbles
form [2]. In solubility trapping, injected gas dissolves in the aquifer based on water salinity,
temperature and pressure (Figure 2-6). Notably, complications may arise where CO2 reacts
with water yielding carbonic acids or other carbonates. If the CO2 causes rich brine to
flow, dissolved CO2 may move in the reservoir. When the brine is completely saturated
with CO2, an increase in the water density occurs; this phenomena leads to natural
convectional flow in the reservoir which can enhance diffusion rate of CO2 in the reservoir
brine.
The residual trapping mechanism works as the CO2 saturation in the reservoir reaches
below the minimum gas saturation required initiating the flow of gas, residual gas
saturation, and the gas becomes immobile in the pores. Residual gas saturation mainly
depends on the end point relative permeability. Although residual CO2 remains buoyant, it
represents no mobility due to capillary forces as it is not connected to mobile CO2 clusters
(Figure 2-7).
The mineral trapping process occurs as dissolved CO2 reacts with some of the reservoir
rock minerals rich in calcium, magnesium, and iron and forms carbonate compounds
(Figure 2-7). There is supporting evidence that for most reservoirs the mineral trapping
mechanism will have minimal impacts in the first years [2]. Due to the insufficient
understanding in the subsurface characteristics, there are noticeable uncertainty in CO2
reactions and corresponding rates.
Notably, the trapped CO2 in the hydrodynamic mechanism represents higher potential for
leakage due to the mobility of the free CO2. In solubility, residual, and mineral trapping,
the form of geological CO2 storage is more stable or permanent. The amount of CO2
trapped by each mechanism at a site will impact site security. The focus in this work is on
hydrodynamic-trapped CO2.
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Figure 2-6: Effect of Salinity and pressure on CO2 solubility in brine [10]

Figure 2-7: left: Schematic of residual trapping [11], right: Metallic ions in basalt and
certain other rocks lock CO2 into stable mineral form [12]

27

2-1-3-4 Case Studies for CO2 Storage in Saline Aquifers
In this section some practical CO2 sequestration in saline aquifer projects will be discussed
briefly. These projects are located in Norway and US.
2-1-3-4-1 Sleipner(Norway)
Sleipner is a gas reservoir (divided into Sleipner West and Sleipner East) located in North
Sea about 250 km from Stavanger, Norway. The field which is operated by Statoil
produces natural gas (1.27 MMcf/day) which contains about 9.5% of CO2 and condensate.
The producing formation is sand stone which is located 2500m (8200ft) below sea level.
Due to the sales regulations that enforced operator to limit CO2 fraction up to maximum 2.5
%, separation units were installed on the offshore platform (Sleipner T treatment platform).
Since release of captured CO2 in the atmosphere was not environmentally allowable, CO2
sequestration into a saline aquifer (Ustira formation) was planned for this field .This was
the first CO2 storage project in the world. Ustira Formation which is the target zone for
storage consists of fine grained and high permeable sand located at 800m below sea level
with reservoir thickness that ranges from 150 to 250 m (Figure 2-8). Injection started from
1996 with approximate rate of 0.9 MM ton/year. The cumulative injected CO2 up to now is
14 MMt(the planned value is 17MMt).4D seismic studies indicated no CO2 migration from
the target layer into the other zones [13].

Figure 2-8: CO2 injection Utsira formation-Sleipner Field [14]
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2-1-3-4-2 Snohvit (Norway)
Snohvit gas field is located in the Barnet Sea, developed with no surface installations. In
depth of 250-345 meters under the sea level, subsea production facilities were installed.
The final production is from 9 wells and transported to land via 143 km pipeline
(Figure 2-9). Gas production started from 2007 with average yearly rate of 7Bcf.
Associated CO2(0.7 MMcf/year ) was removed on the land and transferred back to the
field to be injected in Tubaen sandstone which is 45-75 meters thick and located 2600
meters below the sea level. Injection started since 2008 and planned to reach to 31-40Mt
[15].

Figure 2-9: Location of the Snohvit fields [15]
2-1-3-4-3 The Mississippi Test Site (US)
The objective of this project is to verify safe geological storage of CO2 captured from coalfired power plant in Lower Tuscaloosa Massive Sand Unit which is located in the Gulf
Coast region. Initial studies indicated that Tuscaloosa formation may represent favorable
capacity to store CO2. This formation is located at the depth of 8550 ft and appeared to
have enough thickness (150-250 ft), porosity (15-33%) and extension (Figure 2-10). Middle
Tuscaloosa shale with thickness of about 400ft, provides primary confining unit (seal) for
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the target formation.

An observation well, located 175 ft from the injection well, was

drilled into the same formation before start of injection.

In October 2008, about 3020 tons

were injected in the reservoir (the planned goal was 3000 tons of CO2). Reservoir
simulation results showed that maximum CO2 plume extension would be 190ft from the
injection well [16].

Figure 2-10: General Mississippi Stratigraphy [16]
2-1-3-4-4 In Salah (Algeria)
In Salah CO2 storage project, started since 2004 in Algeria and operated by BP, Sonatrach
and StatoilHydro. The reason for initiation of this project was high concentration of CO2 (5
- 10%) in produced gas came from Krechba, Teg and Reg fields (export gas should contain
0.3% of CO2). Joint venture companies spend more than $100 million to install CO2
capture and transport facilities to be injected in a deep saline formation. The target storage
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formation which is in down-dip of the production horizon, located about 1850m below gas
reservoir level with thickness, porosity and permeability of 20m, 13-20% and 10mD
respectively. The target formation is separated by 950 meters of Carboniferous mudstones
(seal) from the production interval (Figure 2-11). During this project, 17 million tons of
CO2 was planned to be injected in the underground storage via three injection wells [2].

Figure 2-11: CO2 storage saline aquifer of In Salah [17]

2-2: CO2 Leakage from Underground Storages
As mentioned earlier in Section 2-1-2, Carbon Capture and Storage (CCS) is considered as
the ideal short term strategy for sustaining or reducing global atmospheric CO2
concentration. The technology for capturing and transporting CO2 from producing sources
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(power plants, petrochemicals, cement, metals and minerals) to the sinks (underground
geological storages) has been widely used in chemical and petroleum industry. In the
storing aspect of Carbon Capture and Storage, a complication arises as the operations are
relatively new and need to be more investigated thoroughly in order to determine if the
geological sinks are suitable to sequestrate CO2 indefinitely. Notably, the potential for the
CO2 leakage from the underground storage to the atmosphere should be addressed.
The sinks for geologic CO2 sequestration are depleted petroleum and gas reservoirs, deep
saline aquifers and coal beds. Leakage in the underground CO2 storage leads to negate the
benefits of geologic CO2 sequestration. Also leakage could have harmful ecological effects
and present the risks for health other than global warming. Recently, the establishment for
performance requirements for geologically sequestered CO2 to be that of or less than the
leakage rates of 0.1% annually [18]. To adjust to these standards, CO2 storage sites must
have active monitoring systems to detect CO2 leakage and be prepared to take remedial
action in the event a leakage occurs. In order to select an appropriate monitoring system,
adequate knowledge of the leakage’s related factors are required.

2-2-1 CO2 Leakage Conduits

2-2-1-1 Well Leakage
Leak source, driving force, and leakage pathway are the three most probable causes for a
leakage to develop in an underground storage. The leakage source is the injected CO2. The
driving force for CO2 movement can be considered as buoyancy or mostly pressure
difference between the source and surface due to the injection. In presence of source and
driving force, the wellbore can be a pathway (Figure 2-12) if it includes poorly cemented
casing, casing failure and abandonment failure [19]. These leakage conduits are a preexisting condition of the well bore before CO2 injection. Also after injection it is possible
that CO2 causes cement degradation and casing corrosion.
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Figure 2-12: Different leakage pathways along wellbore [19]

Figure 2-13: CO2 bubbles on casing cap [19]
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Wells are especially important because they provide a direct and almost vertical pathway
through the formations that otherwise act as a seal for CO2. Well logs (especially sonic)
examination is a good tool for describing the potential of the leakage from a well bore.
Abandoned wells have a higher probability to provide the pathway for the CO2 to leak.
After 2003, regulations require that all the surrounding permeable zones be isolated or
covered to prevent any communication between the storage and geological formations.
[19]. When the down-hole cement plugs have been installed it is necessary to keep the well
open for inspection for 5 days. When the well is checked for the fluid level test or other
signs of the leakage (such as bubble in the fluid-Figure 2-13), top of the casing is cut and
capped almost 1 meter below the ground level [19].
In many cases in the wells that were abandoned before 2003, the wells were constructed
with low annular cement top allowing a cross flow behind the casing. With current
regulations, a cement squeeze is needed to achieve a good isolation in conjunction with
putting some inhibitor liquids inside the casing. In addition, increasing the pressure to
7000 kilopascals and casing vent flow tests should also be performed to maximize
efficiency. [19].
If any flow of gas is observed, repair process has to be done before abandonment. The test
for surface casing vent flow, or SCVF, is referred to a situation where the pressure in the
casing or annuls sustains, indicating that gas entered the production casing from a
formation. The wells with positive SCVF, exhibits gas flow rates greater than 300 M3/day
or have stabilized build up pressure more than 9.8kpa/m must be repaired immediately
[19]. The pressure build up in the SCVF can be used in order to determine the properties
and characteristics of the leaked well specially the effective permeability of leak; this is
done by assuming a continuous Darcy flow for the CO2 movement along the well’s leak
path. Based on some laboratory tests a number of type curves were generated to be used for
the leak effective permeability calculations (Figure 2-14).
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Figure 2-14: Type curves for well leakage permeability [20]
Another test that is required in some regulations is GM (gas migration). The GM test
consists of boring small holes in the soil to a minimum depth of 50 cm in a test pattern
radiating out from the wellbore. The holes are stopped to allow gas to build up a reading of
Lower Explosion Limit is made to detect combustible gas (Figure 2-15). If gas is detected
further investigation is conducted to determine if GM is present [19].
In a data mining study for about 316,500 wells in the province of Alberta in Canada,
various factors were investigated to determine if the potential for leakage could be assessed
based on well information. Briefly, the factors are categorized in Table 2-2.

Figure 2-15: Wellhead with GM test [19]
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Table 2-2: Factors that impact potential well leakage [19]
Factors showing no apparent
impact
Well Age
Well Operational Mode
Completion Interval
H2S or CO2 Presence

Factors showing minor
impacts
License
surface Casing Depth
Total Depth
Well Density
Topography

Factors Showing major
impact
Geographic Area
Wellbore deviation
Well Type
Abandonment method
Oil Price ,regulatory changes
Uncemented Casing /Hole
Annulus

2-2-1-2 Cap Rock leakage
“Reservoirs are initially bounded by competent cap rock that is sealing, meaning that there
is no communication between cap rock on one side and additional permeable media on the
other. As pressures change in the reservoir, the pressures on one side of the seal may differ
more and more from pressures on the other side; that is, a pressure deferential begins to
appear across the cap rock [21]”. “When this pressure drop becomes sufficiently large, the
seal provided by the cap rock may be breached, and flow across the breach may occur
[21]”.
“At the moment of seal breakage, the cap rock may still have little conductivity across it.
However, since the pressure drop across the cap rock may be driven higher by external
influences and even though fluid can now move across it, further seal degeneration could
occur resulting in larger outflow. Eventually, there will be some limit to this growth.
There may also be a decline in outflow as the pressure drop becomes smaller as the seal
somewhat heals, but never completely healing [21]”.
In order to determine the cap rock leakage characteristics, stress distribution in the reservoir
and cap rock should be determined by geo-mechanical models or measurements. These
models also can orientate minimum principal stresses which are mostly prone to be
fractured and provide a leakage path for CO2 [22]. The best result for leakage
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characterization will be achieved if coupled geo-mechanics and flow models are used.
Reservoir simulator computes pressure and temperature, which is used as input for the geomechanical models in order to determine stress distribution and consequently rock failure
and leakage permeability.
The fracture permeability is described as the permeability which occurs due to rock
breaching during pressurizing the reservoir by CO2 injection. If the cap rock crack finds a
way to an overlaying permeable layer, CO2 can escape from the reservoir. Barton –Bandis
[22] model is generally used to demonstrate fracture permeability behavior in the reservoir.
Based on this model no fracture exists in the matrix before the pressure increase starts.
Another assumption in this model is high brittleness of the rock resulting in maximum
value for the permeability at the beginning of the fracturing. . From the beginning the
fracture aperture remains open until the pressure in the rock drops [22]. This pressure
reduction leads to a decrease in the fracture aperture and consequently leakage permeability
(Figure 2-16).

Figure 2-16: Barton-Bandis model [22]
Another factor that prevents a cap rock to act as a seal is the displacement of the connate
water in the pores or fractures due to buoyancy forces. In other words, the capillary entry
pressure of the largest interconnected pore throat must be bigger than the pressure that is
exerted to the cap rock by CO2 (buoyancy). The difference between water and CO2
densities in addition to the height of CO2 column determine the magnitude of buoyancy
force. The factors determining the magnitude of the resistant force are the rock wettability,
the largest connected pore throat radius, and the gas–water interfacial tension [23]. By
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applying the force balance, cap rock seal strength corresponds to the height of CO2 column
that can be retained in the reservoir may be found as:
⁄

⁄

Where:
= Interfacial tension
= Radius of pore throats
= Radius of pores
= Acceleration of gravity
= Water density
= CO2 density
2-2-1-3 Fault leakage

Faults are considered as potential pathways that results in CO2 migration from target
formation into the atmosphere or other subsurface formations. Due to the existence of
faults in most of the sedimentary basins, fault-fluid interaction evaluation should gain more
attention, especially for CO2 storage risk assessment. Two important parameters are
involved in fault evaluation as “fault sealing capacity” and “fault region petro-physical
description” [24]. “Fault seal capacity” indicates if a fault acts as a barrier to flow. If the
fault is non-sealed, its conductivity can be considered by fracture or matrix permeability
which limits the flow but does not stop it. Seal capacity of a fault can be quantified by
Shale Gouge Ratio or SGR. SGR can be defined as an estimate of amount of shale in the
fault based on averaging or mixing rule (Figure 2-17):
∑
Vsi= Shale concentration in layer i
Zi= Thickness of layer i
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Figure 2-17: Shale Gouge Ratio Calculation [24]
Another parameter that affects fault conductivity is membrane sealing which is actually
minimum capillary entry pressure that must be overcome before a non-wetting phase(CO2
in this case) can enter into fault’s pore throat(fault is mainly filled with ground particles).
Understanding these two parameters helps to quantify how long it takes for buoyant CO2 to
migrate from the fault region to the atmosphere and how much CO2 leaks through the fault
[24]. The main fault characteristics are presumed to be functions of lithology (clastic or
carbonate), fault structure and sealing mechanisms. Due to the difficulty and practicality
issues (it is preferred to keep the integrity of the fault) associated with sampling (core) fault
rocks in the deep formations, fault property specification is so challenging.
Some examples of CO2 leaking faults in different locations exist, such as Crystal geyser
which is 4.5 miles from Green river in Utah. Faults in this area contain travertine deposits
and were charged by CO2. Based on studies, faults in this region have leaked more than
2Gt-CO2 over many years [25].

2-2-2 CO2 Leakage Impacts
Underground CO2 sequestration is associated with two types of risks—the risk of CO2
leakage through the paths to the overlaying formations during and after injection(discussed
in section 2-2-1) and the risk of the aquifer over-pressurizing during the injection. When
the CO2 is injected in saline formations, it creates a pressure build up that may lead to
damaging seal formation, such as fracturing or fault activation, or brine leakage out of the
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reservoir. CO2 Leakage Risk or CLR depends on the probability of CO2 leakage and its
consequences and impacts.
CLR=Total Probability × Impact
The impact of the CO2 leakage can be assessed by its flow rate and concentration as higher
flow rates represent severe impacts. Total Probability of the leakage is divided into three
separate probabilities [10]. The first probability (1) considers the chance that CO2 plume
intersects existing leakage paths (faults, wells) in the reservoirs. Second probability (2)
deals with likelihood of path connection to other compartments or atmosphere. In final
Probability (3), the chance of conductivity or sealing of the leakage path is taken into
account.
Total Probability = Probability (1) × Probability (2) × Probability (3)
CO2 leakage may result in serious effects on humans, animals, and the ecosystem.
Humans, animals, and organisms which rely on gaseous oxygen may experience death or
serious complications if they are exposed to high CO2 concentrations. Since CO2 is heavier
than the O2 in the air, the releases result in high accumulations in cellars and valleys with
fatal consequences. CO2 leakage into shallow ground level may contaminate and affect the
quality of water, soil, and mineral resources. An increase in CO2 concentration in water
decreases the pH, which leads to an increase in the hardness of water [24].

2-2-3 Storage Site Monitoring Techniques

2-2-3-1 Well Monitoring
CO2 injection well can be considered as the most possible leakage path in the underground
storage sites. The well is supposed to keep its integrity over the injection period and during
the post injection time for an estimated 10,000 years. Integrity refers to safe operation of
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the well throughout its service life to reduce the risk unintended CO2 release. Well
monitoring provides a preventive verification to see if the integrity is maintained. LDL or
Leak Detection Log, Tubular Inspection, Production (injection) Profile, Neutron, Spectral
and Cement Bound Logs can be used as the cased-hole logs for validation of cement
integrity, pressure isolation, corrosion and injection profile [2].
2-2-3-2 Pressure Down-hole Gauges (PDG)
Reservoir pressure is a good parameter for understanding subsurface flow behavior. PDG
has been used in oil and gas industry for decades to measure well pressure over different
time periods to analyze reservoir behavior and characteristics. Advancement of the
technology enables operators to install permanent down-hole gauges which transduce real
time and instantaneous data. Real time pressure data can be used for detecting

fluid

movement in the reservoir that is an indicator for CO2 migration [2].
2-2-3-3 Seismic Imaging
The petroleum industry has been working with seismic waves in order to get subsurface
images for underground geological modeling and interpretation. In this technique, sound
waves are emitted into the subsurface. Reflected waves are altered to key information about
subsurface rock geometry, distribution, properties, and boundaries.
Recently, the advancement in interpretation tools has resulted usage of time-lapse seismic
images (4-D seismic) for monitoring CO2 movements in underground storage sites. In this
method, initial seismic images for an area of interest, would be compared with seismic
images that are taken from the same area at different time intervals. Movement of CO2 in
the subsurface makes some changes in pore/fluid properties that can be observed by timelapse seismic [2]. Usage of four-dimensional seismic for CO2 monitoring in depleted gas or
low porosity reservoirs is not practical because the sound waves’ responses to CO2
movement are not detectable. Four-dimensional seismic images from Sleipner field are
good practical examples for demonstration of CO2 movement in an underground storage
site as seen in (Figure 2-18).
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Figure 2-18: Seismic monitoring of CO2 injection in Sleipner Field [2]
2-2-3-4 Gravity Survey
Changes in the vertical columns’ rock densities may be calculated by gravity
measurements.

Due to the displacement of saline brine within the subsurface by CO2,

reduction of average column density may occur, but by implementing attentive gravity
measurements as a monitoring tool can reveal where the CO2 leakage arises. Gravity
survey is ideally applicable for shallow reservoirs with high porosity and thickness.
Unfortunately, CO2 movement in the reservoirs with porosity and thickness less than 10%
and 10 meters, respectively, and depths more than 2500 meters is typically not possible to
be detected by gravity measurements. For practical CO2 monitoring, fixed gravimeters with
high accuracy of about 5 micro-gals are needed [2].
2-2-3-5: Satellite Imaging
Currently, using satellite platforms to measure vertical ground elevations in different time
periods is a viable option. Maps of surface deformation over time are generated based on
returned microwave energy analysis. In the petroleum industry, some studies from satellite
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image observation showed ground level subsidence or uplift are due to oil production or
gas injection, respectively.

Prior to use of this monitoring technique, ground uplift

response of one millimeter based on corresponding volume of injected CO2 should be
determined and calibrated. Deviation of ground level uplifts from calibrated values may be
an indicator for CO2 leakage [2].

2-2-4- Strategy for Leakage Prevention and Remediation
To select a safe and secure site as the geological storage, leakage pathways, cap rock
integrity, and assured natural confinement must be considered along with assured well bore
integrity and sufficient reservoir capacity. Among these components, consideration should
be emphasized on the long-term well integrity at the CO2 storage site. Descending in rank
of importance, a series of reservoir simulations based modeling should be conducted to
track and project the movement of the CO2 plume. The overall CO2 monitoring system at
the storage site’s installation purpose is to serve as early warning system and provide online
information about the movement and immobilization of the CO2 plume. By developing a
pre-established mitigation strategy, a rapid response would be available when a leakage is
detected. Reducing the pressure in the storage formation, increasing the overlying
formation pressure, or re-injecting the CO2 in more secure formations is other possible
options to stop a leakage. [26]
2-3- Smart Well Technology
The concept of Smart Field, which is also recognized in the industry by names such as, ifields, e-fields, field of the future, etc., is a new technical area which is rapidly gaining
support and recognition in the oil and gas industry. Smart Well Technology is mainly
based on down-hole measurements and the control of the wellbore in the reservoir. The
advancement in the technology involving drilling and completion allows the installation of
Permanent Down-hole Gauges, or PDGs, which are capable of operating in harsh
environments for extended durations. PDGs collect and transmit high frequency data
streams to the remote offices to be analyzed and used for reservoir management.
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2-3-1 Smart Well Definition
Smart Wells are generally utilized with equipment capable of performing down-hole
measurements and/or controlling the production process in the reservoir level. A list of
equipment or technologies can be added to conventional wells and converted to smart ones
which shown in Figure 2-19.

Figure 2-19: Smart Well instruments and technologies [27]

2-3-2 Smart Well Application
Several reservoir management applications exist with the ability to control and measure
variables at reservoir level. In comingled or stacked pay zones, well production cannot
reach the optimal value due to differences in reservoir pressure at different compartments.
Utilization of down-hole chokes would allow the reservoir to produce from multiple layers
with minimum cross flow or fluid loss [28]. Horizontal wells also benefit considerably
from Smart Well technology, especially in thin oil rims. Thin reservoirs may experience
early water/gas breakthrough which may be managed by installment of inflow control
valve at different well locations to shut off unwanted flows. Additionally, secondary
recovery mechanisms, such as gas/water injection, can be controlled optimally by Smart
Wells to avoid excessive injected fluid production through high permeable zones [28].
Down-hole measurements also provide the capability of flow profiling by use of distributed
temperature sensing fiber optics. By using fiber optics, down-hole measurements detect
cross flows and flows behind the pipe. These implications are especially practical in wells
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where production profiling is expensive. Another application of Smart Wells is the Auto
Gas Lift, where oil producing wells cross different compartments with active gas cap [28].
Inflow control valves make it possible to use and to control gas from other layers and flow
the oil based on artificial lift procedures. Future application for Smart Wells will be downhole production testing. Permanent Down-hole Gauges transduce the well flowing pressure
and flow rate data, which are collectively fundamental information for well test analysis.
In addition, down-hole geophones may be installed in the well system enabling operators to
perform repeatable seismic tests to obtain reservoir imaging data used in monitoring sweep
efficiency [28].

2-3-3 Closed Loop Reservoir Management
The high frequency data streams can be used for real time monitoring, simulation/model
updating, and finally optimal control of the oil and gas reservoirs. The combination of all
the mentioned processes results in “closed loop reservoir management” as depicted in
Figure 2-20. Data from sensors can be assimilated in to the simulator to update and history
matches the reservoir models. Real time data indicates if the actual performance of the
field is deviating from the planned targets. If deviation occurs, appropriate control actions
would be necessary, based on optimization algorithms, to bring back performance toward
the targets.

Figure 2-20: Closed Loop Reservoir Management [29]
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In an underground CO2 storage, it is possible to place an array of PDGs in the formation
where the CO2 is injected; notably, gauges may be placed in the injection/production wells
and in the slim holes drilled specifically for this purpose. The pressure changes in the
reservoir can be used during the injection to update the reservoir model and after the
injection for reservoir monitoring [29].
2-4 Artificial Intelligence
Artificial Intelligence (AI) may be defined as the collection of analytical and numerical
tools that tries to learn and imitate a process. When the learning process is accomplished,
AI is capable of handling and responding to the new situations. Neural networks, Genetic
Algorithms, and Fuzzy Logic are the main techniques considered as building blocks to
Artificial Intelligence [30].
Neural network claims their artificial information processing correlates closely with
biological neural networks. Artificial neural networks consist of main elements called
neurons which pass signals between each other, similar to those of the human brain. The
artificial neurons connect several inputs to one output by associated weighs and nonlinear
activation functions. When data is provided to neural networks, it goes under a learning
process, by specific algorithms, to find the appropriate weights that describe the behavior
of the output with respect to multiple inputs.
Neural networks provide a good potential for exploring and analyzing large historical data
bases that don’t seem to be used in conventional modeling. [30]. In other words, neural
networks should be applied in the cases where mathematical modeling is not practical. As
a common situation in oil and gas industry where there are a lot of data available and the
nature of problems are complex, these issues may be solved by unconventional methods
such as Artificial Intelligence.

2-4-1Neural Networks
2-4-1-1 Biological Neural Networks
Artificial neural network was originally developed from behavior of biological neurons in
the brain by McCulloch and Pitss [30]. The information processing in neural networks
represent a lot of similarities with the issues that occur in biological systems. A schematic
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of the nervous system block body, which is also called neuron, is shown in Figure 2-21.
Generally, a neuron consists of cell body, axon, and dendrite which connected to another
neuron with synaptic connection. Information communication is done by electrochemical
signals that enter the cells through dendrites. Based on the characteristic of an input, the
neuron is stimulated and releases an output signal that passes through the axons. The
occurrence is known as “firing a signal” if a threshold is reached by a great enough
electrical potential. [30]. The output signal from one neuron is an input for another neuron,
which generates new electrochemical pulse as the output. Each module in the brain may
have more than 100,000 neurons connecting to thousands of other neurons and form the
complex architecture for neural networks; this neural network architecture is the basis for
learning process in human brain.

Figure 2-21: Sketch of biological neuron [30]

2-4-1-2 Mathematical Model
Artificial neural networks are mathematically modeled based upon functionality of
biological neural networks. Synapses, which connect neurons to each other, of biological
neurons are represented by weights (w). The weight, as a given value, is similar to
strengths of the electrochemical signal.

Excitatory reflections are designated by the

weight’s positive values, while inhibitory ones are identified by negative values [31]. The
actual behavior of a neuron is represented by modification of all the inputs by weights
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followed by summing them altogether which is referred as a linear combination
(Figure 2-22).
∑

Figure 2-22: Mathematical form of a simple artificial neuron
The activation function decides the amplitude of the output signal. Based on the function
type and a threshold value, the activation function generates a value between 0 and 1, or -1
to 1. Generally three types of activation functions (F) have been used in neural network
models. By defining the difference between ∑

and threshold value (T) as V, the

process can be modeled mathematically as the step activation function takes the value of 0
if V is less than 0 and 1 when V is equal or more than 0.
{
The Piecewise-Linear function below is capable of recalling values of 0 or 1 and also takes
values equal to V in a specified range between 0 and 1.
{
The Sigmoid function uses the following relation in the range of -1 to 1. All these functions
are shown in Figure 2-23.
( )
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Figure 2-23: Three type of activation functions (top left: step, top right: Piecewise-Linear,
bottom: Sigmoid function)
Neural network topologies are determined by connection patterns between neurons and
propagation of data. In “Feed-forward” neural networks, there is no feed-back from the
output results into the layers and units. In contrast, “Recurrent” neural networks receive
feedback from predicted outputs dynamically. For example in unstable situations,
activation functions’ values for specific neurons do not change and experience relaxation
until getting to stable conditions [31].
2-4-1-3 Back-propagation Neural Networks
The training procedure in neural networks is based on updating the weights in order to
correct the output results. In the back-propagation training method, weight updating is
enhanced by use of errors, the difference between the desired value and actual value, which
are filtered back through the network. The objective is minimization of errors subject to
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changes in the weights. The gradient descent method is used for calculation of the weight
changes and the steepest path is taken to minimize the error function. By minimizing the
error function, the output error may be modified by multiplying it by the activation function
gradient. Depending on whether the error is positive or negative, the gradient of the
activation function may move up or down [32].
Error gradient at each neuron k and hidden layer J is calculated by following formulas:

∑

Where yk and dk are output and desired values at neuron k.

The weights are then

manipulated into the following formula:

Where α represents learning rate and takes the value between 0 and 1; this value determines
the rate of weight adjustments and learning speed. Small values of α cause low learning
rates and high values may lead to network instability or stuck in local optima.

2-4-2 Neural Network Applications
Applications of neural networks have gained support and practicality in different fields.
Due to their successful applications in addition to ongoing research and development, a
promising path for the future is projected. Different usages of neural networks are
discussed briefly in the following.
One of the first and most extensive applications of neural networks is referred to as “Signal
Processing,” which specifically removes noise from telephone lines. Noise cancelation
technique uses the Adaline neural network, which is trained to remove the noise from the
output signal. Conventional echo suppression systems fail to filter high speed transmission
signals from satellites or wire based telephones [32].
The other usage of neural network is in the “Control” process. A fairly popular example in
this area is providing backward steering for a trailer truck to the loading dock position.
Due to the complexity of solving multiple differential equations, it is not possible to use
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conventional control procedures. However, a solution was developed by neural networks
which were able to predict new position of the truck by knowing its current location, angle
and speed or emulator. Additionally, neural networks act as controller to provide adjusting
signals for the truck to get into its final position [32].
Pattern Recognition is a general area with variety of complicated problems. The most
common one was recognition of handwriting characters in the post industry. The problem
was entirely too complex for traditional methods due to the disparity in style, size, and
positions of handwritings. Initially, Back-propagation neural networks have been used for
recognition of handwritten zip codes and were advanced for more complex problems.
Medicine is another example of a field which has benefited from neural networks
significantly as portrayed through the “Instant Physician,” which is able to receive set of
symptoms and find the best diagnoses and treatment. The “Instant Physician” was created
by turning an auto associative neural network with an extensive diagnostic data and
medical records such as symptoms, diagnoses, and treatment of a disease.

The

performance of the neural network was remarkably precise in diagnosing illnesses and
recommending treatment for specific symptoms [32].
Besides of mentioned applications, neural networks also have been used in speech
recognition, business, robotics, game predictions, security, image processing, data mining,
and even quantum chemistry [33]

2-4-3 Neural Network Applications in E&P Industry
Neural networks have shown wide variety of application in different E&P disciplines, but
the implementation of neural networks is not recommended in the cases where the
conventional method provides firm solutions. Neural networks have been able to perform
accurate analysis for large historical data bases which cannot reveal explicit information by
conventional modeling [30].
The early usages of neural networks in the oil industry go back to reservoir
characterization, specifically porosity, permeability, and fluid saturation from well logs.
Well logs generally were used as the inputs for neural networks while core results such as
porosity and permeability were considered as outputs. It was possible to predict reservoir
characteristics by well logs where core data was not available [30]. Additionally, it was
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possible to train neural networks for generating synthetic Magnetic Resonance logs by use
of conventional wireline logs such as SP, gamma ray, density, and induction logs [34].
Another well-known implication of neural networks is the oil and gas PVT property
estimation. There are many empirical correlations that estimate some PVT properties.
Ridha et al [35] trained a universal neural network using 5200 PVT data points gathered
from all around the world to predict bubble point pressure (Pb) and oil formation volume
factor(Bob) as function of solution gas ration(Rs), gas specific gravity(γg), oil specific
gravity(γo) and reservoir temperature. The results were more accurate than existed PVT
correlations.
Neural networks also were used to predict conditions for wax precipitation in the pipelines.
One important parameter that determines wax formations is temperature. A neural network
was trained by Adeymi et al [36] by having combination of data including molecular
weight, density, and activation energy provided very good estimation for wax appearance
temperature (WAT).
Forecasting post-fracture deliverability of wells in Clinton Sandston gas storage field was
done by Mohaghegh et al [37] using back-propagation neural network. The input
parameters in this work included well data(date of completion, well type, sand thickness,
flow test values…),flow fracture deliverability and hydraulic fracture data(number of times
well was fractured, fracturing

fluid, total water used, total sand used ,acid volume,

injection rate and pressure,…) while maximum flow rate after fracture was selected as an
output. Post fracture well deliverability was forecasted by neural networks with very high
accuracy. Additionally, neural networks were used with the Genetic Algorithm to optimize
fracturing operation and select the best candidate for well re-stimulation.
The other application of neural networks is in development of the Surrogate Reservoir
Model, SRM- a replica of the reservoir simulation models which reproduce simulation
results with high accuracy and in very short time. SRM can be a good substitute for a
reservoir simulation model especially when numerous simulation runs are needed. Risk
assessment, uncertainty analysis, optimization, and history matching are typical analyses
which required many simulation runs. Amini et al [38] developed a SRM for the reservoir
simulation model of the CO2 storage site in Australia which included 100,000 grid blocks.
The grid-based SRM was developed by 12 simulation runs to generate an inclusive data
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base for the neural network including well data, static, and dynamic data for all grid blocks
in the reservoir.
The Top-Down Model (TDM), which was invented by Mohaghegh [39] is another neural
network application which incorporates field measurements such as drilling data, well logs,
cores, well tests, production history, etc., to build a comprehensive full field reservoir
model. Haghighat et al [40] analyzed production behavior of 145 wells located in an
unconventional asset in Wattenberg Field-Niobrara using wells’ static (reservoir properties,
well completion information) and dynamic data (operational information like days of
production per month).
Besides of mentioned applications , neural networks were used in the oil and gas industry
for

drill-bit diagnoses [41], inversion of seismic waveforms [42], seismic attribute

calibration [43], lithology prediction from well logs [44], pitting potential prediction [45],
reservoir facies classification [46], EOR method evaluation and screening [47], stuck pipe
prediction [48] , assessment of formation damage [49] , water flooding analysis [50],
conductive fracture identification [51], bit bounce detection [52] and calibration of quarts
transducers [53].

2.5: Discussion of Pervious Works
CO2 leakage detection in storage sites using pressure data from PDGs is a fairly new topic
in CO2 sequestration research area. Several authors [54] [55] [56] [57] [58] [59] tried to
investigate this topic with different methodologies. Generally, most of the presented
methods attempted to use analytical solutions to find pressure behavior subject to CO2
leakage characteristic and solve the inverse problem to find leakage components [57] [58].
The other methodology which was introduced by Jalali et al [59], considered neural
networks to find seepage in a CO2 sequestration model in coal bed with multiple sensors
(PDGs). All mentioned studies used synthetic models which were completely homogenous
with at most two reservoir layers. The significance of the current study over previous
works is usage of a history matched reservoir simulation model developed for real CO2
sequestration project (Citronelle Field). Additionally, CO2 leakage was detected based on a
novel data processing method, implemented for analysis of real time pressure data. Finally,
the robustness of our proposed method and workflow was evaluated by considering various
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reservoir and CO2 leakage characteristics. Two different CO2 leakage detection techniques
based on Smart Well technology are discussed briefly as follow.

2-5-1 Leakage detection-Leakage Test with Analytical Model
Hydraulic or water injection test can be applied for underground saline aquifers in order to
examine if the reservoir has the proper confinement capacity for CO2 storage. For this case
study [57], water is injected into the aquifer and the pressure is monitored at the
observation well in an upper aquifer for a specific period of time (Figure 2-24).

Figure 2-24: Leakage test configuration [57]
The objective here is to determine leakage placement and transmissibility based on
pressure data. This test is somehow similar to pressure interference well test which is
widely used in petroleum industry to determine directional permeability and other major
reservoir properties like skin factor, and average reservoir pressure. The leakage problem in
this case is an inverse problem since the leakage parameters are manipulated so that the
54

modeled pressure matches the measured data. In this test, the analytical solution which is
the dimensionless pressure response at the monitoring well can be expressed as (the bar
sign means the equation is given in Laplace domain [57]):

̅

̅

(√
√

(√

)
)

q=flow rate (m3/s), K0=Zero order Bessel function, s=Laplace transform, ρ=leak monitor
distance (m), T=transmissibility (m3), η=diffusivity (m2/s), K1=first order Bessel function,
r=radius (m)
When the transient pressure measurement at the monitoring well is given, the inverse
problem would be finding the leakage characteristics (Cartesian coordinates, leak radius
and permeability) in a way that the difference between measured pressure(Y) and predicted
pressure (̅̅̅̅̅) is minimzed:

̅̅̅̅̅

This method can provide little information about the leakage location (the solution of the
objective function respect to leak location is not unique) but the leak transmissibility can be
evaluated within a narrower confidence interval. Different test strategies can enhance the
leak characterization capability. These strategies include increasing pressure sampling
frequency, use of pulsing in the water injection, increasing the number of monitoring
and/or injection wells and using a pressure derivative respect to time analysis.

2-5-2 Leakage Detection with Neural Network- Reservoir Simulation Model
In this case study [59] a horizontal, single-layer, homogeneous coal bed CO2 storage model
with constant reservoir properties, such as permeability, porosity, and thickness is
considered. Sixteen pressure sensors are located at equal spacing throughout the reservoir
(Figure 2-25).
Daily pressure data was recorded from all sixteen sensors along with the location of each
pressure sensor. Leakage was introduced to the reservoir by creating a small pressure
difference, ΔP, between the reservoir pressure and bottom-hole pressure of an imaginary
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well as the source for CO2 seepage. In this homogeneous model, 92 simulation cases were
generated (Figure 2-25).

Figure 2-25: Leakage location for training and test cases [59]
In each case, a specific location for CO2 seepage was selected. In order to avoid high
reservoir simulation run time, the Surrogate Reservoir Model (SRM) was used in this case.
A Surrogate Reservoir Model (SRM) is a prototype of full-field reservoir simulation
models and are essentially artificial neural networks, which once trained can mimic the
behavior of the reservoir with change in selected input parameters. An important feature of
SRMs is their fast analysis and generation of outputs in a very short time.
For each run, pressure data was collected on a daily basis. The results of these models
would generate a large dataset. The pressure difference between the actual field pressure
distributions, recorded by the pressure sensors, and the SRM predictions at pressure
sensors’ locations (with no leakage) are then sent to the ANN trained for CO2 seepage
location detection. The network looks for changes in pressure measurements at the sensors.
Once the pressure change exceeds a threshold, it starts searching for the possible location
of the seepage. In the case of CO2 seepage, the ANN provides an approximate location and
the amount of the CO2 seepage (Figure 2-26).
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Figure 2-26: Network prediction of leakage location
An ANN trained for a heterogeneous reservoir (heterogeneity in porosity and permeability)
could detect the location of the seepage with reasonable accuracy, as low as an area of 0.6
acres in a reservoir with a total area of around 579 acres. The seepage rate in such a
reservoir was around 0.3% of the total stored gas per year, which was slightly above the
0.1% per year limit found in the literature.
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Chapter 3 Reservoir Simulation Model

Injection and storage of CO2 in Citronelle, AL is the phase III of South Eastern Carbon
Sequestration Partnership and it aims to demonstrate commercial-scale storage of CO2
captured from an existing coal-fired power plant. Alabama Power Company's Plant Barry
is the source of CO2 which is approximately 12 miles from the Southeast Citronelle Unit
(Figure 3-1). The project will be capable of capturing approximately 125,000 metric tons of
anthropogenic CO2 per year. A pipeline was constructed from Plant Barry to Denbury’s
Southeast Citronelle Unit, and the CO2 is injected into saline Paluxy sandstones at depths
of approximately 10,000 feet. Injection will continue for three years at a rate of 185,000
tons per year. After finishing of injection, the sequestered CO2 will be monitored for
additional four years in order to determine how well the CO2 has been contained [60].

Figure 3-1: CCS project in the Citronelle field [60]
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3-1 Geology of the Storage Formation
CO2 injection site is located inside the Citronelle oilfield boundaries on the southeast flank
of Citronelle Dome, three miles far from Mobile County in Alabama. Citronelle oil field
(discovered in 1955) covers more than 16,400 acres including about 500 wells.

Water

flooding which started since 1961 has resulted in 1701 MMbl of cumulative oil production.
The current average oil production is about 1670 bbl/day [61].
The Paluxy formation (proposed injection zone) is located at the depth of about 9400 to
10500ft; this formation represents a coarsening-upward succession of variegated shale and
sandstone [60]. Based on the logs from the injection well, twenty seven individual
sandstones in the Paluxy formation were identified as potential storage reservoirs for CO2.
Seventeen sand layers which are the thickest and most extensive ones were selected for the
injection. Citronelle Dome, a broad, gently dipping anticline, provides Citronelle field with
structural closure at all stratigraphic horizons of Jurassic through Tertiary age including the
Paluxy formation [61]. Moreover, there is an apparent lack of faulting at the Citronelle
dome structure. The proposed confining zone for this CO2 injection test is the basal shale of
the Washita-Fredericksburg interval and has an average thickness of 150 ft (Figure 3-2).
The aquifers on top and bottom of this confining unit (including Paluxy) represent exhibit
extremely low groundwater velocities. Sands layers in the Paluxy formation represent
satisfactory reservoir properties (porosity, permeability and extension) for CO2 storage.
Paluxy formation in the injection zone can be divided into 3 sub layers based on thickness
of sand and shale layers. The middle section is mainly dominated by carbonate or lime
stone while the other ones consist of thicker sand layers.
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Figure 3-2 Stratigraphic Column for Citronelle Field [60]
The geological model of the Paluxy formation is based the interpretation of 16 well logs in
three cross sections (Figure 3-3). The injection well D-9-7 is the well which was considered
as a reference well in three cross sections. Seventeen sand layers are picked and correlated
(Figure 3-4) based on the highest resistivity and highest SP values. Areal dimensions of
some of the thicker sandstones are on the order of 6 square miles or 3,840 acres. The total
thickness of sand layers is about 470ft ranging from 10 to 80 ft. Structural and Iso-pach
maps of the sand layers would be used to make reservoir simulation model.
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Figure 3-3: Location of three cross sections in the Citronelle Dome

Figure 3-4: sand layers in Injection well (D-9-7)
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Figure 3-5: Correlated sand layers of cross section B-B'
The final structure maps for top and thickness of 17 sand layers after importing into the
reservoir simulator are depicted in Figure 3-6 and Figure 3-7.

Figure 3-6: Top maps for Sand layers
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Figure 3-7: Thickness maps for sand layers
3-2 Reservoir Simulation Model
Based upon interpretation and evaluation of geophysical well logs, a comprehensive picture
of the subsurface geology has been developed for the reservoir simulation modeling. The
reservoir models were built in Computer Modeling Group (CMG) software. Geological
structure of the model includes 17 sand layers representing 51 simulation layers. The
Cartesian grid coordination has been used with dimension of 50*50*51 grids (∆x and ∆y
equal to 400 ft). Well logs from 40 offset wells that are within the area of study has been
acquired and interpreted in order to generate porosity maps. The resistivity logs are used in
the injection depth which is from about 9400ft to about 10500ft. The Archie equation was
used [61] to calculate the porosity values using the resistivity logs.

(
(

)

)

Where
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a = tortousity factor = 1; default value
m = cementation factor = 2.25; best match to Citronelle oilfield porosity logs
n = saturation exponent = 2; common default value
Rw = resistivity of the formation water = 0.045; best match to Citronelle oilfield porosity
logs
Sw = Water saturation =0.95; assuming only residual gas saturation
φ = porosity
Rt = True formation resistivity = obtained from logs.

The weighted average for porosity values were calculated by taking the thickness of each
layer into account:

∑
∑

The porosity map for the first simulation layer is shown in Figure 3-8. Also, porositypermeability cross plots that were obtained from core analysis provide reasonable estimates
for the permeability distribution within the reservoir.

Figure 3-8: Porosity map for the first layer generated by 40 well logs
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Relative permeability curves (Figure 3-9) from the history-match of the injection pilot test
at the Mississippi Test Site were used in this simulation [61] .Trapped gas saturation was
considered value of 7.5 percent; this value determines how much gas is trapped residually
due to hysteresis effects. For the reservoir simulation, the injection well was operated with
maximum bottom-hole pressure limit of 6,300 psi (based on conservative fracture pressure
gradient of 0.772 psi per foot [61]) and injection rate constraint of 9.45 million standard
cubic feet per day (500 tons/day). The injection started at the beginning of 2012 and takes 3
years. The saline formation was assumed to be a close reservoir (no-flow boundary
condition). Other reservoir properties are summarized in Table 3-1. This is considered as a
base case model in the following sections.

1
0.9

Relative Permeability

0.8
0.7
0.6
0.5

Krg

0.4

Krw

0.3

0.2
0.1
0
0

0.2

0.4

0.6

0.8

1

Gas(CO2) Saturation
Figure 3-9: Relative permeability curves used in reservoir simulation model
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Table 3-1: Reservoir parameters and properties (base case model)
Parameter

Value

Permeability(md)
Temperature(◦F)
Salinity(ppm)
Residual gas saturation
Residual water saturation

Parameter
Water density(lb/ft3)
Water viscosity(cp)
Water compressibility(1/psi)
Kv/Kh(permeability ratio)
Pressure reference@9415ft(psi)

230
100000
0.35
0.6

Value
62
0.26
3.2E-6
0.1
4393

3-2-1Reservoir Model Gridding Analysis
Three different grid geometries were considered in order to examine the effect of the
number or size of the grid blocks on the accuracy of the Citronelle numerical model results.
The first case is consisted of 50 grid blocks in each i and j direction and 51 layers in k
direction. The size of each coarse grid block is 400ft by 400ft. The second case consists of
2419 coarse grids and 729 fine girds in the Area of Investigation (AoI). The size of the each
fine grid in the second case is 133ft by 133 ft (Figure 3-10). In the 3rd case (Figure 3-11) the
model includes 4 different grid types where the size of grids changes from totally coarse
(400 * 400 ft) totally fine (66.7*66.7ft). Table 3-2 lists the total number of each grid type.

Table 3-2: Number of grid blocks in case 3
Grid Type
Number of Grids

Coarse
2305

1
384

2 Fine
Total
666
900
4255
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Figure 3-10: Citronelle model with coarse and fine grid-blocks (case 2)

Figure 3-11: Citronelle model having 4 types of grid-blocks (case 3)

As the number of grid blocks increases, the resolution increases which leads the model to
deliver more accurate results. It should be mentioned that the run time for case 1(coarse
grids) is much less than the case with 4 types of grid blocks. Figure 3-12 illustrates the
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effect of number of grids in CO2 saturation profile in at the location of observation well.
As the number of grid blocks increases, significant changes in the gas saturation values are
observed. Local Grid Refinement (LGR) in two steps and three steps represent the same
accuracy for the gas saturation. Therefore, a reservoir simulation model with fine grids
including 150 by 150 grid blocks (in x-y direction) would be used for simulation analysis.

Figure 3-12: CO2 Saturation at the location of the observation well

3-2-2 Reservoir Simulation Results
Initial reservoir simulation runs showed that maximum extension of the CO2 plume takes
place in the first (top) layer and sixth layer. It is mainly due to the fact that these layers
represent sands with the higher permeability, which causes CO2 to migrate further from the
injection well. As it is shown in Figure 3-13, the plume area has the approximate major
diameter of 4,933 ft, 500 years after the end of injection [62]. CO2 plume extension in all
the target layers (vertically) is shown in Figure 3-14.
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Minor Axis

Major Axis

Figure 3-13: CO2 Plume extension in the first layer 500 years after injection

Figure 3-14: CO2 Plume extension in all layers 500 years after injection
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Two Pressure Down-hole Gauges (PDG) are installed in the project’s observation well (D9-8#2), which is located 820 ft at the east side of the injection well. These PDGs can
provide real time pressure and temperature measurements. The actual pressure data can be
used for reservoir monitoring (especially CO2 leakage detection) in addition to history
matching. Therefore, the main focus of this study is to analyze the reservoir simulation
pressure behavior at the grid block that corresponds to the exact location of the PDG in the
observation well. Pressure in the observation well rises from 4,400 psi to 4,727 psi
(maximum pressure) during the 3 years of injection from 2012 to 2015. After the injection
is stopped, the pressure decreases gradually to 4,660 psi after 1 year (stabilized pressure).
Finally the reservoir pressure in the observation well follows a very gentle decline and
stable trend from 4,660 to 4,653 psi over 500 years (Figure 3-15).

Figure 3-15: Pressure behavior in the observation well (base case model)
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3-2-3 Sensitivity Analysis

In this section, simulation model predictions are presented considering uncertainty in some
reservoir properties. The sensitivity analysis procedure was to change one parameter at a
time (within the uncertainty range) to investigate the corresponding effects on the reservoir
pressure (at the observation well) and CO2 plume extension [63] [64]. The reservoir
parameters that we analyzed in this study are permeability (rock type), gas relative
permeability, maximum residual gas saturation (hysteresis), vertical to horizontal
permeability ratio, boundary condition, brine compressibility, and density. Since the CO2
plume extension shape is elliptical, the magnitude of the major and minor axis (Figure 3-13)
can characterize the underground CO2 distribution 5, 50 or 500 years after the injection.
Additionally, to analyze the reservoir pressure behavior, we focused on maximum (at the
end of injection) and stabilized pressures.

3-2-3-1 Permeability
From here on, the contribution of each parameter to the reservoir pressure and plume
extension would be identified. In the Citronelle reservoir model, porosity originates from
maps that are generated by the interpretation of 40 well logs. Figure 3-16 shows porositypermeability cross-plots of the Geological Survey of Alabama’s southwestern Dataset [61].
In order to have reliable porosity-permeability correlation, the data points are clustered into
5 different rock types, ranging from very tight to very conductive. The initial porositypermeability data gathered from well D-9-8 (observation well) core analysis, represents a
conductive rock type (this is used in the base model). Average (
Very Conductive (

)) and

) rock types are introduced to the reservoir simulation

model.
For the Average rock type, due to the lower permeability values, CO2 injectivity decreases.
Thus, it is not possible to store the all the CO2 according to planned target (Figure 3-17).
Injectivity of CO2 is the same for both Conductive and Very Conductive rock types equal
to the target values. We can see the results for pressure in Figure 3-18.since the stabilized
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reservoir pressure changes very gently during 500 years; we show the results for 20 years
after the injection to be able to see more detail. By decreasing the permeability (use of
average rock type), CO2 injectivity decreases to 60% of target value, resulting in reduced
reservoir pressure compared with base case. For higher permeability (Very Conductive),
stabilized reservoir pressure is 42 psi less than the base case, due to the higher conductivity
that prevents more pressure build up. Additionally, an increase in the permeability
enhances CO2 and brine displacement, which leads to larger CO2 plume extensions,
according to Table 3-3.

Different Rock Types
10000
y = 9.9564e21.749x
R² = 0.6575
y = 0.8245e28.18x
R² = 0.841

1000

Permeability

y = 0.646e21.871x
R² = 0.9057
Very Conductive
100

Conductive
y = 0.2533e22.369x
R² = 0.8652

Average
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Very Tight

10
y = 0.9004e8.4494x
R² = 0.3473

1
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Figure 3-16: Porosity-permeability cross-plot
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Figure 3-17: CO2 injectivity for different rock types

Figure 3-18: Reservoir pressure in observation well for different rock types
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Table 3-3: CO2 Plume extension size over time (in the first layer) for different rock types
Permeability

CO2 Plume
Extension

Base Case

Average

Very Conductive

(K=0.824e^28.18 φ)

(K=0.64e^21.87 φ)

(K=9.964e^21.74φ)

5 Years after
Injection

Minor Axis(ft)

2133

1600

2533

Major Axis(ft)

2400

1733

3200

50 Years after
Injection

Minor Axis(ft)

2533

1867

2800

Major Axis(ft)

4000

2133

4667

500 Years after
Injection

Minor Axis(ft)

2667

2133

2667

Major Axis(ft)

4933

3733

5067

3-2-3-2 Permeability
Typically, vertical permeability is determined as a ratio to horizontal permeability. In this
study, for the base case model, Kv/Kh is considered to be 0.1. For the sensitivity analysis;
we assigned values of 0.3, 0.5, and 0.7 to the Kv/Kh. As shown in Figure 3-19, an increase
in the Kv/Kh generates less pressure build up during the injection. However, after the
transition time, the higher vertical to horizontal permeability ratio, the higher the stabilized
pressure value is. Also, the size of the CO2 plume slightly increases for higher Kv/Kh,
especially for 5 and 50 years after injection (Table 3-4).

Figure 3-19: Reservoir pressure in observation well for different permeability ratios
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Table 3-4: CO2 Plume extension size over time (in the first layer) for different
permeability ratios
Vertical to Horizontal Permeability Ratio

5 Years after
Injection
CO2 Plume
Extension

50 Years after
Injection
500 Years after
Injection

Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)

Base Case

Kv/Kh=0.3

Kv/Kh=0.5

Kv/Kh=0.7

2133
2400
2533
4000
2667
4933

2133
2533
2667
4133
2667
4933

2133
2667
2667
4267
2800
5067

2267
2800
2667
4400
2800
5067

3-2-3-3 Gas Relative Permeability Curves
Four different gas relative permeability curves were generated so that two of them
represent higher at any given gas saturation and two represent lower values of relative
permeability, compared with the base case (Figure 3-20). It is worth mentioning that the
curves with the higher gas relative permeability values have lower residual gas saturations
and vice versa. The results are shown in Table 3-5 and Figure 3-21. Higher gas relative
permeability curves represent lower residual gas saturation that can mobilize CO2 phase
earlier (at lower gas saturations). Therefore, CO2 moves further resulting in larger CO2
plume extension. Additionally, higher gas relative permeability increases the stabilized
reservoir pressure. Reversely, lower gas relative permeability leads to less extensive plume
and lower stabilized reservoir pressure
Table 3-5 Plume extension size over time in the first layer for different gas relative
permeability curves
Gas Relative Permeability
Base
Case

Krg Low 2

Krg Low 1

Krg High1

Krg High2

50 Years after
Injection
500 Years after

Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)

2133
2400
2533
4000
2667

1867
2133
2133
2800
2400

2000
2266
2267
3467
2533

2133
2533
2667
4267
2800

2400
2800
2933
4533
2933

Injection

Major Axis(ft)

4933

4133

4533

5067

5467

5 Years after
Injection
CO2 Plume
Extension
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Figure 3-20: Different gas relative permeability curves

Figure 3-21: Reservoir pressure in observation well for different gas relative permeability
curves
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3-2-3-4 Maximum Residual Gas Saturation
Generally, drainage relative permeability curves are provided for the reservoir simulation
model. When the maximum residual gas saturation is introduced, the imbibition gas
relative permeability curve can be determined based on the drainage curve [21]. During
CO2 movement in the reservoir, water imbibition causes a portion of gas phase to be
trapped in the pores (residual trapping). Therefore, when the maximum residual gas
saturation increases, more gas is trapped, resulting in less mobile CO2 and consequently a
smaller CO2 plume extension (Table 3-6). Changing maximum residual gas saturation has
no significant impact on the reservoir pressure.

Table 3-6: CO2 Plume extension size over time in the first layer for different maximum
residual gas saturations
Maximum Residual Gas
Saturation(Hysteresis)
5 Years after
Injection
CO2 Plume
Extension

50 Years after
Injection
500 Years after
Injection

Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)

Base Case

0.05

0.1

0.2

2133
2400
2533
4000
2667
4933

2133
2400
2533
4000
2800
4933

2133
2400
2533
3867
2533
4800

2133
2400
2400
3733
2533
4533

3-2-3-5 Brine Compressibility
In a closed geologic system, the amount of CO2 that can be injected into the saline reservoir
is mostly dependent on the availability of the additional pore space that can be provided
due to brine compressibility [64]. Additionally, compressibility determines how much
injected fluid contributes to reservoir pressure build up or brine volume change (also can be
referred to as a change in brine density). As observed in Figure 3-22, an increase in brine
compressibility results in lowering the maximum and stabilized reservoir pressures. For
higher brine compressibility, injected CO2 results in more changes in brine density rather
than generating pressure build up in the reservoir. Changing brine compressibility shows no
considerable influence on the CO2 plume extension.
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Figure 3-22: Reservoir pressure in observation well for different brine compressibility
3-2-3-6 Brine Density
The impact of a change in brine density on the reservoir pressure can be analyzed by
considering the fact that denser the brine is, the less compressible it is, allowing more
pressure build up during and after CO2 injection. As it is illustrated in Figure 9, the higher
brine density contributes to more pressure gain for the reservoir (both maximum and
stabilized pressures). The influence of the brine density on CO2 plume extension is
addressed by the driving mechanism that governs fluid movement in the reservoir. During
CO2 injection, viscous forces makes the CO2 move forward, and after injection, buoyancy
would be the dominant driving force. The density difference between brine and CO2
determines the magnitude of the buoyant force [23]. Higher brine density results greater
density differential and consequently, more buoyance force. Therefore an increase in brine
density accounts for more buoyant force to be exerted to the CO2 plume resulting in larger
extensions (Table 3-7).
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Figure 3-23: Reservoir pressure in observation well for different brine densities
Table 3-7: CO2 Plume extension size over time (in the first layer) for different brine
densities
Brine Density(lb/ft3)

CO2 Plume
Extension

Base Case

52

57

67

72

5 Years after
Injection
50 Years after
Injection

Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)

2133
2400
2533
4000

2133
2267
2533
3467

2133
2400
2533
3733

2133
2533
2533
4133

2133
2667
2667
4133

500 Years after
Injection

Minor Axis(ft)
Major Axis(ft)

2667
4933

2533
4667

2667
4933

2800
4933

2800
5066

3-2-3-6 Boundary Condition
In this section, we assume that the saline reservoir in the Paluxy formation is not a closed
system. A Fetkovich aquifer which keeps the reservoir pressure constant at the reservoir
boundaries is assigned to the East, East- South and East-South-West edges of the reservoir
(Figure 3-24). As shown in Figure 3-25, reservoir pressure behavior in the open system is
significantly different compared to what was observed in the previous sections. First of all,
maximum reservoir pressure at the end of injection is much less (almost 200 psi) in the
open systems. Secondly, the stabilized pressure reaches initial or native reservoir pressure
after particular moment of time.
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Figure 3-24: Different locations for constant pressure boundary (Fetkovich aquifer)
As the portion of reservoir boundary that is exposed to the constant pressure (Fetkovich
aquifer) increases, less pressure build up is observed at the end of injection. Additionally,
when more edges of the reservoir are connected to open aquifer, it takes less time that
reservoir pressure reaches to the native conditions. Changing reservoir boundary conditions
represents an insignificant effect on the CO2 plume size (Table 3-8).

Table 3-8: Plume extension size over time (in the first layer) for different boundary
conditions
Reservoir Boundary(Fetkovich Aquifer)
5 Years after
Injection
CO2 Plume
Extension

50 Years after
Injection
500 Years after
Injection

Base Case

East

East+ South

East+ South+ West

Minor Axis(ft)

2133

2133

2267

2267

Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)
Minor Axis(ft)
Major Axis(ft)

2400
2533
4000
2667
4933

2400
2533
4000
2800
5066

2667
2667
4133
2800
5066

2800
2667
4133
2800
5066
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Figure 3-25: Reservoir pressure in observation well for different boundary conditions
3-3: Conclusions
In this chapter, all the steps for reservoir simulation model development for CO2 injection
in the Paluxy saline reservoir of the Citronelle Dome were explained. The model was
used to predict storage performance behavior. Sensitivity analyses was performed to
study the impacts of reservoir uncertainty on the reservoir pressure in the observation
well and CO2 plume extension. The results of sensitivity analysis can be considered for
risk assessment in addition to history matching the reservoir simulation model while
actual field measurements (pressure data) are available. The main findings can be
summarized as:
-

Rock type (permeability) contributes to CO2 injectivity, reservoir pressure and
CO2 plume extension significantly. Higher permeability represents more
extensive CO2 plume and less reservoir pressure gain. Also an increase in vertical
to horizontal ratio leads to higher stabilized pressure and CO2 plume extension.

-

It is observed that an increase in gas relative permeability results in a higher
stabilized pressure and a larger CO2 plume extension. Additionally, the higher
maximum residual gas saturation ends up with more residual trapping, accounting
for a lower CO2 plume extension.
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-

Brine compressibility plays a role in reservoir pressure build up, especially in a
closed geologic system. When brine compressibility rises, we observe a decrease
in stabilized reservoir pressure.

-

Density of brine is the parameter that affects both reservoir pressure and CO2
plume extension. Denser brine causes more buoyancy force, which drives CO2 to
move further and distributes in more area. Also higher brine density values
contribute to more reservoir pressure build up.

-

Changing the boundary condition of the reservoir from closed to constant
pressure, affects reservoir pressure behavior significantly. When Fetkovich
aquifers are placed at the edges of the reservoir, maximum pressure build up
decreases notably. In addition, stabilized reservoir pressure comes back to native
reservoir pressure after a while when injection is ceased.
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Chapter 4 Model’s History Match
All the steps for development of Reservoir Simulation model for CO2 injection into the
Citronelle saline aquifer with commercially available software (CMG-GEM) were
explained in Chapter 3. Field measurements of CO2 injection rates are assigned as the
operational constraint to the model. In addition to the Injection rates, high frequency, realtime pressure data from two down-hole pressure gauges imbedded in an observation well
(833 ft away from the injection well) is also provided. Several uncertain reservoir
properties were tuned within reasonable ranges in order to find proper match between
simulated pressure results and actual field measurements [65].
4-1 Introduction
Different types of potential risks, like leakage of CO2 or brine from the target zone, are
generally associated with geological storage of CO2. Reservoir simulation and modeling in
addition to implementation of appropriate monitoring techniques are considered to be
expedient tools for CO2-risk management.
Reservoir pressure/temperature measurement by down-hole gauge has been widely used in
the oil and gas industry for reservoir monitoring, well test analysis and history matching. In
CO2 sequestration projects, real time reservoir pressure can deliver CO2 migration/leakage
indications. Meckel et al [66] interpreted permanent down-hole gauges (PDGs) data
collected from single well at injection and above zone monitoring interval for CO2 injection
at Cranfield field. They suggested almost no inter-formational communication (vertical) at
the site based on analysis of pressure changes that were due to seven injection and nine
production wells’ activities. Tao et al [67] analyzed the same pressure and temperature data
(collected from the monitoring well at Cranfield) and concluded a very small leakage had
occurred from the injection interval to the overlying formation. PDG data can also provide
valuable information for reservoir simulation models.
Reservoir models can be used for assessment of CO2 storage capacity, well injectivity; CO2
trapping mechanisms, CO2 plume extension, and reservoir pressure build up. Sifuentes et al
[63] studied the effect of different physical parameters on the CO2 trapping in Stuggart
formation in Germany. In order to determine the contribution of each parameter on CO2
trapping, they used reservoir simulation coupled with experimental design to perform
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sensitivity analysis. Torn et al [68] carried out almost the same sensitivity analysis on Mt.
Simon sandstone model to assess storage capacity and safety issues. Senel et al [69]
performed a reservoir simulation and uncertainty analysis study on CO2 injection in the
same formation (Mt. Simon sandstone -USA) incorporating more geophysical and petrophysical data. They investigated the effect of uncertainty on trapping mechanisms and CO2
area of extension by providing probabilistic estimates. Masoudi et al [70] coupled a geomechanical and simulation model in order to study feasibility and risks associated with CO2
injection in M4 Field (East Malaysia).They determined maximum allowed reservoir
pressure considering cap rock integrity for different CO2 injection scenarios.
Reservoir simulation performance must be validated by checking if the model is able to
regenerate the past behavior of a reservoir. History matching of oil and gas reservoir
models are much more applied (compared to CO2 storage models) due to availability of
large amount of production or/and injection data. For CO2 storage projects especially in
saline formations, reservoir history data are limited to injection rate in addition to downhole injection/observation well pressure. Mantilla et al. [71] used probabilistic history
matching software known as Pro-HMS which incorporated injection data from active
injection and inactive observation wells. They implemented Pro-HMS to a synthetic model,
CO2 storage in aquifer with one/three injection and one observation wells, to obtain high
permeability streaks by use of only injection and pressure data. In another history matching
attempt, Krause et al. [72] conducted core flooding (brine/CO2) followed by numerical
simulation of the experiment. They matched Simulation results with experimental data by
calculation of permeability, using porosity and capillary pressure data. Xiao et al [73]
studied numerical simulation of CO2 /EOR and storage in a pilot-5spot pattern unit of
SACROC field. Since the target storage field had long term production/injection history,
they performed history matching for five wells’ gas, oil and water production. They also
predicted reservoir performance for three enhanced oil recovery (EOR) injection schemes
and analyzed CO2 storage capacity considering different CO2 trapping mechanisms.
This chapter explains one of the very few of its kind that aims to history match reservoir
simulation model of CO2 injection in Citronelle Dome (saline formation). The available
field data for history matching are ten months of CO2 injection rate as wells as pressure
data coming from two gauges installed in the observation well.
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4-2 History Match
Locations of injection and observation wells are shown in Figure 4-1.CO2 injection started
on August 20th, 2012 with the rate of 918 Mcf/day. After that time, the injection rate
increased with an oscillating trend (because of operative difficulties) until the end of
September 2012 when it reached 9 Bcf/day (targeted rate). Then, the injection continued
until August 2013 with a stable rate although periodic shut downs occurred. The daily
injection rate from the beginning up to August 2013 is shown in Figure 4-2. These injection
rates were used in the reservoir simulation model as operational constraints.

Figure 4-1: Locations of the CO2 injection, observation and backup injection wells in
Citronelle Dome
In the observation well (D-9-8#2) at Citronelle field (Figure 4-1), two Pressure Down-hole
Gauges PDG-5108/5109 are installed at different depths of 9416 and 9441 ft TVD in order
to provide real time pressure and temperature readings during and after injection period.
The pressure data is available from Mid-August of 2012 until August 1st 2013, recorded at
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every minute, listed in 1440 records daily. There were some gaps in the pressure records
due to onsite computer failure. Since history matching the data on a minute basis was
computationally expensive and time consuming, the pressure data was summarized by
averaging over each day. The results of actual pressure data on a daily basis are illustrated
in Figure 4-3.

Figure 4-2:CO2 injection rate history

Figure 4-3: Daily pressure data from PDGs at observation well
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Initially a base case reservoir model was developed considering reservoir properties that are
summarized in Table 4-1. Porosity maps for each simulation layer were acquired by
interpretation of 40 well logs. In this model, operational constraints were the actual CO2
injection rates in addition to maximum bottom-hole pressure limit of 6,300 psi. The
solubility of CO2 in the brine was not considered in the base model. Block pressure for the
grids corresponding to the PDGs were compared with the actual data. Simulated pressure
data using the base model are plotted against actual pressure history in Figure 4-4.

Table 4-1: Reservoir parameters and properties (base model)
Parameter
Permeability (md)
Temperature (◦F)
Salinity (ppm)

Value

Parameter
460

Water density (lb/ft3)

230

Water viscosity (cp)

100,000

Water compressibility (1/psi)

Residual gas saturation

0.35

Kv/Kh (permeability ratio)

Residual water saturation

0.6

Pressure reference@9415 ft (psi)

Value
62
0.26
3.2E-6
0.1
4393

The simulation data were matching neither at the start point, nor the difference between the
values of two gauges. Initial reservoir pressure was adjusted by changing the reference
pressure to 4370 psi at the datum depth of 9416 ft. Pressure gradient between the PDGs
was 0.62 psi/ft while between the simulation grids was 0.43 psi/ft. Therefore, it was
concluded that the brine density should be set at a higher value in order to mimic the same
pressure gradient Brine density at the reservoir conditions can be calculated using the
following equation:

~br  ~br0 1  cbr  p  p 0 
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Figure 4-4: Actual pressure vs. simulated pressure in the base model.
Keeping the brine compressibility unchanged, density of brine should be altered to 87
lb/ft3.
As mentioned in Chapter 3, a thorough sensitivity analysis was performed to study the
effect of several uncertain reservoir parameters on pressure behavior in the observation
well. The results of sensitivity analysis showed that permeability significantly contributed
to injectivity, CO2 plume extension and reservoir pressure. Using available core data (not
taken from Citronelle field) porosity-permeability cross-plot was generated for the Paluxy
formation (Figure 3-16). Available data from the core samples taken from injection well
demonstrated the dominancy of conductive rock type in the vicinity of the injection area
[60]. Also, vertical to horizontal permeability ratio was calculated to be 0.58 using core
data analysis.

Modification of pressure reference, brine density and permeability in

addition to setting zero transmissibility between the sand and shale layers resulted in
pressure predictions illustrated in Figure 4-5.
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Figure 4-5: Model’s pressure results and actual history; modified pressure reference,
brine density and permeability
By Implementation of modified parameters in the model, prediction results resembled
initial pressure and pressure gradient similar to the actual data. However, model pressure
predictions didn’t follow PDGs pressure trend correctly. As shown in Figure 4-5, reservoir
simulation results underestimated actual data during first four months after the injection,
and overestimated the rest of pressure history. Additionally, simulation pressure
drawdowns reached a stable trend much faster, compared with actual data. This behavior
can be explained by the fact that higher permeability (in the model) resulted in lowering the
time for pressure drawdown to reach a steady trend. Therefore, it was necessary to decrease
the permeability in the model to adjust pressure drawdown behavior. On the other hand,
lowering the permeability led to CO2 injectivity reduction (as shown in chapter 3). As a
result, reservoir model was divided into two regions: (a) grids in the vicinity of the
injection zone (20*20 grids around the injection well) and (b) grids outside the injection
zone (Figure 4-6). To correct model’s pressure drawdown trend, dual modification in
reservoir permeability was done by decreasing permeability in region “a” and increasing
permeability in region “b”.
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Figure 4-6: Two permeability regions in the reservoir
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Figure 4-7: Model’s pressure results and actual history; modified permeability in different
reservoir regions
As shown in Figure 4-7, although modifications in the model’s permeability improved
pressure drawdown behavior, pressure predictions were overestimated considerably
compare with the actual PDG data. To lower pressure results, solubility of CO2 in the brine
(aqueous phase) was incorporated in the model [21]. More importantly, volume modifier
was assigned to the grids at the east boundary of the reservoir (Figure 4-8). This accounted
for the fact that reservoir boundary and volume might be bigger than what was assigned to
90

the model. To develop the geological model, top and thickness of sand layers were picked
for log data of 14 wells crossing at injection well and then correlated (Figure 4-8).

Injection
Well

Figure 4-8: Left: Increased volume modifier at the east boundary, Right: well cross
sections
Due to the limited amount of information (just two well logs) at east side of the injection
well, it was not possible to estimate the extension of the sand layer on that area. Therefore
it was probable that more reservoir volume existed outside the boundary of the geological
model. Adding more volume to the reservoir (sand layers) resulted in lowering the pressure
prediction. After activating CO2 solubility in the brine phase and tuning “volume
modifier’” a good match between model results and actual pressure data with less than
0.001% average error was achieved (Figure 4-9).
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Figure 4-9: Model’s pressure results and actual history; final history match
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4-3 Model Validation
History matched model showed very good precision in generating ten months of pressure
results which resembled the actual field measurements. In order to study predictability of
reservoir model, last three months, from August 1st to October 30th, 2013 of actual
injection/pressure was unused in history matching and set aside for forecast validation
(Figure 4-10). During these three months, CO2 was injected steadily according to targeted
rate 9.48 Bcf/day. Injection experienced few shutdowns resulted in average rate to be 7.98
Bcf/day. Consequently, reservoir pressure increased during August 2013, followed by
some drawdowns due to no injection in September 2013 and gentle buildup during the last
month.
Considering the last three months of injection rate profile as the model’s operational
constraints, simulation pressure predictions were obtained. Pressure prediction result has
been plotted versus actual data in Figure 4-11. The prediction has precisely captured actual
data trend such that the average errors for gauges 5109 and 5108 are 0.12% and 0.073%
respectively which is quite satisfactory.
Last Three Months of Injection for Model's Validation
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Figure 4-10: Last three months of injection rate
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Figure 4-11: Model’s pressure result and actual data for prediction and history
4-4 Conclusion
Ten months of CO2 injection in the Citronelle’s Dome saline formation (Paluxy) was
modeled by numerical reservoir simulation. The presence of two PDGs (Pressure Downhole Gauge) at the observation (monitoring) well was considered in the model. A
comprehensive sensitivity analysis was performed to assess the effect of uncertainty of
several reservoir parameters on model’s pressure (at observation well) behavior. The
analysis was used to match the history of actual field pressure data with model’s prediction
by tuning reservoir parameters. By modification of brine density, permeability (in two
reservoir regions), vertical to horizontal permeability ratio,CO2 solubility in brine and
reservoir volume , a reasonable match (less than .001% error ) between actual and model’s
pressure data was achieved. This model was validated using the last three months pressureinjection profiles and showed acceptable predictability. However, history matching of the
numerical model is a non-unique solution to a complex problem; other combinations of
reservoir parameter modification

may possibly result in the same match between actual

and model’s data.
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Chapter 5 Intelligent Leakage Detection System (ILDS)
Development
To assure the cap rock integrity, CO2 storage sites must have active monitoring systems to
detect CO2 leakage and be prepared to take remedial action in the event that leakage occurs.
Industry has much experience with a combination of monitoring techniques for
underground geological sites, selected primarily based on accessibility and geological
characteristics. The monitoring methods can be classified into two different categories:
surface and underground measurements. In surface monitoring activities, the presence of
CO2 emitted from the ground can be directly assessed [74]. Also, CO2 related parameters
like change in ground level or high frequency Electromagnetic (EM) waves [75] are subject
to frequent measurements. Satellite –based optical methods, gas sampling, EM and gravity
survey are considered to be types of surface or near surface monitoring. For Subsurface
monitoring, the main focus is on tracking the CO2 plume at the reservoir level. Well logs
(Pulsed Neutron, RST), 4D seismic, borehole gravity, cross-well seismic, brine-gas
composition sampling and introduced tracers have been applied to monitor the
underground movement of CO2 [60]. Although these methods have been deployed in the
field, there are still some drawbacks associated with the practical application of CO2
monitoring systems. In the surface monitoring method, the main concern is that it remains
essential for the CO2 to be detectable at surface. Before that time, even though the leakage
could have occurred, it would not be possible yet to detect it [76].Regarding the
underground monitoring systems, it is worthy to mention that since most of these methods
are implemented periodically, it is not possible to detect any leakage during the time
interval that no test or monitoring is offered. Therefore the remediation activity and
response to the leakage is considered to be reactive with some time lag. This fact points out
the need to have a real time or online monitoring system in order to detect the CO2 leakage
as fast as possible that leads to much more efficient CO2 leakage risk management.
Permanent Down-hole Gauges (PDG) and valves have been used for continuous
monitoring of pressure, temperature, flow rates, and automatic flow controls [29]. This
technology can be used in the underground CO2 reservoirs to monitor the pressure in real
time. To help accommodate CO2 leak detection; two PDGs have been installed in the
observation well. A reservoir simulation model for CO2 sequestration at Citronelle Dome
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was developed. Multiple scenarios of CO2 leakage are modeled and high frequency
pressure data from the PDGs in the observation well are collected. The complexity of the
pressure signal behavior and the reservoir model makes the use of inverse solution of
analytical models impractical. Therefore an alternate solution is developed for the
Intelligent Leakage Detection System (ILDS), based on Machine Learning.
In order to investigate proof the concept for ILDS, initially a simple reservoir simulation
model of CO2 injection in the Citronelle field was used for CO2 leakage modeling. This
model represented homogenous porosity and permeability in every sand layer. After
successful deployment of ILDS with simple and homogenous reservoir model, history
matched reservoir model which was explained in chapter 4, was used to build and test an
upgraded ILDS. Chapter 5 covers all the steps required for development of ILDS with
homogenous and heterogeneous reservoir simulation model.

5-1 ILDS Development based on Homogenous Model

5-1-1 Reservoir Simulation Model
A reservoir model was built using a commercial numerical reservoir simulator using the
results obtained from the interpreted geophysical well logs. The geological model of the
Paluxy formation in homogenous model consists of 51 simulation layers. This model is
divided to 50*50*51 Cartesian grids (∆x and ∆y equal to 400 ft; local grid refinement was
applied around the injection well). Based on an initial core study taken from the
characterization and monitoring well, constant values for porosity and permeability were
assigned to each layer (Table 5-1). The temperature of the reservoir is 230◦ F. The brine
salinity and density values are 100,000 ppm and 62lb/ft3, respectively. The pressure
reference in this model is 4,393 psi at 9,415 feet (TVD).
Table 5-1: Porosity and Permeability values for different layers in Citronelle reservoir
simulation model
Layer

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

Porosity (%)

19.8

18

18

19.3

21.8

19.3

18.2

17

18.

16

15.5

19.3

19.3

19.3

19.3

19.3

17.5

Permeability(md)

436

168

168

88

1234

88

191

100

211

59

46

88

88

88

88

88

132
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Initial reservoir simulation runs showed that maximum extension of the CO2 plume takes
place in the first (top) layer. This is mainly due to the fact that the top layer represents sand
with the higher permeability, which causes CO2 to migrate further from the injection well.
As it is shown in Figure 5-1, the approximate diameter of the plume area in the first layer,
reaches to 3,900 feet, 25 years after the injection has stopped.

Figure 5-1: Plume extension in the first layer (left) and all layers 25 years after injection

5-1-2CO2 Leakage Modelling
In order to make and develop Intelligent Leakage Detection System(ILDS) by use of
pressure data that are received in high frequency streams from Permanent Down-hole
Gauges (PDG), it is required to design set of simulation runs that provide pressure behavior
in the observation wells (D-9-8) with respect to leakage rates and locations(synthetic or
artificial leakage). Nine wells are located (D9-7 or injection well, D-9-1, D-9-2, D-9-3, D9-6, D-9-8, D-9-9, D-9-10 and D-9-11) in the Area of Investigation. There are two pressure
gauges in the well D-9-8. The maximum CO2 plume extension (3800 to 4000 ft) is in the
first layer. Therefore leakage from these wells can be initiated by perforating them in the
first layer. The focus has been on the different leakage rates (Table 5-2) that were observed
in the real cases all around the world [76]. Based on the analysis of data from leaked wells,
the majority of leaks from the wellbore are negligible with limited consequences. These
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leakage rates were assigned to the existing wellbores to see what would be the pressure
behavior in the observation well.

Table 5-2: Leakage rates observed in real cases [76]
Ton/year

ft3/day

35

1,837.5

100

5,250

210

11,025

800

42,000

1400

73,500

1900

99,750

2300

120,750

2500

131,250

10000

525,000

100000

5,250,000

Based on the above-mentioned study, the leakage rates of the order of 35-100 tons/year are
considered as small leakages. The rates that range from 100 to 800 tons/year are the ones
that typically happen in the underground CO2 storage projects. About 93% of the wells
have a leak rate smaller than 1,400 ton/year. A major event which may result in fatalities
and extreme damages requires the leak rate of the order of 10,000 to 100,000 ton/year.
In order to generate high frequency pressure data in observation and injection well, twenty
different CO2 leakage rates, in the range of real leakage rates observed in actual cases, were
assigned to the wells D-9-2, D-9-6 and D-9-10(Figure 5-2). These CO2 leakage rates are
shown in Table 5-3.
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Table 5-3: Leakage rates assigned for the wells D-9-2, D-9-6 and D-9-10
Leakage rate
3

Ton/year

ft /day

Ton/year

ft3/day

286

15000

1333

70000

381

20000

1429

75000

476

25000

1524

80000

571

30000

1619

85000

667

35000

1714

90000

762

40000

1810

95000

857

45000

1905

100000

952

50000

2000

105000

1048

55000

2095

110000

1143

60000

1238

65000

At each CO2 leakage scenario it is assumed that leakage starts 2 years after the end of
injection (1/1/2017). For each CO2 leakage rate, reservoir simulation run was performed in
hourly basis (each time step is considered one hour). The duration of leakage is 6 months.
We also performed a simulation with no leakage. In this case the bottom-hole pressure in
the observation well starts increasing during the injection until it reaches to its maximum at
the end. After end of injection, the pressure drops until reservoir reaches the equilibrium.
The typical time for this period is about 4 to 5 months. After that, the bottom-hole pressure
becomes almost constant.
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Injection Well

Observation Well

Figure 5-2: Location of the wells in the plume extension
When a CO2 leakage occurs in one of the wells, it creates a pressure change in the
reservoir. This pressure change can be observed in the observation well. The difference
between pressure in the observation well, in the case that

no leakage exists and when a

leakage happens, is considered as the leakage indicator (Figure 5-3).

Figure 5-3: Reservoir pressure behavior during leakage [59]
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This pressure difference (or ∆p) behavior can characterize the specifications of the leakage
specifically the location and the amount of CO2 seepage. For example the magnitude of ∆p
is directly proportional to the amount of the CO2 leakage rate. Also the trend of the ∆p as
the function of time is related to the location of the leakage. As an example ∆p trend (high
frequency-hourly basis) in the observation well, for the case that well D-9-6 leaks with the
rate of 30,000ft3/day is depicted in Figure 5-4. For all the leakage rate scenarios in
Table 5-3(3 wells leak individually) high frequency ∆p values were generated for
observation well.

Figure 5-4: ΔP in injection well in the case that well D-9-6 leakage rate is 30,000ft3/day

5-1-3 Data Summarization
Normally the data transmitted from the PDG sensors can be categorized in noisy-high
frequency data streams. The first step in processing such data streams is removing the noise
associated with the data. The process of de-noising will be explained comprehensively in
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“Chapter 6”. The high frequency PDG data should be summarized and transformed into a
format that can be used by the pattern recognition technology.
Based on the characteristics of the ∆p (high frequency data streams), “Descriptive
Statistics” was used for data summarization. Descriptive Statistics quantitatively describes
the main features of a collection of data and provides simple summaries about the sample
and about the observations that have been made [77]. These summaries may form the basis
of the initial description of the data that will be used by the pattern recognition technology.
The parameters that can represent and summarize a large amount of data can be listed as:
Mean, Standard Error, Median, Mode, Standard Deviation, Sample Variance, Kurtosis,
Skewness, Range, Maximum, Minimum and Sum. For example the descriptive statistics
and summarization of 504 hourly ∆p data points in the observation well(D-9-8) for the case
that well D-9-6 leaks with the rate of 110,000ft3/day is listed in Table 5-4.
Table 5-4: Descriptive statistics and summarization of 504 hourly ∆p data points in the
observation well (D-9-8)
Descriptive statistics
Mean
Standard Error
Median
Mode
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Sum
Count

0.053
0.0034
0.012
0
0.077
0.0059
1.088
1.52
0.28
-0.00048
0.28
26.70
504

Another way to represent large numbers of data points that can also be implemented in the
neural network training and pattern recognition is Curve Fitting. In this process a curve is
constructed, providing a mathematical function that has the best fit to a series of data
points. Trend of ∆p history curve is different respect to the location of the leakage.
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Therefore it is not possible to determine a typical curve (linear, exponential…) to fit all the
data points. The only curve that can provide a good fit for ∆p points is “Polynomial” curve.
In this study 4th degree polynomial curve was used to fit ∆p points for different leakage
rates and leakage locations. For instance for the case that well D-9-6 leaks with the rate of
30,000 ft3/day (Figure 5-4), the following polynomial mathematical function represents the
best fit with the R2=0.9992:
∆p =-7E-14t4 + 3E-10t3 - 3E-07t2 + 0.0001t - 0.0085
The coefficients and intercept of the mentioned mathematical relation can be used for
pattern recognition and neural network training. Based on neural network training results,
using descriptive statistics parameters leads to much more accurate predictions compare
with network which was trained with coefficients of the fitted curve. Therefore descriptive
statistics would be used from now on for data summarization.

5-1-4 Data Partitioning for Neural Network Modeling
In order to make neural network model, first of all it is necessary to prepare a data set
including input and output features. In this study, the aim is to determine the location and
amount of leakage based on the data that is provided by PDGs reading. Therefore latitude
and longitude (X, Y) of the leaking well (D-9-2, D-9-6 and D-9-10) and the CO2 leakage
rate are the output features of the neural network. The CO2 leakage rates are shown in
Table 5-3.
The actual input data received directly from PDGs are pressure readings from observation
well or in another word, the difference between pressure reading during the leakage and no
leaking condition (∆p). As explained in the previous section, the ∆p readings at different
times (hourly basis) are summarized into the descriptive statistics parameters. For initial
study, the pressure information (PDG readings) in observation after 1 week of leakage in
hourly basis was selected.
Prior to the input data selection, KPI or Key Performance Indicator analysis should be
completed in order to determine which parameters are more influential to be considered as
the inputs. The first KPI test was performed on the location of leakage or coordinates of
the possible leaking wells; to see which parameters are more effective. The results of the
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key performance indicator analysis for the location of the leakage are shown in Figure 5-5
and Figure 5-6.

Figure 5-5: Key performance indicator analysis results for the latitude of the leakage

Figure 5-6: Key performance indicator analysis results for the longitude of the leakage

Based on the key performance indicator results, skewness, kurtosis and range (or
maximum) have the most influence on the location of the leakage and mean and median are
in the least degree of importance. Therefore the median was not selected as the input data
for neural network training.
The same analysis was done to see the effect of each parameter on the CO2 leakage rate.
According to the results of the KPI (Figure 5-7), skewness, kurtosis and maximum have the
most effects on the CO2 leakage rate and the median has the least effect on the leakage rate.
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Figure 5-7: Key performance indicator analysis results for the CO2 leakage rate
According to the key performance indicator analysis results, we decided to select 10 inputs
(mean, standard error, mode, standard deviation, sample variance, kurtosis, skewness,
range, maximum, and sum) for neural network training. In this case we assigned 20
different CO2 leakage rates to 3 leakage locations(wells D-9-2,D-9-6 and D-9-10).As a
result, totally 60 different records including 10 input parameters for each scenario were
considered for neural network training. For this data set, intelligent data partition was used
for the segmentation of the records in which 80% of data were allocated for neural network
training, 10% for network calibration and 10% for verification. Therefore 48 records will
be used for training, 6 for calibration and 6 for verification.

5-1-5 Neural Network Architecture Design
Error Back-propagation is one of the popular learning algorithms used in this study. For
this algorithm, just one hidden layer was provided. Based on the 10 inputs and 3 outputs,
12 neurons in the hidden layer and one random seed number were allocated for the neural
network (Figure 5-8). The random numbers initialize the weights on the neural network
prior to the training.
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Figure 5-8: Neural Network architecture
As shown in Figure 5-8 , there are two sets of synaptic connections in the network. First is
the synaptic connections between the input layer and the hidden layer, and the second set of
connections are those between the hidden layer and the output layer. Since we used
“Vanila “ and “Enhance “ network, for each connection set, 2 parameters as momentum
and learning rate are assigned. “Learning rate” which is an indication of how fast the
network learns the information presented. This is usually a moderate to low number
(between 0 and 1). Small learning rate value may prolong the learning process and slow it
down. Momentum is an extra push to the learning process that serves two purposes. First, it
may accelerate the learning process, and second, it has the potential to kick the solution out
of the local minima, that usually exists in the search space and causes the solutions to
converge pre-maturely [78]. In this project learning rate and momentum are considered 0.3
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and 0.8 respectively. Also Logistic activation function was used to connect input layers to
the hidden layers.
The next step is to identify how and when to save the trained network. It is recommended
to save the network that has achieved the best training set, or the calibration set. Also the
network can be saved after 1 epoch or more of training. Each epoch of training is
completed when all the records in the training set have been visited by the network once.

5-1-6 Results (Homogenous Model)
The initial results of the neural network training are illustrated in Figure 5-9 and Figure 5-10.
These figures compare actual data (leakage rate and location) with neural network
predictions. The neural network quantifies the location of the leaking well with precise
accuracy (R2 =1). For leakage rates, the neural network results cannot predict a few of the
actual data correctly (R2=0.92), specifically the rates belonging to well D-9-6. In order to
improve the results for CO2 leakage rates predictions, we developed a neural network for
each leaking well individually. This approach was successful in enhancing the prediction
performance of the neural network model for the leakage rate, which is shown in
Figure 5-11 (R2=0.96).

Figure 5-9 Actual leakage locations and the corresponding NN predictions
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Figure 5-10: Actual leakage rates and the corresponding NN predictions
Based on the neural network modeling results, ILDS is designed in the following manner.
Initially, the high-frequency pressure data is summarized by descriptive statistics then
summarized features of pressure data are fed to the main neural network that predicts the
location of the CO2 leakage. Afterwards when the location is determined, the pressure data
would be fed into the corresponding neural network that was designed for that specific
location(Figure

5-12).

Figure 5-11: Neural network prediction for Leakage rate (network trained for each well
individually)
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In order to validate the performance of the ILDS, three different CO2 leakage rates not seen
by the neural network before (25,52,and 88 Mcf/day) were assigned to a possible leakage
location (wells D-9-2, D-9-6, D-9-10) as blind runs.

Figure 5-12: The workflow for ILDS
Pressure data from these runs were summarized by descriptive statistics and fed into the
ILDS. The ILDS predications for CO2 leakage location and rate are shown in Table 5-5 and
Figure 5-13, respectively. The prediction of the ILDS for the leakage location is highly
accurate in a way that the results are almost the same as actual values. For leakage rate
predictions, the results are similar to actual values as well, although for the low leakage rate
(26Mcf/day), they differ minimally with the actual values, but the range of predicted rates
is reasonably correct.
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Table 5-5: The actual Leakage locations and the ILDS predictions
Leakage Location(X)
Actual

Leakage Location(X)
ILDS

Leakage Location(Y)
Actual

Leakage Location(Y)
ILDS

1

1268902.53

1268903.05

11277566.74

11277569.97

2

1268902.53

1268902.78

11277566.74

11277565.13

3

1268902.53

1268902.55

11277566.74

11277567.57

4

1270359.37

1270359.03

11279158.24

11279157.46

5

1270359.37

1270359.11

11279158.24

11279157.51

6

1270359.37

1270359.17

11279158.24

11279157.44

7

1270184.29

1270184.53

11276221.98

11276223.47

8

1270184.29

1270185.16

11276221.98

11276224.14

9

1270184.29

1270183.81

11276221.98

11276222.66
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Figure 5-13: ILDS leakage rate predications
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5-2 ILDS Development based on Heterogeneous Model

An Intelligent Leakage Detection System (ILDS) system was developed using
heterogeneous- history matched model. Availability of additional actual field data resulted
in updating the reservoir simulation model which was explained in Chapter 4 .The history
matched model represented more realistic data in comparison to the homogeneous model
by considering the porosity data which was obtained by comprehensive well log
interpretation and permeability-porosity correlation. Additionally, assimilation of real field
data led to modification of some reservoir parameters to simulate a closer pressure value to
actual measurements. The updated reservoir simulation was used for modeling high
frequency pressure signal behavior subject to various CO2 leakage scenarios.

5-2-1 CO2 Leakage Modelling
In the area of interest which is the extension of the CO2 plume (Figure 5-14), five different
wells are located. Each well can be a possible leakage path if the proper well integrity is not
available. Since wells D-9-7#2 (injection well) and D-9-8#2 (observation well) were drilled
recently specifically for CO2 storage purposes, probability of CO2 leakage through these
wells was neglected. Wells D-9-6, D-9-7 and D-9-8 may experience some kind of leakage.
When a leakage occurs, a pressure change (∆p) signal can be observed in the observation
well. The pressure change signal in the observation well for the leakage rate of
65,000ft3/day, at well D-9-7 is illustrated in Figure 5-15.
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Figure 5-14:CO2 Plume extension in history matched model

Figure 5-15: Reservoir Pressure in the observation Well (D-9-8)
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5-2-2 Neural Network Data Preparation

Intelligent Leakage Detection System (ILDS) consisted of a neural network which learned
patterns that related the leakage characteristics (location and rate) to the corresponding
pressure signal. In order to train the neural network, it was necessary to have pressure
signals corresponding to each leakage scenario. Reservoir simulation was used to generate
mentioned pressure signals. Each well that was prone to the leakage (wells D-9-6, D-9-7
and D-9-8) experienced different leakage rates (in the range of 15,000 - 105,000 ft3/day
with 10,000 ft3/day increments). The synthetic leakage will initiate at 1/1/2022 and 168
pressure signals in hour basis are recorded from the observation well (D-9-8#2).Descriptive
statistics was used to summarize the pressure signals to develop the data set for neural
network training. Intelligent data partitioning was used to divide the data set into training
(80%), calibration (10%) and verification (10%) portions. Then, data set was analyzed by
Key Performance Indicator (KPI) in order to identify the relative impact of each input
parameter of summarized pressure data on the output features. The results of KPI analysis
are shown in Figure 5-16 and Figure 5-17.

Figure 5-16: Key performance indicator for Leakage location
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Figure 5-17: Key performance indicator for Leakage rate

5-2-3 Neural Network Architecture Design
Back-propagation method was used for training the networks using all the parameters that
were analyzed in key performance indicator as the inputs. Leakage location (X coordinate)
and rate were set as the output parameters. Based on input-output selection, 10 neurons
with one hidden layer formed the structure of the neural network (Figure 5-18). Input layers
were connected to the hidden layers by logistic activation function. Also one random seed
number was used to start initialization of neural network weights.

Figure 5-18: Neural network architecture
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5-2-4 ILDS Validation
In order to validate the ILDS that was developed by heterogeneous and history-matched
model, 9 different simulation runs were performed to generate pressure signals
corresponding to the leakage rates that were not seen by the neural network during the
training process. Three different leakage rates were assigned to each well (Table 5-6) and
the pressure signals were collected and summarized by descriptive statistics. The results of
neural network were compared to the actual data to investigate the predictability of ILDS
(Figure 5-19 and Figure 5-20).

Table 5-6: leakage rates and locations for ILDS validation
Run

Leakage

Number

Rate(ft3/day) Location(ft)

1
2
3
4
5
6
7
8
9

23000
72000
93000
32000
61000
87000
27000
48000
101000

Leakage
Well

1268829
1268829
1268829
1270562
1270562
1270562
1271495
1271495
1271495

D-9-6

D-9-7

D-9-8

5-2-5 Neural Network Model Analysis
The neural network prediction’s precision can be analyzed by looking at the error plots and
R2. As it is shown in Figure 5-21, the R2 for leakage location predictions is 0.99 which
shows high precision in neural network predictions. Additionally the error for leakage
location prediction ranges between -5 to 7 ft (actual leakage locations are: 1268829,
1270562, 1271495ft).For leakage rate results (Figure 5-22); the R2 is equal to 0.98 which
portray promising predictions. The maximum errors for leakage rate predictions range from
-5 to 9 Mcf/day which is less than 10 % of actual rates.
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Run Number

9

1271491
1271495

8

1271494
1271495

7

1271494
1271495

6

1270565
1270562

5

1270560
1270562

ILDS Predictions

4

1270561
1270562

Actual Locations

3

1268832
1268829

2

1268831
1268829

1

1268831
1268829

1267000

1268000

1269000

1270000

1271000

1272000

Leakage location

Figure 5-19: Results for neural network validation-leakage locations
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32 32

23 24

Actual Rates

27
18
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0
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6
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Figure 5-20: Results for neural network validation-leakage rate
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Figure 5-21: Neural network prediction errors for leakage location

Figure 5-22: Neural network prediction errors for leakage rates
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5-3 Conclusion
This chapter explained developing the next generation of intelligent technique that takes
maximum advantage of the data collected using “Smart Field” technology to
continuously and autonomously monitor and verify CO2 sequestration in geologic
formations. This technology will provide the means for in-situ detection and
quantification of CO2 leakage in the reservoir.
Injection of CO2 in a saline reservoir (Citronelle Dome) was modeled and studied in
order to predict reservoir performance, specifically under a variety of modeled CO2
leakage scenarios. CO2 leakage was modeled considering the existence of PDGs in the
observation well. High frequency pressure data was processed and summarized by
descriptive statistics. Finally, an Intelligent Leakage Detection System (ILDS) was
designed, developed, and tested with simple-homogenous and history matchedheterogeneous model.
The main findings can be summarized as:
- Pattern recognition capabilities of Artificial Intelligence and Data Mining (AI&DM)
may be used as a powerful de-convolution tool.
- Locating and quantifying CO2 leakage rates in storage sites, using “Smart Field”
technology, is a technologically feasible concept.
- ILDS attempts to identify the location and amount of the CO2 leakage at the
reservoir level (long before it reaches the surface). By providing such information
to the monitoring team at the surface, ample time is provided for pro-active
intervention rather than reactive responses.
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Chapter 6 : ILDS Enhancement and Evaluation
As part of a monitoring technique, an Intelligent CO2 Leakage Detection System (ILDS)
was developed for CO2 storage project at Citronelle Dome. This system, which was
designed based on Pattern Recognition Technology and Smart Wells, is able to identify the
location and amount of the CO2 leakage at the reservoir level using real-time pressure data
from PDGs.
In this chapter, history matched reservoir simulation model (based on 11 months of actual
injection/pressure data) was used for CO2 leakage modeling studies. High frequency real
time pressure streams were processed with a novel technique to form a new data driven
Real-time ILDS(R-ILDS) which was able to detect leakage characteristics in a short
time(less than a day). R-ILDS also demonstrated high precision in quantifying leakage
characteristics subject to complex rate behaviors. The performance of R-ILDS was
examined under different conditions as multiple well leakage, availability of additional
monitoring well, uncertainty in the reservoir model, leakage at different vertical locations
along the well and cap-rock leakage. At the end the noise behavior in the pressure data and
different data cleansing methods are discussed.
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6-1 Real-time Intelligent Leakage Detection System (R-ILDS)
Intelligent Leakage Detection System (ILDS) is a data driven monitoring package which
receives real time pressure data and determines occurrence of a CO2 leakage, and
consequently predicts location and amount of the leak. This system previously was
designed(Chapter 5) in a way that it received pressure signals for a time interval ,one week
of hourly signals-168 records after the leakage . Summarized pressure data obtained by
descriptive statistics was fed into trained neural networks to find leakage characteristics. In
that system, it was necessary to wait till the end of the time interval to find leakage
characteristics. A new method of data processing is proposed in this Chapter for
development of Real-time Intelligent Leakage Detection System(R-ILDS). In this method
the pressure data is analyzed in real time considering the previous trend of the signals. By
this method it is possible to determine leakage characteristics much faster in less than a
day.
In order to process the data and convert it to a format which is appropriate for pattern
recognition technology, pressure signal based on thirty different CO2 leakage scenarios
were used. Each scenario was corresponded to a simulation run that modeled specific CO2
leakage rate (ranging from 15 to 105 Mcf/day with 10Mcf/day increments) at one of the
three leakage location (wells D-9-6,D-9-7 and D-9-8). The specifications of the simulation
runs and behavior of the pressure signal for each scenario was explained in Chapter 5. First
of all, a threshold was assigned as .01 psi for the ∆p (P

No leakage

– PLeakage) as the leakage

indicator. This threshold is actually equal to precision of the actual PDG which is located in
the observation well D-9-8#2. When this threshold is achieved, data processing starts by
considering values of ∆p, pressure derivative, ∆p average, ∆p summation, ∆p standard
deviation, ∆p skewness and kurtosis for the past history of the data. The hourly pressure
data for one week for each CO2 leakage scenario was used to generate the whole data set
for the neural network training, calibration and verification. The first 12 hours of the data
after beginning of the leakage (∆p >0.01 psi) were neglected for the data processing.

6-1-1 Neural Network Data Preparation
Development of the R-ILDS is mainly based on the training, calibration and verification of
neural networks that received processed real time pressure data for each CO2 leakage
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scenario as the input and the corresponding leak rate and location as the output. Initially, a
neural network was trained to find a pattern between leakage location (output) and the
corresponding processed pressure signals. The whole data set for leakage location neural
network consisted of 3527 data records which were partitioned to 2821,353 and 353
records for training, calibration and verification respectively. The influence of each input
parameter on the output results (leakage location) was determined by Key Performance
Indicator analysis. As it is illustrated in the Figure 6-1, skewness, standard deviation and
average of the ∆p show to have the most impact on the output (leakage location). It is
worth mentioning that descriptive statistics for ∆P (Deltp in Figure 6-1and Figure 6-2) data
at each time step is calculated in cumulative basis

after pressure threshold of 0.01 psi

(leakage indicator) was observed. For example, at time step 24 (after pressure threshold
was detected), average, summation, standard deviation, skewness and kurtosis were
calculated for 24 ∆p records (Cumulative). Derivative and ∆p are point values at time step
24. The last 12 data records and corresponding calculated parameters will be used in neural
network training.

Figure 6-1: Key performance Indicator for the Leakage Location

For leakage rate determination, one neural network was trained for each well separately.
The number of input data records for each well is different due to implementing 0.01 psi
threshold as the leakage indicator. For instance, 1553 records were used to train leakage
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rate neural network for Well D-9-8. That data records were partitioned to 1243,155 and 155
for training, calibration and verification. The results for Key Performance Indicator
analysis for well D-9-8 which shows the impact of the input parameters on the CO2 leakage
rate are shown in Figure 6-2.

Figure 6-2: Key performance Indicator for the leakage rate at well D-9-8

6-1-2 Results and Validation
Neural network training process attempted to calculate most proper weights that described
a pattern between leakage locations and the specified input data (pressure signals). The
whole process consisted of number of epochs that attempted to minimize the difference or
error between actual and predicted results. It was necessary to calibrate the training process
by looking over the training results and finding the best training outcomes. When the error
in the calibration reached to the minimum value, the training process was completed. The
results for all the training processes (training, calibration and validation) are shown in
Figure 6-3(CO2 leakage location) and Figure 6-4(CO2 leakage rate in well D-9-8). For both
leakage location and results, R-square is more than 0.99 which represents high precision.
For verifying the performance of the R-ILDS, a set of blind runs (not used for neural
network training) were designed. As it is shown in Table 5-6,nine total simulation runs were
performed considering assignment of three CO2 leakage rates to the possible locations of
the leakage (wells: D-9-6, D-9-7, and D-9-8). Pressure signals which corresponded to each
CO2 leakage scenario were processed by applying the leakage threshold (0.01 psi) and
generating ∆p, pressure derivative, ∆p average, ∆p summation, ∆p standard deviation, ∆p
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skewness, ∆p kurtosis at each time step. For each leakage scenario, all the calculated
parameters were fed to R-ILDS to get the prediction for leakage location and leakage rate.
All the results for R-ILDS prediction for each blind run are shown in Figure 6-5 , Figure 6-6
and Appendix 1.

Figure 6-3: Neural network results for leakage location

Figure 6-4: Neural network results for leakage rate in well D-9-8
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Figure 6-5: R-ILDS Leakage Location prediction, all blind runs

ILDS Leakage Rate Prediction-All runs
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Figure 6-6: R-ILDS Leakage rate prediction, all blind runs
The precision of the neural network predictions can be quantified by R2 parameter and the
distribution of the errors. The neural network that was trained for leakage location
represents the R2 which is almost equal to 1. The prediction’s error histogram for locations
of wells is shown in Figure 6-7. The average error for the leakage location is 3 ft with
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maximum error of 46 ft. The R square for CO2 leakage rate predictions is 0.998 which
represents a good precision. The percentage error plot for leak rate at well D-9-8 is shown
in Figure 6-8. The maximum error for the leakage rate is less than 9 %. The average error
for CO2 leakage rate predictions is less than 4% at well D-9-8.

Histogram for Error in Leakage Location
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Figure 6-7: Histogram for the error in neural network’s location prediction

(Mcf/day)

Figure 6-8: Neural network prediction errors for Leakage rates in well D-9-8
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6-2 Detection Time
When CO2 leakage occurs in the reservoir (from the existing wells, D-9-6, D-9-7 and D-98), there is a delay until Pressure Down-hole Gauge receives the generated pressure signal.
The time that takes to detect CO2 leakage depends on the Pressure Down-hole Gauge
resolution and amplitude of the pressure signals. Resolution of the PDGs that were
installed in observation well is 0.01 psi. Therefore, if the amplitude of an induced pressure
signal due to CO2 leakage is less than PDG resolution, it wouldn’t be possible to detect the
leak. The other important parameter in leakage detection timing is the amplitude of the
pressure signal. The signal amplitude is proportional to the inverse distance of the leakage
location to the observation well. The distances of each possible leakage location (wells D9-6,D-9-7,D-9-8) to the observation well are shown in the Figure 6-9. The induced pressure
signal for the cases that each of three wells leaked 55Mcf/day is shown in Figure 6-10. As
the leakage location gets closer to observation well the amplitude of the pressure signal
increases. R-ILDS was developed based on the fact that pressure change threshold of 0.01
psi can be detected by PDG. Also the first 12 pressure data records (after reaching to
∆p=0.01psi) were not included in R-ILDS development. Based on mentioned criteria,
detection times for different CO2 leakage rates at each leakage location are plotted versus
CO2 leakage rate in Figure 6-11. As the distance between leakage source and observation
well decreases, pressure signal amplitudes increase and it takes less time to detect the
leakage and provide valid results.

Figure 6-9: Distance of possible leakage locations to the observation well
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Figure 6-10: Comparison of pressure signal amplitude when wells leaked with the same
rate

Figure 6-11: Detection time for each rate at different locations
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6-3 Testing R-ILDS for Multiple Geologic Realization
Reservoir simulation model for CO2 injection at Citronelle saline aquifer was developed
and history matched with real field data. This model acknowledged “Lateral
Heterogeneity” in different ways. The first reservoir characteristics that played important
role in making the reservoir model heterogeneous was top of sand layers. Top maps for 17
sand layers (most extensive ones that were targeted for CO2 injection) were generated by
interpretation and correlation of 14 well logs. The location of the well logs and three cross
sections for correlating the wells are shown in Figure 3-3. Based on well correlation, 17 top
maps were generated representing lateral heterogeneity in the reservoir. The top map for
the first sand layer is shown in Figure 3-6. The same well logs were used to generate
thickness maps for all the layers. The example for grid thickness map (first sand layer)
depicted in Figure 3-7. In order to make porosity maps, 40 well logs were analyzed and
interpreted. Three different porosity maps were generated for each sand layer (51 total
porosity maps for the entire reservoir). The lateral heterogeneity for porosity is depicted in
Figure 3-8. In this model, permeability of the reservoir was obtained using porositypermeability correlations from core analysis. This means that there are lateral
heterogeneities for the permeability as well.
Multiple realizations were generated aimed at changing the parameters that control lateral
heterogeneity characteristics. Reservoir porosity, sand layer top/thickness and vertical to
horizontal permeability ratio were the main parameters to be modified for generating lateral
heterogeneity realizations. All these parameters varied compared with the original value
according to Table 6-1. For each realization, leakage rates equal to 70, 60 and 50 Mcf /day
were assigned to wells D-9-6, D-9-7 and D-9-8 respectively
Table 6-1: Changes in reservoir Property Parameter
Variation
Reservoir Parameter

2% UP

2% low

5% low

10% up

10% low

Porosity
Sand Layer Top
Sand Layer Thickness
Vertical to Horizontal Permeability Ratio
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The corresponding pressure signal at the observation well, were collected, processed and
fed to the R-ILDS. It should be mentioned that after changing reservoir characteristics (like
porosity or thickness), initial reservoir pressure and stabilization pressure after end of
injection varied (compare with the initial history matched). It means that P

No leakage

and

consequently ∆p represents unreasonable value. This ∆p is called ∆p –Original. In order to
represent corrected ∆p values, for each realization, No-Leakage scenario was simulated.
Reservoir pressure signals at the observation well were collected for each realization. At
this point, new ∆p was calculated for each realization, having No-Leakage pressure data for
all the cases. As an example, ∆p –Original and ∆p –New for the realization that porosity of
the reservoir lowered 10% and CO2 leakage rate equal to 60Mcf/day was assigned to well
D-9-7, are shown in Figure 6-12.

Figure 6-12: Original and new ∆p at observation well subject to lowering reservoir
porosity
Pressure signals from different CO2 leakage rate scenarios and reservoir characteristic
realizations were collected, processed and fed into the R-ILDS. The results were shown in
Appendix 2.
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First the effect of each specific parameter on the R-ILDS predictions for leakage location is
explained. When the leakage (rate=70Mcf/day) took place at well D-9-6,R- ILDS predicted
the location for all the realization correctly except for the case that reservoir porosity
decreased 10%. In this case, R-ILDS prediction started deviating from the actual value
(1268829ft) almost 35 hours after detecting the leakage. The location prediction from that
time showed 1000 ft deviation from the actual value and then it gradually moved back to
the actual value.
For the case that well D-9-7 leaked (rate=60Mcf/day), R-ILDS location prediction
represented almost 20ft error .In the situation that reservoir porosity decreased 10%,
prediction values showed 20ft error early after leakage detection. Then, the error for RILDS location prediction slightly increased to 80 ft. This error is acceptable since the
predicted location is still in the vicinity of the target leaking well (D-9-7).
When well D-9-8 was leaking with the rate of 50 Mcf /day, changing the reservoir
characteristics showed no effect in R-ILDS location prediction apart from the case that
reservoir porosity increased 10%. In this case, R-ILDS predicted the leakage location to be
at well D-9-6.
The impact of model’s specific parameters on R-ILDS’s prediction for leakage rate is as
follow. R-ILDS’s predictions for CO2 leakage rate at well D-9-6 were almost precise
excluding the cases that reservoir porosity varied. The R-ILDS’s results for CO2 leakage
rate were 105 Mcf/day (actual value=70 Mcf/day) while reservoir porosity was changed
±10%.
Once well D-9-7 was leaking, change of main reservoir parameters showed very little
impact of R-ILDS’s results for CO2 leakage rate. The maximum error of 10Mcf/day in the
results was caused by decreasing reservoir porosity for 10%. It should be mentioned that
CO2 leakage rate for this well was 60 Mcf/day.
Finally, for the case that well D-9-8 was leaking 50 Mcf/day, R-ILDS’s results for CO2
leakage rate were consistent with the actual value with the exception of the realizations
with reservoir porosity change. Lowering reservoir porosity for 10% led to R-ILDS
prediction to be 15Mcf/day while increasing reservoir porosity resulted in 70 Mcf/day
predictions.
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All in all, the impact of models specific parameters was studied on the performance of RILDS. For most of the cases, changes in the model’s parameter did not show significant
impact on R-ILDS’s results. The only parameter that impacted considerably R-ILDS’s
predictions for both CO2 leakage rate and location was reservoir porosity. In reservoir
simulation model that was developed for CO2 injection at Citronelle filed, reservoir
permeability was calculated by porosity-permeability correlation. Therefore, variation of
reservoir porosity indirectly changes reservoir permeability. In other words, any change in
reservoir porosity leaded to change in permeability as well. Reservoir permeability plays
very important role in fluid flow in the reservoir and consequently pressure signals coming
from the observation well. Porosity change caused different fluid flow behavior and
consequently different pressure signal behavior. As a result, R-ILDS’s results were
impacted by variation of reservoir porosity.

6-4 Detection of Leaks at Different Vertical Locations along the Wells
A reservoir simulation model for CO2 sequestration in Citronelle field was built and history
matched. Based on the reservoir simulation results for CO2 distribution and extension, it
was observed that CO2 plume reached to existing wells in reservoir mainly in layer
1(Figure 6-13). Therefore all the synthetic leakages were assigned to the wells at layer 1(the
well was perforated just in that layer). More investigation showed that CO2 Plume was in
contact with Well D-9-7 through 9 layers and Well D-9-8 in two layers. This means that
CO2 leakage could take place at different vertical locations along the well D-9-7. For that
reason, the changes in the vertical leakage location were applied to investigate if the system
was capable of detecting the leak and the rate regardless of where (vertically) the leak was
initiated within a well. It should be mentioned that two Pressure Down-hole Gauges were
installed at well D-9-8#2 in the first layer of the reservoir. During the history matching
process, based the reservoir pressure behavior in the observation well, it was concluded that
the transmissibility of the shale layers that were inter-bedded in the sand layers was zero
(Figure 6-14). This resulted in no communication between sand layers vertically. Therefore,
if a leakage took place at well D-9-7 in layer 5, it would not be possible to observe the
pressure change by the sensors located in layer 1. The pressure change in PDG located in
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well D-9-8#2 when well D-9-7 was leaking from layer 5 (50Mcf/day) is shown in
Figure 6-15.

Figure 6-13: CO2 plume extension in different layers

Figure 6-14: Transmissibility multiplier for shale layers
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Figure 6-15: Pressure change in observation well when leakage initiated at layer 5

It was assumed that several Pressure Down-hole Gauges were installed at the observation
well, exposing to every sand layer in the reservoir. By making this assumption, it would be
possible to measure pressure change due to CO2 leakage at every layer. Therefore the
corresponding pressure changes (∆p), while well D-9-7 and D-9-8 were leaking from
different vertical locations, were recorded, processed and provided to R-ILDS. The RILDS’s results for CO2 leakage location and rate are shown In Figure 6-16, Figure 6-17 and
Figure 6-18.
Based on the results for leakage location (Figure 6-16), it can be concluded that R-ILDS is
able to detect CO2 location correctly when CO2 leakage took place in well D-9-8 at
different vertical locations (assuming existence of PDG in every layer). When CO2 leakage
took place at well D-9-7, R-ILDS predicted the leakage location correctly specially till 80
hours after the leakage (except the cases that well leaked form layer 5 and layer 29). Then
after 80 hours from the detection time, the results started deviating from actual location of
well D-9-7.
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CO2 leakage rate equal to 50Mcf/day was assigned to each leakage scenario (different
vertical locations along the well). For the case that well D-9-7 was leaking (Figure 6-17); RILDS’s leakage rate predictions were around 100 Mcf/day. When the leakage was from
well D-9-8(at different layers), R-ILDS predicted the rate for case that CO2 leakage was
from layer 19 correctly (Figure 6-18). However the results for CO2 leakage rate when leak
was initiated from layer 5, was not satisfactory. The main reason for not having correct
prediction for the cases that CO2 leakage initiated at different vertical locations is that
pressure signals are coming from different layers with completely different reservoir
characteristics. Therefore, these pressure signals cannot be exactly the same as the case the
CO2 leakage initiated from layer 1(the R-ILDS was developed based on pressure signals for
different CO2 leakage scenarios at layer 1).

Figure 6-16: Leakage location prediction; leakage took place at different vertical
locations
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Figure 6-17: Leakage rate prediction at well D-9-7 when leakage took place at different
vertical locations

Figure 6-18: Leakage rate prediction at well D-9-8 when leakage took place at different
vertical locations
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6-5 Effect of Gauge Accuracy or Pressure Drift on R-ILDS Results

One of the important parameters that affect the accuracy of the pressure measurements is
Pressure Sensor Drift (PSD). Most of the Pressure Down-hole Gauges (PDGs) experience
PSD over their life time. PSD can be defined as gradual malfunction of the sensor that may
create offsets in pressure readings from the original calibrated form [79]. The changes in
the reservoir temperature or pressure make the PDGs to respond differently depending on
manufacturing characteristics. The scale of PSD changes according to working conditions
and manufacturing specifications.
PSD can be measured as how much pressure readings deviated from the original value in a
year (psi/year). Distributions of different PSD values [80] are shown in Figure 6-19.For RILDS, Pressure Sensor Drift (PSD) can act as a CO2 leakage indicator. When ∆p=0.01 is
recorded by the pressure sensor, R- ILDS reports a leakage and starts processing the data to
quantify leakage characteristics. For example PSD equal to 1 psi/year generates ∆p=0.01,
almost 88 hours after the initiation of the drift.
Based on the different values of reported PSDs (Figure 6-19), the times that R-ILDS reports
a leakage mistakenly are shown in Figure 6-20. This leakage is due to pressure gauge drift
not actual induced pressure change. As mentioned earlier, PSD can be considered a CO2
leakage indicator for the ILDS. Therefore, PSD trends (are substitute for ∆p for actual
leakage) over 168 hours were proceed and fed to R-ILDS. The R-ILDS prediction results
for CO2 leakage location and rate are shown in Figure 6-21. ILDS results for the leakage
location at early times oscillate between wells D-9-6 and D-9-7. After 80 hours, all the
results converge to Well D-9-6. This means that PSD makes ILDS to reports inaccurately
that well D-9-6 is leaking.
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Figure 6-19: PSD distribution for the sensors

Figure 6-20: Time to report a leak based on different PSD values
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Figure 6-21: R-ILDS prediction for leakage location based on different drift values

6-6 Use of Well Head Pressure at Injection Well
Typically, there are 3 different reservoir pressure regimes during the injection and post
injection. The first period refers to the start of the CO2 injection until it ends (t1). At this
period, reservoir pressure proportionally increases to the amount of injection and it reaches
to a maximum value at the end of injection. When the CO2 injection ends, there would be a
transition time (t2) when the reservoir pressure decreases until the brine and injected CO2
reaches to semi-equilibrium. At the end of the transition time (t2), reservoir pressure
remains almost constant (or decrease with a slow trend) which can be referred to a steady
state period (t3). These three time cycles are shown in Figure 6-22.The objective of this
study was to develop R- ILDS for time cycle t3 when there had been no injection in the
field and reservoir pressure reached to steady state trend. During this time period, since
CO2 injection stopped, there is no fluid flow in the well and well head pressure would not
change (it is possible to have well head pressure during the injection-t1). Therefore it is not
possible to use well head pressure at the injection well for leakage detection in this study.
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The wells can be equipped with a pressure gauge [81] that measures casing pressure
(Figure 6-23). When there is only steady state production from tubing and no leakage
occurs, the casing gauge shows zero. Sometimes due to heating of casing and completion
fluids, casing gauge does not read zero. By closing a needle valve, casing pressure should
get back to zero. Otherwise, the casing represents Sustained Casing Pressure (SCP) which
is an indicator for leakage; analysis of SCP can lead to determination of leakage pathway
characterization on the same well (no other wells in that area). This is out of scope for this
Study.

Figure 6-22: Different time cycles during and after CO2 injection

Figure 6-23: Sustained Casing Pressure [82]
138

6-7 R-ILDS for Variable CO2 Leakage Rates
In previous sections, R-ILDS was developed by incorporating pressure signals that were
generated by CO2 leakage rates with step function behavior (Figure 6-24). CO2 leakages
were initiated with a specific rate that remained constant as the time passed. In order to
investigate the effect of the CO2 leakage function on the performance of R-ILDS, a set of
simulation runs was designed to assimilate different CO2 leakage rate behaviors such as
linear, exponential and logarithmic. The corresponding pressure signals for each rate
function should be included in leakage detection system development. Exponential and
logarithmic CO2 leakage rate functions are shown in Figure 6-25. Additionally, 20 different
linear CO2 leakage rates were assigned to each possible leakage locations (well D-9-6, D-97, and D-9-8) in the reservoir simulation model (60 total simulation runs). Linear CO2
leakage rates are shown in the Figure 6-26. The corresponding pressure signals for each
CO2 leakage scenario were collected, processed and sorted to form a data set which is
appropriate for pattern recognition technology.

Figure 6-24: Step function CO2 leakage rate
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Figure 6-25: Logarithmic and exponential CO2 leakage rates

Figure 6-26: Linear CO2 leakage rates
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For CO2 leakage location detection (with different leakage rate functions) all the pressure
signals (coming from 60 simulation runs) as function of time and their calculated timebased descriptive statistics were lumped together to form input data set. Therefore input
data set included 10950 data records that were partitioned into training, calibration and
verification sets (80 %, 10% and 10% respectively). The outputs for this network were
three leakage locations (wells D-9-6,D-9-7 and D-9-8).
Back-propagation neural network with 50 neurons in hidden layers was selected for
training process. Neural network results (virtual versus actual) for CO2 leakage location are
shown in Figure 6-27. Neural network was able to find the pattern between leakage location
and pressure signals with high precision(R-Square: 0.9985)

Figure 6-27: Neural network results for leakage location
Three neural networks were trained for each well individually to detect the leakage rate.
The input data was the same as what was used for the leakage location training. However
the output is CO2 leakage rate at each specific time. It is different from that case the
leakage rate remained constant as function on time.
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The neural network architecture was almost the same as previous ones except the number
of neurons in hidden layers. The results for CO2 leakage rate (well D-9-8) are shown in
Figure 6-28(results for other wells are in Appendix 3). Neural networks were able to
determines a pattern between 32 different CO2 leakage rate functions (as function of time)
and corresponding pressure signals very accurately(R2 : 0.9999).

Figure 6-28: Neural network results for leakage rates at well D-9-8
In order to validate the performance of newly developed R-ILDS, a complex CO2 leakage
rate as function of time was considered for the blind run. This rate function represented
logarithmic behavior at the beginning followed by a linear trend. The end part of the rate
function showed exponential characteristic.
The rate function for the blind run is shown in Figure 6-29. This rate function was assigned
to each of the leakage locations (D-9-6, D-9-7 and D-9-8) as the rate constraints and
corresponding pressure signal from observation well (D-9-8#2) was collected. The pressure
signals were processed to get real time ∆p and calculated descriptive statistics values to be
fed into the R-ILDS and find CO2 leakage location and rate. R-ILDS predictions for
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leakage location and rate (at well D-9-8) are shown in Figure 6-30and Figure 6-31. (All the
results are shown in Appendix 3).
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Figure 6-29: Rate function for the blind run
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Figure 6-30: R-ILDS prediction for leakage location (variable rate)
143
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Figure 6-31: R-ILDS prediction for leakage rate in well D-9-8 (variable rate)

R-ILDS predictions for CO2 leakage locations were reasonably accurate. Additionally, RILDS was able to predict the location of each well correctly. For CO2 leakage rate in well
D-9-8, R-ILDS prediction represented the actual rate especially at the early times.
R-ILDS predicted just one value for rate at each time. In order to have range of rates rather
than a single value, “Monte Carlo” simulation was used. Monte Carlo method is a
computerized mathematical technique designed for explanation of risk in quantitative
analysis and decision making, [83].
Monte Carlo simulation tends to have the following pattern:
1. Identification a range for possible inputs.
2. Generate random inputs from a probability distribution over the range.
3. Perform a large number of computations with determined inputs
4. Collect, combine and analyses the results
The domain of the input parameters was defined by having Key Performance Indicator
(KPI) analysis for leakage rate in Well D-9-8(Figure 6-32).
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Figure 6-32: KPI for CO2 leakage rate in well D-9-8
As it is shown in in Figure 6-32, cumulative summation(∆p), average(∆p),standard
deviation(∆p) and skewness indicated the most impact on CO2 leakage rate in well D-9-8.
Based on the “±20%” rectangular probability distribution, 1000 random variables for each
mentioned

parameter were generated. Then, trained neural network computed CO2

leakage rate 1000 times based on combinations of the generated input variables. Calculated
leakage rates were sorted according to their relative frequency and cumulative probability.
As an example at time 162hr after leakage, the actual rate was 83Mcf/day while R-ILDS
prediction showed 67.4Mcf/day. Monte Carlo results provided a leakage rate range
(Figure 6-33) that includes the actual rate.

Figure 6-33: Relative Frequency and cumulative probability for leakage rate (well D-9-8)
at time 162hr
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6-8 Use of Pressure Down-hole Gauge (PDG) in Injection Well
Two Pressure Down-hole Gauges were installed in the well D-9-8#2 to transduce real time
pressure data (Figure 6-34). All the studies were performed based on the presence of PDG
at observation well. At this section, it is assumed that a pressure down-hole gauge is
installed in the Injection well (D-9-7#2) rather than observation well. This may reduce the
need for drilling an observation well in the system. All the reservoir simulations runs that
addressed 30 different CO2 leakage scenarios (explained in section 6-1) were used to
generate high frequency pressure data at the injection well. The same procedure was used
to develop R-ILDS based on high frequency pressure data collected at the injection well.
The results for the R-ILDS development based on the presence of the PDG at the injection
well are in Appendix 4(The results included neural network and blind runs based on
Table 5-6.

Figure 6-34: Location of the injection and observation well in the area of interest

According to training results R-ILDS was able to predict the CO2 leakage rates with very
good precision (CO2 leakage rate R2 were more than 0.99 for all three wells, D-9-6, D-9-7
and D-9-8). For CO2 leakage location, the R-ILDS results were not representing the actual
locations (CO2 leakage location R2 was 0.49). The reason for not having good results is
that injection well is located approximately in the middle of wells D-9-6 and D-9-8
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(Figure 6-34). This symmetric characterization of well locations, led to having the same
pressure signals, when well D-9-6 or D-9-8 leaked (Figure 6-35). Since the injection well is
located in the middle of CO2 plume (based on reservoir characterization), it receives the
same pressure signals from different leakages that are at the same distance to the well.
Therefore it is not possible to detect the exact location correctly. PDG should be installed in
location that represents distinct pressure signals from different leakage location. Otherwise
the presence of second monitoring well is necessary to be able to detect CO2 leakage
location correctly.

Figure 6-35: Pressure signals subject to leakages at well D-9-6 and D-9-8

6-9 Cap-rock Leakage
Initially, the reservoir was assumed to have a continuous sealing cap-rock that prevented
any communication between the layers. After the injection period, pressure on one side of
the seal (in the target zone) would increase leading to a pressure difference across the caprock. As explained in section 2-2-1-2, when the pressure difference exceeds the fracture
pressure, the seal layer breaches and provides a path for CO2 to migrate to the other layer.
In order to model cap-rock leakage in the reservoir simulator, the pressure in the Dantzler
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sand located on top of the seal (Figure 3-2) was estimated by having the pressure gradient in
the formation and its average depth. This pressure was assigned as the constraint for the cap
rock leakage in the model. The pressure difference between two layers is the main driving
force for CO2 flow through the leakage path. As an example, the reservoir pressure (in the
observation well) and CO2 leakage rate behavior for the case that cap rock leakage occurs
(at 01/01/2022) in the North direction of injection well (Figure 6-36) is shown in
Figure 6-37. When the cap-rock fracture is initiated, large amount of CO2 is released and
leaked to the upper layer in very short time(less than a day). This high flow rate of CO2
leakage causes sharp decline in the reservoir pressure. As the reservoir pressure decreases,
the driving force (pressure difference between reservoir and top sand layer) declines and
less CO2 leakage rate is observed. Typically ,the pressure signal that is created due to cap
rock leakage represents higher amplitudes compare with the well leakages signals (that
were studied in previous sections). Therefore a different R-ILDS was developed to be able
to detect and quantify the characteristics of cap rock leakage.

Figure 6-36: Cap-rock leakage location
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Figure 6-37: Pressure behavior in the observation well and CO2 rate due to cap rock
leakage

In order to develop R-ILDS for detecting the cap-rock leakage, 9 different simulation runs
were designed based on the location of the leakage (Figure 6-38). The only constrain for
cap-rock leakage was pressure in the upper layer (Dantzler sand) which was assigned as the
bottom–hole pressure for the synthetic well that was drilled in the leakage location. As
mentioned earlier, there is a sharp pick in the CO2 leakage rate. To eliminate this pick in
the CO2 leakage rate behavior, cumulative amount of leaked CO2 was used instead of rate.
The training process is exactly the same as what was explained in this chapter. For each
leakage scenario, the corresponding pressure signals were processed in real time by
descriptive statistics to be used as the input for neural network. The outputs for the neural
network were leakage location(x and y) and cumulative leaked CO2. The results for neural
network training are shown in Appendix 5. The neural network results for cumulative
leaked gas and x coordinate of leakage location were precise with R2 equal to 0.97 and 0.99
respectively. For leakage location “y” coordinate the neural network predictions were not
as accurate as the other ones (cumulative leaked gas and x coordinate). It might be due to
the symmetric locations of cap-rock leakages respect of observation well in “y” direction.
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Cap rock location

Blind Run 1

Blind Run 3

Blind Run 2

Figure 6-38: 9 different locations for cap-rock leakages and 3 blind runs
The final part for verification of cap-rock R-ILDS was to design set of blind runs that were
unused in neural network training process. Three cap-rock leakage locations were
considered in the reservoir simulation model (Figure 6-38). Two cap-rock leakage locations
(out of three) were inside the range of the locations used for neural network training. The
results for blind run verification are shown in Appendix 5. It can be observed that for
cumulative leaked gas, R-ILDS results are almost the same as actual values for the first two
blind run cases (were located in the range of locations). For the third blind run which was
located outside the range, R-ILDS results overestimated the actual value considerably. Xcoordinate results were almost the same as actual locations except blind runs 2. For the Y
coordinate results there were noticeable difference between actual values and R-ILDS
prediction. Overall, location of cap-rock leakage can be predicted as accurate as wellleakage due to symmetry of the location and impulsive and uncertain behavior of the
leakage.
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6-10 Multi-Well Leakage
In the previous sections, a single well leakage was studied and analyzed. The remaining
question and concern is if it would be possible to detect multi-well leakages .To investigate
multi-well leakage, combination of rates for two and three well leakages were assigned to
the wells in the reservoir model according to Table 6-2.

Table 6-2:CO2 leakage rates for multi-well leakage
Two Well

Three Well

Leakage Rate(Mcf/day)

Leakage rate(Mcf/day)

D-9-6
15
15
15
60
60
60
105
105
105
15
15
15
60
60
60
105
105
105
0
0
0
0
0
0
0
0
0

D-9-7
15
60
105
15
60
105
15
60
105
0
0
0
0
0
0
0
0
0
15
15
15
60
60
60
105
105
105

D-9-8
0
0
0
0
0
0
0
0
0
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105

D-9-6
15
15
15
15
15
15
15
15
15
60
60
60
60
60
60
60
60
60
105
105
105
105
105
105
105
105
105

D-9-7
15
15
15
60
60
60
105
105
105
15
15
15
60
60
60
105
105
105
15
15
15
60
60
60
105
105
105

D-9-8
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105
15
60
105
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After performing simulation runs (start of leakage was at 1/1/2022) based multi-well
leakage scenarios and processing all the corresponding pressure signals, it was required to
train a neural network to differentiate between various combinations of well leakages. In
this regard, a “Leakage Index” was defined based on the distance of each well from the
observation well. Longer distances from the observation well resulted in selecting lower
values for leakage index. The index values ranged from 1 to 7(higher values represent
higher pressure signal amplitudes) according to distance to observation well and number of
the leaking wells. All the scenarios can be divided into three classes as :single well
leakage(indexes:1,2,3), two well leakage(indexes 4,5,6) and three well leakage(index:7)
Leakage index values are shown in Table 6-3.
Table 6-3: Leakage Index for different single and multi-well leakage scenarios
Leaking Well

Leakage Index

D-9-6

1

D-9-7

2

D-9-8

3

D-9-6 & D-9-7

4

D-9-6 & D-9-8

5

D-9-7 & D-9-8

6

D-9-6 & D-9-7 & D-9-8

7

Several neural networks were trained considering different leakage indexes as the output
and processed pressure signals (∆p) as the input. The results are shown in Appendix 6. As
it can be seen, it was not possible to get reasonable results for the neural networks. The
main reason for not getting acceptable neural network training is that convolution of
several pressure signals (generated by different combinations of well leakages) makes it
impossible for networks to catch specific patterns out of final pressure signals.
In order to de-convolve mixed pressure signals (generated by multi-well leakages),
existence of a pressure down-hole gauge was considered in the injection well (in addition to
the observation well). The problem also was simplified in a way where only two well
leakages were subject to investigation (leakage index values of 4, 5, and 6). Addition of one
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more pressure down-hole gauge brought in more information about pressure signals and the
time that signals were observed by the gauges. For this case, a neural network was trained
by Generalized Regression Neural Network GRNN, algorithm. The results for neural
network training are shown in Figure 6-39.

Figure 6-39: Neural network results for two-well leakage

By use of new approach (adding more pressure gauge in the injection well), the results for
neural network training improved significantly (R2 equal to 0.9935). As a result, it became
possible to differentiate which two wells were leaking by having pressure signals coming
from two pressure down-hole gauges. The final step was to verity the practicality of the RILDS which was devolved for multi well leakage. To do so, six simulation runs considering
combinations of two-well leakages (Table 6-4) were performed.
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Table 6-4:CO2 leakage rates for the blind runs-two well leakages
Two Well
Run
1
2
3
4
5
6

Leakage Rate(Mcf/day)
D-9-6
40
80
40
80
0
0

D-9-7
80
40
0
0
40
80

D-9-8
0
0
80
40
80
40

The results for blind run verifications are shown in Figure 6-40. R-ILDS was able to predict
the leakage index correctly except for few hours at the early times after the leakages.
Although the probability of two wells leak simultaneously is very low, but with use of two
pressure gauges installed in two distinct wells, it was possible to say which wells leak at the
same time.

Leakage Index Prediction
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Run1 R-ILDS
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1
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0
0
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Time(hour)
Figure 6-40: R-ILDS predictions for two-well leakages
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6-11 Data Cleansing
Interpretation of the PDG data can be challenging due to disturbances like noise and
outliers. Noise is a group of data points that scatter around the trend of the overall data but
lie in the same neighborhood as the true data. Outliers are data points that lie away from the
trend of data. Both can be identified from their misalignment with the rest of the data. The
real field pressure data that are gathered from pressure down-hole gauges represent some
type of noise. In this section, associated noise with pressure data would be analyzed.
Additionally, two de-noising methods for cleansing the noisy data are discussed.

6-11-1 Determination of noise level and distribution
In the observation well (D-9-8#2) at Citronelle field, two Pressure Down-hole Gauges
(PDG) are installed at different depths (9416 and 9441 ft) in order to provide real time
pressure and temperature readings during and after injection period. The pressure data is
available from 8/17/2012 to 11/29/2013 almost at every minute. It should be mentioned
that there are some gaps in the pressure records due to onsite computer failure. The
pressure trends from the PDGs are illustrated in Figure 6-41.
In order to prepare high frequency data for pattern recognition (and also de-noising
process) it is necessary to evaluate the noise behavior. There are 2 main features in the
noisy pressure data that are required to be analyzed in more detail as: noise distribution and
noise level.
The noise level [84] can be determined by knowing the difference between actual data and
the fitted curve of the same data over a predefined time interval (with no fluctuation in the
data).
(

∑

)
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Figure 6-41 Monitoring Well (D-9-8#2) PDG data

Six thousand five hundred pressure records were selected in the interval from 26th to 29th
of September 2012 when the pressure trend had no sharp transients. Generalized
Regression Neural Network (GRNN) was used to determine the fitted curve of the
selected data. The results of curve fitting are shown in Figure 6-42.

Figure 6-42: GRNN results for fitted pressure curve
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Based on the mentioned formula the noise level is 0.08 psi. The maximum and minimum of
the Noise Levels are equal to 0.185 and -0.282 psi respectively. Also the frequency
distribution of the noises was generated. Based on the results it can be concluded that the
noises represents Normal or Gaussian distribution (Figure 6-43). Therefore the noise with
the mentioned characteristics will be added to the reservoir simulation pressure scenarios.
The noisy and de-noised data would be preprocessed to be transformed into a format that is
suitable for pattern recognition analysis.

Noise Distribution For Actual PDG Data
120
100

Frequency

80
60
40
20
0
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

Noise(Psia)

Figure 6-43: Noise distribution for actual PDG data (6500 records, Normal Distribution)

6-11-2 De-noising the Pressure reading
In order to extract the most representative features from the data and reduce fluctuations, a
procedure called de-noising is commonly applied. Most of the de-noising methods tend to
smear out sharp features in the data. The method being used in this project is denominated
the Wavelet Thresholding Method [85] which generally preserves most of these features.
Wavelets are mathematical functions that divide or separate data into different frequency
components, and then study each component with a resolution matched to its scale,
basically provides a multi-resolution framework for data representation.

They have
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advantages over traditional Fourier methods in analyzing physical situations where the data
contains discontinuities and sharp features [85].
The general de-noising procedure consists of 3 different steps. Initially, the noisy data
should be divided to N levels, following with decomposition of the data at level N. After
that for each level from 1 to N, a threshold should be considered and then soft thresholding
should be applied to the detail coefficients. Finally the data is reconstructed using the
original approximation coefficients of level N and the modified detail coefficients of levels
from 1 to N. The important step in de-noising data is threshold selection method for each
level. Three threshold selection rules can be implemented as: Rigorous SURE, Heuristics
SURE and Fixed form threshold [86]. Threshold selection is mainly subjective to the noisy
data characteristics. Also several methods have been developed regarding wavelet
shrinkage and thresholding. The main two thresholding methods are the soft-thresholding
and hard-thresholding method. The main difference between them is that the softthresholding method consists on analyzing the difference between the wavelet coefficients
and the chosen threshold smoothing the data once the wavelet transform is applied. In the
hard-thresholding method, wavelet coefficients whose absolute values are less than the
threshold are set to zero. Depending on the scale and particular characteristics of the data
both method can be used and the result is a cleaned-up data which will still show important
details [86].
The pressure data from reservoir simulation model was considered to be clean with no
noise or outlier. For further analysis, it was necessary to add noise with the same
characteristic (mentioned earlier) to the pressure data. After adding the noise data cleansing
methods should be applied to the noisy record (generated by adding noise to the clean
data). In this study Daubechies wavelet 10 in five levels were used to decompose the noisy
data. After decomposition to 5 levels, a threshold assigned to each level to remove the data
that lies outside the specified level. Then the processed data from each level were
combined to reconstruct the de-noised data. An example of pressure data from simulator,
the same data with normal distributed noise and cleansed data (De-noised with Wavelet
threshold method) when well D-9-6 leaked CO2 with the rate of 30 Mcf/day are shown in
Figure 6-44.
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Figure 6-44: Pressure data from simulator(red),added noise(green) and de-noised (black)
when well D-9-6 leaks with the rate of 30Mcf
The main concern for using Wavelet threshold method for data cleansing is the de-noised
data generally follows the trend of noisy data. This is mostly the case when leakages rates
are low and corresponding real time pressure signal changes in the observation well are in a
narrow range. This oscillating pattern of de-noised data changes the parameters that were
obtained by data summarization of clean data. In order to alleviate the effect of noise and
clean the data in a way that represent behavior of pressure trend, GRNN (General
Regression Neural Networks) was used. GRNN is a type of probabilistic neural networks
that requires just some small portion of data records for training [59]. That specification of
GRNN is advantageous since it would be able to capture the underlining trend and
functionality of the large amount of data with few samples. When high frequency noisy
pressure data should be processed for leakage detection, it would be better to use GRNN
rather than the Wavelet threshold method. Because the GRNN uses smaller portion of data,
the presence of the noise cannot generally affect the calculated trend. This would be the
case especially when the frequency of data increases. Therefore GRNN can be considered
to be a very useful tool to de-noise high frequency pressure data. The results for de-noising
pressure records by GRNN are shown in Figure 6-45. By comparing the resulted trends
from Wavelet threshold de-noising method and GRNN with the original clear data, it can
be concluded that GRNN method performs better.
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Figure 6-45: Noisy and De-noised pressure data using GRNN
6-12 Conclusion
In this chapter, a comprehensive study was performed to improve ILDS capabilities and
test it over different uncertain parameters. Verified and history matched model was used for
CO2 leakage modeling.
At the beginning a new data processing method was proposed to make ILDS to a fast
responsive and real time detection tool(R-ILDS). CO2 leakage characteristics (amount and
location) were determined much faster that what was proposed in Chapter 5 by R-ILDS.
Additionally, minimum detection times for R-ILDS subject to various leakage locations
and rates were determined by considering pressure behavior at observation well and
resolution of the PDG. Closer the leaking well to the observation well and higher the
leakage rates represented shorter time for leakage detection.
4 different reservoir parameters (porosity, sand layer top, sand layer thickness and vertical
to horizontal permeability ratio) were varied to investigate their effect on the R-ILDS
predictions. Change of reservoir porosity showed to have higher impacts on R-ILDS results
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especially for CO2 leakage location and some cases leakage rate predictions. Sand layer top
was the other important parameter that impacted R-ILDS results.
The ability of ILDS was tested to see if it was possible to detect leakages that took place at
different vertical locations along the wells. It was observed that with current locations of
the PDGs (first sand layer) it would not be possible to sense any pressure changes due to
leakage in other layers. Due to presence of impermeable shale layers between the sands that
caused no inter communications between layers; PDG should be installed at each layer
specifically, to be able to detect leakages at different vertical locations.
The effect of Pressure Sensor Drifts (PSD) was studied on performance of the R-ILDS.
According to different reported values for PSDs, the time that R-ILDS reported a leakage
(false leakage) and predicted leakage locations were determined. Within the range of
pressure drifts (0.25 to 4 psi/year), it took from 20 to 350 hours that R-ILDS report a
leakage. Additionally, R-ILDS predicted that leakage took place mostly at well D-0-6.
The use of well-head pressure instead of PDG data was studied in this chapter. Well-head
pressure during the injection time or t1 would be available. This study’s objective was to
use pressure data during stabilization time or t3. Therefore it was not possible to use well
head pressure for leakage detection purposes. Instead, analysis of Sustained Casing
Pressure (SCP) was proposed as an alternative solution.
The ability of detecting leakages with variable CO2 leakage rates was added to R-ILDS.
To do so, multiple CO2 leakage rates with linear, exponential and logarithmic behavior
were assigned to leakage locations. Corresponding pressure signals were used to train a
new neural network. R-ILDS represented good results and was tested successfully with a
blind run. Besides that, R-ILDS demonstrated distribution (by use of Monte Carlo
simulation) for predicted CO2 leakage rates.
The possibility of using injection well as the monitoring well was investigated as part of
this chapter. The procedure of developing R-ILDS based on presence on PDG in the
injection well was almost the same as what mentioned at the beginning of this chapter.
Injection well R-ILDS predicted the leakage rates with high accuracy but failed to predict
the location of leaking wells due to the symmetric locations of leaking wells respect to
injection well.
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Cap-rock fractures provide a conduit for CO2 to leak of the target formations. Cap-rock
leakage behavior (release high amount of CO2 in very short time) was different from well –
leakage and was modeled separately in the simulation model considering the cap-rock
thickness and reservoir pressure in the overlaying sand layer. Nine possible locations of
Cap-rock leakage were proposed within the CO2 plume extension. R-ILDS was redeveloped and verified based on pressure signals coming from 9 simulation and 3 blind
runs. R-ILDS predictions were within a reasonable range for cumulative leaked gas and xcoordinate of leakage location.
The other concern for R-ILDS was the ability of detecting multi-well leakages. Fifty four
simulation runs were performed with two-well and three-well leaking scenarios. With just
one observation well, it was not possible to distinguish different leakage scenarios.
Addition of one more observation well in the location of injection well, enabled R-ILDS to
find which two wells leak simultaneously.
The last part of the chapter studied the behavior of the noise associated with PDG pressure
readings. The noise behavior was analyzed based on standard methods (fitted curve
analysis). Noise with the same characteristics was added to clean pressure data coming
from reservoir simulation model. Two different de-noising methods (Wavelet Threshold
and GRNN) were implemented to clean the high frequency noisy data. GRNN showed
better de-noising results compare with the other method.
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Chapter 7 Conclusions and Recommendations
7-1 Conclusions:
The objective of this study was proof the concept and feasibility of using real time pressure
data from PDGs in order to notice occurrence of leakage and identify its characteristics
(location and rate) in a real CO2 storage project by utilizing AI & DM techniques.
1- A reservoir simulation was developed to model CO2 injection in the Paluxy saline
reservoir of the Citronelle Dome. This model was built based on comprehensive geological
study by interpretation of more than 40 well logs. Initially, the reservoir simulation model
was used to perform a sensitivity analysis to examine the impact of uncertain reservoir
parameters on CO2 plume extension and reservoir pressure in the observation well. Based
on the sensitivity analysis, it was concluded that higher reservoir permeability contributed
to more extensive CO2 plume and less reservoir pressure build up. The same behavior was
observed when gas relative permeability increased however; higher values for residual gas
saturation had no effect of reservoir pressure gain and reduced the CO2 plume extension.
Higher brine compressibility resulted in less reservoir pressure build up while increasing
brine density led to higher reservoir pressure gain and CO2 plume extension. Moreover,
changing the reservoir boundary condition from closed to constant boundary caused the
reservoir pressure to return to initial pressure after end of injection.

2-The reservoir simulation model was history matched by use of data from ten months of
CO2 injection in the Citronelle’s saline formation (Paluxy). The history match process was
based on setting the actual daily injection rates as the well operational constraint in the
model and tune some reservoir parameters to minimize the mismatch between simulation
results and actual pressure data coming from two PDGs in the observation well. A
reasonable pressure history match with less than 0.001% error was achieved

by

modification of brine density, permeability (in two reservoir regions), vertical to horizontal
permeability ratio, CO2 solubility in brine and reservoir volume. At the end of history
match process, the predictability of the model was validated by comparing the reservoir
simulation results with the last three months of actual pressure which was not used during
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the history match process. The history matched reservoir simulation model was main
foundation to prove the feasibility of Intelligent Leakage Detection System (ILDS).

3-Reservoir simulation was used to model variety of different CO2 leakage scenarios
specifically for obtaining pressure signals in the observation well with respect to various
leakage locations and rates. A Set of simulation runs were performed covering all the
available leakage locations (existing wells) and rates (observed in the real cases).
Corresponding high frequency pressure signals (hourly) were processed by descriptive
statistics over one week time period after the leakage. Several neural networks (form the
core of ILDS) were trained to find a pattern between CO2 leakage location/rate and
summarized pressure data. Based on verification tests that used both simple-homogenous
and history matched-heterogeneous model, it was concluded that locating and quantifying
CO2 leakage rate in storage sites, using “Smart Field” technology, was possible.
4-ILSD was redeveloped to reduce the detection time from one week to less than a day or
almost real time(R-ILDS) by introducing new data processing technique that look at the
real time pressure and its statistical parameters’ history. Blind runs verifications showed
very high accuracy for R-ILDS performance.

5-Detection time was also determined based on leakage rate, distance of the leaking well to
the observation well and PDG resolution.

6-The effects of changing 4 different uncertain parameters (porosity, sand layer top, sand
layer thickness and vertical to horizontal permeability ratio) were studied on the R-ILDS
predictions. It was concluded that reservoir porosity and top impacted R-ILDS results
especially for CO2 leakage locations.
7-With current locations of PDGs (layer one), it was not possible to sense pressure changes
due to leakage at different vertical locations along the wells (in other layers). Installation of
PDGs in all the layers with extended CO2 plume was suggested as a solution.
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8-Pressure Sensor Drift (PSD) made R-ILDS to report false CO2 leakages. According to
different values for PSD (0.25 to 4 psi/year), detection time and location of the false
reported leak were determined to be from 20 to 35 hours and well D-9-6 respectively.

9-Based on the objective of this study which was leakage detection by use of pressure
signals during stabilization time (t3), well-head pressure at injection well could not be used
for leakage detection. As an alternative, use of Sustained Casing Pressure (SCP) was
recommended.

10-R-ILDS was facilitated and tested successfully with the ability to detect variable leakage
rates (linear, exponential and logarithmic). Additionally, Monte Carlo simulation was used
to provide range of values as the leakage rates prediction.

11-Instalment of PDG in the injection well (rather than observation well) resulted in correct
predictions for leakage rates. However, it was not possible to detect CO2 leakage location.
Symmetric locations of leaking wells generated almost the same pressure signal due to the
leakage.

12-Cap-rock leakage was modeled and the corresponding R-ILDS was developed.
Behavior of pressure signal due to cap-rock leakage was considerably different from well
leakage due to sudden release of large volume of CO2. Developed R-ILDS provided
reasonable predictions for range for cumulative leaked gas and X coordinate of leakage
location.

13-Several neural networks were trained to detect multi-well leakages based on 54
simulation runs that were designed to cover different combinations of two-well and threewell leakages. It was noticed that with just one observation well, it was possible to detect
multiwall leakage. However, two-well leakages were differentiated by R-ILDS considering
presence of one more PDG in the location of the injection well.

165

14-Behavior of the associated noise with actual pressure data coming from PDGs was
determined by fitted curve analysis. Wavelet Threshold and GRNN method were used to
clean the noisy data. Smoother de-nosed data was achieved by using GRNN method.

7-2 Future work
-

In this study, descriptive statistics was used for feature selection of high frequency
pressure signals. It is recommended to test other feature extraction or dimension
reduction methods in order to use high frequency pressure data for neural network
training.

-

The presence of Pressure Sensor Drift (PSD) and its effect on R-ILDS results was
studied in this work with linear behavior. It is worthy to evaluate the effect of PSD
with different mathematical behaviors (logarithmic or exponential) on R-ILDS
results. Additionally, PSD values should be considered in pressure signals form
blind runs to see their impact on the final results.

-

The initiation of the CO2 leakage was assumed to be at the approximate time that
CO2 plume reached to the location of the wells. Initiation of leakage at different
times can be considered for future studies.

-

Development of a SRM with the capability of generating pressure signals with
respect to various leakage scenarios would be praiseworthy for further
investigation. SRM will be a verification tool to generate pressure signals based on
R-ILDS results. If the SRM signal is the same as actual signal due to the leakage,
the R-ILDS prediction is correct, otherwise the process of leakage quantification
should be repeated iteratively in a way that SRM results matches the actual
pressure data.
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Chapter 9 Appendix
Appendix 1 Blind run verification for R-ILDS (section 6-1)
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Figure 9-1: R-ILDS leakage location prediction, run1: well D-9-6 leaks 23 Mcf/day
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Figure 9-2: R-ILDS leakage location prediction, run2: well D-9-6 leaks 72 Mcf/day
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Figure 9-3: R-ILDS leakage location prediction, run3: well D-9-6 leaks 93 Mcf/day
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Figure 9-4: R-ILDS leakage location prediction, run4: well D-9-7 leaks 32 Mcf/day

173

Run 5

X location(ft)

X(Location)-R-ILDS

Actual Location

1270564
1270562
1270560
1270558
1270556
1270554
1270552
1270550
1270548
1270546
0

20

40

60

80

100

120

140

160

180

Time(hour)

Figure 9-5: R-ILDS leakage location prediction, run5: well D-9-7 leaks 61 Mcf/day
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Figure 9-6: R-ILDS leakage location prediction, run6: well D-9-7 leaks 87 Mcf/day
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Figure 9-7: R-ILDS leakage location prediction, run7: well D-9-8 leaks 27 Mcf/day
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Figure 9-8: R-ILDS leakage location prediction, run9: well D-9-8 leaks 101 Mcf/day
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Run 9
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Figure 9-9: R-ILDS leakage location prediction, run9: well D-9-8 leaks 101 Mcf/day
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Figure 9-10: R-ILDS leakage rate prediction, run1: well D-9-6 leaks 23 Mcf/day
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Figure 9-11: R-ILDS leakage rate prediction, run2: well D-9-6 leaks 72 Mcf/day
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Figure 9-12: R-ILDS leakage rate prediction, run3: well D-9-6 leaks 93 Mcf/day
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Figure 9-13: R-ILDS leakage rate prediction, run4: well D-9-7 leaks 32 Mcf/day

Run 5
Leakage Rate-ILDS

Leakage Rate-Actual

Leakage Rate(Mcf/day)

63.5
63
62.5
62
61.5
61
60.5
0

20

40

60

80

100

120

140

160

180

Time(hour)

Figure 9-14: R-ILDS leakage rate prediction, run5: well D-9-7 leaks 61 Mcf/day
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Figure 9-15: R-ILDS leakage rate prediction, run6: well D-9-7 leaks 87 Mcf/day
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Figure 9-16: R-ILDS leakage rate prediction, run7: well D-9-8 leaks 27 Mcf/day
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Figure 9-17: R-ILDS leakage rate prediction, run8:well D-9-8 leaks 48 Mcf/day

Run 9
Leakage Rate-ILDS

Leakage Rate-Actual

Leakage Rate(Mcf/day)

104.5
104
103.5
103
102.5
102
101.5
101
100.5
0

20

40

60

80

100

120

140

160

180

Time(hour)

Figure 9-18: R-ILDS leakage rate prediction, run9: well D-9-8 leaks 101 Mcf/day
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Appendix 2 Impact of reservoir parameters on R-ILDS Results (Section 6-3)
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Figure 9-19: Sensitivity analysis of the reservoir parameters on R-ILDS leakage location
prediction Well D-9-6
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Figure 9-20: Sensitivity analysis of the reservoir parameters on R-ILDS leakage location
prediction Well D-9-7
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Figure 9-21: Sensitivity analysis of the reservoir parameters on R-ILDS leakage location
prediction Well D-9-8
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Figure 9-22: Sensitivity analysis of the reservoir parameters on R-ILDS leakage rate
prediction Well D-9-6
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Figure 9-23: Sensitivity analysis of the reservoir parameters on R-ILDS leakage rate
prediction Well D-9-7
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Figure 9-24: Sensitivity analysis of the reservoir parameters on R-ILDS leakage rate
prediction Well D-9-7
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Appendix 3 R-ILDS results for variable rates (Section 6-7)
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Figure 9-25: R-ILDS prediction for leakage rate in well D-9-6 (variable rate)
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Figure 9-26: R-ILDS prediction for leakage rate in well D-9-7 (variable rate)
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Appendix 4 Results for R-ILDS neural network and blind runs-PDG in injection well
(Section 6-8)

Figure 9-27: Neural network predictions for the leakage rate for the case that PDG is in
Injection well, D-9-6 results

Figure 9-28: Neural network predictions for the leakage rate for the case that PDG is in
Injection well, D-9-7 results
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Figure 9-29: Neural network predictions for the leakage rate for the case that PDG is in
Injection well, D-9-8 results

Figure 9-30: 45: Neural network predictions for the leakage location for the case that
PDG is in Injection well
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Figure 9-31: R-ILDS Leakage location prediction for well D-9-6, PDG in Injection well
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Figure 9-32: R-ILDS Leakage location prediction for well D-9-7, PDG in Injection well
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Figure 9-33: R-ILDS Leakage location prediction for well D-9-8, PDG in Injection well
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Appendix 5 Cap-rock leakage results (Section6-9)

Figure 9-34: Neural network results for Cumulative leaked gas -cap-rock leakage

Figure 9-35: Neural network results for leakage location(X) -cap-rock leakage
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Figure 9-36: Neural network results for leakage location(Y) -cap-rock leakage
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Figure 9-37: R-ILDS prediction for cumulative leaked gas, Blind Run 1(Cap-rock
Leakage)
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Figure 9-38: R-ILDS prediction for cumulative leaked gas, Blind Run 2(Cap-rock
Leakage)
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Figure 9-39: R-ILDS prediction for cumulative leaked gas, Blind Run 3 (Cap-rock
Leakage)
191

R-ILDS Leakage Location(X)
1272000

Leakage location

1271500

1271000

Actual Location
R-ILDS Run1

1270500

R-ILDS Run 2
R-ILDS Run 3

1270000

1269500
0

50

100

150

200

Time(hr)

Figure 9-40: R-ILDS prediction for cumulative leaked gas, Blind Run 3 (Cap-rock
Leakage)
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Figure 9-41: R-ILDS prediction for cumulative leaked gas, Blind Run 3 (Cap-rock
Leakage)
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Appendix 6 Multi-well Leakage Results (Section 6 -10)

Figure 9-42: Neural network training results for Leakage Index (one, two and three-well
leakage)

Figure 9-43: Neural network training results for Leakage Index (one and three-well
leakage)
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