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The class of Erlang mixtures with a common scale parameter has many desirable
properties and it is widely used in insurance. A common method to estimate the param-
eters of mixture models is the Expectation-Maximization (EM) algorithm. The constrain
that the shape parameters of an Erlang mixture must be positive integers makes the
problem of estimation for shape parameters very dicult. In this thesis, we modify the
standard EM algorithm and propose a generalized Expectation-Maximization (GEM) al-
gorithm. In the Maximization step of an EM algorithm, we adjust the shape parameters
by increasing the corresponding Q-function value rather than maximizing the function.
In order to avoid the issue of overtting, the BIC (Bayesian Information Criterion) is used
to choose the order of an Erlang mxiture. Since the number of parameters of the model
is proportional to the order of the model, the number of parameters is large, especially
when the order of the model is high. We adopt a forward method to determine the order
of the model with starting from a 2 order Erlang mixture and hence the running time will
be less compared with backward methods.
As an iterative algorithm, the convergency of an EM algorithm highly depends on the
initial values. In this thesis, we propose a new method to initialize the parameters from
another perspective. We cluster the data rst and then initialize the parameters using
the method of moments, which we call the Clusterized Method of Moments (CMM). The
method is demonstrated through stimulation studies and applied to real data, and show
that we can obtain high quality initial parameters. We adopt the K-means method to deal
with the clustering issue and provide an explanation about why we choose the K-means
algorithm.
The data often appear to be truncated and/or censored in insurance practice. For
example, this phenomenon appears when the policies have deductable and/or policy lim-
it. These cases are important to the insurance company. We extend the CMM-GEM
algorithm to truncated and/or censored case so that the mixture model can be used more
widely.
Modelling dependency among insurance losses is of practical importance. One way is















mixtures is dense in the space of positive continuous multivariate distributions in the sense
of weak convergence. There are explicit expressions of many distributional quantities
such as the moments, the Laplace transform and marginal distributions. Compared with
copulas, a popular tool to deal with multivariate data, the multivariate Erlang mixtures
can capture the dependence structure more exibly. Moreover, some dependence measures
such as the Kendal's tau and Spearman's rho also have analytic expressions.
We nd that the tted curve for observed data is often not smooth enough. To
smooth the tted curve, we add a roughness penalty and modify the CMM-GEM algo-
rithm mentioned above. In this case, the integrated squared second derivative of the
density function of aggregate data is used to quantify the smoothness with a properly
dened penalty function. Through the studies about the eects of the parameters on the
smoothness, we nd that both the mixing weights and the shape parameters have little
eects on the smoothness and hence we only add a roughness penalty function on the
scale parameter. We test the performance of the method through simulation studies and
real data.
Finally, we use a multivariate Erlang mixture to describe the joint distribution of the
lifetimes of the components of an (n k+1)-out-of-n system. The research in this area is
always under the assumption that the components of a system are independent. In this
thesis, we study the conditional mean residual lifetime function and stochastic ordering
properties of an (n   k + 1)-out-of-n system with assumption that the lifetimes have a
multivariate Erlang mixture. The multivariate Erlang mixture is a useful model as it can
capture the dependence structure of a large number of multiple variables well. The results
in this thesis may be useful when the components of a system are of strong dependency
and the number of components is high.
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(3) 对于混合模型序的选取，我们使用的信息准则是Bayesian Information Criterion
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