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Abstract 
Of late, the amount of digital X-ray images that are produced in hospitals is increasing incredibly fast. Efficient storing, 
processing and retrieving of X-ray images have thus become an important research topic. With the exponential need that 
arises in the search for the clinically relevant and visually similar medical images over a vast database, the arena of digital 
imaging techniques is forced to provide a potential and path-breaking methodology in the midst of technical advancements 
so as to give the best match in accordance to the user’s query image. CBIR helps doctors to compare X-rays of their 
current patients with images from similar cases and they could also use these images as queries to find the similar entries 
in the X-ray database. This paper focuses on six different classes of X-ray images, viz. chest, skull, foot, spine, pelvic and 
palm for efficient image retrieval. Initially the various X-rays are automatically classified into the six-different classes using 
BPNN and SVM as classifiers and GLCM co-efficient as features for classification. Indexing is done to make the retrieval 
fast and retrieval of similar images is based on the city block distance.   
Key Words: Content based image retrieval; back propagation neural network; support vector machine; gray level co-
occurrence matrix and city block distance method. 
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1. Introduction 
CBIR techniques could be valuable to radiologists in accessing medical images by identifying similar images in image 
archives that could assist with decision support. Radiologists always utilize broader patients specific or demographic 
knowledge such as clinical history or results of other tests, in their decision making process as such. It is expected that 
decision support system would incorporate these data as well. The role for CBIR in medical applications is potentially very 
powerful, in addition to enabling similarity based indexing, the framework could provide computer aided diagnostic support 
based on image content as well as on other meta-data associated with medical images. For example, in mammography X-
ray interpretation, there is a variation in sensitivity, specificity and area under the receiver operating characteristic curve 
among radiologists [1,2]. Usually, out of the numerous images in the database, radiologists would like to pinpoint the query 
image against the possible and practical combination of the image-set that not only contains the true ones but also false-
positive and false-negative would be mingled with each other. Hence, the efficacy of the image retrieval system  would be 
greatly dependent on the percentage accuracy of the required image, for which it is being trained. 
2. Previous Work  
In the literature, some approaches for content based retrieval described to support specific medical tasks have been 
published. In [3]  medical applications are one of the priority areas where CBIR can meet more success outside the 
experimental sphere due to population aging in developed countries. Notwithstanding the progress already achieved in the 
few frameworks available here is still a lot of work to be done in order to develop a commercial system able to fulfill image 
retrieval/diagnosis comprehending a broader image domain. In [4] a mammographic database annotated with the IRMA 
code is presented. This database contains more image direction and anatomical information than the mammographic 
images. In [5] image retrieval using invariant moments, GLCM and gray-scale resolution for medical images are 
discussed. The work in [6] suggest for a hierarchical medical image classification method and the scheme proposed was 
able to provide better accuracy rates semantically. However, the accuracy rates are affected mainly based on the careful 
hierarchical selection of classes. The work in [7] presents a robust image retrieval methodology for the problem of hidden 
classes that invariably all the CBIR systems suffer from. As the queries associated with hidden classes cannot be 
accurately answered using a traditional CBIR system, this proposed method incorporates a new query detection technique 
and a self-adaptive retrieval strategy that focuses on the augmentation of the image classification and fostering the speed 
and accuracy of the retrieval process. The work in [8] proposes a strategy for the image retrieval using colour difference 
histogram (CDH). Unlike the existing histograms, the CDH counts the perceptually uniform colour difference between two 
points under different background with regard to colours and edge orientations, whereas the conventional methods merely 
count the number or frequency of pixels.  The work in [9] describes a new colour image segmentation method based on 
low-level features including colour, texture and spatial information using mean-shift algorithm, wherein some cases were 
found to be not sufficient for superior segmentation with respect to colour and spatial information. The proposed work in 
[10] narrates three different scopes for image retrieval using various image feature proposals viz., colour co-occurrence 
matrix, difference between pixels of scan pattern and colour histogram. An effective image retrieval scheme using colour, 
texture and shape features that were ultimately projected to have achieved higher retrieval efficiency is given in [11]. A 
new CBIR approach for biometric security based on colour, texture and shape features e controlled by fuzzy heuristics is 
described in [12]. Multi-resolution approach for retrieval of rotation invariant texture image is presented in [13,14]. 
3. Proposed Work   
The  block diagram of the proposed work is shown in Fig. 1. 
 
Fig. 1 Block Diagram of the proposed work  
4. Pre-processing and Feature Extraction  
The first phase of the image retrieval methodology initiates with the pre-processing, which is used to reduce the undesired 
distortions and noise in the X-Ray images, wherein segmentation process is done to find the region of interest (ROI).  
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The ROI is found by segmenting the biggest region in the image. Connected Component Labelling (CCL) is applied for this 
purpose. 
 
Fig.2 Pre-processing Results 
CCL scans an image and groups its pixels into components based on pixel connectivity, i.e. all pixels in connected 
component share similar pixel intensity values and are in some way connected with each other. Once all groups have 
been determined, each pixel is labelled with a gray-level or a color (color labeling) according to the component. 
 
Fig. 3 Extracted GLCM Features 
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The results of the pre-processing step are shown in Fig. 2. The first column of Fig. 2 represents the original images; 
column 2 shows the filtered images and column 3 shows the ROI obtained after retaining the biggest connected 
component. 
                  Next, image feature textures are extracted using Grey-Level Co-occurrence Matrix (GLCM) and five of the high 
level GLCM features like energy, entropy, contrast, homogeneity and correlation are fed to the BPNN for classification of 
X-Ray images. The extracted GLCM features are shown in Fig. 3.  
5. Classification 
Classification is used to classify the X-ray images based on its features. Here back propagation neural network classifier is 
employed to classify the X-Ray images into any of the six classes of images. The back propagation neural network is the 
most commonly used neural network in classification applications [15]. It uses a set of interconnected neural elements that 
process the information in a layered manner. A computational neural element, called perceptron, provides an output as a 
threshold weighted sum of all inputs. The basic function of the perceptron is shown in Fig. 4 is analogous to the synaptic 
activities of a biological neuron [16]. In a layered network structure, the neural element may receive its input from an input 
vector or other neural elements. A weighted sum of these inputs constitutes the argument of a non-linear activation 
function such as a sigmoidal function. The resulting threshold value of the activation function is the output of the neural 
element. The output is distributed along weighted connections to other neural elements. The computational output of a 
neural element 
can be expressed in the following equation: 
𝑦 = 𝐹   𝑤𝑖
𝑛
𝑖=1
𝑥𝑖 + 𝑤𝑛+1  
where F is a non-linear activation function that is used to threshold the weighted sum of inputs xi and wi is the respective 
weight [17]. 
 
Fig. 4. A computational Neural Model 
A three layer network is used  to classify and the performance of the classifier is checked for different network structure 
and the best performance is achieved with the network structure having 18 input neurons and 14 hidden neurons. The 
most popular classifier Support Vector Machine (SVM) is then deployed to yield the results of the most relevant images 
out of the query image and for which the network is trained. The typical overview of SVM is as Fig. 4.1. The inherent 
property of the SVM gives a set of output data that match with that of the input, being arrived at the state-of-the-art 
prediction and analysis from the possible classes of the images. Thus, SVM classifier proves to be more beneficial to the 
radiologists when compared with that of the BPNN and their calculated numerical values of accuracy are shown in table 1.  
 
Fig. 4.1 Overview of SVM 
The performance of the classifier is calculated as given by the metrics; 
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 Precision = 𝑻𝑷
𝑻𝑷+𝑭𝑷
  
 
 Recall =  𝑻𝑷
𝑻𝑷+𝑭𝑵
  
 
 Accuracy = 𝑻𝑷+𝑻𝑵
𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
            
6. Feature Database Creation  
For this study, 250 images each of the six class of X-rays namely chest, skull, spine, foot, pelvic and palm are taken.  
The block diagram for feature database creation is shown in Fig. 4 
 
Fig.5 Feature Database Creation 
All the images are subjected to pre-processing, segmentation, classification and on the basis of the class label they are 
indexed into any one of the six databases created for each of the class. The X-Ray image along with its corresponding 
feature vector is stored in the database and the user interface created for this work is shown in 6. Fig. 7 shows the 
feature extracted and stored in a database.  
 
Fig. 6 GUI of the proposed work 
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Fig. 7 Database Creation 
7. Image Retrieval 
Given a query image, the proposed system retrieves the nearest three similar query images based on the City 
block distance method. The block diagram for the retrieval is shown in Fig. 8. The query image is subjected to pre-
processing, segmentation, classification and the resultant class label is used to index into the feature database. City block 
distance method is used to retrieve the top most three feature vectors based on the feature vector of the query image. The 
X-ray images corresponding to the most relevant three feature vectors are retrieved from the image database and 
displayed.  
 The distance between two image feature vectors is calculated by using the following expression;   
The City block distance between  𝒙𝟏, 𝒙𝟐  and   𝒚𝟏, 𝒚𝟐  is  
𝑫 =  𝒙𝟏 − 𝒙𝟐 +  𝒚𝟏 − 𝒚𝟐  
where, 
D is the City block distance. 
 𝒙𝟏, 𝒙𝟐 is the position of query image. 
 𝒚𝟏, 𝒚𝟐  is the position of the database image.  
Table : 1 Comparison between BPNN & SVM Classifiers    
Sl. 
No. 
Feature 
Extraction 
Classifier Accuracy 
1 GLCM BPNN 88.33% 
2 GLCM SVM 92.82% 
 
 
Fig.9 Image Retrieval 
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 Conclusion 
 In this work, an attempt has been made to retrieve similar X-ray images based on the content of the query image. 
This paper focuses on six different classes of X-ray images namely chest, skull, spine, foot, pelvic and palm. Pre-
processing of X-Ray images for noise reduction and enhancement is done by average filter and connected component 
labelling is carried out to segment the region of interest. Image texture features were extracted using Grey level Co-
occurrence matrix (GLCM) and the five most prominent GLCM features are fed to the BPNN classifier which gave a 
classification accuracy of 88.33% and that of SVM for 92.82%%. After classification, a database is created for each of the 
six classes of X-ray images using the result of SVM classifier, owing to its higher accuracy.  City block distance method is 
used as the metric for retrieving the top three similar images from the image database based on the feature vector of the 
query image. This results so obtained shows that this system can be effective in content based image retrieval of X-ray 
images and will be helpful for the radiologists in retrieving similar cases as same as the query image. 
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