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Stabilizing topological states in a dynamic network of FitzHugh-Nagumo systems
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(Dated: October 1, 2018)
We report how strategic evolution can stabilize topological states in a network of FitzHugh-
Nagumo systems. The evolution follows a repeated process of adding or deleting of links between
two nodes that is decided based on a threshold set for the closeness between them. This results in
a need based rewiring that keeps the systems in synchrony in a single cluster or in phase locked
states in different clusters. We analyse in detail the occurrence of such multi stable topological fixed
points with corresponding emergent dynamical states using the frequency of occurrence of each state
when evolved from a large number of initial states. We find that there is an optimum range for the
threshold used in the strategy that results in maximum frequency for the stable topological states.
PACS numbers: 05.45.Xt, 89.75.Fb, 87.18.Sn
I. INTRODUCTION
Complex networks have emerged as an area of intense
research activity in recent times. This is because they
provide an effective framework for representing and mod-
elling many types of phenomena occurring in complex
systems. Such complex systems arise in several diverse
areas, ranging from neuronal systems to social sciences
[1–4]. In these cases, the evolution of the network and
hence the emergence of collective behaviour depend both
on the nodal dynamics and the network structure or the
topology of the connectivity among the nodes. Earlier
studies were mainly on static networks where the topol-
ogy remains the same but dynamics at the nodes evolve
under the topology giving rise to interesting dynamics
like synchronization, clusters, amplitude death etc [5–
7]. Recent reports indicate how rewiring mechanisms,
where the topology is repeatedly changed, can enhance
the richness of the dynamics [8–10]. It is now well es-
tablished that nodal dynamics and topology are equally
important in real world situations and their interplay can
lead to interesting results. A well defined network struc-
ture is often an important feature whose evolution can
affect relevant biological processes. At the same time, the
topology of connections obviously plays a role in informa-
tion processing, spreading of diseases etc. However most
of the network growth methods reported, do not rely on
nodal dynamics, but depends on structural changes alone
to produce desired results [11].
Several cases of synchrony and phase locking can be
found in central nervous system and the resultant coher-
ent activity plays an important role in behaviour and cog-
nition. In this context, phase locked cluster oscillations
are observed in periodically forced neuronal networks and
also in networks with coupling of inhibitory and excita-
tory nature[12]. Also it is reported how a fully synchro-
nised single cluster breaks into two anti phase clusters
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due to phase resetting controls[13]. Co existent clustered
states depending on initial conditions are shown to arise
with inhibitory coupling[14]. Thus it is important to un-
derstand the mechanism responsible for the formation of
phase locked clusters and other possible network struc-
tures and the role of nodal dynamics in stabilising them.
In this paper, we report how periodic attachment or
removal of links based on a chosen strategy can establish
coherent structures in a complex network. These emerge
as the network evolves under both nodal dynamics and
the proposed connectivity changes. We are motivated
by the fact that real world networks often evolve with
changes in topology in which links can appear or dis-
appear as the whole system evolves. This is especially
relevant in biological and social networks where contacts
between systems are not constantly realised but occasion-
ally activated [15]. Such strategic evolution of topology
is shown to result in favourable outcomes in social net-
works [16]. It is reported that activity dependent inter-
actions in a network of phase oscillators can induce co-
herent state, two cluster state, and chaotic state [17]. It
has been shown that in the context of FitzHugh-Nagumo
(FHN) oscillators, rewiring the interaction pattern will
induce collective firing [10] such that lack of connectivity
is compensated by dynamic rewiring [18, 19]. So also,
adaptive coupling to enhance synchrony has been stud-
ied earlier [20–24]. The interplay between dynamics and
topology is highly relevant in deriving dynamical criti-
cality and optimal properties. Along these lines, several
evolutionary design algorithms have been introduced for
coupled phase oscillators [25–28]. It is also reported how
functional sub networks can be evolved according to the
network structure and dynamics [29]. These studies in-
dicate that rewiring or dynamic evolution enhances the
scope and applicability of networks and result in inter-
esting and richer dynamical states.
In our method we follow a strategic growth of the net-
work where connectivity changes are done periodically
using a condition that is based on relative performance
as governed by the dynamics at the nodes. This method,
while changing the total links at every re wiring, finally
drives the topology to stable states and thus provides
2a very simple mechanism for growing networks and sta-
bilising them to different topologies. We illustrate this
in networks with FHN neuronal model as nodal dynam-
ics. Starting from a very sparse network, we show how
selective removal and adding of links based on this spe-
cific strategy can result in phase locked clusters in which
nodes in each cluster are in almost synchrony, but are
phase locked with nodes of the other cluster. It is inter-
esting to see a stable bipartite structure emerging under
such an evolution with two clusters anti phase to each
other. Moreover the specific strategy chosen here leads
to a structure in which there are no links among synchro-
nised nodes in the same cluster but all to all connections
between the nodes in different clusters. We consider a
large number of realisations with different starting initial
conditions to establish that such an emergent topology is
preferred by the system under the strategy used by us.
We indicate how to establish the stability of the resul-
tant topology, its dependence on the parameters in the
design of the strategy and the role of nodal dynamics in
this scheme.
II. EVOLVING TOPOLOGY IN NETWORKS
We consider the FitzHugh Nagumo (FHN) neuron
model as the nodal dynamics in our study. It is widely
used to study the dynamics of neurons especially neu-
ronal synchronization and desynchronization phenomena
in the brain. The intrinsic dynamics of FHN systems is
modelled by the following equation,
x˙ =
1
ǫ
(x−
x3
3
− y),
y˙ = a+ x. (1)
Here, xi represents the voltage of the neuron and yi repre-
sents the recovery variable. The variations in the voltage
represent the spikes observed in neurons. This system
also can represent the dynamics of any excitable system
since it has two time scales, which can be controlled by
choosing appropriate values for the parameter ǫ.
In the study reported in this paper, we consider a dy-
namic network of N such FHN neurons coupled as
x˙i =
1
ǫ
(xi −
x3i
3
− yi) +K
N∑
j=1
Aij(xj − xi),
y˙i = a+ xi. (2)
The strength of diffusive coupling is given by K. The
network topology is decided by the elements the adja-
cency matrix A. If Aij = 1, the neurons i and j share a
link. We choose the matrix A to be symmetric Aij = Aji
such that all couplings are bidirectional. Further, self-
couplings are avoided by choosing Aii = 0.
We introduce a strategy for evolving the system in
which in addition to the dynamical evolution of the
nodes, a new network topology is selected after a rewiring
time of τ . It is linked with nodal dynamics such that the
strategy depends on the co-performance of nodes as in-
dicated by the suitably defined distance between them in
phase space. Thus the rewiring is based on local informa-
tion on nodes and not on global measures like order pa-
rameter or total number of links etc. To quantify this, we
define the distance function between a pair of nodes, δij
as the Euclidean distance in phase space between them
given by
δij =
√
(xi − xj)2 + (yi − yj)2 (3)
(clearly δij = δji).
The steps involved in the strategic evolution of the
network are as follows.
1. Start with a very sparse network of N systems
2. After a rewiring time of τ , check the value of δij at
very pair of nodes.
3. If δij > β, a chosen threshold, attach a link between
i and j by setting Aij = 1.
4. If δij < β, detach the link between i and j by set-
ting Aij = 0.
5. Repeat steps 2–4 after very time interval τ .
Thus in a way the matrix A itself is also co evolving
with the nodal dynamics. Here, the network is poten-
tially global, which means that, any neuron can get con-
nected to any other neuron, based only on the Euclidean
distance between them. The evolution is continued till
the network topology stabilises. In the next section, we
present the detailed analysis on the topological states of
the network that result from the evolution scheme intro-
duced.
III. ANALYSIS
The analysis is done numerically by using the param-
eters a = 0.95, ǫ = 0.01 such that the intrinsic dynam-
ics is periodic spiking. The typical reset time is cho-
sen to be τ = 10 while the coupling strength is var-
ied from K = 0 to K = 2 and the threshold is varied
from β = 0.1 to β = 1. For the numerical integration
of Eq. 2, we use Adams-Bashforth-Moulton predictor-
corrector method [30].
We consider ten FHN neurons in random topology
evolving under the strategy we have introduced. From
numerical integration of Eq. 2 starting from random
topology and random initial conditions, we find that,
for certain initial conditions the systems stabilize to a
2-clustered state for suitable values of coupling strength.
The time series from all the nodes for this state is shown
in Fig. 1. It is clear that five of the nodes are in synchrony
and are in anti phase with the remaining five nodes. Thus
this is a 2 cluster network with five nodes in each. As the
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FIG. 1. . Time series of the voltages xi of ten coupled
FitzHugh-Nagumo systems ( Eq. 2 ) showing 2-cluster state
for K = 1, τ = 10 and β = 0.2. In this case, both clusters
have 5 systems each. Here, the parameters of the individual
systems are kept at a = 0.95 and ǫ = 0.01.
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FIG. 2. A representation of the stable bipartite network.
Blue and red nodes form two different groups (clusters). Here,
both clusters have 5 nodes each. Note that there is no two
blue nodes ( and no two red nodes ) share a link and that all
pairs of blue and red nodes are connected.
network topology evolves with the system dynamics, it
stabilizes to a bipartite structure with nodes in different
clusters forming two groups. Due to the specific strat-
egy chosen, there is no connection among the nodes in
synchrony within a cluster while all pairs of nodes from
different clusters are connected. The resulting network
structure is shown in Fig. 2. The corresponding adja-
cency matrix is shown in Fig. 3. Here, black squares
represent ones and grey squares represent zeros. The
adjacency matrix is symmetric since we consider all con-
nections to be bidirectional.
We proceed with the numerical study by choosing large
number of different initial conditions and find that, differ-
ent types of bipartite networks (5 & 5, 4 & 6, 3 & 7, 2 &
8 and 1 & 9 ) are possible for different sets of initial con-
ditions in phase space. We use the term 2-cluster state
to refer to all these states collectively. There are also
some initial conditions that evolve into a single cluster
or a 1-cluster state, with all the systems in almost syn-
chrony and the resulting topology is a set of disconnected
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FIG. 3. Adjacency matrix corresponding to the bipartite net-
work shown in Fig. 2. Here, black squares represent ones and
grey squares represent zeros. The adjacency matrix is sym-
metric since we consider all connections to be bidirectional.
Note that rows 1,2,5,6 and 10 are similar and that rows 3,4,7,8
and 9 are similar. This corresponds to the cluster structure
seen in Fig. 2.
nodes. By almost synchrony we mean, as mentioned in
[13] the difference in the firing times of two systems is
less than ten % of their inter spike interval. These differ-
ent topological states therefore multi stable states of the
system.
To identify all the possible resultant network topolo-
gies, we first find the number of clusters( number of clus-
ters for a bipartite network is 2, for a tri-partite network
is 3 etc.) from the adjacency matrix as described below.
Then we find the number of systems in each cluster from
the total links in the evolved topology. As mentioned
above, the systems which are synchronized among each
other are not connected and the corresponding elements
in the adjacency matrix are zeroes (Aij = Aji = 0). Con-
versely, if Aij = 1 then, systems at nodes i and j are not
synchronized and thus, belong to different clusters. This
means that, the number of clusters in each topology can
be identified as the number of unique rows in the ad-
jacency matrix. For example, in the adjacency matrix
shown in Fig. 3, we find that there are only two unique
rows (or columns, since the matrix is symmetric) namely,
row-1 and row-3. All other rows are replicas of these two
unique rows. Thus, we identify the network represented
by the adjacency matrix shown in Fig. 3 as bipartite.
The 1-cluster can also be identified as the network with
number of links, M = 0.
As noted earlier, all pairs of nodes in different clusters
are connected to each other. Thus, the number of links
in a 2-clustered state of (1 & 9) can be estimated to be 9,
since the only node in the first cluster is connected to all 9
nodes in the second cluster, and no two nodes in second
cluster share a link. Similarly, (2 & 8) clustered state
has M = 16 links, (3 & 7) clustered state has M = 21
links, (4 & 6) clustered state has M = 24 links, and
(5 & 5) clustered state has M = 25 links. In the case
of 3-clustered states the number of unique rows in the
4adjacency matrix is found to be 3. The number of links
in a 3-cluster state of (1, 1 & 8) can be estimated to be
M = 17, since the only nodes in first two clusters make
one link with each other and 8 nodes each with the third
cluster. Similarly, (1, 2 & 7) clustered state has M = 23
links, (1,3 & 6) clustered state has M = 27 links, (1, 4 &
5) clustered state has M = 29 links, (2, 2 & 6) clustered
state has M = 28 links, (2, 3 & 5) clustered state has
M = 31 links, (2, 4 & 4) clustered state has M = 32
links and (3, 3 & 4) clustered state has M = 33 links.
Thus, each resultant topology can be identified from the
number of unique rows in the adjacency matrix and the
number of links.
IV. TOPOLOGICAL FIXED POINTS
As we have noted earlier, we find our method results in
multi stable topological states depending on their initial
states. It is to be noted that by initial state we mean
both the starting topology and the initial conditions in
phase space for the nodes. The number of systems in each
cluster or the variety of possible clusters also depends on
initial starting states. To establish the multi stability
and to get a comprehensive picture of stabilised topolo-
gies, we consider 1000 realisations of the nodal states
and evolve them based on the method described in the
previous section. For each stable 1-cluster and 2-cluster
topology, we calculate the frequency of occurrence de-
fined as, Frequency = number of occurrences of a certain
topology/Total number of initial conditions. This can be
understood as the probability of occurrence of each sta-
ble topology. This result is used to plot the histogram
shown in Fig. 4. The parameters are chosen as K = 2.0,
β = 0.2 and τ = 10. Here the red line at M = 0 corre-
sponds to 1-cluster state with 0 links while the green lines
correspond to different 2-cluster topologies. We find that
the 1-cluster state has the maximum frequency of occur-
rence for this set of parameters, while the 3-cluster state
does not stabilise. We identify the various 2 cluster states
from the number of links M . Thus green line at M = 9
corresponds to bipartite cluster(1,9), that at M = 16
corresponds to (2, 8), at M = 21 to (3, 7), at M = 24
to (4, 6) and at M = 25 to (5, 5) cluster. We repeat
the analysis for a smaller value of the coupling strength
and see that, then 3-cluster states are also present in ad-
dition to 1-cluster and 2-cluster states. The dynamics
in these clusters is phase locked with each other. A his-
togram showing the frequency of occurrence of 1,2 and
3 clustered state for K = 0.2 is given in Fig. 5. Here
we choose red line at M = 0 to represent 1-cluster state
with 0 links. The green lines in the figure correspond to
different 2-cluster topologies and blue lines to various 3
cluster states. We find that, the 2-cluster state with 2
& 8 nodes has the maximum frequency of occurrence for
this set of parameters. Green line at M = 9 corresponds
to (1 & 9) cluster. The various possible clusters within
the 2 cluster and 3 cluster topologies can be identified in
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FIG. 4. . Frequency of occurrence of each network topol-
ogy for a net work of ten FHN systems. The parameters are
chosen to be K = 2.0, β = 0.2 and τ = 10. Red line at
M = 0 corresponds to 1-cluster state with 0 links. Green
lines correspond to different 2-cluster topologies. For details,
see text.
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FIG. 5. . Frequency of occurrence for each network topology
for N = 10. The parameters are chosen to be K = 0.2,
β = 0.2 and τ = 10. Red line at M = 0 corresponds to 1-
cluster state with 0 links. Green lines correspond to different
2-cluster topologies and blue lines to various 3 cluster states.
For details of various possible sub types in 2 and 3 clusters,
see text.
the figure as follows: Green lines at M = 16 corresponds
to (2 & 8) cluster. Green line at M = 21 corresponds to
(3 & 7) cluster. Green line at M = 24 corresponds to (4
& 6) cluster. Green line at M = 25 corresponds to (5 &
5) cluster. Blue line at M = 17 corresponds to (1, 1 &
8) cluster, at M = 23 corresponds to (1, 2 & 7) cluster,
at M = 27 corresponds to (1,3 & 6) cluster, at M = 28
corresponds to (2, 2 & 6) cluster, M = 29 corresponds
to (1, 4 & 5) cluster, at M = 31 corresponds to (2, 3 &
5) cluster, at M = 32 corresponds to (2, 4 & 4) cluster
and at M = 33 corresponds to (3, 3 & 4) cluster. Thus
we see that the network settles to different final topolo-
gies depending on parameter values, coupling strength
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FIG. 6. A representative figure showing the topological fixed
points. Here the number of links M is plotted against time
for a network of ten FHN neurons at coupling strength K = 1
and reset time τ = 10. The value of β is chosen to be 0.5.
Note that the time is shown in units of reset time, τ .
and initial conditions. We refer to these as topological
fixed points of the system since the network settles to a
final topology which does not change further with time.
To identify stable fixed-point topologies, we evolve the
coupled system from 1000 different initial conditions, for
500×τ time steps. The data for the first 300×τ time steps
is neglected as transients. We take the time-average and
the standard deviation of M for each realization. If the
standard deviation, sdM < 0.1, we consider the topol-
ogy to be a topological fixed point. We mention that the
fixed point nature is in the topology and not in the nodal
dynamics since even in the final state, the nodes in the
topological fixed point will have dynamics as given by
Eq. 2. The number of links in the different fixed point
topologies remains constant in time. This is clear from
Fig. 6, where we plot the number of links at different
reset times.
However we find that while most of the 1000 initial
conditions get stabilized to a 1-cluster or 2-cluster state,
there are a few remaining initial conditions that do not
stabilise to any fixed point topology. Among them, es-
pecially for larger values of β, we find an interesting be-
haviour of switching between topological states. This is
illustrated in Fig. 7 by plotting the number of links as a
time series against the rest times for β = 1.
To further establish the stability of the observed topo-
logical fixed points, we start the numerical integration of
Eq. 2 from a random network of ten FHN neurons for
the set of parameter values K = 2, β = 0.5 and τ = 10.
After 5000 time steps (500 resets), we find that the sys-
tem gets settled to a topological state, either a 1-cluster
or 2-cluster state. To test the stability of this resultant
topology, we disturb one link of the resultant topology
ie. we choose a link at random and if the element cor-
responding to that link in the adjacency matrix is one,
we change it to zero and vice-versa. Then the system
is evolved for some more time and we see that, the sys-
tem goes back to its original topology in one or two reset
times. We repeat the analysis for a different values of
τ = 1 to confirm that the topology is stable against ran-
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FIG. 7. Number of links M against time for a network of ten
FHN neurons for β = 1. The other parameters are kept fixed
at the values given in Fig. 6. Here also, the time is measured
in units of reset time, τ . We see that the topology switches
between a 1-cluster state of no connections (M = 0) and a
bipartite state (M = 24).
dom perturbations.
The results presented so far are done considering a ran-
dom initial topology. To study whether the initial topol-
ogy affects the results, we repeat the numerical analysis
with different starting topologies. For example, we start
from 5 & 5 bipartite cluster with K ≤ 0.4 and β = 0.1
and get single cluster (M = 0) and various 2-clusters
and 3-clusters as final topologies. This is repeated with
all-to-all connected topology and 1-clustered (M = 0)
topology as initial states, and still they end up in multi
stable topological states.
V. ROLE OF NODAL DYNAMICS AND
PARAMETERS
To check whether the results seen are the effects of the
intrinsic dynamics of the systems or the strategy, we con-
sider ten FitzHugh-Nagumo systems in all-to-all coupled
topology and let them evolve for 5000 time units with out
applying the strategy discussed above. We find that, for
sufficiently large coupling strengths (K ∼ 1), depending
on initial conditions, synchronized states where all sys-
tems are in one cluster and clustered states where systems
divide themselves into two clusters can happen. We find
qualitatively similar results for the simulations starting
with random network topologies. Though the two clus-
tered state coexisting with the fully synchronized state
seems counter intuitive similar results has been reported
in the case of two coupled Lorenz systems [31].
We next consider the limiting case of two systems. In
this case also, depending on initial conditions, the two
systems can evolve into in-phase or anti-phase states. We
further study the evolution of these two systems in the
presence of the strategy discussed above. The parameter
plane τ–β showing regions of synchronization is shown
in Fig. 8. In this case, we increase the value of τ from
0.01 to 10 in steps of 0.01 and β from 0.1 to 4 in steps
of 0.1. For each pair τ and β, we plot the Euclidean
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FIG. 8. Regions of synchronization in the parameter plane τ–
β for two strategically coupled neurons. For each pair τ and
β, we plot the Euclidean distance δ12 between two neurons as
colour coded plot.
distance δ12 between two neurons as colour coded plot.
Blue regions ( δ12 ∼ 0 ) thus correspond to synchronized
states. The coupling strength is kept fixed at K = 1.
Initial conditions are x1 = −1.779796,y1 = −0.820021,
x2 = −1.965043 and y2 = 0.527263. We have verified
that, starting from this set of initial conditions, the sys-
tems do not get synchronized in the absence of strategic
evolution. This means that, by properly choosing the
parameters β and τ , the systems can be driven from one
topology of anti phase state to the other of in phase state.
Hence, we infer that both the intrinsic dynamics and the
strategic evolution have a role in stabilizing the topolog-
ical states of the system.
We investigate further the role of the most relevant
parameters like K, β and τ in the outcome of stabilised
topology. For this we do the full analysis for different val-
ues of K and β by keeping τ = 10. We find that in gen-
eral the relative frequency of occurrence for each topology
varies for different values of parameters. The change in
frequency of 1-clustered state for increasing K is shown
in Fig. 9. We see that for all curves, the frequency of
occurrence increases as K is increased. Similarly, we il-
lustrate this for the 2 cluster state for the specific case
of 5, 5 cluster in Fig. 10. Similar curves are obtained for
other 2-clustered states. We infer that as K increases,
the frequency of occurrence of 2 cluster state decreases.
We study the effect of varying β on stabilisation of
topologies. For this we compute the fraction of all the
stable fixed point topologies for different values of β. In
Fig. 11, we plot this fraction for increasing values of
β. We see that, for very small value of β (β = 0.1),
more than half of the initial conditions leads to unsta-
ble topologies. As β is increased, the fraction of stable
topologies is found to increase. We repeat the analy-
sis for different values of coupling strength in the range
K = 0.1–K = 2 and different values of reset times
(τ = 10, τ = 1 and τ = 0.01) and the results are in-
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FIG. 9. . Frequency of occurrence of 1-cluster state for
increasing values of coupling strength. Different curves cor-
respond to different values of β. In all cases, the frequency
increases as K is increased.
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FIG. 10. Frequency of occurrence of 5, 5 cluster for in-
creasing K. Curves of different colours correspond to differ-
ent values of β. The frequency decreases for higher values of
coupling strength. For β = 1.0, this cluster occurs only for
K ≤ 0.7.
corporated in Fig. 11. It is interesting to note that, there
is an optimal range of β, from 0.2 to 0.7, where most of
the initial conditions lead to topological fixed points as
the frequency of stable topologies reaches almost 1.
VI. CONCLUSIONS
Dynamic neuronal networks form an important
paradigm of increasing importance in brain research, es-
pecially related to the functional analysis of biological
neuronal networks. Often in such contexts it is impor-
tant to study the temporal dynamics in relation to spa-
tial patterns. Here we present a very simple evolutionary
strategy that can utilise the mutual effect of spatial and
temporal factors to stabilise a particular topology in the
network. The dynamic evolution studied is based on a
rewiring scheme derived from local information on the
co-performance of adjacent nodes. We find this facili-
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FIG. 11. Fraction of stable fixed point topologies for increas-
ing values of β. Here, we have considered N = 10 neurons.
Red triangles represent τ = 10, green circles represent τ = 1
and blue squares represent τ = 0.01. For the τ = 0.01 case,
the analysis is done only for β ≤ 0.6. Different points of
the same colour represent different coupling strengths in the
range 0.1–2 increased in steps of 0.1 for both τ = 10 and τ = 1
cases. For τ = 0.01 case, the coupling strength is increased
in steps of 0.5 in the range 0.5–2.
tates the formation of bipartite structure with two phase
locked clusters in addition to a prevalent single cluster.
We analyse the probability of occurrence of different pos-
sible bipartite topologies in a given network for specific
chosen values of the parameters. Considering the rele-
vant parameters involved in the process as β, τ and K,
we study in detail the effect of varying them on the final
stabilised topology. Some of the important results and
conclusions are given below.
For large value of K, the single cluster is mostly pre-
ferred, while smaller values of K lead to bipartite and
even tripartite topologies. For large value of the thresh-
old β, switching between topologies occur. There is an
optimal range of β in which almost all initial conditions
lead to topological fixed points. The dynamics at the
nodes has a role to play in the evolution of fixed topol-
ogy. In a network of same systems without any strategy
also phase locked clusters are possible. What the strat-
egy does is to drive the network to a stable topology
and keep it there without any links within a cluster. In
the limiting case of two systems, we find the strategy
can change anti-phase to in-phase and vice versa. This
means strategy can induce a tendency to settle to definite
topologies. Conceptually, we feel the topology to which
the network stabilises is similar to stable fixed point in
dynamical systems. Accordingly, we establish the stabil-
ity by considering small perturbations from the stable or
fixed point topology. Even though multi stability for dy-
namical states have been reported for networks and other
coupled systems, to the best of our knowledge, this is the
first time multi stability in topology is studied in detail.
The homogeneous model of network studied to estab-
lish the growth of phase locked clusters may not capture
all the complexities of neuronal dynamics or real world
networks. However, it opens up the possibility of keeping
the emergent state of a network in synchronization with-
out any instantaneous links between their nodes but by
keeping a strategy alive. Also the state is really robust
since the moment small perturbations or noise arise due
to external effects etc. the strategy will become active
and change topology accordingly to retain the synchro-
nization. This need based re wiring can be optimised for
minimum energy expenditure in engineering systems or
real world networks with possible biological justifications.
Emergence of bipartite structure is interesting and is
concurrent with the presence of motifs with fan like struc-
ture in the network. Usually bi partite networks are con-
sidered in relation to two different types of nodes. Here
we show how bipartite nature emerges by dynamic evolu-
tion from a single type of nodes. This can be considered
as an extreme case of the conventional bi partites.
It is well established that self organised structures can
emerge from a collection of interacting elements. The
study reported here confirms that a strategy based dy-
namic evolution can drive the system to definite struc-
tures and stabilised topologies. Thus this provides one
more instance that the co-evolution of dynamics and
topology can naturally determine the network properties.
We are aware that the procedure reported here needs fur-
ther extensions to make it strictly applicable to real world
situations. One way to do this is to introduce a proba-
bility in making and breaking of connections. The work
related to these issues is already in progress and will be
reported elsewhere.
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