Introduction
Let π and π ′ be two unitary cuspidal representations of GL m (A Q ) with restricted tensor product decompositions π = ⊗ ν π ν and π ′ = ⊗ ν π ′ ν . The strong multiplicity one theorem asserts that if π ν ≃ π ′ ν for all but finitely many non-archimedean places ν, then π = π ′ . This theorem was proved in the 1970's for GL 2 by Casselman [C] , and for general GL m by Shalika [Sh] , Piatetski-Shapiro [PS] , and Gelfand-Kazhdan [G-K] , each independently. Their representation theoretic proofs made essential use of the uniqueness of the local Whittaker models at the finite places ν for which π ν ≃ π ′ ν , coupled with the strong approximation theorem at the remaining places.
Much more can be said however about the extent to which agreement of local factors on a suitable subset of the primes determines global equality. By working analytically with associated L-functions, one can show in fact that a finite (non-lacunary) subset of the primes suffices [Mor] , and that the cardinality of this set depends explicitly upon the analytic conductors of the given representations. Moreno [loc. cit.] demonstrated a polynomial dependence upon the analytic conductor in the case when m = 2; that is, he showed the existence of an (inexplicit) positive constant A such that
where C is the maximal analytic conductor. For greater m however, the upper bound he obtained was very poor, being exponential in the conductor. The truth of the matter is supplied by the Riemann Hypothesis, under the assumption of which the appropriate upper bound should be a small power of log C. In this paper, we derive for any m ≥ 2 an explicit positive constant A, depending only upon m, such that statement (1) holds. As in [Mor] , the idea of the proof is to examine closely the analytic properties of the one L-function which combines the combinatorial data of both π and π ′ , the Rankin-Selberg convolution. The function L(s, π ×π ′ ) distinguishes π from π ′ by its residue R at the point s is not zero. Any such lower bound as R ≥ X would quantify the so-to-speak rigidity of ∆(s) at s = 1. On the other hand, the supposition that π p ≃ π ′ p for all p ≤ Y , by tending to equate π with π ′ , would quantify the near triviality of ∆(s) away from s = 1. These two properties oppose each other. In Theorem 2.3, we give a lower bound X in terms of the analytic conductor C. Then, in Theorem 4.2, we use smooth smooth sums of the L-series coefficients over all integers, rather than over primes as in [Mor] , to pit the variable X against Y . By doing so, we find an expression for Y in terms of C that forces a contradiction to the faulty assumption that π = π ′ . The results of this paper generalize the fact that for any two holomorphic newforms, if the first few Hecke eigenvalues are equal, then the two forms themselves are equal. This can be demonstrated through the Riemann-Roch theorem (see, for instance, [Mi] ), which gives roughly the same power of the conductor as we do here. Moreover, a similar result holds for any two complex m-dimensional Galois representations ρ and ρ
Thus, without yet knowing the full functorial correspondence between automorphic and Galois representations, we now have the same quality bound for distinguishing the objects of each category.
A word on notation: we use the symbol f (x) ≪ P g(x), for complex-valued f and positive real-valued g, to mean that there exists a constant C, depending only on the parameters P, such that |f (x)| ≤ g(x) as long as x ≥ C. In later versions of this paper, all constants will be made explicit.
The General Method

Dirichlet series with non-negative coefficients
We introduce in this section a certain class of Dirichlet series with bivariate Euler product, having non-negative coefficients and prescribed analytic properties. It is precisely to these series that the main theorem, Theorem 2.3, will be applied. We include here as well a useful result on the size of certain of its coefficients.
We shall consider Dirichlet series
which are absolutely convergent on some right half-plane ℜ(s) ≫ 1 and normalized so that b(1) = 1. We say that D(s) has non-negative coefficients if b(n) ≥ 0 for all n. Dirichlet series with positive coefficients may be constructed in many ways, but in this paper, we shall be concerned only with those produced by self-dual Euler products. We say that D(s) has a self-dual Euler product of degree m 2 if, within the region of absolute convergence, D(s) may be written as a product over all primes of Q,
where, for all but a finite number of primes p, there are m complex parameters α 1 (p), . . . , α m (p) that define each local factor
Finally, we say that D(s) has nice analytic properties if there exists a set µ of m complex parameters µ 1 , . . . , µ m to be placed in the product
in such a way that the completed function Λ(s) = G µ (s)D(s) is meromorphic on the entire complex plane with no poles ouside of s = 1, is bounded on vertical strips, and satisfies a functional equation
The positive integer N D is the arithmetic conductor, and the unitary complex number κ is the root number of D(s). The quantity C D (s), defined as
is the analytic conductor of D(s) introduced in [I-S] . It combines both the archimedean and non-archimedean parameters present in the definition of D(s).
By separating variables in the expansion for self-dual Euler products D(s) of degree m 2 , we can deduce a uniform lower bound for m-th power coefficient at a prime p. As references for the symmetric algebra in this section, one should consult both [B] and [Mac] . 
Then for each prime p, there is the following bound on the m-th power coefficient:
Proof: By the multiplicativity on coprime integers of the b(n), we may write
For any partition λ = (λ i ), denote the by l(λ) the number of non-zero parts λ i , called the length of λ. Let s λ (p) be the Schur polynomial in the m variables α 1 (p), . . . , α m (p) associated to the partition λ of length less than n. That is,
Now the set of partitions λ such that n(λ) = k is in one-to-one correspondence with P k , the set of partitions of k. Since for k ≤ m − 1, the condition ℓ(λ) ≤ m − 1 appearing in the summation imposes no restiction on λ ∈ P k , the coefficients b(p k ) in (5) for such k take the form
To collect the terms contributing to b(p m ), we remark that
Call this set P * m−1 . Then the p m -th coefficient is
from which we glean the useful fact that b(p m ) ≥ 1.
A lower bound on b(n)
Let D(s) be a Dirichlet series which, in the terminology of section 2.1, has positive coefficients, a self-dual Euler product, and nice anayltic properties. We now consider a smooth sum of the coefficients of D(s) over all integers prime to N. We shall take as our smoothing function any
where Y is a large parameter, the length of the sum. Since the coefficients b(n) and F itself are non-negative, it follows that 1 ≪ S(Y ). The following lemma uses equation (4) 
Proof: As the coefficients b(n) are non-negative, the sum S F (Y ) can be truncated diadically, away from the bump in F , to give
The summing set, now finite, can be furthermore thinned to include only those integers which are m-th powers of primes -that is,
The last inequality in (9) follows from equation (4) and the fact that
The statement of the lemma is now a consequence of the Prime Number Theorem, which says that there are about 
A lower bound on the polar part of D(s)
Then there is a lower bound
is an entire function with rapid decay in vertical strips. From the Mellin inversion formula it follows that
The absolute convergence of D(s) beyond σ = 1 allows us to switch the order of the sum and integral to obtain
By assumption, the integrand in (10) is bounded in vertical strips. The principle of Phragmen-Lindeloff thus allows the contour of integration to be shifted to the left, while picking up all residues of the integrand. At s = 1, the residue is
Placing our contour at the line σ = −k + 1/2 for k ≥ 1, the resulting integral is
To unfold the dependence of I k (Y ) upon C D , we dualize using the functional equation of D(s). This produces
Since, by Stirling's asymptotic formula for the Gamma function,
we have the following asymptotic bound for the Gamma quotient appearing in (12):
We take the absolute value of I k (Y ), and use the bounds in equation (13), noting the rapid decay in t of the integrand, to obtain
We pit the lower bound in Lemma 2.2 against the two upper bounds of equations (11) and (14) to obtain
If k is taken large enough with repect to ǫ and M, then the length Y = C D (1) 1+ǫ is enough to force the positive term in the difference of (15) to dominate the negative term. Substituting in this length then gives the theorem.
Application to Standard and R-S L-functions
Preliminaries on L-functions
Let π be a cuspidal representation of GL m (A Q ) with unitary central character ω π . There is a decomposition π = ⊗ ν π ν over all places ν of Q as a restricted tensor product. To every finite place ν = p, there is an associated an array of m complex parameters α 1 (p), . . . , α m (p), and to the infinite place ν = ∞, a set µ comprising the parameters µ 1 , . . . , µ m , out of which one may define local L-functions
The finite part of the global L-function
may be written as a Dirichlet series by expanding each factor:
By Rankin-Selberg theory, the series L(s, π) converges absolutely on the right half plane ℜ(s) > 1; it extends to an entire function by including the infinite place in the product
This complete L-function Λ(s, π) satisfies a functional equation
where N π is a positive integer, called the arithmetic conductor, and κ π ∈ S 1 , the root number of π. The analytic conductor of π is defined as
Now let π and π ′ be two cuspidal representations of GL m (A Q ) and GL n (A Q ), respectively. Denote by ω π and ω π ′ their central characters, which we assume to be unitary. By definition, on the right half-plane
is the finite part of the Rankin-Selberg product L-function. We complete L(s, π × π ′ ) at the infinite place by setting
This function Λ(s, π × π ′ ) satisfies a functional equation
and defines a meromorphic function on the complex plane. The unitary complex number κ π×π ′ is the root number, and the integer N π×π ′ is the arithmetic conductor of L(s, π × π ′ ). If µ 1 , . . . , µ n and ν 1 . . . ν m are the parameters at infinity of π and π ′ , respectively, then the analytic conductor of L(s, π × π ′ ) is defined as
Lower Bounds at s = 1 of automorphic L-functions
We shall now use Theorem 2.3 to bound from below the value at s = 1 of the Lfunction of an arbitrary cusp form π on GL m . To deduce a lower bound on L(1, π) from Theorem 2.3, the auxillary Dirichlet series D(s) should have its polar part proportional to L(1, π). This is achieved as soon as the pole of D(s) at s = 1 has order equal to the power to which L(s, π) (or L(s,π)) divides D(s). (See [Sa] for an informal disussion of the relation of this problem with the method of De la Vallée Poussin.)
To measure the quality of this bound, we apply it to GL 1 and compare it to the best effective bound currently available. Recall that if χ is a quadratic character of the idele class group of Q, with modulus q, then Dirichlet's class number formula implies that
Now if we apply Theorem 2.3 to
, which has a self-dual Euler product, then the ensuing lower bound is the much poorer
One can therefore think of our result as an interpolation of this bound (17) to arbitrary GL m . Through an alternate construction of a positive Dirichlet series, one may rederive Dirichlet's lower bound (16) (with an ǫ weakening in the exponent) by applying the basic technique of the proof of Theorem 2.3. More precisely, if we set
then D(s) has positive coefficients, an Euler product of degree 2, and a simple pole at s = 1 with residue L(1, χ). In addition, its coefficients satisfy the property that b(p 2 ) ≥ 1 for every prime p not dividing the modulus q, from which it follows that equation (8) 2 . This is true even if we assume that π is self-dual, and that we have some control over the size of the coefficients via the Ramanujan conjecture. If a positive Dirichlet series D(s) could be formed which had polar part proportional to L(1, π) and degree Euler product m + 1, as in the above paragraph for m = 1, then an improvement to positivity similar to Lemma 2.2 could be proven with the effect of interpolating the class number bound (16). To the best of our knowledge, however, the power of the conductor we obtain in each of the following theorems is optimal for the method.
A result similar to Theorem 3.1 was proved in [CMP] using essentially the same techniques. Their result differs in that they work with Selberg class L-functions under the assumption of the Ramanujan conjecture, and express their bound using both the conductor of π as well as that of the tensor product of π with itself. The latter is simply due to their paper predating the bound of Bushnell-Henniart [BH] on the size of the the conductor of a Rankin-Selberg product in terms of the conductors of its constituent representations. It should also be noted that the only interesting cases of the following theorem are for π self-dual and m ≥ 3; for all other π, HoffsteinRamakrishnan [HR] have proved the non-existence of the Siegel zero. 
π) has no zeros in the region
Remark 3.2. The power of 7m/3 appearing in the exponent proceeds, in part, from the Jacquet-Shalika bounds [JS] on the eigenvalues. If we assume the Ramanujan conjecture, then the portion of the exponent which derives from this bound is swallowed into the ǫ to give
Hope is given by Iwaniec's method [I] for proving upper bounds of type ≪ C π (1 + iτ ) ǫ for standard L-functions that the same could be done for Rankin-Selberg L-functions, without recourse to the Ramanujan conjecture. This is still an open problem.
Proof: We first prove part (b) of the theorem, under the assumption of part (a). Without loss of generality, we may restrict ourselves to the case when τ = 0. Let β denote the first real zero of L(s, π) to the left of 1. Then we have
for some β ≤ σ 0 ≤ 1, by the mean value theorem. We apply the convexity bound on the half-line L(σ 0 , π) ≪ C π (1) 1/4 on the right, and the bound from part (a) on the left, to obtain part (b).
We now prove part (a). Fix a real number τ and consider the isobaric sum Π(τ ) = 1 ⊞ π ⊗ α iτ , where α = |det|. By the general result of Hoffstein and Ramakrishnan [HR] ,
is a Dirichlet series with non-negative coefficients. The Euler product for D(s; τ ) is of degree (m + 1) 2 and contains L(s + iτ, π) as a factor, for we have
The function D(s; τ ) is a nice Dirichlet series having a degree-(m + 1) 2 bivariate selfdual Euler product. Its functional equation, and hence its analytic conductor C D , is the product of those of its L-factors. Now by a theorem of Bushnell and Henniart [BH] , we know that
Since m ≥ 2, we have the following bound on C D (1):
We expand D(s; τ ) as a Laurent series
Theorem 2.3, together with the bound in (21), gives
Since L(s + iτ, π) and L(s − iτ,π) are entire functions, and, by Landau's lemma, do not vanish on the line σ = 1, we calculate
and
where γ is Euler's constant, and
In both equations (23) and (24), we made use of the fact that
To obtain the lower bound of the theorem, we need to supply upper bounds for (23) as well as all quanities in brackets in (24). For L(1 + iτ, π) itself, Iwaniec (when m = 2 in [I] ) and Molteni (for any m in [Mol] ) have obtained upper bounds of the form L(1 + iτ, π) ≪ C π (1 + iτ ) ǫ . To obtain upper bounds for R −1 and R 0 , we argue as follows. For cusp forms on GL m , Jacquet and Shalika [JS] prove that |α(p)| ≤ p 1/2 . The coefficients in the Dirichlet series L(s, π ×π) = A(n)n −s therefore satisfy A(n) ≪ n 1+ǫ , so that A(n)n −s converges absolutely on the right half plane ℜ(s) > 2. This then affords the bound
On the other hand, by the functional equation for L(s, π ×π), we know that
By the Phragmen-Lindeloff convexity principle applied now to both (s − 1)L(s, π ×π) and (s − 1) 2 L(s, π ×π), we have
By the bound in (20), this implies that
The theorem then follows by combining equations (22) and (25).
Lower Bounds at s = 1 for Rankin-Selberg Products
We now extend the techniques of Section 3.2 to include Rankin-Selberg L-functions. Upon inspection, the success of Theorem 3.1 required a knowledge of the analytic properties of the Rankin-Selberg product L-function of the given representation with its contragredient, as is evidenced by that function's involvement in the definition (19) of D(s). But when the given representation is already a tensor product, such a D(s) fails to be of use. One of its factors would necessarily be a "quadruple product" Lfunction, the analytic properties of which are far from being penetrable, nor is it even expected to have a simple pole at s = 1. Through a construction of an alternative D(s), however, we may carry out the same procedure as before to give lower bounds at s = 1 for Rankin-Selberg products L(s, π × π ′ ), where π =π ′ . This amenability of the general method outlined in section 2 to Rankin-Selberg products is the primary innovation of this paper. 
ǫ were available, the above theorem would simplify to
Proof: We first prove part (b) of the theorem, assuming part (a). Without loss of generality, we may restrict ourselves to the case when τ = 0. Let β denote the first real zero of L(s, π × π ′ ) to the left of 1. Then we have
for some β ≤ σ 0 ≤ 1, by the mean value theorem. We apply the convexity bound on the critical line
on the right, and the bound from part (a) on the left, to obtain part (b). We now prove part (a). Fix a real number τ and consider the unitary isobaric sum Π(τ ) = π ⊗ α iτ ⊞π ′ ⊗ α −iτ , where α = |det|. Then, by the lemma of HoffsteinRamakrishnan [HR] , the L-series (26) has non-negative coefficients. Now D(s) has a degree -(m + n) 2 Euler product which can be factored as
The analytic conductor C D (s) is essentially the product of those of its factors. We apply the bound of Bushnell and Henniart [BH]
to obtain
. (28) (The power of the archimedean component has been weakened, for the sake of concision, by the last inequality above.) We expand D(s; τ ) as a Laurent series
Theorem 2.3 and the inequality of (28) together imply
For convenience, set
Since both L(s + 2iτ, π × π ′ ) and L(s − 2iτ,π ×π ′ ) are well-defined and, by Landau's lemma, non-zero on the line σ = 1, we see immediately that
and that
Using the bound |α(p)| ≤ p 1/2 for the eigenvalues of a GL n cusp form proved by Jacquet and Shalika [JS] , along with the convexity argument as in the proof of Theorem 3.1, we conclude that, for i ∈ {−1, 0},
From (27), we have
The theorem again follows upon combining (29) and (30) and taking τ → τ /2.
Effective strong multiplicity-one
We begin this section with what is, in a sense, the primary application of Theorem 2.3. It gives a lower bound on the residue at s = 1 of the Rankin-Selberg L-function of a cusp form with its contragradient. Using this lower bound, we implement the heuristic outlined in the introduction and deduce an effective multiplicity one result. 
Proof: The theorem follows from a direct application of Theorem 2.3, with D(s) = L(s, π ×π), and the upper bound C D (1) ≤ C π (1) 2m of equation (20).
and C π ′ (s) be their respective analytic conductors and denote
Remark 4.3. If an upper bound of the type L(1, π ×π ′ ) ≪ C(1) ǫ were known, the bound in (32) would simplify to
Proof: We shall assume that π = π ′ and force a contradiction. Let us denote the finite part L-functions of π and π ′ as
To distinguish between π and π ′ , we examine the following Rankin-Selberg convolutions:
The two Rankin-Selberg series are told apart by their analytic behavior at a special point: L(s, π ×π) has a simple pole at s = 1, whereas L(s, π ×π ′ ) is holomorphic at s = 1. The proof of the theorem opposes this distinction with the agreement of coefficients implied by hypothesis (32). This hypothesis on the local representations means that the local Satake parameters α 1 (p), . . . , α m (p) of π and β 1 (p), . . . , β m (p) of π ′ agree for all primes p within the range of (32). In particular, there are equalities a(n) = b(n) and ω π (n) = ω π ′ (n), and hence A(n) = B(n), for all integers n within the same range.
We set as our test function any non-negative F (x) ∈ C (13), we get
Moreover, by Theorem 3. On the other hand, under the hypothesis that A(n) = B(n) for all n ≪ Y 1+ǫ , the sum ∆(Y ) decreases rapidly with Y , uniformly in C(1), as an integration by parts would show. We have therefore a contradiction, under the hypothesis that A(n) = B(n) for all n ≤ C(1) 25 3 m−4+ǫ for any ǫ > 0.
Remark 4.4. The condition of Theorem 4.2 that the first few local components be isomorphic could have been expressed as an equivalence of the first few L-series coefficients. In fact this latter condition can be relaxed to only an approximate equivalence, where the difference between the first few coefficients is bounded by some expression in the conductor. By expanding the last paragraph of the above proof, one can show that, if a(n), b(n) are the L-series coefficients for π and π ′ , then in order for π = π ′ it suffices to require |a(n) − b(n)| ≪ 1 C(1) 1+ǫ for n ≪ C(1)
This relaxation is essential for comparing automorphic forms whose coefficients are not algebraic, as is believed to be the case for Maass wave forms.
