Abstract-Defect prediction is a very meaningful topic, particularly at change-level. Change-level defect prediction, which is also referred as just-in-time defect prediction, could not only ensure software quality in the development process, but also make the developers check and fix the defects in time. Nowadays, deep learning is a hot topic in the machine learning literature. Whether deep learning can be used to improve the performance of justin-time defect prediction is still uninvestigated.
I. INTRODUCTION
To improve software quality, much effort is invested to the process of testing and debugging. However, in most cases, developers usually have limited resources and tight schedules, and thus could not pay too much effort to such process. Defect prediction techniques are proposed to help prioritize software testing and debugging; they can recommend software components that are likely to be defective to developers. Much research has been done on defect prediction; these techniques construct predictive classification models built on features such as lines of code, code complexity and number of modified files [2] , [3] , [4] . Prior studies mainly focus on predicting defects at coarse granularity level, such as file, package, or module [4] , [5] , [6] .
In recent years, several research studies propose just-intime defect prediction techniques that are able to predict defective changes (i.e., commits to a version control system) [1] , [7] . Just-in-time defect prediction is more practical because it can not only ensure software quality in the development process, but also make the developers check and fix the defects just at the time they are introduced. The advantage of just-in-time defect prediction includes: (1) it leads to smaller amount of code to be reviewed because only individual changes (rather ‡ Corresponding author. than entire files or packages) need to be reviewed [8] ; (2) it leads to an easier assignments of developers to fix bugs because we can easily identify the authors of the changes that introduce defects. In a recent work, Kamei et al. perform a large-scale empirical study on just-in-time defect prediction, and propose the usage of the logistic regression algorithm to build a prediction model [1] .
Deep learning is one of the most promising area in the machine learning literature [9] , and it is adopted in many research areas and proves to be very effective, particularly in image processing [10] and speech recognition [11] . However, whether deep learning could be used to improve the performance of just-in-time defect prediction is still uninvestigated. In this paper, to bridge this research gap, we propose an approach named Deeper to address the just-in-time defect prediction problem by leveraging deep learning techniques. Deeper contains two phases: a feature selection phase and a machine learning phase. In the feature selection phase, we extract a set of expressive features from an initial set of basic features by leveraging Deep Belief Network [9] . In the machine learning phase, we build a classifier based on the selected features.
To evaluate Deeper, we use two widely used metrics which were also used to evaluate the approach proposed by Kamei et al. [1] : cost effectiveness [12] , [13] , [14] , [15] , and F1-score [7] , [12] , [16] , [17] . Cost effectiveness evaluates prediction performance considering a given cost threshold, e.g., a certain percentage of code to inspect. For example, when a team has limited resources to inspect potentially buggy lines of code, it is crucial that by manually inspecting the top percentages of lines that are likely to be buggy, developers can discover as many bugs as possible. We measure cost effectiveness as the percentage of bugs that can be discovered by inspecting the top 20% LOC based on the confidence levels that a change classification technique outputs (PofB20) [3] , [1] . In addition, we also evaluate our method using the F1-score [7] , [12] , [16] , [17] , which is a summary measure that combines both precision and recall. F1-score is a good evaluation metric when there is enough resources to inspect all predicted buggy changes. A higher F1-score means that a method can detect more buggy changes.
We have performed experiments on 6 large-scale software projects from different communities, i.e., Bugzilla, Columba, JDT, Platform, Mozilla, and PostgreSQL, containing a total of 137,417 changes. We compare our approach with the approach proposed by Kamei et al. [1] . The experimental results show that on average across the 6 projects, Deeper can discover up to 39.96% more bugs than the Kamei et al's approach (58.09% versus 18.13% for Mozilla). In addition, Deeper can achieve F1-scores of 0.22-0.63, which are statistically significantly higher than those of Kamei et al.'s approach on 4 out of the 6 projects.
The main contributions of this paper are: 1) To our best knowledge, it is the first time deep learning is used to improve the performance of just-intime defect prediction. We propose a novel approach Deeper which leverages a Deep Belief Network to achieve a better performance. 2) We compare our method with Kamei et al.'s approach on 6 large software projects. The experiment results show that our method can achieve a better performance than Kamei et al.'s approach.
The rest of our paper is organized as follows. Section II introduces the background and motivation of our work. Section III presents the overall framework of our approach and elaborates the techniques that we use in our approach. Section IV describes our experiments and the results. Section V discusses the related work. Conclusion and future work are presented in the last section.
II. BACKGROUND
In this section, we first introduce the basic concepts of justin-time defect prediction in Section II-A. Next, we present the motivation of using deep learning in Section II-B.
A. Just-in-time Defect Prediction
Just-in-time defect prediction aims to predict if a particular file involved in a commit (i.e., a change) is buggy or not. Traditional just-in-time defect prediction techniques typically follow the following steps: 
B. Motivation of Using Deep Learning
Kamei et al. propose a just-in-time defect prediction technique which leverages the advantages of logistic regression (LR) [18] . However, Logistic regression has two weaknesses. First, in logistic regression, the contribution of each feature is calculated independently, which means that LR can not combine different features to generate new features. For example, given two features x and y, if x × y is a more important and really-needed feature, it is not enough to input only x and y because logistic regression can not generate the new feature x × y. Second, logistic regression performs well only when input features and output labels are in linear relation. Due to these two weaknesses, the selection of input features becomes crucial when using Logistic regression. The bad selection of features may be not in linear relation with output labels, leading to bad training performance or even training failure.
The severe problem leads us to adopt Deep Belief Network (DBN) [9] , which is one of the state-of-the-art deep learning approaches. The biggest advantage of DBN over Logistic regression is that DBN can generate a more expressive feature set from the initial feature set. The generated feature set, which can include x × y, x y , and even more complicated nonlinear combination of the initial features, is more powerful to express the nature of a problem. If we input these generated features instead of the initial set of basic features, the above two weaknesses with logistic regression can be overcome.
III. OUR PROPOSED APPROACH
In this section, we present the details of our proposed approach Deeper. We first present the overall framework of Deeper, and then we describe in detail the individual steps in the overall framework. Figure 1 presents the overall framework of our proposed approach Deeper. The framework mainly contains two phases: a model building phase and a prediction phase. In the model building phase, our goal is to build a classifier (i.e., a statistical model) by leveraging deep learning and machine learning techniques from historical changes with known labels (i.e., buggy or clean). In the prediction phase, this classifier would be used to predict if an unknown change would be buggy or clean.
A. Overall Framework
Our framework first extracts a number of features from a set of training changes (i.e., changes with known status) (Step 1). Features are various quantifiable characteristics of changes that could potentially distinguish changes that are buggy from those that are clean. In this paper, we use the 14 basic features proposed by Kamei et al. [1] as shown in Table I . Next, we perform data preprocessing on the collected features Developer experience on a subsystem [19] (
Step 2) 1 . The data preprocessing contains two sub-steps: data normalization and resampling. In the data normalization sub-step, we transform the values of all features to values in the interval from 0 to 1. Due to the class imbalance phenomenon [26] , the number of clean changes is much more than the buggy changes, thus in the resampling substep, we perform random under-sampling [27] to make the number of buggy and clean changes equal. Then, a deep learning technique such as Deep Belief Network (DBN) is used to generate and integrate advanced features from the initial features (Step 3) 2 . The advanced features are linear combinations of the initial features. After we generate the advanced features, our framework next constructs a classifier (i.e., a statistical model) based on the advanced features of the training changes (Step 4). 3 In this paper, we use logistic regression [18] to build the classifier.
In the prediction phase, the classifier is then used to predict whether a change with an unknown label is buggy or clean. For each of such changes, our framework first extracts the values of the same set of initial features (Step 5), preprocess the changes (i.e., using data normalization) (Step 6), and generate and integrate the same advanced features as we do in the model building phase (step 7). Next, these features are input into the classifier (Step 8). This step would output the prediction result which is one of the following labels: buggy or clean (Step 9). Note that to mimic reality (we do not have the class labels: buggy or not), we do not perform random under-sampling in the prediction phase.
B. Data Preprocessing 1) Data Normalization:
Considering that the values of the 14 basic change features are not in the same order of magnitude, we perform data normalization on the these features. In this paper, we use the min-max method to do the normalization. It transforms all values to values in the interval [0, 1]. Given a feature f , we denote the maximum and minumum value for f as max(f ) and min(f ) respectively. 1 Detail information of this step is presented in Section III-B. 2 Detail information of this step is presented in Section III-C. 3 Detail information of this step is presented in Section III-D.
For each value f i of the feature f , the normalized value z i is computed as
2) Random Under-Sampling: Random under-sampling [26] is one of the effective approaches to deal with unbalanced data. It randomly deletes data belonging to the majority class (in our case: non-buggy changes) until the amount of data in the majority class is approximately equal to the minority. This step is essential and important for defect prediction because it helps the learned classifier not to be biased to the majority class and thus it can improve the performance of the classifier [27] , [28] .
C. Feature Integration
Deep Belief Network (DBN) is an advanced deep learning algorithm [9] , [29] , [10] . It consists of several Restricted Boltzmann's Machines (RBM). The RBM, which is used for feature detection, is a two-layer network. The first layer is the input layer, which contains several visible units. And the second is the hidden layer, which contains several hidden units. The hidden units are also called feature detectors, which output the detected features. The units in the two layers are connected symmetrically, but the units in the same layer are not connected. The numbers of units in the two layers are variable with different research areas and generally is chosen empirically or experimentally. Figure 2 presents the structure of a simple RBM, which contains three visible units and two hidden units. The principle of RBM is to minimize the energy of the network. The energy function of RBM is defined as follows:
In the above equation, w represents the weights connecting visible units and hidden units and a and b are the offsets of the visible and hidden units respectively. Knowing the energy function, we can obtain the joint probability of the two layers of RBM, which is:
The probability distribution function about v is:
From the above formulas, in order to minimize the energy of RBM, we should maximize P (v), i.e., minimize −P (v).
Therefore, with the partial derivative of −P (v) to w, a and b as well as optimization algorithm such as the method of gradient descent or conjugate gradients, we can obtain optimized w, a and b for RBM.
A single RBM is not the best way to detect features. Instead, we stack several RBMs in the way that the hidden layer of the former RBM is the visible layer of the next RBM. In addition, we connect a classifier to the last RBM in which the hidden layer of the last RBM is the input layer of the classifier. The whole network structure is also called Deep Belief Network (DBN). The power of DBN is it's ability to extract a more expressive feature set.
In our algorithm, we use the DBN which contains three stacked RBMs and a Logistic regression classifier. Since the dimensions of input (in our case, 14 basic features) and output (in our case, 2 labels) are fixed, what we can change is the numbers of hidden layers and the numbers of hidden units. For the number of hidden layers, we choose three hidden layers, which is a general configuration followed by Hiton et al. [9] . For the numbers of hidden units, we try a wide range of numbers using a strategy similar to greedy search. We first change the number of units in the first hidden layer and fix the other two, and then we change the number of units in the second hidden layer and fix the other two, and so on. We find that the performance do not vary much for a wide range of configurations. Therefore, the whole network structure we finally choose has layers of size 14-20-12-12-2, which means that the first RBM has 14 visible units and 20 hidden units, the second RBM has 20 visible units and 12 hidden units, the third RBM has 12 visible units and 12 hidden units, and the classifier has 12 input units and 2 output units.
D. Classifier Construction
Logistic regression [18] models the relationship between features and labels as a parametric distribution P (y|x), where y refers to the label of a data point (in our case: a change), and x refers to the data point represented as a set of features. The parameters of this distribution is directly estimated from the training data. Let x = {x f1 , x f2 , ...x fm } denotes the vector representation of features of a data point x, and x fi denotes the value of the i-th feature of x, and W = {w 0 , w 1 , w 2 , ...w m } denotes the weight vector associated to the features in x, w 0 is a bias parameter, and w i , i ∈ {1, 2, ...m} is the weight of the i-th feature of x (i.e., x fi ). Given a new change x, we compute the confidence scores for x to be buggy and clean, denoted as Conf buggy (x) and Conf clean (x), as follows:
From the two confidence scores, we compute the output score Out(x) as: In the above equation, LOC(x) refer to the number of LOC changed in x. If Out(x) ≥ 0, we predict the change as buggy; else we predict it as clean.
IV. EXPERIMENTS AND RESULTS
In this section, we evaluate the effectiveness of Deeper. The experimental environment is an Intel(R) Core(TM) T6570 2.10 GHz CPU, 4GB RAM desktop running Windows 7 (32-bit). We first present our experiment setup and evaluation metrics in Sections IV-A and IV-B respectively. We then present 4 research questions and our experiment results that answer the 4 research questions in Section IV-C.
A. Experiment Setup
We evaluate Deeper on six datasets from six wellknown open source projects, which are Bugzilla, Columba, Eclipse JDT, Eclipse Platform, Mozilla and PostgreSQL. These datasets are also used by Kamei et al. [1] . Table II summarizes the statistics of each dataset, containing the period of each dataset, the total number of instances (i.e., changes), and the proportions of the defective changes. Note that due to batch processing of RBM (100 instances per batch) and 10-fold cross validation, we don't use all instances for experiments. Instead, we use the multiples of 1000 instances for simplicity. For example, Bugzilla has 4620 instances and we only use the first 4000 instances in our experiments. Also note that all the datasets are unbalanced. The most unbalanced dataset, Mozilla, contains only 5% defects, while the most balanced dataset, Bugzilla, contains 36% defects.
We use 10 times ten-fold cross validation [18] to evaluate the performance of Deeper. We randomly divide the dataset into 10 folds, in which 9 folds are used as training dataset, and the remaining one fold is used as testing dataset. To further reduce the bias due to training set selection, we run ten-fold cross validation 10 times and record the average performance. Cross validation is a standard evaluation setting, which is widely used in software engineering studies [30] , [31] .
B. Evaluation Metrics
We use two evaluation metrics to evaluate the performance of our approach. The first one is cost effectiveness and the other is F1-score.
1) Cost Effectiveness:
Cost effectiveness is often used to evaluate defect prediction approaches [13] , [15] , [14] . Cost effectiveness is measured by computing the percentage of buggy changes found when reviewing a specific percentage of the lines of code. To compute cost-effectiveness, given a number of changes, we firstly sort them according to their likelihood to be buggy. We then simulate to review the changes one-by-one from the highest ranked change to the lowest and record buggy changes found. Using this process we can obtain the percentage of buggy changes found when reviewing different percentages of lines of code (1% to 100%). 2) F1-score: The F1-score is a commonly-used measure to evaluate classification performance [18] , [16] . It combines Precision and Recall and can be derived from a confusion matrix, as shown in Table III . The confusion matrix lists all four possible prediction results. If an instance is correctly classified as "buggy", it is a true positive (TP); if an instance is misclassified as "buggy", it is a false positive (FP). Similarly, there are false negatives (FN) and true negatives (TN). Based on the four numbers, Precision, Recall and F1-score are calculated. Precision is the ratio of correctly predicted "buggy" instances to all instances predicted as "buggy" (Precision = T P T P +F P ). Recall is the ratio of the number of correctly predicted "buggy" instances to the actual number of "buggy" instances (Recall = T P T P +F N ). Finally, F1-score is a harmonic mean of Precision and Recall: F1-measure = 2 * Recall * P recision Recall+P recision . F1-score is often used as a summary measure to evaluate if an increase in precision outweighs a reduction in recall (and vice versa).
C. Research Questions
We compare Deeper against two baselines. The first baseline is an approach using a standard Logistic Regression. For this baseline, we ignore unbalanced-data preprocessing and don't use DBN. It is referred to as LR in the following text. The second baseline is the approach proposed by Kamei et al. [ Approach. We use the above two evaluation metrics, i.e., cost effectiveness and F1-score, to make comparisons. They are commonly-used measures to evaluate the performance of a defect prediction approach. To make our results more convincing, we perform 10-fold cross validation 10 times and report the average results.
For cost effectiveness, we record the percentage of buggy instances found when adding every one percentage of lines of code reviewed. So we will have 100 average values corresponding to the percentage of buggy instances found when reviewing 1% to 100% lines of code. We specifically focus on the percentage of buggy instances found when reviewing 20% lines of code, which is referred to as PofB20 [3] . For F1-score, we calculate the average of the 100 F1-score values that we obtain after performing 10 times 10-fold cross validation. We use this average value to compare with the baselines.
In addition, we also calculate p-value and cliff delta to better investigate whether or not our approach improve the baselines significantly. Results. Tables IV, V, VI and VII present the PofB20, Precision, Recall and F1-score values of Deeper as compared with those of the two baselines, respectively. From these tables, we can conclude several points.
First, from Table IV, we can see that using our approach, on average, over 50% of the buggy instances can be found by reviewing only 20% of the lines of code, which is a substantial improvement as compared to the results achieved by the two baselines. The PofB20 values of our approach range from 41% to 62%. For each dataset, the values exceed those of the two baselines substantially.
Second, from Tables V to VII, we can find that in terms of Precision, LR is the best performer by achieving an average precision of 60%. However, in terms of Recall, LR performs the worst. Instead, in terms of Recall, Deeper is the best performer by achieving an average recall of 69%. Also, in terms of F1-score, which is the summary of the above two indicators, Deeper is the best performer by achieving an average F1-score of 45%.
Third, although the precision of LR is the best, its recall value is very low. This is especially the case for three datasets where the proportions of buggy changes are less than 15%. To better demonstrate the superiority of our approach, we perform the Wilcoxon statistical test and compute the p-value. We also compute the Cliff's delta. Wilcoxon statistical test is often used to check if the difference in two means is statistically significant (which corresponds to a p-value of less than 0.05). Cliff's delta is often used to check if the difference in two means are substantial. The range of Cliff's delta is in [-1, 1], where -1 or 1 means all values in one group are smaller or larger than those of the other group, and 0 means the data in the two groups is similar. The mappings between Cliff's delta scores and effectiveness levels are shown in Table VIII . By computing the p-value and Cliff's delta, the extent of which our approach improves over the two baselines can be more rigorously assessed. Tables IX, X, IX and X present p-values and Cliff's deltas of Deeper compared with the two baselines for each of the six datasets. From the four tables, we can see the effectiveness of our approach more clearly. In terms of cost effectiveness, Motivation. We have validated the effectiveness of Deeper in terms of cost effectiveness and F1-score through the first research question. Deeper has shown a large improvement in cost effectiveness. We want to go further by showing the amount of buggy instances found when reviewing different amount of lines of code using Deeper. Given the same amount of lines of code reviewed, the more buggy instances found, the more useful an approach is. Note that since RQ1 has showed the weakness of LR, we won't compare our approach with LR in this and the following research questions.
Approach. We record the percentage of buggy instances found when adding every one percentage of lines of code reviewed. So we will have 100 average values corresponding to the percentage of buggy instances found when reviewing 1% to 100% lines of code. We can generate a figure whose xaxis represents the percentage of code reviewed and y-axis represents the percentage of defects found for each dataset. In each chart there are two lines, one for Deeper and the other for Kamei et al.'s approach.
Results. Figure 3 shows six charts comparing the cost effectiveness of our approach and Kamei et al.'s approach for 
Deeper can identify more buggy changes than Kamei et al.'s approach for a wide range of lines of code inspected.
RQ3 What is the effect of varying the amount of training data on the effectiveness of Deeper?
Motivation. For some projects, the amount of training data (i.e., changes known to be buggy or non-buggy) can be limited. Thus, in this research question, we want to investigate the effectiveness of Deeper when the amount of training data is reduced.
Approach. In RQ1 and RQ2, we perform 10-fold cross validations which means that 90% of the data are used for training and 10% of data are used for testing. In this RQ, we perform 2-fold to 10-fold cross validations on the datasets. To make the results more convincing, we also perform each kind of cross validation 10 times. For each dataset, we plot two curves on one chart showing the F1-score and cost effectiveness values for 2-folds to 10-folds cross validations.
Results. Figure 4 presents the F1-score (blue dashed line) and cost effectiveness values (red solid line) for different cross validations. In the figure, we notice the fluctuations of the curves are not large. For example, in Bugzilla, its F1-score achieves the maximum of 0.67 when we perform 8-fold cross validation and it has the minimum of 0.59 when we perform 6-fold cross validation. The cost effectiveness are all between 0.42 and 0.44. In addition, there is no extraordinary minimum. For example, in Columba, its F1-score, and cost effectiveness is from 0.49 -0.53, and 0.38 -0.41, respectively. Therefore, we can note that Deeper can work with different amount of training data and the performance will not vary much.
Deeper is able to work well for reduced amount of training data.
RQ4 How much time does it take for Deeper to run?
Motivation. Now that we have examined the effectiveness and the applicability of our approach (with reduced training data), we shall test the efficiency of Deeper in the end. The efficiency of an approach is also an important indicator to evaluate whether or not the approach is good enough.
Approach. In order to answer the question, we measure the training and testing time of Deeper. The training time includes the time taken for data preprocessing, feature selection and classifier training. The testing time is the time taken to process the testing dataset until the prediction results are generated. For Just-In-Time Defect Prediction, the testing time is more crucial than training time. Training can be done offline and the resultant statistical model can be used to assign defect labels to many changes. For each dataset, we consider a collection of 4000 changes (3,600 are used to build a statistical model, and 400 are used to test the model). 
D. Threats to Validity
Threats to internal validity relate to errors in our experiments. We have double checked our experiments and implementations. Still, there could be errors that we did not notice. Threats to external validity relate to the generalizability of our results. We have evaluated our approach on 137,417 changes from six open source projects. In the future, we plan to reduce this threat further by analyzing even more datasets from more open source and commercial software projects. Threats to construct validity refer to the suitability of our evaluation metrics. We use cost effectiveness and F1-score which are also used by past software engineering studies to evaluate the effectiveness of various prediction techniques [7] , [12] , [16] , [33] , [34] , [17] , [14] , [13] , [35] . Thus, we believe there is little threat to construct validity.
V. RELATED WORK
We classify related work into two parts: studies on defect prediction and studies on deep learning. Due to the page limit, the survey here is by no means complete.
A. Defect Prediction
There are some prior studies on just-in-time defect prediction. Mockus et al. predict defects at change-level in a telecommunication system [19] . They propose a number of measures that characterize a change including change diffusion, change size, change purpose and so on, and use logistic regression to do prediction. All the change measures satisfy three basic conditions: The measure can be computed automatically from changes, the measure can be obtained immediately after changes, and the measure can reflect a property of changes. Kim et al. predict defects at change-level in 12 open source projects [7] . They use Support Vector Machine to predict whether or not a change will lead to a bug. Kamei et al.
perform a large-scale empirical study of just-in-time defect prediction [1] . They choose 14 change measures that perform well in traditional defect prediction research and build Logistic Regression models to predict if changes are defective or not.
There are many studies on traditional defect prediction. Zimmermann et al. use network analysis to analyze dependencies between various pieces of code, which can help managers to identify central program units that are more likely to be defective [5] . Zimmermann et al. propose a cross-project defect prediction approach; they train a model on a source project which is selected considering several factors, and use the model on a given target project [36] . Turhan et al. employ a knearest neighbor algorithm for cross-project defect prediction, which selects 10 nearest instances from source projects to be used as training data for a target project [6] . D'Ambros et al. present a benchmark for defect prediction and provide an extensive comparison of well-known approaches used for defect prediction in their survey [4] . Rahman et al. analyze code metrics from several different perspectives, and build prediction models across 12 large open source projects to understand the performance, stability, portability and stasis of different sets of metrics for defect prediction [13] . Nam et al. propose TCA+, a novel approach to make feature distributions in source projects similar to that of target projects, which can improve the performance of cross-project defect prediction [16] .
B. Deep Learning
Hinton et al. pioneer the effectiveness of deep networks [9] , [29] . In 2006, Hinton et al. proposed an effective way called "pretraining" to initialize the weights of deep networks [9] . With pretraining, deep autoencoder networks, which are made up of a stack of Restricted Boltzmanns Machines, can be fine-tuned much efficiently to learn low-dimensional codes. They experiment on many image datasets as well as document datasets and results demonstrate that deep autoencoder networks work much better than principal components analysis (PCA). They also illustrate that the low-dimensional codes obtained by deep autoencoder networks can be used for classification and regression with excellent performance. Also in 2006, Hinton et al. proposed a fast learning algorithm for DBN [29] . They use so-called "complementary priors" to eliminate the explaining-away effects that make inference difficult in deep belief networks. The algorithm performs greedy and layer-wise training by using complementary priors. They experiment on MNIST dataset and results show that the algorithm gives better performance than the best discriminative learning algorithms. In 2007, Hinton writes a paper about learning feature detectors using multiple-layer networks [10] . He presents the limitations of multilayer generative models and how RBM becomes the key to finding an efficient learning algorithm for deep generative models. He also introduces how to learn many layers of features by composing RBMs in detail.
Nowadays, with the deeper understanding of deep learning, Deep Belief Networks have been studied and used in more and more applications and fields such as image processing, speech recognition, stock prediction and so on [37] . Ranzato et al. present a novel and efficient algorithm to learn a sparse representation for DBN [38] . Mohamed et al. achieve better performance in speech recognition using DBN [39] . Zhu et al. construct a stock decision support system based on DBN for helping stock brokers in buying and selling stocks [40] . In our work, we try to apply DBN to a software engineering task namely Just-In-Time Defect Prediction.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a deep learning approach for justin-time defect prediction. The approach first extracts a set of expressive features from an initial set of basic change measures using Deep Belief Network (DBN), and then trains a classifier based on the extracted features using Logistic Regression. We evaluate our approach on datasets taken from six large open source projects and use two evaluation metrics which are F1-score and cost effectiveness. We compare our approach with two baselines, i.e., a standard Logistic Regression algorithm and the approach proposed by Kamei et al. [27] . The results show that our approach is the best in terms of the two metrics. Our approach achieve an average recall of 69% and an average F1-score of 45%. For cost effectiveness, our approach can identify over 50% defective changes by reviewing only 20% lines of code, which is much more than the defective changes that can be identified by the two baselines.
In the future, we plan to improve the performance of our approach by optimizing parameters of DBN and perform experiments on more datasets to reduce the threats to external validity. We also plan to try other classifiers to find if there exists better classifiers when combined with DBN.
