We present a hybridization technique for summation-by-parts finite difference methods with weak enforcement of interface and boundary conditions for second order elliptic partial differential equations. The method is based on techniques from the hybridized discontinuous Galerkin literature where local and global problems are defined for the volume and trace grid points, respectively. By using a Schur complement technique the volume points can be eliminated, which drastically reduces the system size. We derive both the local and global problems, and show that the linear systems that must be solved are symmetric positive definite. The theoretical stability results are confirmed with numerical experiments as is the accuracy of the method.
Introduction
High-order finite difference methods have a long and rich history for solving second order, elliptic partial differential equations (PDEs); see for instance the short historical review of Thomée (2001) . When complex geometries are involved, finite difference methods are similar to finite element methods in that unstructured meshes and coordinate transforms can be used to handle the complex geometries (Nordström and Carpenter 2001) . Summation-by-parts (SBP) finite difference methods Scherer 1974, 1977; Mattsson 2012; Mattsson and Nordström 2004; Strand 1994) have been one particularly effective method for such problems, since inter-block coupling conditions be can be handled weakly using the simultaneous approximation term (SAT) method (Carpenter et al. 1994 (Carpenter et al. , 1999 .
The combined SBP-SAT approach has been used extensively for problems that arise in the natural sciences where physical interfaces are ubiquitous, for example in earthquake problems where faults separate continental and oceanic crustal blocks or in multiphase fluids with discontinuous properties (Erickson and Day 2016; Karlstrom and Dunham 2016; Kozdon et al. 2012; Lotto and Dunham 2015) . This work is particularly motivated by models of earthquake nucleation and rupture propagation over many thousands of years, where the slow, quiescent periods between earthquakes represent quasi-steady state problems (Erickson and Dunham 2014) . In the steady-state regime, many elliptic partial differential equations must be solved, which results in large linear systems of equations for realistically complex problems.
In order to reduce system size, in this work we propose a hybridization technique for SBP-SAT methods. The motivation for this is static condensation and hybridization for finite element methods (Cockburn et al. 2009; Guyan 1965) . These techniques reduce system size by writing the numerical method in a way that allows the Schur complement to be used to eliminate degrees of freedom from within the element leaving only degrees of freedom on element boundaries. SBP-SAT methods have a similar discrete structure to discontinuous Galerkin methods, with the penalty terms in SBP-SAT methods being analogous to the numerical fluxes in discontinuous Galerkin methods.
Here we introduce independent trace variables along the faces of the blocks, and the inter-block coupling penalty terms are only a function of the trace variables. Thus the solution in each block is uniquely determined by the trace variables which are applied as Dirichlet boundary data. The problem is broken into two pieces, a local problem which is the solution within the block given the trace data, and the global problem, which is the value of the trace variable given the block data. Using a Schur complement technique either set of variables can be eliminated. When the trace variables are eliminated the scheme is similar to existing SBP-SAT schemes, for instance the method of Virta and Mattsson (2014) . If on the other hand the volume variables are eliminated and the trace variables retained, the system size is drastically reduced since the system only involves the unknowns along the block faces. That said, the cost of forming this later Schur complement system arises from the need to invert each finite difference block (though we note that each inverse is independent, involving only the block local degrees of freedom).
The developed method is symmetric positive definite for the monolithic system (trace and volume variables) as well as the two Schur complement systems. Thus, the elliptic discretization is stable. Importantly, these properties are shown to hold even if the elliptic problem is variable coefficient or involves curvilinear blocks. Since the discretization is based on the hybridized interior penalty method (Cockburn et al. 2009, IP-H) , there is a (spatially variable) penalty parameter that must be sufficiently large for stability and a bound for this penalty is given. It is also shown that the penalty parameter can be determined purely from the local problem, independent of the block coupling.
The paper is organized as follows: In Section 2 we detail the block decomposition and SBP operators. Section 3 describes the model problem, an elliptic PDE, along with boundary and interface conditions, the latter which allows for jump discontinuities and material contrasts. Section 4 details the hybridized scheme, including the local and global problems. Proofs of positive-definiteness of both systems are provided; these results are confirmed with numerical experiments in Section 5. Section 5 also provides results from convergence tests using an exact solution, and we conclude with a summary in Section 6.
Domain decomposition and SBP operators
As noted above, we apply the class of high-order accurate SBP finite difference methods which were introduced for first derivatives in Scherer (1974, 1977) ; Strand (1994) , and for second derivatives by Mattsson and Nordström (2004) , with the variable coefficients treated in Mattsson (2012) . In addition to high-order accuracy, SBP methods can be combined with various boundary treatment so that the resulting linear PDE discretization is provably stable. In Section 4 we use weak enforcement of boundary and interface conditions with the Simultaneous-Approximation-Term (SAT) method. Here we introduce notation related to the decomposition of the computational domain into blocks as well as one-dimensional and two-dimensional SBP operators for the first and second derivatives.
Domain Decomposition
We let the computational domain be Ω ⊂ R 2 which is partitioned into N b nonoverlapping curved quadrilateral blocks; the partitioning is denoted B(Ω). For each block B ∈ B(Ω) we assume that there exists a diffeomorphic mapping from the reference blockB = [0, 1] × [0, 1] to B. The mapping x B (r, s), y B (r, s) goes from the reference block to the physical block and r B (x, y), s B (x, y) is the inverse mapping. An example of this is shown in Figure 1 ; the figure also shows how the faces of the reference element are numbered.
As will be seen in Section 3, the transformation to the reference domain requires metric relations that relate the physical and reference derivatives. Four relations that are particularly useful are Fig. 1 : (left) Block decomposition of disk with a single curved block highlighted along with its grid lines in physical space. (right) Mapping of the highlighted block to the reference domain; shown in the figure is the convention used to number the faces of the reference element.
for simplicity of notation, unless required for clarity we suppress the block B superscript and the relations should be understood as applying to a single block. For face k of a block, the surface Jacobian is 
One Dimensional SBP operators
Let the domain 0 ≤ r ≤ 1 be discretized with N + 1 evenly spaced grid points r i = i h, i = 0, . . . , N with spacing h = 1/N . The projection of a function u onto the computational grid is taken to be u = [u 0 , u 1 , . . . , u N ] T ; if u is known then u is often taken to be the interpolant at the grid points. The grid basis vector e j is 1 at grid point j and zero at all other grid points; in this work only e 0 and e N will be used and we note that u j = e T j u.
Definition 1 (First Derivative) A matrix D r is a called an SBP approximation to ∂u/∂r if it can be decomposed as HD r = Q with H being symmetric positive definite and Q being such that u
In this work we only consider diagonal-norm SBP, i.e., finite difference operators where H is a diagonal matrix and D r is the standard central finite difference matrix in the interior which transitions to one-sided at the boundaries. The condition on Q can also be written as Q + Q T = e N e T N − e 0 e T 0 . The operator D r is called SBP because the integration-by-parts property , is mimicked discretely by
rr is a called an SBP approximation to ∂ ∂r c ∂u ∂r if it can be decomposed as HD , is mimicked discretely by It is important to note that compatibility does not assume that d T 0 and d T N are the first and last rows of D r . When this is the case the operators are called fully-compatible (Mattsson and Parisi 2010) and such operators are not used in this work. As noted above, in this work we only consider diagonal-norm SBP finite difference operators. In the interior the operators use the minimum bandwidth central difference stencil and transition to one-sided near the boundary in a manner that maintains the SBP property. If the interior operator has accuracy 2p, then the interior stencil bandwidth is 2p + 1 and the boundary operator has accuracy p. The first and second derivative operators used are those given in Strand (1994) 1 and (Mattsson 2012), respectively. In Section 5 we will use operators with interior accuracy 2p = 2, 4, and 6. The expected global order of accuracy is the minimum of 2p and p + 2 as evidenced experimentally (Mattsson et al. 2009; Virta and Mattsson 2014) and proved rigorously for the Schrödinger equation (Nissen et al. 2013) . In Section 5 we verify this result for the hybridized scheme through convergence tests.
Remark 1 If the second derivative finite difference operator is defined by repeated applications of the first derivatives operator, e.g, D (c) rr = D r CD r , then the operator is fully compatible with R (c) being the zero matrix but the derivative operator does not have minimal bandwidth.
Two Dimensional SBP operators
Two-dimensional SBP operators can be developed for rectangular domains by applying the one-dimensional operators in a tensor product fashion (i.e., dimensionby-dimension application of the one dimensional operators). Here we describe the operators for the reference blockB ∈ [0, 1] × [0, 1]. We assume that the domain is discretized using an (N + 1) × (N + 1) grid of points where grid point (i, j) is at (r i , s j ) = (ih, jh) for 0 ≤ i, j ≤ N with h = 1/N ; the generalization to different numbers of grid points in each dimension complicates the notation but does not impact the construction of the method and is discussed later.
A 2D grid functionũ is taken to be a stacked vector of vectors withũ =
Derivative approximations are taken to be of the form (1)
To explicitly define the derivative operators, we first letc rr be the grid interpolant of the weighting function c rr and defineC rr = diag(c rr ). Additionally, the diagonal matrices of the coefficient vectors along each of the grid lines are
Similar matrices are constructed for c ss , c rs , and c sr . With this, the derivative operators in (1) are
where ⊗ denotes the Kronecker product of two matrices. Here, the matricesÃ
and can be viewed as approximations of the following integrals:
The following equality will be useful later which splits the volume and surface contributions:
Here the face point extraction operators are defined as
and the matrices which compute the weighted boundary derivatives are
The matrix G f should be thought of as approximating the integral of the boundary derivative, for example
Remark 2 As noted above, for simplicity of notation we have assumed that the grid dimension is the same in both directions. This can be relaxed by letting the first argument in the Kronecker products be with respect to the s-direction and the second with respect to the r-direction. If the grid were different in each direction then, for example, (H ⊗ H) would be replaced by (H s ⊗ H r ) where H r and H s are the one-dimensional SBP norm matrices based on grids of size N r + 1 and N s + 1, respectively.
Model Problem
As a model problem we consider the following scalar, anisotropic elliptic equation in two spatial dimensions for the field u:
Here b(x, y) is a matrix valued function that is symmetric positive definite and the scalar function f (x, y) is a source function. The boundary of the domain has been partitioned into Dirichlet and Neumann segments, i.e., ∂Ω = ∂Ω D ∪∂Ω N and ∂Ω D ∩∂Ω N = ∅. In the Neumann boundary conditions, the vector n is the outward pointing normal. The functions g D and g N are given data at the boundaries. The internal interface Γ I has also been introduced. Along this interface the b-weighted normal derivative is taken to be continuous, with jumps allowed in the scalar field u; this allowance is made so that the scheme can easily be used for the earthquake problems that motivate the work. Here {{w}} = w + + w − denotes the sum of the scalar quantity on both sides of the interface and [[w]] = w + − w − is the difference across the interface; note that the side defined as the plus-and minus-side are arbitrary though affects the sign of the jump data δ.
Governing equations (6) are not solved directly on Ω. Instead, the equations are solved over each B ∈ B(Ω), where along each edge of B either continuity of the solution and the b-weighted normal derivative are enforced, or the appropriate boundary (or interface) condition. Additionally, we do not solve directly on B but instead transform to the reference blockB. With this, (6) becomes for each B ∈ B: 
where b xx , b yy , and b xy = b yx are the four components of b. For simplicity of notation we have suppressed the subscript B on terms in (7a) and following. If J > 0 then the matrix formed by c rr , c ss , and c rs = c sr is symmetric positive definite and (7a) is of the same form as (6a) except on the unit square domainB. The boundary conditions and interface conditions are similarly transformed. Namely, letting ∂B k for k = 1, 2, 3, 4 be the faces ofB, we then require that for each k:
Heren k is the outward pointing normal to face ∂B k in the reference space (not the physical space) and S J,k is the surface Jacobian which arises due to the fact that c includes metric terms. Condition (7h) is the same as (7g) if δ is defined to be 0 on these faces.
Hybridized SBP Scheme
In the finite element literature, a hybrid method is one where one unknown is a function on the interior of the elements and another unknown is function on the trace of the elements (Ciarlet 2002, page 421) . For SBP methods, the big idea is to write the method in terms of local problems and a global problem. In the local problems, for each B ∈ B the trace of the solution (i.e., the boundary and interface data) is assumed and the transformed equation (7) is solved locally over B. In the global problem the solution traces for each B ∈ B are coupled. As will be shown, this technique will result in a linear system of the form
Hereū is the approximate solution to (7) at all the grid points andλ are the trace variables along internal interfaces; trace variables related to the boundary conditions can be eliminated. The matrixM is block diagonal with one symmetric positive definite block for each B ∈ B,D is diagonal, and the matrixF is sparse and incorporates the coupling conditions. The right-hand side vectorḡ incorporates the boundary data (g D , g N ) and source terms whereasḡ δ incorporates the interface data δ.
Using the Schur complement we can transform (8) to
resulting in a substantially reduced problem size since the number of trace variables is significantly smaller than the number of solution variables. SinceM is block diagonal, the inverse can be applied in a decoupled manner for each B ∈ B. Thus there is a trade-off between the number of blocks and the size of system (9), since for a fixed resolution increasing the number of blocks means thatM will be more efficiently factored but the size of (9) will increase through the introduction of additional trace variables. Now that the big picture is laid, we proceed to introduce the local problem (thus definingM ) and then the global coupling (which definesF andD).
The Local Problems
For each B ∈ B we solve (7a) with boundary conditions u = λ k on ∂B k for k = 1, 2, 3, 4
where for now we assume that the trace functions λ k are known; later these will be defined in terms of the boundary and coupling conditions. Using the SBP operators defined in Section 2.3 a discretization of (7a) is
Hereũ is the vector solution andJf is the grid approximation of J f . The terms b 1 ,b 2 ,b 3 , andb 4 are the penalty terms which incorporate the local boundary conditions (10); this is the SAT method and is equivalent to the numerical flux in discontinuous Galerkin formulations (Carpenter et al. 1994; Gassner 2013 ). These penalty terms are taken to be of the form
where λ 1 , λ 2 , λ 3 , and λ 4 are the grid values of λ along each of the four faces.
The yet-to-be-defined vectors Hσ 1 , Hσ 2 , Hσ 3 , and Hσ 4 are (within the HDG literature) known as the numerical fluxes and will be linear functions of the solution vectorũ and trace variables λ 1 , λ 2 , λ 3 , and λ 4 . We have scaledσ k by the matrix H to highlight that these would be integrated flux terms in the HDG literature andσ k can be thought of as an approximation ofn k · c∇u. Motivated by the hybridized symmetric interior penalty (IP-H) (Cockburn et al. 2009 ), we take the penalty fluxes to be of the form
thus Hσ k includes the norm-weighted boundary derivative G k (5) and penalties related to the trace function λ k . Here τ k is a positive, diagonal matrix of penalty parameters, which as we will see below, is required to be sufficiently large for the local problem to be positive definite.
Multiplying (11) by H ⊗ H, using the structure of the derivative matrices (4), and collecting all terms involvingũ on the left-hand side gives a system of the form
Here the left-hand side matrices arẽ
and the right-hand side vector is
with the face matrix F k being defined as
the utility of defining F k is a later connection with the structure of the full linear system (8).
The following theorem characterizes the structure ofM .
Theorem 1 The local problem matrixM is symmetric positive definite if the components of the diagonal penalty matrices τ k for k = 1, 2, 3, 4 are sufficiently large.
Proof See Section A.1
Remark 3 Explicit bounds for the penalty terms are given in the proof of Theorem 1 given in Section A.1; see (36). Since they are fairly complicated to state, we have chosen to omit them from the statement of the theorem.
Corollary 1 The local solutionũ is uniquely determined byf , λ 1 , λ 2 , λ 3 , and λ 4 .
Proof Follows directly from Theorem 1 sincef , λ 1 , λ 2 , λ 3 , and λ 4 determine the right-hand side vectorq.
Global Problem
We now turn to the global problem, namely the system that determines the trace vectorλ. To do this we let F be the set of all block faces with F D and F N being those faces that occur on the Dirichlet and Neumann boundaries, respectively, and F I being the interior faces; internal faces that both have a jump and those that do not are included in F I with the latter having δ := 0. For each face f ∈ F D ∪ F N we let the corresponding block and block face be B f ∈ B and k f , respectively. For each face f ∈ F I we let B ± f ∈ B be the blocks connected to the two sides of the interface and let k ± f be the connected sides of the blocks; for the jump boundaries the plus-and minus-sides should correspond to those in (7g). In what follows the subscript f is dropped when only one face f ∈ F is being considered. Finally, for each B ∈ B we let λ k = P B,kλ , where P B,k selects the values out of the global vector of trace variablesλ that correspond to face k and block B.
Dirichlet Boundary Conditions
: Consider face f ∈ F D which corresponds to face k of block B ∈ B. In this case we set λ k in (12) to be
where g D,f denotes the projection of g D to face f . With this the penalty termb k becomes
which is penalization of the grid function along interface k to the Dirichlet boundary data. Since λ k is determined independently ofũ and the structure of the matrixM remains unchanged.
Neumann Boundary Condition: Consider face f ∈ F N which corresponds to face k of block B ∈ B. In this case we require that λ k in (12) satisfies
where g N,f denotes the projection of g N to face f and S J,k is a diagonal matrix of surface Jacobians along block face k. As with the Dirichlet boundary condition, the variable λ k can be found uniquely in terms of the boundary data:
which represents penalization of the boundary derivative towards the Neumann boundary data. If λ k is eliminated in this fashion from the scheme, thenM is modified asM
Theorem 2 The modified local problem matrixM in (17) is symmetric positive definite if the components of the diagonal penalty matrices τ k for k = 1, 2, 3, 4 are sufficiently large and at least one face of the local block B ∈ B is a Dirichlet boundary or interior interface.
Proof See Section A.2
Interfaces:
We now consider an f ∈ F I which is connected to face k ± of blocks B ± ∈ B; below a subscript B ± is added to denoted terms associated with each block and a subscript f, B ± for terms associated with the respective faces of the blocks. Continuity of the solution and the b-weighted normal derivative are enforced by requiring
sinceσ f,B ± include the outward pointing normal to the block this implies that they are equal in magnitude but opposite in sign. Using penalty formulation (12) in (18) 
where the first term represents penalization of the face normal derivative on the two sides to the common value and the second two terms the penalization of the u B ± to λ f ∓ δ f /2. By grouping terms, the above equation can be rewritten as
Here the matrices F f,B ± are defined by (13e) and the diagonal matrix D f is
With this, all the terms in linear system (8) can be defined. The solution vector and trace vectors arē
with N I being the number of interfaces. Multiplying out the terms in (8) gives
Mū +Fλ =ḡ,
This form, along with the definition of the local problem in (13) and the coupling equation (19), implies that the matricesM andD arē
Furthermore, since each matrixD f is diagonal the matrixD is also diagonal. To write down the form ofF it is convenient to think of it as a block matrix with sub-matrix f B being the columns associated with interface f and rows associated with block B. Thus, blockF f B is zero unless block B is connected to interface f through local face k f in which casē
The right-hand side vectorḡ is defined from the boundary data using (15) and (16), and similarlyḡ δ is defined from the right-hand side of (19). In order to prove the positive definiteness of the coupled system, we first note thatM andD are symmetric positive definite since they are block diagonal matrices formed from symmetric positive definite matrices. If the trace variablesλ are eliminated using the Schur complement of theD block the system forū, the resulting system is
This corresponds to the elimination of the trace variables by solving the coupling relation (19) for λ f and substituting into the local problem (13) Proof See Section A.3
The following corollary characterizes the global system and the Schur complement of theM block of the global system. Proof See Section A.3
Numerical Results
We now confirm the above theoretical results concerning the positive definiteness of the system, the bounds on the penalty parameters, and numerically investigate accuracy of the hybridized technique. The codes used to generate the numerical results are available at https://github.com/bfam/HybridSBP. 
Positive Definiteness of the Local and Global Problems
We begin by confirming that the local problem with both Dirichlet and Neumann boundary conditions is symmetric positive definite. To do this, we consider a single block, and assign a pseudo-random generated symmetric positive definite coefficient matrix c at each grid point. The blocks are taken to use grids of size N × N = (3p + 2) × (3p + 2) where 2p is the interior order of the SBP operator. We first confirm that the operator is positive definite by computing 1000 realizations of the psuedo-random coefficients and numerically computing the minimum eigenvalue with the penalty parameter defined by the equality version of (36). Two sets of boundary conditions are considered: (1) when all four faces of the block are Dirichlet and (2) when three faces are Neumann and one face is Dirichlet. The result of these calculations are shown in Figure 2 . From this we see that the system in positive definite. One thing of note is that the local system with Neumann boundary conditions has a minimum eigenvalue which is an order of magnitude lower than the purely Dirichlet case. Though not shown, when all four boundaries are Neumann the minimum computed eigenvalue is ∼ 10 −16 -10 −14 . This conforms with the theory since in this case the system should be singular. An important implication of Figure 2 is that the bound on the penalty parameter given in (36) is not tight for all cases.
Another question to consider is how the penalty parameter affects the spectral radius of the operator. In Figure 3 we plot the the minimum and maximum eigenvalues versus increasing τ s ; here τ s is a scaling of the penalty parameter so that the actual penalty parameter at each grid point is τ s times the equality version of (36). From Figure 3a it is seen that once τ s is large enough, the minimum eigenvalue remains roughly constant. From Figure 3b we see that the maximum eigenvalue increases linearly with τ s in all cases, and that the slope of the line depends on the order of the operators; note that in this figure a log-log axis has been used so the higher the line the larger the slope. We now confirm the positive definiteness of the global problem by considering two blocks coupled along a single locked interface with Dirichlet boundaries. Each of the blocks has grids of size N × N = (3p − 1) × (3p − 1) where 2p is the interior order of the SBP operator. As before, the coefficient matrix c at each grid point is generated using pseudo-random numbers with the penalty parameters is set to the equality values defined by (36). In Figure 4 the minimum eigenvalue for 1000 realizations of the material properties is shown. Eigenvalues from three different systems are shown: the full system (8) and the two Schur complement systems (9) and (20) . In all cases it is seen that the minimum eigenvalue is positive, confirming that the systems are positive definite.
Numerical Accuracy and Convergence
Next we explore the accuracy of the method by applying the method of manufactured solutions (MMS), see for example Roache (1998) . In the MMS technique an analytic solution is assumed, and compatible boundary and source data derived. The domain is taken to be the square Ω = {(x, y)| − 2 ≤ x, y ≤ 2}. We partition Ω into the closed unit disk Ω 1 = {(x, y)|x 2 + y 2 ≤ 1} and Ω 2 = cl(Ω \ Ω 1 ), and define the unit circle Γ I = {(x, y)|x 2 + y 2 = 1} to be the interface between Ω 1 and Ω 2 . The domain can be seen in Figure 5 . The material properties are taken to be b = I 2 ; the metric terms will cause the transformed material properties c to be spatially variable. The right and left boundaries of Ω are taken to the Dirichlet, the top and bottom boundaries Neumann, and the interface Γ I will have a jump in the solution. Fig. 4 : Plot of the minimum eigenvalue for the full system and two Schur complement systems of a two block problem with psuedo-randomly assigned coefficient matrix values for SBP operators with interior orders 2 (blue line), 4 (red line), and 6 (brown line). Table 2 : Comparison of the number of volume and trace points for the mesh shown in Figure 5 with the mesh sizes of Table 1 .
The manufactured solution is taken to be
where r = x 2 + y 2 and −π ≤ θ = tan −1 (y/x) < π. This solution has the property that along Γ I the solution u is discontinuous but the weighted normal derivative n · ∇u is continuous. The boundary, jump, and forcing data are found by using (22) in governing equations (6).
The test is run on domain block decomposition shown in Figure 5 . Each block uses an (N + 1) × (N + 1) grid of points where N will be increased with grid refinement. The error is measured using the discrete norm
HereJ b is the diagonal matrix of Jacobian determinants for block b and u (x b ,ỹ b ) is the exact solution (22) evaluated at the grid points of block b. Table 1 shows the error and convergence rate estimates with increasing N for 2p = 2, 4, 6, and reflect global convergence rates of 2, 4, and 5, respectively.
In order to highlight the system size reduction of the hybridization technique it is worth considering the number of volume points and trace points. If N b is the number of blocks and N I the number of internal interfaces, the number of volume and traces points are N (vol) p = (N + 1) 2 N b , N (tr) p = (N + 1)N I , respectively. The mesh shown in Figure 5 has N b = 56 blocks and N I = 96 internal interfaces, and the number of volume and trace points for each N are given in Table 2 .
Conclusions
We have developed a hybridized, summation-by-parts finite difference method for elliptic partial differential equations, where boundary and interface conditions are enforced weakly through the simultaneous-approximation-term technique. The hybridization defines a global and local problem, which through the Schur complement results in a linear systems of dramatically reduced size. We proved positivedefiniteness of both the local and global problems, corroborated through numerical experiments, and showed convergence to an exact solution at the theoretical rate.
A Proofs of Key Results
To simplify the presentation of the results, the proofs of the key results in the paper are given here in the appendix.
A.1 Proof of Theorem 1 (Symmetric Positive Definiteness of the Local Problem)
Here we provide conditions that ensure that the local problem is symmetric positive definite. To do this we need a few auxiliary lemmas.
First we assume that the operatorsÃ The assumption on the nullspace was not a part of the original assumption of from Mattsson (2012) , but is reasonable for a consistent approximation of the second derivative. The operators used in Section 5 satisfy the Remainder Assumption (Mattsson 2012) .
We also utilize the following lemma from Virta and Mattsson (2014, 
where l is a parameter that depends on the order of the scheme and the notation {·} ij denotes that the grid function inside the bracket is evaluated at grid point i, j.
The values of β and l used in the Proof of Theorem 1 (Symmetric Positive Definiteness of the Local Problem) (Lemma 1) for the operators used in this work are given in Table 3 . We additionally make the following linearity assumption (which the operators we use satisfy) concerning the operators' dependence on the variable coefficients and an assumption concerning the symmetric positive definiteness of the variable coefficient matrix at each grid point.
Assumption 2 The matricesÃ
(crr ) rr andÃ (css) ss depend linearly on the coefficient grid functions crr and css so that they can be decomposed as
where δ is a grid function. 
We now state the following lemma in which allows us to separateÃ into three symmetric positive definite matrices by peeling off ψ min at every grid point. 
Here we have defined the vectorsũr = (I ⊗ D)ũ andũs = (D ⊗ I)ũ. Inequalities (25) and (26) 
where the notation {·} i,j denotes that the grid function inside the brackets is evaluated at grid point i, j. The 2 × 2 matrix in (28) is the shift of the matrix C by its minimum eigenvalue, thus by Assumption 3 is symmetric positive semidefinite. It then follows that each term in the summation is non-negative and the matrixÃ is symmetric positive semidefinite.
The matricesÃ (ψ min ) rr andÃ (ψ min ) ss are clearly symmetric by construction, with positive semidefiniteness following from the positivity of ψ min and the Remainder Assumption.
We now show that null(Ã) = span{1}. For the right-hand side of (28) to be zero it is required that (ur) i,j = (us) i,j = 0 for all i, j. The only way for this to happen is ifũ = α1 for some constant α. Thus we have shown that null(Ã) ⊆ span{1}. To show equality we note that by Assumption 1 and the structure ofÃ (Crs) rs andÃ (Csr ) sr given in (3), the constant vector 1 ∈ null(Ã). Together the above two results imply that null(Ã) = span{1}.
We begin by recalling the definitions ofC k and F k in (13) which allows us to writẽ
Now considering theM weighted inner product we have that
Here we have used Lemma 2 to splitÃ. If τ k > 0 then it follows for allũ that
Additionally, ifũ = c1 for some constant c = 0 then it is a strict inequality since F T k1 = −Hτ k 1 = 0.
Since by Lemma 2 the matrixÃ is symmetric positive semidefinite with null(Ã) = span(1), this implies that the matrixÃ
that is the matrix is positive definite. To complete the proof all that remains is to show the remaining matrix in (32) is positive semidefinite, namelỹ where we have defined the following matrices:
The matrix A is block diagonal, and each of the blocks was shown in the proof of Theorem 1 to be symmetric positive semidefinite. Thus, if T is symmetric positive semidefinite, then the whole system is symmetric positive semidefinite. Since τ f,B ± are diagonal, the eigenvalues T are the same as the eigenvalues of the 2 × 2 systems which shows that T j and that T are positive semidefinite as long as τ j f,B ± > 0. An identical argument holds for each interface f ∈ F , thus the interface treatment guarantees the global system of equations is symmetric positive semidefinite. Positive definiteness results as long as one of the faces of the mesh is a Dirichlet boundary since only the constant state over the entire domain is in the null(Ã B ) for all B ∈ B and this is removed as along as some face of the mesh has a Dirichlet boundary condition; see proof of Theorem 1.
Proof of Corollary 2
Proof Begin by noting that
By Theorem 3 and structure ofD the block diagonal center matrix is symmetric positive definite. Since the outer two matrices are the transposes of one another, it immediately follows that the global system matrix is symmetric positive definite. Since the global system matrix andM are symmetric positive definite, symmetric positive definiteness of the Schur complement of theM block follows directly from the decomposition
.
