INTRODUCTION
The formulation scientist's key goal is to achieve long-term stability of a drug compound. In the case of protein drugs, stabilization means not only maintaining the native chemical structure, but the native secondary and higher order structures necessary for biological activity (Cleland et al., 1993; Manning et al., 1989) . Denaturation, as it is defined in this context, will be any non-native physical or chemical state of the protein. Physical and chemical denaturations are often accompanied by covalent and non-covalent aggregates that not only can destroy the activity of the drug, but also cause adverse side effects (Carpenter and Chang, 1996; Thornton and Ballow, 1993) . Without the ability to stabilize native protein structures, even the most efficacious protein therapeutics will fail to make viable drug products.
How does a formulation scientist develop a formulation that stabilizes native protein structure against physical and chemical stresses in solution, and what are the relevant stresses that cause denaturation? These are the questions that this chapter will address.
Although the chemical and physical stabilities of a protein may seem separate parameters, they are actually closely tied to one another (Brange, 1992; Khossravi et al., 2000; McCrossin et al., 1998; RahuelClermont et al., 1997) . Physical degradation of a protein can lead to covalent changes (oxidation, hydrolysis, disulfide scrambling). The reverse is also true; reduction of disulfide bonds, hydrolysis, and other covalent changes can cause a loss of the protein native state. For chemical degradations that are linked to denaturation, formulations that stabilize the native state will necessarily stabilize against the chemical degradation. Understanding these relationships between physical and chemical stabilities are currently a major goal in formulation research.
OVERVIEW OF PHYSICAL STABILITY
The physical stability of a protein relates to maintaining the native secondary and higher order structures. To understand how to use formulation variables to stabilize the native structure, one must understand the forces involved in driving a protein to adopt a folded conformation in solution. The two main driving forces may be separated into thermodynamic and kinetic mechanisms of protein stability (Baker and Agard, 1994; Jaenicke, 1995) .
Thermodynamic control of protein stability
The traditional techniques of equilibrium unfolding have led to a vast amount of information of the thermodynamics involved in protein stability (Pace, 1975; Privalov, 1979; Schellman, 1987; Tanford, 1968) . Equilibrium unfolding is typically accomplished by varying temperature or pH, or by adding denaturants such as guanidine hydrochloride or urea (Pace, 1975) . To compare the stabilities of various proteins, the energetics of the unfolding reactions are typically extrapolated to conditions where the proteins exist predominantly in the native state (neutral pH, room temperature, isotonic, etc.) These techniques have given information on the enthalpic and entropic forces that stabilize the solution native state of proteins, and have generally shown that the free energy of stabilization of the native state is typically 5-20 kcal/mol (Dill, 1990; Privalov, 1979) . Further information on the forces involved in protein stability has been obtained by unfolding under varying solution conditions (i.e. different pH, salt concentrations, hydrogen-bond competing molecules, etc.). The results of these experiments, coupled with experiments on model peptides, has led to an understanding of the contribution of ionic, hydrogen bonding and hydrophobic effects role in protein stability (for a review, see (Dill, 1990) ).
Hydrophobic interactions are most likely the dominant forces in stabilizing the native structures of proteins (Dill, 1990; Kauzmann, 1959; Schellman, 1987) . Dill (1990) gives a good summary of the mechanism of the hydrophobic effect, and the reader is directed there for further information. The net result of this force is that in aqueous solutions, non-polar groups interact in a strong temperature-dependent fashion. Simple thermodynamic calculations show that this condition must lead to a stability curve with a temperature of maximal stability (usually around 0 to 25 °C). This necessarily results in two temperatures where free energy of unfolding is zero (i.e. a cold denaturation temperature, and a hot denaturation temperature) (Becktel and Schellman, 1987; Privalov, 1990) . Many authors have observed the interesting effect of not only cold denaturation, but of cold induced dissociation and inactivation of multimeric enzymes (Privalov, 1990) . Although the formulation scientist should be aware of cold induced denaturation, it should be noted that it is rare under normal solution conditions of neutral pH and moderate salt concentration.
Equilibrium unfolding studies have been very successful in broadening our understanding of the forces stabilizing the native state of proteins. However, very few proteins, especially those being developed as therapeutics, behave as well as the model proteins used. Typically, to achieve reversible unfolding, the proteins have been fairly small (<30000 kDa.), dilute (< 1 mg/ml), and highly charged by varying pH to enhance electrostatic repulsion (i.e. decrease protein aggregation). Although a protein under infinite dilution may seek folding into the native state to reduce free energy, more realistic solution conditions may lower free energy by forcing protein-protein interactions (aggregation). This undesirable "off-pathway" reaction takes us out of the realm of reversible two-state behavior into that of the, often irreversible, effects of kinetics on protein stability.
Kinetic control of protein stability
In most solution conditions --especially at the protein concentrations often employed for therapeutic doses (e.g., > 2 mg/ml) --the effects of intermolecular interactions cannot be ignored. In these cases, a simple thermodynamic two-state model does not apply. Intermolecular interactions allow many possible off-pathway (i.e. other than native to unfolded) reactions to occur:
Native molecules may combine with others to form dimers or higher order native multimers. With very large N i , crystals or amorphous precipitates can form. In most cases these transitions are reversible, because there is no or little change in protein secondary structure, and the N monomer can be formed by dilution in an appropriate solvent. The intermediate state (I) or fully unfolded (U) molecules may combine to form higher order aggregates that may either be soluble (low value of i) or insoluble (large value of i). It is now generally accepted that under non-denaturing solution conditions the pathway to I i type aggregation is the most likely (Georgiou et al., 1994; Kendrick et al., 1998; Lumry and Eyring, 1954; Minton et al., 1982; Mulkerrin and Wetzel, 1989; Speed et al., 1996) . This process is irreversible under non-denaturing conditions. In a seminal paper by Lumry and Eyring (Lumry and Eyring, 1954) , irreversible aggregation was characterized by a reversible change in the native structure followed by an irreversible aggregation to the low energy intermolecular β-sheet structure. This scheme was recently modified to include a transiently expanded conformation (Kendrick et al., 1998) :
In this scheme, N* is a transiently expanded conformation in equilibrium with N. The rate limiting step is the isomerization of N* to the aggregate competent species A, a first order reaction. The free energy diagram is given in Scheme 3. This reaction model is based on a protein that is not locked into a state N, but fluctuates between N and N*. To envision why protein conformation fluctuates about an average native structure, it is necessary to put the term "native structure" into perspective. Privalov (Privalov, 1979) stated it elegantly: "For the effective and reliable functioning of a protein, its structure must be defined over a wide range of conditions…(However) the system must not be too rigid: It must permit a relative displacement of the structure elements in the process of protein functioning." The very nature of proteins necessitates that they exist as dynamic structures. This has been well documented with hydrogen exchange measurements (e.g., Barksdale and Rosenberg, 1983; Englander et al., 1980; Friedman, 1994; Kendrick et al., 1997a; Wang et al., 1995) . Recent data suggests that under native conditions most amide
groups undergo local unfolding reactions as opposed to a global cooperative unfolding fluctuation (Jeng and Englander, 1991; Todd and Freire, 1999) .
Scheme 3.
The fact that the most compact native conformation of proteins exists in reversible equilibrium with structural expanded species brings us back full circle to the application of thermodynamics to protein stability. This is particularly apparent in protein-cosolvent thermodynamics. By applying the well-documented interaction of cosolvents with proteins pioneered by Timasheff and colleagues (Timasheff, 1993) , it is possible to gain a new understanding of how cosolvents (excipients) can stabilize proteins against irreversible degradation (Chang et al., 1996a; Kendrick et al., 1998; Kendrick et al., 1997a; Winzor et al., 1992; Winzor and Wills, 1995) . This concept is key in the rational development of aqueous protein formulations and it will be explained briefly below. The appendix to this chapter provides a more detailed discussion on protein-cosolvent thermodynamics.
INTERACTIONS OF EXCIPIENTS WITH PROTEINS
Stabilizing proteins against physical degradation can be accomplished by choosing the appropriate excipient (also referred as cosolvent in discussions of protein-stabilizer intreractions) to target a specific stress (i.e. nonionic surfactant protection against interfacial stresses) or by choosing an excipient that acts as a general protein stabilizer. Normally excipients that act as general protein stabilizers are needed in fairly high concentrations to give a significant stabilization (>0.25M), and may not be suitable in cases where isotonicity must be maintained (e.g. subcutaneous doses). However, in many cases hypertonic solutions are acceptable, especially if they are diluted (e.g. into an intravenous bag), or given as a small volume intravenous injection.
Preferentially Excluded Cosolvents
Understanding the mechanism of protein stabilization by high concentrations of preferentially excluded cosolvents (excipients) is a major area of research. Timasheff and colleagues have pioneered this effort (Timasheff, 1993) , using multicomponent theory (see appendix to this chapter and Casassa and Eisenberg, (1964) ), and have placed these stabilizing cosolvents into two categories. In the first, the interaction is totally independent of the chemical nature of the protein surface, i.e. it only depends on the amount of exposed surface area. For protein stabilizers, examples of these are sugars, most nonhydrophobic amino acids, and potent salting-out salts such as (NH 4 ) 2 SO 4 . In the second category are the G N A n A N* U cosolvents that act in a manner dependent on the chemical nature of the protein surface and the cosolvents. Examples of these types of cosolvents are polyethylene glycols, certain polyols (e.g., ethylene glycol), and alcohols. For these cosolvents, it is difficult to predict their effect on protein stability, especially at elevated temperatures (i.e., greater than room temperature). These cosolvents have substantial hydrophobic character that can foster greater binding with protein molecules, especially the denatured state, as temperature is increased. The result is that a compound (e.g., ethanol) may be a protein stabilizer at low temperature, but favor the denatured state at higher temperatures.
In terms of stabilizing interactions with proteins sucrose is the most studied cosolvent/excipient (Kendrick et al., 1998; Kendrick et al., 1997a; Lee and Timasheff, 1981; Liu and Bolen, 1995; Wang et al., 1995) . It is a good model to explain the protective effect of the first category of preferentially excluded cosolvents, those for which the degree of preferential exclusion is a direct function of protein surface area. The interaction is thermodynamically unfavorable, primarily due to sucrose's repulsion from the protein backbone (Liu and Bolen, 1995) , resulting in an increase in protein chemical potential (see Appendix). Thus, in the presence of sucrose, the protein state with the least surface area will be thermodynamically favored; sucrose stabilizes proteins by driving them towards a compact native state. As a result sucrose will stabilize the protein against any stress that perturbs the native conformation towards a more expanded state. In Scheme 1, in the presence of sucrose the equilibrium would be shifted towards N and away from I or U. In Schemes 2 and 3, the ΔG of the N to N* transition would increase in the presence of sucrose. As a result the level of N* would be reduced and the aggregation would be inhibited. Thus, thermodynamic stabilization of the native state can increased the kinetic stability of a protein.
It is through the preferential exclusion mechanism that sucrose and other excluded excipients stabilize proteins against thermal unfolding (Lee and Timasheff, 1981; Santoro et al., 1992) , denaturant unfolding (Foord and Leatherbarrow, 1998) , aggregation (Kendrick et al., 1997b) , and random conformational fluctuations from the native state (Foord and Leatherbarrow, 1998; Kendrick et al., 1997a; Wang et al., 1995) . Excluded excipients may also reduce the rates chemical degradation reactions that are coupled to protein conformation, e.g. they have the ability to reduce the chemical reactivity of buried side chains such as cysteine (Kapoor and Parfett, 1977; Kendrick et al., 1997a; Yancey and Somero, 1979) .
Buffers/Salts
The choice of a buffer may not depend only on having the appropriate pK a for the formulation. Buffers with similar pK a s can have profoundly different effects on protein stability, depending on the buffer's interaction with the protein. Salts and buffers can interact with proteins through three mechanisms: Changing the enthalpy of ionization of various side chains, a cosolvent exclusion mechanism, and a Debye screening of charge fluctuations.
Preferential Exclusion of Salts. Many buffers and/or salts at high concentrations can also stabilize proteins through the preferential exclusion mechanism. The ranking in effectiveness of stabilization follows the well-known Hofmeister series for anions (Collins and Washabaugh, 1985; Hofmeister, 1888) (Jensen et al., 1995; von Hippel and Schleich, 1969; von Hippel and Wong, 1965) . For example, the T m of ribonuclease A increases by 8 °C in 0.5M potassium phosphate, relative to a solution without phosphate (von Hippel and Wong, 1965) . The β-lactoglobulin dimer is similarly stabilized against urea and temperature induced denaturation by salts in the trend predicted by the Hofmeister series (Jensen et al., 1995; Kella and Kinsella, 1988) . Interestingly, cations have little effect on protein stability relative to the anions.
Although salts can have a remarkable effect on protein stability, they must be used with care, since they can also dramatically affect protein solubility. The stabilizing salts, through the preferential exclusion mechanism, can drive the minimization of protein surface area exposed to solvent to the extreme by "salting-out" the protein (Arakawa and Timasheff, 1982) . The influence of various formulation conditions on protein solubility is discussed in a review by Middaugh and Volkin (Middaugh and Volkin, 1992) . It should be noted that under conditions of increasing or decreasing pH from the pI of the protein, solubility of the native state increases dramatically. However, at pH extremes, the protein may unfold and irreversibly precipitate from solution through the formation of non-native intermolecular β-sheet structure.
Debye Screening. Even salts that interact weakly through the preferential exclusion mechanism, or salts in relatively low concentrations (< 0.15 M) can have a strong influence on the physical state of the protein. This is primarily due to the effects of salts on electrostatic interactions between protein molecules that are governed by charge fluctuations. Charge fluctuations in proteins are caused by dipole moment fluctuations, which are in turn caused by configurational fluctuations of the protein (Kirkwood and Shumaker, 1952a) . In salt free solutions, especially those close to the isoionic point of the protein, fluctuations of charge produce a long-range attractive force with a potential diminishing as 1/R 2 (Kirkwood and Shumaker, 1952b) . Under this solution condition, protein solubility is very small. As salt is added, the charge fluctuations contribute to a binding interaction between the protein and the salt ions (Kirkwood and Shumaker, 1952b; Scatchard, 1943) . This charge screening interferes with the attractive force, and the net result is a significant increase in protein solubility (Melander and Horvath, 1977) .
Ionization Enthalpy. The free energy of unfolding is by definition affected by an enthalpic transition. Buffer choice can have a strong influence on the magnitude of the enthalpy of unfolding. The mechanism for this is rooted in the cause of pH induced unfolding of a protein. The dependence of the unfolding temperature on pH is determined by the number of groups ionized upon denaturation, γ D N Δ , through the relation (Privalov, 1990) : (1) The enthalpy of the unfolding reaction, and thus the free energy of the transition (see (Todd et al., 1998) ), is strongly dependent on the choice of buffer, since the ionization of the buffer occurs in conjunction with the ionization of protein side groups. For example, the T m for myoglobin is 59.2 °C in piperazine buffer but 73.7 °C in acetate buffer at the same pH (Privalov et al., 1986) . In a pharmaceutically relevant study, it was found that interferon-gamma degraded faster in succinate buffer than in acetate buffer at the same pH (Lam et al., 1997) .
Specific binding of ligands
Protein-ligand interactions by their very nature have long been known to affect the free energy of the native state through thermodynamic linkage functions (Wyman, 1964; Wyman and Gill, 1990) . Linkage functions simply state that if a protein in its native state binds a ligand with more affinity than it would in a denatured state, the free energy of the native state is decreased more than free energy of the denatured state (see Appendix). As a result the free energy barrier between native and denatured states is increased; the native state is stabilized. More specifically, for a protein with a single binding site in the presence of a ligand L, the free energy of stabilization (ΔG b ) is given by:
where K n is the binding constant to the native state, K d is the binding constant to the denatured state, R is the gas constant, T is the absolute temperature, and [L] is the free ligand concentration (Freire, 1999; Schellman, 1987) . The increase in Tm can be approximated by (Schellman, 1975) :
As an example, let the ligand bind only to the native state (K n = 10 6 M -1 , 298 K). At a free ligand concentration of 28 µM, the free energy of stabilization is 2 kcal/mol, and the corresponding increase in T m is approximately 18 °C (Figure 1 ).
A few applications of ligand binding will illustrate the large increases in protein stability gained by the use of ligands. One example is the use of polyanions in the formulation of acidic fibroblast growth factor (aFGF) (Tsai et al., 1993) , a protein that naturally binds heparin. Although aFGF is normally unstable and aggregates extensively after only weeks of storage at 4 °C, in the presence of heparin it is stable at this temperature for at least one year. Another example is the use of divalent cation metals in proteins with binding sites for such ligands. In the presence of calcium, the increase in free energy of unfolding for βγ-crystallin homolog spherulin 3a is 13.9 kcal/mol, with a corresponding T m increase of 20 °C (Kretschmar et al., 1999) . Protein-receptor complexes are also stabilized through binding interactions (Li et al., 1997; Li et al., 1998) . 
Protein Self-Stabilization
Proteins that undergo dimerization or higher-order reversible association are stabilized by such interactions. In low molecular weight proteins this is especially apparent, with most of the stabilization against unfolding arising from interactions at the interface between subunits (Johnson and Freire, 1996; Todd et al., 1998) . For example, in the simplest case where a protein dimer unfolds with no intermediates the stabilization against unfolding is given directly through the free energy equation:
A striking example of the increase in stability through protein association is seen from the protein p53tet, which has a native tetramer:unfolded monomer equilibrium in solution. As protein concentration is increased from 0.5 to 150 µM, the Tm increases from about 39 to 75 °C (Johnson and Freire, 1996) . Although significant gains in protein stability can be realized by increasing protein concentration, the therapeutic dose of the multimeric protein is going to have some influence on acceptable protein concentrations in the formulation. Increasing temperature will usually result in physical denaturation, chemical degradation, or both. Although heat induced denaturation may be reversible for some proteins, most suffer irreversible denaturation and aggregation at high temperatures. The reversibility of unfolding can be strongly affected by modifying solution conditions as discussed above. Recently, a study has correlated thermal unfolding reversibility with increased long-term storage stability of a therapeutic protein against aggregation (Remmele et al., 1999) . Classes of molecules that generally stabilize against heat denaturation are ligands (Hargrove and Olson, 1996; Li et al., 1998) and preferentially excluded excipients (Rishi et al., 1998) . Choice of pH, buffer, and protein concentration (for associating proteins) will also affect stability against temperature-induced denaturation.
PHYSICAL FACTORS AFFECTING PROTEIN STABILITY

Temperature
Increasing temperature will also accelerate chemical degradation. However, at present there is no clear way to predict which type of chemical degradation will dominate at a given temperature. For example, in interleukin-1β, cysteine oxidation is the dominant chemical degradation above 38 °C, but below 30 °C deamidation dominates (Gu et al., 1991) . This behavior brings into the question of the value of accelerated storage stability studies with respect to the investigation of chemical degradation.
Freeze-Thawing
Some proteins are quite labile to freeze-thaw stresses, resulting in extensive aggregation (Chang et al., 1996b; Jameel et al., 1997; Papandreou and Fenouillet, 1997) , though the same process may not have as much negative effect on other proteins (Katakam and Banga, 1997) . The molecular mechanism of freeze-thaw leading to protein aggregation remains to be fully understood. It has been postulated that freeze-thaw induced protein aggregation may be due to interfacial adsorption at ice-liquid interfaces (Kreilgaard et al., 1998) . Very limited information is known about structural changes in proteins undergoing aggregation upon freeze-thawing. In many cases, proteins can be stabilized against freeze-thawing stresses by the addition of preferentially excluded excipients or small amounts of surfactant (Chang et al., 1996b; Carpenter and Chang, 1996) . A more detailed of stabilization during freeze-thawing is given in Chapter ??.
Agitation and Exposure to Denaturing Interfaces
During product shipping and handling, proteins in aqueous solution formulations are subjected to agitation or shaking, which is one of the most common physical stress that can cause protein aggregation (Henson et al., 1970; Maa & Hsu, 1997) . Agitation induced protein denaturation and/or aggregation is presumably the consequence of protein interactions with surfaces; e.g., the air-water and vial-water interfaces (Charman et al., 1993; Henson et al., 1970; Kreilgaard et al., 1998; MacRitchie, 1986; Sluzky et al., 1991) . It is generally thought that protein unfolding at air-liquid interface may irreversibly expose the interior hydrophobic core, which may in turn lead to intermolecular association of nonpolar residues. It has been observed that agitation induced protein aggregation decreases at higher protein concentrations. Small amounts of surfactants are usually effective in stabilizing proteins against this type of stress (Chang et al., 1996b; Kreilgaard et al., 1998) . A more detailed explanation of surface-induced protein denaturation and aggregation, and the inhibition of these processes by surfactants is given in Chapter ??.
Pressure
Although pressure-induced protein denaturation may be of least concern to protein formulation, the effect of pressure on protein stability should be considered in certain delivery devices and certain manufacturing process. In the last several years, there is an increased interest in the study of pressure denaturation of proteins. A few reported studies have shown that pressure of a few hundred MPa can induce unfolding intermediates or molten globules in protein solutions (Clery et al., 1995; Muller et al., 1981; Wong and Heremans, 1988; Yamasaki et al., 1998) . Often it was found that pressure induced protein denaturation is reversible within certain range of pressure limits. It has been shown that unlike thermally denatured proteins, proteins denatured by pressure can retain their compact structures (Zhang et al., 1995) . It has been proposed that pressure induced denaturation may result from the water transfer into the hydrophobic core and that the destabilization of the hydrophobic core by the penetrating water molecule leads to protein denaturation (Hummer et al., 1998; Wolfenden and Radzicka, 1994) . The penetration of water molecule into protein hydrophobic core could loosen the compactness of protein interior and causes protein to swell under high pressure. Also, in general any increase in the surface area of hydrophobic residues exposed to solvent will be favored under pressure. This is because pressure favors reactions that reduce the overall system volume. Exposure of hydrophobic residues to solvent reduces volume because the density of water near these groups is greater than that of water in bulk solution. Protein structural expansion under pressure is documented by the experimental observation that lysozyme, Arc repressor, and RNase exhibit increased hydrodynamic radius upon pressure denaturation and higher hydrogen-exchange rates (Chryssomallis et al., 1981; Clery et al., 1995; Peng et al., 1994) . Therefore, preferentially excluded cosolvents such as sugars and polyols will stabilize proteins against pressure-induced denaturation (e.g., Oliveira et al., 1994) .
CONCLUSIONS
Long-term storage stability of proteins can be achieved through understanding of protein degradation pathways and how excipients interact with proteins. This chapter has covered many aspects of these concepts, but is by no means a comprehensive compendium. The reader is directed to other Chapters in this book, resources such as the Series in Pharmaceutical Biotechnology (Ahern and Manning, 1992; Pearlman and Wang, 1996; Wang and Pearlman, 1993) and the review article by Cleland et al. (Cleland et al., 1993) . It is hoped that the pharmaceutical scientist can take these concepts and effectively apply them towards the rational design of stable aqueous formulations.
APPENDIX: DERIVATION OF THE WYMAN LINKAGE FUNCTION AND APPLICATION TO THE TIMASHEFF PREFERENTIAL EXCLUSION MECHANISM
Let R P represent a reversible reaction (equilibrium) for any two state change of a protein going from a reactant (R) to a product (P). This includes N D for unfolding, or N P n for polymerization of n monomers. The time course of a reaction towards equilibrium from any perturbed state can be illustrated by a free energy diagram (Atkins, 1994) : For every mole P formed, one mole of R is lost. This is represented by the extent of reaction, ξ. Then, dξ = dn P = -dn R . This relation will be useful in the interpretation of the fundamental theorem of thermodynamics (Atkins, 1994) :
where V is volume, dp is an infinitesimal change in pressure, S is entropy, dT is an infinitesimal change in temperature, µ I is the chemical potential (defined as µ i = ∂G/∂n i ) of component i, and dn i is an infinitesimal change in the number of moles of I for a given reaction. The standard notation will consist of component 1 being water, component 2 protein, and component 3 cosolvent. At constant temperature and pressure the free energy change for a reaction reduces to:
Taking the partial derivative at constant p and T:
where
To account for the effect of a cosolvent on the free energy of the reaction in terms of the binding parameter, v 3 = ∂m 3 /∂m 2 (i.e. the average statistical amount of cosolvent in G Extent of reaction, ξ R P equilibrium mixture of R and P the vicinity of the protein surface), take the partial derivative of the free energy equation with respect to the cosolvent (Wyman, 1964) :
Since the definition of chemical potential depends on the activity of the solute from a given reference state by: 
Dividing the top and bottom of the right hand side by ∂m 3 gives:
Now, given a general function z(x,y): dz = (a8a)
Take partial derivative of dz with respect to y, at constant z it will equal 0.
Let:
This is the relation between binding and chemical potential perturbation.
From this relation, the Wyman linkage function becomes (Timasheff, 1993; Wyman, 1964) :
In terms of free energy:
From this relationship it is apparent that a greater exclusion (negative binding) of a solute from the product (unfolded protein) than from the reactant (native protein) will result in a positive slope of free energy vs. solute concentration. Although the Wyman equation gives an indication of the direction (see graph below) that ΔG changes by the addition of a cosolvent, to obtain absolute ΔG N-D values directly it is necessary to measure them by standard unfolding experiments. It is important to note that this mechanism of salting-out and protein stabilization depends on the extent of exclusion being proportional to the exposed surface area of the protein (i.e. ∂m 3 /∂m 2 becomes a larger negative value as solvent exposed protein surface increases). As a technical note, it must be realized that measurement of a preferential interaction parameter for a protein in the R state under a given solution condition makes it extremely difficult to measure the preferential interaction parameter for the P state due to the direct effect of solution conditions on the equilibrium of the R P transition. Preferential interaction theory allows a direct calculation of transfer free energies of R and P from one cosolvent concentration to another. For this, knowledge of ∂µ2/∂m 3 is necessary: The activity coefficient increment, is readily obtained from osmotic pressure data, and is usually insignificant for non-polymer cosolvents relative to RT/m 3 .
The transfer free energy of R or P from water into the cosolvent system can now be obtained by (Timasheff, 1993) :
Again, this parameter is difficult to obtain for U and P n under the same solution conditions as N. The second group of chemical potential perturbation terms, Δµ 2,tr , refers to the free energy of transfer of D or N respectively from pure water to a cosolvent of molality m 3 . This cycle has been recently completed by Timasheff's laboratory (Xie and Timasheff, 1997) for ribonuclease A in sorbitol, and can be illustrated by Figure a 
