The effects of noise on transient energy localization in a coupled array of nonlinear oscillators are examined. Results obtained through simulations of deterministic systems are compared to those obtained through Euler-Maruyama scheme based simulations of the corresponding stochastic systems. To complement the numerical studies, a Fokker-Planck formalism is also used to analyze the response of the system in the presence of noise. Transient localization phenomena are explored by using time-domain and time-frequency analysis, and the insights gained are discussed. The intent of this study is to further the understanding of related behavior and use it for the benefit of a nonlinear system.
Introduction
Noise can produce significant changes in the response of nonlinear systems. Energy localizations, which can result as a consequence of intrinsic localized modes in micro-resonator arrays [1] , can lead to damage due to undesirable response levels. On the other hand, these localizations can also be beneficial, with applications in energy harvesting, sensing, and other applications (e.g., [2, 3] ). In the study [4] , Benzi described the mechanism through which a combination of stochastic effects and deterministic forcing may enhance the system response at a particular frequency. The enhanced performance was shown to be absent when either the stochastic input or the deterministic forcing is separately applied. In one of the authors' recent studies [5] , energy localization was provoked by the addition of noise to an array of nonlinear oscillators under specific conditions. Though the effects of noise have been examined for nonlinear oscillator arrays subjected to harmonic inputs [6] [7] [8] , effects of noise on transient energy localizations could be of importance as well.
In this paper, the authors primarily study the system of nonlinearly coupled monostable oscillators illustrated in Fig. 1 . This system is excited from one end with a sinc pulse, which is depicted in Fig. 2 . The sinc pulse is defined as sinc(t) = sin(2πf 1 (t−t 0 )) 2πf 1 (t−t 0 ) , t = t 0 1, t= t 0 (1) This excitation method has been utilized to take advantage of the localized pulse-like behavior of the sinc function while proving a "soft start" to the system. The additional frequency content in the sinc function is an adequate tradeoff for the "soft start" property.
Through the current study, it is shown that noise suppresses a traveling wave by transferring energy to low-frequency components. In the discussion section, observations pertinent to a system of coupled bistable Duffing oscillators are made. This system is seen to exhibit noise-induced transitions, which the authors plan to further study in the future. The Euler-Maruyama algorithm [9] is used to numerically simulate the considered systems, and along with it, the Fokker-Planck equation [10] is used to develop the moment evolution equations and study them. The moment evolution equations are derived by utilizing the method of moments [11] . Morlet wavelet analysis [12] is used to measure the effects of the noise and characterize the system response in the time-frequency domain. Fig. 2 . The sinc pulse which lasts for one second has energy content spread over a broad range of frequencies.
Nonlinear oscillator array
The equations of motion for the considered oscillator array, which is shown in Fig. 1 , can be written in the form 
where the constants are defined in Table I . The boundary oscillators are coupled to adjacent oscillators on one side and fixed restraints on the other side. The internal oscillators are coupled to adjacent oscillators and also attached to local restraints through spring-damper combinations.
By appropriately choosing the k 2,i and k 3,i terms, the system becomes an array of monostable oscillators or an array of bistable Duffing oscillators. The Fokker-Planck equation for the ith oscillator of this system can be written as follows: 
Euler-Maruyama simulations
In order to numerically simulate the system of monostable oscillators, the governing equations need to be put in an appropriate form. First, to realize the system of monostable oscillators, the k 2,i terms are set equal to a positive number, and the k 3,i terms are set equal to zero. The oscillators are initialized at their equilibrium position and the first oscillator is excited by a delayed sinc function. In state-space form, the equations of motion are given by
. .
This system of equations can then be converted to Langevin form suitable for numerical simulations as
With this system of Langevin equations, the Euler-Maruyama method is used to simulate the system. This is an extension of Euler's method for ordinary differential equations (ODEs) to an implementation for stochastic differential equations (SDEs). Representative results obtained from a simulation are shown in Fig. 3 . The time evolutions of the displacement responses of all 16 oscillators are shown in the upper portion of the figure by using a color scale for the displacement range. The oscillators begin at their equilibrium positions, denoted by green color. An excitation wave is applied to the first oscillator, and the wave can be seen traveling through the array of oscillators. Since the array is nonlinear, the wave motion cannot be described just by a wave speed. The wave defines a boundary of influence where an oscillator does not experience the excitation until the wave has reached it. A second wave, slightly delayed, of negative displacement follows the first wave. The waves reflect off the boundary at oscillator 16, and continue through the system. The individual nodes continue to oscillate after the wave has passed through them. The wave disperses as it reflects through the system. An individual time history of oscillator 8 is shown in the lower portion of Fig. 3 . The oscillator can be identified to be in a zero energy state, until the oscillator encounters the wave. The crest of the wave can be identified at a time close to 2 seconds. The oscillator continues to ring; the reflected wave passes and revisits it, just after 5 seconds.
Continuous wavelet transform
The continuous wavelet transform allows simultaneous signal characterization in time and frequency domains. The wavelet coefficients are computed by convolving the input signal with a so-called mother wavelet as described in [13] and shown below, wherein the asterisk denotes the complex conjugate of the corresponding quantity.
The mother wavelet Ψ(a, t) is chosen to have properties which match features of the signal being analyzed. The Morlet wavelet has been chosen since it matches well to signals with sinusoidal oscillations. The wavelet is defined as a complex sinusoid shaped by a Gaussian window as shown below.
Ψ
The center frequency of the wavelet is adjustable through ω Ψ , which was taken to be 5.5 as described in [12] . The real part, imaginary part, and magnitude of the mother wavelet are shown in Fig. 4 . The authors note the complex sinusoidal behavior of the real and imaginary parts. The magnitude of the wavelet can be identified by the Gaussian window. Here, the magnitude of the wavelet coefficient |W (a, τ )| is used to characterize oscillations in time and frequency. These coefficients provide a measure of transient matching of the wavelet to the signal. The magnitude of the coefficients is large when the scaled (a), and shifted (τ ) wavelet matches the signal, and the coefficients are small otherwise. The scaling parameter a can be related to a harmonic frequency f by utilizing the Δt of the signal being analyzed through the relation f = ω Ψ 2πΔta . As the scale a decreases, the frequency equivalent of the wavelet increases and vice-versa.
A validation example of a wavelet matching a transient harmonic signal is shown in Fig. 5 . In this case, the first two pulses are transient 30 Hz sinusoids, and the second two pulses are transient 55 Hz sinusoids. The magnitudes of the wavelet coefficients, plotted in the lower portion of Fig. 5 , reveal the time and frequency localization of each pulse. 
Analyses of Euler-Maruyama simulation results
The system of monostable oscillators, excited by a sinc pulse, was subjected to two different levels of noise. In the first case, no noise was included in the input signal; this case can be considered as a control case. The wave traversed the system of oscillators several times. The magnitudes of the wavelet coefficients for oscillators 1, 8 and 16 of this case (σ = 0.00) are shown in the top row of This effect can be examined in more detail by analyzing the difference in the magnitudes of the wavelet coefficients between the control case and the case with σ = 0.10, as shown in Fig. 7 . To this end, the time integral of the amplitude of the wavelet coefficients was computed over all oscillators. Subtracting out the control case from the σ = 0.10 case, the difference in the amplitudes of each case is seen only as a function of frequency:
This allows the attenuation across the 1.00−2.00 Hz band to be characterized, without any ambiguities from phase shifting. It is noted that a large amount of energy appears in the low-frequency range. The attenuation in the 1.00 − 2.00 Hz range due to the noise can be clearly identified through the negative values. It appears that noise attenuates energy from the higher natural frequencies, while increasing energy near the first natural frequency.
Fokker-Planck formalism
The Fokker-Planck equation is a partial differential equation whose solution is the time evolution of the probability density function. This probability density function is a function of all of the variables in state space and time. The general form can be written as follows [10] 
The complete Fokker-Planck equation for this coupled oscillator system would require 2n + 1 variables (i.e. one for each position, one for each velocity, and one for time). For this reason, the Fokker-Planck equation is written only for the ith oscillator. By inserting the equations for the ith oscillator in Eq. (5) into Eq. (9), Eq. (3) is found. The method of moments is used to find the moment evolution equation for this system, which is an infinite set of ODEs. To briefly explain the approach, first consider the general moment equation, where p = p(x 1 , x 2 , t) is the probability density function at time t:
Then, obtaining the moment as it evolves through time, it is found that 
Now, considering the rth moment of position and sth moment of velocity of the ith oscillator, the result is
After substitution and rearrangement, the moment evolution equation for the ith oscillator is obtained as 
(13) From this moment evolution equation, one obtains an infinite set of ODEs parameterized by r and s. In order to solve this infinite set of ODEs, the following three approximations are made: i) the FokkerPlanck equation for the ith oscillator can be written considering only the neighboring two oscillators, ii) the states of the ith oscillator can be considered independent from the states of the neighboring oscillators (for instance, < x
, and iii) moments of order 7 and higher are set equal to zero (which truncates the infinite set of ODEs). These approximations yield a set of 27n ODEs, from the previous SDEs. This reduced-order system has been numerically solved and the obtained time histories of the displacement responses of all the oscillators are presented in Fig. 8 . The oscillators begin in their equilibrium positions and the initial wave can be identified propagating through the array. After reaching oscillator 16, the wave reflects and continues propagating through the array. The results are similar to those obtained through the Euler-Maruyama simulations for σ = 0.00 and shown in Fig. 3 .
The first six moments were computed from the method of moments. It is found that the 5th and 6th moments had near zero values, while the other moments had non-zero values. The probability distribution function of oscillator displacement can be modeled after the Pearson distribution (e.g., [14] ). This distribution can be determined from the first four central moments μ 1 , μ 2 , μ 3 , and μ 4 , as obtained by solving the differential equation where
Based on the above formulation, the Pearson distributions associated with the response of oscillator 8 has been determined for two different noise levels. The probability density function for the displacement response of oscillator 8 as a function of time in the absence of noise is shown in the left portion of Fig. 9 . Initially, the probability distribution for the displacement response of the oscillator is very narrow, because of the small variance of the distribution. As time progresses, the position of the oscillator may admit some uncertainty; however, the large central peak of the probability distribution is indicative of the high likelihood of the displacement position of the oscillator. The position of the oscillator is less certain when noise is added to the system, as indicated by the results shown in the right portion of Fig. 9 . In this case, the initial position of the oscillator has small variance as before. However, as time progresses, the probability distribution of the position of the oscillator becomes more diffuse. This characteristic diffusion effect can be seen for many Fokker-Planck systems. The presence of noise causes the second, third, and fourth moments to increase in time.
Similar to the wavelet analyses conducted in Section 3, wavelets calculated from the Fokker-Planck formalism are presented in Fig. 10 , with the associated analysis presented in Fig. 11 . Qualitatively similar attenuation of the traveling wave can be seen from the wavelet analyses performed on the EulerMaruyama simulation results and that performed on the results from the Fokker-Planck formalism.
Concluding remarks
A system of nonlinearly coupled monostable Duffing oscillators has been studied in this effort. The variation of response with respect to noise level was considered, including the control case of no noise. The system was numerically simulated with the Euler-Maruyama method and analytically cast to a reduced-order model of ODEs by using the method of moments. Solutions from both methods yielded qualitatively similar behavior. In each case, an initial wave was shown to be attenuated with the addition of Gaussian white noise. In the cases studied, energy at low frequencies was identified. Fig. 9 . Probability density variation for displacement response of oscillator 8 with respect to time. The displacement can be characterized by a Pearson distribution. In the case of no noise, the displacement is highly localized (left). In the case of noise (σ = 0.10), the displacement is less certain as shown by the large amount of diffusion in the distribution as time evolves (right). The first moment (the mean value) for the control case in Fig. 9 may be directly compared to the response history of oscillator 8 in Fig. 3 . Time-frequency analyses was carried out by employing the Morlet wavelet and used to characterize the system response and identify transient energy attenuation.
The probability distribution for the position of an oscillator was characterized by using the Pearson distribution. This distribution showed the mean position response of the oscillator as a function of time. When noise was present, the spread of the distribution was observed to increase significantly as time progressed. These results could be useful to develop shielding for systems which are robust to small noise levels, but for which wave impulses could be detrimental. The apparent energy transfer from noise into low frequency bands could also be exploited for energy harvesting. This work is part of an ongoing effort, as a part of which, macroscopic experimental systems of oscillators are being studied.
In a related study, an additional phenomenon was also found by the authors. For a system of linearly coupled bistable Duffing oscillators (i.e., k 1 < 0, k 2 = 0, k 3 > 0), a wave-like, switching phenomenon could be produced with the addition of noise. The oscillators are initialized in their left stable equilibrium position, and the first oscillator is excited with a sinc pulse during the first Fig. 11 . The difference in the integrals of the amplitudes of the wavelet coefficients is shown, in the same manner as presented in Fig. 7 . The scaling is smaller than that seen with the Euler-Maruyama simulations, although the qualitative attenuation in the 1.00 − 2.00 Hz range and the low frequency amplification is still discernible. The authors plan to further study the response behavior in the 0.25 − 1.00 Hz range, as this is notably different from that seen in Fig. 7 . Fig. 12 . The sinc pulse alone does not cause all of the oscillators to switch from their left well to their right well. By using noise (applied to all oscillators), the switching, wave-like phenomenon is seen to progress through the entire array. For a moderate amount of noise, the switching behavior can only go through a portion of the array. A higher noise level induces all oscillators to switch wells. The parameters used in this simulation are as follows: m i = 1.00, c i = 0.60, k 0,i = 1.50, k 1,i = −1.50, k 2,i = 0.00, k 3,i = 5.00.
second, as before. The pulse is seen to have little effect on the other oscillators, as it travels through the array, as shown in Fig. 12 . By adding Gaussian white noise, a switching, wave-like propagation is observed, where oscillators settle into their right stable equilibrium positions. This noise-induced switching phenomenon, which is akin to the stochastic resonance phenomenon, is to be further studied by the authors and this phenomenon may be relevant to the dynamics of neuron chains.
