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We ﬁnd lower and upper bounds for the ﬁrst eigenvalue of a
nonlocal diffusion operator of the form T (u) = − ∫
Rd
K (x, y)(u(y)−
u(x))dy. Here we consider a kernel K (x, y) = ψ(y − a(x)) + ψ(x−
a(y)) where ψ is a bounded, nonnegative function supported in
the unit ball and a means a diffeomorphism on Rd . A simple
example being a linear function a(x) = Ax. The upper and lower
bounds that we obtain are given in terms of the Jacobian of a and
the integral of ψ . Indeed, in the linear case a(x) = Ax we obtain an
explicit expression for the ﬁrst eigenvalue in the whole Rd and it
is positive when the determinant of the matrix A is different from
one. As an application of our results, we observe that, when the
ﬁrst eigenvalue is positive, there is an exponential decay for the
solutions to the associated evolution problem. As a tool to obtain
the result, we also study the behavior of the principal eigenvalue
of the nonlocal Dirichlet problem in the ball BR and prove that it
converges to the ﬁrst eigenvalue in the whole space as R → ∞.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Nonlocal problems have been recently widely used to model diffusion processes. When u(x, t) is
interpreted as the density of a single population at the point x at time t and J (x− y) is the probability
of “jumping” from location y to location x, the convolution ( J ∗ u)(x) = ∫
Rd
J (y − x)u(y, t)dy is the
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Rd
J (y − x)u(x, t)dy is
the rate at which they leave position x to reach any other position. If in addition no external source
is present, we obtain that u is a solution to the following evolution problem
ut(x, t) =
∫
Rd
J (y − x)(u(y, t) − u(x, t))dy. (1.1)
This equation is understood to hold in a bounded domain, this is, for x ∈ Ω and has to be comple-
mented with a “boundary” condition. For example, u = 0 in Rd \ Ω which means that the habitat
Ω is surrounded by a hostile environment (see [15] and [14] for a general nonlocal vector calculus).
Problem (1.1) and its stationary version have been considered recently in connection with real appli-
cations (for example to peridynamics, a recent model for elasticity), we quote for instance [1,10,11,4,
5,12,13,7,6,23–25,16,19] and the recent book [3]. See also [20] for the appearance of convective terms
[2] for a problem with nonlinear nonlocal diffusion and [8,9] for other features in related nonlocal
problems.
On the other hand, it is well known that eigenvalue problems are a fundamental tool to deal
with local problems. In particular, the so-called principal eigenvalue of the Laplacian with Dirichlet
boundary conditions, {−v(x) = σ v(x), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω, (1.2)
plays an important role, since it gives the exponential decay of solutions to the associated parabolic
problem, ut = u with u|∂Ω = 0. The properties of the principal eigenvalue of (1.2) are well known,
see [18].
For the nonlocal problem, in [17] the authors consider the “Dirichlet” eigenvalue problem for a
nonlocal operator in a smooth bounded domain Ω , that is,{
( J ∗ u)(x) − u(x) = −λu(x), x ∈ Ω,
u(x) = 0, x ∈Rd \ Ω. (1.3)
They show that the ﬁrst eigenvalue has associated a positive eigenfunction and that the eigenvalue
goes to zero as the domain is expanded, i.e., λ1(kΩ) → 0 as k → ∞. In addition, it is proved in [6]
that solutions to (1.1) in the whole Rd decay in the L2-norm as t−d/4. Therefore the ﬁrst eigenvalue
in the whole space Rd is zero for the convolution case. When we face a convolution one of the main
tools is the use of the Fourier transform, see [6].
For more general kernels, in [21] energy methods where applied to obtain decay estimates for so-
lutions to nonlocal evolution equations whose kernel is not given by a convolution, that is, equations
of the form
ut(x, t) =
∫
Rd
K (x, y)
(
u(y, t) − u(x, t))dy (1.4)
with K (x, y) a symmetric nonnegative kernel. The obtained decay estimates are of polynomial type,
more precisely, ‖u(·, t)‖L2(Rd)  Ct−d/4. We remark that this decay bound need not be optimal, in
fact, in [21] there is a particular example of a kernel K that gives exponential decay in L2(R). The
exponential decay of solutions suggests that the associated ﬁrst eigenvalue is positive.
Our main goal in the present work is to study properties of the principal eigenvalue of nonlocal
diffusion operators when the associated kernel is not of convolution type. Some preliminary proper-
ties are already known, as existence, uniqueness and a variational characterization. To go further, we
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and supported in the unit ball in Rd . We associate with this function a kernel of the form
K (x, y) = ψ(y − a(x))+ ψ(x− a(y)) (1.5)
where a(x) is a diffeomorphism on Rd . Note that K is symmetric and that the convolution type
kernels also take the form (1.5) (just put a(x) = x). For these kernels let us look for the ﬁrst eigenvalue
of the associated nonlocal operator, that is,
−
∫
Rd
K (x, y)
(
u(y) − u(x))dy = λ1u(x). (1.6)
Some known results (that we state in the next section for completeness) read as follows: For
any bounded domain Ω there exists a principal eigenvalue λ1(Ω) of problem (1.6) with u ≡ 0 in
R
d \ Ω . The corresponding nonnegative eigenfunction φ1(x) is strictly positive in Ω . Moreover, the
ﬁrst eigenvalue is given by
λ1(Ω) = inf
u∈L2(Ω)
∫
Rd
∫
Rd
K (x, y)(u˜(x) − u˜(y))2 dxdy∫
Ω
u2(x)dx
. (1.7)
Here we have denoted by u˜ the extension by zero of u,
u˜(x) =
{
u(x), x ∈ Ω,
0, x ∈Rd \ Ω.
We will use this notation trough the whole paper. When we deal with the whole space we have
λ1
(
R
d)= inf
u∈L2(Rd)
∫
Rd
∫
Rd
K (x, y)(u(x) − u(y))2 dxdy∫
Rd
u2(x)dx
. (1.8)
The main results of this paper are the following:
Theorem 1.1. Let Ω be a bounded domain with 0 ∈ Ω and consider its dilations by a real factor R, RΩ =
{Rx: x ∈ Ω}. Then
λ1
(
R
d)= lim
R→∞λ1(RΩ). (1.9)
Now, we state our result concerning lower bounds for the ﬁrst eigenvalue.
Theorem 1.2. Assume that the kernel is given by (1.5) and that the Jacobian of a−1 , Ja−1 , veriﬁes
sup
x∈Rd
∣∣ Ja−1(x)∣∣= M < 1 or inf
x∈Rd
∣∣ Ja−1(x)∣∣=m > 1.
Then
λ1
(
R
d) 2(1− M1/2)2( ∫
d
ψ(x)dx
)
,R
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λ1
(
R
d) 2(m1/2 − 1)2( ∫
Rd
ψ(x)dx
)
,
in the second case.
Concerning upper bounds we have the following less general result.
Theorem 1.3. Let a be a diffeomorphism homogeneous of degree one, that is, a(Rx) = Ra(x). Assume that the
kernel is given by (1.5). Then
λ1
(
R
d) 2( ∫
Rd
ψ(x)dx
)
inf‖φ‖L2(B1)=1
∫
Rd
(
φ(x) − φ(a(x)))2 dx, (1.10)
where the inﬁmum is taken over all functions φ supported in the unit ball of Rd.
Remark 1.1. Since we can consider φ  0, we get∫
Rd
(
φ(x) − φ(a(x)))2 dx = ∫
Rd
φ2(x)dx+
∫
Rd
φ2
(
a(x)
)
dx− 2
∫
Rd
φ(x)φ
(
a(x)
)
dx

∫
Rd
φ2(x)dx+
∫
Rd
φ2
(
a(x)
)
dx.
Hence, from (1.10) we immediately obtain the following bound
λ1
(
R
d) 2(1+ sup
x∈Rd
∣∣ Ja−1(x)∣∣)( ∫
Rd
ψ(x)dx
)
. (1.11)
For invertible linear maps a on Rd we obtain the following sharp result.
Theorem 1.4. Let K be given by (1.5) with an invertible linear map a(x) = Ax. Then
λ1
(
R
d)= lim
R→∞λ1(BR) = 2
(
1− ∣∣det(A)∣∣−1/2)2( ∫
Rd
ψ(x)dx
)
. (1.12)
Remark 1.2. Note that for a linear function a the bound (1.11) is not sharp. However, Theorems 1.2
and 1.3 provide lower and upper bounds for λ1(Rd) when M < 1 or m > 1 that depend linearly on∫
ψ in terms of the Jacobian of the diffeomorphism a−1.
As an immediate application of our results, we observe that, when the ﬁrst eigenvalue is positive,
we have exponential decay for the solutions to the associated evolution problem in Rd . In fact, let us
consider,
ut(x, t) =
∫
d
K (x, y)
(
u(y, t) − u(x, t))dy,R
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1
2
d
dt
∫
Rd
u2(x, t)dx =
∫
Rd
∫
Rd
K (x, y)
(
u(y, t) − u(x, t))u(x, t)dy dx
= −1
2
∫
Rd
∫
Rd
K (x, y)
(
u(y, t) − u(x, t))2 dy dx
−1
2
λ1
∫
Rd
u2(x, t)dx.
Thus, an exponential decay of u in L2-norm follows∫
Rd
u2(x, t)dx
( ∫
Rd
u2(x,0)dx
)
· e−λ1t .
The paper is organized as follows: in Section 2 we collect some preliminary results and prove
Theorem 1.1; while in Section 3 we collect the proofs of the lower and upper bounds for the ﬁrst
eigenvalue; we prove Theorem 1.2, Theorem 1.3 and Theorem 1.4.
2. Properties of the ﬁrst eigenvalue. Proof of Theorem 1.1
First, let us state some known properties of the ﬁrst eigenvalue of our nonlocal operator.
Theorem 2.1. For any bounded domain Ω there exists a principal eigenvalue λ1(Ω) of problem (1.6), i.e. the
corresponding nonnegative eigenfunction φ1(x) is strictly positive in Ω .
Proof. It follows from [22]. 
Theorem 2.2. The ﬁrst eigenvalue of problem (1.6) satisﬁes
λ1(Ω) = inf
u∈L2(Ω)
∫
Rd
∫
Rd
K (x, y)(u˜(x) − u˜(y))2 dxdy∫
Ω
u2(x)dx
. (2.1)
Proof. See [17]. 
Now, to simplify the presentation, we prove Theorem 1.1 in the special case of balls BR that are
centered at the origin with radius R (we will use this notation in the rest of the paper) and next we
deduce from this fact the general case, Ω a bounded domain.
Lemma 2.1. Let λ1(Rd) be deﬁned by (1.8). Then
λ1
(
R
d)= lim
R→∞λ1(BR). (2.2)
Proof. First of all, observe that for any R1  R2 we have BR1 ⊂ BR2 and then
λ1(BR1) λ1(BR2) > 0.
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lim
R→∞λ1(BR) 0.
Step I. Let us choose u ∈ L2(BR). By the deﬁnition of λ1(Rd) we get∫
Rd
∫
Rd
K (x, y)(u˜(x) − u˜(y))2 dxdy∫
BR
u2(x)dx
=
∫
Rd
∫
Rd
K (x, y)(u˜(x) − u˜(y))2 dxdy∫
Rd
u˜2(x)dx
 λ1
(
R
d).
Taking the inﬁmum in the right hand side over all functions u ∈ L2(BR) we obtain that for any R > 0
λ1(BR) λ1
(
R
d). (2.3)
Step II. Let ε > 0. Then there exists uε ∈ L2(Rd) such that
λ1
(
R
d)+ ε  ∫Rd ∫Rd K (x, y)(uε(x) − uε(y))2 dxdy∫
Rd
u2ε(x)dx
. (2.4)
We choose uε,R deﬁned by
uε,R(x) = uε(x)χBR (x).
We claim that ∫
BR
u2ε,R(x)dx →
∫
Rd
u2ε(x)dx (2.5)
and ∫
Rd
∫
Rd
K (x, y)
(
uε,R(x) − uε,R(y)
)2
dxdy →
∫
Rd
∫
Rd
K (x, y)
(
uε(x) − uε(y)
)2
dxdy, (2.6)
as R → ∞.
Assume these claims for the moment; using that uε,R vanishes outside the ball BR and the deﬁni-
tion of λ1(BR) we get ∫
Rd
∫
Rd
K (x, y)(uε,R(x) − uε,R(y))2 dxdy∫
BR
u2ε,R(x)dx
 λ1(BR).
Using claims (2.5) and (2.6) and taking R → ∞ we obtain∫
Rd
∫
Rd
K (x, y)(uε(x) − uε(y))2 dxdy∫
Rd
u2ε(x)dx
 lim
R→∞λ1(BR).
By (2.4), for any ε > 0, we have λ1(Rd) + ε  limR→∞ λ1(BR). Thus
λ1
(
R
d) lim
R→∞λ1(BR).
Using now (2.3) the proof of (2.2) is ﬁnished.
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vergence theorem, since |uε,R | |uε| ∈ L2(Rd). For the second one we have that
uε,R(x) − uε,R(y) → uε(x) − uε(y), as R → ∞
and
K (x, y)
∣∣uε,R(x) − uε,R(y)∣∣2  2K (x, y)(u2ε,R(x) + u2ε,R(y)) 2K (x, y)(u2ε(x) + u2ε(y)). (2.7)
We show that under the assumptions on K the right hand side in (2.7) belongs to L1(Rd ×Rd):
∫
Rd
∫
Rd
K (x, y)
(
u2ε(x) + u2ε(y)
)
dxdy = 2
∫
Rd
∫
Rd
K (x, y)u2ε(x)dxdy
= 2
∫
Rd
u2ε(x)dx
∫
Rd
K (x, y)dy  2 sup
x∈Rd
∫
Rd
K (x, y)dy
∫
Rd
u2ε(x)dx
 2
∫
Rd
ψ(x)
(
1+ ∣∣ Ja−1(x)∣∣)dx∫
Rd
u2ε(x)dx C
∫
Rd
u2ε(x)dx.
Applying now Lebesgue’s convergence theorem we obtain (2.6). 
When we consider dilations of a domain Ω with 0 ∈ Ω we get the same limit. This provides a
proof of Theorem 1.1.
Proof of Theorem 1.1. Let us consider Br1 ⊂ Ω ⊂ Br2 then
λ1(RBr1) λ1(RΩ) λ1(RBr2),
and we just observe that
lim
R→∞λ1(RBr1) = limR→∞λ1(RBr1) = λ1
(
R
d).
This ends the proof. 
3. Proof of the lower and upper bounds for the ﬁrst eigenvalue
In this section we obtain estimates on λ1(Rd) deﬁned by (1.8). First we prove Theorem 1.2.
Proof of Theorem 1.2. First of all, let us perform the following computations: let θ be a positive
constant which will be ﬁxed latter. Using the elementary inequality
(b − c)2 = b2 + c2 − 2bc  b2 + c2 − θb2 − 1
θ
c2 = (1− θ)
(
b2 − c
2
θ
)
we get
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R2d
ψ
(
y − a(x))(u(x) − u(y))2 dxdy
 (1− θ)
∫ ∫
R2d
ψ
(
y − a(x))(u2(x) − u2(y)
θ
)
dxdy
= (1− θ)
( ∫
Rd
u2(x)dx
∫
Rd
ψ(y)dy − 1
θ
∫
Rd
u2(y)
∫
Rd
ψ
(
y − a(x))dxdy)
= (1− θ)
∫
Rd
u2(x)
( ∫
Rd
ψ(y)dy − 1
θ
∫
Rd
ψ
(
x− a(y))dy)dx
= (1− θ)
∫
R
u2(x)
( ∫
Rd
ψ(y)dy − 1
θ
∫
Rd
ψ(x− y)∥∥ Ja−1(y)∥∥dy)dx
= 1− θ
θ
∫
Rd
ψ(y)dy
∫
Rd
u2(x)
(
θ − (ψ ∗ | Ja−1 |)(x)∫
Rd
ψ(y)dy
)
dx.
Then
1
2
∫ ∫
R2d
K (x, y)
(
u(x) − u(y))2 dxdy

⎧⎪⎨⎪⎩
1−θ
θ
(
∫
Rd
ψ(y)dy)
∫
Rd
u2(x)
(
θ − supx∈Rd ψ∗| Ja−1 |∫
Rd ψ(y)dy
)
dx, θ < 1,
1−θ
θ
(
∫
Rd
ψ(y)dy)
∫
Rd
u2(x)
(
θ − infψ∗| Ja−1 |∫
Rd ψ(y)dy
)
dx, θ > 1

{
1−θ
θ
(
∫
Rd
ψ(y)dy)
∫
Rd
u2(x)(θ − M)dx, θ < 1,
θ−1
θ
(
∫
Rd
ψ(y)dy)
∫
Rd
u2(x)(m − θ)dx, θ > 1.
In the ﬁrst case we choose θ = M1/2. In the second case we take θ =m1/2.
Therefore, the statement holds from the deﬁnition of λ1(Rd). 
In the following we deal with upper bounds for the ﬁrst eigenvalue.
First, let us state a lemma with an upper bound for λ1(BR) in terms of the radius of the ball, R ,
and the function ψ . Note that here we are assuming that a is 1-homogeneous.
Lemma 3.1. Let K (x, y) = ψ(y − a(x)) + ψ(x − a(y)) with a 1-homogeneous map a. For every δ > 0 there
exists a constant C(δ) such that the following
λ1(BR) (2+ δ)
∫
Rd
ψ(z)dz
∫
Rd
(
φ(x) − φ(a(x)))2 dx
+ C(δ)
R2
∫
Rd
ψ(z)|z|2 dz
∫
Rd
∣∣∇φ(x)∣∣2 dx sup
y∈B1+1/R
∣∣ Ja−1(y)∣∣
holds for any function φ supported in the unit ball with ‖φ‖L2(B ) = 1 and all R > 0.1
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∫
B1
φ2(x)dx = 1. Taking as a test
function φR(x) = φ(x/R) in the variational characterization (1.7), we obtain
λ1(BR)
∫
Rd
∫
Rd
K (x, y)(φR(x) − φR(y))2 dxdy∫
BR
φ2R(x)dx
= 1
Rd
∫
Rd
∫
Rd
K (x, y)
(
φ
(
x
R
)
− φ
(
y
R
))2
dxdy
= Rd
∫
Rd
∫
Rd
K (Rx, Ry)
(
φ(x) − φ(y))2 dxdy.
Using that K (x, y) = ψ(y − a(x)) + ψ(x − a(y)) and that the right hand side in the last term is sym-
metric we get
λ1(BR) 2Rd
∫
Rd
∫
Rd
ψ
(
Ry − a(Rx))(φ(x) − φ(y))2 dxdy
= 2
∫
Rd
∫
Rd
ψ(z)
(
φ(x) − φ
(
z + a(Rx)
R
))2
dxdz
 (2+ δ)
∫
Rd
∫
Rd
ψ(z)
(
φ(x) − φ
(
a(Rx)
R
))2
dxdz
+ C(δ)
∫
Rd
∫
Rd
ψ(z)
(
φ
(
a(Rx)
R
)
− φ
(
z + a(Rx)
R
))2
dxdz
 (2+ δ)
∫
Rd
ψ(z)dz
∫
Rd
(
φ(x) − φ(a(x)))2 dx
+ C(δ)
R2
∫
|z|1
ψ(z)
∫
Rd
( 1∫
0
∇φ
(
a(x) + s z
R
)
· z ds
)2
dxdz.
Observe that we have
∫
|z|1
ψ(z)
∫
Rd
( 1∫
0
∇φ
(
a(x) + s z
R
)
· z ds
)2
dxdz

∫
Rd
ψ(z)|z|2
∫
Rd
1∫
0
∣∣∣∣∇φ(a(x) + szR
)∣∣∣∣2 dsdxdz

∫
d
ψ(z)|z|2
1∫
0
∫
d
∣∣∣∣∇φ(x+ szR
)∣∣∣∣2∣∣ Ja−1(x)∣∣dxdsdzR R
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∫
Rd
ψ(z)|z|2
1∫
0
∫
|x|1
∣∣∇φ(x)∣∣2∣∣∣∣ Ja−1(x− szR
)∣∣∣∣dxdsdz

∫
Rd
ψ(z)|z|2 dz
∫
Rd
∣∣∇φ(x)∣∣2 dx sup
y∈B1+1/R
∣∣ Ja−1(y)∣∣.
Hence, we have
λ1(BR) (2+ δ)
∫
Rd
ψ(z)dz
∫
Rd
(
φ(x) − φ(a(x)))2 dx
+ C(δ)
R2
∫
Rd
ψ(z)|z|2 dz
∫
Rd
∣∣∇φ(x)∣∣2 dx sup
y∈B1+1/R
∣∣ Ja−1(y)∣∣,
as we wanted to show. 
Now we are ready to prove our general upper bound.
Proof of Theorem 1.3. Let us ﬁx δ > 0 and a function φ supported in the unit ball with ‖φ‖L2(Rd) = 1.
We apply Lemma 3.1 and let R → ∞. Then
λ1
(
R
d) (2+ δ)∫
Rd
ψ(z)dz
∫
Rd
(
φ(x) − φ(a(x)))2 dx.
Letting δ → 0 we obtain the desired result. 
Now, we deal with the case in which a is an invertible linear map on Rd of the form a(x) = Ax.
To clarify the presentation we ﬁrst treat the case of a diagonal matrix A. We then extend the result
to the case of a general matrix. The proof in the ﬁrst case is simpler while the proof of the general
case is more involved and requires different techniques.
Lemma 3.2. Let a(x) = Ax be an invertible linear map that in addition is assumed to be diagonal, that is,
a(x) = (α1x1, . . . ,αdxd)T with αi ∈ R. Then, if we consider functions φ ∈ L2(Rd) supported in the unit ball,
we have
inf‖φ‖L2(B1)=1
∫
Rd
(
φ(x) − φ(a(x)))2 dx = (1− ∣∣det(A)∣∣−1/2)2. (3.1)
Proof. For any function φ as in the statement we have∫
Rd
(
φ(x) − φ(a(x)))2 = 1+ ∣∣det(A)∣∣−1 − 2∫
Rd
φ(x)φ
(
a(x)
)
 1+ ∣∣det(A)∣∣−1 − 2( ∫
Rd
φ2(x)dx
)1/2( ∫
Rd
φ2
(
a(x)
)
dx
)1/2
= 1+ ∣∣det(A)∣∣−1 − 2∣∣det(A)∣∣−1/2 = (1− ∣∣det(A)∣∣−1/2)2.
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statement such that ∫
Rd
φ(x)φ(a(x))dx
|det(A)|−1/2 ∫
Rd
φ2(x)dx
→ 1.
Choosing φ of the form (we use a standard separation of variables here)
φ(x) =
d∏
i=1
φi(xi)χBε (x), x = (x1, . . . , xd),
with ε small enough such that φ to be supported in the unit ball we reduce the problem to the
one-dimensional case: a(x) = αx and construct a sequence of functions φσ supported in [−ε, ε] such
that ∫
R
φσ (x)φσ (a(x))dx
α−1/2
∫
R
φ2σ (x)dx
→ 1.
We choose
φσ (x) = 1|x|σ χ(0,ε)(x), with σ < 1/2.
Then
∫
R
φ2σ (x)dx =
ε∫
0
1
|x|2σ =
ε1−2σ
1− 2σ
and
∫
R
φσ (x)φσ
(
a(x)
)
dx =
min{ε,ε/α}∫
0
1
|x|σ
1
|αx|σ
= α−σ
min{ε,ε/α}∫
0
1
|x|2σ =
α−σ min{ε, ε/α}1−2σ
1− 2σ .
Thus ∫
R
φσ (x)φσ (a(x))dx
α−1/2
∫
R
φ2σ (x)dx
= α
−σ min{ε, ε/α}1−2σ
α−1/2ε1−2σ
→ 1, as σ → 1/2.
This ends the proof. 
We proceed now to prove our result concerning linear functions a when A is diagonal.
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a(x) = (α1x1, . . . ,αdxd)T with αi ∈R. Then
λ1
(
R
d)= lim
R→∞λ1(BR) = 2
(
1− ∣∣det(A)∣∣−1/2)2 ∫
Rd
ψ(z)dz.
Proof. Using the results of Theorem 1.3 and Lemma 3.2 (here we are using that A is diagonal) we
obtain that
lim
R→∞λ1(BR) 2
(
1− ∣∣det(A)∣∣−1/2)2 ∫
Rd
ψ(z)dz.
On the other hand Theorem 1.2 gives us that
lim
R→∞λ1(BR) = λ1
(
R
d) 2(1− ∣∣det(A)∣∣−1/2)2 ∫
Rd
ψ(z)dz.
Thus we conclude that
lim
R→∞λ1(BR) = 2
(
1− ∣∣det(A)∣∣−1/2)2 ∫
Rd
ψ(z)dz
and the proof is ﬁnished. 
Now our task is to extend the result, using different arguments to a general lineal invertible map
a(x) = Ax. In this case we use the Jordan decomposition of A.
Recall that a linear map a : Rd → Rd , a(x) = Ax is called expansive if the absolute value of the
(complex) eigenvalues of A are bigger than one.
Lemma 3.3. Let a :Rd →Rd be an invertible linear map. If a or a−1 is expansive then for functions φ ∈ L2(Rd)
supported in the unit ball with ‖φ‖L2(B1) = 1 the following holds:
sup
φ
∫
Rd
φ(x)φ
(
a(x)
)
dx = ∣∣det(A)∣∣−1/2.
Moreover, the supremum is not attained.
Proof. First, given φ as in the statement, we observe that
∫
Rd
φ(x)φ
(
a(x)
)
dx
( ∫
Rd
φ2(x)dx
)1/2( ∫
Rd
φ2
(
a(x)
)
dx
)1/2
. (3.2)
Hence
sup
φ
∫
d
φ(x)φ
(
a(x)
)
dx
∣∣det(A)∣∣−1/2.
R
L.I. Ignat et al. / J. Differential Equations 252 (2012) 6429–6447 6441Observe that in (3.2) we cannot have equality since in this case φ(a(x)) = μφ(x) a.e. for some con-
stant μ. Since a or a−1 is expansive this implies that φ should vanish identically.
Now we want to obtain the reverse inequality. Let us assume that a is expansive. So, there exists
B ⊂Rd a ball with center at the origin such that a− j(B) ⊂ B1, ∀ j ∈ {0,1, . . .}. Take the following sets
F =
∞⋃
j=0
a− j(B), El = a−l(F ) \ a−l−1(F ), for l ∈ {0,1, . . .}
and
E =
⋃
j=0
E j .
Observe that given l ∈ {0,1, . . .} we have |El|d > 0. Here and in what follows we denote by | · |d the
Lebesgue measure of a set in Rd .
Since |det A| > 1, then∣∣a−l(F )∣∣d = ∣∣a(a−l−1(F ))∣∣d = ∣∣det(a)∣∣∣∣a−l−1(F )∣∣d > ∣∣a−l−1(F )∣∣d.
Next, let us observe that
E j ∩ El = ∅ if j, l ∈ {0,1, . . .} and j = l. (3.3)
Also, since F ⊃ a−1(F ) ⊃ a−2(F ) ⊃ · · · we have
|E j|d =
∣∣a− j(F )∣∣d − ∣∣a− j−1(F )∣∣d = ∣∣det(A)∣∣− j(|F |d − ∣∣a−1(F )∣∣d)= ∣∣det(A)∣∣− j|E0|d.
For any 0 < σ < |det(A)|1/2 we now choose
φσ (x) =
∞∑
j=0
σ jχE j (x).
These functions are supported in the unit ball and belong to L2(Rd), in fact,
‖φσ ‖2L2(Rd) =
∞∑
j=0
σ 2 j|E j|d = |E0|d
∞∑
j=0
σ 2 j
∣∣det(A)∣∣− j (< ∞).
On the other hand,
∫
R
φσ (x)φσ
(
a(x)
)
dx =
∞∑
j=1
σ j−1σ j|E j|d =
∞∑
j=1
σ j−1σ j
∣∣det(A)∣∣− j|E0|d
= σ ∣∣det(A)∣∣−1|E0|d ∞∑
j=1
σ 2( j−1)
∣∣det(A)∣∣− j+1
= σ ∣∣det(A)∣∣−1‖φσ ‖22 d .L (R )
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R
φ(x)φ(a(x))dx
|det(A)|−1/2 ∫
R
φ2(x)dx
= σ ∣∣det(A)∣∣−1/2 → 1, as σ → (∣∣det(A)∣∣1/2)−,
which proves Lemma 3.3 in the case of an expansive function.
Assume now that a−1 is expansive. Let φ be as in the statement, then after the change of variable
a(x) = y we have ∫
Rd
φ(x)φ
(
a(x)
)
dx = ∣∣det(A)∣∣−1 ∫
Rd
φ(x)φ
(
a−1(x)
)
dx.
Hence, the proof ﬁnishes using the previous expansive case. 
Lemma 3.4. Let a :Rd →Rd, a(x) = Ax be such that A is diagonalizable with all of its (complex) eigenvalues
having the absolute value equal to one. For functions φ ∈ L2(Rd) supported in the unit ball with ‖φ‖L2(B1) = 1
the following holds
sup
φ
∫
Rd
φ(x)φ
(
a(x)
)
dx =max
φ
∫
Rd
φ(x)φ
(
a(x)
)
dx = 1.
Proof. Take φ = |B1|−1/2d χB1 where χB1 is the characteristic function of the ball with center at the
origin and radius 1. Since φ(a(x)) = χB1 (x), then the assertion follows. 
Lemma 3.5. Let a : Rd → Rd, a(x) = Ax be an invertible linear map such that the corresponding matrix
associated to the canonical basis is given by
Jk(λ) =
⎛⎝λ 1. . . 1
λ
⎞⎠ , (3.4)
or
J˜k(θ) =
⎛⎝M I. . . I
M
⎞⎠ , (3.5)
where λ ∈ {±1}, θ ∈R,M= ( cos θ sin θ− sin θ cos θ ) and I= ( 1 00 1 ). Then, if we consider functions φ ∈ L2(Rd) supported
in the unit ball with ‖φ‖L2(B1) = 1, we get
sup
φ
∫
Rd
φ(x)φ
(
a(x)
)
dx = 1.
Proof. Case I. Assume that the corresponding matrix of the linear map a associated to the canonical
basis is given by (3.4). Given j ∈N, a j(p)t = (λ j + jλ j−1, λ j,0, . . . ,0)t where p = (1,1,0, . . . ,0) ∈Rd .
Observe that a j(p) = al(p) if l, j ∈N and j = l. Indeed ‖a j(p) − al(p)‖ 1 if j = l. Thus, a j(B1/4(p)) ∩
al(B1/4(p)) = ∅ if j = l, where B1/4(p) is the ball with center at the point p and radius 1/4.
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φk(x) =
k∑
j=0
χa j(2−k B1/4(p))(x).
Observe that the function φk is supported in the unit ball. If x is in the support of φk then there exists
j ∈ {0,1, . . . ,k} such that |x− a j(p)| 2−k−2 and we have
|x| ∣∣x− a j(p)∣∣+ ∣∣a j(p)∣∣
 2−k−2 + 2−k((1+ k)2 + 1)1/2  2−k−2 + 2−k3k 2−k+13k < 1.
Further,
‖φk‖2L2(Rd) =
k∑
j=0
∣∣a j(2−kB1/4(p))∣∣d = 2−kd(k + 1)∣∣B1/4(p)∣∣d.
On the other hand,
∫
R
φk(x)φk
(
a(x)
)
dx =
k∑
j=1
∣∣a j(2−kB1/4(p))∣∣d = 2−kd(k)∣∣B1/4(p)∣∣d.
Thus ∫
R
φk(x)φk(a(x))dx
|det(A)|−1/2 ∫
R
φ2k (x)dx
= k
k + 1 → 1, k → ∞.
Having in mind that |det(A)| = 1, that φ satisﬁes the hypotheses in the statement and using
Hölder’s inequality we obtain that
sup
φ
∫
Rd
φ(x)φ
(
a(x)
)
dx 1 = ∣∣det(A)∣∣−1/2.
Hence, the conclusion follows.
Case II. Assume that the corresponding matrix of A in the canonical basis is given by (3.5). For any
j ∈N we set
a j(q) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
cos( jθ) + sin( jθ) + ( j − 1) cos(( j − 1)θ) + ( j − 1) sin(( j − 1)θ)
cos( jθ) − sin( jθ) + ( j − 1) cos(( j − 1)θ) − ( j − 1) sin(( j − 1)θ)
cos( jθ) + sin( jθ)
cos( jθ) − sin( jθ)
0
· · ·
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (3.6)
Observe that for q = (1,1,1,1,0, . . . ,0), we have a j(q) = q if j ∈ {0, . . . ,k}, where k is a nonnegative
integer number. So a j(q) = al(q) if l, j ∈ {0, . . . ,k} and j = l. Thus, by continuity of the linear map a,
there exists B ⊂ Rd a ball with the center at the point q and radius less or equal to 1 such that
a j(B) ∩ al(B) = ∅ if j, l ∈ {0,1, . . . ,k}, j = l.
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φk(x) =
k∑
j=0
χa j(2−k B)(x).
Observe that the function φk is supported in the unit ball. If x is in the support of φk then there exists
j ∈ {0,1, . . . ,k} such that |x− a j(q)| 2−k and we have
|x| ∣∣x− a j(q)∣∣+ ∣∣a j(q)∣∣
 2−k + 2−k(2(2+ 2( j − 1))2 + 23)1/2  2−k + 2−k(2(2+ 2(k − 1))2 + 2 22)1/2
 2−k + 2−k(2(4(k − 1))2 + 2(k − 1)2)1/2
 2−k + 2−k(26(k − 1)2)1/2 = 2−k + 2−k+3(k − 1) 2−k+4(k − 1) < 1.
Further,
‖φk‖2L2(Rd) =
k∑
j=0
∣∣a j(2−kB)∣∣d = 2−kd(k + 1)|B|d.
On the other hand, ∫
R
φk(x)φk
(
a(x)
)
dx =
k∑
j=1
∣∣a j(2−kB)∣∣d = 2−kdk|B|d.
Thus ∫
R
φk(x)φk(a(x))dx
|det(A)|−1/2 ∫
R
φ2(x)dx
= k
k + 1 → 1, k → ∞.
Now, we observe, as we did before, that
sup
φ
∫
Rd
φ(x)φ
(
a(x)
)
dx 1.
Hence, the conclusion follows. 
Now we are ready to proceed with the proof of our main result concerning linear maps a.
Proof of Theorem 1.4. According to Theorem 1.2,
lim
R→∞λ1(BR) = λ1
(
R
d) 2(1− ∣∣det(A)∣∣−1/2)2 ∫
Rd
ψ(z)dz.
So, if we prove
lim
R→∞λ1(BR) = λ1
(
R
d) 2(1− ∣∣det(A)∣∣−1/2)2 ∫
Rd
ψ(z)dz, (3.7)
the proof is ﬁnished. Let us see that (3.7) holds.
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such that A = C JC−1. Note that J is deﬁned by Jordan blocks, i.e.,
J =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
J1(λ1)
. . .
Jr(λr)
Jr+1(α1, β1)
. . .
Jr+s(αs, βs)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (3.8)
with
Jk(λ) =
⎛⎝λ 1. . . 1
λ
⎞⎠ , k = 1, . . . , r, (3.9)
or
Jk(α,β) =
⎛⎝M I. . . I
M
⎞⎠ , k = r + 1, . . . , r + s. (3.10)
Here λ, α and β are real numbers, M= ( α β−β α ) and I= ( 1 00 1 ).
Given a dk × dk Jordan block Jk as in (3.9) or (3.10), then either Jk or J−1k is expansive, or the
corresponding eigenvalue has absolute value equal to 1. Then by Lemma 3.3 or Lemma 3.5 there
exists {φ(k)j }∞j=1 ∈ L2(Rdk ), ‖φ j‖L2(Rdk ) = 1, a sequence of functions supported in the unit ball of Rdk
such that
lim
j→∞
∫
R
dk
φ
(k)
j (x)φ
(k)
j
(
Jk(x)
)
dx = |det Jk|−1/2. (3.11)
For j ∈N, we choose
ϕ j
(
x(1)1 , . . . , x
(1)
d1
, . . . , x(r+s)1 , . . . , x
(r+s)
d1
)= r+s∏
k=1
φ
(k)
j
(
x(k)1 , . . . , x
(k)
dk
)
and
Φ j(x) = d−d/4
∥∥C−1∥∥−1/2|detC |−1/2ϕ j(d−1/2∥∥C−1∥∥−1C−1x),
where ‖C−1‖ denotes the norm of C−1 as operator on Rd . Observe that Φ j is supported in B1 and
‖Φ j‖L2(Rd) = 1. After the change of variable d−1/2‖C−1‖−1C−1x = y, we have
lim
j→∞
∫
Rd
Φ j(x)Φ j
(
a(x)
)
dx
= d−d/2∥∥C−1∥∥−1|detC |−1 lim
j→∞
∫
d
ϕ j
(
d−1/2
∥∥C−1∥∥−1C−1x)ϕ j(d−1/2∥∥C−1∥∥−1C−1C JC−1(x))dx
R
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j→∞
∫
Rd
ϕ j(y)ϕ j( J y)dy =
r+s∏
k=1
lim
j→∞
∫
R
dk
φ
(k)
j (x)φ
(k)
j
(
Jk(x)
)
dx
=
r+s∏
k=1
∣∣det Jk(λk)∣∣−1/2 = ∣∣det(A)∣∣−1/2. (3.12)
Again, using Holder’s inequality, we obtain, for any function φ as in the statement,∫
Rd
φ(x)φ
(
a(x)
)
dx
∣∣det(A)∣∣−1/2. (3.13)
Therefore, we have∫
Rd
(
φ(x) − φ(a(x)))2 dx = 1+ ∣∣det(A)∣∣−1 − 2∫
Rd
φ(x)φ
(
a(x)
)
dx,
then by (3.12) and (3.13),
inf‖φ‖L2(B1)=1
∫
Rd
(
φ(x) − φ(a(x)))2 dx = (1− ∣∣det(A)∣∣−1/2)2.
Hence, using the results contained in Lemma 3.1 the proof is ﬁnished. 
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