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Robustness of the Sobol’ indices to distributional uncertainty ∗
Joseph Hart † and Pierre Gremaud ‡
Abstract. Global sensitivity analysis (GSA) is used to quantify the influence of uncertain variables in a
mathematical model. Prior to performing GSA, the user must specify (or implicitly assume), a
probability distribution to model the uncertainty, and possibly statistical dependencies, of the
variables. Determining this distribution is challenging in practice as the user has limited and
imprecise knowledge of the uncertain variables. This article analyzes the robustness of the Sobol’
indices, a commonly used tool in GSA, to changes in the distribution of the uncertain variables.
A method for assessing such robustness is developed which requires minimal user specification
and no additional evaluations of the model. Theoretical and computational aspects of the method
are considered and illustrated through examples.
Key words. global sensitivity analysis, Sobol’ indices, uncertain distributions, deep uncertainty
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1. Introduction. Global sensitivity analysis (GSA) aims to quantify the relative impor-
tance of the input variables X = (X1, X2, . . . , Xp) to a function f [25]. Such quantification
is a crucial step in the development of predictive models. The Sobol’ indices [26, 27] are
a commonly used tool for this task, though there are many alternative methods as well,
see [8, 13, 25] and references therein for overviews of GSA. Performing GSA in practice
consists of:
i. defining a probability distribution for X,
ii. evaluating f at samples from this distribution,
iii. and computing statistics using these evaluations.
Much of the GSA research has focused on steps (ii) and (iii) assuming that step (i) is
done by the user. In practice, defining a probability distribution for X is a challenging
task which carries uncertainties itself. This raises the question, “how robust is my GSA to
changes in the distribution of X?” In this article we address this question for the Sobol’
indices.
The robustness of the Sobol’ indices with respect to changes in the marginal distribu-
tions of Xk, k = 1, 2, . . . , p, is considered in the Life Cycle Analysis literature [16]. Their
approach requires the user to specify various admissible marginal distributions for the vari-
ables and compute the Sobol’ indices for each possibility. This requires many evaluations
of f thus limiting its use more broadly. The robustness of the Sobol’ indices with respect to
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changes in the correlation structure is highlighted in [9] where the authors seek to quantify
the risk of ignoring correlations between the variables. Imprecise probabilities are used
in [10] to quantify uncertainty in the sensitivity indices. This approach requires the user to
parameterize admissible distributions and collect additional samples, i.e. additional eval-
uations of f . In the ecology literature [22], the robustness of Sobol’ indices to changes in
the means and standard deviations defining normally distributed inputs is examined. The
challenges of deep uncertainty, i.e. uncertainty in the distributions of Xk, k = 1, 2, . . . , p,
are identified in [7] where the authors compute Sobol’ indices for different distributions
and define “robust sensitivity indicators” as a function of the Sobol’ indices from different
distributions. Changes in the marginal distributions were shown to change the ordering
of the Sobol’ indices in [6]. Similar questions about the robustness of computed quantities
with respect to distributional uncertainty may be found in [1, 5, 12,20].
In [3], the functional analysis of variance decomposition (the building block of Sobol’
indices) is analyzed when X does not have a unique distribution but rather multiple possible
distributions. The authors provide a framework for analyzing the robustness of the Sobol’
indices which depends upon the user specifying a prior on the space of possible distributions
of X. In line with [2], the robustness of the Sobol’ indices may be determined by considering
a set of possible distributions, sampling from their mixture distribution, and computing the
Sobol’ indices with respect to each distribution using a weighting scheme. This approach
does not require additional evaluations of f , but the user must specify the set of possible
distributions, which is challenging in practice.
All of the aforementioned approaches require user specification of possible distributions,
additional evaluations of f , or both. In this article, we present a method to measure the
robustness of the Sobol’ indices to distributional uncertainties without requiring either. In
particular, we consider perturbations of the probability density function (PDF) of X and
compute the extreme scenarios when the Sobol’ indices differ most from those computed
with the user specified PDF. A judicious formulation allows us to determine these extreme
scenarios as the solution of an optimization problem which is solved in closed form. The
Sobol’ indices with a perturbed PDF are then computed using weighted averages. Our
proposed method is a post processing step which requires minimal user specification and
no evaluations of f beyond those already taken to compute the Sobol’ indices.
Section 2 provides a review of the Sobol’ indices and establishes notation for the article.
Section 3 develops the theoretical and computational framework for our method of assessing
robustness. In some cases, the Sobol’ indices may not be robust; however, the importance
of the input variables relative to one another may be. This motives us to define and
study “normalized Sobol’ indices” in Section 4. In Section 5, we provide an algorithmic
description of our method and give a guide for visualizing and interpreting the results.
A variety of examples are given in Section 6 to demonstrate the proposed approach and
highlight its properties. Section 7 concludes the article by elaborating on limitations and
possible extensions of this work.
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2. Review of Sobol’ Indices. Let f : Ω → R, Ω = Ω1 × Ω2 × · · · × Ωp ⊂ Rp, be a
function or model and let X = (X1, X2, . . . , Xp) ∈ Ω be the input variables of that model.
The Sobol’ indices [26,27] measure the importance of a variable (or group of variables) by
apportioning to the variable (or group of variables) its relative contribution to the variance
of f(X).
Let u = {i1, i2, . . . , ik} be a subset of {1, 2, . . . , p} and ∼ u = {1, 2, . . . , p}\u be its com-
plement. We refer to the group of variables corresponding to u as Xu = (Xi1 , Xi2 , . . . , Xik).
Following [15], assume that f(X) is square integrable and consider the law of total variance
decomposition,
Var(f(X)) = Var(E[f(X)|Xu]) + E[Var(f(X)|Xu)].(1)
Using (1), the Sobol’ index and total Sobol’ index for Xu are defined as
Su =
Var(E[f(X)|Xu])
Var(f(X))
and Tu = 1− S∼u,
respectively. The Sobol’ index Su may be interpreted as the proportion of Var(f(X))
contributed by Xu alone; hence Su ∈ [0, 1] and larger values indicate that Xu is influential.
The total Sobol’ index Tu may be interpreted as the proportion of Var(f(X)) remaining if
X∼u is known, hence Tu ∈ [0, 1] and larger values indicate that Xu is influential. Under
the assumption that X1, X2, . . . , Xp are independent, Su ≤ Tu and their difference may
be interpreted as a measure of the interaction between Xu and X∼u. They possess other
useful statistical properties and are a preferred method for global sensitivity analysis in
many applications. However, much of the statistical theory does not generalize when
X1, X2, . . . , Xp possess dependencies. In [11], Tu is shown to have a useful approximation
theoretic interpretation (with both independent or dependent inputs). Specifically, Tu
corresponds to the squared relative L2(Ω) error when f(X) is optimally approximated by a
function which does not depend on Xu. In other words, the influence of Xu is measured by
the error when f(X) is approximated by a function which does not depend on Xu. Using
this interpretation, the total Sobol’ index provides a useful measure of the importance of
Xu, with independent or dependent variables. Statistical dependencies in X may effect
the magnitude of Tu and care must be taken in how one measures the relative importance
of the variables. In Section 4, we introduce the normalized Sobol’ index as a means to
measure the relative importance of variables when dependencies exist.
We direct the reader to [11, 13, 15, 18, 23, 24, 26–28, 30] for a fuller discussion of the
Sobol’ indices, total Sobol’ indices, their interpretations, and their estimation. The reader
may also consider [14, 21, 29] for additional discussion of Sobol’ indices with dependent
variables, and an alternative approach, the Shapley value.
3. Robustness of the Sobol’ Index to PDF Perturbations. Assume that X admits
a PDF φ. For simplicity, and because of its approximation theoretic interpretation with
dependent variables, we focus on the robustness of the total Sobol’ index Tu to changes
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in φ; the Sobol’ index Su may be analyzed in a similar fashion. For the remainder of the
article, we will use “Sobol’ index” to refer to the total Sobol’ index.
There are multiple ways to express and estimate Tu; a useful expression from [15] is
Tu =
1
2
∫
Ω×Ωu(f(x)− f(x′))2φ(x)φx|x∼u(x′|x∼u) dx dx′u∫
Ω f(x)
2φ(x)dx− (∫Ω f(x)φ(x)dx)2(2)
where x = (xu,x∼u), x′ = (x′u,x∼u), φx|x∼u is the conditional density for X|X∼u, and Ωu
is the Cartesian product of each Ωk, k ∈ u. Note that x = (xu,x∼u) is not a permutation of
the entries of x but rather a partitioning of them. Then Tu may be estimated by drawing
samples from X, drawing a second set of samples from X|X∼u, and estimating (2) via
Monte Carlo integration of the numerator and denominator separately.
The basic idea of the proposed approach is to view Tu as an operator which inputs the
PDF and returns the Sobol’ index. We compute the Fre´chet derivative of this operator at φ
and use it to analyze the robustness of Tu. To this end, we make the following assumptions
throughout the article:
1. Ω is a Cartesian product of compact intervals,
2. φ(x) > 0 ∀x ∈ Ω,
3. φ is continuous on Ω,
4. f is bounded on Ω.
Some of the results below may be shown with weaker assumptions, these overarching as-
sumptions are made now for conciseness and simplicity. Without loss of generality, under
the assumptions above, assume that Ω = [0, 1]p. We revisit our assumption on the com-
pactness of Ω in Section 7.
We seek to perturb the PDF, so it is essential that the perturbations preserve properties
of PDF’s, specifically, that every PDF is non negative and its integral over Ω equals one.
Since φ > 0 is continuous and Ω is compact, φ is bounded above and below by positive
real numbers. Define the Banach space V as the set of all bounded functions on Ω equipped
with the norm
||ψ||V =
∣∣∣∣∣∣∣∣ψφ
∣∣∣∣∣∣∣∣
L∞(Ω)
,
where || · ||L∞(Ω) is the supremum norm on L∞(Ω), the set of bounded function on Ω. This
norm ensures that φ+ψ ≥ 0 for every ψ ∈ V with ||ψ||V ≤ 1, the non negativity property
of PDF’s.
To ensure that the integral over Ω equals one, we introduce a normalization operator
which takes η ∈ V and returns η∫
Ω η(x)dx
. Composing this normalization operator with (2)
yields the Sobol’ index as an operator on V . Define F,G, Tu : V → R by
F (η) =
1
2
∫
Ω×Ωu
(f(x)− f(x′))2η(x)η(x′) 1∫
Ωu
η(x)dxu
dxdx′u,(3)
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G(η) =
∫
Ω
f(x)2η(x)dx− 1∫
Ω η(x)dx
(∫
Ω
f(x)η(x)dx
)2
,(4)
Tu(η) =
F (η)
G(η)
.(5)
It is easily observed that multiplying the numerator and denominator of (5) by 1∫
Ω η(x)dx
yields that (5) and (2) coincide with φ replaced by η∫
Ω η(x)dx
. In this framework, every
η ∈ V such that ||φ − η||V ≤ 1 is nonnegative and Tu(η) corresponds to the Sobol’ index
computed with respect to the PDF η∫
Ω η(x)dx
.
Having defined the Sobol’ index as an operator which inputs bounded PDF’s, Theo-
rem 3.1 below gives the Fre´chet derivative of the Sobol’ index at φ.
Theorem 3.1. The operator Tu is Fre´chet differentiable at φ with Fre´chet derivative
DTu(φ) : V → R given by the bounded linear operator
DTu(φ)ψ =
DF (φ)ψ
G(φ)
− Tu(φ)DG(φ)ψ
G(φ)
,(6)
where
DF (φ)ψ =
1
2
∫
Ω×Ωu
(f(x)− f(x′))2ψ(x
′)
φ(x′)
φ(x)φx|x∼u(x
′|x∼u)dxdx′u
+
1
2
∫
Ω×Ωu
(f(x)− f(x′))2ψ(x)
φ(x)
φ(x)φx|x∼u(x
′|x∼u)dxdx′u
−1
2
∫
Ω×Ωu
(f(x)− f(x′))2
∫
Ωu
ψ(x)dxu∫
Ωu
φ(x)dxu
φ(x)φx|x∼u(x
′|x∼u)dxdx′u
and
DG(φ)ψ =
∫
Ω
f(x)2
ψ(x)
φ(x)
φ(x)dx
− 2
∫
Ω
f(x)φ(x)dx
∫
Ω
f(x)
ψ(x)
φ(x)
φ(x)dx
+
(∫
Ω
ψ(x)
φ(x)
φ(x)dx
)(∫
Ω
f(x)φ(x)dx
)2
.
A proof for Theorem 3.1 is given in the appendix. Without the assumption that Ω is
compact (or at least bounded), an infinitesimal perturbation ψ may yield that φ+ψ is not
integrable. Hence it is a theoretical necessity to assume that Ω is bounded. In Section 7,
we revisit this discussion and highlight that this assumption is less restrictive in practice.
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If the Sobol’ index is computed using Monte Carlo estimators of (2), then DTu(φ)ψ
may be estimated using these samples and evaluations of f ; the only additional work is
evaluating φ and ψ at the sample points. Hence DTu(φ)ψ may be estimated at any ψ ∈ V
with negligible computational cost. This is why, as previously mentioned, our method is a
post processing step which requires no additional evaluations of f beyond those taken to
compute the Sobol’ indices.
We seek to find an “optimal” perturbation of φ in the sense that it causes the greatest
change in the Sobol’ index. The locally optimal perturbation is the ψ ∈ V , ||ψ||V ≤ 1,
which maximizes |DTu(φ)ψ|. To estimate this ψ, we define a finite dimensional subspace
VM ⊂ V and compute the operator norm of the restriction of DTu(φ) to VM . When
choosing VM , there is a trade off to consider between the approximating properties of
functions from VM , our ability to use existing samples to estimate the action of DTu(φ)
on functions from VM , and the ease of computing the operator norm of DTu(φ) restricted
to VM . In what follows, we choose VM to be a subspace generated by the span of a set of
locally supported piecewise constant functions.
Let Ri, i = 1, 2, . . . ,M , be a partition of Ω into open hyperrectangles, i.e. Ω = ∪Mi=1Ri
and Ri ∩Rj = ∅ for i 6= j; Ri denotes the closure of Ri. Define
ψi(x) =
{
1 x ∈ Ri
0 x /∈ Ri
to be the indicator function of Ri, i = 1, 2, . . . ,M , and VM = span{ψ1, ψ2, . . . , ψM}, a M
dimensional subspace of V . The partition may be efficiently constructed using Regression
Trees [4]; we will elaborate on this in Section 5.
Constructing VM in this way has computational and approximation theoretic advan-
tages. Its computational advantage, demonstrated below, is that it enables a closed-form
solution to an otherwise challenging optimization problem. Its approximation theoretic
advantage is that is provides a mechanism to constrain the subspace VM with the existing
evaluations of f , see Section 5 for more details. Piecewise constant functions defined on
a partition of the domain are useful in the sense that they permit perturbations of any
functional form, constrained by the coarseness of the partition. The coarseness of the
partition depends on the number of existing evaluations of f , hence the form of functions
from VM are constrained by the existing data, not the users imposition of functional forms.
The proposed subspace VM is optimal in the (informal) sense that is provides the most
flexibility in functional forms given the constraint of existing data.
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The operator norm of DTu(φ) restricted to VM is given by
||DTu(φ)||L(VM ,R) = maxψ∈VM
||ψ||V ≤1
|DTu(φ)ψ|
= max
a∈RM
||∑Mi=1 aiψi||V ≤1
∣∣∣∣∣DTu(φ)
(
M∑
i=1
aiψi
)∣∣∣∣∣
= max
a∈RM
||∑Mi=1 aiψi||V ≤1
∣∣∣∣∣
M∑
i=1
aiDTu(φ)ψi
∣∣∣∣∣
Since the basis functions have disjoint support, it follows that∣∣∣∣∣
∣∣∣∣∣
M∑
i=1
aiψi
∣∣∣∣∣
∣∣∣∣∣
V
=
∣∣∣∣∣
∣∣∣∣∣
M∑
i=1
ai
1
φ
ψi
∣∣∣∣∣
∣∣∣∣∣
L∞(Ω)
= max
i=1,2,...,M
|ai|
∣∣∣∣∣∣∣∣ 1φ
∣∣∣∣∣∣∣∣
L∞(Ri)
,
which implies ∣∣∣∣∣
∣∣∣∣∣
M∑
i=1
aiψi
∣∣∣∣∣
∣∣∣∣∣
V
≤ 1
is equivalent to |ai| ≤ bi, where bi is the infimum of φ on Ri, i = 1, 2, . . . ,M .
Let d ∈ RM be defined by di = DTu(φ)ψi, i = 1, 2, . . . ,M . Then we have
||DTu(φ)||L(VM ,R) = max
a∈RM
|ai|≤bi
i=1,2,...,M
|dTa|.
This problem may be solved in closed form to get
ai = sign(di)bi
and
||DTu(φ)||L(VM ,R) = ||d||1.
In what follows, we refer to ψ ∈ VM , ||ψ||V ≤ 1, which maximizes the Fre´chet deriva-
tive, as the optimal perturbation. Finding the optimal perturbation and the corresponding
operator norm simplifies to evaluating DTu(φ)ψi for i = 1, 2, . . . ,M , which may be esti-
mated with negligible additional computation. However, estimating DTu(φ)ψi is typically
more challenging than estimating the Sobol’ index. Rather than inferring robustness with
||DTu(φ)||L(VM ,R), we propose to:
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i. estimate ai = sign(di)bi, i = 1, 2, . . . ,M ,
ii. use weighted averaging with the existing evaluations of f and φ to estimate the
Sobol’ indices with respect to the optimally perturbed PDF, which we define as
φ+ δ
M∑
i=1
aiψi
1 + δ
M∑
i=1
aivol(Ri)
,(7)
where δ ∈ [−1, 1] is a parameter to scale the size of the perturbation and vol(Ri) is the
volume of the set Ri; the determination of δ will be discussed in Section 5. We will refer
to the Sobol’ indices computed with φ as the nominal Sobol’ indices and the Sobol’ indices
computed with the optimally perturbed PDF (7) as the perturbed Sobol’ indices.
In practice, it is suggested to estimate the terms vol(Ri), i = 1, 2, . . . ,M , in (7) with a
Monte Carlo estimator from the existing data. They may be computed analytically since
Ri is known; however, if they are computed exactly then the weights used to estimate
perturbed Sobol’ indices may not sum to one because of Monte Carlo error in the estimate.
This can bias the resulting analysis. Estimating vol(Ri), i = 1, 2, . . . ,M , from the existing
data diminishes this potential bias.
Our weighted averaging approach is an improvement from traditional derivative based
robustness analysis in several ways:
• Estimating ai is easy. Since φ is known, bi may be computed numerically by
querying the existing evaluations of φ (or possibly analytically, for instance if φ ≡ 1
then bi = 1 for every i), we consider this negligible. Assuming that we have enough
samples for the Sobol’ index estimation to converge, determining the sign of di with
these samples is relatively easy. Additionally, when we do not determine the sign
of di correctly it is frequently because DTu(φ)ψi ≈ 0, in which case this error is
benign in the scope of our analysis.
• The user must determine δ; however, various values of δ ∈ [−1, 1] may be tested at
negligible computation cost. The sample standard deviation of the weighted average
may be compared with the sample standard deviation in the original estimator to
determine admissible values of δ. Additional details are given in Section 5.
• Computing the perturbed Sobol’ indices estimates a realized worst case. This is
superior to worst case bounds, error bars, or confidence intervals, which in many
cases are overly pessimistic. Further, computing error bars for each Sobol’ index
individually may yield misleading results. For instance, error bars for two variables
may yield large intervals for each Sobol’ index, but their magnitude relative to one
another is nearly constant for any PDF perturbation. In this case the user would
incorrectly conclude that the relative importance of the variables to one another is
uncertain.
As previously highlighted, one way to test for robustness is to use weighted averages to
estimate the Sobol’ indices with different PDF’s. The challenge with this approach is that
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the user must specify the perturbed PDF’s. Our method may be viewed as an improvement
on this idea by automating the choice of perturbed PDF’s. The Fre´chet derivative operator
norm yields a locally optimal perturbation, which will likely reveal greater changes in the
Sobol’ indices when compared with a user manually selecting a small set of perturbed
PDF’s. However, our method does not have the danger of finding unrealistic worst cases
since it only seeks perturbations in a neighborhood of the existing PDF and is constrained
to use the existing samples.
4. Robustness of the Normalized Sobol’ Index to PDF Perturbations. As highlighted
in [11], the Sobol’ indices are frequently smaller when X possesses stronger dependencies.
Since the magnitude of the Sobol’ indices may change when the PDF is perturbed, we
seek to analyze the robustness of the relative importance of the variables rather than the
magnitude of the Sobol’ indices. This is useful in practice when, for instance, a modeler
(for lack of better knowledge) assumes the variables are independent, computes the Sobol’
indices to rank the importance of the variables, but is uncertain of their ranking because
dependencies that were potentially ignored. For clarity and notational simplicity, the
remainder of the article will focus on the Sobol’ indices when u = {k} is a singleton, i.e.
the set of Sobol’ indices {Tk}pk=1.
To measure the relative importance of the variables as the PDF varies, define the
normalized Sobol’ index Tk : V → R as
Tk(φ) =
Tk(φ)
p∑
i=1
Ti(φ)
(8)
for k = 1, 2, . . . , p. The example below illustrates the behavior of the Sobol’ indices and
normalized Sobol’ indices.
Example. Let
f(X) = 1.5X1 + 1.25X2 +X3(9)
and X follow a multivariate normal distribution with mean µ and covariance matrix Σ
given by
µ =
 00
0
 , Σ =
 1 ρ ρρ 1 ρ
ρ ρ 1
 , 0 ≤ ρ ≤ 1.
Figure 1 shows the Sobol’ indices Tk and normalized Sobol’ indices Tk, k = 1, 2, 3, as
a functions of ρ. As ρ increases (the correlations strengthen), the Sobol’ indices decrease
while the normalized Sobol’ indices are constant. The trend of Tk decreasing as correla-
tions increase is general; [11] explains it with an approximation theoretic perspective of
the Sobol’ indices. The normalized Sobol’ indices are constant indicating that, though the
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Figure 1. Sobol’ indices (left) and normalized Sobol’ indices (right) for (9) with increasing correlation
strength as ρ varies from 0 to 1.
Sobol’ indices decrease, the relative importance of the variables does not change. In general
the normalized Sobol’ indices will change as the distribution of the input variables changes.
Applying Theorem 3.1 and the quotient rule to (8) yields that Tk is Fre´chet differen-
tiable with Fre´chet derivative
DTk(φ)ψ =
(
p∑
i=1
Ti(φ)
)
DTk(φ)ψ − Tk(φ)
(
p∑
i=1
DTi(φ)ψ
)
(
p∑
i=1
Ti(φ)
)2 .
Since DTk(φ) is a linear combination of the operators DTk(φ) from Section 3, we
may easily estimate DTk(φ)ψ using the same results previously presented. In fact, in
Section 3 a subspace VM = span{ψ1, ψ2, . . . , ψM} is defined and we compute DTk(φ)ψi for
i = 1, 2, . . . ,M . Using this computation we may easily compute DTk(φ)ψi, i = 1, 2, . . . ,M ,
at no additional cost. The same procedure from Section 3 may be adopted to compute
perturbed PDF’s and perturbed Sobol’ indices via weighted averaging. Since the cost is
negligible, it is suggested to compute the optimal perturbation using DTk(φ) and DTk(φ),
and estimate the perturbed Sobol’ indices for each perturbation.
Definition 4.1 below aids to identify perturbations which change the Sobol’ indices but
not the relative importance of the variables.
Definition 4.1. Let T˜k and T˜k denote the perturbed Sobol’ indices and perturbed normal-
ized Sobol’ indices, respectively, for some perturbation of φ. The absolute change in the
Sobol’ indices is
p∑
k=1
|Tk − T˜k|
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and the relative change in the Sobol’ indices is
p∑
k=1
|Tk − T˜k|.
It is suggested to consider both the perturbed Sobol’ indices which yield the largest
absolute and relative changes. This will be further described in Section 5 and demon-
strated in Section 6. We emphasize that the normalized Sobol’ indices are a tool to find
perturbations changing the relative importance of the variables, but the user will typically
use the traditional Sobol’ indices to make inferences.
5. Algorithmic Description. Algorithm 1 below summarizes our proposed method.
In this section, we discuss the user inputs of Algorithm 1 in detail, highlight important
algorithmic features of our method, and consider the visualization and interpretation of
the results.
It was previously suggested to generate the partition Ri, i = 1, 2, . . . ,M , with a Re-
gression Tree [4]. This is a judicious choice because the minimum number of samples in
the sets Ri is easily specified. An integer L may be input and the Regression Tree will
recursively partition Ω ensuring that each set of the partition contains at least L samples.
This simplicity make Regression Trees attractive in our context. Taking small values of
L typically results in VM being a larger subspace, but will create error when estimating
DTu(φ)ψi (since there will be fewer samples to estimate the integrals). The determination
of L is discussed below. The relationship between L and M depends on the algorithm used
to generate the partition; a Regression Tree will uniquely determine M as a function L,
typically a decreasing function of L.
As highlighted in Section 3, piecewise constant functions from VM permit general func-
tional forms for the PDF perturbations. Because the partition size M is constrained by
the existing evaluation of f , it will typically be coarse by approximation theoretic stan-
dards. In order to find the largest possible changes in the Sobol’ indices, constrained by
the coarseness of the partition, it is advantageous to partition the domain finely in regions
where f varies more. This is precisely what a Regression tree, trained to predict f , seeks
to do. The Regression Tree algorithm recursively partitions the domain, through a greedy
algorithm, which minimizes the difference between f and a piecewise constant approxi-
mation at each iteration. It begins with the entire domain and refines the partition by
considering splits along the directions of the coordinate axes. When p is large it may not
split in every coordinate direction. This is acceptable, and in many cases beneficial, as it
adapts the partition according to the variability of f .
In some cases, as illustrated in Subsection 6.3, partitioning the domain according to
the variability of f may result in sets Ri, i = 1, 2, . . . ,M , where most of the bi’s are small.
This is problematic because it limits the size of admissible perturbations. To mitigate this,
a Regression Tree may be trained to generate a coarser partition which can be refined by
the user to ensure that only a few bi’s are small. We discuss this further in Subsection 6.3.
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The norm of the perturbed PDF in (7) depends on δ. It was suggested to try various
values of δ ∈ [−1, 1] (equally spaced points in [−1, 1]) and accept those which meet a
convergence tolerance. If Monte Carlo integration is used to estimate the Sobol’ indices
{Tk}pk=1, then the sample standard deviation may be used as a metric for convergence.
Let σj and σ˜j , j = 1, 2, . . . , p, denote the sample standard deviation for the nominal and
perturbed Sobol’ indices, respectively. For the results presented in this article, the sample
standard deviation is estimated by computing the standard derivation of 50 estimates
generated by randomly subsampling half of the function evaluations. Assuming that σj ,
j = 1, 2, . . . , p, are sufficiently small to ensure convergence of the nominal Sobol’ indices,
it is required that (σ˜j/T˜j)/(σj/Tj) be less than a threshold. Define
t = max
j=1,2,...,p
(σ˜j/T˜j)
(σj/Tj)
and specify a threshold τ > 1. The perturbed Sobol’ indices are accepted if t ≤ τ .
The inputs of Algorithm 1 are:
• n, the number of Monte Carlo samples,
• L, the minimum number of samples in each set of the partition,
• r, an integer denoting how many values of δ ∈ [−1, 1] to consider,
• and τ , the acceptance threshold for the perturbed Sobol’ indices.
The results in Section 6 use L = 50, r = 60, and τ = 1.5; the number of Monte Carlo
samples required depends on the problem. Numerical evidence, and intuition, indicate
that t is approximately a quadratic function of δ centered at δ = 0. To determine δ, we
may solve the scalar nonlinear equation t(δ) = τ by evaluating t(δ) at r equally spaced
points in [−1, 1]. It is not necessary to take large values for r; the choice r = 60 introduces
negligible computation and provides sufficient resolution for our purposes. The choice
τ = 1.5 is considered a reasonable threshold to permit non trivial perturbations without
introducing significant numerical errors. Our choice of L = 50 is the least intuitive of the
inputs. To justify this choice, a numerical experiment was performed varying L = 25 + 5`,
` = 0, 1, . . . , 10. The results, omitted from this article for conciseness, indicate that our
method is robust to changes in L. If necessary, the user may easily verify the particular
choice of inputs used in their application by varying them. The computational cost of this
numerical experiment is small.
Lines 2-5 of Algorithm 1 is the Sobol’ index estimation and Lines 6-17 is our robustness
analysis. In many applications, Line 4 dominates the computational cost and hence the
cost of robustness analysis is negligible. Lines 6 and 8 may be done analytically in many
applications. The computation in Lines 9-18 is primarily taking sample averages of data
on memory so its cost is small. In particular, the nested for loops may appear burdensome,
but the operations inside of them are sufficiently simple that they may be executed quickly.
Algorithm 1 returns a collection of 2p sets perturbed Sobol’ indices. We suggest ex-
tracting the perturbed Sobol’ indices with the largest absolute and relative changes to
visualize alongside the nominal Sobol’ indices, denote them as {T˜ ak , T˜ rk , Tk}pk=1 where the
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Algorithm 1 Computation of Sobol’ indices with robustness post processing
1: Input: n, L, r, τ
2: Draw n samples of X, store them in X0 ∈ Rn×p
3: Draw n samples of X|X∼k, store them in Xk ∈ Rn×p, k = 1, 2, . . . , p
4: Evaluate f(Xj), j = 0, 1, . . . , p
5: Compute Tk, k = 1, 2, . . . , p
6: Evaluate φ(Xj), j = 0, 1, . . . , p
7: Generate a partition {Ri}Mi=1 by using the data (X0, f(X0)) to train a Regression Tree
with a minimum of L data points in each terminal node
8: Determine bi = infx∈Ri φ(x), i = 1, 2, . . . ,M
9: Compute DTk(φ)ψi, i = 1, 2, . . . ,M , k = 1, 2, . . . , p
10: Compute DTk(φ)ψi, i = 1, 2, . . . ,M , k = 1, 2, . . . , p
11: for k from 1 to p do
12: Determine ψ(k,1) ∈ VM , ||ψ(k,1)||V ≤ 1, to maximize |DTk(φ)|
13: Determine ψ(k,2) ∈ VM , ||ψ(k,2)||V ≤ 1, to maximize |DTk(φ)|
14: for ` from 0 to r do
15: Compute {T˜ (k,`,1)k }pk=1 and t(k,`,1) with perturbation (φ+
(−1 + 2`r )ψ(k,1))/N (k,`,1)
16: Compute {T˜ (k,`,2)k }pk=1 and t(k,`,2) with perturbation (φ+
(−1 + 2`r )ψ(k,2))/N (k,`,2)
17: end for
18: end for
19: Output: 2p sets of perturbed Sobol’ indices with largest admissible t(k,`,I) ≤ τ
20: Note: N (k,`,1), N (k,`,2) are constants ensuring the perturbed PDF integrates to one.
superscripts a and r identify the Sobol’ indices with largest absolute and relative changes,
respectively. This may be done by querying the collection of perturbed Sobol’ indices and
creating a bar plot of {T˜ ak , T˜ rk , Tk}pk=1, see Figure 3 for an illustration of this. There are
several possible scenarios the user may observe:
• If T˜ ak ≈ Tk, k = 1, 2, . . . , p, then the user may confidently make inferences with the
Sobol’ indices.
• If T˜ ak 6≈ Tk, k = 1, 2, . . . , p, but T˜ rk ≈ Tk, k = 1, 2, . . . , p, then the user may
confidently make inferences about the relative importance of the variables but not
the magnitude of the Sobol’ indices.
• If there are variables such that Tk ≈ T˜ ak ≈ 0 then they may be considered unim-
portant.
• If Tk ≈ 0 but T˜ ak 6≈ 0 then the user should excise caution treating xk as unimportant.
• If Ti > Tj but T˜ ri < T˜ rj then the user may not be certain of the importance of xi
and xj relative to one another.
If a particular Sobol’ index Tk is of interest, the collection of perturbed Sobol’ indices
may be queried to asses its robustness. The user may easily visualize all 2p of the perturbed
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indices T˜k in a histogram.
6. Numerical Results. In this section, three examples are presented to highlight dif-
ferent properties of our proposed method. The first example analyzes how our robustness
analysis changes as more samples are collected. The second example expands on Section 4
by highlighting a case when the largest absolute change in the Sobol’ indices yields a
small relative change. The final example is an application of our method to the Lorenz
system [17]. We consider two cases in this example to demonstrate the effect of the parti-
tioning on our robustness analysis.
6.1. g-function Example to Demonstrate Convergence in Samples. Let
f(X) =
10∏
k=1
|4Xk − 2|+ ak
1 + ak
,(10)
where each Xk is independent and uniformly distributed on [0, 1], and ak = k − 1 for
k = 1, 2, ..., 10. This is the “g-function” [27] commonly used in the GSA literature.
We compute the nominal Sobol’ indices and perturbed Sobol’ indices of (10). The num-
ber of Monte Carlo samples is varied to analyze the convergence behavior of our robustness
estimation, specifically, we use 1,000, 5,000, 10,000, and 50,000 Monte Carlo samples. For
each fixed sample size, 32 repetitions of the calculation is performed to understand sam-
pling variability. Figure 2 below displays box plots for the estimation of the largest Sobol’
index, T1. The center panel is our estimation of T1; the median estimation is nearly con-
stant and the quantiles shrink as the number of samples increases, this reflects convergence
of the estimation. The perturbation size δ is varied between -1 and 1 and it is determined
that |δ| = .33 is the maximum admissible perturbation size for the threshold τ = 1.5.
The left and right panels show the convergence of T˜1 with perturbations δ = −.33 and
δ = .33, respectively. The shrinking quantiles are very similar to those in the center panel
demonstrating that the estimation error in T˜1 is comparable to the estimation error in T1.
The left and right panels have slight decreasing and increasing trends, respectively. This
is because the subspace VM is larger when more samples are taken, thus the perturbations
yield larger changes in the Sobol’ indices. For this example, the trend is relatively small
reflecting the fact that taking a larger subspace does not yield significant changes in the
Sobol’ index.
6.2. Linear Example to Demonstrate the Normalized Sobol’ Indices. This example
illustrates the difference in the largest absolute and relative perturbations of the Sobol’
indices. Let f be defined by (9) and each Xk be independent and uniformly distributed
on [0, 1], k = 1, 2, 3. The Sobol’ indices are estimated with 5,000 Monte Carlo samples.
Figure 3 displays the nominal Sobol’ indices of f in blue, the perturbed Sobol’ indices with
the largest absolute differences change in cyan, and the perturbed Sobol’ indices with the
largest relative change in yellow.
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Figure 2. Convergence of the Sobol’ index of the g-function (10) for variable x1 as the number of
Monte Carlo samples vary. Left: perturbed Sobol’ index with δ = −.33, center: nominal Sobol’ index,
right: perturbed Sobol’ index with δ = .33. The nominal Sobol’ index, computed analytically and rounded,
is 0.6743.
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Figure 3. Sobol’ indices of the linear function (9) (with independent uniform marginals), the height
of each bar indicates the Sobol’ index. The blue bars indicate the nominal Sobol’ indices; the cyan and
yellow bars indicate the Sobol’ indices when the PDF of x was perturbed in extreme cases; cyan: the largest
absolute change; yellow: the largest relative change. The nominal Sobol’ indices, computed analytically, are(
36
77
, 25
77
, 16
77
)
.
The largest absolute change of the Sobol’ indices corresponds to the case when they are
all shifted down but their relative importance does not change. The largest relative change
identifies a case where T1 decreases while T2 and T3 increase. The relative importance of
the variables change with this perturbation, demonstrating the benefit of considering the
largest absolute and relative perturbations.
6.3. Lorenz System. This example applies our method to the well known Lorenz sys-
tem [17], a model for atmospheric convection. Sobol’ indices were considered for this system
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in [19]. The Lorenz system is described by the system of ordinary differential equations
dy1
dt
= σ(y2 − y1)
dy2
dt
= y1(ρ− y3)− y2
dy3
dt
= y1y2 − βy3
with initial conditions yi(0) = αi, i = 1, 2, 3. Letting X = (σ, ρ, β, α1, α2, α3) denote the
uncertain parameters, we compute the Sobol’ indices of the function
f(X) =
y3(1)
y2(1)
,(11)
the ratio of the states y3 and y2 at time t = 1. This choice of f corresponds to a ratio of
temperature variations after a duration of 1 time unit.
The distribution of X is chosen to reflect uncertainty about nominal values of the
parameters. Two different cases, in the sub-subsections below, are considered to highlight
different features of our method. For each case, 10, 000 Monte Carlo samples are taken for
the Sobol’ index estimation.
6.3.1. Lorenz System Case 1. In this first case we assume the parameters are indepen-
dent with the uniform distributions given in Table 1 below. Figure 4 displays the nominal
Sobol’ indices in blue, the perturbed Sobol’ indices with the largest absolute change in
cyan, and the perturbed Sobol’ indices with the largest relative change in yellow. Several
inferences may be drawn from this result,
• ρ and β are the most influential parameters, although their Sobol’ indices and
relative importance is uncertain,
• the Sobol’ indices for σ, α1, and α2 and their importance relative to one another is
robust,
• α3 has little influence and its small Sobol’ index is robust, it may be considered a
non-influential parameter.
6.3.2. Lorenz System Case 2. In this second case we assume the parameters are
independent and that all parameters have the same marginal distribution given in Table 1
with the exception of α3. Instead of being uniformly distributed on
[
4
5 ,
6
5
]
as in Case 1,
we take α3 to have a Beta distribution on
[
4
5 ,
6
5
]
with shape parameters 1 (1, 4). This
corresponds to giving greater probability to α3 < 1.
A partition is generated by training a Regression Tree to predict f . The left panel
of Figure 5 displays the nominal Sobol’ indices in blue, the perturbed Sobol’ indices with
the largest absolute change in cyan, and the perturbed Sobol’ indices with the largest
1For shape parameters (a, b), a Beta random variable x on [0, 1] has PDF xa(1− x)b.
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Parameter Distribution Support
σ Uniform
[
97
10 ,
103
10
]
ρ Uniform
[
2716
100 ,
2884
100
]
β Uniform
[
194
75 ,
206
75
]
α1 Uniform
[
4
5 ,
6
5
]
α2 Uniform
[
4
5 ,
6
5
]
α3 Uniform
[
4
5 ,
6
5
]
Table 1
Marginal distribution for uncertain parameters in Lorenz system Case 1. The means of σ, ρ, and β
are the nominal values in [19].
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Figure 4. Sobol’ indices for the Lorenz System (11) Case 1 example, the height of each bar indicates
the Sobol’ index. The blue bars indicate the nominal Sobol’ indices; the cyan and yellow bars indicate the
Sobol’ indices when the PDF of x was perturbed in extreme cases; cyan: the largest absolute change; yellow:
the largest relative change.
relative change in yellow. The results indicate that the Sobol’ indices are robust, a different
conclusion than was reached in Case 1. This occurs because the Regression Tree never
partitioned on α3 so each set Ri contained the entire support of α3. Because the marginal
PDF for α3 takes small values on part of its support, namely near
5
4 , the infimum of φ
on each Ri is small. The partition generated by the Regression Tree yielded very small
perturbations and as a result did not produce significant changes in the Sobol’ indices.
To alleviate this problem, a partition is generated by a Regression Tree trained to pre-
dict f using all of the variables except α3. A minimum of 4L samples are requested in each
hyperrectangle rather than L, as requested previously. This yields a coarser discretization
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of the other 5 variables. The resulting partition is refined by splitting each set into 4 subsets
defined by partitioning at the quantiles of α3. This yields a partition with approximately
L samples per subset and a sufficient discretization of α3 to enable larger perturbations.
Figure 5 displays the nominal Sobol’ indices in blue, the perturbed Sobol’ indices with the
largest absolute change in cyan, and the perturbed Sobol’ indices with the largest rela-
tive change in yellow. Larger changes in the Sobol’ indices are observed, as is expected.
However the changes are smaller than what was observed in Case 1. This is because the
partition used in Case 1 was generated by a Regression Tree which better approximated
f , and hence allowed for larger perturbations of the Sobol’ indices. The general conclusion
from this example is that the partition should be generated so that the Regression Tree
approximates f as well as possible. If small values of φ prohibit taking large perturbations,
then the partition may be generated with fewer hyperrectangles, followed by a refining of
this coarse partition to sufficiently discretize the necessary regions. This may result in a
failure to discover the largest possible perturbations, as demonstrated by comparing Case
1 and Case 2.
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Figure 5. Sobol’ indices for the Lorenz System (11) Case 2 example, the height of each bar indicates
the Sobol’ index. The blue bars indicate the nominal Sobol’ indices; the cyan and yellow bars indicate the
Sobol’ indices when the PDF of x was perturbed in extreme cases; cyan: the largest absolute change; yellow:
the largest relative change. The left and right panel correspond to generating the partition by training a
Regression Tree to: predict f with a minimum of L samples per hyperrectangle (left) and predict f with a
minimum of 4L samples per hyperrectangle, followed by additional partitioning of α3 (right).
7. Conclusion. This article presents a novel framework in which robustness of the
Sobol’ indices with respect to the input variables distribution may be assessed. The pro-
posed method permits such analysis to be done at negligible computational cost. For a
modeler using Sobol’ indices, this robustness analysis can be obtained as a by-product of
computing Sobol’ indices and may be easily visualized along with the indices themselves.
Understanding the robustness of the Sobol’ indices to distributional uncertainty prevents
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the user from making incorrect inferences which have significant consequences. For in-
stance, reducing dimensions by fixing variables with small Sobol’ indices—which are not
robust—may result in model variations which are not explained in the lower dimensional
space.
The method suffers four primary limitations, namely,
1. the nominal PDF must be compactly supported,
2. perturbations may not change the support of the nominal PDF,
3. the perturbations are only locally optimal,
4. generating a partition is difficult if the distribution of X is far from being uniform.
The first limitation prohibits a direct application of our method to many commonly
used PDF’s. This occurs because the Fre´chet derivative is not well defined if we allow
perturbations in the tail of the distribution. However, one may defined a compact subset
of the domain where the PDF assumes most of its mass and allow perturbations on this
subset while keeping the tail fixed. The compact subset may be chosen large enough that
this truncation error is practically irrelevant, for instance, having the probability of the tails
less than machine epsilon. This limitation is primarily theoretical and is not a significant
practical concern. The greater limitation will be regions of small probability within the
compact subset, see the fourth limitation. A theory analogous to what is presented in the
article may be developed when the domain is truncated. In practice, the modeler will take
a compact subset which contains all of the existing samples and, on the discrete level, the
robustness analysis will be identical to what is presented in this article.
The second limitation occurs because we have formulated the method to work with
existing samples. If the support of the PDF increases, then we would need additional
evaluations of f in these unexplored regions.
The third limitation arises because the perturbation direction is determined by maxi-
mizing a derivative, which is local. If the PDF to Sobol’ index mapping is highly nonlinear,
this may not be an adequate. However, finding a globally optimal perturbation requires
far more computational effort. A locally optimal perturbation is useful and appropriate,
particularly for its computational advantages.
The fourth limitation, as demonstrated in Subsection 6.3, may arise when marginal
distributions differ significantly from being uniform. If a small number of marginals do
so, this limitation may be mitigated by the approach described in Subsection 6.3. There
is ongoing work to develop a variant of our proposed method which removes this limi-
tation by partitioning and taking perturbations on the marginal distributions separately.
The method proposed in this article will be most effective when the distribution of X is
approximately uniform, which is a common occurrence in applications where statistical
information is poorly known but bounds may be provided from the physics of the problem.
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Appendix. Proof of Theorem 3.1.
Proof. One may easily observe that G(η) > 0 in a neighborhood of φ (assuming f(x) is
non constant). It is sufficient to compute the Fre´chet derivatives of F and G, the Fre´chet
derivative of Tu follows from the quotient rule. The Fre´chet derivatives of∫
Ω
f(x)φ(x)dx,
∫
Ω
f(x)2φ(x)dx, and
∫
Ω
φ(x)dx,
when considered as operators from V to R, acting on ψ, are easily shown to be∫
Ω
f(x)ψ(x)dx,
∫
Ω
f(x)2ψ(x)dx, and
∫
Ω
ψ(x)dx,
respectively, using the definition of the Fre´chet derivative. The Fre´chet derivative of G
follows from the sum/difference, product, and chain rule of differentiation.
The Fre´chet derivative of F may be computed by first defining an operator
H : V → L∞(Ω× Ωu),
H(η) = η(x)η(x′)
1∫
Ωu
η(x)dxu
,
where x′∼u = x∼u. The Fre´chet derivatives of
η(x), η(x′), and
∫
Ωu
η(x)dxu,
when considered as operators from V to L∞(Ω×Ωu), acting on ψ, are easily shown to be
ψ(x), ψ(x′), and
∫
Ωu
ψ(x)dxu,
respectively, using the definition of the Fre´chet derivative. The Fre´chet derivative of H
follows from the product and quotient rules of differentiation. The Fre´chet derivative of F
may be easily computed using the Fre´chet derivative of H, the boundedness of f , and the
chain rule of differentiation.
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