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ABSTRACT 
Some new sufficient conditions are found for n real numbers to be the spectrum 
of some n X n symmetric nonnegative matrix, and for n complex numbers to be the 
spectrum of some 12 X n normal nonnegative matrix. 
1. INTRODUCTION 
Since 1949 many papers about eigenvalues of nonnegative matrices 
have appeared. Suleimanova [S] announced and Perfect [5] proved that if 
A, > A, > ... > A, are real numbers such that 
A, + c Ai > 0, 
i, A\,<0 
then (A,, A,,..., A,) is the spectrum of some n X n nonnegative matrix. 
Salzman [6] improved this by showing that if A, > A, > ... > A,, are real 
numbers and 
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then (A,, A,, . . . , A,) is the spectrum of some n x n diagonahzable non- 
negative matrix. 
Let A, > A, > *** 2 A, be real numbers, and 
K= (it (1,2,...,[~]):Ai.,andAi+A,+r_i<O}, 
and let M be the greatest index .j (0 Q j d N) for which Aj > 0. Kellogg [3] 
proved that if 




Aa + C (Ai + AN+r-i) + C Aj > 0, 
ieK j=M+l 
then (A,,, A,, . . . , AN) is the spectrum of some 
tive matrix. Fiedler [2] showed that if A,, 2 A, 
(N + 1) X (N + 1) nonnega- 
> .** > A, satisfies (S), then 
it also satisfies (K); therefore, the conditions (K) are weaker than the 
conditions (S). He proved that the conditions (K) are sufficient for A,, > 
A, > ... > A, to the spectrum of some (N + 1) X (N + 1) symmetric 
nonnegative matrix. Soules [7] gave conditions on A,, 2 A, > ... > A, to be 
the spectrum of some (N + 1) X (N + 1) symmetric nonnegative matrix 
with eigenvector 
for-all kEK, 






belonging to the Perron eigenvalue A,,. He proved that if A, > A, > me* 2 A, 
are real numbers and 
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consists of real numbers, and proved that if (+ ’ satisfies (K), then (+ is the 
spectrum of some 72 X n normal nonnegative matrix. 
We also generalize this result for the new sufficient conditions of Borobia. 
2. THE MAIN RESULT 
First, we introduce some notation. 
We denote by 9m the set of all m-tuples (A,, A,, . . . , A,_ 1> of real 
numbers, where A, > A, > e.0 A,_,, such that there exists an m X m 
symmetric nonnegative matrix with spectrum (A,, A,, . . . , A, _ 1) (A,, is the 
Perron eigenvalue). 
Let A, >, A, > a** >, A, >, 0 be nonnegative numbers and pr > p2 > 
. . . > pN > 0 be positive numbers. We consider 
(+ = (A,, A, ,..., A,, -&,I, -pN-I,...’ -k) 
consisting of M + N + 1 numbers. Let K, = {i E {1,2,. . . , min(M, N)] : 
Ai < pi). Kellogg’s conditions for such (+ are as follows: 
A,+ C (Ai-Pi)-Pk~O for all k E K, , 
iEK, 
i<k 
and A, + &, K (hi - pi) - CFr” pN+ 1_j > 0 provided that N > M + 1. 
Fiedler [2] showed that if (+ satisfies (K), then u E YM+ N+ 1, Our main 
result gives a generalization of Fiedler’s result. 
THEOREM 2.1. Let A, > A, 2 .*a 2 A, 2 0 be nonnegative numbers 
and p1 2 pz 2 **. >, pN > 0 be positive numbers. Let S be an integer such 
that 1 < S < N. Let J1 U Jz U *** U Js be an S-partition of J = 
(P1,cLZ>...> ,-+I where CPLEll CL 2 CPEIZ CL > .** 2 CPLEIS P. Define 
1f as = (A,, A,, . . . , A,, -Ts, -Ts_,, . . . , -Tl) satisfies 00, then 
(A,,A, ,..., A,, -,+,,, -,-+-1,“” -/Jr) E%+N+l- 
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Our proof relies on the following two results given 
similar somehow to the proof of Theorem 2.5 in [2]. 
by Fiedler [2] and is 
THEOREM 2.2. If (a,,(~~ ,..., a~,,_~) EZ,,, (p,, 
and a() > PO, then JO?- any 
E > 0, ((Yg+&,PO-E,(Yl,...,~,,I-I,P1,... 
THEOREM 2.3. Zf crO 2 0 > (Y, > CQ 2 ... > q,z 
then (crO, crl ,..., (Y,_~) ~9~~. 
Proof of Theorem 2.1. For 
us = (A,, A, ,..., A,,, -Ts:,, -Ts _,,.... -T,), 
we have K,, = (i E {1,2,. .., min( M, S): A, < T,}. Then us satisfies (K) if 





A,,+ c (Ai-T,) - c T,+,_,>O provided that S > M + 1. 
iEK,, j=l 
We shall proceed by induction with respect to S + M. If M = 0, then the 
assertion follows from Theorem 2.3. If S = 1, M > 1, and A, > T,, then, by 
Theorem 2.3, (A,, - pN, - p.+, , . . . , - p,> E zhT+, , which implies 
(A,), A,, . . . . An{> -z.+> -CL,+I,..., -/-q) E?bf+,v+,. 
If S = 1, M > 1, and A, < T,, then K,, = {l} and (K) implies A,, - 
T, > 0, and the assertion follows from Theorem 2.3. 
Let S > 1 and M > 1. We assume 
A,, >, A, 2 ... > A, > 0 > -T,s > -Ts-, > ... > -T, 
satisfies (EC). 
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If M > S, then A, does not occur in (K); thus 
satisfies (K) as well, and by the induction hypothesis 
(A,,h, )...) A,_,, -PN> -PN-lP"*, -I4 E3f+N; 
hence (A,, A,,..., A,_,, A,, -pN, -k$_l”.., -PI) Ey~+N+l. Now we 
suppose that M G S. If K, # { 1,2, . . . , M), then there exists an integer j, 
1 <j < M, such that Aj - ?; >, 0. Since neither Aj nor - ?;. occur in (K), 
the system &s obtained from us by omitting both Aj and - 2; also satisfies 
(K). By the induction hypothesis &s l 9”, where L = N + M - IJjI. 
Since Aj 3 I;., then, by Theorem 2.3, {Aj) U 1-p: P E JjI E-Y;J~I+~; 
hence(A,, A,,..., AM, -pN, -pN-l,..., -Pl) E9~+N+1' 
It remains to prove the theorem for the case that M < S and K, = 
0,2,. . *, M}. The condition (K) then has the form 
k k+l 




c Aj- c ?;>O provided that S > M + 1. 
j=O j=l 
K, = (1,2,. . . ) M} implies that Aj < Tj for all j = 1,2,. . . , M. Define 
Ed = A, - T,, cp = T, - A,. Clearly e1 > 0 and &a > 0. Define 2 = 
min(Ei, .sZ), A\ = A, - k, A; = A, + i?, and A[i = Aj for j = 2,3,. . . , M. 
Since A,, - A, = &I + .s2 > 22, we have Ah > A;. 
Case 1 Suppose .G = &I = A, - T,; then 
i A; - ‘i’ lj = ; Aj - ‘il I; > 0 
j=l j=2 j=O j=l 
for all k = 1,2, . . . , M - 1, and 
;A;-;I;=Eh,-s:T+O. 
j=l j=Z j=O j=l 
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Thus 
Since also A’,, = A, - (A, - T,) = T,, then, by Theorem 2.1, (A$ U 
I-F: El. qJ E8+,,,,. The assertion follows from the induction hypoth- 
esis and Theorem 2.2 (taking E = A, - T,). 
Case 2 Suppose 2 = .sp = T, - A,; then 
A; + i A; - ‘E TJ = 5 Aj - ‘5’ 5 >, 0 
j=2 j=2 j=O j= 1 
for all k = 1,2, . . . , M - 1, and 
A;+ F A;- ; lj= 5 Aj- i q>‘O. 
j=2 J=2 j = 0 J=1 
We have also Ah 2 A’,; thus 
(A’,,,A; ,..., A;, -7;., -T,_,,..., -T,) E?‘+s-,. 
Here A’, = A, + 2 = A, + (T, - A,) = T,. Similar reasoning to the above 
yields 
(A,,A, ,..., A,, -/+, --I*~~~>...’ -Pr) E~,+~+~. 
This completes the proof. 
We notice now that Theorem 1.1 is an application of Theorem 2.1. 
3. THE NORMAL CASE 
n 
We denote by JtTm the set of all m-tuples co,,, CZ~, . . . , a,,,_ ,I of complex 
number, where (~a = max{l ajl : j = 0, 1, . . . , m - l), such that there exists 
an m x m normal nonnegative matrix with spectrum ( CQ, (or, . . . , cy,, _ I ). 
Xu [9] generalized Theorems 2.2 and 2.3 of Fiedler as follows: 
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THEOREM 3.1. Zf (a,,, (Y1 ,..., U’,_1) E&, (PO> PI>.**> fin-l) EA7 
and LY,, > PO, then, for any 
THEOREM 3.2. Let CT = (A,, A,, . . . , A,, pl,. . . , pm, cL1,. . . , &,,k where 
A, > 0 > A, > .‘. 2 A, are real numbers and Im pj Z 0 for all j = 
1,2, . . . , m. Zf A, > -cfEl Ai + 2CJ”,l Ir.L,I, then o E~$~+l+l. 
Let u = (A,, A,, . . . , A,, pi,. . . , pm, iii,. . , , ii,,,) where A, > A, > *.* 
2 Al are real numbers, A, > 0, and Im CL, z 0 for all j = 1,2, . . . , m. XU [91 
introduced the concept of the companion set u ’ of u, which consists of 
m + I + I real numbers as follows. First define r: = Ai, i = 0, 1, . . . , I, 
r;,. = 
d 
- 2) ~~1, j = I, 2, . . . , m, and set rb, r;, . . . , ri+,,, in nonincreasing 
or er to obtain U’ = (rO, rl,. . ., rl+,) where r0 z r1 > ... > rl+,. Xu 
proved that if the companion set CT ’ of u satisfies (K), then u EH&+~+ i. 
This enables us to generalize Theorem 2.1 as follows: 
THEOREM 3.3. Let u = (A,, A,, . . , , A,, pl,. . . , p,,,, &,. . . , ii,) where 
A,, > A, z ... 2 A[ are real numbers, A, > 0, and Im pj + 0 for all j = 
1,2,. . . , m. 
Let u’ = (rO,rl,...,r~+m ) be the companion set of u. Let q be the 
greatest index j (0 < j < E) for which rj > 0. 
Let S be an integer such that 1 < S < 1 f m - q, and let J1 U 
J2 u *a* u]~ bean S-partitionofJ = {-rq+l, -rq+2,..., -r,+,,J where 
C r> C r-2 a*. Z C r. 
rs11 rElz r=JS 
Define q = C,, ZI r, j = 1,2,. . . , S. 
rf<r,,, rl, . . . . rq, -Ts, -Ts_,, . . . . -T,)satisfies(K), then u EJYZm+lfl. 
The proof of Theorem 3.3 is similar to the proof of Theorem 2.1, applying 
Theorems 3.1 and 3.2 instead of Theorems 2.2 and 2.3. 
This research was carried out under the supervision of Professor Raphael 
Loewy. Z gratefully thank Professor Loewy for his guidance and assistance. 
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