ABSTRACT Recently, big data (BD) has seen a tremendous growth in its volume, magnitude, and complexity. Examples of such data include navigation maps, mobile phone trajectories, and social media posts/tweets. Normally, this humongous data is known as spatial BD (SBD). The handling and routing of SBD datasets become more challenging when the movement of objects (such as humans and vehicles) is highly dynamic and random. In this paper, we focus on different aspects related to generation, routing, and handling of BD and SBD. The purpose of this paper is multifold; first, we present the viewpoint of various researchers about BD. This part also includes the differentiation between BD and SBD based on several examples. Second, we focus on social media and e-applications which are considered to be the biggest contributors in generating large volumes of spatial data. Third, this paper highlights the routing perspective for BD and SBD including various interesting strategies to route large traffic volumes generated by moving objects. Fourth, we discuss different techniques for big data analysis within the context of moving objects. Finally, we highlight important issues and challenges within the domain of BD and SBD.
I. INTRODUCTION
The enormous spread of low cost sensing devices and dramatic drop in storage cost of the data has resulted in extraction of valuable information that is used for the efficient design of any system. The volume, velocity, and variety of such big data (BD) generation and processing is unprecedented. The benefits of BD processing can be seen in a variety of applications such as device to device (D2D) networks [42] , urban planning [161] , traffic safety [162] and Intelligent transport system (ITS) [90] .
There are various sources that contribute to the generation of BD ranging from social media, global positioning maps, electronic and marketing apps (including e-marketing and e-health), global climate models, and vehicle-related information. The importance and handling of such BD become more significant and complex if the objects (generating data) are highly mobile and spatially located at a distance. This type of data is mostly referred to as spatial big data (SBD) [13] , [90] .
One of the biggest challenges for SBD is the dynamic nature of spatially distributed devices and objects especially with the availability of 4G-LTE (long term evolution) services around the globe [113] . The limitation of spectral efficiency for the 4G physical layer results in the utilization of highly dynamic and resource efficient networks such as D2D [42] . In addition, the presence of navigation services such as Google Maps has started a new era of GPS (global positioning system)-based communications. Therefore, this highly dynamic nature of data requires us to develop real-time solutions in order to track the moving objects [90] .
Another vital issue is to efficiently 'route' the SBD [96] . This means routing the traffic patterns generated by the movements of objects (such as vehicles and humans) from one location to another. Such kind of information is highly random and quite difficult to manage. Another perspective on routing is to handle the amount of big data generated by modern day networks such as clouds and software defined networks (SDNs) [64] .
In addition, an important phenomenon for BD and SBD is extracting the appropriate conclusion by properly analyzing the collected data. The exploitation of collected data has always received considerable attention by academia and industry, however, huge volume, high velocity, and large variety of BD push the limits of the existing storage and processing systems. Moreover, it is difficult to apply the existing statistical techniques on this huge data due to several reasons such as the biasness. The collected data consists of both structured and unstructured information that might be useful for a specific scenario only [25] .
Therefore, it is highly important to develop modern techniques and methods that assist in processing these huge data streams. There are different dimensions of research in the area of BD, but in case of BD analysis for moving objects, it mainly relies on ad-hoc solutions [23] , [51] . The emphasis stays on achieving certain predefined objectives (such as traffic flow predictions, mining data from sensors, etc.) which may result in very limited applications and range of scenarios. Currently, there are variety of sources for data generation in moving objects including social media, video devices, sensors, and GPS, however, it is not enough to rely only on these sources for extremely sensitive decisions such as real-time traffic flow, routing, and ITS. In addition, the new trend in moving objects is more towards proactive control such as accurate prediction of congestion or traffic accidents. Therefore, it is crucial to understand the inherent mechanism of moving objects using both historical as well as real data.
A. RELATED SURVEYS AND CONTRIBUTION OF THIS ARTICLE
In relation to above, a few survey related efforts have been done in the recent past. For example, the work proposed in [90] briefly differentiates between BD and SBD. This paper explains in detail the basic concept of big data and differentiates it with SBD using interesting examples. Several types of big data are also defined such as raster, vector, and graph based datasets. Later, Michael et al. [90] shift their entire focus on cyber-based information which includes faulttolerant file systems and BD clouds. Thus, the main idea of interest roams around global information systems (GIS). Our work, on the other hand, not only covers the spatial aspect of big data but also highlights the social media, routing, and learning perspectives. We list down numerous definitions related to SBD, and explain in detail various approaches and algorithms for SBD generation, handling, routing, and analysis. Another short survey is presented in [177] highlighting important challenges and opportunities in trajectory data analysis. The paper is written on the argument that current research on SBD trajectory analysis focuses on a single factor (such as the movement of people from one place to another) which is quite simple and thus, not enough to make effective and real-time routing decisions. Therefore, the authors emphasize on including multiple factors in trajectory analysis such the types of vehicles used for movement, temperature, and road conditions and they list challenges and issues related to the aforementioned. However, we think that the claim of authors is not totally justified since there are several existing approaches (such as [30] and [90] ) which consider multiple factors for routing-based decisions.
The work proposed in [176] highlights the challenges for SBD with uncertainties. The focus of the paper is to identify the unreliable knowledge resulting from different sources and ensure stage-by-stage uncertainty handling for enhancing the reliability of the knowledge. The authors explain the reasons for the uncertain data and provide a framework for uncertainty based SBD analytics. They further discuss the place-based heuristic, analytics, and assessment of user generated images and texts in the context of any existing uncertainty. Quite differently, our work (especially section V) highlights different aspects of big data analysis in moving objects. Although uncertainty can be classified as one of the issues in SBD analysis for moving objects however, we kept our focus on discussing existing techniques used for effective analysis of the available data. Another interesting survey presented in [79] lists the important platforms for BD analysis but the importance of spatiality and moving objects is mostly ignored. The focus of [50] remains on disaster management aspects related to BD networks. The networking of BD is very comprehensively covered in [107] . Xia et al. [28] survey all the issues related to the processing and handling of BD which is generated via scholarly information databases. In this paper, we focus on various aspects related to SBD and moving objects. More specifically, the main contributions of this paper are as follows:
• We comprehensively define BD. This part includes the viewpoint of several researchers about BD. BD is then differentiated with SBD with the help of promising examples. This section also clarifies the relationship between SBD and moving objects.
• We focus on social media and e-applications which are considered to be the highest contributors in generating large volumes of spatial data. This section also includes examples of current market trends related to BD.
• Our study highlights the routing perspective for BD and SBD including various interesting strategies to route large traffic volumes generated by the moving objects. This part surveys different strategies designed for routing of vehicles as well as network-generated traffic.
• We discuss different techniques for BD analysis within the context of moving objects.
• Current and future challenges and issues are also discussed for all of the above mentioned parts. The acronyms used throughout this article are presented in Table 1 .
B. SURVEY STRUCTURE
The paper is organized as follows. In the next section, we comprehensively define BD, differentiate it with SBD using examples, and explain its relationship with moving objects. Important contributing factors involved in SBD generation (such as social media) w.r.t moving objects are highlighted in Section III. Routing is directly related to movement of spatially located objects, therefore Section IV entirely focuses on various routing strategies for BD and SBD. BD analysis techniques are discussed in Section V. We highlight current and future research issues in section VI. Finally, Section VII concludes the paper.
II. SPATIAL BIG DATA AND MOVING OBJECTS
The term big data signifies to huge amount of data that is complex to analyze. There are several examples of BD such as location maps, investigative reports, data gathered from thousands of sensors placed at various locations, climatic changes and detailed weather reports, political surveys about upcoming elections, and so on. According to [99] , big data is large and heterogeneous making it difficult to store in regular relational databases. This data can either be structured (stored in relational databases) or unstructured to be used for analysis.
Michael et al. [90] argue that the size of data varies with the context which means there is a solid correlation between the dataset and users' personal experiences. Snijders et al. [15] define BD as a combination of datasets which are humongous in size and cannot be solved using simple statistical techniques within the allocated time frame. These datasets are mostly loosely coupled showing the complexity in handling and processing. Similarly, Laney [21] defines BD as any information with large size, variety, and high volume that can only be managed through the development of advanced optimization and discovery techniques. Moreover, well-known organizations like IBM, Intel, and Oracle also distinguish BD from conventional data in its size, volume, and unstructured nature [47] . Table 2 summarizes  various existing viewpoints about BD. BD is in limelight for years now and a lot of research has been done on defining, processing, and handling these large sets of random information. Due to the current advances in the field of information technology especially with the provision of internet connectivity whenever and wherever needed, SBD has emerged as one of the most important and interesting research areas. The terms BD and SBD are easy to differentiate. For example, normal posts/tweets on Facebook and Twitter can be categorized as BD while geo-located posts/tweets from different parts of the world fall under the window of SBD [90] . Another example of SBD is the data gathered from various 'sensor nodes' spatially located in a large geographic region. This data has to be stored, monitored, and processed in real-time to deal with situations like disaster recovery, possibility of fire spreading in a jungle, and temperature control.
SBD is largely influenced by the movement of geographically located objects. These 'moving objects' are mostly in the form of humans and vehicles changing their locations on frequent basis. Sometimes, these location changes are so random and fast that it gets difficult to process and control the generated data. Thus, special algorithms and solutions are required to handle the data generated by the moving objects.
Recent trends shown by the mobile industry in terms of volume (up to Terabytes) and variety (such as gaming, multimedia, cloud services, navigation, and social posts) are also part of SBD. A huge increase in the usage of location-based services (like Google Earth, Google Maps, Swarm, Waze, etc.) through mobile phones and other handheld devices highlights VOLUME 6, 2018 the importance of SBD in our daily life. Table 3 summarizes the difference between BD and SBD w.r.t several interesting contexts and examples.
In continuation to above, figure 1 depicts a case study based on people's daily patterns in life. These statistics were presented in [103] where the 'activity space' is chosen as a life pattern. Based on a thorough GPS tracking of 30 people's weekday routine, we see that a high percentage spends their time at homes or in offices. However, their online data access could totally be different. For example, from noon to 5pm, the pattern of data would be video conferencing, stock exchange monitoring, fund transferring, tweeting about current achievements in office, and posting pictures of lunch menus and restaurants. On the other hand, the hours from midnight to 7am would result in rather different traffic patterns like normal web-browsing and social media activities. Therefore, a person having a seamless internet connectivity will be experiencing a wide variety of activity during a single day and by multiplying it with billions, we can think of how huge, dynamic, and geographically distant this data can become. Furthermore, in this context, in Table 4 , we name certain examples of data, which are specific to SBD and moving objects, and should be processed in real-time. The recent trends show that the total amount of data (generated from the types specified in Table 4 and similar other cases) is increasing at a fast pace and expected to reach 7.9 Zettabytes this year compared to 1.8 Zettabytes in 2011, respectively [84] . Therefore, efficient techniques are desirable to compensate this immense growth in SBD considering the distributed and dynamic nature of objects.
III. MAIN SOURCES FOR BIG DATA GENERATION: SOCIAL MEDIA AND E-AAPLICATIONS
One of the main sources of BD is the extensive use of social media applications as shown in Table 4 . The substantial growth of social media over the last decade has been 58838 VOLUME 6, 2018 
FIGURE 1.
A use case study of people's weekday activity patterns. Study is conducted for a period of three months by tracking (through GPS) the continuous spatial movements of people from one activity space to another [103] .
supplemented by the upsurge of spatial technologies. This has provided new mapping mechanisms where users are involved in online activities in real time. The coupling of users social media and location-based information generates tons of crowdsourced data that can be used in many contexts. However, this unstructured data requires advanced data mining techniques to draw meaningful insights. Social media data together with geotagging, known as geosocial data enables content creation by users and is publicly accessible. Thus, social media is one of the main sources of SBD generation. This is mainly because of the exponential growth of mobile usage thus making it possible to measure VOLUME 6, 2018 and analyze different types of social, economic, and political activities [131] . BD generated via social media is also known as 'social BD'. This social BD is defined in [132] as ''those processes and methods that are designed to provide sensitive and relevant knowledge to any user or company from social media data sources when data sources can be characterized by their different formats and contents, their very large size, and the online or streamed generation of information''. One of the features of data generated through social media applications is that it is unstructured in nature. Due to the various types of social media generated data, the analytics performed on social BD vary as well. Text analytics are used for social media data collected from organizational proprietary web pages as well as pages hosted on various third party social media websites. Social media content helps firms in understanding the opinions of consumers and general public related to social events, political movements, company strategies, marketing campaigns, and product preferences [133] . In order to better understand these opinions, sentiment analysis (SA) techniques are used in literature. SA is a computation study of opinions, sentiments, emotions, and attitudes expressed in text towards an entity [134] . Due to the ever increasing trend in e-commerce, online reviews and product evaluations are becoming common, and therefore, producers and service providers take into consideration the analysis of these customer opinions [135] . However, the increasing use of mobile devices coupled with social media data has provided organizations an access to much more in-depth data which is even more useful. This is usually referred as 'mobile analytics' or 'mobile business intelligence'. According to Chen et al. [136] , mobile data generation and analytics have a wide range of applications such as location-based mobile sensing apps that are activity-sensitive, disaster management, m-health, m-learning, mobile social networking, crowd-sourcing, gamification, mobile advertising, and social marketing. Some of these applications are discussed in detail in the following subsections.
A. MOBILE/SOCIAL MARKETING
Marketing activities with social BD have been enhanced to a great extent. Organizations are investing in BD infrastructure by logging and storing data from customer engagements because it helps to achieve a positive return on investment (ROI) [137] . One way to get high ROI is to perform predictive analytics for product demands which offers accurate demand forecast. According to [137] , traditional time-series forecasting with historical sales data works well with popular products but is not very predictive for other products because of the random noise, hence more and more firms are relying on predictive analytics from socially generated consumers data.
Online social networking websites provide marketers with deep insights and user intelligence to launch targeted marketing campaigns. Similarly, online recommender systems used by YouTube and Netflix as well as e-commerce websites such as Amazon and eBay can significantly transform marketing [132] . A study of Twitter as an advertising medium analyzing range frequency, timing, and tweet contents revealed that 19% of tweets from the corporate accounts do mention at least one 'brand' [163] .
He et al. [145] argue that in today's competitive environment, BD is one of the vital resources for a firm that is able to generate something of value to its customers and cannot be imitated. According to the resource-based view of a firm, there are three types of resources: physical capital, human capital, and organizational capital [139] . In the context of BD, the physical capital is referred as the applications used to gather and analyze BD [164] . The human capital can be equated to the data analysts who can have insights into the data to know about consumer activities. The organizational capital is basically the structure that enables the strategies to be translated into actions [138] . Building on this insight, firms have recently started utilizing consumer BD generated through mobile phones and applications to enhance their dynamic capabilities. One such example is the use of recorded conversations between service staff and customers by 58840 VOLUME 6, 2018 various organizations with the integration of speech-analytics to determine key performance indicators [140] . Similarly, a much more proactive approach is used by Target stores in competition with Walmart reported by Li et al. [142] .
With the built-in GPS in mobile devices to enable location information for users, social media applications allow their users to post content with geographic information, hence producing vast amount of data with location information [168] . Gonzalez et al. [169] coined the term individual mobility pattern (IMP) to understand human behaviors in performing daily activities based on their locations. The main source of data for IMP which is mobile phone trajectory combined with social media data generated by users becomes a competitive data source for moving objects. Naturally, with respect to IMP, spatial aspect remains the most important one e.g., frequent visits to point-of-interest as identified by Yuan et al. [170] and the role of GIS as social media by online mapping websites. Therefore, a plenty of research is done on social media and spatial data. However, researchers have recently realized regularities not only in spatial but also in temporal aspects of IMP and hence stressing spatialtemporal data for individuals to be more rational [168] . Therefore, in addition to the data related to individuals pointsof-interest, temporal data such as the sequence of visits to these points-of-interest provides us with more comprehensive spatio-temporal data.
He et al. [145] state that with the growing richness of data, marketers now have more opportunities to identify new gaps which was not possible before. With the availability of geospatial and temporal data, marketers can now predict where a customer/product would possibly be at a given time. Google Now application has the capacity to suggest consumers on the availability of products/services based on their browsing and searching patterns e.g. availability of tickets at a local cinema and movie hours (based on temporal data) or a restaurant offering food according to customer's likings.
Text Analytics and Network Analytics in Social Media: One source of SBD (particularly for organizations) is the unstructured textual information residing in email communications, corporate documents, and social media content on websites such as Facebook, Twitter and other social media. Government and research institutions also monitor such textual information for security purposes and/or to analyze the general opinion of public for popular events such as elections and referendums.
According to Erevelles et al. [138] , in the World Wide Web (WWW), opinion identification and classification is normally based on social media textual contexts, therefore the authors suggest two main approaches for such classification; lexicon and learning based methods. Lexicon-based approaches have pre-established rules to interpret textual sentiments [143] such as measuring the tone of news. Learning methods (on the other hand) use a hybrid approach combining lexicons and machine learning to classify opinions (the learning methods are discussed in much detail in section V). Similarly, online reviews of products by people/customers are also a source of data for marketers as well as producers [144] . Qi et al. [144] further argue that online reviews allow a customer to be a part of product design and development as well as customer requirements.
Erevelles et al. [138] believe that opinion mining is an extensively used approach in social media environments. Network analytics are often coupled with text analytics in social media to derive more sense out of data. Users' online posts or tweets trigger responses such as likes, comments, and re-shares, which may lead to the population of more textual content. According to Chen et al. [136] , network analytics focus on link mining and community detection by exploring and predicting the connectivity among nodes of a network. Nodes can be in the form of customers and users of a service or products, while the links represent the medium such as email messages, and social media comments, likes and shares. These connections between nodes create a social network of opinionated users.
Online recommendation system such as YouTube video recommendation also utilizes SBD consolidated by network connections by grouping similar users and extending it to other users by suggesting content they might be interested in. For instance, He et al. [145] show that an online service for travel recommendation must capture or infer users' travel interests from their consumption behavior on travel packages which is termed as social recommendation.
Network SBD analysis is also being utilized in road network modeling for instance in an online taxi service with the use of GPS sensors. Zhou et al. [146] highlight a problem in traditional taxi service focusing on misbehavior of taxi drivers. These drivers were not taking the shortest route to travel from point A to B, and the passengers were not aware of this deception especially when they were not acquainted with the route. This detouring allows taxi drivers to overcharge passengers in unfamiliar settings. By incorporating GPS sensors in taxis, data such as position, speed, timestamps, and flag markings can be generated. Therefore, Zhou et al. [146] suggest to prevent this fraud by considering the data of customers who have already traveled from point A to B and hence, consolidating this data to calculate the optimal route. Zhou et al. [146] further recommend a real-time trajectory detection which means that when a driver tries to deviate the recommended path, a notification may be pushed to the passenger notifying him/her of a potential fraud. We further discuss route recommendation and similar topics in Section IV.
B. M-HEALTH
The extensive use of e-health records by hospitals across the globe has generated vast datasets [147] . Apart from hospitals, there are other sources of BD in healthcare such as clinical decision support systems, laboratories, pharmacies, and insurance companies. The gathering and analysis of healthcare related BD has been given various terminologies such as e-health, m-health (medical-health), digital health, health 2.0, and e-medicine [148] . One of the VOLUME 6, 2018 FIGURE 2. M-Health System at Chelsea and Westminster Hospital (London) (Adapted from [153] ).
features of such data is crowdsourcing which is the basis of social media technologies. A number of websites has emerged recently trying to consolidate crowdsourced data such as PatientsLikeMe, Health Tracking Network [149] , and Global Public Health Intelligence Network [132] . Barrett et al. [149] state that crowdsourced data is especially beneficial for observing the spread of infectious diseases. Similarly, HealthMap -an online aggregator uses informal online data sources such as news, reports, and online discussion forums to observe and map diseases-related information. In the same fashion, individual users' (Facebook and Twitter) profiles generate diseases-related data using the keywords in their status updates/tweets which helps in mapping the location and intensity of a disease.
In addition to above, a more accurate source of such data is the use of mhealth applications installed on smartphones and sensory wearable devices [150] . The growing trend of health related applications on smartphone has triggered the market for personal sensors with pre-loaded applications -which serve as passive and manual data generation source [149] . In addition, devices such as Google Glass, Apple iWatch, and Samsung Gear among others have built in hardware and software functionalities for monitoring users' heart, pulse, and respiratory rates [151] . Sultan [152] reported the life-saving incident of a patient using Google Glass at Boston's Beth Israel Deaconess Medical center where physicians learned a patient's complete medical history from his wearable device. This patient had earlier provided medical staff with an incomplete medical history. Google Glass helped the physicians in an emergency situation and saved time accessing patient's medical records with more accuracy than searching through physical records. Following this incident, the hospital extended the use of Google to the entire emergency department.
Another potential use of wearable devices in healthcare is for data access. Sultan [153] mentioned the use of DACAR (data capture and auto identification reference) to gather remote data from patients that allows close family and friends to access data buckets of patients for surveillance and care purposes. Family members or friends can set threshold values (e.g., heart rate and blood pressure) in the system to trigger alarms related to a patient's health condition. Figure 2 shows the functioning of the m-health system 'DACAR' adapted by the Chelsea and Westminster hospital in London [147] . The system is basically a platform that enables remote delivery, storage and access to patient's electronic records using platform as a service (PaaS). DACAR is hosted on an IaaS (infrastructure as a service) cloud platform. The system enables close friends and family of a patient as well as the hospital/doctors to access his/her data buckets at FIGURE 3. Types of data intensive routing with route selection factors for each type [14] .
any given time. The system is essentially connected to wearable technology on a patient and a data bucket allows creating, holding, updating, and deletion of patient's data. A cloud server stores all the updated data which is accessible by multiple stakeholders such as friends/family for monitoring the patient, the patient itself, and the doctor for accessing medical records. A consulting doctor or a staff can always access the real-time updates of any patient, as the data is continuously saved on the cloud. Data from the cloud can also be sent to the data center for further analysis. In addition, the DACAR system allows a patient to easily share information with the consultant if he/she is to seek any medical advice. Finally, for critical and elderly patients, their close family members are notified via messages if any health monitoring values breach the threshold levels (such as high blood pressure, pulse, and heartbeat).
C. SBD GENERATED THROUGH DISASTER SITUATIONS
Recent natural environmental disasters have drawn focus to the vulnerability of our society and infrastructure [154] . Novel information streams, such as social media-contributed videos, photographs, and text as well as other open sources are redefining situation awareness during emergencies [155] . Social media messages combined with geographic reference containing spatial and temporal information are termed as volunteered geographical information (VGI) [156] that unfolds the power of 'citizens as sensors' to provide realtime updated data. According to Dashti et al. [157] , VGI can be used in disaster response, timely damage assessment, and to efficiently carry out rescue and relief operations. Howe [158] argues that VGI is similar to crowdsourcing primarily because of two reasons. First, it makes use of the wisdom of crowd and can solve a problem more effectively than an expert, irrespective of the group's knowledge and expertise pertinent to the problem. Second, the information acquired via collaborative VGI is possibly closer to reality than the information obtained from a single source. A number of examples where volunteered data has been used to retrieve critical information have been cited in the recent literature, e.g. during hurricane Katrina [155] , fire emergency event in Shanghai [159] , River Elbe flood in Germany [160] and so forth.
IV. ROUTING AND BIG DATA
In this section, we summarize several existing contributions related to geographically generated BD. In the first part, we focus on existing solutions which deal with BD traffic generated through geographical/spatial movements of various objects including cars, taxis, and buses. In the second part of this section, we summarize interesting algorithms proposed for the routing of BD traffic in modern day networks such as SDN (software define networking), D2D networks, BD clouds, etc.
A. ROUTING FOR SPATIAL/GEOGRAPHICAL MOVEMENTS OF OBJECTS
BD can play an important role in developing efficient traffic routing schemes. The increase in number of vehicles using location-based services and uncertainty in people's movement from one location to another demand us to develop more accurate, cost-effective, and energy efficient traffic routing schemes [14] . This requires a thorough and deep analysis of the currently available big volumes of data and sharing the available information with users/devices/vehicles in real-time [108] .
1) IMPORTANT TYPES OF SPATIAL BIG DATA ROUTING [14] In relation to routing of SBD, a promising work is presented in [14] , where routing is divided in several interesting categories such as eco-routing [57] , [72] , personalized routing [37] , [83] , and vehicle routing with user-generated trajectory data [115] , [118] as shown in figure 3 . In ecorouting, the best route for vehicles is chosen based on fuel efficiency. Other factors such as road situations, traffic and VOLUME 6, 2018
weather conditions, and amount of luggage in a vehicle can also be considered. Further, two approaches based on histogram and graph theory to represent various case studies related to eco-routing are presented and several interesting results are shown. Different from eco-routing, personalized routing presented in [14] [14] do not provide any further details. Third type of routing presented in [14] considers temporal conditions (such as familiar/unfamiliar surroundings) and popularity index (rated by various local travelers) in selecting the best route. A ''trajectory database'' is created which provides trip suggestions to drivers in real-time. This database has routes which are rated/scored by various drivers. The results of trajectory database are compared with the results provided by the routing service (such as driver's navigation/GPS) and the route with maximum match is selected. Similar kind of routing concepts are highlighted in [41] and [67] as well.
Based on the above concepts, we categorize the existing literature on big data routing in numerous categories discussed in the next subsections. Our work mostly focuses on (but not limited to) the research work done in the past two to three years.
2) GROUPING OF AUTONOMOUS VEHICLES WITH PRIVACY PRESERVATION [1]
Autonomous vehicles (AVs) have emerged as a new phenomenon in modern era with the flexibility of driving without the need of a driver. These vehicles are normally equipped with advanced sensing and navigation facilities allowing them to route with accuracy. The work proposed in [1] tries to utilize these interesting features of AVs. Basically, for each AV, there is a set of primary and secondary users. A primary user (PU) is the owner of an AV and a secondary user (SU) is the one wanting to share a PU's vehicle. A PU decides whether to share its AV with SU(s) on the basis of nearest neighbor selection algorithm proposed in [78] . A PU also has the right to decide the number of SUs who can share its AV. Moreover, three different routing scenarios are presented such as:
• A PU decides the pick and drop areas for SUs according to the start and the end locations agreed by both primary and secondary users. The vehicle is then routed accordingly.
• A PU decides the pickup area but the dropping location is different from the end location, however it should not be far from the surrounding of route.
• A PU decides the pick area but the dropping location is different from the end location and it can be far from the route. The AV can then drop the PU first, take SU to its destination, and finally route back to the PU (which is unlikely to happen with human driven cars).
All the above routing strategies are tested on real maps of Tennessee State (USA) and the results show that the proposed scheme incurs less route searching time which is highly desirable for modern day users dealing with BD applications and AVs.
3) PERSONALIZED ROUTE RECOMMENDATION BASED ON BIG SOCIAL MEDIA As mentioned before (in Section III), Social media (such as Facebook, Twitter, and Instagram) is one of the biggest examples of BD [31] . We use social media to post photographs and videos, tag friends, make suggestions, and so forth. Thus, social media has become a necessary part of our daily routine. Among other important things shared on social media these days, most people prefer sharing their travel experiences in the form of photographs and posting status updates. This important source of travel information from social media along with various 'Travelogues' available on several websites can be used together to propose more personalized and efficient travel recommendations to users which is done in a very interesting work presented in [96] . The authors propose a learning model named as ''topical package model (TPC)'' which recommends personalized routes to users based on community-contributed photos and travelogues. In addition, the routes are learned and suggestions are made according to the average amount of money a user spends on a trip plus the visiting season and time. Different mathematical models are proposed to show how important information (such as users preferred season for traveling) can be extracted/mined from various social media photos, tags, and travelogues. Mining information is then used to recommend routes to users based on a ranking system. Extensive set of experiments are performed on real-time travelogues to show the impact of user interests, traveling season, time, and cost on mean average precision (MAP-which is calculated using the proposed mathematical model). This MAP reflects the change in choices of users when they are selecting their traveling packages. The results conclude that time and cost have more impact on MAP than traveling season which is kind of an obvious trend. We summarize the main points of [96] and other important works (similar to [96] ) which are based on recommending personalized routes to users using different criteria such as geographical locations, distances, time, cost, etc., in Table 5 .
For example, in Table 5 , the work proposed in [128] is summarized that uses real-time datasets for the experiments collected from Flickr API. Similar to [96] , Shi et al. [128] use MAP as an important criterion for suggesting routes to users. Moreover, Dai et al. [37] and Campigotto et al. [83] discussed in our previous section can also be categorized under ''personalized route recommendation based on social datasets'' and thus are highlighted in Table 5 .
4) BI-DIRECTIONAL ROUTE PLANNING USING TAXI GPS TRACES [10]
Here we discuss a very interesting case study-based approach presented in [10] . The reason we separate this approach from above presented strategies is because; (1) the authors present a very interesting case study for routing the night buses, and (2) the real-time data of various taxies is taken to plan the routes (which was missing in the strategies presented in above subsection). Moreover, buses are considered as one of the cheapest ways of traveling, therefore, providing automated routes to bus drivers as well as real-time information to passengers on their smartphones or similar devices would be a huge benefit to modern society.
By considering the above, Chen et al. [10] divide the night buses routing problem into two subproblems: the candidate bus stop identification and the best bidirectional bus route selection. To address the former, whole city is divided into equal sized small grids where each cell is 10 X 10 meters. Then, the cells with highest PDR (pick-up and drop-off rate) are combined to form a big cluster which is later divided into small sized clusters each having a principle bus station which is at a walking distance for a user within the specified cluster. A cluster merging algorithm is also presented allowing a big VOLUME 6, 2018 cluster to merge nearby small clusters if their distance is not greater than a certain limit (i.e., if the absorbed cluster is not too far).
For bus route selection, the authors propose a graph theory based three-step process as follows:
• Build the graph with bus route and remove unnecessary nodes and edges. This process requires certain proposed criteria to be met such as the maximum distance between two stops is not too high (and is adequate), the bus should always move forward (farther) from the origin and close to destination, and the zigzag routes should be avoided ensuring the smoothness of the routes. Heuristics-based mathematical equations are also provided for each criterion.
• The information about the bus and its passengers is recorded in two different matrices known as Time and Flow matrices, respectively. Each element in time matrix represents the bus travel time from one stop to
• another. Likewise, each entry of Flow matrix corresponds to the number of passengers.
• Based on above two factors, the authors propose probability algorithm that generates best/optimal route for the passengers. The algorithm selects routes with large number of passengers and less distance. Similar sort of algorithm can also be found in [93] . All the theoretical aspects of [10] are supported by extensive set of experimental results conducted in MATLAB on real-time SBD considering thousands of taxis in Hangzhou, China over a period of one month. Interesting graphical illustrations are presented showing the convergence of proposed algorithm, optimal route selection based on less number of stops, direct relationship between number of stops, and the total traveling time for the buses. The results are compared to the algorithm proposed in [93] reflecting that the proposed algorithm converges to an optimal value.
B. ROUTING ALGORITHMS FOR MODERN DAY BIG DATA NETWORKS
Here we consider routing algorithms designed for BD traffic generated in modern day networks. We focus on various types of networks such as cognitive radio (CR) networks, D2D communications, SDN, energy efficient networks, MANETs (mobile ad hoc networks) and so on. The work cited in this section is not limited to the aforementioned types of networks and can easily be adapted to all kinds of traditional wireless networks. Our classification for this section is summarized in figure 4. [42] D2D communication [70] plays an important role in BD networks due to its ad-hoc nature, flexible and light weight architectures, and anytime availability especially in critical conditions where the network resources are merely available. Huang et al. [42] address this interesting concept combining D2D communications with cognitive radio (CR) technology that exploits the unused licensed and unlicensed freely available spectrum [113] . This work falls within the scope of our survey since the devices movement is related to the movement of a person from one geographical location to another and thus, the routing algorithm is proposed based on real-time mobility of people. Basically, by integrating D2D and CR technologies, a ''socially aware'' big data (greedy) routing algorithm is proposed which uses the mobility of devices and spectrum as benefits for efficient data delivery. Here the mobility of nodes refers to the movement of people from one location to another which is finite and follows a periodic pattern. Same trend applies to the mobility of spectrum which is based on daily activities of licensed or primary users and thus can be predicted having finite patterns. In the proposed ''greedy'' algorithm, a node 'x' chooses the most optimal node in the neighborhood which then acts as a ''relay'' to forward the data of 'x'. This optimal selection and relaying process continues unless the data reaches its final destination. Besides the proposed algorithm, the authors describe in detail the concept of CRD2D networks and identify open issues related to routing in these networks (such as effects of weak links on delivery of data, nodes communication overhead, and traffic control) which remained untouched in [41] .
1) BIG DATA ROUTING IN COGNITIVE RADIO DEVICE TO DEVICE (CRD2D) NETWORKS

2) APPLICATION AWARE BIG DATA ROUTING IN SDN
SDN has shown great emergence in the recent past. Basically, in SDN, a centralized entity (a software defined centralized controller) or a platform controls the flow of all the network traffic [80] . The centralized controller adds flexibility in routing by intelligently controlling the flow of network traffic, thus making the integration of SDN with BD applications a feasible approach. The work proposed in [64] utilizes the ''application awareness'' advantage of SDN to perform realtime routing. Basically, the authors analyze the traffic patterns of MapReduce [69] based on the information provided by Hadoop (a well-known BD platform) [19] . An entity named as TaskTracker is allowed to store the information about traffic size and volume, which is later communicated to the SDN controller. This novelty was missing in [51] where the job of TaskTracker was only to send empty hello/heartbeat messages. Based on the information provided by Hadoop (via TaskTracker), the SDN controller performs routing of BD traffic by assigning priorities to one-on-one flows which are remotely located. Flows having all-to-all connectivity are given lower priorities since they have higher freedom in accessing the available bandwidth.
For experiments, real-world traffic patterns are generated using sixteen different Hadoop servers with a bandwidth of 10 Mbps and a delay of 1 ms, respectively. Most prominent feature of the results is the comparison of proposed SDN aware routing with existing solutions not utilizing the SDN as a part of their architecture (such as the famous spanning tree algorithm [129] ). As expected, all results show the proposed approach significantly reduces the overall traffic shuffling time due to the flexibility added by the SDN controller. Nevertheless, there is no discussion nor any graphical illustration on other important parameters such as the system complexity, number of messages sent and received between Hadoop and SDN controller, and the effect of increased message size on global system performance.
3) ROUTING OF BIG DATA WITH ENERGY EFFICIENCY
Wireless sensor networks normally produce large amount of data by collecting information from various sensor nodes geographically located in a region or an area. This data is sometimes so large in size that it can easily be termed as big data. Din et al. [94] believe that this ''multi-sensor'' BD needs to be processed and routed by introducing a new ''cluster-based'' scheme that also keeps the battery usage level of sensory nodes at minimal. In the proposed approach (figure 5), sensor nodes gather (or sense) the information and forward it to the Base station (BS). This process is known as 'self-organization' where nodes learn about their neighbors through broadcasting. The responsibility of forming clustering group remains with the BS which is shown as 'flat layer design' in figure 5. The cluster head manages the communication with the BS, floods control messages to neighbors, selects cluster members, and chooses the most energy efficient path for routing as shown with steps 3 'cluster layer design' and 4 'cluster member selection'. Thus, all other sensor nodes are exempted from the overhead of optimal route selection. This in turn saves the battery life of senor nodes. Another novelty of the proposed approach is that only those devices form clusters which are at one-hop distance from the BS, thus the directly connected nodes to BS remain ''unclustered''. This also saves energy of sensor nodes. Once the clusters are formed, BD collected by the participating sensors has to be routed (or disseminated) to the desirable destinations. For this, a technique known as ''data fusion (step 5)'' 1 is used, which separates data at various clusters both contextually and structurally. Fusion technique also monitors each cluster head's data processing performance. Results show that the proposed approach has high energy efficiency because; 1) the direct neighbors of BS remain ''unclustered'' which reduces the number of clusters, and 2) limited number of broadcast messages are exchanged only with selected neighbors. We also highlight the important steps of [94] in figure 5 .
Another related approach with the focus on energy efficient routing for BD networks is presented in [89] . The entire focus of the proposed solution roams around utilizing the benefits of a content centric network (CCN) [29] for BD retrieval and sharing. An aggregatable named based routing (ANBR) algorithm is proposed that searches the closest copy of data for a user's request. Longest prefix matching is used to retrieve the desired copy of data requested by the user. Most of the routing information is stored locally which speeds up the retrieval process. Moreover, the authors claim that ANBR is energy efficient because it employs a hierarchical routing structure and uses longest prefix matching for information retrieval where one prefix can serve as a set of data to reduce the size of a routing table. This energy efficiency claim has been proven via simulation results, however, the authors failed to provide any comparison with any existing approach. Another promising energy efficient routing algorithm is reported in [109] with emphasis on BD cloud computing. The authors use extensive mathematical calculations with linear and dynamic approaches to model/calculate the power consumption of the network, network topology, and energy and time required for route computation. The proposed models have been evaluated using real-time statistics of four different routes each having distinct equipment, capacity, and power consumption. The results show that despite having large number of traversed nodes, one of the four routes consumes less 1 We detail fusion in Section V. VOLUME 6, 2018 FIGURE 5. Five functional elements proposed in [94] .
energy than the others. This is due to the difference in capacity and power consumption of the equipment usedin each route.
4) OTHER IMPORTANT ROUTING ALGORITHMS FOR VARIOUS NETWORKS
Beside the algorithms presented so far, there are some important research efforts on routing of BD which are worth mentioning here. For example, the work presented in [4] considers analysis of BD traffic generated in MANETs using quality assurance metrics (such as functionality and usability of data). Big data carried by the traditional DSR (dynamic source routing) and AODV (ad hoc on demand distance vector) routing protocols has been simulated using NS2 (network simulator 2). Results depict that AODV performs better than DSR when combined with BD analytics. Moreover, another work presented in [26] examines the BD traffic in DCN (data center networks) [119] . The authors tackle a challenging task of determining the conditions in which the traditional routing algorithms can carry BD packets with less loss and high throughput. Thus, Markov chains are used for system analysis and probability estimations. Later, through simulations, it is shown that the time taken to reach a ''non-blocking routing'' situation is exponential. In addition, the proposed Markov model achieves a good convergence rate over a DCN of large number of nodes due to its simplicity in signaling. This signaling is named as EAR (explicit adaptation requests) in [26] and is performed between various switches to control the packet flow.
V. BIG DATA ANALYSIS FOR MOVING OBJECTS
There are different sources for data generation in moving objects including video devices, sensors, vehicles, etc. The obtained data serve as an input for real-time traffic analysis and decision making; therefore, it is not appropriate to rely only on these sources for data generation. Moreover, the recent advances in data analysis within the context of moving objects focus on proactive control and management [119] . For example, in vehicular communications, the analysis of real-time as well as historical data might result in accurate prediction of collisions and accidents. In the following sub-sections, we discuss several BD learning techniques for moving objects. In particular, we focus on learning techniques used in vehicular communications and intelligent transport system (ITS).
A. LEARNING DRIVEN TECHNIQUES
The existing learning-based mechanisms utilize different metrics which serve as an input for the analysis component [49] . Although, these metrics (such as trip duration) might be useful, however the challenge is that they depend on the traffic conditions, which are highly unpredictable and change over time. Therefore, these shallow traffic prediction models are not reliable for accurate modeling of the problem and real-world applications [72] . To solve the problem, van Lint [49] propose a new traffic prediction model which utilizes the temporal and spatial correlations. This learning model uses generic traffic flow features in a layered fashion. The area of concern for this model is high computational cost and limited scalability.
In [34] , a predictor-corrector Kalman filter for travel and arrival time predictions is proposed. The authors use mathematical model with the node-arc network in which arcs represent the roadways while nodes represent the junctions. However, the focus of this contribution was more on mathematical modeling instead of actual traffic flows and condition in the network. Linda and Manic [81] use the active nearest neighbor for the identification of important places. In the second phase of the proposed algorithm, fuzzy logic is employed to compute the risk-level for the places identified in the first step.
For the purpose of autonomous navigation in cities, it is extremely important to analyze the trajectory pattern of the vehicles. One of the hurdles in such analysis is the inefficiency of the algorithms that rely on offline trajectory data [75] . This means after completing the learning stage, these algorithms are unable to learn diverse patterns. The solution to this problem is provided in [22] which focuses on incremental learning of trajectory patterns along with the predictions. The authors propose a growing hidden Markov model in which the constraints are derived through online learning for efficient identification of new trajectories. Angkititrakul et al. [82] predict the trajectory of the vehicle using Gaussian model by considering the parameters such as lanecrossing and driver correction events as inputs for learning.
Several automatic learning models are discussed in literature considering the mobility in vehicular and D2D networks [35] , [122] . Veeraraghavan and Papanikolopoulos [35] propose a semi-supervised learning algorithm that represents the activities as sequence of actions and learns those activities as stochastic grammar. Similarly Mastronarde et al. [122] propose a supervised learning algorithm in which devices can learn the optimal cooperation strategy for providing the relaying services such as audio/video data. Another application of learning algorithms is routing decision in opportunistic networks [129] which uses decision trees and neural networks for efficient routing decisions. The parameters used for learning include routing scheme, device popularity, speed, location, and energy consumption.
B. DATA FUSION BASED TECHNIQUES
Another approach for achieving high performance in BD networks is to use multiple models. For example the work presented in [75] utilizes moving average, autoregressive moving average, and exponential smoothing model for traffic flow predictions. The predictions from these models are utilized in aggregation stage by the neural networks providing the ultimate prediction. Several algorithms fuse the predictions from different models for short-term flow prediction and trajectory changes [77] , [92] . Toledo-Moreo and ZamoraIzquierdo [92] fuse the prediction from Kalman filtering in an equation of weighted coefficients. These weighted coefficients are generated in real-time during the prediction process. For efficient analysis and prediction of flow dynamics, Shawe et al. [48] suggest to utilize multi-source driven data fusion strategy. Such a strategy results in extremely broad and holistic information which increases the performance gain. Another data fusion approach is presented in [97] for surveillance and tracking of vehicles. The mechanism is based on robust data alignment that finds relational maps between the invariant feature datasets. These datasets consist of aligned images that are gathered from different unnamed aerial vehicles.
Several solutions focus on utilizing multi-source information fusion that combines core evidence for highly dynamic, diverse, and conflicting data received through different sources [82] , [88] . The ultimate objective is to extract a comprehensive estimate about an event by integrating information received from multiple sources. Angkititrakul et al. [82] analyze several approaches for fusing video streams and propose an algorithm for vehicle trajectory prediction considering the lane-crossing and driver correction events. One of the problems with the proposed approach is that it considers only the most common driving signals which limit the scope and application for adaptability. The approach used by Kong et al. [88] is based on multi-source information that includes fusing data from underground loop detector and GPS. The first part of the algorithm creates a credible and robust platform for the fusion of multi-source data, while, in the second part, wave theory is applied for estimating the mean speed. One of the issues with data collection using roadside sensors and GPS is that the collected data is sparse due to random distribution of vehicles in time and space. Mehta and Chana [117] discuss several techniques for flow estimation by considering parameters such as running time and accuracy of used data. It is observed that most of the data comes from probing (roadside sensors, GPS, etc.) at different sampling rates. The authors propose higher sampling interval which results in lower quantity and accuracy of data but provides efficiency in terms of processing.
Polychronopoulos et al. [6] propose a hierarchical structure algorithm for predicting the trajectory of moving objects using the fusion of environmental and vehicle dynamic data. García et al. [44] present a multi-sensory system for the detection of obstacles by using a set of diverse techniques for data fusion. Sun and Zhang [104] suggest a new approach which integrates the spatial and temporal information for the flow forecast. For selecting the input variables, they use Pearson correlation coefficient. The resulting multiple outputs are then integrated using a fusion algorithm for final predictions.
C. RULE EXTRACTION BASED TECHNIQUES
One of the important features for learning-driven moving object models is to understand the pattern, association, and correlation among various datasets acquired through different sources. The objective is typically achieved using association rule mining (ARM). Lin et al. [120] utilize the association analysis with ARM for the prediction of network flow. Similarly, ARM is used for the classification of network flow anomalies in [65] . Another technique for rule extraction is based on rough set theory (RST) [55] , [56] , [84] . VOLUME 6, 2018 RST extracts useful data from decision table using induction based decision-making techniques. BD is analyzed using statistical methods and association rule in order to identify the common attributes that appear with high frequency. One of the advantages of using RST is to extract important attributes without having any information outside the dataset.
D. ADP (ADAPTIVE DISTRIBUTED PROGRAMMING)-BASED LEARNING CONTROL
Although, learning based techniques seem effective and the results are also quite promising, yet realizing the performance in a highly dynamic and uncertain environment is quite difficult. Several mathematical approaches are proposed to handle such problems [27] . In order to solve complex decision processes having huge and continuous states, Wang et al. [27] propose methods that use reinforcement learning (RL) with dynamic programming. The dynamic programming algorithms are classified into two classes. First class is the one that does not need any initial stable policy while the other class of algorithms requires an initial stable policy. Ling and Shalaby [61] study various elements of RL agents such as reward, action set, and state space in the context of traffic flow. One of the most promising features of RL is the ability of an agent to understand the relationship between controlled actions and their consequences on the environment. Abdulhai et al. [8] utilize this feature and propose a Q-learning method for network traffic control. Salkham et al. [7] utilize the information provided by GPS and V2V (vehicle to vehicle) communication for traffic optimization. They use a local round robin switching model based on RL. A lot of work still needs to be done but it is expected that dynamic programming variants, methods, and algorithms will provide the basic functionality for realizing an optimized and dynamic system for moving objects.
E. OBJECT-BASED LEARNING
The object movement in V2V, sensor networks, or D2D networks has its own unique characteristic which is extremely important for learning driven models and algorithms. The spatial temporal relationship in traffic flow data and geographical information are important considerations for efficient learning-driven systems. It is important to distinguish between two close but unrelated data points that may wrongly be clustered in the same group [103] , [126] . Similarly, the persistent congestion in V2V networks might arise due to many reasons including the network congestion, accidents, and so forth [3] . The same scenarios are true for sensor networks as well as the other networks involving moving objects. Therefore, it is extremely important to incorporate diverse patterns in the learning systems which are ultimately applicable to real-life scenarios.
F. BIG DATA ANALYSIS FOR SOCIAL MEDIA
Social media and data analysis techniques are extremely important for effective proliferation of user-generated content. The collection of data from social media and its analysis using existing BD tools help in mining users sentiment which results in effective marketing and service activities. The large amount of data produced by the social media users cannot be handled by conventional data management techniques. There is a need of real-time analytics and powerful metrics for the analysis of social media data. The efficient analysis of social media data has created new opportunities to understand and influence how people think and act.
The huge volume of social media data combined with the mobility of objects needs fast processing and analysis. The existing data analysis techniques can handle volume, velocity, and variety of data and mining of significant patterns from the data. In this regard, Godbole et al. [172] discuss the semantic orientation of words and sentences on social media. Adjectives divided with AND are known to have the equal polarity while the ones divided by BUT have reverse polarity. Adjectives of the same affinity can be grouped into clusters using statistical model. Another major problem is the summarizing of huge volume of data generated by social media. Ku et al. [173] proposed opinion summarization by analyzing the sentiment polarities, degree, and the associated occurrences. However, one of the drawbacks for such approach is that not all opinions are of same importance. For example, the nature of news is quite different from the blog articles. Compared with blog articles, news articles own a larger vocabulary making it harder to retrieve the relevant sentence.
In addition to above, several clustering techniques are used for analyzing social media information of moving objects [174] , [175] . Kaur and Singh [175] presented a wide variety of approaches for anomaly detection in social network such as structured, clustering, and Bayesian classifier based techniques. However, despite having this wide variety of work there are a few shortcomings. First, temporal constraints (such as previous information for learning the defined model) need to be added for analyzing social media. Secondly, the analysis of big data in social networks for the presence of anomalies requires a lot of attention. It is important to focus on unstructured behavior of data in social networks rather than predefined set of labeled data or randomly chosen nodes. Table 6 provides the description, issues, and challenges for the BD analysis techniques discussed in sections V and VI.
In the next section, we analyze some important research issues that are essential for an efficient data driven moving object system.
VI. ISSUES AND FUTURE DIRECTIONS FOR BIG DATA-DRIVEN MOVING OBJECTS
In the context of V2V communication and BD routing, the use of technology such as GPS, sensors, and other IoT devices provides the important data for analysis. However, using a large number of these devices not only incurs huge cost but also results in redundant data. Another interesting aspect is related to the application of BD analysis on social media. Social media provides diverse information including audio, videos, messages on the fly, and other information generated by sensors attached with the mobile devices. Moreover, social media applications are one of the major sources for BD analysis but there are certain inherited challenges associated with this type of BD. Firstly, it is important to get huge number of users providing reliable data. At the same time, it is required to address the issues related to the security and privacy of users' data [132] , [167] . The anonymity of the data must be protected in such a way that not only the data makes sense but it also preserves the identity of the subjects [165] , [166] . At some point of the time, the analysis of data provides useful information such as traffic routes and congestion notification. The model is a dynamic people-centric model.
As discussed in previous sections, data is the main element in any analysis framework. The accuracy and efficiency of data collected from different sources are extremely crucial for the analysis phase as well as the design of routing algorithms. While using clustering and data fusion techniques, the energy consumption is an important concern for the sensory devices [94] , [109] . Apart from energy consumption, latency and delay must be in considerable range for fast processing of data. Thus, the designed algorithms must be scalable and should have low time and space complexity [89] . In order to reduce the network contention, dynamic routing algorithms must be deployed instead of static ones [26] .
In the following subsections, we will discuss some important problems related to the utilization of learning-based systems for moving objects and identify areas for future research as shown in figure 6 . The figure shows the learning and cost issues which are explained in detail in the next sub-sections.
A. LEARNING ISSUES
The data gathered from different sources is mostly multidimensional, heterogeneous, and irregular [98] . This leads us to the following four challenges:
1) DATA CLEANSING AND IMPUTING
Data provided by different sources is full of noise [52] , therefore, it is extremely important to perform the cleansing of data for removing the useless and noisy parts. The process of data cleansing is not straight forward. Lu et al. [123] propose a data analysis technique that also performs data cleansing by refining the data and removing the abnormal parts.
The noise removal process here is based on statistical estimation information of several noise types. One of the drawbacks with these kinds of approaches is that the noise in reality is arbitrary while these approaches consider it as some known form. Probabilistic principal component analysis (PPCA) [63] is another method used to capture different features of traffic flow. It is also used to filter out the useless and abnormal data that effects the imputation process. PPCA based methods not only consider the local information but also rely on global information such as relationship between historical data.
2) DIMENSION REDUCTION
The complexity of learning problem is another issue in data analysis for moving objects. In case of V2V, the vehicle image can be considered having multiple dimensions. The increase in dimensions results in exponential increase in number of samples. There are several dimension reduction techniques proposed in [36] and [106] . An important method in this context is known as manifold learning [54] . The basic idea behind manifold is discovering the low dimensional manifold integrated in high dimensional Euclidean space. The initial inspiration of manifold is to obtain the nonnegative part from the data [12] . The other method for dimension reduction is Kernel dimension [58] . It uses supervised information to make decision on the dimension reduction. Such methods help to extract very useful information for moving object analysis and help to improve the performance of learningdriven tasks.
3) SPARSITY LEARNING
Sparse learning is different from dimension reduction in a sense that it focuses on the removal of certain redundant features (such as dimension reduction of interference data) while preserving the originality of the remaining feature [91] , [111] . Tibshirani [91] identifies these redundant features and give them extremely low weightage for ensuring smooth removal. Several refinements to this procedure are proposed later in [32] and [74] . Duchi and Singer [39] utilize sparsity penalization into the boosting algorithms for attaining higher performance. Although, there are several methods for employing the coding complexity related to the structure of the featured set [43] , it is still an important concern to differentiate redundant features and the features crucial for the performance.
4) HETEROGENEOUS LEARNING
Another important issue is the heterogeneous property of data that is collected from a wide variety of sources. Data fusion of such heterogeneous data is an extremely challenging task. Although there are several ways to handle the heterogeneous data but two common methods are based on machine learning. The first method uses common space such as Procrustes analysis and canonical correlation [16] , [59] . These methods assume the linearity of the datasets transformation. Kernel stick is used as another method for transforming linear data to non-linear [95] .
B. COST ISSUES
Cost is still a major concern for data analysis in moving objects. One of the major concerns in this regard is the data collection sources. It is possible to reduce the cost in BD routing by designing an efficient classifier for object recognition [38] , [53] . Another solution is to utilize low cost alternative devices while improving the performance of the algorithms. It is also possible to use the existing infrastructure deployed for other applications [53] , [62] . Clanton et al. [45] combine the high accuracy map and the navigation system to propose a lane departure system. Such system reduces the cost by eliminating the requirement for expensive GPS receivers. Similarly, the probe cell phones are used to estimate the travel time between two points. The advantage here is to use the already deployed infrastructure for acquiring the desired data [62] .
C. MULTIMODAL EVALUATION CRITERIA
It is important to measure the effectiveness of any method using different evaluation criteria. The data in moving objects is highly dynamic and varies over time so a static metric may not provide the complete picture [60] . There are different algorithms that consider multimodal evaluation criteria and argue that a single or a certain group of criteria might not be effective for all cases [71] . Hussein et al. [71] evaluated different algorithms using detection error tradeoff curves. It was observed that the detection performance is not influenced due to different sensors however; the window size chosen for modeling the classifiers has significant impact on detection performance. In order to identify the problem in detail and propose a model for solution, we are required to establish a multimodal evaluation criterion considering the dynamic nature of data sources as well as the moving objects [2] . Multimodal evaluation criterion is not important for identifying the problem however, it helps in effective design of the system.
VII. CONCLUSION
Recent years have shown a tremendous growth in volume and complexity of spatially generated big data. This growth is due to the decline in prices of portable devices as well as the 24/7 availability of internet connections. The handling and processing of such immensely generated data become more complex when the movement of spatial objects is random and dynamic. These objects may range from humans to moving vehicles, geographically located sensors to objects and moving animals with RFID chips, and so forth. The data generated by these objects is not small in size, for instance, a person traveling in a car might use several applications together which need real-time analysis and processing. The amount and complexity of this data double with inclusion of modern day social media applications. In this paper, we tried to highlight various important approaches, algorithms, and trends related spatial big data (SBD) and moving objects. We have surveyed sources of SBD generation and highlighted their routing, analysis, and processing techniques. We have observed that there is a variety of techniques to deal with complexity of SBD ranging from personalized routing to data fusion, however still a lot of research has to be done in future for more advanced real-time applications. We concluded our survey by outlining open issues and challenges with some future directions for big data driven moving objects. TALHA MIR received the B.S. degree in electronic engineering from the Balochistan University of IT, Engineering and Management Sciences (BUITEMS), Pakistan, in 2007, and the master's degree from the University of Bradford, England, in 2011. He is currently pursuing the Ph.D. degree with Tsinghua University, Beijing, China. He is also an Assistant Professor with BUITEMS. His research interests include resource wireless communications and networking, next-generation networks, massive multi-in multi-out, mm-waves, and spatial movements. VOLUME 6, 2018 
