We give a simple optimistic algorithm for which it is easy to derive regret bounds ofÕ( √ t mix SAT ) after T steps in uniformly ergodic MDPs with S states, A actions, and mixing time parameter t mix . These bounds are the first regret bounds in the general, non-episodic setting with an optimal dependence on all given parameters. They could only be improved by using an alternative mixing time parameter.
Introduction
Starting with [8] , regret bounds for reinforcement learning have addressed the question of how difficult it is to learn optimal behavior in an unknown MDP. 1 The first general, problem independent bounds were given in [12] for MDPs with S states, A actions and diameter D: The bound ofÕ(DS √ AT ) on the regret after any T steps for the UCRL algorithm and the lower bound of Ω( √ DSAT ) left the open question of the true dependence of the regret on the appearing parameters.
Recently, regret bounds ofÕ(D √ SAT ) have been shown in [1] , while in the simpler episodic setting the gap between upper and lower bounds has been closed in [5] , showing that the regret is of orderÕ( √ HSAT ), where H is the length of an episode.
In this note, we present a simple algorithm that allows derivation of regret bounds ofÕ( √ t mix SAT ) for uniformly ergodic MDPs with mixing time t mix , a parameter that measures how long it takes to approximate the stationary distribution induced by any policy. These bounds are best possible in the sense that they cannot be improved with respect to the appearing parameters. The only possible improvement is a replacement of t mix by a parameter that may be smaller for some MDPs. We note however, that it is easy to give MDPs for which t mix is of the same order as alternative parameters like the diameter [12] or the bias span [6, 10] . See [12, 6] for a discussion of various transition parameters used in the literature.
Algorithmically, the algorithm we propose works like an optimistic bandit algorithm such as UCB [3] , where due to the re-use of samples we obtain regret bounds that do not scale with the number of policies but with the number of state-action pairs. The proof of the regret bound is much simpler than for bounds achieved before and relies on concentration results for Markov chains.
Setting
We consider reinforcement learning in an average reward Markov decision process (MDP) with finite state space S and finite action space A. We assume that each stationary policy π : S → A induces a uniformly ergodic 2 Markov chain on the state space. In such MDPs, which we call uniformly ergodic, the chain induced by a policy π has a unique stationary distribution µ π , and the (state-independent) average reward ρ π can be written as ρ π = µ ⊤ π r π , where µ π = (µ π (s)) s and r π = (r(s, π(s)) s are the (column) vectors for the stationary distribution and the average reward under π, respectively.
The maximal average reward is known (cf. [17] ) to be achieved by a stationary policy π * that gives average reward ρ * := ρ π * . We are interested in the regret accumulated by an algorithm after any number of T steps defined as 3
where r t are the (random) rewards collected by the algorithm at each step t.
Preliminaries on Markov chains
In this section we give some definitions and results about Markov chain concentration that we will use in the following. For two distributions P, Q over the same state space (S, F ), let
be the total variational distance between P and Q. A Markov chain with transition kernel p and stationary distribution µ is said to be uniformly ergodic, if there are a θ < 1 and a finite L such that
Furthermore, the mixing time t mix of the Markov chain is defined as
For a uniformly ergodic MDP we set the mixing time t π mix of a policy π to be the mixing time of the Markov chain induced by π, and define the mixing time of the MDP to be t mix := max π t π mix . We proceed with three results about concentration in Markov chains taken from [16] . In the following, consider a uniformly ergodic Markov chain X 1 , . . . , X n with stationary distribution µ and mixing time t mix . Letμ n be the empirical distribution defined asμ n (s) := 1 n n i=1 1{X i = s} after performing n steps in the chain.
3 Since we are only interested in upper bounds on this quantity we ignore the dependence on the initial state to keep things simpler. See [12] for a discussion. 3.16 and following remark in [16] )
where β is the pseudo-spectral gap 4 of the chain. [16] ) In uniformly ergodic Markov chains, the pseudo-spectral gap β can be bounded via the mixing time t mix as
We summarize these results in the following corollary.
Proof. Using the bound of Lemma 3 in Lemma 2 and setting the error probability in Lemma 1 to δ one obtains
and the claim of the corollary follows immediately.
Algorithm
The Osp algorithm we propose proceeds in phases 5 (cf. l.3 of Osp), where in each phase k an optimistic policy π k is selected (l. 8). This is done (cf. l.5) by constructing for each policy π a sample path P π = (s t , π(s t ), r t , s t+1 ) n t=1 from the set of observations O, such that each observation appears at most once in the path, and the path P π is non-extendible in the sense that there is no unused observation (s n+1 , π(s n+1 ), r, s) in O that could be used to make // Compute sample paths for policies 3: for phases k = 1, 2, . . . do 4: for each policy π do 5:
Construct non-extendible sample path P π from O.
6:
Letρ π := 1 |Pπ| (s,π(s),r,s ′ )∈Pπ r, and setρ π :=ρ π + 7 t mix log 8tT δ |P π | .
7:
end for // Choose optimistic policy 8: Choose π k := arg max πρπ and set n <k := |P π k |.
// Execute optimistic policy π k 9:
for τ = 1, . . . , n k := max n <k , T SA do 10:
Choose action a t = π k (s t ), obtain reward r t , and observe s t+1 . Set t := t + 1 and O := O ∪ {(s t , a t , r t , s t+1 )}.
11:
end for 12: end for the path longer. For each policy π one considers an optimistic upper confidence valueρ π on ρ π (cf. l.6) using the concentration results of Section 3, and the policy with the maximalρ π is chosen for use in phase k.
The length n k of phase k, in which the chosen policy π k is used, depends on the length n <k := |P π k | of the sample path P π k . That is, π k is usually played for n <k steps, but at least for T SA steps (cf. l.9). Note that at the beginning, all sample paths are empty in which case we set the confidence intervals to be ∞, and the algorithm chooses an arbitrary policy. The initial state of the sample paths can be chosen to be the current state, but this is not necessary. Note that by the Markov property the outcomes of all samples are independent of each other. Using samples of the same state-action pair in the order in which they have been observed when constructing the sample paths, sample generation is not different than when obtaining them from a generative sample model as e.g. assumed in work on sample complexity bounds like [4] .
As the goal of this paper is to demonstrate an easy way to obtain optimal regret bounds, we do not elaborate in detail on computational aspects of the algorithm. We only note that it is obviously not necessary to construct sample paths from scratch in each phase. It is sufficient to extend the path for each policy with new and previously unused samples.
Regret Analysis
The following theorem is the main result of this note. Theorem 1. In uniformly ergodic MDPs, with probability at least 1 − δ the regret of Osp is bounded by
, where µ min := min π,s:µπ(s)>0 µ π (s).
To keep the exposition simple, we have chosen confidence intervals which give a high probability bound for each horizon T . It is easy to adapt the confidence intervals to gain a high probability bound that holds for all T simultaneously (cf. [12] ).
The mixing time parameter in our bounds is different than the transition parameters in the regret bounds of [2, 12] or the bias span used in [6, 10] . We note however that for reversible Markov chains, t mix is linearly bounded in the diameter (i.e., the hitting time) of the chain, cf. Section 10.5 of [14] . As there are non-reversible chains for which this is not the case, it follows from the lower bounds on the regret in [12] that the upper bound of Theorem 1 is best possible with respect to the appearing parameters. Mixing times have also been used for sample complexity bounds in reinforcement learning [13, 7] , however not for a fixed constant 1 4 as in our case but with respect to the required accuracy.
The parameter T can be guessed using a standard doubling scheme getting the same regret bounds with a slightly larger constant. Guessing t mix is more costly. Using log T as a guess for t mix , the additional regret is an additive constant exponential in t mix . We note however, that it is an open problem whether it is possible to get regret bounds depending on a different parameter than the diameter (such as the bias span) without having a larger bound on the quantity, cf. the discussion in Appendix A of [11] .
Proof of Theorem 1
Recall that π k is the policy applied in phase k for n k steps. The respective optimistic estimateρ π k has been computed from a sample path of length n <k .
Estimatesρ π are optimistic
We start showing that the valuesρ π computed by our algorithm from the sample paths of any policy π are indeed optimistic. This holds in particular for the employed policies π k .
Lemma 4. With probability at least 1 − δ 2 , for all phases k it holds that ρ π k ≥ ρ π k .
Proof. Let us first consider an arbitrary fixed policy π and some time step t. Using (column) vector notation µ := (µ π (s)) s and r := (r(s, π(s)) s for the stationary distribution and the reward function under π, and writingμ and r for the respective estimated values at some fixed time step t, we have ρ π −ρ π = µ ⊤ r −μ ⊤r = (µ −μ) ⊤ r +μ ⊤ (r −r).
(1)
Let n be the length of the sample path P π from which the estimates are computed. Then the first term of (1) can be bounded by Corollary 1 as
with probability at least 1 − δ 4T (using a union bound over all t possible values for n). For the second term we have by Hoeffding's inequality (cf. Corollary A.1 in [9] ) and another union bound that with probability 1 − δ
Summarizing, we get from (1)-(3) that for any policy π the estimateρ π computed at time step t satisfies with probability at least 1 − δ 2T ρ π ≤ρ π + 7 t mix log 8tT δ n , and a union bound over all time steps t = 1, . . . , T completes the proof of the lemma.
Splitting regret into phases
Lemma 4 implies that in each phase k with high probabilitỹ
Accordingly, we can split and bound the regret as a sum over the single phases and obtain that with probability at least 1 − δ 2 ,
Now we can distinguish between two kinds of phases: For most phases we have n k = n <k , while there are also a few phases where the sample path for the chosen policy π k is shorter than T SA , when n k = T SA > n <k . Let K − := {k | n k > n <k } be the set of these latter phases and set K − := |K − |.
The regret for each phase in K − is simply bounded by T SA , while for phases k / ∈ K − we use 6 n k ≤ n <k to obtain from (4) that
with probability at least 1 − δ 2 .
It remains to bound the number of phases (not) in K − . A bound on K − obviously gives a bound on the first term in (5) , while a bound on the number K + of phases not in K − allows to bound the second term, as by Jensen's inequality we have due to k /
Bounding the number of phases
The following lemma gives a bound on the total number of phases that can be used as a bound on K − and K + to finish the proof of Theorem 1. , where µ min := min π,s:µπ(s)>0 µ π (s).
Proof. Let n <k (s, a) be the number of visits to (s, a) before phase k. Note that the sample path for each policy π in general will not use all samples of (s, π(s)), so that we also introduce the notation n π <k (s) for the number of samples of (s, π(s)) used in the sample path of π computed before phase k. Note that by definition of the algorithm, sample paths are non-extendible, so that for each π there is a state s − for which all samples are used, 7 that is, n <k (s − , π(s − )) = n π <k (s − ). We writeμ <k andμ k for the empirical distributions of the policy π k in the sample path of and in phase k, respectively.
Note that for each phase k we have
each with probability at least 1 − δ 4T by Corollary 1 and a union bound over all possible values of n k and n <k , respectively. By another union bound over the at most T phases, (7) holds for all phases k with probability at least 1 − δ 2 . In the following we assume that the confidence intervals of (7) hold, so that all following results hold with probability 1 − δ 2 .
7 In particular, this holds for the last state of the sample path.
Each phase k has length at least n k ≥
, then it is guaranteed by (7) that in each phase k it holds
and therefore for each state s µ π k (s) 2 ≤μ k (s).
Now consider an arbitrary phase k and let s − be the state for which n <k (s − , π k (s − )) = n π k <k (s − ), so that in particularμ <k (s − ) n <k = n π k <k (s − ). We are going to show that the number of visits to (s − , π k ) is increased by (at least) a factor 4 3 in phase k. By (7) and (8) and using that n k ≥ n <k we havê
so that abbreviating a − := π k (s − ) n <k+1 (s − , a − ) = n <k (s − , a − ) +μ k (s − ) n k ≥ 4 3 n <k (s − , a − ).
Hence in each phase there is a state-action pair for which the number of visits is increased by a factor of 4 3 . This can be used to show that the total number of phases K within T steps is upper bounded as
The proof of (9) can be rewritten from Proposition 3 in [15] , with the only difference that the factor 2 is replaced by 4 3 . Finally, combining (5), (6) , and Lemma 5, using that K − , K + ≤ K completes the proof of the theorem.
There are still quite a few open questions. First of all, the concentration results we use are only available for uniformly ergodic Markov chains, so a generalization of our approach to more general communicating MDPs seems not easy. An improvement over the parameter t mix may be possible by considering more specific concentration results for Markov reward processes. These might depend not so much on the mixing time than the bias span [10] . However, even if one achieves such bounds, the resulting regret bounds would depend on the maximum bias span over all policies. Obtaining a dependence on the bias span of the optimal policy instead seems not easily possible. Finally, concerning the algorithm, it is an open problem whether the computation of the optimistic policy can be done in a more efficient way than by an iteration over all possible policies.
