Context. The use of hydrodynamical simulations, the selection of atomic data, and the computation of deviations from local thermodynamical equilibrium for the analysis of the solar spectra have implied a downward revision of the solar metallicity. We are in the process of using the latest simulations computed with the CO5BOLD code to reassess the solar chemical composition. Our previous analyses of the key elements oxygen and nitrogen have not confirmed any extreme downward revision of Z. Aims. We determine the solar photospheric carbon abundance by using a radiation-hydrodynamical CO5BOLD model, and compute the departures from local thermodynamical equilibrium by using the Kiel code. Methods. We measure equivalent widths of atomic C i lines on high resolution, high signal-to-noise ratio solar atlases of disc-centre intensity and integrated disc flux. These equivalent widths are analysed with the use of our latest solar 3D hydrodynamical simulation computed with CO5BOLD. Deviations from local thermodynamic equilibrium are computed in 1D with the Kiel code, using the average temperature structure of the hydrodynamical simulation as a background model. Results. Our recommended value for the solar carbon abundance, relies on 98 independent measurements of observed lines and is A(C)=8.50 ± 0.06, the quoted error is the sum of statistical and systematic error. Combined with our recent results for the solar oxygen and nitrogen abundances this implies a solar metallicity of Z = 0.0154 and Z/X = 0.0211. Conclusions. Our analysis implies a solar carbon abundance which is about 0.1 dex higher than what was found in previous analysis based on different 3D hydrodynamical computations. The difference is partly driven by our equivalent width measurements (we measure, on average, larger equivalent widths with respect to the other work based on a 3D model), in part it is likely due to the different properties of the hydrodynamical simulations and the spectrum synthesis code. The solar metallicity we obtain from the CO5BOLD analyses is in slightly better agreement with the constraints of helioseismology than the previous 3D abundance results.
Introduction
The importance of an accurate knowledge of the solar abundances can hardly be overstated since they serve as the reference for all other celestial objects. The high performance of the newgeneration instruments allows to derive accurate stellar abundances and therefore the requested accuracy of the reference solar abundances is increased. This can, at least partly, explain the current revival in spectroscopic solar abundance studies. The very large gap in resolution between solar and stellar spectra, that existed until a few decades ago, is diminishing rapidly. The majority of recent solar abundance determinations relies on observational data that are almost 30 years old, both for the disccentre intensity and for the integrated disc flux (Jungfraujoch grating spectra and Kitt Peak Fourier Transform Spectra, respectively).
For a long time, solar abundances were considered well established, and only minor refinements were suggested by each new study, usually driven by improved atomic or molecular data. By using atomic or molecular lines, or both, the many analyses of the photospheric solar carbon made in 1980-2000, were converging toward the value of A(C)=8.52 ±0.06 (Grevesse & Sauval, 1998) , which was slightly lowering the previous values by including the appropriate NLTE corrections.
However, Allende Prieto et al. (2002) announced an important downward revision of the C abundance from the analysis of the forbidden [CI] 872.7 nm line (A(C)= 8.39 ± 0.04). A subsequent paper by Asplund et al. (2005a) obtained a similar downward revision of the carbon abundance, also when using permitted atomic and molecular lines.
The new abundances of C, as well as those of other elements, are in conflict with some solar properties; solar models (Yang & Bi, 2007) and helioseimology (Basu & Antia, 2008; Chaplin & Basu, 2008; ) cannot be reconciled with the recent revision of solar abundances by Asplund et al. (2005b) .
Solar abundances of the light elements, which have the highest cosmic abundance, are particularly important to understand stellar and galactic composition. Besides being the main contributors to the solar metallicity Z, the CNO abundances are useful to study the depletion in the interstellar gas (ISM). For example, the comparison of the C/O ratio in the ISM with that in the solar photosphere tells us how much C has been locked into dust. Also the study of diffusion effects in the corona and solar wind requires the use of photospheric solar abundances as a reference. Carbon, being a highly volatile element, partly escaped from carbonaceous chondrites, so that the solar system abundance of C relies mainly on the analysis of the photospheric spectrum.
The solar spectrum is rich in atomic C lines as well as in lines of C-bearing molecules. Due to its high first ionisation potential (11.26 eV), the measurable lines of carbon in the Sun are only those of C i. Several tens of C i lines are present in the visual and near IR spectrum, but only few are suitable for abundance analysis. The chosen lines should be weak, unblended, with accurately known transition probabilities and, ideally, formed in LTE. Strong lines, with large equivalent width (EW≥15-20 pm) should be rejected because the collisional damping constants are uncertain. Only one forbidden line, at 872.7126 nm, has been detected in the solar spectrum.
Molecular lines are highly temperature sensitive and require a very accurate analysis of the photospheric thermal structure as the one made by Ayres et al. (2006) for the infra-red CO features. Holweger (2001) prefers to consider only atomic lines, while Grevesse et al. (1987) derive the abundances from the vibration-rotation and pure rotation lines of the CO and CN diatomic molecules to be more accurate.
In the present paper we analyse only C i atomic transitions to derive the solar photospheric carbon abundance.
Selection of lines
As a starting point, we looked at a sample obtained by combining the C i lines chosen by Grevesse et al. (1991) , Bièmont et al. (1993) , Takeda (1994) , and Asplund et al. (2005a) (see Table 1 ). We examined these lines, compared the available solar atlases among them and to synthetic profiles. We excluded from our analysis the lines that we judged too heavily blended (e.g. the line at 477.0 nm) compared to the synthetic spectra, or the lines for which the disagreement among observed data was unexplained and too large (e.g. the line at 1180.1 nm). Furthermore, we eliminated the lines whenever we suspected a significant contamination from telluric absorption, based on the comparison of the observed atlases and synthetic spectra, and also on the inspection of spectra of fast rotating stars indicating the presence of telluric lines (e.g. the line at 1602.1 nm). The excluded lines are flagged by "3" in the columns "Quality" of Table 1 . The final list of our sample of lines, labelled as Quality "1" or "2" in Table 1 , is given in Table 3 . We labelled as "1" the lines that are not blended, or the blends are negligible in comparison to the C i line, or we think we are able to model the blends. We labelled as "2" the lines we are less confident in. These lines show differences in the observed spectra (e.g. the line at 711.1 nm) or we can hardly reproduce their shape with a synthetic profile (e.g. the line at 1734.6 nm) or we are not confident to be able to take into account the telluric absorptions (e.g. the line at 1778.9 nm). The final selection consists of 45 individual lines for which we have 98 EW measurements. The subsample of good data, labelled "Quality=1", contains 25 lines, 66 measured EWs.
For the abundance determination one could rely on line profile fitting or on EW measurements. The line profile fitting procedure has many advantages due to the fact that not only the strength of the line is taken into account, but also the line shape. In case the synthetic line profile provides a faithful reproduction of the line shape, we consider this procedure superior. We stress here that by "line profile" fitting we mean fitting with a synthetic profile, computed using all the known lines in the range. But "fitting" with a synthetic profile consisting of a single line is conceptually identical to measuring the EW by fitting with a Gaussian or Voigt profile, although it has the advantage of treating correctly the line asymmetry which, however, is in general irrelevant for abundance work. If poorly known blends interfere, the EW measurement procedure with deblending (see below) is the more secure option. The present analysis is based on EW measurements. We give preference to this approach due to the following problems with the available C i lines:
-a large fraction of the lines are blended, and the atomic data of the contaminants are not well known, so that when included in the 3D synthetic spectra, the comparison with the observed spectra is not reliable; the measurement of the EW, on the other hand, can be reliable, since the extra absorption can be modelled by a suitable gaussian or Voigt profile; -some of the lines are contaminated by telluric absorption; also in this case, the contaminating telluric absorption can be modelled as above providing a reliable measure of the EW; -for some lines the continuum placement is problematic, due to the presence of neighbouring lines, whose atomic data are often poorly known; the EW measurement with splot, on the other hand, is designed to handle such situations;
-NLTE effects, not taken into account in the 3D synthetic profile, can change the shape of the line. (Tody, 1993) task splot. In the case of blended lines we used the deblending option of splot, that permits to fit the spectral profile with a number of Gaussian and/or Voigt functions. In this way any known line in a range can be simulated with a theoretical profile. Generally for weak lines we used a Gaussian profile to fit the observed profile, while for strong lines we used a Voigt function. For unblended lines we also used direct integration. We are aware that the observed profile is asymmetric while both Gaussian and Voigt functions are symmetric. Several experiments convinced us that the use of a Voigt profile to measure the EW of an asymmetric 3D profile differs from the real EW by less than 1 %. This error is surely negligible when compared to the uncertainty of the EW measurement due to the continuum placement, which in the case of a typical observed spectrum can be up to 5 %.
For the majority of the lines the equivalent widths we obtain are close to the values of Bièmont et al. (1993) , but not for all. We could compare only the Delbouille disc-centre spectrum, which is the observed data considered in Bièmont et al. (1993) . In principle, strong lines should be rejected because of uncertain values of NLTE corrections and line broadening parameters which become important. We keep these strong lines anyway in the sample, because they do not disagree with the other lines, and there is no evident trend of the abundance as a function of the equivalent width.
When available, we used log g f from NIST (Wiese et al., 1996) , as retrieved from the ASD database (Ralchenko, 2005) . The values are given in Table 3 . All log g f -values used in Bièmont et al. (1993) , except the one of the 801.8 nm line, are very close to the values of NIST. For our sample of C i lines the NIST database relies on four sources (Luo & Pradhan, 1989; Hibbert et al., 1993; Nussbaumer & Storey, 1984; Weiss, 1996) , the main one being Hibbert et al. (1993) which covers all the lines.
For the Van der Waals broadening constants we proceeded as in Caffau et al. (2008) . When available (for 35 lines of our sample) we rely on Barklem et al. (1998) values. For the remaining lines we used the WIDTH approximation, implemented in the Kurucz routine WIDTH (see Ryan, 1998) . If we remove the lines without Van der Waals broadening constants from Barklem et al. (1998) , the derived carbon abundance is less than 0.03 dex higher than when considering the complete sample of lines. Therefore we decided to keep all the lines we selected for the abundance determination. 
Equivalent widths in the literature
Reliable observed EWs are those measured by Grevesse et al. (1991) and by Bièmont et al. (1993) on the disc-centre Jungfraujoch Atlas. The values used by Stürenburg & Holweger (1990) are taken from the EW measurements by Baschek & Holweger (1967) which were based on old atlases, and the ones in Asplund et al. (2005a) are the EWs of the synthetic best fit profile. Only two lines have been considered in all four analyses, and they are presented in Table 2 .
For the line at 960.3036 nm, we find a significantly larger EW than the other three authors, whose results agree closely. On the other hand, our EW for the line at 2102.3151 nm is very similar to those by Grevesse et al. (1991) and Bièmont et al. (1993) , while the theoretical EW derived by Asplund et al. (2005a) from their 3D model by using their best fit abundance is much lower (see Table 2 ), even though the measured EWs should be corrected for blending.
We note that Bièmont et al. (1993) gave a low weight to both of these lines, presumably because they are affected by telluric absorption and other blends, and hence reliable equivalent widths are difficult to measure. Nevertheless, Table 2 demonstrates once again that equivalent width measurements differ considerably from author to author and are a major source of uncertainty.
All the investigations of the solar carbon abundance cited above rely on a single solar atlas. In fact, as already mentioned in Caffau et al. (2008) , the available solar atlases do not always agree. This could be due to telluric absorption, to variability in solar spectrum, or to systematic effects related to the different observations. The present analysis is based on four different solar spectra and hence should yield more reliable abundances.
Observed spectra
We considered the same four observed solar atlases publicly available that we already used in Caffau et al. (2008) . For disc-centre, this is the double-pass grating spectrum taken at Jungfraujoch by Delbouille et al. (1973) , ranging from 300 to 1000 nm, and the infrared FTS spectrum taken at Kitt Peak by Delbouille et al. (1981) , covering the wavelength range 1000 to 5400 nm (together called Delbouille intensity, DI). In addition, the disc-centre FTS spectrum published by Neckel & Labs (1984) is used (330 to 1250 nm, Neckel intensity, NI). Neckel & Labs (1984); Neckel (1999) also provide a corresponding FTS spectrum for the integrated disc flux (Neckel flux, NF). Another set of Kitt Peak FTS scans by Brault and Testerman has been made available by Kurucz (2005a) (300 to 1000 nm, hereafter Kurucz flux, KF). For one line we resorted to the ATMOS solar atlas (Farmer et al., 1989; Farmer, 1994) .
Model atmospheres
We used the same radiation-hydrodynamical model, computed with the CO 5 BOLD code (Freytag et al., 2002 (Freytag et al., , 2003 Wedemeyer et al., 2004 ) used in our previous solar abundance analyses. Details of the model can be found in Caffau & Ludwig (2007) ; Caffau et al. (2008) . The same holds for the employed 1D models. As a reference model we used a plane parallel 1D model (1D LHD with mixing-length parameter of 1.0) that shares the micro-physics and radiation transfer scheme with CO 5 BOLD. We also used a 1D model obtained by temporal and horizontal averaging of the 3D hydrodynamic structure on surfaces of equal optical depth ( 3D ), as well as the HolwegerMüller semi-empirical model (Holweger, 1967; Holweger & Müller, 1974) . When necessary this was put on a column mass scale, assuming the same abundances and opacities as in the CO 5 BOLD model. For the spectrum synthesis based on the 1D models, we adopted a micro-turbulence of 1.0 km s −1 , both for disc-centre (intensity) and integrated disc (flux) spectra.
Results

The [CI] line at 872.7 nm
There is only one observable forbidden [CI] line, located at 872.7126 nm (2p 2 1 D 2 -2p 2 1 S 0 ), with a lower level excitation potential of 1.264 eV. This line is important, being weak and therefore insensitive to the assumption about the damping constant, and according to Stürenburg & Holweger (1990) not affected by NLTE.
We measured the EW on the two disc-centre and two integrated disc solar spectra. The result is EW(DI)=0.511 pm, EW(NI)=0.509 pm, EW(NF)=0.517 pm, EW(KF)=0.508 pm. We subtracted the contribution of the Fe i blending line (λ=872.7132 nm, log g f =-3.93, χ =4.186 eV, EW(Int)= 0.040 pm, EW(Flux)=0.045 pm) according to the 3D computation. The [CI] line is formed in LTE, so that the LTE abundance derived from the four observed solar atlases should be in close agreement. While the two disc-centre and the two integrated disc spectra are in very good agreement with each other, we find a difference in the carbon abundance of 0.04 dex between disc-centre and integrated disc spectra. This effect could be attributed to NLTE effects on the blending iron line which can be different for disc-centre and integrated disc spectra.
Permitted lines
The abundances derived from all the lines of our sample have been assembled in Table 3 . Atomic data for each line, the measured EWs, and the derived LTE abundances using the 3D, 3D , and 1D LHD models are provided in the table. The total 3D correction, defined as 3D -1D LHD is positive for all the lines, except for the 477.5907 nm line. The so-called granulation correction, quantified by the difference 3D-3D measures the effect of the horizontal temperature fluctuations. It is never very large, and may be in the same direction as the total 3D correction, or in the opposite direction, depending on the line. All our permitted C i lines originate from highly excited lower levels (χ > 7 eV). The 3D-3D corrections for the weaker lines (EW < 4.0 pm) in the optical and near infra-red range (450 nm< λ <820 nm) are small and mostly negative (3D-3D < 0.01). We can compare these 3D-3D corrections to the value ∆ gran defined in Steffen & Holweger (2002) . The hydro-simulation they consider is a 2D model, while the 1D model is the temporal and horizontal average over surfaces of equal optical depth of their 2D model, meaning that it is similar to our 3D model. The C i lines investigated in Steffen & Holweger (2002) have λ=550 nm and EW≈ 0.5 pm. For χ > 6 eV, ∆ gran is indeed slightly negative, (see their  Table 1 and their Figure 5 ) in qualitative agreement with the results found for comparable C i lines in the present study.
Both 3D corrections (3D -1D LHD and 3D-3D ) increase with EW, possibly indicating an inadequate choice of the microturbulence parameter for the 1D models. We cannot discern any trend with the excitation energy or the wavelength.
We do not yet have the capability of computing the deviations from local thermodynamic equilibrium (NLTE effects) in the 3D spectrum synthesis, and, to our knowledge, such calculations have not yet been performed elsewhere. As a first approximation we have therefore computed 1D NLTE corrections using the 3D model as a background model. For each line we computed NLTE corrections with the Kiel code (Steenbock & Holweger, 1984) and the model-atom of Stürenburg & Holweger (1990) . The line blanketing is treated with an opacity distribution function as provided by Castelli & Kurucz (2003) , assuming solar metallicity and a micro-turbulence of 2 km s −1 . We considered three possible choices for the parameter S H quantifying the thermalizing effect of collisions with neutral hydrogen according to the generalised Drawin approximation (Drawin, 1969) as proposed by Steenbock & Holweger (1984) :
1. classical scaling (S H = 1); 2. no effect of collisions with neutral H (S H = 0); 3. intermediate collisional efficiency (S H = 1/3).
The NLTE correction obtained for each line is listed in Table 3 . There is a general good agreement with the NLTE computations of Stürenburg & Holweger (1990) and Asplund et al. (2005a) , with a maximum difference of 0.02 dex. We recall that these studies rely on a different model atmosphere for the NLTE computation, so that differences of a few hundredth of dex can easily be attributed to the different input solar model. This agreement in the 1D-NLTE computations is encouraging. As long as no 3D-NLTE computation is available, it is certainly justified to apply this 1D-NLTE correction to our 3D-LTE abundances, as also done by Asplund et al. (2005a) in their careful work.
As explained above, we rely on EW measurements for the carbon abundance determination, because a considerable fraction of the lines is blended, and NLTE effects are non-negligible. Nevertheless, it is useful to compare the observed spectrum with the 3D synthetic profiles for some of the cleanest lines. A few examples are shown in Fig. 1 . The agreement is encouraging, but the abundance needed to achieve the best (visual) agreement between 3D-synthetic and observed line profile is not always identical to the abundance obtained from matching the EWs. This can be due to remaining blends, not included in the 3D-synthetic profile, NLTE effects that can change the shape of the line profile, or the adopted damping constants. Comparison of Figs. 1 and 2 shows that the 3D synthetic profiles generally can reproduce the observed profiles of the selected clean C i lines somewhat better than the 1D synthetic profiles calculated from the HM model with a micro-turbulence of 1.0 km s −1 .
The solar carbon abundance
The final carbon abundance depends only weakly on the assumption made about S H . Applying the NLTE corrections to the 3D The results from CO 5 BOLD and HM models are in very good agreement. The carbon abundances from the various lines as a function of wavelength are shown in Fig. 3 for the CO 5 BOLD model, and in Fig. 4 for the HM model. Our favoured value is A(C)= 8.498 ± 0.110, obtained applying the NLTE correction, with S H = 1/3, to the 3D-LTE abundance. If we restrict the abundance determination to the lines labelled as "Quality=1" in Table 1 , the result is A(C)= 8.490 ± 0.048. The carbon abundance from the subsample is very close to the one obtained from the complete sample, only 0.008 dex smaller, while the line-to-line scatter is much reduced. Nevertheless, we prefer the result from the complete sample, being aware that the selection of "good" lines is somehow subjective, and hardly changes the mean carbon abundance.
Discussion
If we consider the EWs of 55 lines in Bièmont et al. (1993) , based on Delbouille disc-centre spectra, together with the log g f -values used in that work, we find A(C)=8.518 ± 0.137 from our 3D model. If we use instead the updated log g f -values from the NIST database, we obtain A(C)=8.504 ± 0.125. This latter value can be compared to our LTE result, based on the 40 lines in common with Bièmont et al. (1993) and measured in the same solar atlas, of A(C)=8.535 ± 0.121 obtained with the 3D model, and of A(C)=8.550 ±0.108 obtained with the HM model. The LTE abundance based on our complete sample of 98 lines is A(C)=8.553±0.125 from the 3D model and A(C)=8.569±0.118 from the HM model. Our abundance is slightly higher than the one of Bièmont et al. (1993) because of the line selection and differences in the EWs for some lines, but the overall agreement is very satisfactory. 3D-NLTE abundances are obtained by applying the 1D-NLTE corrections with S H = 1/3 to the individual 3D-LTE abundances. All 98 3D-NLTE abundances lie within 3σ of the mean value, A(C)= 8.498 ± 0.110. Keeping only abundances within 2σ of the mean value, 94 values meet the cutoff, and the average becomes A(C)= 8.492±0.098; within 1σ, still 70 values survive, and A(C)= 8.485 ± 0.049. As expected, the standard deviation becomes smaller, but the average remains almost the same. To check the validity of the EW approach, we used line profile fitting to determine the carbon abundance for two lines which are not blended, are weak, and have a very small NLTE correction: 538.0 nm and 658.7 nm. On average, the result is about 0.02 dex below the one obtained from the EW. For the majority of the selected lines the atomic data of the blending components are not very well known. These blending components are, however, sufficiently separated that EWs can be measured by fitting multiple Gaussian or Voigt profiles. We therefore prefer to use EWs, rather than line profile fitting (see Sect. 2).
We find no obvious trend of the abundance with the lower level energy, neither for the LTE nor for the NLTE results. However, this is not surprising since all carbon lines of our sample originate from similar high excitation levels, the range in energy being little more than 2 eV.
There is, however, a clear trend that the 3D-LTE abundances increase with equivalent width (see Fig. 5 ). The trend in reduced or even reversed after application of the NLTE corrections, depending on the choice of S H . As illustrated in Fig. 5 , there is a slight negative trend of the 3D-NLTE abundance with EW for S H = 0.0, and a slightly positive one for S H = 1/3. The trend vanishes for a value of S H somewhere in the range [0, 1/3]. The corresponding results obtained using the HM model are shown in Fig. 6 . The behaviour is similar to what is found with the 3D model, but the slope of the A(C)-EW relations is systematically reduced (more negative) in all cases. The results form the HM model suggest that the slope vanished for S H close to 1. We note that the correlation A(C) LTE -EW persists even if we consider only weak lines, indicating that the slope is in fact due to NLTE effects.
Without available experimental data on cross sections for collisions with neutral hydrogen, one might be tempted to fix the value of S H empirically by requiring a vanishing slope in the A(C)-EW plane. Our 3D results would then suggest that 0.0 < S H < 1/3. However, we prefer to delay this conclusion until a complete 3D-NLTE computation will be available. In the meantime, obliged to take a decision, we adopt the intermediate value of S H = 1/3, which is the favourite value of the Holweger school.
Our carbon abundances are larger than those derived by Allende Prieto et al. (2002) and Asplund et al. (2005a) . The difference is striking if we consider the [CI] line. While the measured EWs are similar, we adopt an EW which is about 12% smaller than that of Asplund et al. (2005a) , due to the correction for the blending Fe i line. In spite of this, our derived A(C) is 0.11 dex higher than that of Asplund et al. (2005a) . This must be ascribed to the difference between the CO 5 BOLD solar model + Linfor3D and the hydrodynamical simulation and spectralsynthesis code employed by Asplund et al. (2005a) . The difference between the models (see Figure 1 in Caffau et al. (2008) ) Table 3 , as obtained from the 3D solar model for different assumptions about the 1D NLTE corrections, which are all based on the 3D model. affects both the mean temperature structure and the temperature fluctuations in the region where the [CI] line is formed. Fig. 7 shows that the main contribution to the [CI] line absorption comes from the layers between log τ = 0, to −2 where the differences between two hydrodynamical simulations are largest. Since the mean temperature gradient is steeper in the 3D model of Asplund et al. (2005a) , a lower carbon abundance is needed to reproduce the observed equivalent width, in qualitative agreement with the results mentioned above. The same behaviour has been noticed for the [OI] line at 636.3 nm line (see Caffau et al. 2008 and Asplund et al. 2004) .
The situation is similar if we compare the average carbon abundance. From the permitted C i lines, Asplund et al. (2005a) derive A(C) = 8.36 ± 0.03. This value must be compared with our value of 8.446 ± 0.121, which correspond to S H = 0, consistent with the assumption of Asplund et al. (2005a) . Part of the difference is due to our EWs, which are generally close to those of Bièmont et al. (1993) , and therefore larger than those of Asplund et al. (2005a) . Part of the difference is, however, due Bièmont et al. (1993) , those with flag a are from Asplund et al. (2005a) (no quality is indicated in these cases). In Table 4 the carbon abundance determinations in the last thirty years are listed. The difference of 0.28 dex from the highest to the lowest value cannot be explained with NLTE effects, that, according to our analysis, are about -0.05 dex on average for S H = 1/3. The average of the values in the Table is 8.51 with a standard deviation of 0.09.
Conclusions
Our recommended value for the solar carbon abundance is A(C) = 8.50 ± 0.06, corresponding to a weak efficiency of the collisions with neutral hydrogen atoms (S H = 1/3), the favourite value of the Holweger school. The quoted error is the linear sum of a statistical error, 0.02 dex, and a systematic error, 0.04 dex, due to the uncertainty of the treatment of the hydrogen collisions in the NLTE computation. The statistical error has been estimated by dividing the line-to-line scatter, 0.11 dex, by the square root of the 45 independent lines used in the analysis. The value S H = 1/3 was also adopted in our investigations of the solar abundances of oxygen (Caffau et al., 2008) and nitrogen (Caffau et al., 2009b) . It is not obvious why the same value of S H should apply to different atoms, or even to different lines of the same atom. It is comforting that the difference between the extreme assumptions about the efficiency of the H collisions (S H = 0 or 1) amounts to only 0.08 dex.
Our preferred value for the solar carbon abundance is very close to the recommendation of Grevesse & Sauval (1998) . If we take this carbon abundance, together with A(N)=7.86 from Caffau et al. (2009b) , A(O)=8.76 from Caffau et al. (2008) and A(Ne)=8.02 (see Caffau et al. 2009b for an explanation of this choice), we obtain a solar metallicity of Z = 0.0154 and Z/X = 0.0211. This value is higher than the metallicity recommended by Asplund et al. (2005b) and Grevesse et al. (2007) , Z = 0.0122, and goes in the direction of reconciling the spectroscopic abundances with the constraints from helioseismology.
The fact that different 3D hydrodynamical simulations provide significantly different results (of the order of 0.1 dex) underlines the need for further development and validation of the hydrodynamical models. Recently Asplund et al. (2009) has presented results based on a new generation 3D model, which is much closer to the CO 5 BOLD model than the one used by Asplund et al. (2005a) , and lead to an upward revision of his carbon, oxygen, and iron abundances. It is likely that any residual difference between this new result and the present analysis can be ascribed to the line selection and to the different treatment of hydrogen collisions in the NLTE computations, although details on the analysis of Asplund et al. (2009) are not yet available. The excellent agreement of our CO 5 BOLD solar model with the observed centre-to-limb variation, shown in Ludwig et al. (2009) , provides a strong support to the thermal structure of the model and to the abundances deduced by its application (Caffau et al., 2009a) .
