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When the right and the left handed Weyl points are separated in energy, they give rise to a non-
dissipative charge current along the direction of a uniform applied magnetic field, even in the absence
of an external electric field. This effect is known as the chiral magnetic effect and is a hallmark of
the underlying chiral anomaly of the Weyl fermions. According to the linearized continuum theory
of Weyl fermions, the induced current is proportional to the magnetic field strength and the energy
separation with a universal coefficient e2/h2. By considering a generic tight binding model for the
cubic noncentrosymmetric metals, we show that such a system naturally supports a set of Weyl
points, which are separated in energies. We also show the existence of the chiral magnetic effect
for generic band parameters, and recover the universal result of the continuum Weyl fermions for
a restricted parameter regime. Therefore, cubic noncentrosymmetric metals can serve as suitable
platforms for realizing Weyl fermions and the exotic chiral elctrodynamic phenomena, which have
promising technological applications.
Introduction : Recently it has been recognized that
gapless fermionic systems can be endowed with non-
trivial momentum space topology[1]. The Weyl semi-
metal is an example of such a gapless state, where the
linearly dispersing left and right handed Weyl fermions
respectively appear as the unit charge monopole and anti-
monopole of the Berry curvature[1, 2]. For the topologi-
cal non-triviality, it is essential that the Weyl points are
separated in the Brillouin zone by a momentum δK. The
Berry flux passing through a plane perpendicular to δK,
which is located between the Weyl points is quantized to
be unity, and determines the topological stability and the
existence of protected chiral surface states. Therefore,
the Weyl semi-metal is a unique fermionic quantum crit-
ical system with non-trivial topology. A number of sys-
tems have been recently shown [2–11] to support massless
Weyl fermions (in either semi-metal or superconducting
phases) as the bulk low energy excitations, and topo-
logically protected gapless surface states in the form of
open Fermi/Majorana arcs.For δK = 0, the monopole
and the anti-monopole collapse onto each other, giving
rise to the topologically trivial massless Dirac fermion,
which describes the quantum critical point between the
topological and the trivial band insulators [13]. Due to
the absence of Berry flux, there are no protected surface
states for massless Dirac fermions.
Both semi-metallic phases (Weyl and massless Dirac)
are examples of fermionic quantum critical systems with
dynamic exponent z = 1, and possess similar critical
properties for various quantities such as the specific heat,
the compressibility, the diamagnetic susceptibility, and
the longitudinal conductivity, which are insensitive to the
topology[13, 14]. The topological distinction between the
two systems can manifest through certain Berry curva-
ture induced anomalous, non-dissipative transport prop-
erties, which can only be present in the Weyl semi-metal.
For simplicity consider only one pair of Weyl fermions
with momentum separation δK, and energy separation
∆. This system violates parity and time reversal symme-
tries (due to ∆ and δK respectively), and the low energy
Hamiltonian acquires the following form
HˆW =
[
∆
2 σ0 + ~vσ.
(
k + δK2
)
0
0 −∆2 σ0 − ~vσ.
(
k− δK2
)] ,
(1)
where v is the Fermi velocity, and the Pauli matrices σ
and the 2×2 identity matrix σ0 operate on the spin or the
pseudo-spin indices of the two component Weyl spinors.
The energy and the momentum separations respectively
act as the temporal and the spatial components of a con-
stant axial gauge potential. When this system is coupled
to the electromagnetic gauge field, quantum field the-
ory based calculations show the existence of two types
of anomalous transport properties, which are tied to the
axial anomaly of the Weyl fermions[15–18]. The momen-
tum space separation leads to the anomalous Hall effect
(AHE) in the absence of an external magnetic field, and
the Hall current
jH =
e2
2pih
δK×E, (2)
where E is the external uniform electric field. On the
other hand the energy separation leads to a charge cur-
rent
jch =
e2
h2
∆ B (3)
along the direction of an applied uniform magnetic field
B, even in the absence of an applied electric field, which is
known as the chiral magnetic effect (CME) [19, 20]. Both
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2currents can be large and have potential technological
applications.
In recent work based on a lattice model with one pair
of Weyl fermions, it has been claimed that the CME is
absent in real materials due to the lattice effects, even
though the AHE formula of Eq. (2) remains valid [21].
The absence of the CME has also been claimed in a few
other papers, which work with the continuum model of
Weyl fermions, augmented by an ad hoc ultra-violet cut-
off [22, 23]. These conclusions have been challenged in
Ref. 24, where it has been shown that the answer for the
CME in a linear response theory crucially depends on
the order in which the external frequency and the wave-
vector are sent to zero. In this Letter, we first show that
both the AHE and the CME are the consequences of the
electromagnetic gauge invariance in the presence of an
axial gauge potential, and for a pair of Weyl fermions,
separated in energy and momentum, both effects should
exist. We demonstrate the finiteness of the CME for a
lattice model of Weyl fermions, and also recover the uni-
versal result of Eq. (3) for a restricted region of param-
eter space, when the lattice model can be mapped onto
the linearized continuum theory. In particular, we adopt
a tight binding model appropriate for describing cubic
noncentrosymmetric metals such as LiPd3B, LiPt3B, and
show that the spin-orbit coupling naturally gives rise to
the Weyl points separated in energy space. In addition
to establishing a nonzero CME for a lattice model, our
results also propose the cubic noncentrosymmetric met-
als as suitable experimental platforms for realizing the
Weyl semi-metal phase, as well as measuring the exotic
CME.
Axial anomaly and gauge invariance : Before deal-
ing with a lattice model, we first describe how the AHE
and the CME are related to the axial anomaly of Weyl
fermions. When the Weyl fermions are simultaneously
coupled to the electrodynamic and the axial gauge fields
respectively denoted by Vµ, Aµ, according to
S[Ψ¯,Ψ,Vµ,Aµ] =
∫
d4xΨ¯iγµ(∂µ + ieVµ + iAµγ5)Ψ, (4)
both the vector current jVµ = Ψ¯γµΨ and the axial current
jAµ = Ψ¯γµγ5Ψ become non-conserved due to the axial
anomaly [17, 25, 26]. We have defined the fourth coordi-
nate x0 = vt. The violation of the conservation laws are
described by
∂µj
A
µ =
αβρλ
16pi2
(
e2FVαβF
V
ρλ + F
A
αβF
A
ρλ
)
, (5)
∂µj
V
µ =
αβρλ
8pi2
e FVαβF
A
ρλ, (6)
where FVαβ , F
A
αβ respectively denote the field strength
tensors of the electrodynamic and the axial gauge fields.
However if we redefine the vector current as
jVµ → jVµ − j′µ = jVµ −
µνρλ
4pi2
e AνFVρλ (7)
the conservation law for the vector current (or the elec-
tromagnetic gauge invariance) can be restored. However,
notice that the axial or the valley current always remains
non-conserved for preserving the electromagnetic gauge
invariance. The effects of anomaly on the axial current
have been considered in Refs. 27, 28. For our model of
Weyl fermions in Eq. (1), the constant axial gauge po-
tential Aµ = (∆/(2v), δK/2), and j′µ leads to the results
of Eq. (2) and Eq. (3), after restoring all the dimension-
ful units. Therefore, for a pair of Weyl fermions with
∆ 6= 0, δK 6= 0, the observation of one effect and not the
other constitutes a severe violation of the electromagnetic
gauge invariance. This is one of the motivation behind
our detailed analysis of the CME for a lattice model of
Weyl fermions.
Tight-binding model : We consider the following tight
binding Hamiltonian,
H =
∑
k
ψ†k [N0,k σ0 + Nk · σ]ψk, (8)
N0,k = 2t1
∑
i
cos ki + 4t2
∑
i<j
cos ki cos kj
+8t3
∏
i
cos ki + 2t4
∑
i
cos 2ki, (9)
Nj,k = tSO sin kj , (10)
which is applicable for describing the low energy band
structure of various cubic noncentrosymmetric metals
[29]. In the above Hamiltonian, the tSO is the spin-orbit
coupling strength and t1, t2, t3, t4 respectively denote
the first, the second, the third and the fourth neighbor
spin-independent hopping strengths. The Pauli matrices
σi, and the 2× 2 identity matrix σ0 operate on the spin
indices of the two component spinor ψTk = (ck,↑, ck,↓).
The spin-orbit splitting leads to two bands with disper-
sion relations
Ek,n = N0,k + (−1)n|Nk|, (11)
and the Bloch wavefunctions for these bands are respec-
tively given by
φ+ =
(
cos θk2 e
iϕk
sin θk2
)
, φ− =
( − sin θk2 eiϕk
cos θk2
)
, (12)
where cos θk = N3,k/|Nk|, and tanϕk = N2,k/N1,k.
From these wavefunctions we immediately obtain the
Berry curvatures by using the formula
Ωk,n,a = (−1)nabc
Nk ·
[
∂Nk
∂kb
× ∂Nk∂kc
]
4|Nk|3 , (13)
which shows that Ωk,n,a is entirely determined by the
spin-orbit coupling terms. The spin-orbit splitting |Nk|
vanishes at the following eight high symmetry points
Γ : (0, 0, 0); M : (pi, pi, 0), (pi, 0, pi), (0, pi, pi); X :
3(pi, 0, 0), (0, pi, 0), (0, 0, pi); and R : (pi, pi, pi) of the cubic
Brillouin zone, giving rise to the monopoles (right handed
Weyl fermions) and the antimonopoles (left handed Weyl
fermions) of Ωk,n,a. The explicit forms of the Berry cur-
vature are provided in the Supplementary Material [30].
Continuum limit : Four flavors of right handed Weyl
fermions are located at the Γ and the M points and their
left handed counterparts are found at the X and the R
points. When the spin independent hopping strengths
are much smaller compared to tSO, the following lin-
earized Hamiltonian
H ≈
4∑
α=1
Ψ†α,k
[
α,+σ0 ⊗ τ0 + α,−σ0 ⊗ τ3 +
vk · σ ⊗ τ3
]
Ψα,k, (14)
produces an adequate description of the low energy
physics, where v = tSO. The 2 × 2 identity matrix τ0
and Pauli matrices τ work on the chiral (left/right) in-
dices. The four component spinors are defined as
Ψ†α,k = (ψ
†
k+Qα−1 , ψ
†
k+Qα−1+Q∗σα−1), (15)
where Q0 = (0, 0, 0), Q1 = (0, pi, pi), Q2 = (pi, 0, pi),
Q3 = (pi, pi, 0), and Q
∗ = (pi, pi, pi). The energy shifting
parameters are given by 1,+ = 12t2+6t4, 1,− = 6t1+8t3,
2,+ = 3,+ = 4,+ = −4t2 + 6t4, 2,− = 3,− =
4,− = −2t1 + 8t3. More details about the linearization
of the Hamiltonian can be found in the Supplementary
Material[30].
The momentum separations for the Weyl points for the
four flavors are actually given by δK1 = (−pi,−pi,−pi),
δK2 = (pi, pi,−pi), δK3 = (pi,−pi, pi) and δK4 =
(−pi, pi, pi). Notice, that ∑α δKα = 0, and there is no
anomalous Hall effect [31]. This is tied to the vanishing
of the net Berry’s flux through any plane, as a conse-
quence of the time reversal symmetry. The sum of the
energy shifts between the left and the right Weyl points,
for all four flavors is
∑
α α,− = 64t3. Therefore, a CME
can arise when t3 6= 0. Otherwise, there will be a cance-
lation of the CME among the four flavors.
The finite AHE of a pair of Weyl fermions, as described
in the introduction can be recovered, if we add a time
reversal symmetry breaking perturbation
∆H = m(2− cos k1 − cos k2) σ3, (16)
to H in Eq. (8), where m > tSO/2. Under this perturba-
tion only one pair of Weyl points at (0, 0, 0) and (0, 0, pi)
survive with ∆K = (0, 0,−pi), and provides a net Berry
flux through the xy plane. For such a model the CME
exists, when either of t1 and t3 is nonzero.
It is important to note that the spin independent near-
est neighbor hopping t1 generally sets the largest energy
scale for real materials, and the linearized theory is inad-
equate for their description. We must retain the higher
gradient terms arising from N0,k, which are responsible
for producing spin-orbit split Fermi pockets from both
± bands around these high symmetry points [29]. How-
ever, the linearized theory provides us the understanding
of the Berry phase effects in a simple manner, and also
sets the upper bound for the anomalous conductivities.
Chiral magnetic conductivity: For computing the chi-
ral magnetic conductivity of a cubic noncentrosymmetric
metal, we adopt the formalism of linear response theory.
The information regarding the electrodynamic response
is encoded in the current-current correlation function or
the polarization tensor
Πab(iq0,q) = kBT
∑
k0,k
Tr
[
ja(k)G
(
ik0 +
iq0
2
,k +
q
2
)
×jb(k)G
(
ik0 − iq0
2
,k− q
2
)]
, (17)
where
G(ik0,k) =
(ik0 + µ−N0,k)τ0 + Nk · τ
(ik0 + µ−N0,k)2 −N2k
. (18)
is the fermion propagator, and the paramagnetic cur-
rent vertices are defined as ja =
∂H
∂ka
. We will only
be interested in evaluating the antisymmetric parts of
Πab(iq0,q). For that reason we only need to consider
Πantab (iq0,q) = (Πab(iq0,q) − Πba(iq0,q))/2. The details
of the calculation can be found in the Supplementary
Material [30].
For the dc Hall conductivity (q → 0 before q0 → 0 as
it is a response to a spatially uniform electric field), we
have found
σab =
e2
~
abc
∑
n
∫
d3k
(2pi)3
Ωk,n,c f(Ek,n), (19)
where f(E) = [exp{β(E − µ)} + 1]−1] is the Fermi dis-
tribution function, and β = 1/kBT . This is a well
known formula for σab in terms of the Berry curva-
ture [32]. For our model with time reversal symmetry,
σab naturally vanishes. However, this model can sup-
port a q-dependent Hall conductivity, which is impor-
tant for finding the gyrotropic conductivity (a response
to ∇ × E = −∂tB) [33–35]. However, we do not pursue
this here.
For the chiral magnetic conductivity jch,a/Ba, which
is a response to a time independent external magnetic
field, it is important to consider the q-linear terms of
Πantab (iq0,q), and take the real frequency q0  |q| (oppo-
site to what is done for the electric field). We find that
the dc chiral magnetic conductivity is given by
σch =
e2
~2
∫
d3k
(2pi)3
∑
n
[
vk,n ·Ωk,n f(Ek,n)
−(−1)n|Nk| vk,n ·Ωk,n f ′(Ek,n)
]
, (20)
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FIG. 1: (a)Normalized chiral magnetic conductivity σch/σ
0
ch, as a function of t3/tSO, when t1 = t2 = t4 = µ = 0, where
σ0ch = e
2(64t3)/h
2 is the chiral magnetic conductivity, obtained from a linearized continuum theory. (b) Dimensionless energy
parameter ∆(T )/t1 as a function of kBT/t1, when t2/t1 = −0.03, t3/t1 = −0.88, t4/t1 = −0.03, and µ/t1 = 0.02, and the
chiral magnetic conductivity is given by σch(T ) = e
2∆(T )/h2.
where vk,n = ∇kEk,n. Within a semiclassical deriva-
tion, only the first part involving the Fermi functions
is found, and this part vanishes after the sum over the
band index n and the integrals over momentum are car-
ried out[22, 36–38]. The nonzero σch entirely comes from
the second term, involving the derivative of the Fermi
functions (which at T = 0 reduce to delta functions, and
define the underlying Fermi surfaces). When the above
formula is used for the left and the right handed fermions
of the continuum model of Eq. (1), the result of Eq. (3)
are correctly reproduced. If we rather consider a mas-
sive Dirac fermion in the presence of an axial chemical
potential (by setting δK = 0 in Eq. (1), and adding a
spin independent hybridization between the left and the
right fermions), the spectrum remains fully gapped, and
the CME vanishes due to the absence of Fermi surfaces
[13]. In contrast, a different formula
σ˜ch =
e2
~2
∫
d3k
(2pi)3
∑
n
[
vk,+ + vk,−
2
·Ωk,n f(Ek,n)
− (−1)
n
3
|Nk| vk,n ·Ωk,n f ′(Ek,n)
]
, (21)
is obtained in the opposite limit |q|  q0. Even though
this formula predicts a nonzero answer, it does not repro-
duce the result of Eq. (3) in the continuum limit. Since,
we are trying to calculate the current in response to a
static magnetic field, q0  |q| is the appropriate limit
and Eq. (20) is the correct formula for the chiral mag-
netic conductivity. Remarkably Eq. (20) can be applied
to a generic band structure, and clarifies the important
role of the Berry curvature.
For obtaining σch, we have performed the integrals over
the momentum components in Eq. (20)numerically. We
first choose a simple limit t1 = t2 = t4 = µ = 0 (this is an
unphysical choice for real materials), and study the de-
pendence of σch at zero temperature, on t3/tSO. In this
case the continuum limit suggests σ0ch = e
2(64t3)/h
2. We
find departure from the continuum limit answer, when
t3/tSO > 0.02. But, it is important to note that the σch
is finite, even when the linearized continuum theory is
invalid. This is demonstrated in Fig. 1(a). In addition,
we have also studied the temperature dependence of σch,
by employing Eq. (20). We can capture the tempera-
ture dependence in terms of an energy parameter ∆(T ),
such that σch(T ) = e
2∆(T )/h2. In Fig. 1(b), we show
∆(T ) as function of T , for the band parameters t2/t1 =
−0.03, t3/t1 = −0.88, t4/t1 = −0.03, µ/t1 = 0.02.This
parametrization has been used in Ref. 29, for fitting the
fermiology of Li2Pt3B, obtained from the ab initio calcu-
lations [39, 40]. Even for kBT/t1 comparable to unity, we
find a substantially large σch, and σch ∼ e2(0.09t1)/h2.
In conclusion, our calculations demonstrate the exis-
tence of the CME in a lattice model. We have derived a
formula for the chiral magnetic conductivity in Eq. (20),
which is applicable for a generic band structure of the
noncentrosymmetric materials. In addition, we have also
identified the cubic noncentrosymmetric metals as hosts
of Weyl points, occurring at different reference energies.
We have found a substantial chiral magnetic conductivity
even at the room temperature. If we choose t1 ∼ 1eV ,
T = 300K, we roughly obtain jch ≈ 3.3 A/mm2 for
B = 1 Gauss, which is measurable with conventional ex-
perimental set up. Hence, our work identifies the possi-
bility of realizing the exotic CME in real materials, which
can have important applications for developing magnetic
field sensors.
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I.Explicit forms of the Berry curvature
After applying the formula in Eq. (13) for the tight-binding Hamiltonian of Eq. (8), we obtain
Ωk,n,1 =
(−1)n
2|Nk|3N1,k
∂N2,k
∂k2
∂N3,k
∂k3
= (−1)n sin k1 cos k2 cos k3
2
[
sin2 k1 + sin
2 k2 + sin
2 k3
] 3
2
, (22)
Ωk,n,2 =
(−1)n
2|Nk|3N2,k
∂N3,k
∂k3
∂N1,k
∂k1
= (−1)n sin k2 cos k1 cos k3
2
[
sin2 k1 + sin
2 k2 + sin
2 k3
] 3
2
, (23)
Ωk,n,3 =
(−1)n
2|Nk|3N3,k
∂N1,k
∂k1
∂N2,k
∂k2
= (−1)n sin k3 cos k1 cos k2
2
[
sin2 k1 + sin
2 k2 + sin
2 k3
] 3
2
, (24)
Around Q0 = (0, 0, 0) and Q
∗ = (pi, pi, pi), the Berry curvatures respectively behave as
ΩQ0+k,n,a = (−1)n
ka
2|k|3 , ΩQ∗+k,n,a = (−1)
n+1 ka
2|k|3 , (25)
which explicitly show that the right and the left Weyl points respectively act as the monopole and the antimonopole
of the Berry curvature.
II. Continuum limit of the tight-binding model
If we expand the tight-binding Hamiltonian of Eq. (8) around the low energy points at Q0 = (0, 0, 0) and Q
∗ =
(pi, pi, pi) up to the quadratic order in k, we obtain
h0,0,0 = 2t1
(
3− k
2
2
)
+ 4t2(3− k2) + 8t3
(
1− k
2
2
)
+ 2t4(3− 2k2) + tSOk · σ, (26)
hpi,pi,pi = −2t1
(
3− k
2
2
)
+ 4t2(3− k2)− 8t3
(
1− k
2
2
)
+ 2t4(3− 2k2)− tSOk · σ. (27)
Similarly around Q3 = (pi, pi, 0) and Q3 + Q
∗ ≡ (0, 0, pi) we find
hpi,pi,0 = −2t1
(
1− k
2 − 2k23
2
)
− 4t2(1− k23) + 8t3
(
1− k
2
2
)
+ 2t4(3− 2k2)− tSOk (k1σ1 + k2σ2 − k3σ3) ,(28)
h0,0,pi = 2t1
(
1− k
2 − 2k23
2
)
− 4t2(1− k23)− 8t3
(
1− k
2
2
)
+ 2t4(3− 2k2) + tSOk (k1σ1 + k2σ2 − k3σ3) . (29)
After a unitary transformation ψ → σ3ψ, the spin orbit contributions around these two points become ±tSOk · σ.
Around Q2 = (pi, 0, pi) and Q2 + Q
∗ ≡ (0, pi, 0), the low energy Hamiltonians are respectively obtained by changing
k3 to k2 in Eq. (28) and Eq. (29), and the unitary transformation ψ → σ2ψ change the spin-orbit parts to ±tSOk ·σ.
For the low energy points at Q1 = (0, pi, pi) and Q1 + Q
∗ ≡ (pi, 0, 0), we replace k3 by k1 in Eq. (28) and Eq. (29),
and perform the unitary transformation ψ → σ1ψ.
In the absence of spin independent hopping terms, there is a nesting symmetry Nk+Q∗ = −Nk, where
Q∗ = (pi, pi, pi). This generates the classical chiral symmetry (with respect to γ5) between the right and the left
handed fermions. In addition, if we let k→ k+Qj , with j = 1, 2, 3, and Q1 = (0, pi, pi), Q2 = (pi, 0, pi), Q3 = (pi, pi, 0),
only two components of Nk change signs. The sign changes can be compensated by the subsequent redefinitions
of the spinors according to ψk+Qj → σjψk+Qj . This is how the non-Abelian flavor symmetry emerges. The spin
independent hopping terms destroy these nesting properties, and introduce flavor dependent energy shifts between
the left and the right handed Weyl points. Due to the absence of any translational symmetry breaking order with
wave-vector Q∗, the U(1) chiral symmetry with respect to γ5 is still preserved. Similarly, the flavor symmetry is not
completely eliminated either, as we are not considering any translational symmetry breaking orders with the wave
vectors Q1, Q2 and Q3, which lead to the mixing between different flavors. Due to the flavor dependent energy
separations, the flavor symmetry is just lowered to a smaller subgroup.
7III. Details of the linear response calculation
There are three types of Berry phase controlled electrodynamic response, which can arise from the antisymmetric
part of the polarization tensor in a noncentrosymmetric system: (i) the AHE, with respect to an external, spatially
uniform electric field, (ii) the CME with respect to an external, time independent magnetic field, and (iii) the gyrotropic
response with respect to ∇ × E = −∂B∂t . Here, we will confine ourselves to the discussion of only the AHE and the
CME. The corresponding response functions or the conductivities are respectively defined as
σab = lim
q0→0
1
iq0
lim
q→0
Πantab,R(q0,q), (30)
σch = lim
q→0
abc
1
2iqc
lim
q0→0
Πantab,R(q0,q), (31)
where the subscript R signifies the retarded correlation function (after the analytic continuation of the Matsubara
frequency to the real frequency iq0 → q0 + iδ). The reason for these definitions are of course tied to the definition of
the electromagnetic field strengths E = −∂A∂t and B = ∇×A. For the gyrotropic response we need to divide by q0qc.
For concreteness we here focus on Πant23,R(q0,q), where q = (q1, 0, 0). The denominator of the integrand for the
polarization tensor in Eq. (17)is given by
D(ik0, iq0,k,q) =
[{
ik0 + iq0 + µ−N0,k+q/2
}2 −N2k+q/2] [{ik0 + µ−N0,k−q/2}2 −N2k−q/2] . (32)
The numerator has the following expression
N23(ik0, iq0,k,q) = −2i
[
∂N2,k
∂k2
∂N3,k
∂k3
({
ik0 + µ−N0,k−q/2
}
N1,k+q/2 −
{
ik0 + iq0 + µ−N0,k+q/2
}
N1,k−q/2
)
+
∂N0,k
∂k2
∂N3,k
∂k3
(
N1,k+q/2N2,k−q/2 −N1,k−q/2N2,k+q/2
)
+
∂N0,k
∂k3
∂N2,k
∂k2
(
N1,k+q/2N3,k−q/2 −N1,k−q/2N3,k+q/2
)]
.
(33)
We first perform a Taylor expansion of the numerator in powers of the external momentum q, and retain only the q
independent and the q-linear terms to obtain
N23(ik0, iq0,k,q) ≈ −2i
[
− iq0 N1,k ∂N2,k
∂k2
∂N3,k
∂k3
+ q1
(
∂N0,k
∂k2
N2,k
∂N3,k
∂k3
∂N3,k
∂k3
+
∂N0,k
∂k3
N3,k
∂N1,k
∂k1
∂N2,k
∂k2
+
∂N0,k
∂k1
N1,k
∂N2,k
∂k2
∂N3,k
∂k3
)
+ q1
∂N1,k
∂k1
∂N2,k
∂k2
∂N3,k
∂k3
(
ik0 + µ−N0,k + i q0
2
)]
. (34)
For obtaining the anomalous Hall conductivity, we can set q = 0 both in the numerator and the denominator. The
numerator of the polarization tensor now has the following form
Nab(ik0,k, iq0,q = 0) = 2i abc
∑
n
(−1)nΩk,n,c|Nk|3 (iq0) (35)
After performing the Matsubara sum, we analytically continue to the real frequencies, and divide by iq0. The real
part of the polarization tensor leads to the following formula for the dynamic anomalous Hall conductivity
σab(q0) = 4abc
∑
n
∫
d3k
(2pi)3
Ωk,n,c N
2
k f(En,k)
4N2k − q20
. (36)
After setting q0 = 0, we arrive at Eq. (19).
For obtaining the chiral magnetic conductivity, it is also important to retain the momentum dependence of the
denominator to the linear order. However, instead of linearizing the denominator, we first perform the Matsubara
sum, and subsequently expand in powers of q1 to arrive at
Πant23 (iq0, q1) ≈
i
2
[
− tanh βξk,+
2
{
q1vk,+ ·Ωk,+ − iq0Ωk,+,1 −∇k|Nk| ·Ωk,+ iq1q0
iq0 − q1vk,+,1
}
− tanh βξk,−
2
×{
q1vk,− ·Ωk,− − iq0Ωk,−,1 +∇k|Nk| ·Ωk,− iq1q0
iq0 − q1vk,−,1
}
− sech2 βξk,+
2
β|Nk|
2
q1vk,+,1
q1vk,+ ·Ωk,+ − iq0Ωk,+,1
iq0 − q1vk,+,1
+ sech2
βξk,−
2
β|Nk|
2
q1vk,−,1
q1vk,− ·Ωk,− − iq0Ωk,−,1
iq0 − q1vk,−,1
]
(37)
8where ξk,± = Ek,± − µ, and vk,± = ∇kEk,±. After analytically continuing to real frequencies, we first consider
q0  |q|. After setting q0 = 0, and dividing by iq1, we obtain the formula in Eq. (20). In the opposite limit, |q|  q0,
after dividing by iq1, the frequency independent part leads to the formula in Eq. (21).
