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Abstract
Denote A as the set of all doubly substochastic m × n matrices and let k be a
positive integer. LetAk be the set of all 1/k-bounded doubly substochasticm×n
matrices, i.e., Ak , {E ∈ A : ei,j ∈ [0, 1/k], ∀i = 1, 2, · · · ,m, j = 1, 2, · · · , n}.
Denote Bk as the set of all matrices in Ak whose entries are either 0 or 1/k. We
prove that Ak is the convex hull of all matrices in Bk.
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1. Introduction
An n × n matrix E = (ei,j) is doubly stochastic if it satisfies the following
conditions: 

ei,j ≥ 0, ∀i, j = 1, 2, · · · , n;∑n
j=1 ei,j = 1, ∀i = 1, 2, · · · , n;∑n
i=1 ei,j = 1, ∀j = 1, 2, · · · , n.
Birkhoff in [1] shows that the set of all n × n doubly stochastic matrix is the
convex hull of all n×n permutation matrices. Recall that a permutation matrix
is a square (0, 1) matrix of which any line (row or column) has exactly one 1.
An m×n matrix E = (ei,j) is doubly substochastic if it satisfies the following
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conditions: 

ei,j ≥ 0, ∀i = 1, 2, · · · ,m, j = 1, 2, · · · , n;∑n
j=1 ei,j ≤ 1, ∀i = 1, 2, · · · , n;∑n
i=1 ei,j ≤ 1, ∀j = 1, 2, · · · ,m.
Mirsky in [2] shows that the set of all n× n doubly substochastic matrix is the
convex hull of all n×n subpermutation matrices. Recall that a subpermutation
matrix is a (0, 1) matrix of which any line (row or column) has at most one 1. It
is straightforward to extend Mirsky’s result to general m× n matrices because
we can always augment a rectangular doubly substochastic matrix to a square
doubly substochastic matrix by adding some zero lines.
Each entry in doubly stochastic/substochastic matrices can be any real num-
ber in the interval [0, 1]. However, if we impose an upper bound 1/k where k is
a positive integer k for all entries of doubly stochastic/substochastic matrices,
the convex-hull characterization becomes different. Watkins and Merris in [3]
prove that the set of all 1/k-bounded doubly stochastic matrices is the convex
hull of all doubly stochastic matrices whose entries are either 0 or 1/k. In this
work, we obtain the counterpart result of [3] for doubly substochastic matrices.
Specifically, we prove that the set of all 1/k-bounded doubly substochastic ma-
trices is the convex hull of all doubly substochastic matrices whose entries are
either 0 or 1/k.
2. Our Result
Denote A as the set of all doubly substochastic m×n matrices and let k be
a positive integer. Define the set of all 1/k-bounded doubly substochastic m×n
matrices as Ak, i.e.,
Ak , {E ∈ A : ei,j ∈ [0, 1/k], ∀i = 1, 2, · · · ,m, j = 1, 2, · · · , n}.
Denote Bk as the set of all matrices in Ak whose entries are either 0 or 1/k. We
now present our result.
Theorem 1. Ak is the convex hull of all matrices in Bk.
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Proof. It is straightforward to show that Ak is a non-empty compact convex
set in Rm×n and any matrix in Bk is an extreme point of set Ak. Since any
non-empty compact convex set in Rn is the convex hull of its extreme points [4,
Theorem 2.23], to finish the proof, we thus only need to show that any matrix
E ∈ Ak \ Bk is not an extreme point of set Ak.
An entry being neither 0 nor 1/k is called a middle entry, and a row (resp.
column) containing at least one middle entry is called a middle row (resp. col-
umn). A middle line is either a middle row or a middle column. For any matrix
E ∈ Ak \ Bk, it has at least one middle entry. We consider two cases.
Case I: Any middle line has at least two middle entries. We aim at finding
a chain of middle entries of matrix E. We begin with any middle entry, denoted
as (r1, c1). Then row r1 is a middle row which has at least two middle entries.
Hence, we can find a new middle entry, denoted as (r1, c2). Similarly, column
c2 is a middle column which has at least two middle entries. Thus we can find
another new middle entry (r2, c2). Then we can find another new middle entry
(r2, c3) in middle row r2. If c3 = c1, we find the (latest-visited) old middle entry
(r3, c3) = (r1, c1) and terminate; otherwise, we can find another new middle
entry (r3, c3). The process continues by alternating a middle row and a middle
column. In each new middle line, if there are old middle entries, we find the
latest-visited old middle entry and terminate; otherwise, we find a new middle
entry and continue. Since E only has a finite number of middle entries, the
process must terminate by finding an old middle entry, terminating either (i)
at a middle entry (rt′ , ct′) which coincides with an old middle entry (rt, ct)
or (ii) at a middle entry (rt′ , ct′+1) which coincides with an old middle entry
(rt, ct+1) for some positive integers t and t
′ such that t < t′− 1. Let us consider
terminating-condition (i). The proof for terminating-condition (ii) is similar. In
terminating-condition (i), we can find a loop of middle entries:
(rt, ct)→ (rt, ct+1)→ (rt+1, ct+1)→ · · · → (rt′−1, ct′)→ (rt′ , ct′) = (rt, ct),
which has in total 2(t′ − t) different middle entries. Now we construct the
following two matrices E′ and E′′, both of which have the same entries of matrix
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E except


E′ri,ci = Eri,ci + ǫ, E
′′
ri,ci
= Eri,ci − ǫ, ∀i = t, t+ 1, · · · , t
′ − 1;
E′ri,ci+1 = Eri,ci+1 − ǫ, E
′′
ri,ci+1
= Eri,ci+1 + ǫ, ∀i = t, t+ 1, · · · , t
′ − 1.
Under such construction, any row/column sum of E′ and E′′ is equal to that
of E. We can always find a sufficiently small positive real number ǫ such that all
entries in E′ and E′′ are in the interval [0, 1/k], ensuring E′ ∈ Ak and E
′′ ∈ Ak.
Since we have E = (E′+E′′)/2 and E′ 6= E′′, matrix E is not an extreme point
of set Ak.
Case II: There exists at least one middle line containing only one middle
entry. We again aim at finding a chain of middle entries. We first find a middle
line (a middle row or a middle column) which has only one middle entry. Let
us assume that this is a middle column, say column c1. The proof for a middle
row is similar. Denote the only middle entry in this middle column as (r1, c1).
Now in the row r1 we try to find another new middle entry. If we cannot
find such a middle entry, we terminate; otherwise, we denote the new middle
entry as (r1, c2) and we continue. Similar to Case I, the process continues by
alternating a middle row and a middle column. In each new middle line, if
there are old middle entries, we find the latest-visited old middle entry and
terminate; otherwise, we try to find a new middle entry: we continue if indeed
we can find a new middle entry but terminate if we cannot find any new middle
entry. Since E only has a finite number of middle entries, the process must
terminate either (i) when we find an old middle entry or (ii) when we cannot
find any new middle entry. If it terminates at condition (i), we can again find
a loop of middle entries and use the proof of Case I to show that E is not
an extreme points. If it terminates at condition (ii), it either terminates at a
middle entry (rt, ct) or a middle entry (rt, ct+1) for some t ≥ 1. We prove for
the case (rt, ct). The other case (rt, ct+1) has a similar proof. If the process
terminates at entry (rt, ct), we cannot find an (old or new) middle entry in row
rt, i.e., rt is a middle row with only one middle entry (rt, ct). We now have a
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chain of (2t− 1) different middle entries,
(r1, c1)→ (r1, c2)→ (r2, c2)→ · · · → (rt−1, ct)→ (rt, ct).
Now we construct the following two matrices E′ and E′′, both of which have
the same entries of matrix E except


E′ri,ci = Eri,ci + ǫ, E
′′
ri,ci
= Eri,ci − ǫ, ∀i = 1, 2, · · · , t;
E′ri,ci+1 = Eri,ci+1 − ǫ, E
′′
ri,ci+1
= Eri,ci+1 + ǫ, ∀i = 1, 2, · · · , t− 1.
Under such construction, any row/column sum of E′ and E′′ is equal to that
of E, except column c1 and row rt. The column-c1 (resp. row-rt) sum in E
′ is
equal to the column-c1 (resp. row-rt) sum in E plus ǫ and the column-c1 (resp.
row-rt) sum in E
′′ is equal to the column-c1 (resp. row-rt) sum in E minus ǫ.
However, since column c1 (resp. row rt) has only one middle entry (r1, c1) (resp.
(rt, ct)) in E, the column-c1 (resp. row-rt) sum in E must be in the interval
(0, 1). Thus, we can always find a sufficiently small positive real number ǫ such
that both the column-c1 sum and the row-rt sum in E
′ and E′′ are still in the
interval (0, 1) and all entries in E′ and E′′ are in the interval [0, 1/k], ensuring
E′ ∈ Ak and E
′′ ∈ Ak. Since again we have E = (E
′ + E′′)/2 and E′ 6= E′′,
matrix E is not an extreme point of set Ak.
3. Remarks
Our proof is inspired by Watkins and Merris’s work [3]. In particular, the
proof of Case I is similar to that in [3] for doubly stochastic matrices. However,
the proof of Case II is new for doubly substochastic matrices which could have
middle lines with only one middle entry. In fact, the key to proving Theorem 1
is to divide all possibilities into Case I and Case II with respect to middle lines.
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