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Abstract
Synchronous mini-batch SGD is state-of-the-art for large-scale distributed machine learning. How-
ever, in practice, its convergence is bottlenecked by slow communication rounds between worker
nodes. A natural solution to reduce communication is to use the “local-SGD” model in which the
workers train their model independently and synchronize every once in a while. This algorithm
improves the computation-communication trade-off but its convergence is not understood very well.
We propose a non-asymptotic error analysis, which enables comparison to one-shot averaging i.e., a
single communication round among independent workers, and mini-batch averaging i.e., communi-
cating at every step. We also provide adaptive lower bounds on the communication frequency for
large step-sizes (t−α, α ∈ (1/2, 1)) and show that Local-SGD reduces communication by a factor
of O
( √
T
P 3/2
)
, with T the total number of gradients and P machines.
1. Introduction
We consider the minimization of an objective function which is accessible through unbiased estimates
of its gradients. This problem has received attention from various communities over the last fifty
years in optimization, stochastic approximation, and machine learning (Polyak and Juditsky, 1992;
Ruppert, 1988; Fabian, 1968; Nesterov and Vial, 2008; Nemirovski et al., 2009; Shalev-Shwartz
et al., 2009; Zhang, 2004). The most widely used algorithms are stochastic gradient descent (SGD),
a.k.a. Robbins-Monro algorithm (Robbins and Monro, 1951), and some of its modifications based on
averaging of the iterates (Polyak and Juditsky, 1992; Ruppert, 1988; Shamir and Zhang, 2013). For a
convex differentiable function F : Rd → R, SGD iteratively updates an estimator (vt)t≥0 for any
t ≥ 1
vt = vt−1 − ηtgt(vt−1), (1)
where (ηt)t≥0 is a deterministic sequence of positive scalars, referred to as the learning rate and
gt(vt−1) is an oracle on the gradient of the function F at vt−1. We focus on objective functions
that are both smooth and strongly convex (Bach and Moulines, 2011). While these assumptions
might be restrictive in practice, they enable to provide a tight analysis of the error of SGD. In such a
setting, two types of proofs have been used traditionally. On one hand, Lyapunov-type proofs rely
on controlling the expected squared distance to the optimal point (Zhao and Zhang, 2015). Such
analysis suggests using small decaying steps, inversely proportional to the number of iterations (t−1).
On the other hand, studying the recursion as a stochastic process (Polyak and Juditsky, 1992) enables
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Figure 1: Schematic representation of one-shot averaging (left), mini-batch averaging (middle) and
local-SGD (right). Vertical threads correspond to machines and orange boxes to communication
rounds.
to better capture the reduction of the noise through averaging. It results in optimal convergence rates
for larger steps, typically scaling as t−α, α ∈ (1/2, 1) (Bach and Moulines, 2011).
Over the past decade, the amount of available data has steadily increased: to adapt SGD to
such situations, it has become necessary to distribute the workload between several machines, also
referred to as workers (Delalleau and Bengio, 2007; Zinkevich et al., 2010; Recht et al., 2011). For
SGD, two extreme approaches have received attention: 1) workers run SGD independently and at the
end aggregate their results, called one-shot averaging (OSA) (Zinkevich et al., 2010; Godichon and
Saadane, 2017) or parameter mixing, and 2) mini-batch averaging (MBA) (Dekel et al., 2012a; Takácˇ
et al., 2013; Li et al., 2014c; Goyal et al., 2017; Jain et al., 2016), where workers communicate after
every iteration: all gradients are thus computed at the same support point (iterate) and the algorithm is
equivalent to using mini-batches of size P , with P the number of workers. While OSA requires only
a single communication step, it typically does not perform very well in practice (Zhang et al., 2016).
At the other extreme, MBA performs better in practice, but the number of communications equals
the number of steps, which is a major burden, as communication is highly time consuming (Zhang
et al., 2016). To optimize this computation-communication-convergence trade-off, we consider the
Local-SGD framework: P workers run SGD iterations in parallel and communicate periodically.
This framework encompasses one-shot averaging and mini-batch averaging as special cases (see
Figure 1).
We make the following contributions:
1) We provide the first non-asymptotic analysis for local-SGD with large step sizes (typically scaling
as t−α, for α ∈ (1/2; 1)), in both on-line and finite horizon settings. Our assumptions encompass
the ubiquitous least-squares regression and logistic regression.
2) Our comparison of the two extreme cases, OSA and MBA, underlines the communication trade-
offs. While both of these algorithms are asymptotically equivalent for a fixed number of machines,
mini-batch theoretically outperforms one-shot averaging when we consider the precise bias-variance
split. In the regime where both the number of machines and gradients grow simultaneously we show
that mini-batch SGD outperforms one-shot averaging.
3) Under three different sets of assumptions, we quantify the frequency of communication necessary
for Local SGD to be optimal (i.e., as good as mini-batch). Precisely, we show that the communication
frequency can be reduced by as much as O
( √
T
P 3/2
)
, with T gradients and P workers. Moreover, our
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bounds suggest an adaptive communication frequency for logistic regression, which depending on
the expected distance to the optimal point (a phenomenon observed by Zhang et al. (2016)).
4) We support our analysis by experiments illustrating the behavior of the algorithms.
The paper is organized as follows: in Section 2, we introduce the general setting, notations
and algorithms, then in Section 2.2, we describe the related literature. Next, in Section 2.3, we
describe assumptions made on the objective function. In Section 3, we provide our main results, their
interpretation, consequence and comparison with other results. Results in the on-line setting and
experiments are presented in the Section 4 and Appendix A.
2. Algorithms and setting
We first introduce a couple of notations. We consider the finite dimensional Euclidean space Rd
embedded with its canonical inner product 〈·, ·〉. For any integer ` ∈ N∗, we denote by [`] the set
{1, . . . , `}. We consider a strongly-convex differentiable function F : Rd → R. We denote by w?
the point such that w? = argminw F (w). With only one machine, Serial-SGD performs a sequence
of updates according to Equation (1). In the next section, we describe Local-SGD, the subject of this
study.
2.1. Local-SGD algorithm
We consider P machines, each of them running SGD. Periodically, workers aggregate (i.e., average)
their models and restart from the resulting model. We denote by C the number of communication
steps. We define a phase as the time between two communication rounds. At phase t ∈ [C], for
any worker p ∈ [P ], we perform N t local steps of SGD. Iterations are thus naturally indexed by
(t, k) ∈ [C]× [N t]. We consider the lexicographic order 4 on such pairs, which matches the order
in which iterations are processed. Note that we assume the number of local steps is the same over
all machines p. While this assumption can be relaxed in practice, is facilitates our proof technique
and notation. At any k ∈ [N t], we denote by wtp,k the model proposed by worker p, at phase t,
after k local iterations. All machines initially start from the same point w0, that is for any p ∈ [P ],
w1p,0 = w0. The update rule is thus the following, for any p ∈ [P ], t ∈ [C], k ∈ [N t]:
wtp,k = w
t
p,k−1 − ηtkgtp,k(wtp,k−1). (2)
Aggregation steps consist in averaging the final local iterates of a phase: for any t ∈ [C], wˆt =
1
P
∑P
p=1w
t
p,Nt . At phase t+1, every worker p ∈ [P ] restarts from the averaged model: wt+1p,0 := wˆt.
Eventually, we are interested in controlling the excess risk of the Polyak-Ruppert averaged iterate:
w
C
=
1∑C
t=1N
t
C∑
t=1
N twt =
1
P
∑C
t=1N
t
C∑
t=1
P∑
p=1
Nt∑
k=1
wtp,k,
with wt = 1PNt
∑Nt
k=1
∑P
p=1w
t
p,k. We use the notation w to underline the fact that iterates are
averaged over one phase and w when averaging is made over all iterations. All averaged iterates can
be computed on-line.
The algorithm, called local-SGD, is thus parameterized by the number of machines P , communi-
cation steps C, local iterations (N t)t∈[C], the starting point w0, the learning rate (ηtk)(t,k)∈[C]×[Nt],
and the first order oracle on the gradient. Pseudo-code of the algorithm is given in Table 2.
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Algo. Work. Com. Phases T
Local P C (N1 . . . NC) P
∑C
t=1N
t
Serial 1 - (N) N
P-MBA P C (1, . . . , 1) PC
OSA P 1 (N1) N1P
Table 1: One shot averaging and mini-batch
SGD can be seen as particular instances of our
algorithm, depending on the number of Workers,
Communication Rounds, Phase lengths and total
number of gradients.
Input: F : Rd → R
wˆ0 = w0 ← Initialize
for t = 1, 2, . . . , C do
for i = 1, 2, . . . , P do in parallel
wti,0 ← wˆt−1
for k = 0, 1, . . . , N t do
gti,k(w
t
i,k−1) ← SFO(F,wti,k−1)
wti,k ← wti,k−1 − ηtkgti,k(wti,k−1)
end
wti ← 1Nt
∑Nt
k=1w
t
i,k
end
wt ← 1P
∑P
i=1w
t
i; wˆ
t ← 1p
∑P
i=1w
t
i,Nt
end
Output: wT = 1C
∑C
t=1w
t ∈ Rd
Table 2: Pseudo code for Local-SGD
Link with classical algorithms. Special cases of Local-SGD correspond to one-shot averaging
or mini-batch averaging, as summarized in Table 1. More precisely, for a total number of gradients
T , with P workers, C = T/P communication rounds, and (N t)t∈[C] = (1, . . . . , 1), we realize
an instance of P-mini-batch averaging (P-MBA). On the other hand, with P workers, C = 1
communication, and (N1) = T/P , we realize an instance of one shot-averaging. Our goal is to get
general convergence bounds for Local-SGD that recover classical bounds for both these settings
when we choose the correct parameters. While comparing to Serial-SGD (which is also a particular
case of the algorithm), would also be interesting, we focus here on the comparison between Local-
SGD, one-shot averaging and mini-batch averaging. Indeed, the step size is generally increased for
mini-batch with respect to Serial SGD, and the running efficiency of algorithms is harder to compare:
we only focus on different algorithms that use the same number of machines.
2.2. Related Work
On Stochastic Gradient Descent. Bounds on the excess risk of SGD for convex functions have
been widely studied: most proofs rely on controlling the decay of the mean squared distance
E[‖vt −w?‖2], which results in an upper bound on the mean excess of riskE[F (v¯t)−F (w?)] (Lacoste-
Julien et al., 2012; Rakhlin et al., 2011). This upper bound is composed of a “bias” term that depends
on the initial condition, and a “variance” term that involves either an upper bound on the norm of the
noisy gradient (in the non-smooth case), or an upper bound on the variance of the noisy gradient in
the smooth case (Zhao and Zhang, 2015). In the strongly convex case such an approach advocates
for the use of small step sizes, scaling as (µt)−1. However, in practice, this is not a very satisfying
result, as the constant µ is typically unknown, and convergence is very sensitive to ill-conditioning.
On the other hand, in the smooth and strongly-convex case, the classical analysis by Polyak and
Juditsky (1992), relies on an explicit decomposition of the stochastic process (v¯t − w?)t≥1: the
effect of averaging on the noise term is better taken into account, and this analysis thus suggests to
4
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use larger steps, and results in the optimal rate for ηt ∝ t−α, with α ∈ (0; 1). This type of analysis
has been successfully used recently (Bach and Moulines, 2011; Dieuleveut et al., 2017; Godichon
and Saadane, 2017; Gadat and Panloup, 2017).
For quadratic functions, larger steps can be used, as pointed by Bach and Moulines (2013).
Indeed, even with non-decaying step size, the averaged process converges to the optimal point.
Several studies focus on understanding properties of SGD for quadratic functions: a detailed non-
asymptotic analysis is provided by Défossez and Bach (2015), acceleration under the additive noise
oracle (see Assumption A4 below) is studied by Dieuleveut et al. (2016) (without this assumption by
Jain et al. (2017)), and Jain et al. (2016) analyze the effects of mini-batch and tail averaging.
One shot averaging. In this approach, the P -independent workers compute several steps of
stochastic gradient descent, and a unique communication step is used to average the different models
(Mcdonald et al., 2009; McDonald et al., 2010; Zinkevich et al., 2010). Zinkevich et al. (2010) show
a reduction of the variance when multiple workers are used, but neither consider the Polyak-Ruppert
averaged iterate as the final output, nor provide non-asymptotic rates. Zhang et al. (2012) provide
the first non-asymptotic results for OSA but their dependence on constants (like strong convexity
constant µ, moment bounds, etc.) is worse; as well as their single machine convergence bound
(Rakhlin et al., 2012) is not truly non-asymptotic (like for e.g., Bach and Moulines (2011)). More
importantly, their results hold only for small learning rates like cµt . Rosenblatt and Nadler (2016)
have also discussed the asymptotic equivalence of OSA with vanilla-SGD by providing an analysis
up to the second order terms. Further, Jain et al. (2016) have provided non-asymptotic results for
least-square regression using similar Polyak-Juditsky analysis of the stochastic process, while our
results apply to more general problems. Their approach encompasses one shot averaging and the
effect of tail averaging, that we do not consider here. Recently, Godichon and Saadane (2017)
proposed an approach similar to ours (but only for one shot averaging). However, their result relies
on an asymptotic bound, namely E[‖wt −w?‖2] ≤ C1ηt (as in Rakhlin et al. (2012)), while our
analysis is purely non-asymptotic and we also improve the upper bound on the noise term which
results from the analysis.
Mini-batch averaging. Mini-batch averaging has been studied by Dekel et al. (2012a); Takácˇ
et al. (2013). These papers show an improvement in the variance of the process, and make com-
parisons to SGD. It has been found that increasing the mini-batch size often leads to increasing
generalization errors, which limits their distributivity (Li et al., 2014d). Jain et al. (2016) have
provided upper bounds on learning-rate and mini-batch size for optimal performance. Recently, large
mini-batches have been leveraged successfully in deep learning as in (Shirish Keskar et al., 2016;
You et al., 2017; Goyal et al., 2017) by properly tuning learning rates, etc.
Local-SGD. Zhang et al. (2016) empirically show that local SGD performs well. They also
provide a theoretical guarantee on the variance of the process, however, they assume the variance of
the estimated gradients to be uniformly upper bounded (Assumption A4 below). Such an assumption
is restrictive in practice, for example it is not satisfied for least squares regression. In a simultaneous
work, Stich (2018) has provided an analysis for local-SGD. The limitation with their analysis is
that they also assume bounded gradients and use a small step size scaling as cµt . More importantly,
their analysis doesn’t extend to the extreme case of one-shot averaging like ours. Lin et al. (2018)
have experimentally shown that Local-SGD is better than the synchronous mini-batch techniques,
in terms of overcoming the large communication bottleneck. Recently, Yu et al. (2018) have given
convergence rates for the non-convex synchronous and a stale synchronous settings.
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We have summarized the major limitations of some of these analyses in Table S3, given in
Appendix H. Our motivation is to get away with some of these restrictive assumptions, and provide
tight upper bounds for the above three averaging schemes. In the following section, we present the
set of assumptions under which our analysis is conducted.
2.3. Assumptions
We first make the following classical assumptions on the objective function F : Rd → R. In the
following, we use different subsets of these assumptions:
A1 (Strong convexity) The function F is strongly-convex with convexity constant µ > 0.
A2 (Smoothness and regularity) The function F is three times continuously differentiable with sec-
ond and third uniformly bounded derivatives: supw∈Rd
∣∣∣∣∣∣F (2)(w)∣∣∣∣∣∣ < L, and supw∈Rd ∣∣∣∣∣∣F (3)(w)∣∣∣∣∣∣ <
M . Especially F is L-smooth.
Q1 (Quadratic function) There exists a positive definite matrix Σ ∈ Rd×d, such that the function
F is the quadratic function w 7→ ‖Σ1/2(w −w?)‖2/2,
If Q1 is satisfied, then Assumptions A1, A2 are satisfied, and L and µ are respectively the largest and
smallest eigenvalues of Σ. At any iteration (t, k) ∈ [C]× [N t], any machine can query an unbiased
estimator of the gradient gtp,k(w) at a point w. Formally, we make the following assumption:
A3 (Oracle on the gradient) There exists a filtration (Htk)(t,k)∈[C]×[Nt] on some probability space
(Ω,F ,P) such that for any (t, k) ∈ [C]× [N t] and w ∈ Rd, gtp,k+1(w) is aHtk+1-measurable ran-
dom variable andE
[
gtp,k+1(w)|Htk
]
= F ′(w). In addition, we assume the functions (gtp,k)(t,k)∈[C]×[Nt]
to be independent and identically distributed (i.i.d.) random fields.
A filtration is an increasing (i.e., for all (t, k) 4 (t′, k′), Htk ⊂ Ht
′
k′), sequence of σ-algebras. A3
expresses that we have access to an i.i.d. sequence (gtp,k)(t,k)∈[C]×[Nt] of unbiased estimators of F
′.
Remark that with such notations, for any t ∈ [C], k ∈ [N t], p ∈ [P ], wtp,k is Htk-measurable. In
Theorem 3, we make the additional, stronger assumption that the variance of gradient estimates is
uniformly upper bounded, a standard assumption in the SGD literature, see e.g. Zhang et al. (2016):
A4 (Uniformly bounded variance) We assume the variance of the error, E[‖gtp,k(wtp,k)−F ′(wtp,k)‖2]
to be uniformly upper bounded by σ2∞, a constant which does not depend on the iteration.
Assumption A4 is for example true if the sequence of random vectors (gtp,k+1(w
t
p,k)−F ′(wtp,k))t∈[C],k∈[Nt],p∈[P ]
is i.i.d.. This setting is referred to as the semi-stochastic setting in Dieuleveut et al. (2016).
We also consider the following conditions on the regularity of the gradients, for p ≥ 2:
A5 (Cocoercivity of the random gradients) For any t ∈ [C], k ∈ [N t], p ∈ [P ], gtp,k is al-
most surely L-co-coercive (with the same constant as in A2): that is, for any w1,w2 ∈ Rd,
L
〈
gtp,k(w1)− gtp,k(w2),w1 −w2
〉
≥ ‖gtp,k(w1)− gtp,k(w2)‖2.
Almost sure L-co-coercivity (Zhu and Marcotte, 1996) is for example satisfied if for any (p, k) ∈
[P ]× [N t], there exist a random function f tp,k such that gtp,k = (f tp,k)′ and which is a.s. convex and
L-smooth. Finally, we assume the fourth order moment of the random gradients at w? to be well
defined:
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A6 (Finite variance at the optimal point) There exists σ ≥ 0, such that for any t ∈ [C], k ∈ [N t], p ∈ [P ],
E[‖gtp,k(w?)‖4] ≤ σ4.
It must be noted that A6 is a much weaker assumption than A4, for e.g., least-square regression
satisfies former but not latter. Most of these assumptions are classical in machine learning. SGD
for least squares regression satisfies Q1, A3, A5 and A6. On the other hand, SGD for logistic
regression satisfies A1, A2, A3 and A4. Our main result Theorem 5 (lower bounding the frequency
of communications) applies to both these sets of assumptions. In Appendix B.3 we further detail
how these assumptions apply in machine learning.
Learning rate. We consider two different types of learning rates:
1) in the finite horizon case, the step size (ηtk)(t,k)∈[C]×[Nt] is a constant η, that can depend on the
number of iterations eventually performed by the algorithm; 2) in the on-line case, the sequence of
step size is a subsequence of a universal sequence (η˜`)`≥0. Moreover, in our analysis, when using
decaying learning rate, the step size only depends on the number of iterations processed in the past:
ηtk = η˜{∑t−1
t′=1N
t′+k}. Especially, the step size at iteration (t, k) does not depend on the machine.
Though both of these approaches are often considered to be nearly equivalent (Bach, 2014;
Dieuleveut and Bach, 2016), fundamental differences exist in their convergence properties. The
on-line case is harder to analyze, but ultimately provides a better convergence rate. However as
the behavior is easier to interpret in the finite horizon case, we postpone results for on-line setting
to Section 4.
Moreover, we always assume that for any t ∈ [C], k ∈ [N t], the learning rate satisfies 2ηtkL ≤ 1.
In the following section, we present our main results.
3. Main Results
Sketch of the proof. We follow the approach by Polyak and Juditsky, which relies on the following
decomposition: for any p ∈ [P ], t ∈ [C], k ∈ [N t], Equation (2) is trivially equivalent to:
ηtkF
′′(w?)(wtp,k−1 −w?) = wtp,k−1 −wtp,k − ηtk
[
gtp,k(w
t
p,k−1)− F ′(wtp,k−1)
]
− ηtk
[
F ′(wtp,k−1)− F ′′(w?)(wtp,k−1 −w?)
]
.
We have used a first order Taylor expansion around the optimal value w? of the gradient. Thus, using
the definition of wC :
F ′′(w?)
(
w
C −w?
)
=
1
P
∑C
t=1N
t
C∑
t=1
P∑
p=1
Nt∑
k=1
(
wtp,k−1 −wtp,k
ηtk
− [gtp,k(wtp,k−1)− F ′(wtp,k−1)]
− [F ′(wtp,k−1)− F ′′(w?)(wtp,k−1 −w?)]). (3)
In other words, the error can be decomposed into three terms: the first one mainly depends on the
initial condition, the second one is a noise term: it is the mean of centered random variables (as
E[gtp,k(wtp,k−1)− F ′(wtp,k−1)] = 0), and the third is a residual term that accounts for the fact that
the function is not quadratic (if F is quadratic, then F ′(wtp,k−1)− F ′′(w?)(wtp,k−1 −w?) = 0).
Controlling different terms in Equation (3). The variance of the noise gtp,k(w
t
p,k−1) −
F ′(wtp,k−1) and the residual term both directly depend on the distance ‖wtp,k−1 − w?‖2. The
7
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proof is thus composed of two aspects: (1) we first provide a tight control for this quantity, with
or without communication: in the following propositions, this corresponds to an upper bound on
E[‖wtp,k −w?‖2] 1, (2) we provide the subsequent upper bound on E[‖F ′′(w?)(wC −w?)‖2].
We first compare the results for Mini-batch averaging and One-shot averaging for finite horizon
(FH) setting, and then provide these results for local-SGD.
3.1. Results for MBA and OSA, FH setting
First we assume the step size ηtk to be a constant η at every iteration for any (t, k) ∈ [C] × [N t].
Our first contribution is to provide non-asymptotic convergence rates for mini-batch SGD and one
shot averaging, that allow a simple comparison. For the benefit of presentation, we define following
quantities:
Qbias = 1 +
M2η
µ
∥∥w0 −w?∥∥2 + L2η
µP
, Q1,var(X) =
L2η
µ
+
P
Xηµ
, Q2,var(X) =
M2XPη2σ2
µ2
.
We have the following result for mini-batch averaging:
Proposition 1 (Mini-batch Averaging) Under Assumptions A1, A2, A3, A5, A6, we have the
following bound for mini-batch SGD: for any t ∈ [C],
E
[∥∥wˆt −w?∥∥2] ≤ (1− ηµ)t ‖w0 −w?‖2 + 2σ2η
P
1− (1− ηµ)t
µ
, (4)
E
[∥∥∥F ′′(w?)(wC −w?)∥∥∥2] - ∥∥w0 −w?∥∥2
η2C2
Qbias +
σ2
T
(
1 +
Q1,var(C)
P
+
Q2,var(C)
P 2
)
. (5)
The notation - denotes inequality up to an absolute constant. Recall that for mini-batch, the total
number of gradients processed is T = PC.
On the other hand, we also have the following result for one-shot averaging:
Proposition 2 (One-shot Averaging) Under Assumptions A1, A2, A3, A5, A6, we have the follow-
ing bound for one shot averaging: p ∈ [P ], t = 1, k ∈ [N ],
E
[∥∥w1p,k −w?∥∥2] ≤ (1− ηµ)k ‖w0 −w?‖2 + 2σ2η1− (1− ηµ)kµ , (6)
E
[∥∥∥F ′′(w?)(wC −w?)∥∥∥2] - ∥∥w0 −w?∥∥2
η2N2
Qbias +
σ2
T
(
1 +Q1,var(N) +Q2,var(N)
)
. (7)
Note that for one-shot averaging, the total number of gradients used is T = PN .
Interpretation, fixed P . Using mini-batch naturally reduces the variance of the process
(wtp,k)p∈[P ],t∈[C],k∈[Nt]. Equations (4) and (6) show that the speed at which the initial condition is
forgotten remains the same, but that the variance of the local process is reduced by a factor P .
Equations (5) and (7) show that the convergence depends on an initial condition term and a
variance term. For a fixed number of machines P , and a step size scaling as η = X−α, 0.5 < α < 1,
X ∈ {N,C}, the speed at which the initial condition is forgotten is asymptotically dictated by
1. more precisely, on E[‖wˆt −w?‖2] and E[‖w1p,k −w?‖2] for MBA and OSA respectively.
8
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Qbias/(ηX)
2 where X ∈ {N,C}, for both algorithms (if we use the same number of gradients for
both algorithms, naturally, N = C.) As for the variance term, it scales as σ2T−1 as T → ∞ , as
the remaining terms Qvar(X) asymptotically vanish for η = X−α. It reduces with the total number
T of gradients used in the process. Interestingly, this term is the same for the two extreme cases
(MBA and OSA): it does not depend on the number of communication rounds. This phenomenon is
often described as “the noise is the noise and SGD doesn’t care” (for asynchronous SGD, (Duchi
et al., 2015)). Though we recover this asymptotic equivalence here, our belief is that this asymptotic
point of view is typically misleading as the asymptotic regime is not always reached, and the residual
terms do then matter.
Indeed, the lower order terms do have a dependence on the number of communication rounds:
when the number of communications increases, the overall effect of the noise is reduced. More
precisely, since Qvar(N) = Qvar(C) the remaining terms are respectively P or P 2 times smaller
for mini-batch. This provides a theoretical explanation of why mini-batch SGD outperforms one
shot averaging in practice. It also highlights the weakness of an asymptotic analysis: the dominant
term might be equivalent, without reflecting the actual behavior of the algorithm. Disregarding
communication aspects, mini-batch SGD is in that sense optimal.
Note that for quadratic functions, Q2,var = 0 as M = 0. The conditions on the step size can
thus be relaxed, and the asymptotic rates described above would be valid for any step size satisfying
η ≤ µ (Jain et al., 2016).
Extension to the on-line setting, eventually leading to a better convergence rate, is given in
Theorem 6 in Section 4.
Interpretation, P, T → ∞. When both the total number of gradients used T and the number
of machines P are allowed to grow simultaneously, the asymptotic regime is not necessarily the
same for MBA and OSA, as remaining terms are not always negligible. For example, if fixing
η = X−2/3, X ∈ {N,C} (we chose α = 2/3 to balance Q1,var and Q2,var), the variance term
would be controlled by σ2T−1(1 + P
µC1/3
). Thus, unless P ≤ µC1/3, MBA could outperform OSA
by a factor as large as P .
Novelty and proofs. Both Theorems 1 and 2 are proved in the Appendix F. Importantly,
Equations (4) and (6) respectively imply Equations (5) and (7) under the stated conditions: this is the
reason why we only focus on proving equations similar to Equations (4) and (6) for Local-SGD.
Theorem 1 is similar to the analysis of Serial-SGD for large step size, but with a reduction in
the variance proportional to the number of machines. Such a result is derived from the analysis
by Dieuleveut et al. (2017), combining the approach of Bach and Moulines (2013) with the correct
upper bound for smooth strongly convex SGD (Needell et al., 2014), and controlling similarly higher
order moments. While this result is expected, we have not found it under such a simple form in the
literature. Theorem 2 follows a similar approach, we combine the proof for mini-batch with a control
of the iterates of each of the machines. This is closely related to Godichon and Saadane (2017), but
we preserve a non-asymptotic approach.
Remark: link with convergence in function values. We mainly focus on proving convergence
results on the Mahalanobis distance ‖F ′′(w?)(wC −w?)‖2, which is the natural quantity in such a
setting (Bach and Moulines, 2011; Bach and Moulines, 2013; Godichon and Saadane, 2017). These
results could be translated into function value convergence F (wC)− F (w?), using the inequality
F (w
C
)−F (w?) ≤ Lµ−2‖F ′′(w?)(wC−w?)‖2 but the dependence on µ would be pessimistic and
sub-optimal. However, a similar approach has been used by Bach (2014), under a slightly different
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set of assumptions (including self-concordance, e.g., for logistic regression), recovering optimal rates.
Extension to such a set of assumptions, which relies on tracking other quantities, is an important
direction.
While the “classical proof”, which provides rates for function values directly (with smoothness,
or with uniformly bounded gradients) has a better dependence on µ, one cannot easily obtain a noise
reduction when averaging between machines. Similarly, there is no proof showing that one-shot
averaging is asymptotically optimal that relies only on function values. In other words, these proofs
do not adequately capture the noise reduction due to averaging. Moreover, such proof techniques
relying on function values typically involve a small step size 1/(µt) (because the noise reduction
is captured inefficiently). Such step size performs poorly in practice (initial condition is forgotten
slowly), and µ is unknown.
In conclusion, though they do not directly result in optimal dependence on µ for function values,
we believe our approach allows to correctly capture the effect of the noise, and is thus suitable for
capturing the effect of local SGD.
Conclusion: for a fixed or limited number of machines, asymptotically, the convergence rate
is similar for OSA and MBA. However, non-asymptotically, or when the number of machines also
increases, the dominant terms can be as much as P 2 times smaller for MBA. In the following
we provide conditions for Local-SGD to perform as well as MBA (while requiring much fewer
communication rounds).
3.2. Convergence of Local-SGD, FH setting
For local-SGD we first consider the case of a quadratic function, under the assumption that the noise
has a uniformly upper bounded variance. While this set of assumptions is not realistic, it allows an
intuitive presentation of the results. Similar results for settings encompassing LSR and LR follow.
We provide a bound on the moment of an iterate after the communication step wˆt (i.e., the restart
point of the next phase), and on the second order moment of any iterate.
For t ∈ [C], we denote N t1 :=
∑t
t′=1N
t′ .
Proposition 3 (Local-SGD: Quadratic Functions with Bounded Noise) Under Assumptions Q
1, A3, A4, we have the following bound for Local-SGD: for any p ∈ [P ], t ∈ [C], k ∈ [N t],
E
[∥∥wˆt−1 −w?∥∥2] ≤ (1− ηµ)N t−11 ‖w0 −w?‖2 + +σ2∞η
P
1− (1− ηµ)N t−11
µ
E
[∥∥wtp,k −w?∥∥2] ≤ (1− ηµ)N t−11 +k ‖w0 −w?‖2 + σ2∞η
 1− (1− ηµ)N
t−1
1
Pµ︸ ︷︷ ︸
long term reduced variance
+
1− (1− ηµ)k
µ︸ ︷︷ ︸
local iteration variance
 .
To prove such a result, we use the classical technique, and introduce a ghost sequence w˘tk :=
1
P
∑P
p=1w
t
p,k, and recursively control
∥∥w˘tk −w?∥∥2. We conclude by remarking that w˘tNt = wˆt.
This proof is given in Appendix C.2.
Interpretation. The variance bound for the iterates after communication, wˆt exactly behaves as
in mini-batch case: the initialization term decays linearly with the number of local steps, and the
variance is reduced proportionally to the number of workers P . On the other hand, the bound on the
10
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iterates wtp,k shows that the variance of this process is composed of a “long term” reduced variance,
that accumulates through phases, and is increasingly converging to σ
2∞η
Pµ and of an extra variance
ησ2∞
1−(1−ηµ)k
µ , that increases within the phase, and is upper bounded by σ
2∞η2k.
In the case of constant step size, the iterates of serial SGD converge to a limit distribution piη
that depends on the step size (Dieuleveut et al., 2017). Here, the iterates after communication (or
the mini-batch iterates) converge to a distribution with reduced variance piη/P , thus local iterates
periodically restart from a distribution with reduced variance, then slowly “diverge” to the distribution
with large variance. If the number of local iterations is small enough, the iterates keep a reduced
variance. More precisely, we have the following result.
Corollary 4 If for all t ∈ [C], N t ≤ 1µηP , then the second order moment of wtp,k admits the same
upper bound as the mini-batch iterate wˆN
t−1
1 +k
MB (Equation (4)) up to a constant factor of 2. As a
consequence, Equation (5) is still valid, and Local-SGD performs optimally.
Interpretation. This result shows that if the algorithm communicates often enough, the conver-
gence of the Polyak Ruppert iterate wC is as good as in the mini-batch case, thus it is “optimal”.
Moreover, the minimal number of communication rounds is easy to define: the maximal number of
local steps N t decays as the number of workers and the step size increases. This bound implies that
more communication steps are necessary when more machines are used. Note that (ηP )−1 is a large
number, as a typical value for η is inversely proportional to (a power of) the number of local steps for
e.g., (
∑t
t′=1N
t′)−α, α ∈ (1/2; 1).
Example 1 With constant number of local steps N t = N , and learning rate η = c√
NC
in order to
obtain an optimal O(σ
2
T ) parallel convergence rate, local-SGD communicates O(
√
NC
Pµ ) times less
as compared to mini-batch averaging.
We believe that this is the first result (with Stich (2018)) that shows a communication reduction
proportional to a power of the number of local steps of a local solver (i.e., O(
√
NC)), compared to
mini-batch averaging.
In the following, we alternatively relax the bounded variance assumption A4 and the quadratic
assumption Q1, and show similar results for local SGD. This allows us to successively cover the
cases of least squares regression (LSR) and logistic regression (LR).
Theorem 5 Under either of the following sets of assumptions, the convergence of the Polyak Ruppert
iterate wC is as good as in the mini-batch case, up to a constant:
1. Assume Q1, A3, A5, A6, and for any t ∈ [C], N t ≤ 1µηP and µη2N t1 = O(1).
2. Assume A1, A2, A3, A4, and for any t ∈ [C], N t ≤ inf
(
1
ηPME[‖wˆt−w?‖] ,
1
µηP
)
.
These results are derived from Theorem S13 and Theorem S16 which generalize Theorem 3. Those
results are proved in Appendix C and D and constitute the main technical challenge of the paper.
Interpretation. We note that in both of these situations, the optimal rates can be achieved if the
communications happen often enough, and beyond such a number of communication rounds, there
is no substantial improvement in the convergence. This result corresponds to the effect observed
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in practice (Zhang et al., 2016). The first set of assumption is valid for LSR, the second for LR. In
the first case, the maximal number of local steps before communication is upper bounded by the
same ratio as in Theorem 4, but the “constant” that appears is exp(µη2N t1), so we need this quantity
to be small (which is typically always satisfied in practice) in order to be optimal w.r.t. mini-batch
averaging. A similar result as Example 1 can be provided reducing the communication by a factor of
O(
√
NC
Pµ ).
In the second case, the maximal number of local steps is smaller than before, by a factor µ−1, but
the allowed maximal number of local steps can increase along with the epochs, as E
[∥∥wˆt −w?∥∥]
is typically decaying. This adaptive communication frequency has been observed to work well in
practice (Zhang et al., 2016). Assuming optimization on a compact space with radius R for instance,
one can obtain a O(
√
NC
P 2
) times improvement in communication, similar to Example 1.
It is important to remark that these results are only based on upper bounds. While they provide
some intuition, comparisons should be handled with caution. Proving corresponding lower bounds is
an interesting and important open direction. Moreover, such results might be difficult to use directly
in practice, as µ is unknown. However, as it is not the limiting factor in Theorem 5.2, an estimation
of E
[∥∥wˆt −w?∥∥] could allow us to use adaptive phases lengths to minimize communications.
4. Main results: On-line Setting
In the on-line setting we consider the particular case of a decaying sequence ηtk = (
∑t−1
t′=1N
t′+k)−α,
for some α ∈ (12 , 1). The analysis is slightly more involved as Equation (3) results in more terms
than in the finite horizon setting (sums do not directly telescope). While the decaying step-size case
enables to improve some terms with respect to the finite horizon case (e.g. the speed at which one
forgets the initial condition), the trade-offs concerning communication remain unchanged. We define
the following constants to make the presentation clear, for α ∈ (1/2; 1):
Rbias(X) = 1 +X
2α exp
(−µcηX1−α)+ 1
(µcη)
1
1−α
+
M2c2η
∥∥w0 −w?∥∥2
(µcη)
2
1−α
+
2L2c2η
P (µcη)
1
1−α
,
R1,var(X) =
X2α−1P
2α− 1 exp
(
− µX
1−α
2(1− α)
)
+
P
X1−α
1
cηµ
+
P
Xµ
2α
1−α c
2
1−α
η
+
L2Pc2η
Xαµ2
R2,var(X) =
M2σ2Pc2η
µ2X2α−1
.
Now we present a result similar to Theorem 1 for mini-batch averaging and one shot averaging:
Proposition 6 (On-line Mini-batch Averaging and One-shot averaging) Under the Assumptions
A1, A2, A3, A5, A6 using ηtk = (
∑t−1
t′=1N
t′ + k)−α we have for respectively mini-batch averaging
and one-shot averaging:
E
[∥∥∇2F (w?)(w −w?)∥∥2] - ∥∥w0 −w?∥∥2
X2c2η
Rbias(X) +
2σ2
T
(
1 +
R1,var(X)
κ
+
R2,var(X)
κ2
)
,
with respectively κ = 1 and X = N for one-shot averaging, and κ = P and X = C for mini-batch
averaging.
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Interpretation and comparison. This proposition is directly derived from Theorem S40 in
Appendix G. This proposition is similar to Theorems 1 and 2, but the overall convergence rate is
better as using decaying step size eventually performs better. For example, the bias term mainly
decays as 1/X2 instead of 1/(ηX)2. This underlines why in practice decaying step size is often
preferable. Asymptotically, the variance term is now dominant, and as before, MBA and OSA have
similar performance as σ2T−1.
Optimal step size and asymptotic regimes for P, T For a fixed number of machine P , the bias
is asymptotically vanishing, and if we ignore the linearly decaying terms and the dependence on µ,
the resulting dominating term in R1,2,var is controlled by X−min{(1−α),α,2α−1}, which would result
in an optimal choice of α = 2/3.
In the non asymptotic regime, where the total number of iterations and P grow simultaneously,
the variance of OSA scales as T−1 as long as PX−min{(1−α),α,2α−1} = O(1). In other words, for
α = 2/3, we need P ≤ X1/3: the number of machines as to be smaller than the number of iterations
to the power 1/3, in other words, for 1000 iterations, one could only use 10 machines to reach the
asymptotic regime where OSA performs similarly to MBA.
5. Conclusion
Stochastic approximation and distributed optimization are both very densely studied research areas.
However, in practice most distributed applications stick to bulk synchronous mini-batch SGD. While
the algorithm has desirable convergence properties, it suffers from a huge communication bottleneck.
In this paper we have analyzed a natural generalization of mini-batch averaging, Local SGD. Our
analysis is non-asymptotic, which helps us to better understand the exact communication trade-offs.
We give feasible lower bounds on communication frequency which significantly reduce the need
for communication, while providing similar non-asymptotic convergence as mini-batch averaging.
Our results apply to common loss functions, and use large step sizes. Further, our analysis unifies
and extends all the scattered results for one-shot averaging, mini-batch averaging and local SGD,
providing an intuitive understanding of their behavior.
Some important future directions are obtaining lower bounds, studying observable quantities
to predict an adaptive communication frequency and relaxing some of the technical assumptions
required by the analysis. The on-line case, experiments, proofs, additional materials and a review of
distributed optimization follow in the appendix.
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Communication trade-offs for synchronized distributed SGD with
large step size
SUPPLEMENTARY MATERIAL
In this Appendix, we give the proofs of our main results, and auxiliary elements. In Appendix A,
we describe the experimental evaluations that illustrate the behavior of the different processes.
In Appendix B we provide some additional material (Tables, interpretations, etc.) which may
help the reader navigate through our results. In Appendix C, we prove contraction Lemmas for
E[‖wtp,k−w?‖2]. In Appendix D, we prove similar guarantees for moment of order 4. In Appendix F,
we give the proof of the main results on ‖F ′′(w?)(wC − ws)‖2 for mini-batch, one-shot averaging,
and Local-SGD in the Finite Horizon setting. In Appendix G we give similar results in the online
setting (for decaying step size). Finally, we provide a brief survey of distributed optimization
techniques in Appendix H.
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Appendix A. Experimental results
Table S1: Data-sets for experimentation.
Name of the Data-set Task Algorithm Number of Samples Number of Features
Epsilon Classification Logistic 400000 2000
Year Prediction MSD Regression Least-Squares 463715 90
CPU Stall Regression Least-Squares 8192 12
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Figure S1: Performance of Local SGD
We perform experiments for three different data-sets2, two for least-squares regression and one
for logistic regression Table S1. For all the curves we use log(y) v/s log(x) plots unless explicitly
mentioned. Moreover, to elucidate the theory we use the same learning rates for all the algorithms in
an experiment. The number of workers is set to P = 32 every where, and plots are labeled w.r.t. the
number of local steps N which we don’t change along the different phases. We do the following
experiments:
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Figure S2: Performance of Local SGD at the optimal
1. Performance of local SGD with different number of local steps spanning OSA to MBA
(Figure S1). We globally find MBA to perform the best. Besides, as we increase the number of
local steps N the performance gets closer to OSA. This observation aligns with our theoretical
guarantees. We use the averaged iterate (i.e., w, the average over all the iterates till that point)
for reporting the performance. The current iterate (i.e., w˘tk, the ghost iterate for the current
iteration) is omitted as the graphs are too noisy to be interpreted, and a variance of the loss is
used instead.
2. https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
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Figure S3: Variance of the loss function compared to MBA
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Figure S4: Iterate Convergence of a single process against SGD and the ghost process.
2. Performance of local SGD with different number of local steps when started at the optimal
point (Figure S2). We expect that if we start at w? then the bias term goes to zero and the
difference between the algorithms becomes sharper. This is because our results predict that
for constant learning rate, the initial conditions are forgotten at the same rate. We see that
mini-batch outperforms OSA no the first iterations, but not asymptotically.
3. Variance of the estimators, for loss (Figure S3) and iterate values (Figure S4). We expect that
a larger mini-batch size predicts a lower variance for these cases, and we observe the same
through our experiments. In fact, the mean squared error of the parameters at the optimal is
observed to be following a periodic curve. The value on an individual worker rises until it
communicates, but always remains lower than a single SGD process run for the same number
of iterations. This, verifies our theory and results for iterate convergence. Moreover, the
variance at the loss function follows a similar pattern which elucidates the fact the intuitions
developed in the paper also hold for functional convergence.
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Appendix B. Some Additional Material
B.1. Pseudo codes
Pseudo codes of both algorithms are given in Figure S7.
Figure S5: Vanilla-SGD
Input: F : Rd → R
v0 ← Initialize
for t = 0,1,2,...T do
gt(vt−1)← SFO(F,vt−1)
vt ← vt−1 − ηtgt(vt−1)
end
Output: S(v0,v1, ..,vT−1,vT ) ∈ Rd
Figure S6: Local-SGD
Input: F : Rd → R
wˆ0 = w0 ← Initialize
for t = 1, 2, ...C do
for i=1,2,...P do in parallel
wti,0 ← wˆt−1
for k=0,1,2,...N t do
gti,k(w
t
i,k−1) ← SFO(F,wti,k−1)
wti,k ← wti,k−1 −
ηtkg
t
i,k(w
t
i,k−1)
end
wti ← 1Nt
∑Nt
k=1w
t
i,k
end
wt ← 1P
∑P
i=1w
t
i wˆ
t ← 1p
∑P
i=1w
t
i,Nt
end
Output: wT = 1C
∑C
t=1w
t ∈ Rd
Figure S7: Serial and parallel SGD algorithms. SFO stands for the stochastic first order oracle. Note
that every node has access to the full function i.e., the data is not distributed across nodes.
B.2. Summary of Results
In the table below, we specify for which algorithm our results apply (mini batch, one shot, or local
SGD), under which assumptions they are proved and if they apply to the on-line setting(OL) or just
the finite horizon(FH) case.
B.3. Example: Learning from i.i.d. observations
Our main motivation comes from machine learning; consider two sets X ,Y and a convex loss
function ` : X × Y × Rd → R. The generalization error is defined as F`(w) = EX,Y [`(X,Y,w)],
where (X,Y ) are some random variables. Given i.i.d. observations (Xk, Yk)k∈N∗ with the same
distribution as (X,Y ), for any k ∈ N∗, we define fk(·) = `(Xk, Yk, ·) the loss with respect to
observation k. SGD can be used in two contexts:
1. Stochastic Approximation: We use independent observations at each iteration. The total number
of iterations is thus at most the number of observations we access. SGD then corresponds to
following the gradient of the loss fk on a single independent observation (Xk, Yk). As the
gradients we use are then unbiased gradients of the generalization error, this means that SGD
directly minimizes this (unknown) function.
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Assumptions Setting
Proposition Algorithm A1 A2 Q1 A3 A4 A5 A6 FH OL
Theorem 1 Mini-Batch X X X X X X
Theorem 2 One-shot averaging X X X X X X
Theorem 6 Mini-Batch &OS X X X X X X
Theorem 3 Local SGD X X X X
Theorem S14 Local SGD X X X X X X
Theorem S17 Local SGD X X X X X X
Theorem 5 1. Local SGD X X X X X
Theorem 5 2. Local SGD X X X X X
Table S2: Summary of results
2. Empirical Risk Minimization: We define the empirical risk as Fˆ`(w) = N−1
∑N
k=1[`(Xk, Yk,w)].
At each step t, we sample an index it uniformly on [N ], and use the gradient of the loss fit .
Here the number of iterations is not limited, but the algorithm will converge to the minimum
of the empirical risk.
In practice, this means that in the first situation, we want to optimize the precision of the algorithm for
a limited number of oracle calls, while in the second situation one would rather optimize the number
of outer iterations of the algorithm (i.e. its running time). In both these assumptions, Assumption A3
is satisfied for the filtration generated by all the observations before time (t, k) (respectively all the
indices sampled before time (t, k)).
Two typical situations regarding loss functions are worth mentioning. On the first hand, in
least-squares regression, X = Rd, Y = R, and the loss function is `(X,Y,w) = (〈X,w〉 − Y )2.
Then FΣ is the quadratic function w 7→
∥∥Σ1/2(w −w?)∥∥2 /2, with Σ = E[XX>], which satisfies
Assumption Q1. For any w ∈ Rd,
f ′k(w)− F ′Σ(w) = (XkX>k − Σ)(w −w?)− (X>k w? − Yk)Xk (S1)
Then, Assumption A5 and A6 are satisfied, if X is bounded and Y has finite variance.
On the other hand, in logistic regression, where `(X,Y,w) = log(1 + exp(−Y 〈X,w〉)).
Assumptions A2 and A4 are then satisfied Bach (2014), as is Assumption A1 under an additional
restriction to a compact set or if an extra regularization is added.
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SGD for least squares regression typically satisfies Q1, A3, A5 and A6. On the other hand, SGD
for logistic regression satisfies A1, A2, A3 and A4.
Appendix C. Convergence guaranties for the second order moment.
In this section, we prove several Lemmas that allow to control the second order moment for the iterate.
We first recall a few useful inequalities that will be used in the following. See for example Nesterov
(2004).
If F is convex and smooth (e.g. satisfies A2), the gradient of F is cocoercive, thus for any
w ∈ Rd:
L
〈
F ′(w),w −w?〉 ≥ ∥∥F ′(w)∥∥ . (S2)
If the function is strongly-convex (Assumption A1), then for any w ∈ Rd:〈
F ′(w),w −w?〉 ≥ µ ‖w −w?‖2 . (S3)
C.1. Inner iteration Lemma
We first recall the proof of the convergence for inner iterates. This proof corresponds to what happens
on one machine, and can be found in the literature Bach and Moulines (2011); Dieuleveut et al.
(2017) for example.
For any p ∈ [P ], t ∈ [C], k ∈ [N t], under Assumptions A1, A2, A3, A5, A6, we have
E
[∥∥wtp,k −w?∥∥2] ≤ E [∥∥wtp,k−1 −w?∥∥2]− ηtk 〈F ′(wtp,k−1),wtp,k−1 −w?〉+ 2(ηtk)2σ2 (S4)
E
[∥∥wtp,k −w?∥∥2] ≤ (1− ηtkµ)E [∥∥wtp,k−1 −w?∥∥2]+ 2ηtkσ2.
Using the second equation recursively results in:
E
[∥∥wtp,k −w?∥∥2] ≤ k∏
m=1
(1− ηtmµ)E
[∥∥wtp,0 −w?∥∥2]+ 2σ2 k∑
m=1
(ηtm)
2
k∏
l=m+1
(1− ηtlµ). (S5)
More precisely, for precise reference in the following proofs, we referenced this inequality with
the following specific cases:
Lemma S7 Under Assumptions A1, A2, A3, A5, A6, for mini-batch SGD with batch-size P and
step-size η we have,
E
[∥∥wtMB −w?∥∥2] ≤ t∏
m=1
(1− µη)E
[∥∥w0 −w?∥∥2]+ 2σ2η2
P
t∑
m=1
t∏
l=m+1
(1− µη).
Such a result on reduced variance for mini-batch SGD (σ
2
P ) can be found in many previous works
like Dekel et al. (2012b). Since mini-batch SGD is trivial to parallelize, this result also holds for the
averaged iterate for outer iteration t while using mini-batch averaging. Similarly, for decaying step
sizes,
6
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Lemma S8 Under Assumptions A1, A2, A3, A5, A6, and η˜t =
cη
tα for mini-batch SGD, for any
t ∈ [C] we have,
E
[∥∥wtMB −w?∥∥2] ≤ t∏
m=1
(1− µη˜m)
∥∥w0 −w?∥∥2 + 2σ2 1
P
t∑
m=1
(η˜m)
2
t∏
l=m+1
(1− µη˜l).
Similarly, in the case of one-shot averaging,
Lemma S9 Under Assumptions A1, A2, A3, A5, A6 and a constant step-size η using one-shot
averaging, for any K ∈ [N1] and i ∈ [P ] we have,
E
[∥∥w1i,K −w?∥∥2] ≤ K∏
m=1
(1− µη)∥∥w0 −w?∥∥2 + 2σ2η2 K∑
m=1
K∏
l=m+1
(1− µη1l ).
Lemma S10 Under Assumptions A1, A2, A3, A5, A6, and η1k = η˜k =
cη
kα using one-shot averaging
for any K ∈ [N1] and i ∈ [P ] we have,
E
[∥∥w1i,K −w?∥∥2] ≤ K∏
m=1
(1− µη1m)
∥∥w0 −w?∥∥2 + 2σ2 K∑
m=1
(η1m)
2
K∏
l=m+1
(1− µη1l ).
C.2. Proof of Theorem 3
In this Section we prove Theorem 3. In order to provide a bound on the mean squared distance to the
optimum of the outer iterates, we introduce a ghost sequence Mania et al. (2015), i.e., a sequence of
iterates which is not actually computed. For any t ∈ [C], k ∈ [N t], we define
w˘tk :=
1
P
P∑
i=1
wti,k. (S6)
We prove the following Lemma:
Lemma S11 Under Assumptions Q1, A3 and A4, for any t ∈ [C],K ∈ [N t], we have:
E
[∥∥w˘tK −w?∥∥2] ≤ K∏
m=1
(1− µηtm)
∥∥w˘t0 −w?∥∥2 + σ2∞P
K∑
m=1
(ηtm)
2
K∏
l=m+1
(1− µηtl ) . (S7)
Remarking that for any t ∈ [C], w˘tNt = wˆt this implies the first inequality of Theorem 3. Note
that this Lemma is valid for both decaying steps and and a constant learning rate. Especially, for a
constant step size η, and K = N t:
E
[∥∥wˆt −w?∥∥2] ≤ (1− µη)Nt ∥∥wˆt−1 −w?∥∥2 + σ2∞
P
η
1− (1− µη)Nt
µ
.
More generally, we also have the following corollary, if we denote (η˜k)k≥0 the sequence such that
ηtk = η˜{∑t−1
t′=1N
t′+k} (this just corresponds to re-indexing the sequence):
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Corollary S12 Under Assumptions Q1, A3 and A4, for any T ∈ [C], we have:
E
[∥∥∥wˆT −w?∥∥∥2] ≤
∑T
t=1N
t∏
k=1
(1− µη˜k) ‖w0 −w?‖2 + σ
2∞
P
∑T
t=1N
t∑
t=1
η˜2k
∑T
t=1N
t∏
j=k+1
(1− µη˜j) . (S8)
Proof [Proof of Theorem S12] By induction, Theorem S11 implies that for any T ∈ [C]
E
[∥∥∥wˆT −w?∥∥∥2] ≤ T∏
t=1
Nt∏
k=1
(1−µηtk) ‖w0 −w?‖2+
σ2∞
P
T∑
t=1
T∏
t′=t+1
Nt
′∏
k=1
(1−µηtk)
Nt∑
k=1
(ηtk)
2
Nt∏
j=k+1
(1−µηtj) .
(S9)
Then using ηtk = η˜{∑t−1
t′=1N
t′+k}, the corollary is just re-writing of Equation (S9).
To prove the second inequality of Theorem 3, we combine Theorem S11 and Equation (S5), using
the fact that wtp,0 = wˆ
t−1.
This results means that for a quadratic function with gradients having uniformly bounded variance,
the outer iteration decay is the same as for mini-batch iterations (but for mini-batch, it is true under
the weaker set of Assumptions A1, A2, A3, A5, A6).
C.2.1. PROOF
Proof [Proof of Theorem S11] By definition of w˘tk, we have for any t ∈ [C], k ∈ [N t], using the
linearity of F ′ (Assumption Q1):
1
P
P∑
i=1
wti,k+1 =
1
P
P∑
i=1
wti,k −
1
P
P∑
i=1
ηtk+1g
t
i,k+1(w
t
i,k)
w˘tk+1 −w? = w˘tk −w? −
1
P
P∑
i=1
ηtk+1g
t
i,k+1(w
t
i,k)
E
[∥∥w˘tk+1 −w?∥∥2 |Hk,t] ≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1〈w˘tk −w?, F ′(w˘tk)〉
+ (ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
|Hk,t
 . (S10)
Now analyzing just the last term,
(ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
|Hk,t

= (ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
(
gti,k+1(w
t
i,k)− F ′(wti,k)
)∥∥∥∥∥
2
|Hk,t
+ (ηtk+1)2 ∥∥F ′(w˘tk)∥∥2 . (S11)
8
COMMUNICATION TRADE-OFFS FOR SYNCHRONIZED DISTRIBUTED SGD
Under the independence of the noises (Assumption A3), then the uniform upper bound on the
variance (Assumption A4), we have the following upper bound :
E
∥∥∥∥∥ 1P
P∑
i=1
(
gti,k+1(w
t
i,k)− F ′(wti,k)
)∥∥∥∥∥
2
|Hk,t
 = 1
P 2
P∑
i=1
E
[∥∥(gti,k+1(wti,k)− F ′(wti,k))∥∥2 |Hk,t]
≤ 1
P
σ2∞ .
Under Assumption Q1, F ′ is co-coercive, thus using Equation (S2), we have the following upper
bound:
E
[∥∥w˘tk+1 −w?∥∥2 |Hk,t] ≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1(1− ηtk+1L)〈w˘tk −w?, F ′(w˘tk)〉+ (ηtk+1)2σ2∞P .
And using strong convexity (esp. Equation (S3)), and the fact that ηtk+1L ≤ 12 :
E
[∥∥w˘tk+1 −w?∥∥2 |Hk,t] ≤ (1− 2µηtk+1(1− ηtk+1L))∥∥w˘tk −w?∥∥2 + (ηtk+1)2σ2∞P
≤ (1− µηtk+1)
∥∥w˘tk −w?∥∥2 + (ηtk+1)2σ2∞P . (S12)
By recursion, we then have, for any K ∈ [N t]:
E
[∥∥w˘tK −w?∥∥2] ≤ K∏
k=1
(1− µηtk)
∥∥w˘t0 −w?∥∥2 + σ2∞P
K∑
k=1
(ηtk)
2
K∏
j=k
(1− µηtj) .
This concludes the proof.
C.3. Proof of Theorem S13
In this Section we prove Theorem S13.
C.3.1. STATEMENT OF THEOREM S13
Proposition S13 (Local-SGD: Quadratic Functions) Under Assumptions Q1,A3,A5,A6, we have
the following bound for one shot averaging: p ∈ [P ], t ∈ [C], k ∈ [N t],
E
[∥∥wˆt −w?∥∥2] ≤ κt2
∑t
t′=1N
t′∏
k=1
(1− µη˜k) ‖w0 −w?‖2 + 2κt1κt2
σ2
P
∑t
k=1N
t∑
t=1
η˜2k
∑t
t′=1N
t′∏
j=k+1
(1− µη˜j)
(S13)
E
[∥∥wtp,k −w?∥∥2] ≤ κt2
∑t
t′=1N
t′+k∏
k=1
(1− µη˜k) ‖w0 −w?‖2 + 2κt1κt2
σ2
P
∑t
t′=1N
t′∑
u=1
η˜2u
∑t
t′=1N
t′+k∏
j=k+1
(1− µη˜j)
9
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+ 2
σ2
P
∑t
t′=1N
t′+k∑
u=
∑t
t′=1N
t′
η˜2u
∑t
t′=1N
t′+k∏
j=u+1
(1− µη˜j), (S14)
with, for t ∈ [C], κt1 =
(
4 + µ
∑Nt
k=1(η
t
k)
2
)
, and κt2 := exp
(
µ
∑t
t′=0
∑Nt
k=1(η
t
k)
2
)
.
When considering a constant step size η, we have the following corollary.
Corollary S14 (Local-SGD: Quadratic Functions) Under Assumptions Q1,A3,A5,A6, we have
the following bound for one shot averaging: p ∈ [P ], t ∈ [C], k ∈ [N t], constant learning rate η,
E
[∥∥wˆt−1 −w?∥∥2] ≤ τ t2(1− ηµ)N t−11 ‖w0 −w?‖2 + 2τ t1τ t2σ2ηP 1− (1− ηµ)N
t−1
1
µ
(S15)
E
[∥∥wtp,k −w?∥∥2] ≤ τ t2(1− ηµ)N t−11 +k ‖w0 −w?‖2
+ 2σ2
(
sup
t′=1...t
(τ t1)τ
t
2
1− (1− ηµ)N t−11
Pµ
+
1− (1− ηµ)k
µ
)
. (S16)
Where we have τ t1 = 4 + µN
tη2 and τ t2 = exp
(
µN t1η
2
)
. Under the latter requirement (for
optimality) that for any t, N tµPη ≤ 1, we have µN t1η2 ≤ CηP−1, thus this is generally a small
constant. This result is a consequence of Theorem S15.
Interpretation. As before, the first bound shows that the variance of the iterates after communica-
tion is reduced by a factor of P w.r.t. the serial case, thus almost as good as mini-batch averaging.
However, the constants involved are worse than in the additive noise setting (Theorem 3). Conse-
quently, and similarly to Theorem 3, the bound for the current iterates is composed of two terms for
the variance: a “reduced variance” coming from the communication step, and a “inner loop” variance,
that does not benefit from the number of machines.
Finally, we provide a convergence result in the most general case, removing the quadratic assump-
tion. For the sake of concision, we skip the bound for the averaged iterate after a communication
round, and directly give the result for the inner process.
C.3.2. PROOF
This result is a consequence of Theorem S15, which implies Equation (S15). Indeed, using it
recursively, and using (1 + x) ≤ exp(x), we get:
E
[∥∥∥wˆT −w?∥∥∥2] ≤ exp
µ T∑
t′=0
Nt∑
k=1
(ηtk)
2
 T∏
t′=1
Nt
′∏
k=1
(1− µηtk)E
[
‖w0 −w?‖2
]
+ 2κ1 exp
µ t∑
t′=0
Nt∑
k=1
(ηtk)
2
 σ2
P
T∑
t=1
T∏
t′=t+1
Nt
′∏
k=1
(1− µηtk)
Nt∑
k=1
(ηtk)
2
Nt∏
j=k+1
(1− µηtj)
With, for t ∈ [C], κt1 =
(
4 + µ
∑Nt
k=1(η
t
k)
2
)
, and κt2 := exp
(
µ
∑t
t′=0
∑Nt
k=1(η
t
k)
2
)
, and re-writing
everything in terms of the sequence η˜k, it gives Equation (S13). The second inequality naturally
follows.
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Lemma S15 Under Assumptions Q1, A3, A5, A6, for any t ∈ [C],K ∈ [N t], we have:
E
[∥∥wˆt −w?∥∥2] ≤
1 + µ Nt∑
k=1
(ηtk)
2
 Nt∏
k=1
(1− µηk)E
[∥∥wˆt−1 −w?∥∥2] (S17)
+ 2
4 + µ Nt∑
k=1
(ηtk)
2
 σ2
P
Nt∑
k=0
(ηtk)
2
Nt∏
j=k+1
(1− µηtj). (S18)
The proof is a bit technical, so we summarize here the 2 main steps:
1. We prove an inequality (namely Equation (S20)) that is comparable to Equation (S12), but
with an extra term.
2. We use the control on the inner process (Appendix C.1) to control the extra term.
Proof We consider again the ghost process defined at Equation (S6). Equations (S10) and (S11) are
still valid. We now use the following decomposition3:
 := (ηtk+1)2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
|Hk,t

= (ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
(
gti,k+1(w
t
i,k)− F ′(wti,k)
)∥∥∥∥∥
2
|Hk,t
+ (ηtk+1)2 ∥∥F ′(w˘tk)∥∥2
≤ 2(ηtk+1)2E
∥∥∥∥∥ 1P
P∑
i=1
(
gti,k+1(w
t
i,k)− F ′(wti,k)− gti,k+1(w?)
)∥∥∥∥∥
2
|Hk,t

+ 2(ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
?)
∥∥∥∥∥
2
|Hk,t
+ (ηtk+1)2 ∥∥F ′(w˘tk)∥∥2 .
Using the independence of the noises (Assumption A3) we have,
 ≤ 2(η
t
k+1)
2
P 2
P∑
i=1
E
[∥∥(gti,k+1(wti,k)− F ′(wti,k)− gti,k+1(w?))∥∥2 |Hk,t]
+
2(ηtk+1)
2
P
E
[∥∥gti,k+1(w?)∥∥2 |Hk,t]+ (ηtk+1)2 ∥∥F ′(w˘tk)∥∥2
≤ 4(η
t
k+1)
2
P 2
P∑
i=1
(
E
[∥∥(gti,k+1(wti,k)− gti,k+1(w?))∥∥2 |Hk,t]+ E [∥∥(F ′(wti,k)− F ′(w?))∥∥2 |Hk,t])
+
2(ηtk+1)
2
P
E
[∥∥gti,k+1(w?)∥∥2 |Hk,t]+ (ηtk+1)2 ∥∥F ′(w˘tk)∥∥2 .
3. In the following, , ,♣, etc. are used as symbolic notations to ease presentation.
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Using Assumption A5 (co-coercivity for (gti,k)-s and F ) we obtain,
 ≤ 8L(η
t
k+1)
2
P 2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉
+
2(ηtk+1)
2
P
E
[∥∥gti,k+1(w?)∥∥2 |Hk,t]
+ (ηtk+1)
2L
〈
F ′(w˘tk), w˘
t
k −w?
〉
. (S19)
This leads to, combining Equations (S10) and (S19), and the upper bound on the variance of the
noise at the optimum (Assumption A6)
 := E
[∥∥w˘tk+1 −w?∥∥2 |Hk,t]
≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1〈w˘tk −w?, F ′(w˘tk)〉+ 2(ηtk+1)2P E [∥∥gti,k+1(w?)∥∥2 |Hk,t]
+
8L(ηtk+1)
2
P 2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉
+ (ηtk+1)
2L
〈
F ′(w˘tk), w˘
t
k −w?
〉
≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1(1− ηtk+1L)〈w˘tk −w?, F ′(w˘tk)〉+ 2(ηtk+1)2P σ2
+
8L(ηtk+1)
2
P 2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉
.
Using Lηtk+1 ≤ 12 , and strong-convexity (Assumption A1)
E
[∥∥w˘tk+1 −w?∥∥2 |Hk,t] ≤ (1− µηtk+1) ∥∥w˘tk −w?∥∥2 + 2(ηtk+1)2σ2P
+
8L(ηtk+1)
2
P 2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉
. (S20)
This inequality should be compared to Equation (S12). It is interesting to remark that the last
term is not an artifact of the proof: this is easy to check for least-squares regression.
Using recursively the above inequality and using the definition of w˘t, and taking expectation on
the historical randomness we have, for any N ∈ [N t − 1]
E
[∥∥w˘tN+1 −w?∥∥2] ≤ N∏
k=0
(1− µηtk+1)E
[∥∥w˘t0 −w?∥∥2]+ 2σ2P
N∑
k=0
(ηtk+1)
2
N∏
j=k+1
(1− µηtj+1)
+
8L
P 2
E
 N∑
k=0
(ηtk+1)
2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉 N∏
j=k+1
(1− µηtj+1)
 .
Especially, for N = N t − 1, w˘tNt = wˆt, and moreover w˘t0 = wˆt−1:
E
[∥∥wˆt −w?∥∥2] ≤ Nt−1∏
k=0
(1− µηtk+1)E
[∥∥wˆt−1 −w?∥∥2]+ 2σ2
P
Nt−1∑
k=0
(ηtk+1)
2
Nt−1∏
j=k+1
(1− µηtj+1)
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+
8L
P 2
E
Nt−1∑
k=0
(ηtk+1)
2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉 Nt−1∏
j=k+1
(1− µηtj+1)
 .
(S21)
To upper bound the last term in the above equation, we use Equation (S4),
♣ := 8L
P 2
Nt−1∑
k=0
(ηtk+1)
2
P∑
i=1
〈
F ′(wti,k)− F ′(w?),wti,k −w?
〉 Nt−1∏
j=k+1
(1− µηtj+1)
≤ 8L
P 2
Nt−1∑
k=0
ηtk+1
P∑
i=1
(
E
[∥∥wti,k −w?∥∥2]− E [∥∥wti,k+1 −w?∥∥2]
+ 2(ηtk+1)
2σ2
) Nt−1∏
j=k+1
(1− µηtj+1)
≤ 8L
P 2
Nt−1∑
k=0
ηtk+1
P∑
i=1
(
E
[∥∥wti,k −w?∥∥2]− E [∥∥wti,k+1 −w?∥∥2]) Nt−1∏
j=k+1
(1− µηtj+1)
+
16Lσ2
P
Nt−1∑
k=0
(ηtk+1)
3
Nt−1∏
j=k+1
(1− µηtj+1) .
Note that since the mean squared distance doesn’t depend on the machine, we can assume to be
working on machine 1. This leads to, using an Abel transform:
♣ ≤ 8L
P
Nt−1∑
k=0
(
E
[∥∥wt1,k −w?∥∥2]− E [∥∥wt1,k+1 −w?∥∥2]) Nt−1∏
j=k+1
(1− µηtj+1)ηtk+1
+
16Lσ2
P
Nt−1∑
k=0
(ηtk+1)
3
Nt−1∏
j=k+1
(1− µηtj+1)
≤ 8L
P
(
Nt−1∑
k=0
E
[∥∥wt1,k −w?∥∥2](ηtk+1 Nt−1∏
j=k+1
(1− µηtj+1)− ηtk
Nt−1∏
j=k
(1− µηtj+1)
)
+ E
[∥∥wt1,0 −w?∥∥2]Nt−1∏
j=0
(1− µηtj+1)ηt0 − E
[∥∥∥wt1,Nt −w?∥∥∥2] ηtNt
)
+
16Lσ2
P
Nt−1∑
k=0
(ηtk+1)
3
Nt−1∏
j=k+1
(1− µηtj+1) .
Finally, using convexity, we have that
E
[∥∥w˘tNt −w?∥∥2] ≤ 1P
P∑
p=1
E
[∥∥∥wtp,Nt −w?∥∥∥2] = E [∥∥∥wt1,Nt −w?∥∥∥2] .
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Thus:
♣ ≤ 8L
P
Nt−1∑
k=0
E
[∥∥wt1,k −w?∥∥2] Nt−1∏
j=k+1
(1− µηj+1)
(
ηtk+1 − ηtk(1− µηtk+1)
)
+
8L
P
E
[∥∥wˆt−1 −w?∥∥2]Nt−1∏
j=0
(1− µηtj+1)ηt0 −
8L
P
E
[∥∥wˆt −w?∥∥] ηtNt
+
16Lσ2
P
Nt−1∑
k=0
(ηtk+1)
3
Nt−1∏
j=k+1
(1− µηtj+1) . (S22)
We now use Equation (S5). It leads to the following,
8L
P
Nt−1∑
k=0
E
[∥∥wt1,k −w?∥∥2] Nt−1∏
j=k+1
(1− µηj+1)
(
ηtk+1 − ηtk(1− µηtk+1)
)
≤ 8L
P
Nt−1∏
j=0
(1− µηj+1)E
[∥∥wˆt−1 −w?∥∥2]Nt−1∑
k=0
(
ηtk+1 − ηtk(1− µηtk+1)
)
+
8L
P
Nt−1∑
k=0
(
2σ2
k∑
l=1
(ηtl )
2
k∏
m=l+1
(1− µηtm)
) Nt−1∏
j=k+1
(1− µηj+1)
(
ηtk+1 − ηtk(1− µηtk+1)
)
≤ 8L
P
Nt−1∏
j=0
(1− µηj+1)E
[∥∥wˆt−1 −w?∥∥2]Nt−1∑
k=0
(
ηtk+1 − ηtk(1− µηtk+1)
)
+
16σ2L
P
Nt−1∑
k=0
k∑
l=1
(ηtl )
2
Nt−1∏
j=l+1
(1− µηj+1)
(
ηtk+1 − ηtk(1− µηtk+1)
)
≤ 8L
P
Nt−1∏
j=0
(1− µηj+1)E
[∥∥wˆt−1 −w?∥∥2] (ηtNt−1 − ηt0 + Nt−1∑
k=0
µ(ηtk)
2
)
+
16σ2L
P
Nt−1∑
l=1
Nt−1∑
k=l
(ηtl )
2
Nt−1∏
j=l+1
(1− µηj+1)
(
ηtk+1 − ηtk(1− µηtk+1)
)
≤ 8L
P
Nt−1∏
j=0
(1− µηj+1)E
[∥∥wˆt−1 −w?∥∥2] (ηtNt−1 − ηt0 + Nt−1∑
k=0
µ(ηtk)
2
)
+
16σ2L
P
Nt−1∑
l=1
(ηtl )
2
Nt−1∏
j=l+1
(1− µηj+1)
Nt−1∑
k=0
(
ηtk+1 − ηtk(1− µηtk+1)
)
≤ 8L
P
Nt−1∏
j=0
(1− µηj+1)E
[∥∥wˆt−1 −w?∥∥2] (ηtNt − ηt0 + Nt−1∑
k=0
µ(ηtk+1)
2
)
+
16σ2L
P
Nt−1∑
k=0
(ηtk+1)
2
Nt−1∏
j=k+1
(1− µηj+1)
(
ηtNt − ηt0 +
Nt−1∑
k=0
µ(ηtk+1)
2
)
. (S23)
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Combining Equations (S21) to (S23), we get, denoting CNt = ηtNt +
∑Nt−1
k=0 µ(η
t
k+1)
2:
E
[∥∥wˆt −w?∥∥2] ≤ Nt−1∏
k=0
(1− µηk+1)E
[∥∥wˆt−1 −w?∥∥2]+ 2σ2
P
Nt−1∑
k=0
(ηtk+1)
2
Nt−1∏
j=k+1
(1− µηtj+1)
+
8L
P
Nt−1∏
j=0
(1− µηj+1)E
[∥∥wˆt−1 −w?∥∥2] (CNt − ηt0)− 8LP E [∥∥wˆt −w?∥∥] ηtNt
+
16σ2L
P
Nt−1∑
k=0
(ηtk+1)
2
Nt−1∏
j=k+1
(1− µηj+1)(CNt − ηt0)
+
8L
P
E
[∥∥wˆt−1 −w?∥∥2]Nt−1∏
j=0
(1− µηtj+1)ηt0 +
16Lσ2
P
Nt−1∑
k=0
(ηtk+1)
3
Nt−1∏
j=k+1
(1− µηtj+1) .
Thus, simplifying:(
1 +
8L
P
ηtNt
)
E
[∥∥wˆt −w?∥∥2]
≤
1 + 8L
P
ηtNt +
Nt−1∑
k=0
µ(ηtk+1)
2
Nt−1∏
k=0
(1− µηk+1)E
[∥∥wˆt−1 −w?∥∥2]
+ 2
σ2
P
Nt−1∑
k=0
(ηtk+1)
2
1 + 8L
P
ηtNt +
Nt−1∑
k=0
µ(ηtk+1)
2 + Lηtk+1
 Nt−1∏
j=k+1
(1− µηtj+1).
This concludes the proof of the Lemma, using Lηtk ≤ 1/2:
E
[∥∥wˆt −w?∥∥2] ≤
1 + µ Nt∑
k=1
(ηtk)
2
 Nt∏
k=1
(1− µηk)E
[∥∥wˆt−1 −w?∥∥2]
+ 2
4 + µ Nt∑
k=1
(ηtk)
2
 σ2
P
Nt∑
k=0
(ηtk)
2
Nt∏
j=k+1
(1− µηtj).
This result can be used recursively. It implies that if µ
∑C
t=1
∑Nt
k=1(η
t
k)
2 ≤ K, then the upper
bound on the outer iterates is as good as the one for mini-batch, up to a constant.
C.4. Proof of Theorem S16
In this Section we prove the first upper bound of Theorem S17.
C.4.1. STATEMENT OF THEOREM S16
Finally, we provide a convergence result in the most general case, removing the quadratic assumption.
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Proposition S16 (Local-SGD: General Functions) Under Assumptions A1, A2, A3, A4 we have:
E
[∥∥wtp,k −w?∥∥2] ≤ κ2
∑t
t′=1N
t′+k∏
k=1
(1− µη˜k) ‖w0 −w?‖2 + 2σ
2
P
∑t
t′=1N
t′+k∑
u=
∑t
t′=1N
t′
η˜2u
∑t
t′=1N
t′+k∏
j=u+1
(1− µη˜j)
+ ( sup
t′=1...t
CP,M,K,t′)
σ2
P
∑t
t′=1N
t′∑
u=1
η˜2u
∑t
t′=1N
t′+k∏
j=k+1
(1− µη˜j),
with CP,M,K,t = 1 +MP
∑K
k=1 η
t
k
∥∥w˘tk−1 −w?∥∥.
Interpretation: if (supt′=1...tCP,M,K,t) is uniformly bounded, we perform as well as minibatch
SGD for the outer iterations (up to a constant).
For a constant step size η, the proposition has the following corollary:
Corollary S17 (Local-SGD: General Functions) Under Assumptions A1, A2, A3, A4 we have:
E
[∥∥wtp,k −w?∥∥2] ≤ τ t2(1− ηµ)N t−11 +k ‖w0 −w?‖2
+ σ2∞
((
sup
t′=1...t
CP,M,t′
)
1− (1− ηµ)N t−11
Pµ
+ 2
1− (1− ηµ)k
µ
)
.
Where CP,M,t = 1 +MPη
∑Nt
k=1 E
[∥∥w˘tk−1 −w?∥∥]. We prove the on-line case of the result using
Theorem S18 in supplementary material.
Interpretation. When communication occurs, averaging the different models over the machines
results in a variance reduction, but at each phase, the variance accumulated within the phase is
degraded with respect to the simplest setting by at most CP,M,t. This constant increases with the num-
ber of machines and the step size, and also depends on the mean distance
∑Nt
k=1 E
[∥∥w˘tk−1 −w?∥∥]
during phase t. As a consequence if CP,M,t is uniformly bounded, we perform as well as mini-
batch SGD. If E
[∥∥w˘tk−1 −w?∥∥] is assumed to be decaying, this is true if for any t ∈ [T ],
N tηMPE
[∥∥wˆt −w?∥∥] ≤ O(1).
In the following, we alternatively relax the bounded variance assumption A4 and the quadratic
assumption Q1, and show similar results for local SGD. This allows us to successively cover the
cases of least squares regression (LSR) and logistic regression (LR).
C.4.2. PROOF
Theorem S16 follows from Theorem S18. We have for any t ∈ [C],K ∈ [N t],
E
∥∥w˘tK −w?∥∥2 ≤ K∏
k=1
(1− µηtk)E
∥∥w˘t0 −w?∥∥2 + CP,M,K,tσ2∞P
K∑
k=1
(ηtk)
2
K∏
j=k+1
(1− µηtj),
with CP,M,K,t = 1 +MP
∑K
k=1 η
t
k
∥∥w˘tk−1 −w?∥∥.
As in the two previous sections, we first focus on upper bounding E
[∥∥w˘tk −w?∥∥2]. We prove
the following Lemma:
16
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Lemma S18 For any t ∈ [C],K ∈ [N t], under Assumptions A1, A2, A3, A4 we have:
E
∥∥w˘tK −w?∥∥2 ≤ K∏
k=1
(1− µηtk)E
∥∥w˘t0 −w?∥∥2 + CP,M,K,tσ2∞P
K∑
k=1
(ηtk)
2
K∏
j=k+1
(1− µηtj),
with CP,M,K,t = 1 +MP
∑K
k=1 η
t
kE
[∥∥w˘tk−1 −w?∥∥].
This means, if we have consider an weak upper bound on E
[∥∥w˘tk −w?∥∥] ≤ R that the inner loops
keeps the same variance as the mini-batch case if MP
∑K
k=1 η
t
k = O(1). For example, for a constant
step size η, it results in PN tη ≤ 1, i.e. N t ≤ 1Pη . Note that the number of inner steps one can make
increases with the phases, as E
[∥∥wˆt −w?∥∥] decreases.
C.4.3. PROOF OF THEOREM S18
We rely on the following decomposition. Almost surely, we have:
E
[∥∥w˘tk+1 −w?∥∥2 |Hkt ] ≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1〈w˘tk −w?, F ′(w˘tk)〉
+ (ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
|Hk,t

+ 2ηtk+1
〈
w˘tk −w?, F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉
. (S24)
The first two lines correspond to the quadratic case (Equation (S10)), that has been analyzed in
Theorem S15. The third term accounts for the difference between the mean gradient and the gradient
at the mean point. We use Assumption A2 to control this term.
We then use the following Lemma, which control how the inner iterates wtp,k deviate from their
average w˘tk:
Lemma S19 For any t ∈ [C], k ∈ [N t], under Assumptions A1, A2, A3, A4 we have a.s.:
1
P
P∑
p=1
E
[∥∥wtp,k − w˘tk∥∥2] ≤ σ2∞ k∑
j=1
(ηtj)
2
k∏
s=j+1
(1− ηtsµ).
The proof of this Lemma is postponed to Appendix C.4.4.
Using Cauchy-Schwarz inequality and the bound on the third order derivative of F , we have:
2ηtk+1
〈
w˘tk −w?, F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉 ≤ 2ηtk+1 ∥∥w˘tk −w?∥∥
∥∥∥∥∥∥F ′(w˘tk)− 1P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥ ,
(S25)
and, using a second order expansion of the gradient at w˘tk together with Assumption A2 we have:∥∥∥∥∥∥F ′(w˘tk)− 1P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥ ≤ MP
P∑
p=1
∥∥wtp,k − w˘tk∥∥2 . (S26)
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Using the proof of Equation (S12), and combining Equations (S24) to (S26) and Theorem S19,
we have, for any t ∈ [C], k ∈ [N t]:
M := E
[∥∥w˘tk+1 −w?∥∥2 |Hkt ]
M ≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1〈w˘tk −w?, F ′(w˘tk)〉+ (ηtk+1)2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
|Hk,t

+ 2ηtk+1
〈
w˘tk −w?, F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉
E[M] ≤ (1− µηtk+1)E
[∥∥w˘tk −w?∥∥2]+ (ηtk+1)2 1P σ2∞
+ 2ηtk+1E
[∥∥w˘tk −w?∥∥]M k∑
j=1
(ηtj)
2σ2∞
k∏
s=j+1
(1− ηtsµ). (S27)
Thus by induction, for any t ∈ [C],K ∈ [N t]:
E
[∥∥w˘tK −w?∥∥2] ≤ K∏
k=1
(1− µηtk)E
[∥∥w˘t0 −w?∥∥2]+ 1P σ2∞
K∑
k=1
(ηtk)
2
K∏
j=k+1
(1− µηtj)
+ 2σ2∞M
K∑
k=1
ηtkE
[∥∥w˘tk−1 −w?∥∥] k∑
j=1
(ηtj)
2
k∏
s=j+1
(1− ηtsµ)
K∏
j=k+1
(1− µηtj)
=
K∏
k=1
(1− µηtk)E
[∥∥w˘t0 −w?∥∥2]+ 1P σ2∞
K∑
k=1
(ηtk)
2
K∏
j=k+1
(1− µηtj)
+ 2Mσ2∞
K∑
j=1
(ηtj)
2
K∏
s=j+1
(1− µηtj)
K∑
k=j
ηtkE
[∥∥w˘tk−1 −w?∥∥]
=
K∏
k=1
(1− µηtk)E
[∥∥w˘t0 −w?∥∥2]+ CP,M,K,tσ2∞P
K∑
k=1
(ηtk)
2
K∏
j=k+1
(1− µηtj),
with CP,M,K,t = 1 +MP
∑K
k=1 η
t
kE
[∥∥w˘tk−1 −w?∥∥]. This concludes the proof.
In the following section, we proved the auxiliary Lemma that was used in the proof.
C.4.4. PROOF OF THEOREM S19
We now study 1P
∑P
p=1
∥∥∥wtp,k − w˘tk∥∥∥2 as k increases. Note that initially (k = 0), this quantity is 0.
For any k ∈ [N t], p ∈ [P ]:
∥∥wtp,k − w˘tk∥∥2 =
∥∥∥∥∥wtp,k−1 − ηtkgtp,k(wtp,k−1)− w˘tk−1 + ηtk 1P
P∑
i=1
gti,k(w
t
i,k−1)
∥∥∥∥∥
2
=
∥∥wtp,k−1 − w˘tk−1∥∥2 − 2ηtk
〈
wtp,k−1 − w˘tk−1, gtp,k(wtp,k−1)−
1
P
P∑
i=1
gti,k(w
t
i,k−1)
〉
18
COMMUNICATION TRADE-OFFS FOR SYNCHRONIZED DISTRIBUTED SGD
+ (ηtk)
2
∥∥∥∥∥gtp,k(wtp,k−1)− 1P
P∑
i=1
gti,k(w
t
i,k−1)
∥∥∥∥∥
2
.
Thus, expanding and using cocoercivity Assumption:
E
[∥∥wtp,k − w˘tk∥∥2 |Htk−1] = ∥∥wtp,k−1 − w˘tk−1∥∥2
− 2ηtk
〈
wtp,k−1 − w˘tk−1, F ′(wtp,k−1)−
1
P
P∑
i=1
F ′(wti,k−1)
〉
+ E
(ηtk)2
∥∥∥∥∥gtp,k(wtp,k−1)− 1P
P∑
i=1
gti,k(w
t
i,k−1)
∥∥∥∥∥
2
|Htk−1

=
∥∥wtp,k−1 − w˘tk−1∥∥2 − 2ηtk 〈wtp,k−1 − w˘tk−1, F ′(wtp,k−1)− F ′(w˘tk−1)〉
+ 2ηtk
〈
wtp,k−1 − w˘tk−1, F ′(w˘tk−1)−
1
P
P∑
i=1
F ′(wti,k−1)
〉
+ E
(ηtk)2
∥∥∥∥∥gtp,k(wtp,k−1)− 1P
P∑
i=1
gti,k(w
t
i,k−1)
∥∥∥∥∥
2
|Htk−1

≤ (1− 2ηtkµ(1− ηtkL))
∥∥wtp,k−1 − w˘tk−1∥∥2
+ 2ηtk
〈
wtp,k−1 − w˘tk−1, F ′(w˘tk−1)−
1
P
P∑
i=1
F ′(wti,k−1)
〉
+ E
(ηtk)2
∥∥∥∥∥(gtp,k − F ′)(wtp,k−1)− 1P
P∑
i=1
(gti,k − F ′)(wti,k−1)
∥∥∥∥∥
2
|Htk−1
 .
Summing over p ∈ [P ]:
P∑
p=1
E
[∥∥wtp,k − w˘tk∥∥2 |Htk−1] ≤ (1− ηtkµ) P∑
p=1
∥∥wtp,k−1 − w˘tk−1∥∥2
+ 2ηtk
〈
P∑
p=1
(wtp,k−1 − w˘tk−1)︸ ︷︷ ︸
=0
, F ′(w˘tk−1)−
1
P
P∑
i=1
F ′(wti,k−1)
〉
+
P∑
p=1
E
(ηtk)2
∥∥∥∥∥(gtp,k − F ′)(wtp,k−1)− 1P
P∑
i=1
(gti,k − F ′)(wti,k−1)
∥∥∥∥∥
2
|Htk−1
 .
If we denote δtk =
1
P
∑P
p=1 E
[∥∥∥wtp,k − w˘tk∥∥∥2], we thus have δ0 = 0 and
δtk ≤ (1− ηtkµ)δtk−1 +
1
P
P∑
p=1
E
(ηtk)2
∥∥∥∥∥(gtp,k − F ′)(wtp,k−1)− 1P
P∑
i=1
(gti,k − F ′)(wti,k−1)
∥∥∥∥∥
2
|Htk−1
 .
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≤ 1
P
P∑
p=1
k∑
j=1
E
(ηtj)2
∥∥∥∥∥(gtp,j − F ′)(wtp,j−1)− 1P
P∑
i=1
(gti,j − F ′)(wti,j−1)
∥∥∥∥∥
2
 k∏
s=j+1
(1− ηtsµ)
≤
k∑
j=1
E
(ηtj)2
∥∥∥∥∥(gt1,j − F ′)(wt1,j−1)− 1P
P∑
i=1
(gti,j − F ′)(wti,j−1)
∥∥∥∥∥
2
 k∏
s=j+1
(1− ηtsµ)
≤
k∑
j=1
E
[
(ηtj)
2
∥∥(gt1,j − F ′)(wt1,j−1)∥∥2] k∏
s=j+1
(1− ηtsµ).
Note that everything is tight until the last line for P = 1 ( then for all k, δtk = 0). Under Assump-
tion A4, we thus have:
δtk ≤
k∑
j=1
(ηtj)
2σ2∞
k∏
s=j+1
(1− ηtsµ).
This concludes the proof.
Appendix D. Convergence guaranties for the fourth order moment.
In this section, we prove several Lemmas that allow to control the fourth order moment of the iterate.
While controlling the second order moment is sufficient for quadratic functions as no “residual” term
appears in Equation (3) (the “residual” corresponds to the rest of a linear expansion of the gradient,
which is thus exact for a quadratic function), in the general case, we also need to control the 4th
order moment.
We first give guarantees for the inner iterates (within a phase) in Appendix D.1, then in the local
SGD framework in Appendix D.2.
D.1. Inner Iteration Lemmas
Here, we can use the following Lemma from Dieuleveut et al. (2017), that gives a recursion for the
4th order moment.
Lemma S20 Under the Assumptions A1, A2, A3, A5 for th 4th-order moment, assuming η ≤ 118L
we have,
E
[
(
∥∥wti,k −w?∥∥)4]1/2 ≤ (1− ηµ)E [∥∥wti,k−1 −w?∥∥4]1/2 + 20η2σ2
E
[∥∥wti,k −w?∥∥4]1/2 ≤ (1− ηµ)kE [∥∥wti,0 −w?∥∥4]1/2 + 20ησ2µ .
In the mini-batch setting, we have of course the same result with a variance reduction:
Lemma S21 Under the Assumptions A1, A2, A3, A5 for th 4th-order moment for mini-batch
averaging we have, assuming η ≤ 118L we have,
E
[∥∥wˆt −w?∥∥4]1/2 ≤ (1− ηµ)E [∥∥wˆt−1 −w?∥∥4]1/2 + 20η2
P
σ2
E
[∥∥wˆt −w?∥∥4]1/2 ≤ (1− ηµ)t ∥∥w0 −w?∥∥2 + 20η
Pµ
σ2.
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Analogous to Theorem S20 we have the following result for fourth order moments,
Lemma S22 Under the Assumptions A1, A2, A3, A5 for th 4th-order moment, assuming η ≤ 118L
we have,
E
[∥∥wti,k −w?∥∥4]1/2 ≤ (1− ηtkµ)E [∥∥wti,k−1 −w?∥∥4]1/2 + 20η2σ2
E
[∥∥wti,k −w?∥∥4]1/2 ≤ k∏
j=1
(1− ηtjµ)
∥∥w0 −w?∥∥2 + 20σ2 k∑
j=1
k∏
l=j+1
(1− µηtl )(ηtj)2.
Similarly for mini-batch analogous to Theorem S21,
Lemma S23 Under the Assumptions A1, A2, A3, A5 for th 4th-order moment for mini-batch
averaging and decreasing step size we have, assuming η ≤ 118L we have,
E
[∥∥wˆt −w?∥∥4]1/2 ≤ (1− ηtµ)E [∥∥wˆt−1 −w?∥∥4]1/2 + 20η2
P
σ2
E
[∥∥wˆt −w?∥∥4]1/2 ≤ t∏
j=1
(
1− ηjµ) ∥∥wˆ0 −w?∥∥2 + 20σ2
P
t∑
j=1
t∏
l=j+1
(1− µηl)(ηj)2.
The proof is included for completeness and because the same proof technique is used afterwards
in Appendix D.2.
Proof For i ∈ [P ], k ∈ [Nt] and t ∈ [C] we define the notation φti,k =
∥∥∥wti,k −w?∥∥∥. We have
that,
(φti,k)
4 =
( ∥∥wti,k−1 −w?∥∥2 − 2η〈gti,k(wti,k−1),wti,k−1 −w?〉+ η2 ∥∥gti,k(wti,k−1)∥∥2 )2
=
(
(φti,k−1)
2 − 2η〈gti,k(wti,k−1),wti,k−1 −w?〉+ η2 ∥∥gti,k(wti,k−1)∥∥2 )2
= (φti,k−1)
4 − 4η(φti,k−1)2
〈
gti,k(w
t
i,k−1),w
t
i,k−1 −w?
〉
+ 4η2
〈
gti,k(w
t
i,k−1),w
t
i,k−1 −w?
〉2
+ 2η2(φti,k−1)
2
∥∥gti,k(wti,k−1)∥∥2
− 4η3〈gti,k(wti,k−1),wti,k−1 −w?〉 ∥∥gti,k(wti,k−1)∥∥2 + η4 ∥∥gti,k(wti,k−1)∥∥4 .
Moreover,
E
[∥∥gti,k(wti,k−1)∥∥p |Htk−1] ≤ 2p−1(E [∥∥gti,k(wti,k−1)− gti,k(w?)∥∥p |Htk−1]+ E [∥∥gti,k(w?)∥∥p |Htk−1] )
≤ 2p−1(E [∥∥gti,k(wti,k−1)− gti,k(w?)∥∥p]+ E [∥∥gti,k(w?)∥∥p |Htk−1] )
≤ 2p−1( ∥∥gti,k(wti,k−1)− gti,k(w?)∥∥p + σp), (S28)
Where we have used at the first line Minkowski’s inequality and the fact that x 7→ xp is convex on
R+ for p = 1, . . . , 4 thus (x+ y)p ≤ 2p−1(xp + yp), and at the last line the Assumption A5 on the
noise : E
[∥∥∥f ti,k(w?)∥∥∥p |Htk−1] ≤ σp.
This leads to
N := E
[
(φti,k)
4|Htk−1
]
≤ (φti,k−1)4 − 4η(φti,k−1)2E
[〈
gti,k(w
t
i,k−1),w
t
i,k−1 −w?
〉|Htk−1]
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+ 4η2E
[〈
gti,k(w
t
i,k−1),w
t
i,k−1 −w?
〉2|Htk−1]+ 2η2(φti,k−1)2E [∥∥gti,k(wti,k−1)∥∥2 |Htk−1]
− 4η3E
[〈
gti,k(w
t
i,k−1),w
t
i,k−1 −w?
〉 ∥∥gti,k(wti,k−1)∥∥2 |Htk−1]]+ η4E [∥∥gti,k(wti,k−1)∥∥4 |Htk−1]
≤ (φti,k−1)4 − 4η(φti,k−1)2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 4η2E
[∥∥gti,k(wti,k−1)∥∥2 (φti,k−1)2|Htk−1]
+ 2η2(φti,k−1)
2E
[∥∥gti,k(wti,k−1)∥∥2 |Htk−1]+ 4η3φti,k−1E [∥∥gti,k(wti,k−1)∥∥3 |Htk−1]
+ η4E
[∥∥gti,k(wti,k−1)∥∥4 |Htk−1]
≤ (φti,k−1)4 − 4η(φti,k−1)2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 12η2σ2(φti,k−1)
2 + 16η3φti,k−1σ
3 + 8η4σ4
+ 12η2(φti,k−1)
2E
[∥∥gti,k(wti,k−1)− gti,k(w?)∥∥2 |Htk−1]
+ 16η3φti,k−1E
[∥∥gti,k(wti,k−1)− gti,k(w?)∥∥3 |Htk−1]+ 8η4E [∥∥gti,k(wti,k−1)− gti,k(w?)∥∥4 |Htk−1] .
Above we have used Cauchy Schwartz inequality several times for the second inequality and
equation (S28) for the third one.
F := E
[
(φti,k)
4|Htk−1
]
≤ (φti,k−1)4 − 4η(φti,k−1)2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 12η2L(φti,k−1)
2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 16η3L2(φti,k−1)
2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 8η4L3(φti,k−1)
2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 12ησ2(φti,k−1)
2 + 8η2σ2(φti,k−1)
2 + 8η4σ4 + 8η4σ4
= (φti,k−1)
4 + (−4η + 12η2L+ 16η3L2 + 8η4L3)(φti,k−1)2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ (12η2σ2 + 8η2σ2)(φti,k−1)
2 + 16η4σ4
≤ (φti,k−1)4 − 4η(1− 9ηL)(φti,k−1)2
〈
F ′(wti,k−1),w
t
i,k−1 −w?
〉
+ 20η2σ2(φti,k−1)
2 + 16η4σ4.
Above we used ηL ≤ 1 in the last line. Finally, using strong convexity, we have:
E
[
(φti,k)
4|Htk−1
] ≤ (1− 4ηµ(1− 9ηL))(φti,k−1)4 + 20η2σ2(φti,k−1)2 + 16η4σ4,
Now E
[
(φti,k−1)
2
]
≤ E
[
(φti,k−1)
4
]1/2
by Jensen’s inequality. Also since we assume η ≤ 19L and
µ
L ≤ 1 we can obtain (1− 4ηµ(1− 9ηL))1/2 ≥ (1− 4ηµ)1/2 ≥ (1− 4µ9L)1/2 ≥ (1− 49)1/2 ≥ 1/2.
This finally leads to 20η2σ2E
[
(φti,k−1)
2
]
≤ (1−4ηµ(1−9ηL))1/2E
[
(φti,k−1)
4
]1/2
40η2σ2, which
can be used below to obtain
E
[
(φti,k)
4|Htk−1
] ≤ (1− 4ηµ(1− 9ηL))E [(φti,k−1)4]+ 20η2σ2E [(φti,k−1)2]+ 16η4σ4
≤
((
1− 4ηµ(1− 9ηL))1/2E [(φti,k−1)4]1/2 + 20η2σ2)2
E
[
(φti,k)
4
]1/2 ≤ (1− 2ηµ(1− 9ηL))E [(φti,k−1)4]1/2 + 20η2σ2.
This Concludes the proof.
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D.2. Proof of Theorem S24
In this section, we prove the following Lemma, which is necessary to conclude the proof for the
second set of Assumptions in Theorem 5. Indeed, we need to control the moment of order 4 to be
able to control the residual term that arises from linear expansion of the gradient around w?.
Lemma S24 There exist absolute constants C4, D4, E4, such that if ηtkL ≤ 1C4 :
E
[∥∥w˘tk+1 −w?∥∥4]1/2 ≤ (1− ηtkµ)E [∥∥w˘tk −w?∥∥4]1/2 +D4(ηtk)2σ2∞P
+ E4η
t
k+1
∥∥w˘tk −w?∥∥
∥∥∥∥∥∥F ′(w˘tk)− 1P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥ . (S29)
In other words, E
[∥∥w˘tk+1 −w?∥∥4]1/2 satisfies the same recursion as E [∥∥w˘tk+1 −w?∥∥2], as this
equation is the same as Equation (S27) (up to absolute constants).
Proof This proof combines element from the classical bound for the fourth order moment, and from
the proof of Theorem S18, which addresses the similar setting but only for the second order moment.
We start from the definition of w˘tk+1:
∥∥w˘tk+1 −w?∥∥2 ≤ ∥∥w˘tk −w?∥∥2 − 2ηtk+1〈w˘tk −w?, 1P
P∑
i=1
gti,k+1(w˘
t
k)
〉
+ (ηtk+1)
2
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
+ 2ηtk+1
〈
w˘tk −w?,
1
P
P∑
i=1
gti,k+1(w˘
t
k)−
1
P
P∑
p=1
F ′(wtp,k)
〉
. (S30)
Thus, squaring this equation we get, denoting φ˘tk =
∥∥w˘tk −w?∥∥:
(φ˘tk+1)
4 ≤ (φ˘tk)4 − 4(φ˘tk)2ηtk+1
〈
w˘tk −w?,
1
P
P∑
i=1
gti,k+1(w˘
t
k)
〉
+ 2(φ˘tk)
2(ηtk+1)
2
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
2
+ 4(φ˘tk)
2ηtk+1
〈
w˘tk −w?,
1
P
P∑
i=1
gti,k+1(w˘
t
k)−
1
P
P∑
p=1
F ′(wtp,k)
〉
+ 3(ηtk+1)
2
〈
w˘tk −w?,
1
P
P∑
i=1
gti,k+1(w˘
t
k)
〉2
+ 3(ηtk+1)
4
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)
∥∥∥∥∥
4
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+ 3(2ηtk+1)
2
〈
w˘tk −w?,
1
P
P∑
i=1
gti,k+1(w˘
t
k)−
1
P
P∑
p=1
F ′(wtp,k)
〉2
,
formally, we have used (a+ b+ c+ d)2 ≤ a2 + 2ab+ 2ac+ 2ad+ 3b2 + 3c2 + 3d2.
That is, conditioning on the past, and using Assumption A5 (cocoercivity and the fact that gtk is
a.s. L-Lipshitz):
E
[
(φ˘tk+1)
4|Htk
]
≤ (φ˘tk)4 − 4(φ˘tk)2ηtk+1(1− ηtkL)
〈
w˘tk −w?, F ′(w˘tk)
〉
+ 2(φ˘tk)
2(ηtk+1)
2E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)− F ′(wti,k)
∥∥∥∥∥
2
|Htk

+ 4(φ˘tk)
2ηtk+1
〈
w˘tk −w?, F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉
+ 3(ηtk+1)
2
〈
w˘tk −w?,
1
P
P∑
i=1
F ′(w˘tk)
〉
L(φ˘tk)
2
+ 6(ηtk+1)
4E
∥∥∥∥∥ 1P
P∑
i=1
gti,k+1(w
t
i,k)− F ′(wti,k)
∥∥∥∥∥
4
|Htk

+ 6(ηtk+1)
4L2(φ˘tk)
2
〈
w˘tk −w?, F ′(w˘tk)
〉
+ 3(2ηtk+1)
2
〈
w˘tk −w?,
1
P
P∑
i=1
F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉2
.
Rearranging terms and using the uniform upper bound on the 4-th moment of the noise A6, we have:
E
[
(φ˘tk+1)
4|Htk
]
≤ (φ˘tk)4 − 4(φ˘tk)2ηtk+1(1− ηtkL− 3ηtkL− 6(ηtk+1)4L2)
〈
w˘tk −w?, F ′(w˘tk)
〉
+ 2(φ˘tk)
2(ηtk+1)
2σ
2∞
P
+ 6(ηtk+1)
4σ
4∞
P 2
+ 4(φ˘tk)
2ηtk+1
〈
w˘tk −w?, F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉
+ 3(2ηtk+1)
2E
〈w˘tk −w?, 1P
P∑
i=1
gti,k+1(w˘
t
k)−
1
P
P∑
p=1
F ′(wtp,k)
〉2|Htk
 .
(S31)
The first 2 lines of Equation (S31) correspond to the expansion in Equation (S29) (the constants are
slightly different because we use a uniform bound on the gradient instead of co-coercivity). The last
two lines correspond to the residual term, for which we will use Theorem S19.
We have:
4(φ˘tk)
2ηtk+1
〈
w˘tk −w?, F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
〉
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+ 6(2ηtk+1)
2E
〈w˘tk −w?, 1P
P∑
i=1
gti,k+1(w˘
t
k)−
1
P
P∑
p=1
F ′(wtp,k)
〉2|Htk

≤ 4(φ˘tk)3ηtk+1
∥∥∥∥∥∥F ′(w˘tk)− 1P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥
+ 6(2ηtk+1)
2L
∥∥w˘tk −w?∥∥3
∥∥∥∥∥∥ 1P
P∑
i=1
F ′(w˘tk)−
1
P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥
= (φ˘tk)
3ηtk+1(4 + 24η
t
kL)
∥∥∥∥∥∥F ′(w˘tk)− 1P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥ .
As a result, there exist absolute constants (“numbers”) C4, D4, E4, such that if ηtkL ≤ 1C4 :
E
[
(φ˘tk+1)
4
]1/2 ≤ (1− ηtkµ)E [(φ˘tk)4]1/2 +D4(ηtk)2σ2∞P
+ E4η
t
k+1E
(φ˘tk)
∥∥∥∥∥∥F ′(w˘tk)− 1P
P∑
p=1
F ′(wtp,k)
∥∥∥∥∥∥
 . (S32)
This is the result of the Lemma.
Appendix E. Main error decomposition
E.1. General decomposition
In this section, we prove the following decomposition for the on-line setting.
Lemma S25 Under the differentiability of A2 we have4,
F ′′(w?)(wC −w?) = P
(
w0 −w?)
Tη11
−
P
(
wˆC −w?
)
TηC
NC+1
− 1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
(
wti,k −w?
)( 1
ηtk
− 1
ηtk+1
)
+
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
δti,k +
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
ξti,k,
where ξti,k = F
′(wti,k−1)− gti,k(wti,k−1) and δti,k = F ′′(w?)(wti,k−1 −w?)− F ′(wti,k−1).
Proof Below, we have gti,k(w
t
i,k−1) as the stochastic gradient at step k on machine i for communi-
cation phase t. After adding and subtracting few quantities and rearranging we have,
wti,k = w
t
i,k−1 − ηtkgti,k(wti,k−1)
4. Note that after the final iteration of the phase the learning rate (which the algorithm uses nowhere) corresponds to the
first learning rate for the next phase. This anomaly in notation is a direct result of us considering the ghost process,
which runs continuously till the end.
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wti,k = w
t
i,k−1 − ηtkF ′(wti,k−1) + ηtk
(
F ′(wti,k−1)− gti,k(wti,k−1)
)
wti,k = w
t
i,k−1 − ηtkF ′(wti,k−1) + ηtkδti,k + ηF ′′(w?)(wti,k−1 −w?)− ηtkF ′′(w?)(wti,k−1 −w?)
wti,k = w
t
i,k−1 + η
t
kξ
t
i,k + η
t
kδ
t
i,k − ηtkF ′′(w?)(wti,k−1 −w?).
where ξti,k and δ
t
i,k are respectively terms related to stochastic noise and quadratic residual. Obtaining
the horizontal average over all the machines and recalling the definition of the ghost process w˘tk as
defined above we have,
1
P
P∑
i=1
F ′′(w?)(wti,k−1 −w?) =
1
P
P∑
i=1
1
ηtk
(
wti,k−1 −wti,k
)
+
1
P
P∑
i=1
δti,k +
1
P
P∑
i=1
ξti,k
F ′′(w?)(w˘tk−1 −w?) =
w˘tk−1 − w˘tk
ηtk
+
1
P
P∑
i=1
δti,k +
1
P
P∑
i=1
ξti,k.
Obtaining the vertical average over all the machines first within a communication phase and then
among different phases we have,
1
N t
Nt∑
k=1
F ′′(w?)(w˘tk−1 −w?) =
1
N t
Nt∑
k=1
w˘tk−1 − w˘tk
ηtk
+
1
N tP
Nt∑
k=1
P∑
i=1
δti,k +
1
N tP
Nt∑
k=1
P∑
i=1
ξti,k
1∑C
t=1N
t
C∑
t=1
Nt∑
k=1
F ′′(w?)(w˘tk−1 −w?) =
1∑C
t=1N
t
C∑
t=1
Nt∑
k=1
w˘tk−1 − w˘tk
ηtk
+
1
P
∑C
t=1N
t
C∑
t=1
Nt∑
k=1
P∑
i=1
δti,k
+
1
P
∑C
t=1N
t
C∑
t=1
Nt∑
k=1
P∑
i=1
ξti,k.
Now recalling the definitions for the overall iterate wC = 1∑C
t=1N
t
∑C
t=1
∑Nt
k=1 w˘
t
k, wˆ
t = w˘tNt , the
initial point wˆ0 = w0, and the total number of gradients T = P
∑C
t=1N
t as we have defined above.
After making these changes and on rearranging we obtain,
F ′′(w?)(wC −w?) = P
T
C∑
t=1
Nt∑
k=1
w˘tk−1 − w˘tk
ηtk
+
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
δti,k +
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
ξti,k
F ′′(w?)(wC −w?) = P
(
w0 −w?)
Tη11
−
P
(
wˆC −w?
)
TηC
NC+1
− P
T
C∑
t=1
Nt∑
k=1
(
w˘tk −w?
)( 1
ηtk
− 1
ηtk+1
)
+
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
δti,k +
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
ξti,k.
Thus we have obtained the required result as,
F ′′(w?)(wC −w?) = P
(
w0 −w?)
Tη11
−
P
(
wˆC −w?
)
TηC
NC+1
− 1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
(
wti,k −w?
)( 1
ηtk
− 1
ηtk+1
)
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+
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
δti,k +
1
T
C∑
t=1
Nt∑
k=1
P∑
i=1
ξti,k.
E.2. Bounding the noise term
The stochastic noise term which appears above can be bounded using the following lemma,
Lemma S26 Under the Assumptions A3, A5, A6 we have
E
[∥∥ξti,k∥∥2] ≤ 2L2E [∥∥wti,k−1w?∥∥2]+ 2σ2.
Proof Using Assumptions A3, A5, A6 respectively we prove the result
E
[∥∥ξti,k∥∥2] = E [∥∥F ′(wti,k−1)− gti,k(wti,k−1)∥∥2] ≤ E [∥∥gti,k(wti,k−1)∥∥2]− ∥∥F ′(wti,k−1)∥∥2
≤ 2E
[∥∥gti,k(wti,k−1)− gti,k(w?)∥∥2]+ 2E [∥∥gti,k(w?)∥∥2]
≤ 2L2E
[∥∥wti,k−1 −w?∥∥2]+ 2σ2.
Appendix F. Proofs for OSA, MBA and Local-SGD in the finite horizon setting
In this Section and Appendix G we prove convergence results for E
[∥∥∥F ′′(w?)(wC −w?)∥∥∥]. The
proof technique is the one proposed by Polyak and Judisky in the original article on averaging Polyak
and Juditsky (1992). This proof technique has also been used in Bach and Moulines (2011); Godichon
and Saadane (2017). We notice here the following differences, that justify including the proofs:
1. Polyak and Judisky were mainly interested in the asymptotic analysis, and the set of assump-
tions considered was different.
2. In Bach and Moulines (2011), the authors prove comparable bounds in the case of bounded
gradients. However, their analysis in the smooth and strongly convex setting is not optimal.
Precisely, they use a sub-optimal upper bound when controlling the second order moments, that
significantly worsens the subsequent proof. This point was underlined in Needell et al. (2014);
Dieuleveut et al. (2017). The result they provide under our set of assumptions is eventually 1)
not optimal, 2) uselessly complex, and 3) only for serial-SGD.
3. In Godichon and Saadane (2017), authors prove a result close to us, using a similar approach
for one-shot averaging. Their bounds only apply to decaying step size. Moreover, they rely
on the following asymptotic upper bound: E
[∥∥∥wti,k −w?∥∥∥2] ≤ C1ηtk: this bound is correct
but the constant C1 is "asymptotic" (see for e.g., Rakhlin et al. (2012)). On contrary, we use
non-asymptotic upper bounds on the second order moment involved. As a consequence, our
bounds are both simpler and tighter.
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F.1. Technical Lemmas
Lemma S27 (Jensen’s Inequality) For ai ∈ Rd,
∥∥∥ 1P ∑Pi=1 ai∥∥∥2 ≤ 1P ∑Pi=1 ‖ai‖2.
Proof The result is an application of Jensen’s inequality with the convex function f(.) = ‖.‖2.
Lemma S28 (Minkowski’s Inequality) For ai ∈ Rd, E
[∥∥∥∑Pi=1 ai∥∥∥2] ≤ (∑Pi=1 E [‖ai‖2] 12)2
Proof The inequality is an application of Minkowski’s inequality (or simply triangle’s inequality)
with the norm ‖.‖E = E
[
‖.‖2
] 1
2 .
F.2. Proof of Theorem 1 (Mini-batch case)
Theorem S7 proves the first part of the proposition. We prove the second part of the proposition
here following the approach by Polyak and Juditsky (1992). Using Theorem S25, Theorem S20 we
can obtain an upper bound on E
[∥∥∥F ′′(w?)(wC −w?)∥∥∥2], which is in-fact a tighter quantity when
compared to E
[∥∥∥wC −w?∥∥∥2]. We prove the following lemma,
Lemma S29 Under the Assumptions A1, A2, A3, A5, A6 we have,
E
[∥∥∇2F (w?)(w −w?)∥∥2] ≤ 4 5∑
i=1
A2i,P,C ,
where the terms are respectively,
A21,P,C =
P 2
T 2η2
∥∥w0 −w?∥∥2 , A22,P,C = P 2T 2η2
(
(1− µη)C ∥∥w0 −w?∥∥2 + 2σ2 η
µP
)
,
A23,P,C =
P 2M2
T 2µ2η2
(∥∥w0 −w?∥∥2 + C20η2
P
σ2
)2
, A24,P,C =
2σ2
T
,
A23,P,C =
2L2P
T 2
(
1
µη
∥∥w0 −w?∥∥2 + 2σ2 (Cµη − 1 + (1− µη)C)
µ2P
)
.
Proof In order to upper bound the expectation we need to separately upper bound all the terms
that appear in the result for Theorem S25. But before that we can actually simplify the result with
constant step size and using N t = 1 ∀t ∈ [C] as follows,
F ′′(w?)(wC −w?) = w
0 −w?
Cη
− wˆ
C −w?
Cη
+
1
T
C∑
t=1
P∑
i=1
δti,1 +
1
T
C∑
t=1
P∑
i=1
ξti,1.
28
COMMUNICATION TRADE-OFFS FOR SYNCHRONIZED DISTRIBUTED SGD
Now we bound each of the terms in the above decomposition one by one. For the first term,
E
[∥∥∥∥ 1Cη (w0 −w?)
∥∥∥∥2
]
=
P 2
T 2η2
∥∥w0 −w?∥∥2 = A21,P,C .
For the second term using Theorem S7,
E
[∥∥∥∥ 1Cη (wˆC −w?)
∥∥∥∥2
]
=
P 2
T 2η2
E
[∥∥wCMB −w?∥∥2]
≤ P
2
T 2η2
(
C∏
k=1
(1− µη)E
[∥∥w0 −w?∥∥2]+ 2σ2 1
P
C∑
k=1
C∏
l=k+1
(1− µη)η2
)
≤ P
2
T 2η2
(
(1− µη)C ∥∥w0 −w?∥∥2 + 2σ2 1
P
(
1− (1− µη)C
µη
)
η2
)
≤ P
2
T 2η2
(
(1− µη)C ∥∥w0 −w?∥∥2 + 2σ2 η
µP
)
= A22,P,C .
For the third term using Theorem S27 and Theorem S28 we get,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
δti,1
∥∥∥∥∥
2
 = 1
T 2
E
∥∥∥∥∥
C∑
t=1
P∑
i=1
(
F ′(wti,0)− F ′′(w?)(wti,0 −w?)
)∥∥∥∥∥
2

≤ P
T 2
P∑
i=1
E
∥∥∥∥∥
C∑
t=1
(
F ′(wˆt−1)− F ′′(w?)(wˆt−1 −w?))∥∥∥∥∥
2

≤ P
2
T 2
(
C∑
t=1
√
E
[∥∥(F ′(wˆt−1)− F ′′(w?)(wˆt−1 −w?))∥∥2])2 .
Now using the upper bound from A2 followed by Theorem S21 we get,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
δti,1
∥∥∥∥∥
2
 ≤ P 2M2
T 2
(
C∑
t=1
√
E
[∥∥wˆt−1 −w?∥∥4])2
≤ P
2M2
T 2
(
C∑
t=1
(
(1− ηµ)t−1E [(wˆ0 −w?)4]1/2 + 20η
Pµ
σ2
))2
≤ P
2M2
T 2
(
1− (1− ηµ)C
ηµ
E
[
(wˆ0 −w?)4]1/2 + 20Cη
Pµ
σ2
)2
≤ P
2M2
T 2µ2η2
(∥∥w0 −w?∥∥2 + 20Cη2
P
σ2
)2
= A23,P,C .
For the fourth term, note that we are sampling i.i.d observations and thus the stochastic noise
across all machines and iterations is independent and equal to zero in expectation (see A3). This
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implies the first equation below while the second inequality is obtained using Theorem S26,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
ξti,1
∥∥∥∥∥
2
 = 1
T 2
C∑
t=1
P∑
i=1
E
[∥∥ξti,1∥∥2] ≤ 1T 2
C∑
t=1
P∑
i=1
(
2L2E
[∥∥wti,0 −w?∥∥2]+ 2σ2)
≤ 2σ
2
T
+
2L2P
T 2
C∑
t=1
E
[∥∥wt1,0 −w?∥∥2] .
Now using Theorem S7 we have,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
ξti,1
∥∥∥∥∥
2
 ≤ 2σ2
T
+
2L2P
T 2
C∑
t=1
E
[∥∥wˆt−1MB −w?∥∥2]
≤ 2σ
2
T
+
2L2P
T 2
C∑
t=1
(
(1− µη)t−1 ∥∥w0 −w?∥∥2 + 2σ2 η (1− (1− µη)C)
µP
)
≤ 2σ
2
T
+
2L2P
T 2
(
1− (1− µη)C
µη
∥∥w0 −w?∥∥2 + 2σ2 (Cµη − (1− (1− µη)C))
µ2P
)
≤ 2σ
2
T
+
2L2P
T 2
(
1
µη
∥∥w0 −w?∥∥2 + 2σ2Cη
µP
)
= A24,P,C +A
2
5,P,C .
Now using Theorem S27, we have proved the lemma.
It can be seen in the above lemma that there are two kinds of terms: one that depend on the history or
initialization and second the ones that depend on the variance bound. This implies that it would be
possible to restate Theorem S29 as follows,
Lemma S30 Under the assumptions A1, A2, A3, A5, A6 we have,
E
[∥∥∇2F (w?)(w −w?)∥∥2] ≤ 4(Aˆ21,P,C + Aˆ22,P,C)
Where the terms are respectively,
Aˆ21,P,C =
∥∥w0 −w?∥∥2
η2C2
(
1 + (1− µη)C + 2M
2
µ2
∥∥w0 −w?∥∥2 + 2L2η
µP
)
,
Aˆ22,P,C =
2σ2
T
(
1 +
P
Tηµ
+
400M2C2η2σ2
Tµ2
+
2L2Cη
Tµ
)
.
Ignoring constants the above constants can be upper bounded as follows,
Aˆ21,P,C ≤
∥∥w0 −w?∥∥2
η2C2
(
1 + 1 +
2M2
µ2
∥∥w0 −w?∥∥2 + 2L2η
µP
)
≤ 2
∥∥w0 −w?∥∥2
η2C2
(
1 +
M2
µ2
∥∥w0 −w?∥∥2 + L2η
µP
)
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-
∥∥w0 −w?∥∥2
η2C2
(
1 +
M2
µ2
∥∥w0 −w?∥∥2 + L2η
µP
)
,
Aˆ22,P,C ≤ 800
σ2
T
(
1 +
P
Tηµ
+
M2C2η2σ2
Tµ2
+
L2Cη
Tµ
)
- σ
2
T
(
1 +
P
Tηµ
+
M2C2η2σ2
Tµ2
+
L2Cη
Tµ
)
.
Thus, we recover Theorem 1.
F.3. Proof Theorem 2 (One-shot averaging case)
To prove the proposition we need to prove a bound on second moment of the inner iterations followed
by a bound on the final average outer iteration. For inner iterations we follow the result from Moulines
and Bach (2011) as the process on a single worker is completely independent of any other worker.
We have the following lemma,
Lemma S31 Under the Assumptions A1, A2, A3, A5, A6 for constant step size for one shot
averaging we have,
E
[∥∥F ′′(w?)(w1i,k −w?)∥∥2] ≤ 4 5∑
i=1
B2i,P,N1
where the terms are respectively,
B21,P,N1 =
P 2
T 2η2
∥∥w0 −w?∥∥2 , B22,P,N1 = P 2T 2η2
(
(1− µη)N1 ∥∥w0 −w?∥∥2 + 2σ2η
µ
)
,
B23,P,N1 =
P 2M2
T 2µη
(∥∥w0 −w?∥∥2 + 20η2N1σ2)2 , B24,P,N1 = 2σ2T ,
B25,P,N1 =
2L2P
T 2
(
1
µη
∥∥w0 −w?∥∥2 + 2σ2N1η
µ
)
.
Proof We follow the same line of proof as before. We can use the decomposition from Theorem S25
with constant step size and C = 1, which results in the following simpler decomposition,
F ′′(w?)(wC −w?) = w
0 −w?
Nη
− wˆ
1 −w?
N1η
+
1
T
N1∑
k=1
P∑
i=1
δ1i,k +
1
T
N1∑
k=1
P∑
i=1
ξ1i,k
For the first term,
E
[∥∥∥∥w0 −w?N1η
∥∥∥∥2
]
≤ P
2
T 2η2
∥∥w0 −w?∥∥2 = B21,P,N1 .
For the second term using Theorem S9 and rearranging we have,
E
[∥∥∥∥wˆ1 −w?N1η
∥∥∥∥2
]
= E
∥∥∥∥∥ 1PN1η
P∑
i=1
w1i,N1 −w?
∥∥∥∥∥
2
 ≤ P
T 2η2
P∑
i=1
E
[∥∥∥w1i,N1 −w?∥∥∥2]
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≤ P
2
T 2η2
N1∏
l=1
(1− µη)∥∥w0 −w?∥∥2 + 2σ2 N1∑
l=1
N1∏
m=l+1
(1− µη)η2

≤ P
2
T 2η2
(
(1− µη)N1 ∥∥w0 −w?∥∥2 + 2σ2 1− (1− µη)N1
µη
η2
)
≤ P
2
T 2η2
(
(1− µη)N1 ∥∥w0 −w?∥∥2 + 2σ2η
µ
)
= B22,P,N1 .
For the third term using Theorem S27 and Theorem S28 we obtain,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
δ1i,k
∥∥∥∥∥∥
2 = 1
T 2
E
∥∥∥∥∥∥
P∑
i=1
N1∑
k=1
F ′(wti,k−1)− F ′′(w?)(wti,k−1 −w?)
∥∥∥∥∥∥
2
≤ P
T 2
P∑
i=1
E
∥∥∥∥∥∥
N1∑
k=1
F ′(wti,k−1)− F ′′(w?)(wti,k−1 −w?)
∥∥∥∥∥∥
2
≤ P
T 2
P∑
i=1
 N1∑
k=1
√
E
[∥∥∥F ′(w1i,k−1)− F ′′(w?)(w1i,k−1 −w?)∥∥∥2]
2
Now first using the upper bound of A2, followed by Theorem S20 and some rearranging we can
obtain the following,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
δ1i,k
∥∥∥∥∥∥
2 ≤ PM2
T 2
P∑
i=1
 N1∑
k=1
E
[∥∥w1i,k−1 −w?∥∥4]1/2
2
≤ PM
2
T 2
P∑
i=1
 N1∑
k=1
(
(1− µη)k−1E
[∥∥w1i,0 −w?∥∥4]1/2 + 20ησ2µ
)2
≤ P
2M2
T 2
 N1∑
k=1
(
(1− µη)k−1 ∥∥w0 −w?∥∥2 + 20ησ2
µ
)2
≤ P
2M2
T 2
(
1− (1− µη)N1
µη
∥∥w0 −w?∥∥2 + 20ηN1σ2
µ
)2
≤ P
2M2
T 2µ2η2
(∥∥w0 −w?∥∥2 + 20η2N1σ2)2 = B23,P,N1 .
For the fourth term, using the fact that on different machines noise of the gradient is i.i.d. over
different iterations and zero in expectation (A3) we obtain,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
ξ1i,k
∥∥∥∥∥∥
2 = 1
T 2
P∑
i=1
N1∑
k=1
E
[∥∥ξ1i,k∥∥2] .
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Now using Theorem S26 we have,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
ξ1i,k
∥∥∥∥∥∥
2 ≤ 1
T 2
P∑
i=1
N1∑
k=1
(
2L2E
[∥∥w1i,k−1 −w?∥∥2]+ 2σ2)
≤ 2σ
2
T
+
2L2
T 2
P∑
i=1
N1∑
k=1
E
[∥∥w1i,k−1 −w?∥∥2] .
Now using Theorem S9 we have,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
ξ1i,k
∥∥∥∥∥∥
2 ≤ 2σ2
T
+
2L2P
T 2
N1∑
k=1
(
k−1∏
l=1
(1− µη)∥∥w0 −w?∥∥2 + 2σ2 k−1∑
l=1
k−1∏
m=l+1
(1− µη)η2
)
≤ 2σ
2
T
+
2L2P
T 2
N1∑
k=1
(
(1− µη)k−1 ∥∥w0 −w?∥∥2 + 2σ2η
µ
)
≤ 2σ
2
T
+
2L2P
T 2
(
1
µη
∥∥w0 −w?∥∥2 + N12σ2η
µ
)
= B24,P,N1 +B
2
5,P,N1 .
Finally using Theorem S28, concludes the proof.
Similar to the mini-batch case, there are two kinds of terms one that depend on the history or
initialization and second that depend on the variance bound of the functions. This implies that it
would be possible to restate Theorem S31 as follows,
Lemma S32 Under the Assumptions A3, A2, A1, A5, A6 we have,
E
[∥∥∇2F (w?)(w −w?)∥∥2] ≤ 4(Bˆ21,P,N1 + Bˆ22,P,N1)
Where the terms are respectively,
Bˆ21,P,N1 =
∥∥w0 −w?∥∥2
(N1)2η2
(
1 + (1− µη)N1 + 2M
2η
µ
∥∥w0 −w?∥∥2 + 2L2η
Pµ
)
,
Bˆ22,P,N1 =
2σ2
T
(
1 +
2L2η
µ
+
P 2
Tµη
+
400M2σ2η2T
µ2
)
.
On upper-bounding the above two terms while ignoring the constants,
Bˆ21,P,N1 ≤
∥∥w0 −w?∥∥2
(N1)2η2
(
1 + 1 +
2M2η
µ
∥∥w0 −w?∥∥2 + 2L2η
Pµ
)
≤ 2
∥∥w0 −w?∥∥2
(N1)2η2
(
1 +
M2η
µ
∥∥w0 −w?∥∥2 + L2η
Pµ
)
-
∥∥w0 −w?∥∥2
(N1)2η2
(
1 +
M2η
µ
∥∥w0 −w?∥∥2 + L2η
Pµ
)
,
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Bˆ22,P,N1 ≤ 800
σ2
T
(
1 +
L2η
µ
+
P 2
Tµη
+
M2σ2η2T
µ2
)
Bˆ22,P,N1 -
σ2
T
(
1 +
L2η
µ
+
P 2
Tµη
+
M2σ2η2T
µ2
)
.
Thus we have recovered Theorem 2.
Appendix G. Proofs for OSA, MBA and Local-SGD in the online setting
Recall that the step size at iteration (t, k),∈ [C] × [N t] is defined as ηtk = cη(∑t−1
t′=1N
t+k)
α where
α ∈ (0, 1). Though our results can be extended for the entire range of learning rates, we prove results
only for α ∈ (12 , 1).
G.1. Technical Lemmas
We first state a few technical results which are helpful in the following proofs.
Lemma S33 For η˜m =
cη
mα , α ∈ (0, 1) we have
∏t
m=1(1− µη˜m) ≤ exp
(
−µcηt1−α2(1−α)
)
.
Proof The proof simply follows from applying the inequality 1 + x ≤ exp (x), followed by an
integral bound over the series as
∑t
m=1
1
mα ≥ 12
∫ t
0
1
mαdm =
t1−α
1−α . Note that it is possible to
consider α = 1 but the integral bound changes. For brevity we don’t include it here.
Lemma S34 For η˜m =
cη
mα , α ∈ (0, 1) we have
t∑
m=1
(η˜m)
2
t∏
l=m+1
(1− µη˜l) ≤ exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
c2η
(
1 +
t1−2α − 1
1− 2α
)
+
2cη
tαµ
.
Further ifα ∈ (12 , 1), then for large t,
∑t
m=1(η˜m)
2
∏t
l=m+1(1−µη˜l) ≤ exp
(
−µcηt1−α2(1−α)
(
1− 1
21−α
)) 2αc2η
2α−1+
2cη
tαµ .
Proof First we decompose the term, then use 1 + x ≤ exp(x), followed by a series of integral
bounds like Theorem S33,
t∑
m=1
η˜2m
t∏
l=m+1
(1− µη˜l) ≤
t
2∑
m=1
(η˜m)
2
t∏
l=m+1
(1− µη˜l) +
t∑
m= t
2
(η˜m)
2
t∏
l=m+1
(1− µη˜l)
≤
t∏
l= t
2
+1
(1− µη˜l)
t
2∑
m=1
(η˜m)
2 +
t∑
m= t
2
η˜m
µ
(
t∏
l=m+1
(1− µη˜l)−
t∏
l=m
(1− µη˜l)
)
≤ exp
−µ t∑
l= t
2
+1
η˜l
 t∑
m=1
(η˜m)
2 +
η˜ t
2
µ
t∑
m= t
2
(
t∏
l=m+1
(1− µη˜l)−
t∏
l=m
(1− µη˜l)
)
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≤ exp
(
−µcη
t1−α − ( t2)1−α
2(1− α)
)
t∑
m=1
c2η
m2α
+
η˜ t
2
µ
1− t∏
l= t
2
+1
(1− µη˜l)

≤ exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
c2η
(
1 +
t1−2α − 1
1− 2α
)
+
2cη
tαµ
.
The additional condition on α is obtained by simply taking the limiting case for t→∞. Also note
that this upper bound is tight up to constants (for both terms), especially one could easily show∑t
m=1(η˜m)
2
∏t
l=m+1(1− µη˜l) ≥ cη2tαµ .
Lemma S35 For the gamma function Γ(s) =
∫∞
0 y
s−1 exp(−y)dy we have,∑Ct=1 exp (−atb) ≤
1
ba1/b
Γ(1b ).
Proof First we use an integral bound as
∑C
t=1 exp
(−atb) ≤ ∫∞0 exp (−azb) dz, followed by the in-
tegral substitution u = azb after which the proof follows from the definition of the gamma function.
Lemma S36 For the gamma function Γ(s) =
∫∞
0 y
s−1 exp(−y)dy we have, ∑Ct=1 exp(−atb)tc ≤
1
ba(1−c)/bΓ(
1−c
b ).
Proof First we use an integral bound as
∑C
t=1
exp(−atb)
tc ≤
∫∞
0
exp(−azb)
zc dz, followed by the in-
tegral substitution u = azb after which the proof follows from the definition of the gamma function.
Lemma S37 For a ∈ (0, 1),∑Ct=1 1t1−a ≤ Caa .
Proof It is a simple application of the integral bound on a decreasing function,
∑C
t=1
1
t1−a ≤∫ C
0 x
a−1dx = C
a
a .
Lemma S38 (Weighted Minkowski) For bi ∈ R and ai ∈ Rd, we have E
[∥∥∥∑Pi=1 aibi∥∥∥2] ≤(∑P
i=1 bi
√
E
[
‖ai‖2
])2
.
Proof We consider again the norm ‖.‖E = E
[
‖.‖2
] 1
2 . Now the above result follows by first
applying triangle inequality as
∥∥∥∑Pi=1 aibi∥∥∥
E
≤∑Pi=1 ‖aibi‖E , followed by Holder’s inequality to
give
∑P
i=1 bi ‖ai‖E .
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G.2. Proof of Theorem 6 (Mini-batch Averaging Case)
We have the following lemma for mini-batch averaging for the decreasing step-size case,
Lemma S39 Under the Assumptions A1, A2, A3, A5, A6 we have for mini-batch averaging,
E
[∥∥∇2F (w?)(w −w?)∥∥2] ≤ 5 6∑
i=1
C2i,P,C .
Where the terms are,
C21,P,C =
1
C2c2η
∥∥w0 −w?∥∥2 ,
C22,P,C =
4
C2−2αc2η
(
exp
(
−µcηC
1−α
2(1− α)
)∥∥w0 −w?∥∥2
+
2σ2
P
(
exp
(
− µC
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1 +
2cη
Cαµ
))
,
C23,P,C =
P 2α2
T 2c2η
(
β1
∥∥w0 −w?∥∥2 + β2σ2
P
+ β3
σ2Cα
P
)
,
C24,P,C =
P 2M2
T 2
(
2β21
∥∥w0 −w?∥∥4 + 2400σ4
P 2
(
β22 + β
2
3C
2−2α)) ,
C25,P,C =
2σ2
T
+
2L2P
T 2
(
β1
∥∥w0 −w?∥∥2 + β2σ2
P
+ β3
σ2C1−α
P
)
.
And the constants are,
β1 =
2
1+3α
1−α (1− α) 4α−21−α
(µcη)
2α
1−α
Γ(
α
1− α)
2, β2 =
4
1+2α−α2
(1−α) (1− α) 2α−1(1−α) c2η
(2α− 1) (µcη(21−α − 1))
2α
(1−α)
Γ
(
α
1− α
)2
, β3 =
32cη
α2µ
,
β4 =
2
1
1−α (1− α) α1−α
(µcη)
1
1−α
Γ
(
1
1− α
)
, β5 =
2
3−2α
1−α (1− α) α1−ααc2η
(2α− 1) (µcη(21−α − 1))
1
1−α
Γ
(
1
1− α
)
, β6 =
2cη
(1− α)µ.
Proof Using again the decomposition in Theorem S25, we can obtain the following simpler version
for mini-batch averaging,
F ′′(w?)(wC −w?) = w
0 −w?
Cη11
− wˆ
C −w?
CηC2
− 1
T
C∑
t=1
P∑
i=1
(
wti,1 −w?
)( 1
ηt1
− 1
ηt2
)
+
1
T
C∑
t=1
P∑
i=1
δti,1 +
1
T
C∑
t=1
P∑
i=1
ξti,1.
Note again that we assume α ∈ (12 , 1), just for the sake of brevity. For the first term,
E
[∥∥∥∥w0 −w?Cη11
∥∥∥∥2
]
=
1
C2c2η
∥∥w0 −w?∥∥2 = C21,P,C .
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For the second term using Theorem S8, followed by Theorem S33 and Theorem S34 we obtain,
E
∥∥∥∥∥wˆC −w?CηC2
∥∥∥∥∥
2
 = (C + 1)2α
C2c2η
E
[∥∥wCMB −w?∥∥2]
≤ 2
2α
C2−2αc2η
(
C∏
m=1
(1− µη˜m)E
[∥∥w0 −w?∥∥2]+ 2σ2 1
P
C∑
m=1
(η˜m)
2
C∏
l=m+1
(1− µη˜l)
)
≤ 4
C2−2αc2η
(
exp
(
−µcηC
1−α
2(1− α)
)∥∥w0 −w?∥∥2
+
2σ2
P
(
exp
(
− µC
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1 +
2cη
Cαµ
))
= C22,P,C
For the third term using Theorem S38 and (t+ 1)α − tα ≤ αtα−1,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
(
wti,1 −w?
)( 1
ηt1
− 1
ηt2
)∥∥∥∥∥
2

≤ 1
T 2c2η
E
∥∥∥∥∥
C∑
t=1
P∑
i=1
(
wti,1 −w?
)
((t+ 1)α − tα)
∥∥∥∥∥
2

≤ P
2α2
T 2c2η
 C∑
t=1
((t+ 1)α − tα)
√√√√√E
∥∥∥∥∥
P∑
i=1
(
wti,1 −w?
)∥∥∥∥∥
2


2
≤ P
2α2
T 2c2η
(
C∑
t=1
tα−1
√
E
[∥∥wtMB −w?∥∥2]
)2
.
Now using Theorem S8, Theorem S33, Theorem S34 and
√
a+ b ≤ √a+√b we get,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
(
wti,1 −w?
)( 1
ηt1
− 1
ηt2
)∥∥∥∥∥
2

≤ P
2α2
T 2c2η
 C∑
t=1
tα−1
√√√√ t∏
m=1
(1− µη˜m) ‖w0 −w?‖2 + 2σ2 1
P
t∑
m=1
(η˜m)2
t∏
l=m+1
(1− µη˜l)
2
≤ P
2α2
T 2c2η
(
C∑
t=1
tα−1
√
exp
(
− µcηt
1−α
2(1− α)
)
‖w0 −w?‖2 + 2σ
2
P
(
exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1 +
2cη
tαµ
))2
≤ P
2α2
T 2c2η
(
C∑
t=1
tα−1
(
exp
(
− µcηt
1−α
4(1− α)
)∥∥w0 −w?∥∥+√2σ2
P
exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1
+
√
4cησ2
Ptαµ
))2
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≤ P
2α2
T 2c2η
(
C∑
t=1
tα−1 exp
(
− µcηt
1−α
4(1− α)
)∥∥w0 −w?∥∥+ C∑
t=1
tα−1
√
2σ2c2η
P (2α− 1) exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
+
C∑
t=1
t
α
2−1
√
4cησ2
Pµ
)2
≤ P
2α2
T 2c2η
(
C∑
t=1
tα−1 exp
(
− µcηt
1−α
4(1− α)
)∥∥w0 −w?∥∥+√ 2σ2c2η
P (2α− 1)
C∑
t=1
tα−1 exp
(
− µcηt
1−α
4(1− α)
(
1− 1
21−α
))
+
√
4cησ2
Pµ
C∑
t=1
1
t1−
α
2
)2
.
Now using Theorem S36 (with b = 1 − α, c = 1 − α and a = µcη4(1−α) ), followed by using
Theorem S36 again (with a = µcη4(1−α)
(
1− 1
21−α
)
, b = 1−α and c = 1−α) and Theorem S37 (with
a = α2 ) we get,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
(
wti,1 −w?
)( 1
ηt1
− 1
ηt2
)∥∥∥∥∥
2

≤ P
2α2
T 2c2η
(
4
α
1−α (1− α) 2α−11−α
(µcη)
α
1−α
Γ(
α
1− α)
∥∥w0 −w?∥∥+√ 2σ2c2η
P (2α− 1)
2
α(3−α)
1−α (1− α) 2α−11−α
(µcη(21−α − 1))
α
1−α
Γ(
α
1− α)
+
√
4cησ2
Pµ
2C
α
2
α
)2
.
Finally using Theorem S27 and re-organizing with constants defined as above,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
(
wti,1 −w?
)( 1
ηt1
− 1
ηt2
)∥∥∥∥∥
2

≤ P
2α2
T 2c2η
(
2
4
2α
1−α (1− α) 4α−21−α
(µcη)
2α
1−α
Γ(
α
1− α)
2
∥∥w0 −w?∥∥2 + 2 2σ2c2η
P (2α− 1)
4
α(3−α)
(1−α) (1− α) 2α−1(1−α)
(µcη(21−α − 1))
2α
(1−α)
Γ
(
α
1− α
)2
+ 2
4cησ
2
Pµ
4Cα
α2
)
≤ P
2α2
T 2c2η
(
β1
∥∥w0 −w?∥∥2 + β2σ2
P
+ β3
σ2Cα
P
)
= C23,P,C .
For the fourth term first proceeding as in Theorem S29 with Theorem S27 and Theorem S28 we can
obtain,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
δti,1
∥∥∥∥∥
2
 = 1
T 2
E
∥∥∥∥∥
C∑
t=1
P∑
i=1
(
F ′(wti,0)− F ′′(w?)(wti,0 −w?)
)∥∥∥∥∥
2

≤ P
T 2
P∑
i=1
E
∥∥∥∥∥
C∑
t=1
(
F ′(wˆt−1)− F ′′(w?)(wˆt−1 −w?))∥∥∥∥∥
2

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≤ P
T 2
P∑
i=1
(
C∑
t=1
√
E
[∥∥(F ′(wˆt−1)− F ′′(w?)(wˆt−1 −w?))∥∥2])2
≤ PM
2
T 2
P∑
i=1
(
C∑
t=1
√
E
[
(wˆt−1 −w?)4])2
≤ P
2M2
T 2
(
C∑
t=1
√
E
[
(wt−1MB −w?)4
])2
.
Now using Theorem S22, followed by Theorem S33 and Theorem S34 we get5,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
δti,1
∥∥∥∥∥
2
 ≤ P 2M2
T 2
 C∑
t=1
t−1∏
j=1
(1− η˜jµ)
∥∥w0 −w?∥∥2 + 20σ2
P
t−1∑
j=1
(η˜j)
2
t−1∏
l=j+1
(1− µη˜l)
2
≤ P
2M2
T 2
(
C∑
t=1
exp
(
−µcη(t− 1)
1−α
2(1− α)
)∥∥w0 −w?∥∥2
+
C∑
t=2
20σ2
P
(
exp
(
−µcη(t− 1)
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1 +
2cη
(t− 1)αµ
))2
≤ P
2M2
T 2
(
C∑
t=1
exp
(
−µcη(t− 1)
1−α
2(1− α)
)∥∥w0 −w?∥∥2
+
C∑
t=1
20σ2
P
(
exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1 +
C∑
t=1
2cη
tαµ
))2
.
Now using Theorem S35 (with b = 1 − α and a = µcη2(1−α) ), followed by Theorem S35 again
(with a = µcη2(1−α)
(
1− 1
21−α
)
and b = 1 − α), followed by Theorem S37 (with a = 1 − α) and
Theorem S27 we get,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
δti,1
∥∥∥∥∥
2

≤ P
2M2
T 2
(
2
1
1−α (1− α) α1−α
(µcη)
1
1−α
Γ
(
1
1− α
)∥∥w0 −w?∥∥2
+
20σ2
P
(
2
2−α
1−α (1− α) α1−α
(µcη(21−α − 1))
1
1−α
Γ
(
1
1− α
)
2αc2η
2α− 1 +
2cηC
1−α
(1− α)µ
))2
≤ P
2M2
T 2
(
2
2
2
1−α (1− α) 2α1−α
(µcη)
2
1−α
Γ
(
1
1− α
)2 ∥∥w0 −w?∥∥4
+ 2
400σ4
P 2
(
2
4−2α
1−α (1− α) 2α1−α
(µcη(21−α − 1))
2
1−α
Γ
(
1
1− α
)2 4α2c4η
(2α− 1)2 +
4c2ηC
2−2α
(1− α)2µ2
))
5. Note that we ignore t=1 in second inequality for second term as we have already incorporated it in the first term
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Bounding again with the constants defined above,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
δti,1
∥∥∥∥∥
2
 ≤ P 2M2
T 2
(
2β24
∥∥w0 −w?∥∥4 + 2400σ4
P 2
(
β25 + β
2
6C
2−2α)) = C24,P,C .
For the fifth term, proceeding as in Theorem S29,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
ξti,1
∥∥∥∥∥
2
 = 1
T 2
C∑
t=1
P∑
i=1
(
2L2E
[∥∥wti,0 −w?∥∥2]+ 2σ2)
≤ 2σ
2
T
+
2L2P
T 2
C∑
t=1
E
[∥∥wt1,0 −w?∥∥2]
≤ 2σ
2
T
+
2L2P
T 2
C∑
t=1
E
[∥∥wˆt−1MB −w?∥∥2] .
Now using Theorem S8, Theorem S33 and Theorem S34 like before,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
ξti,1
∥∥∥∥∥
2
 ≤ 2σ2
T
+
2L2P
T 2
C∑
t=1
(
exp
(
− µcη
2(1− α) t
1−α
)∥∥w0 −w?∥∥2
+
2σ2
P
exp
(
− µcηt
1−α
2(1− α)
(
1− 1
21−α
))
2αc2η
2α− 1 +
4σ2cη
Ptαµ
)
.
Further using Theorem S35 (with b = 1 − α and a = µcη2(1−α) ), followed by Theorem S35 again
(with a = µcη2(1−α)
(
1− 1
21−α
)
and b = 1− α), followed by Theorem S37 (with a = 1− α) and the
constants as used above we get,
E
∥∥∥∥∥ 1T
C∑
t=1
P∑
i=1
ξti,1
∥∥∥∥∥
2
 ≤ 2σ2
T
+
2L2P
T 2
(
2
1
1−α (1− α) α1−α
(µcη)
1
1−α
Γ
(
1
1− α
)∥∥w0 −w?∥∥2
+
2
2−α
1−α (1− α) α1−α
(µcη(21−α − 1))
1
1−α
Γ
(
1
1− α
)
2αc2η
2α− 1 +
2cηC
1−α
(1− α)µ
)
≤ 2σ
2
T
+
2L2P
T 2
(
β4
∥∥w0 −w?∥∥2 + β5σ2
P
+ β6
σ2C1−α
P
)
= C25,P,C .
Finally using Theorem S27 we have proved the lemma.
The following lemma separates the terms above into bias and variance terms, following which
we can easily prove Theorem 6,
Lemma S40 Under the Assumptions A1, A2, A3, A5, A6 we have for mini-batch averaging,
E
[∥∥∇2F (w?)(w −w?)∥∥2] ≤ 5(Cˆ21,P,C + Cˆ22,P,C)
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Where for constants defined as above the terms are,
Cˆ21,P,C =
∥∥w0 −w?∥∥2
C2c2η
(
1 + 4C2α exp
(
−µcηC
1−α
2(1− α)
)
+ α2β1 + 2M
2c2ηβ
2
1
∥∥w0 −w?∥∥2 + 2L2β1c2η
P
)
,
Cˆ22,P,C =
2σ2
T
(
1 +
8αC2α−1
2α− 1 exp
(
− µC
1−α
2(1− α)
(
1− 1
21−α
))
+
8
C1−αcηµ
+
α2β2
2Cc2η
+
α2β3
2C1−αc2η
+
400M2σ2
T
(
β22 + β
2
3C
2−2α)+ L2
T
(
β2 + β3C
1−α)).
To get Theorem 6, we upper bound every term up to constants depending only on α. Specifically,
we use β1 - (µcη)−
1
1−α , β2 - (µcη)−
α
1−α , and β3 - cηµ .
G.3. Proof of Theorem 6 (One-shot Averaging case)
The analysis for the one-shot case is very similar to the mini-batch case, just like the constant
step-size case. In fact at many place the communications C of MBA get replaced by N1 and the form
of the bound remains the same. This intuitive conversion strengthens our analysis, which smoothly
extends to both the extreme cases.
Lemma S41 Under the Assumptions A1, A2, A3, A5, A6 for decreasing step size, for one shot
averaging we have,
E
[∥∥∇2F (w?)(w1i,k −w?)∥∥2] ≤ 5 6∑
i=1
D2i,P,C
where the terms are,
D21,P,N1 =
P 2
T 2c2η
∥∥w0 −w?∥∥2 , D22,P,N1 = 4(N1)2−2αc2η
(
exp
(
−µcη(N
1)1−α
1− α
)∥∥w0 −w?∥∥2 + 2σ2cη
µ
)
,
D23,P,N1 =
P 2α2
T 2c2η
(
4β2
∥∥w0 −w?∥∥2 + 2σ2(N1)2αcη
µα2
)
, D24,P,N1 =
P 2M2
T 2
(
β
∥∥w0 −w?∥∥2 + 20σ2N1cη
µ
)2
,
D25,P,N1 =
2σ2
T
,D26,P,N1 =
2L2P
T 2
(
β
∥∥w0 −w?∥∥2 + 2σ2N1cη
µ
)
.
And the constants are β1 = 1 +
(
(1−α)α
µcη
) 1
1−α
Γ
(
1
1−α
)
and β2 =
(
2α (1−α)
2α−1
(µcη)α
) 1
1−α
Γ
(
α
1−α
)
.
Proof We follow an analysis similar to Godichon and Saadane (2017). We can simplify the
decomposition from Theorem S25 for one outer phase as follows,
F ′′(w?)(wC −w?) = w
0 −w?
N1η11
− wˆ
1 −w?
N1η1
N1+1
− 1
T
P∑
i=1
N1∑
k=1
(
w1i,k −w?
)( 1
η1k
− 1
η1k+1
)
+
1
T
N1∑
k=1
P∑
i=1
δ1i,k +
1
T
N1∑
k=1
P∑
i=1
ξ1i,k.
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For the first term,
E
[∥∥∥∥w0 −w?N1η11
∥∥∥∥2
]
≤ P
2
T 2c2η
∥∥w0 −w?∥∥2 = D21,P,N1 .
For the second term note that the inner iterate bound is independent for different machines using
Theorem S10 for say machine 1, followed by Theorem S33 and Theorem S34 we get,
E
∥∥∥∥∥ wˆ1 −w?N1η1
N1+1
∥∥∥∥∥
2
 ≤ (N1 + 1)2α
(N1)2c2η
E
∥∥∥∥∥ 1P
P∑
i=1
(
w1i,N1 −w?
)∥∥∥∥∥
2

≤ 2
2α
(N1)2−2αc2η
E
[∥∥∥w11,N1 −w?∥∥∥2]
≤ 4
(N1)2−2αc2η
 N1∏
m=1
(1− µη1m)
∥∥w0 −w?∥∥2 + 2σ2 N1∑
m=1
(η1m)
2
N1∏
l=m+1
(1− µη1l )

≤ 4
(N1)2−2αc2η
(
exp
(
−µcη(N
1)
1−α
1− α
)∥∥w0 −w?∥∥2 + 2σ2cη
µ
)
= D22,P,N1 .
For the third term using (k + 1)α − kα ≤ αkα−1, Theorem S38, and noting that the individual
bounds on inner iterates for different machines are the same, thus using machine 1 for brevity we can
obtain,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
(
w1i,k −w?
)( 1
η1k
− 1
η1k+1
)∥∥∥∥∥∥
2 ≤ P 2α2
T 2c2η
E
∥∥∥∥∥∥
N1∑
k=1
kα−1
(
w11,k −w?
)∥∥∥∥∥∥
2
≤ P
2α2
T 2c2η
 N1∑
k=1
kα−1
√
E
[∥∥∥w11,k −w?∥∥∥2]
2 .
Now using Theorem S10, Theorem S33, Theorem S34 and
√
a+ b ≤ √a+√b we get,
E
∥∥∥∥∥∥ 1T
N1∑
k=1
P∑
i=1
(
w1i,k −w?
)( 1
η1k
− 1
η1k+1
)∥∥∥∥∥∥
2
≤ P
2α2
T 2c2η
 N1∑
k=1
kα−1
√√√√E[ k∏
m=1
(1− µη˜m) ‖w0 −w?‖2 + 2σ2
k∑
m=1
(η˜m)2
k∏
l=m+1
(1− µη˜l)
]2
≤ P
2α2
T 2c2η
 N1∑
k=1
kα−1
√
exp
(
−µcηk
1−α
1− α
)
‖w0 −w?‖2 + 2σ
2cη
µ
2
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≤ P
2α2
T 2c2η
 N1∑
k=1
kα−1
(
exp
(
−µcηk
1−α
2(1− α)
)∥∥w0 −w?∥∥+√2σ2cη
µ
)2 .
Now using Theorem S36 again with b = 1 − α and a = µcη2(1−α) with β2 defined as above and
Theorem S37 we get,
E
∥∥∥∥∥∥ 1T
N1∑
k=1
P∑
i=1
(
w1i,k −w?
)( 1
η1k
− 1
η1k+1
)∥∥∥∥∥∥
2
≤ P
2α2
T 2c2η
((
2α
(1− α)2α−1
(µcη)α
) 1
1−α
Γ
(
α
1− α
)∥∥w0 −w?∥∥+√2σ2(N1)2αcη
µα2
)2
≤ P
2α2
T 2c2η
(
β2
∥∥w0 −w?∥∥+√2σ2(N1)2αcη
Pµα2
)2
≤ P
2α2
T 2c2η
(
2β22
∥∥w0 −w?∥∥2 + 4σ2(N1)2αcη
µα2
)
= D23,P,N1 .
Now for the fourth term proceeding as in Theorem S31 with Theorem S27 and Theorem S28 we
can obtain ,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
δ1i,k
∥∥∥∥∥∥
2 = 1
T 2
E
∥∥∥∥∥∥
P∑
i=1
N1∑
k=1
F ′(wti,k−1)− F ′′(w?)(wti,k−1 −w?)
∥∥∥∥∥∥
2
≤ P
T 2
P∑
i=1
E
∥∥∥∥∥∥
N1∑
k=1
F ′(wti,k−1)− F ′′(w?)(wti,k−1 −w?)
∥∥∥∥∥∥
2
≤ P
T 2
P∑
i=1
 N1∑
k=1
√
E
[∥∥∥F ′(w1i,k−1)− F ′′(w?)(w1i,k−1 −w?)∥∥∥2]
2
Now first using the upper bound of A2, followed by Theorem S22, Theorem S33, Theorem S34 and
Theorem S35 we can obtain the following,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
δ1i,k
∥∥∥∥∥∥
2 ≤ PM2
T 2
P∑
i=1
 N1∑
k=1
E
[∥∥w1i,k−1 −w?∥∥4]1/2
2
≤ P
2M2
T 2
 N1∑
k=1
k−1∏
j=1
(1− η1jµ)
∥∥w0 −w?∥∥2 + 20σ2 k−1∑
j=1
k−1∏
l=j+1
(1− µη1l )(η1j )2
2
≤ P
2M2
T 2
 N1∑
k=1
(
exp
(
−µcη(k − 1)
1−α
1− α
)∥∥w0 −w?∥∥2 + 20σ2cη
µ
)2
≤ P
2M2
T 2
((
1 +
(
(1− α)α
µcη
) 1
1−α
Γ
(
1
1− α
))∥∥w0 −w?∥∥2 + 20σ2N1cη
µ
)2
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≤ P
2M2
T 2
(
β1
∥∥w0 −w?∥∥2 + 20σ2N1cη
µ
)2
= D24,P,N1 .
For the fifth term, using the fact that for different machines noise is independent, zero in
expectation (A3) we obtain,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
ξ1i,k
∥∥∥∥∥∥
2 = 1
T 2
P∑
i=1
N1∑
k=1
E
[∥∥ξ1i,k∥∥2] .
Now using Theorem S26 we have,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
ξ1i,k
∥∥∥∥∥∥
2 ≤ 1
T 2
P∑
i=1
N1∑
k=1
(
2L2E
[∥∥w1i,k−1 −w?∥∥2]+ 2σ2)
≤ 2σ
2
T
+
2L2
T 2
P∑
i=1
N1∑
k=1
E
[∥∥w1i,k−1 −w?∥∥2] .
Now using Theorem S10, followed by Theorem S33, Theorem S34 and Theorem S35 with definition
of β as before, and we have,
E
∥∥∥∥∥∥ 1T
P∑
i=1
N1∑
k=1
ξ1i,k
∥∥∥∥∥∥
2 ≤ 2σ2
T
+
2L2P
T 2
N1∑
k=1
(
k−1∏
m=1
(1− µη1m)
∥∥w0 −w?∥∥2 + 2σ2 k−1∑
m=1
(η1m)
2
k−1∏
l=m+1
(1− µη1l )
)
≤ 2σ
2
T
+
2L2P
T 2
N1∑
k=1
(
exp
(
−µcη(k − 1)
1−α
1− α
)∥∥w0 −w?∥∥2 + 2σ2cη
µ
)
≤ 2σ
2
T
+
2L2P
T 2
((
1 +
(
(1− α)α
µcη
) 1
1−α
Γ
(
1
1− α
))∥∥w0 −w?∥∥2 + 2σ2N1cη
µ
)
≤ 2σ
2
T
+
2L2P
T 2
((
1 +
(
(1− α)α
µcη
) 1
1−α
Γ
(
1
1− α
))∥∥w0 −w?∥∥2 + 2σ2N1cη
µ
)
≤ 2σ
2
T
+
2L2P
T 2
(
β
∥∥w0 −w?∥∥2 + 2σ2Ncη
µ
)
= D25,P,N1 +D
2
6,P,N1 .
Thus using Theorem S27 we have proved the lemma.
We can get the following lemma combining the bias and variance terms separately,
Lemma S42 Under the Assumptions A1, A2, A3, A5, A6 for decreasing step size, for one shot
averaging we have,
E
[∥∥∇2F (w?)(w −w?)∥∥2] ≤ 5(Dˆ21,P,N1 + Dˆ22,P,N1)
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Where for constants defined as above the terms are,
Dˆ21,P,N1 =
∥∥w0 −w?∥∥2
(N1)2c2η
(
1 + 4(N1)2α exp
(
−µcη(N
1)1−α
2(1− α)
)
+ α2β1 + 2M
2c2ηβ
2
1
∥∥w0 −w?∥∥2 + 2L2β1c2η
P
)
,
Dˆ22,P,N1 =
2σ2
T
(
1 +
8αP (N1)2α−1
2α− 1 exp
(
−µ(N
1)1−α
2(1− α)
(
1− 1
21−α
))
+
8P
(N1)1−αcηµ
+
α2Pβ2
2N1c2η
+
α2Pβ3
2(N1)1−αc2η
+
400M2Pσ2
N1
(
β22 + β
2
3(N
1)2−2α
)
+
L2
N1
(
β2 + β3(N
1)1−α
))
.
Appendix H. Brief overview of distributed optimization
The above three schemes (OSA, MBA, Local-SGD) are the most studied synchronous parallel
schemes. However, communication latencies often make it difficult to use these algorithms for
large-scale problems. Thus many alternative parallelization schemes which minimize communication
or perform better have been studied. The major problem with some of these variants is that they are
often difficult to tune, are not as stable and don’t scale well to non-convex optimization problems.
Result-wise, most of the machine learning packages use centralized mini-batch synchronous SGD.
Asynchronous SGD: These techniques are characterized by avoiding a centralized synchroniza-
tion, using delayed updates, maintaining parameter server estimates and being fault tolerant. Some of
the notable references in a chronological order are Langford et al. (2009); Niu et al. (2011); Agarwal
and Duchi (2011); Paine et al. (2013); Li et al. (2014b); Zhang et al. (2014); Keuper and Pfreundt
(2015); De and Goldstein (2015); Feyzmahdavian et al. (2015); Lian et al. (2015); Mania et al. (2015);
Zhao and Li (2015); Duchi et al. (2015); Chen et al. (2016a); Lian et al. (2017a); Pedregosa et al.
(2017); Lian et al. (2017b); Leblond et al. (2018); Alistarh et al. (2018).
Federated optimization: This setting is characterized by a huge number of mobile user devices,
which run their local model in a decentralized manner with often unbalanced data, but aim to train
jointly. Many research questions still remain open but the direction is very relevant for distributed AI.
Some references are Konecný et al. (2015, 2016); McMahan et al. (2016).
Compressed Communication: A common strategy to combat the communication overhead is
to introduce lossless or lossy compression of exchanged information, often the gradients. Some of
the work in this direction can be found in Zhang et al. (2017); Wen et al. (2017); Wangni et al. (2017);
Sa et al. (2015); Na et al. (2017); Gupta et al. (2015); Alistarh et al. (2016); Khirirat et al. (2018).
Non-SGD methods: Many other optimization algorithms (coordinate descent, quasi newton,
etc.) have also been studied in the parallel setting, owing to their better distributivity or convergence
for some applications compared to the SGD algorithm. Some of them are Boyd et al. (2011) (ADMM),
Shamir et al. (2014) (DANE), Zhang and Xiao (2015) (DiSCO), Reddi et al. (2016) (AIDE), Ma et al.
(2017); Smith et al. (2016); Ma et al. (2015) (COCOA) and some of the references therein. Recently
Scaman et al. (2017) gave provably optimal algorithms for the strongly convex and smooth functions
for both synchronous and asynchronous cases. More broadly speaking, variance reduction methods
are often the methods of choice in better understood, convex optimization problems [add reference].
Yet, their usage in the deep learning community has been relatively scarce, and often they are more
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Reference Setting Limitations
Zhang et. al. Zhang et al. (2012) OSA Small learning rates cµt ; µ often unknown; Non-
asymptotic bound on single worker convergence rate
is used (Rakhlin et al. (2012));
Jain et. al. Jain et al. (2016) OSA, MBA Results for least square regression (LSR) in finite
horizon setting only;
Godichon et. al. Godichon and Saadane (2017) OSA Uses uniform gradient bound A4 and thus not us-
able for LSR; Non-asymptotic result (Rakhlin et al.
(2012)) is used;
Stich Stich (2018) Local SGD Small learning rates cµt ; µ often unknown; Uses uni-
form gradient bound A4 and thus not usable for LSR;
Doesn’t capture the need for an adaptive communica-
tion frequency Zhang et al. (2016); Doesn’t extend to
one-shot averaging, implying it is not tight enough;
Table S3: Limitations of the previously existing results.
difficult to parallelize [add reference]. Some of the works for instance are Reddi et al. (2015); Zhao
and Li (2016); De and Goldstein (2015); Lee et al. (2015). Among second order methods, quasi
newton methods like distributed L-BFGS Najafabadi et al. (2017); S¸ims¸ekli et al. (2018) are also
widely popular among the machine learning community.
Communication Lower Bounds: On a broader level our work is related to communication
lower bounds which arise from information and learning-theoretic considerations. Unfortunately,
these bounds are difficult to match for convex optimization as they are provided in Arjevani and
Shamir (2015). Similar bounds have also been provided for the generally easier statistical estimation
setting in Duchi et al. (2014); Braverman et al. (2015); Zhang et al. (2013).
Feature Distribution: As clearly evident training data is not the only element of our optimiza-
tion scheme which can be parallelized. Often in many problems in natural language processing
and linear estimation, the features number in hundreds of thousands, and it might be of some in-
terest to distribute the features alongside or beside training data. Some relevant references are Lee
et al. (2014); Ma and Takácˇ (2015); Smith et al. (2016); Chen et al. (2016b); Fang and Klabjan (2018).
There has also been work in parallelizing stochastic optimization algorithms for specific problems
(like PCA) in the past, for e.g., Mcdonald et al. (2009); McDonald et al. (2010); Meng et al. (2012);
Zhuang et al. (2013); Li et al. (2014a); Chin et al. (2015); Oh et al. (2015).
We also provide a brief overview of some other techniques in distributed optimization in Ap-
pendix H.
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