We consider the problem of learning the level set for which a noisy black-box function exceeds a given threshold. To efficiently reconstruct the level set, we investigate Gaussian process (GP) metamodels. Our focus is on strongly stochastic samplers, in particular with heavy-tailed simulation noise and low signal-to-noise ratio. To guard against noise misspecification, we assess the performance of three variants: (i) GPs with Student-t observations; (ii) Student-t processes (TPs); and (iii) classification GPs modeling the sign of the response. As a fourth extension, we study GP surrogates with monotonicity constraints that are relevant when the level set is known to be connected. In conjunction with these metamodels, we analyze several acquisition functions for guiding the sequential experimental designs, extending existing stepwise uncertainty reduction criteria to the stochastic contour-finding context. This also motivates our development of (approximate) updating formulas to efficiently compute such acquisition functions. Our schemes are benchmarked by using a variety of synthetic experiments in 1-6 dimensions. We also consider an application of level set estimation for determining the optimal exercise policy and valuation of Bermudan options in finance.
Introduction

Statement of Problem
Metamodeling has become widespread for approximating expensive blackbox functions that arise in applications ranging from engineering to environmental science and finance [35] . Rather than aiming to capture the precise shape of the function over the entire region, in this article we are interested in estimating the level set where the function exceeds some particular threshold. Such problems are common in cases where we need to quantify the reliability of a system or its performance relative to a benchmark. It also arises intrinsically in control frameworks where one wishes to rank the pay-off from several available actions [18] .
We consider a setup where the latent f : D → R is a continuous function over a d-dimensional input space D ⊆ R d . The level-set estimation problem consists in classifying every input x ∈ D = S ∪ N according to S = {x ∈ D : f (x) ≥ 0}, N = {x ∈ D : f (x) < 0}.
(1.1)
Without loss of generality the threshold is taken to be zero, so that the level set estimation is equivalent to learning the sign of the response function f . For later use we also define the corresponding zero-contour of f , namely the partition boundary ∂S = ∂N = {x ∈ D : f (x) = 0}.
For any x ∈ D, we have access to a simulator Y (x) that generates noisy samples of f (x):
Y (x) = f (x) + (x), (1.2) where (x) are realizations of independent, mean zero random variables with variance τ 2 (x).
To assess a level-set estimation algorithm, we compare the resulting estimateŜ with the true S in terms of their symmetric difference. Let µ be a probability measure on the Borel σ-algebra B(D) (e.g., µ = Leb D ). Then our loss function is
L(S,Ŝ) = µ(S∆Ŝ)
where S 1 ∆S 2 := (S 1 ∩ S C 2 ) (S
Frequently, the inference is carried out by first producing an estimatef of the response function; in that case we takeŜ = {x ∈ D :f (x) ≥ 0}) and rewrite the loss as L(f,f ) = x∈D I(signf (x) = sign f (x))µ(dx), (1.4) where I(·) is the indicator function.
Motivation
As a concrete example of level set estimation, consider the problem of evaluating the probability of failure, determined via the limit state S of a performance function f (·) [28] . The system is safe when f (x) ≤ h, and fails otherwise. In the context where the performance function can be evaluated via deterministic experiments, the estimation of the safe zone (more precisely its volume µ(S)) was carried out in [4] and [26] employing a Gaussian Process approach with a sequential design. A related example dealing with the probability of failure in a nuclear fissile chain reaction appeared in [10] . Another application, which motivated this present investigation, comes from simulation-based algorithms for valuation of Bermudan options [17, 23] . This problem consists of maximizing the expected reward h(τ, X τ ) over all stopping times τ ∈ {0, ∆t, 2∆t, . . . , T } bounded by the specified horizon T : V (t, x) = sup τ ≥t,τ ∈S E[h(τ, X τ )|X t = x], (1.5) where (X t ) is the underlying asset price at time t, typically satisfying a stochastic differential equation and ∆t is the frequency of exercising. The approach in the so-called Regression Monte Carlo methods [22, 37] is to convert the decision of whether to exercise the option τ (t, x) = t or continue τ (t, x) > t when X t = x at intermediate step t, into comparing the immediate reward h(t, x) vis à vis the reward-togo C(t, x). In turn this is equivalent to determining the zero level set (known as the continuation region) S t = {x ∈ D : f (x; t) ≥ 0} of the timing value f (x; t) := C(t, x) − h(t, x). The stopping problem (1.5) is now solved recursively by backward induction over t = T − ∆t, T − 2∆t, . . ., which allows noisy samples of f (x; t) to be generated by simulating a trajectory X x t:T emanating from x and evaluating the respective pathwise reward-to-go. Probabilistically, this means that we are interested in (1.2) where f corresponds to a conditional expectation related to a path-dependent functional of the Markov process X · ; the loss function (1.3) arises naturally as a metric regarding the quality of the estimated stopping rule in terms of the underlying distribution µ(·; t) of X t . We refer to [23] for a summary of existing state of the art and the connection to employing a GP metamodel for learning the timing value f (·; t).
Design of Experiments for Contour Finding
Reconstructing S via a metamodel can be divided into two steps: the construction of the response model and the development of methods for efficiently selecting the simulation inputs x 1:N , known as design of experiments (DoE). Since the level set is intrinsically defined in terms of the unknown f , an adaptive DoE approach is needed that selects x n 's sequentially.
For the response modeling aspect, GP regression, or kriging, has emerged as the most popular nonparametric approach for both deterministic and stochastic black-box functions [4, 16, 29, 19] . GPs have also been widely used for the level-set estimation problem; see [9, 15, 18, 30] and [32] . In a nutshell, at step n the GP paradigm constructs a metamodelf (n) that is then used to guide the selection of x n+1 and also to construct the estimateŜ (n) . To this end, GPs are well suited for sequential design by offering a rich uncertainty quantification aspect that can be (analytically) exploited to construct information-theoretic DoE heuristics. The standard framework is to develop an acquisition function I n (x) that quantifies the value of information from taking a new sample at input x conditional on an existing dataset (x 1:n , y 1:n ) and then to myopically maximize I n :
x n+1 = arg max x∈D I n (x).
(1.6)
Early level-set sampling criteria were proposed by Bichon et al. [5] , Picheny et al. [30] , and Ranjan et al. [32] based on modifications to the Expected Improvement criterion [20] for response function optimization. A criterion more targeted to reduce the uncertainty about S itself was first developed by Bect et al. [4] using the concept of stepwise uncertainty reduction (SUR). Specifically, the SUR strategy aims to myopically maximize the global learning rate about S; see also [10] for related computational details. Recently, further criteria using tools from random set theory were developed in [11, 2] . Specifically, those works use the notions of Vorob'ev expectation and Vorob'ev deviation to choose inputs that minimize the posterior expected distance in measure between the level set S and its estimateŜ. This approach is computationally expensive however, and requires conditional simulations of the posterior Gaussian field. Other works deal with more conservative estimates [8, 3] . Clear analysis comparing all these choices in the stochastic setting is currently lacking.
Summary of Contributions
Most of the cited papers consider only the deterministic setting without any simulation noise. The main goal of this article is to present a comprehensive assessment of GP-based surrogates for stochastic contour-finding. In that sense, our analysis complements the work of Picheny et al. [31] and Jalali et al. [19] , who benchmarked GP metamodels for Bayesian optimization where the objective is to evaluate max x f (x). While simple versions (with constant or prespecified Gaussian noise) are easily handled, the literature on GP surrogates for complex stochastic simulators remains incomplete. Recently, several works focused on heteroskedastic simulation variance; see the Stochastic Kriging approach of Ankenman et al. [1] and the earlier works by two of the authors [6, 7] . In the present article we instead target the non-Gaussian aspects, in particular the likely heavy-tailed property. This issue is fundamental to any realistic stochastic simulator where there is no justification for assuming Gaussian-distributed (x) (as opposed to the physical experimental setup where represents observation noise and is expected to be Gaussian thanks to the central limit theorem). This motivates us to study alternative GP-based metamodels for learningŜ that are more robust to non-Gaussian in (1.2). In parallel, we investigate which of the contour-finding heuristics outlined above perform best in such setups.
To stay within the overarching sequential design paradigm, we continue to work with a GP-based setup but investigate several modifications that are relevant for learningŜ.
• To relax the Gaussian noise assumption, we investigate t-observation GPs [41, 21] ; use of the Studentt likelihood nests both the heavy-tailed and Gaussian cases.
• As another non-Gaussian specification we consider Student-t processes (TPs) [36, 39] that are also resistant to observation outliers.
• To target the classification-like objective underlying (1.3), we consider the use of classification GPs that model the sign of the response Y (x) via a probit logistic model driven by a latent GP Z(·):
. Deployment of the logistic regression is expected to "wash out" non-Gaussian features in (x) beyond its effect on the sign of the observations.
• In a different vein, to exploit a structure commonly encountered in applications where the level set S is connected, we study the performance of monotone GP regression/classification metamodels [34] that force f (or Z) to be monotone in the specified coordinates.
Our analysis is driven by the primal effect of noise on contour-finding algorithms. This effect was already documented in related studies, such as that of Jalali et al. [19] who observed the strong impact of (·) on performance of Bayesian optimization. Consequently, specialized metamodeling frameworks and acquisition functions are needed that can best handle the stochasticity for the given loss specification. Thus, the combination of the above tools with the GP framework aims to strike the best balance in carrying out uncertainty quantification and constructing a robust surrogate that is not too swayed by the simulation noise structure. In the context of GPs, this means accurate inference of the mean response and sampling noise that in turn drive the posterior meanf and the posterior GP variance s(x) 2 . Both of the latter ingredients are needed to blend the exploitation objective to locally learn the contour ∂S and to explore less-sampled regions. These issues drive our choices of the metamodels and also factor in developing the respective acquisition functions I n (x); see cf. Section 3. On the latter front we consider four choices (MCU, cSUR, tMSE, ICU), including heuristics that depend only on the posterior standard deviation s (n) (·), as well as those that anticipate information gain from sampling at x n+1 via the look-ahead standard deviation s (n+1) (·). Because in the non-Gaussian GPs s (n+1) depends on Y (x n+1 ), we develop tractable approximationsŝ (n+1) for that purpose.
To recap, our contributions can be traced along five directions. First, we investigate two ways to handle heavy-tailed simulation noise via a GP with t-observations and via TP. As far as we are aware, this is the first application of either tool in sequential design and contour-finding contexts. Second, we present an original use of monotonic GP metamodels for level set estimation. This idea is related to a gray-box approach that aims to exploit known structural properties of f (or S) so as to improve on the agnostic black-box strategies. Third, we analyze the performance of classification GP metamodels for contour-finding. This context offers an interesting and novel comparison between regression and classification approaches benchmarked against a shared loss function. Fourth, we develop and implement approximate look-ahead formulas for all our metamodels that are used for the evaluation of acquisition functions. To our knowledge, this is the first presentation of such formulas for non-Gaussian GPs, as well as TPs. Fifth, beyond the metamodels themselves, we also provide a detailed comparison among the proposed acquisition functions, identifying the best-performing combinations of I(·) and metamodelf and documenting the complex interplay between design geometry and surrogate architecture.
The rest of the article is organized as follows. Section 2 describes the metamodels we employ. Section 3 develops the sequential designs for the level-set estimation problem, and Section 4 discusses the look-ahead variance formulas for non-Gaussian GPs. Section 5 compares the models using synthetic data where ground truth is known. Two case studies from derivative pricing are investigated in Section 6. In Section 7 we summarize our conclusions.
2 Statistical Model 2.1 Gaussian Process Regression with Gaussian Noise We begin by discussing regression frameworks for contour finding that target learning the latent f (·) based on the loss (1.4). The Gaussian process paradigm treats f as a random function whose posterior distribution is determined from its prior and the collected samples A n ≡ {(x i , y i ), 1 ≤ i ≤ n}. A priori, we view f (·) ∼ GP (m(·), K(·, ·)) as a realization of a Gaussian process completely specified by its mean function m(
In the classical case [41] , the noise distribution is homoskedastic Gaussian (x) ∼ N (0, τ 2 ), and the prior mean is zero, m(x) = 0. Given observations y 1:n = [y 1 , ...y n ] T at inputs x 1:n = [x 1 , . . . , x n ] T , the conditional distribution f |A n is then another Gaussian process, with posterior marginal meanf
Gsn (x * , x * ) given by (throughout we use subscripts to indicate the metamodel type, e.g., Gsn for Gaussian noise)f
with the 1 × n vector k(x * ) and n × n matrix K defined by
The posterior meanf
Gsn (x * ) is treated as a point estimate of f (x * ) and the posterior standard deviation s
Gsn (x * , x * ) as the uncertainty of this estimate. We use f to denote the random posterior vector f (x 1:n )|A n .
Model Fitting: In this article, we model the covariance between the values of f at two inputs x and x with the squared exponential (SE) function: 4) defined in terms of the hyperparameters ϑ = {σ se , θ 1 , ..., θ d , τ } known as the process variance and lengthscales, respectively. Simulation variance τ is also treated as unknown and part of ϑ. Several common ways exist for estimating ϑ. Within a Bayesian approach we integrate against the prior p(ϑ) using 5) where p(y 1:n |x 1:n , f ) is the likelihood and p(f |ϑ) is the latent function prior. Notice that following the Gaussian noise assumption, the likelihood p(y 1:n |x 1:n , f ) is Gaussian. With a Gaussian prior p(f |ϑ), the posterior p(f |y 1:n , x 1:n , ϑ) is tractable and also follows a Gaussian distribution. The normalizing constant in the denominator p(y 1:n |x 1:n , ϑ) is independent of the latent function and is called the marginal likelihood, given by
One may similarly express the posterior over the hyperparameters ϑ, where p(y 1:n |x 1:n , ϑ) plays the role of the likelihood. To avoid expensive MCMC integration, we use the maximum a posteriori probability (MAP) estimateθ which maximizes the likelihood over ϑ:
Given the estimated hyperparametersθ, we take the posterior of f as p(f |y 1:n , x 1:n ,θ).
Gaussian Process Regression with Student t-Noise
Taking the noise term (x) as Gaussian is widely used since the marginal likelihood is then analytically tractable. In a stochastic simulation setting however, the exact distribution of the outputs relative to their mean is unknown and often is clearly nonGaussian. A more robust choice is to assume that (x) has a Student-t distribution [21] . In particular, this may work better when the noise is heavy-tailed by making inference more resistant to outliers [27] . In the resulting t-GP formulation (x) is assumed to be t-distributed with variance τ 2 and ν > 2 degrees of freedom (the latter is treated as another hyperparameter). The marginal likelihood of observing y 1:n can be written as tGP := arg max f p tGP (f |x 1:n , y 1:n ), gives a Gaussian approximation
where
tGP is the Hessian of the negative conditional log posterior density atf 10) and
is diagonal, since the likelihood factorizes over observations.
Using (2.9), the approximate posterior distribution of f (x * ) at an input x * is also Gaussian
Note the similarity to (2.1)-(2.2): with Student-t likelihood the modef
tGP plays the role of y 1:n and W
−1 tGP
replaces the noise matrix τ 2 I. Critically, the latter implies that the posterior variance is a function of both designs x 1:n and observations y 1:n .
Gaussian Process Classification
Our target in (1.1) is to learn where the mean response is positive, which is equivalent to classifying each x ∈ D as belonging either to S or to N . Assuming that (x) is symmetric, {x ∈ S} = {f (x) ≥ 0} = {P(Y (x) > 0) > 0.5}. This motivates us to consider the alternative of directly modeling the response sign (rather than overall magnitude) via a classification GP model (Cl-GP) [40, 41] . The idea is to model the probability of a positive observation Y (x) by using a probit logistic regression: P(Y (x) > 0|x) = Φ(Z(x)), with Φ(·) the standard normal cdf. The latent classifier function is taken as the GP Z ∼ GP (0, K(·, ·)). After learning Z we then setŜ = {x :Ẑ(x) > 0}.
To compute the posterior distribution of Z conditional on A n , we use the fact that for an observation (x i , y i ) and conditional on z i = Z(x i ) the likelihood of y i > 0 is Φ(z i )1 {y i ≥0} + (1 − Φ(z i ))1 {y i <0} . To simplify notation we useY (x) = sign Y (x) ∈ {−1, 1} to represent the signed responses driving Cl-GP, leading to p Cl (y 1:n |z,
Similar to the t-GP, we use a Laplace approximation for the non-Gaussian p Cl (z|x 1:n ,y 1:n ) in Eq. (2.13),
where we again use the modez (n) := arg max z p(z|A n ) and Σ Cl is the Hessian of the negative log posterior atz (n) : 15) and V = −∇ 2 log p(y 1:n |z)| z=z (n) is diagonal with elements 16) φ(·) denoting the density of the standard normal distribution. Similar to Eq. (2.11), the posterior mean for Z(·) at x * is then expressed by using the GP predictive mean equation (2.1) and LP approximation (2.14):
We again see the same algebraic structure, withz (n) a stand-in for y 1:n in (2.1) and V −1 a stand-in for τ 2 I in (2.2). Also note that we may formally link the Z of the Cl-GP metamodel to the GP f used previously via the posterior probability that x ∈ S:
Gaussian Process Regression with Monotonicity Constraint
In the optimal stopping problem (1.5) that motivated our work, the timing value is known to be monotone increasing in the asset price x, and one would like to incorporate this constraint. In other contexts, monotonicity of the metamodel for f is one sufficient way to guarantee that the outputted level setŜ is a connected subset of D. By constraining the fittedf to be monotone, we incorporate structural knowledge about the ground truth, which in turn reduces posterior uncertainty and thus might produce more accurate estimates of S. In general, any infinite-dimensional Gaussian process is intrinsically non monotone, since the multivariate Gaussian distribution is always supported on the entire R d , rather than an orthant. As one approximation, Riihimäki and Vehtari [34] proposed to force local monotonicity inf by adding virtual observations for the gradient of f . Other approaches include [14] , where the users pick the dimensions restricted to be monotone; and the finite-dimensional GP approach of [24] where global monotonicity is satisfied. Here we pursue the strategy of [34] that is conveniently available in the public GPstuff library [38] .
Recall that since differentiation is a linear operator, the derivative of a GP f is another GP. Using f as a shorthand notation for the gradient ∇f at locations x 1:n , we have
In addition to the data set (x 1:n , y 1:n ), we now introduce virtual observations (x v , y v ) with the dummy responses y v,i ∈ {−1, 1} × {1, . . . , d} set according to whether f is required to be decreasing (y v,i = (−1, j)) or increasing (y v,i = (+1, j)) with respect to the jth input dimension at input x v,i . The key "trick" is to use a probit likelihood p(
, where the small parameter η controls the strictness of the monotonicity constraint [34] . The probit function approaches the Heaviside step function when η → 0 and forces the fitted ∂ x jf (x v,i ) (computed via (2.20) ) to match during likelihood maximization the predetermined sign of y v,i . An adaptive method to sequentially add the virtual inputs x v is suggested in [34] . Note that if there are multiple monotonic dimensions, then the same x v,i might be reused multiple times to satisfy the constraints on ∂ x jf across different j-coordinates, leading to a replicated design.
The joint prior for f and its gradient f is given by
. Using Bayes rule, the joint posterior is then
Like for the classification GP to handle the non-Gaussian terms p(
we approximate them with a local Gaussian likelihood
We use the Expectation Propagation (EP) algorithm [25] to determine the vector of local meansμ i Mon , and the diagonal EP variance matrixΣ Mon , with local variances (σ i Mon ) 2 . Details about the computation can be found in [34] . The approximate posterior to (2.24) is a product of Gaussian distributions and is simplified to
The covariance matrix is Σ −1
, and the posterior mean is
The posterior meanf Mon (x * ) and posterior covariance v Mon (x * , x * ) for the M-GP metamodel arê 28) analogously to the standard GP prediction equations (2.1) and (2.2).
Following the same idea as for M-GP, we also consider monotonic Cl-GP, which restricts some of the coordinates z j of the latent logistic GP Z to be increasing (decreasing) across the full domain D. Replacing f with z and again applying the EP algorithm, we reach similar expressions for posterior mean/variance as in (2.27) and (2.28).
Student-t Process Regression with Student-t Noise Instead of just adding Student-t likelihood
to the observations as discussed in [41] and [21] , Shah et al. [36] proposed t-processes (TPs) as an alternative to GPs, where they derived closed-form expressions for the marginal likelihood and posterior distribution of the t-process by imposing an inverse Wishart process prior over the covariance matrix of a GP model. They found the t-process to be more robust to model misspecification and to be particularly promising for Bayesian optimization. Moreover, Shah et al. [36] showed that TPs retain most of the appealing properties of GPs, including analytical expressions, with increased flexibility.
As noticed for example in [41] , dealing with noisy observations is less straightforward with TPs, since the sum of two independent Student-t distributions has no closed form. Still, this drawback can be circumvented by incorporating the noise directly in the kernel. The corresponding data-generating mechanism is taken to be multivariate-t y 1:n ∼ M V T ν, m(x 1:n ), K + τ 2 I , where the degrees of freedom are
Comparing with the regular GPs, we have the same posterior meanf
Gsn (x * ), but the posterior covariance now depends on observations y 1:n and is inflated by v
Moreover, the latent function f and the noise are uncorrelated but not independent. As noticed in [36] , assuming the same hyperparameters, as n goes to infinity, the above predictive distribution becomes Gaussian.
Inference of TPs can be performed similarly as for a GP, for instance based on the marginal likelihood:
One issue is estimation of ν, which plays a central role in the TP predictions. We find that restricting ν to be small is important in order to avoid degenerating to the plain Gaussian GP setup.
Metamodel Performance for Level Set Inference
To evaluate the performance of different metamodels, we consider several metrics. The first statistic is the error rate R based on the loss function L defined in Eq. (1.3), measuring the distance between the level set S and its estimateŜ:
For Cl-GP, we replace f (x) with z(x) in the above, namely, use
A related statistic is the bias B, which is based on the signed (µ-weighted) difference between S andŜ:
The error rate R and bias B evaluate the accuracy of the point estimateŜ when the ground truth is known. In a realistic case study when the latter is unavailable, we replace R by its empirical counterpart, based on quantifying the uncertainty inŜ through the associated uncertainty off . Following [2] , we define the empirical error E as the expected distance in measure between the random set S|A and its estimateŜ:
withĒ(x) calculated by using (2.1) and (2.2):
The local empirical errorĒ(x) is the posterior probability of wrongly classifying x conditional on the training dataset A. It is intrinsically tied to the point estimatef (x) and the associated posterior variance s(x) 2 through the Gaussian uncertainty quantification. For the TPs, the predictive distribution is Student-t, so that the Gaussian cdf Φ is replaced with the respective survival function.
Uncertainty Quantification: To quantify the overall uncertainty about S (rather than local uncertainty about f (x)), a natural criterion is the volume of the credible band CI ∂S that captures inputs x whose sign classification remains ambiguous given A. A simple definition at a credibility level α (e.g., α = 0.05) would be
is the appropriate Gaussian/Student-t α-quantile. Thus (2.37) evaluates the region where the sign of f is nonconstant over the posterior α-CI of f . Heuristically however, CI ∂S {x ∈ D :Ē(x) > α} is effectively equivalent to empirical errorĒ(x) exceeding α, so that the volume of CI ∂S is roughly proportional to the integrated empirical error E.
In a more sophisticated approach based on random set theory, Chevalier et al. [11] used the Vorob'ev deviation to define the uncertainty measure V α (Ŝ):
An α satisfying the unbiasedness condition
is referred to as the Vorob'ev threshold and can be determined through dichotomy [11] . If the Vorob'ev threshold is picked to be zero, then the Vorob'ev deviation is reduced to the empirical error E. Because of the computational overhead of working with (2.38), we restrict attention to the credible bands defined throughŜ α , which correspond to local uncertainty about f (or Z) as in (2.37).
Sequential Design
We estimate the level set S in a sequential design setting that assumes that f is expensive to evaluate, for example because of the complexity of the underlying stochastic simulator. Therefore efficient selection of the inputs x 1:n is important. In sequential design, at each step the next sampling location x n+1 is selected given all previous measurements. The Bayesian approach to sequential design is based on greedily optimizing an acquisition function as in (1.6). These strategies got popularized thanks to the success of the expected improvement (EI) criterion and the associated efficient global optimization (EGO) algorithm [20] . The basic loop for sequential design is as following:
• Loop for n = n 0 +1, . . . .
-Choose the next input x n+1 = arg max x∈M I n (x), and sample y n+1 = Y (x n+1 ).
We now propose several metrics for the acquisition function I n (x) in Eq. (1.6). The key plan is to target regions close to the boundary ∂Ŝ. A second strategy is to use the look-ahead posterior standard deviation s (n+1) conditional on sampling at x, in order to assess the corresponding information gain. This links the constructed design to the metamodel for f , since different surrogate architectures quantify uncertainty differently.
The first metric, dubbed Maximum Contour Uncertainty (MCU), stems from the local empirical error E(x) as defined in Eq. (2.36), which measures the probability of misclassification locally:
MCU thus gives preference to locations with high local empirical errorĒ(x), which corresponds to regions with high uncertainty (s (n) (x) 0) or close to the zero contour ∂S (f (n) (x) 0). One feature of I MCU n (x) is that it depends only on the marginal posterior distribution at x, making it fast to compute. A similar sampling criterion was also proposed by Echard et al. [13] . The idea to sample at x where the event {f (x) ≥ 0}|A n is most uncertain has also been discussed in [4] ; the criteria proposed by Ranjan et al. [32] and Bichon et al. [5] for sequential deterministic contour-finding are also based on it.
Our second strategy focuses on quickly reducingĒ by comparing the currentĒ(x) given A n and the expectedĒ(x) conditional on the one-step-ahead sample, A n ∪ {x n+1 , y n+1 }. This is achieved by integrating out the effect of Y (x n+1 ) onĒ(x n+1 ):
The name cSUR is because (3.3) is directly related to the SUR strategy [4] , modified to target contourfinding. Crucially, I cSU R ties the selection of x n+1 to the look-ahead meanf (n+1) (x n+1 ) and look-ahead standard deviation s (n+1) (x n+1 ) that appear on the right-hand side of (3.3). To compute the integral over
Similarly, we plug in the approximate one-step-ahead standard deviationŝ (n+1) discussed in Section 4 (especially Equations (4.4), (4.9), and (4.11)) for s (n+1) (x) :
Note that if x is such thatf (n) (x) = 0 then both terms above are 1/2 and I cSUR n (x) = 0. Thus, the cSUR criterion will not place samples directly on ∂Ŝ, but will aim to bracket the zero-contour.
In (3.3) cSUR only measures the local improvement inĒ(x n+1 ) at the sampling location x n+1 and consequently might be overly aggressive in targeting ∂Ŝ. This motivates us to target the global reduction in the uncertainty ofŜ, so as to take into account the spatial structure of D. The resulting Integrated Contour Uncertainty (ICU) is linked to the already defined empirical error E from Section 2.6:
We apply the same approximation as for cSUR to simplify the expectation over Y (x) and replace the integral over D with a sum over a finite subset D of size M :
Then I ICU (x) can be viewed as measuring the overall information gain about S from sampling at x. The motivation behind ICU is to myopically minimize the expected one-step-ahead empirical error E, which would correspond to 1-step Bayes-optimal design. As a last alternative, we utilize the targeted mean square error (tMSE) criterion proposed in Picheny et al. [30] :
The tMSE criterion upweighs regions close to the zero contour through the weight function W tMSE n (x), which measures the distance of x to ∂Ŝ n using the Gaussian posterior density N (f (n) , s (n) (x) 2 ). The parameter σ controls the size of domain of interest (or how wide the confidence interval of estimated boundary CI ∂S is). A large value of σ would enhance space filling [30] , since the weight function W tMSE n (x) becomes flatter, and the tMSE criterion I tMSE n (x) is reduced to the posterior variance s (n) (x) 2 . A small value of σ makes tMSE essentially equivalent to MCU (3.1), focusing primarily onf (n) (x). Like MCU, tMSE is based only on the posterior at step n and does not integrate over future Y (x)'s.
In the TP case, for MCU, cSUR, and ICU, we replace the standard normal cdf Φ(·) appearing in the formulas by its Student-t counterpart (with the estimated degrees of freedom ν n ). For tMSE, to maintain tractability, we keep the same expression (3.8) for the weights W tMSE .
Illustration. For instructive purposes, we consider a one-dimensional case where we use the Gaussian observation GP to learn the sign of the quadratic f (x) = x 2 − 0. Comparing the acquisition functions of the four criteria, we find that all of them have maxima within the shaded credible interval of the zero contour CI ∂S . In practice, we care only about the maximizer of the acquisition function, rather than its full shape, since the former drives the selection of the next sample x n+1 . The x n+1 selected by MCU and tMSE criteria are the same. The width of the targeted region by the tMSE criterion can be changed through the value of σ , with a smaller value corresponding to a narrower bump and vice versa. For the cSUR criterion, because I cSUR n (x) = 0 at ∂Ŝ, there are two local maxima with a "valley" between them. The interval between the latter local maxima is roughly the confidence interval CI ∂S for the zero-contour (2.37). Both MCU and tMSE effectively select the location satisfyingf (n) (x n+1 ) = 0 and maximizing s (n) (x) targeting "local" input uncertainty. In contrast, the ICU and cSUR criteria are more "global"; in particular, ICU is much flatter than all other criteria.
After using the various acquisition functions to select x n+1 at n = 11, . . . , 100, we show in Figure 2 the resulting designs x 1:n and the final estimatef (100) with a Gaussian observation GP metamodel. As desired, all methods target the true zero-contour at ∂S = 0.75. As a result, the posterior variance s (n) (x) 2 is much lower in this neighborhood; in contrast, especially for cSUR and MCU, few samples are taken far from x = 0.75, and the posterior uncertainty there remains high. The true zero contour is within the estimated posterior CI for all the criteria. However, the CI for MCU is much wider than that for the others.
The bottom row in Figure 2 shows the sampled location x n as a function of step n. We observe that MCU heavily concentrates its search around the zero contour, leading to few samples (and consequently relatively large empirical errors E (n) ) in other areas, although the overall error rate R is comparable. The tMSE criterion exhibits an "edge" effect; that is, besides the desired zero contour x = 0.75, it selects multiple samples close to the edge of the sample space at x = 0 and x = 1, because of the large posterior variance s 2 in those areas that strongly influences I tMSE in (3.6). Inputs sampled by the cSUR criterion bracket the contour ∂S from both directions, matching the two-hill-and-a-valley shape of I cSUR in Figure 1 . We note that the two sampling "curves" get closer as n grows, indicating a gradual convergence of the estimated zero contour ∂Ŝ (n) , akin to a shrinking credible interval ofŜ (n) . The ICU criterion generates a much more diffuse design: it engages in more exploration and is less dependent on the current levels of the empirical error E. This eventually creates a flatter profile forĒ(x).
The preceding discussion considered a single metamodel choice for f . Other metamodels will generate different design features; in particular, sensitivity to (x) will lead to a different mix of exploration (x n 's far from the zero-contour) and exploitation even for the same choice of I n criterion. Figures 6 and 7 , as well as Table 3 , emphasize our message that one must jointly investigate the combinations of I(·) andf when benchmarking the ultimate performance of the algorithm.
Look-Ahead Variance
The cSUR and ICU acquisition functions I n require estimates of the look-ahead standard deviation s (n+1) (x * ) conditional on sampling at x n+1 = x. A related computation is also important for efficient updating of the GP/TP metamodels during sequential design, assimilating the observation (x n+1 , y n+1 ) into A n . As is well known, usage of GP necessitates inverting the covariance matrix K −1 which presents a computational bottleneck as n grows. Updating hinges on computing (K (n+1) ) −1 via applying the Woodbury identities to the current (K (n) ) −1 . A major advantage of the classical GP paradigm is that the posterior variance s (n) (x) 2 is a function only of the design x 1:n ; that is, it is independent of the observations y 1:n . This allows an exact analytic expression for s (n+1) (x) x n+1 =x in terms of x n+1 . Recall that for an existing design x 1:n , after adding a new (x n+1 , y n+1 ), the mean and variance at location x * are updated via [12] 
where λ (n) (x * , x n+1 ) is a weight function that measures the influence of the new sample at x n+1 on x * conditioned on the existing inputs x 1:n .
Lemma 4.1 (Woodbury formula). Assume b is a n × 1 vector, A is a n × n matrix, and d and c are nonzero scalars; then we have
Using Lemma 4.1, we obtain the one-step-ahead variance at x * :
(4.4)
In particular, after sampling at x n+1 the local updated posterior variance is proportional to the current s
Gsn (x n+1 ) 2 with a proportionality factor [18] :
The above lemma is our basis for calculating the acquisition function for the cSUR criterion (3.3) that requires only (4.5) and the ICU criterion (3.5). As we see below, because (4.4) holds only in the Gaussian prior/Gaussian likelihood setting, further approximations are required to apply (4.2)-(4.5) for the alternative metamodels. Such look-ahead variance expressions are of independent interest, applicable beyond the context of level set estimation.
t-GP: A limitation of using a non-Gaussian observation likelihood is that, unlike for Gaussian observation GP, there are no exact variance look-ahead formulas for the resulting t-GP. There are two main reasons. First, both the posterior meanf tGP (x * ) 2 in (2.12) for the t-GP depend on the posterior modef (n+1) tGP , which changes every step. Therefore they cannot be accessed in advance. Furthermore, s tGP (x * ) depends on the next-step Hessian W tGP , in particular its entry w (n+1) n+1 , which again depends on y n+1 .
To overcome this challenge, we develop an approximationŝ
tGP (·). Our strategy is to replace each inaccessible term with its expected average from the point of view of step n. To approximatef (n+1) tGP , we recall that the posterior mode and the posterior mean coincide:
Hence we can compute the expected value off (n+1) tGP using the tower property:
where the last equality follows from the BLUP property of GP estimates. Therefore, we approximate the
, where the first component is ndimensional and the second component is a scalar. In turn, this step allows us to update the matrices W (n) tGP and K (n) assuming a new input x n+1 is added. Specifically, the new entry in W 
(4.8)
Matching terms with the Gaussian observation GP, the updated variance s
tGP (x n+1 ) 2 is then approximately proportional to the current variance:
(4.9)
To make this implementable at step n, we need to remove the inaccessible y n+1 term in both the numerator and denominator of (4.8). In principle, we could attempt to (numerically) integrate the predictive distribu-
t (x n+1 ) 2 ); for simplicity we instead replace (y n+1 −f 
Cl-GP: Similar to the t-GP, the look-ahead variance for the classification GP is intractable since s
is based on the modez
of the posterior p Cl (z|x 1:n , y 1:n , x n+1 , y n+1 ). Similar to (4.7) we use the approximationz
In that case we obtain an expression similar to (4.9), with w 
(4.11)
The Hessian element v
n+1 is given by
, which depends on the next-step signed responsey n+1 . To develop an approximation in terms of step-n values, we once more replacez Cl (x n+1 ). Moreover, the next responsey n+1 will take only two values, so v (n+1) n+1 will take on just two values v ± n+1 . Hence, we can compute the "expected value"v
where v
and v
14)
, and p − = 1 − p + .
The final formula for the look-ahead variance becomeŝ
Monotonic GP: Similar to the t-GP and Cl-GP, look-ahead variance is intractable for the monotonic GP, since the EP meanμ Mon and varianceΣ Mon are changing as the designs are augmented. Rewriting (2.28), we obtaiñ
is the step-n covariance matrix for the gradient of virtual observations, andΣ
Mon is the approximate covariance matrix for p Mon (y v |f ). When calculating the one-step-ahead variance for monotonic GP, we freeze the virtual observations and their gradient, which in consequence freezes the K
Mon matrices. Therefore, the virtual observations are treated as fixed inputs. Then, as a new observation is added, only the last row and column of the covariance matrix are updated, while the other parts remain unchanged. This approach transforms computing the look-ahead standard deviation s
Mon into the classical Gaussian observation GP as in (4.5). TP: In terms of update formulas, TPs are in between GPs and t-GPs, with closed-form expressions available but depending on y n+1 . Specifically, the effect of adding a new observation (x n+1 , y n+1 ) can be highlighted in closed form, since f (x * )|y 1:n , y n+1 ∼ T ν + n + 1,f
The effect of y n+1 is inside
using the partition inverse equation, with h (n) (x) := −y 1:n (K (n) ) −1 k(x) = −f Gsn (x). Since y n+1 is unknown beforehand, we use a plugin valueβ (n+1) for β (n+1) , relying again on the tower property:
As for regular GPs, since these equations are exact once y n+1 is available, they allow for fast updating of the whole metamodel. Indeed, a major overhead of using a GP metamodel during sequential design is the need to repeatedly invert the covariance matrices K (n) which is an O(n 3 ) operation. The Woodbury formula underlying updating reduces this to O(n 2 ). Because the updating is not exact for t-GP/Cl-GP/M-GP, we directly re-estimatef
tGP , and so on at each step.
5 Synthetic Experiments Table 1 . The latent functions are chosen to cover a variety of problem properties. The quadratic f in 1-D is strictly monotonically increasing, allowing an immediate use of the monotone emulators. The original Branin-Hoo function [31] is modified so that f is increasing in x 1 , making the monotonic GPs applicable. The Hartman is a multimodal function, and we implement only nonmonotonic GPs for it. The parameters in the original Hartman function described in [31] are adjusted to reduce the "bumps" in the zero contour and make the problem more appropriate for the sign classification task.
8.00 0.50 3.00 10.00 3.00 8.00 3.50 6.00 10.00 10.00 1.70 0.50 3.50 1.00 8.00 8.00 1.70 6.00 10.00 1.00 6.00 9.00 6.00 9.00 A large number of factors can influence the performance of metamodels and designs. In line with the stochastic simulation perspective, we concentrate on the impact of the simulation noise and consider four observation setups. These cover a variety of noise distributions and signal-to-noise ratio, measured through the proportion of standard deviation σ τ to the range R f of the response. The first two settings use Student-t distributed noise, with (i) low σ τ and (ii) high σ τ . The third setting uses (iii) Gaussian mixture noise to further test misspecification of . The fourth setting considers the challenging case of (iv) a heteroscedastic Student-t noise with state-dependent degrees of freedom. In total we have 3×4×4×6 experiments (indexed by their dimensionality, noise setting, design heuristic, and metamodel type).
Besides the noise distribution, we fix all other metamodeling aspects. All schemes are initialized with n 0 = 10d inputs drawn from an LHS design on [0, 1] d and use the SE kernel (2.4) for the covariance matrix K. To analyze for the variability due to the initial design and the noise realizations, we perform 100 macroruns of each design/acquisition function combination. For each run, the same initial inputs are used across all GP metamodels and designs, but otherwise the initial x 1:n 0 vary across runs.
Optimization of the Improvement Metric: We employed the MCU, ICU, tMSE and cSUR criteria to maximize the improvement metric I and select the next input x n+1 . This maximization task is nontrivial in higher dimensions because I is frequently multimodal and can be flat around its local maxima. We use a genetic optimization approach as implemented in the ga function in MATLAB, with tolerance of 10 −3 and 200 generations. This is a global, gradient-free optimizer that uses an evolutionary algorithm to explore the input space D. The tMSE scheme is run with σ 2 = 0.05.
Evaluation of Performance Metrics: Recall that evaluating the quality of ∂Ŝ is based on R and E from (2.32) and (2.34) that require integration over D. In practice, these are computed based on a weighted sum over a finite D,Ê :=
µ(x m ) for a space-filling sequence D ≡ x 1:M ∈ D of test points.
Initial design
Latin hypercube sampling of size n 0 = 10d Total budget n d = 1, n = 100; d = 2, n = 150; d = 6, n = 1000
(ii) t/large : t 3 (0, R 2 f ) (iii) Gsn/mix: 50/50 mix of N (0, (0.5R f ) 2 ) and N (0, R 2 f ) (iv) t/hetero : t 6−4x 1 (0, (0.4(4x 1 + 1)) 2 ) 
In 1-D experiments D was an equispaced grid of size M = 1000. In higher dimensions, to avoid the use of a lot of test points that are required to ensure an accurate approximation, we adaptively pick D that targets the critical region close to the zero contour. To do so, we replace the integral with a weighted sum: In the experiments below we use M 1 = 0.8M, M 2 = 0.2, and p c = 0.4, so that the density of test points close to ∂S is double relative to those far from the zero contour. We employ the same strategy for speeding the evaluation of the empirical error E.
Surrogate Inference: Values of hyperparameters ϑ are crucial for good performance of GP metamodels. We estimate ϑ using maximum likelihood. Except for TP, all models are fitted with the open source package GPstuff [38] in MATLAB. TPs are fitted with the hetGP [6] package in R. Auxiliary tests did not reveal any significant effects from using other available tools for plain GPs and t-GP, such as GPML [33] .
In principle, the hyperparameters ϑ change at every step of the sequential design, in other words, whenever A n is augmented with (x n+1 , y n+1 ). To save time however, we do not update ϑ at each step. Instead, we first estimate the hyperparameters ϑ based on the initial design A n 0 and then freeze them, updating their values only every few steps. Specifically, ϑ is re-estimated at steps n 0 +1, n 0 +2, n 0 +4, n 0 +8, n 0 +16, . . . (as the sample size becomes large, the inference of hyperparameters becomes more stable).
The lengthscales θ i are the most significant for surrogate goodness of fit. A too-small lengthscale will make the estimatedf look "wiggly" and might lead to overfitting, while θ i too large will fail to capture an informative shape of the true f and hence S. Since our input domain is always [0, 1] d , we restrict θ i ∈ (0.1, 1) ∀i to be on the order of the length of the sample space D.
Computational Overhead: All the considered metamodels are computationally more demanding than the baseline Gaussian GP. For t-GP and Cl-GP, additional cost arises due to the Laplace approximation. Monotonic versions are even more expensive, since they require the use of virtual observations that increase the effective sample size to (x 1:n , x v ) and hence require inversion of larger K-matrices. TP necessitates estimation of the parameter ν and also the computation of β in 2.30. In the experiments considered, the respective computation times were roughly double to triple relative to the Gaussian GP. In terms of sequential design, MCU, tMSE, and cSUR have approximately equal overhead; ICU is significantly more expensive because it requires evaluating the sum in (3.5) . Note that all heuristics include two expensive steps: optimization for x n+1 and computation off (n) and s (n) (and/orŝ (n+1) ). Since the latter predictive equations are based on design size, they are again more expensive for the monotonic models relative to the other ones.
Overall timing of the schemes is complicated because of the combined effects of n (design budget), M (size of test set), and the use of different software (some schemes run in R and others in Matlab). Most important, the ultimate computation time is driven by the simulation cost of generating Y (x)-samples, which is trivial in the synthetic experiments but assumed to be large in the motivating context. Figure 3 shows the boxplots of the error rate R ofŜ (n) at the final design (n = 100 in 1-D; n = 150 in 2-D; n = 1000 in 6-D). The plots are sorted by noise settings and design strategies, facilitating comparison between the discussed metamodels. In Table 3 , we list the best metamodel and design combination in each case. Several high-level observations can be made. First, we observe the limitations of the baseline Gaussian GP metamodel, which cannot tolerate too much model misspecification. As the noise structure gets more complex, the classical GP surrogate begins to show increasing strain; in the last t/hetero setup, it is both unstable (widely varying performance across runs) and inaccurate, with error rates upward of 30% on "bad" runs. In addition, according to results shown in Table 3 , across all of the twelve cases, the Gaussian GP never performs as the best model. This result is not surprising but confirms that the noise distribution is key for the contour-finding task and illustrates the nonrobustness of the Gaussian observation model, due to which outliers strongly influence the inference.
Comparison of GP Metamodels
Second, we document that the simple adjustment of using Student-t observations significantly mitigates the above issue. t-GP performs consistently and significantly better than Gaussian GP in essentially all settings. This result is true even when both models are misspecified (the Gsn/mix and t/hetero cases). The performance of t-GP was still better (though not statistically significantly so) when we tested it in the setting of homoscedastic Gaussian noise (not shown in the plots). The latter fact is not surprising-t-GP adaptively learns the degrees-of-freedom parameter ν and hence can "detect" Gaussian noise by setting ν to be large. Conversely, in heavy-tailed noise cases, the use of t samples will effectively ignore outliers [27] and thus produce more accurate predictions than working with a Gaussian observation assumption. We find that t-GP can handle complex noise structures and offers a good choice for all-around performance, making it a good default selection for applications. It brings smaller error rate R, more stable hyperparameter estimation, less contour bias, and tighter contour CI. Moreover t-GP is significantly better than all the other GPs in seven of the twelve setups, indicating that t-GP is essentially the best out of all GP metamodels in most cases.
Third, we also inspect the performance of the TP metamodel. As shown in Table 3 , TP is the best in two cases out of the twelve, both of which are with the t/small noise. In addition, TP has the smallest empirical error E (uncertainty) compared with the other metamodels in all cases except t/hetero across 1-D and 2-D experiments. We note that TP works worst in t/large and t/hetero cases, having both large error rate R and empirical error E. Therefore, TP does not work well in cases with low signal-to-noise ratio or greatly misspecified noise.
Fourth, Cl-GP is also better than Gaussian GP in some cases with tMSE and MCU designs (except for the 6-D t/hetero setup, where the error rate R of MCU is not significantly different from that of ICU, although mean of ICU is slightly smaller). There is significant improvement for models with low signalto-noise ratio; the only exception is for the low-noise setup where Cl-GP underperforms classical GP. This matches the intuition that employing classification "flattens" the signal by removing outliers. By considering only the sign of the response, the classification model largely disregards very large or highly negative observations, simplifying the noise at the cost of some information loss. The net effect is helpful when the noise is mis-specified or too strong so as to interfere with learning the mean response. The side effect is deleterious if the above gain is too little to outweigh the information loss, as apparently happens in the 1-D and 2-D t/small setup. Of note, Cl-GP with MCU design has the smallest error rate among all the nonmonotonic GPs in two (Gsn/mix and t/hetero in 1-D) out of 8 cases shown in Table 3 , while for these two cases, the MCl-GP is the best among all the models. We also observe, however, that the stability of Cl-GP is highly dependent on the design: some designs create large across-run variations in performance. We hypothesize that this situation is linked to a more complex procedure for learning the hyperparameters of Cl-GP; therefore, designs that are not aggressive enough to explore the zero contour region (such as ICU) can lead to difficulties in estimating ϑ. In particular, relative to t-GP, Cl-GP has more variable performance (i.e., larger sampling variance).
In terms of imposing monotonicity constraints, we observe two competing effects. On the one hand, as expected, monotonic GP surrogates generally reduce the error rate R and the posterior uncertainty (hence E) relative to the base surrogate. For example, in the 1-D example a monotonic surrogate will clearly assign the left edge x 0 to the negative level set N , greatly reducingĒ in that region compared to an unconstrained model. This effect is because the additional gradient constraint intrinsically lowers posterior uncertainty s(x). On the other hand, monotonic GPs tend to exhibit greater bias in learning S. This phenomenon is notable in our experiments where the monotonic models have the worst bias across all metamodels. This occurs because the gradient constraints globally influence the shape off and tend to make it flatter relative to f . As a result, observations far from the zero contour tend to systematically skew the latter's estimation. Figure 4 shows the empirical errors E that are supposed to proxy the true error rates R. Overall, we find that MCU tends to produce the largest E, and ICU the smallest. These results are consistent with their design construction and local behavior: MCU heavily concentrates around ∂Ŝ, which leads to little information collected about other regions, especially around the boundaries of sample space D and hence relatively largeĒ(x) there, inflating E. Conversely, the objective function of ICU is precisely the myopic minimization of E n+1 . The other two designs are intermediate versions in terms of minimizing E. The tMSE heuristic tends to target the zero contour plus the edges of D, while cSUR tends to broadly target a "credible band" around ∂Ŝ. Both approaches are better at reducing E compared with MCU but are not directly aimed at this. This logic is less consistent for the classification GPs, where tMSE often yields the lowest E. This result echoes Section 5. respective uncertainty measures off andẑ is inadvisable. As a further visualization, Figure 5 shows the median error rate R (2.32) and empirical error E in Eq. (2.34) as a function of step n in the 2-D Gsn/mix experiments. This illustrates the learning rates of different schemes as data is collected and offers a further comparison between the true R and the selfreported E of the same scheme. We observe that some metamodels underperform for very low n, even if they eventually "catch up" after sufficiently large simulation budget. This is especially pronounced for the classification Cl-GP and MCl-GP metamodels, which yield very high R (n) (which is also much higher than the self-reported E) for n small. We also note that t-GP, M-GP, and Cl-GP all appear to enjoy faster reduction in R (n) compared with the baseline Gaussian GP, which we conjecture is due to better resistance against Y -outliers that distract plain GP's inference of S. Comparing the two rows of the figure, we note that discrepancies between R and E tend to correlate with degraded performance, namely, the metamodel being unable to properly learn the response surface, and the poor uncertainty quantification leading to poor level set estimate. Moreover, the results suggest that the wedge in performance of different design criteria tends to persist; for example MCU and ICU frequently have not only the highest/lowest E (n) but also the slowest/fastest rate of reduction in E (n) as n grows.
Empirical Errors and Uncertainty Quantification
Designs for Contour Finding
A key goal of our study is qualitative insights about experimental designs most appropriate for noisy contour finding. Through identifying the best-performing heuristics we get an inkling regarding the structure of near-optimal designs for (1.1). In this section we illustrate the latter within a 2-D setup that can be conveniently visualized. Taking the t/large experiment as an example, in Figure 6 we plot the fitted zero contour ∂Ŝ at n = 150 together with the chosen inputs x 1:150 across the 6 metamodels and the 4 I heuristics. As might be expected, most of the designs are around the boundary of ∂S, which is the intrinsic way to minimize the error R. Nevertheless, we observe significant differences in designs produced by different I's. The MCU criterion places most of the samples close to the estimated zero Figure 4 : Empirical error E (n) in Eq. (2.33) for GP, t-GP, TP, Cl-GP, and MCl-GP metamodels (colors), using MCU, tMSE, cSUR and ICU-based designs (sub rows) with n = 100 in 1-D , n = 150 in 2-D , and n = 1000 in the 6-D experiments (rows).
contour ∂Ŝ, reflecting its aggressive exploitation nature. For tMSE, the samples tend to cluster at several subregions of ∂Ŝ and on the edges of D. For cSUR, x 1:n cover a band along ∂Ŝ, resembling the shape of MCU design but more dispersed. For ICU the design is much more exploratory, covering a large swath of D. All these findings echo the 1-D example in Figure 2 .
One feature we observe is a so-called edge effect, that is, designs that focus on the boundaries of the input space. This effect arises due to the intrinsically high posterior uncertainty s(x) for x close to ∂D. It features strongly in tMSE and cSUR (which have about 45% of the inputs along the edge) and to some extent in ICU (about 30% of inputs in this example). In contrast, MCU strongly discounts any region that is far from ∂Ŝ. In the given 2-D experiment, we obtain some inputs directly on the boundary ∂D = {x 1 ∈ {0, 1} ∪ {x 2 ∈ {0, 1}}, that is, the maximizer of I n (·) lies exactly at its upper/lower bound (i.e. the constraint x ∈ D is binding). A related phenomenon is the concentration of inputs in the top/left and bottom/right corners of D in the figure, which are associated with the highest uncertainty about the level set due to the confluence of the zero contour passing there and reduced spatial information from being on the edge of D.
Another noteworthy feature is replication of some inputs, that is, repeated selection of the same x site. This does not occur for MCU and ICU but happens for tMSE and cSUR that frequently (across macroruns) sample repeatedly at the vertices of D (indicated by the size of the corresponding marker in Figure 6 ). The replication is typically mild (we observe 145+ unique designs among a total of 150 x n 's). This finding echoes the importance for the metamodel to distinguish between signal and noise, which is a key distinction with the noise-free setting (x) ≡ 0 [7] .
Given this above discussion and the relative overhead associated with the different heuristics, we conclude that in general there is little benefit to using the more sophisticated ICU criterion. Indeed, it typically does not outperform simpler criteria, although it is noticeably better in the t/hetero Hartman6 setup. Beyond that, tMSE and cSUR appear to be adequate and cheaper choices.
The performance of designs is differs when combined with different GP metamodels. Table 3 shows that there is not one overall "best" design for all metamodels across all cases. However, it does suggest some design/metamodel "combos" that work better than others, especially in the 6-D experiments. The classification GPs seem to prefer more aggressive designs, such as MCU, while the regression GPs prefer Figure 5 : Error rate R (n) (2.32) and surrogate-based uncertainty measure E (n) (2.34) as a function of step n in the 2-D Gsn/mix setting. We compare six metamodels (columns) and four DoE's (colors). The y-axis limits differ across rows. We plot median results across 20 macroreplications of each scheme. more exploratory designs, such as ICU. In higher dimensions, MCU usually wins across all metamodels both in accuracy and efficiency; see the results of 6-D experiments in Table 3 .
Application to Optimal Stopping Problems in Finance
In our next example we consider contour finding for determining the optimal exercise policy of a Bermudan financial derivative, as discussed in Section 1.2. The underlying simulator is based on a d-dimensional geometric Brownian motion (X t ) that represents asset prices and follows the log-normal dynamics
where I is the d × d identity matrix. Let h(t, x) be the option payoff from exercising when X t = x. Exercising is allowed every ∆t time units, up to the option maturity T , so that we wish to determine {S t : t ∈ {∆t, 2∆t, . . . , T − ∆t}}, which are the zero level sets of the timing function x → T (t, x). During the backward dynamic programming, we iterate over t = T, T − ∆t, . . . , 0, and the simulator of T (t, x) returns the difference between the pathwise payoff along a trajectory of (X t:T ) that is based on the forward exercise strategy summarized by the forward-looking {Ŝ s , s > t} and h(t, x). As discussed in [23] , this setting implies a skewed, non-Gaussian, heteroskedastic distribution of the simulation noise and hence provides a challenging stochastic contour-finding problem. Note that in order to reflect the underlying distribution of X t at time t (conditional on the given initial value X 0 = x 0 ) the weighting measure µ(dx) = p Xt (·|x 0 ) is used. Thus, µ(·) is log-normal based on (6.1) and is multiplied by the respective I n criteria before selecting x n+1 . In line with the problem context, we no longer directly measure the accuracy of learning {S t } but instead focus on the ultimate output of RMC, which is the estimated option value in (1.5). The latter must itself be numerically evaluated via an out-of-sample Monte Figure 6 : Estimates of the zero contour ∂Ŝ for the 2-D Branin-Hoo example with t/large noise setting. We show ∂Ŝ (n) (red solid line) at step n = 150, with its 95% credible band (red dashed lines), the true zero contour ∂S (black solid line) and the sampled inputs x 1:n (replicates indicated with correspondingly larger symbols). We compare across the six models (rows) and four DoE heuristics (columns).
Carlo simulation that averages realized payoffs along a large database of M paths x 1:M 0:T :
Since our goal is to find the best exercise value, higherV 's indicate a better approximation of {S t }.
To allow a direct comparison, we set parameters matching the test cases in [23] ), considering a 2-D and 3-D example. In both cases the volatility matrix Σ = σI in (6.1) is diagonal with constant terms; that is, the coordinates X 1 1:n , ..., X d 1:n are independently and identically distributed. As a first example, we consider a 2-D basket Put option with parameters r = 0.06, σ = 0.2, ∆t = 0.04, K = 40, T = 1. The payoff is h(t, x) = e −rt (K − x 1 +x 2 2 ) + with K = 40. Here it is known that stopping becomes optimal once both asset prices x 1 and x 2 become sufficiently low, so the level set S t is always toward the bottom-left of D; see Fig 7. In contrast, stopping is definitely suboptimal when h(t, x) = 0 ⇔ (x 1 + x 2 )/2 > K. Consequently, the input sample space is taken to be D = [25, 55 ] × [25, 55] ∩ {x 1 + x 2 ≤ 80}. While the true timing function is not exactly monotone on D, it is nearly so, and hence we continue to employ the monotonic emulators M-GP and MCl-GP.
As a second example, we consider a 3-D max-Call with payoff h(t, x) = e −rt (max(x 1 , x 2 , x 3 ) − K) + . The parameters are r = 0.05, δ = 0.1, σ = 0.2, X 0 = (90, 90, 90), K = 100, T = 3 and ∆t = 1/3. The sample space is D = [50, 150] 3 . In this case, stopping is optimal if one of the coordinates x i is significantly higher than the other two, so S t consists of three disconnected components. In this problem, there is no monotonicity, so we employ only the GP, t-GP, Cl-GP, and TP metamodels.
Because of the iterative construction of the simulator, the signal-to-noise ratio gets low for small t's. The variance V ar( (x)) is also highly state-dependent, tending to be smaller for sites further from the zerocontour. To alleviate this misspecification and reduce metamodel overhead, we employ batched designs [23, 1] , reusing x ∈ D for R replications to collect observations y (1) (x) , . . . , y (R) (x) from the corresponding simulator Y (x). Then, we treat the mean of the R observations,
as the response for input x and use (x,ȳ(x)) as a single design entry. The statistical properties ofȳ are improved compared with the raw observations y: it is more consistent with the Gaussian assumption thanks to the CLT, and its noise varianceτ 2 (x) = τ 2 (x)/R is much smaller. Since the expense of sequential design of GP metamodels comes mainly from choosing the new input at each step, the reduction in budget n * = n/R by a factor of R significantly speeds their fitting and updating.
For the 2-D Put case study, we then test a total of three budget settings: (i) R = 3, n * = 80 (low budget of n = 240 simulations); (ii) R = 25, n * = 80 (high budget n = 2000 with moderate replication); (iii) R = 80, n * = 25 (high n = 2000 with high replication). Comparing (ii) and (iii) shows the competing effects of having non-Gaussian noise (for lower R) and small design size (low n * ). The initial design size n 0 = 10. In this example, taking n * 80 gives only marginally better performance but significantly raises the computation time and hence is ruled out as impractical. Two setups are investigated for the 3-D example: R = 3, n * = 100 (low-budget of n = 300) and R = 40, n * = 100 (medium n = 4000), both with n 0 = 30. In all examples, the results are based on 25 runs of each scheme and are evaluated through the resulting expected rewardV (0, x 0 ) (6.2) on a fixed out-of-sample testing set of M = 160, 000 paths of X 0:T . Tables 4 and 5 compare the different designs and metamodels. To assess the sequential design gains, we also report the results from using a baseline nonadaptive LHS design on D. At low budget, we observe the dramatic gains of using adaptive designs for level set estimation, which allow us to obtain the same performance with an order-of-magnitude smaller simulation budget. ICU provides the best performance but is closely matched by tMSE. At high budget, cSUR dominates with highest performance and lowest sampling standard deviation. With R = 80, tMSE gives the best performance, indicating that this rule provides a good trade-off between exploration (ICU being too exploratory) and exploitation (MCU being too contour-focused). The results in Tables 4 and 5 suggest that MCU does not work well in this context. As discussed in Section 5, the MCU criterion is too aggressive and sometimes fails to fully explore the input space D. The tMSE and cSUR criteria work best for the 2-D Put, while ICU and cSUR are the best for the 3-D max-Call, indicating that the exploratory designs start to win out in more complex settings with higher d.
Results
Regarding the metamodels, in the low-budget setups, the monotonic GP metamodel works best for the 2-D Put and Cl-GP for the 3-D max-Call. For the higher budget, which also coincides with higher R ∈ {40, 80}, the metamodel performance is similar. In particular, once the SNR is high, classical Gaussian GP is effectively as good as any alternative. In both examples, TP does not work well, possibly because of being more sensitive to the heteroscedastic aspect. We note that TP (as well as the classification metamodels) suffers from instability, so that lowerV (0, x 0 ) is matched with a high sampling standard deviation. Figure 7 shows the estimated exercise boundary ∂Ŝ t with its 95% CI at t = 0.4 for the 2-D Put, for each of the five metamodels, each with the design yielding the highest payoff. We observe that all the bestperforming designs look similar, placing about a dozen x n 's (some of which are from the initial design x 1:n 0 ) throughout D and the rest tightly along the zero contour. The results suggest that the criteria are largely interchangeable and that simpler I n heuristics are able to reproduce the features of the more sophisticated or expensive ICU. We note that MCU fails to explore sufficiently and performs below par. The heuristics do differ in their uncertainty quantification; t-GP and M-GP generate tightest CI bands, while those of MCl-GP and especially TP are too wide, indicating lack of confidence in the estimate. Of note, the monotonic GP metamodel also generates the lowest sampling variance forV (0, x 0 ).
Based on these results, our take-aways are threefold. First, similar to [23] we document significant gains from sequential design, especially in low to moderate budgets. Second, we find that while using ICU is helpful at low budget, tMSE is the recommended DoE heuristic, achieving excellent results with minimal overhead (in particular without requiring look-ahead variance). Third, we find that for applications with thousands of simulations, the Gaussian observation model is sufficient, since the underlying design needs to be replicated R 1 in order to avoid excessively large K-matrices. Therefore, there is little need for more sophisticated metamodels, although useful gains can be realized from enforcing the monotonic structure, if available.
Conclusion
We have carried a comprehensive comparison of five metamodels and four design heuristics on 17 case studies (4 × 3 synthetic, plus five real-world). In sum, the considered alternatives to standard Gaussianobservation GP do perform somewhat better. In particular, t-GP directly nests plain GP and hence essentially always matches or exceeds the performance of the latter. We also observe gains from using Cl-GP when GP with tMSE t-GP with ICU Cl-GP with ICU M-GP with cSUR TP with cSUR MCl-GP with tMSE . We also show the design (x 1:n , y 1:n ) with positive y n 's marked by × and negative y n 's by •. All schemes used R = 25, n * = 80.
SNR is low and from monotonic surrogates when the underlying response is monotone. That being said, final recommendation regarding the associated benefit depends on computational considerations, as the respective overhead becomes larger (and exact updating of the metamodel no longer possible).
In terms of design, we advocate the benefits of tMSE, which generates high-performing experimental designs without requiring expensive acquisition function (or even look-ahead variance). The tMSE criterion does sometimes suffer from the tendency to put many designs at the edge of the input space but otherwise tends to match the performance of more complex and computationally intensive I n 's. For expensive simulations, ICU is probably still the best choice (although in that case, random-set-based heuristics should also be considered). At the same time, in higher dimensions with restricted budget we document the need for aggressive designs via the MCU criterion. We also stress that the user ought to thoughtfully pick the combination of sequential design and metamodel, since cross-dependencies are involved (e.g.,classification metamodels generally not working well with the cSUR criterion).
