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Abstract 
For overcoming blindness and casualness of product design the cluster was applied to the product orientation. Since 
the traditional cluster did not satisfy the real time request the genetic algorithm based on the fuzzy cluster was 
established in this paper, which could obtain the optimal class number and the best classification result through the 
criterion function without the pre-establish class number. The results about the vehicle cluster showed that the genetic 
algorithm based on the fuzzy cluster was the effective method in the customer demand and product orientation 
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1. Introduce 
Cluster analysis is the basis and source for product planning and is also the key to product positioning. 
The successful cluster analysis can overcome blindness and randomness in the design process, at the same 
time they are the guarantee for the development of high-quality products with market competitive. The 
traditional cluster is a practical operation based on the experience and instinct. which classified 
customers’ demand  gradually by the critical path. It is not fit to large amounts of data and not real-time. 
Fuzzy dynamic clustering is more scientific and reasonable because it regards classification as the 
nonlinear programming problem with constraints and places customers’ needs on handling the classified 
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numbers but it is required pre-set number of categories. This paper successfully adopts fuzzy clustering 
genetic algorithm. This method may obtain the most superior classification directly  in the situation which 
the classified number was completely unknown. It has strong versatility. When different criterion can be 
adopted on the classification, the genetic algorithm fitness function  is revised. 
2. A fuzzy clustering analysis basis 
Supposing universe of discourse { }1 2, , , nU u u u= L
1 2( , ,
as the classified object. Each element is expressed 
by  attributes, refer to the  element m j , )j j ju x x= L jmx .Supposing there is a  fuzzy matrix  c n×
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The purpose of cluster criterion is to seek the best group (A, V)to make J(A, V) the smallest 
beyond the restraint .Usually the method that this kind of optimized questions used is seeking 
iterated J(A, V) approximate minimum value .It regards clustering as the nonlinear programming 
problem with some restrains, and obtains the data set of the fuzzy partition and the cluster through 
the optimized solution. 
FCM(Fuzzy C-Means) is to find ( )ij fcA a M= ∈  and , and to make 1 2( , , , )cV v v v= L ( , )mJ A V  the 
smallest. The general steps for objective function based on fuzzy C means algorithm are as follows: 
Step 1: Given a data set { }1 2, , , nU u u u= L , 1 2( , , , )j j j jmu x x x= L . Set { }2,3, , 1c n∈ −L , , 
and 
(1, )r∈ +∞
initialize (0) fcA M∈ . 
Step 2: When the iteration times is , calculate clustering centre vector :( 0,1,2,l l = L)
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Step3;update ( ) ( )( )l lijA a= to with following formula:  ( 1) ( 1)[ ]l lijA a+ +=
4932  Liu Jie et al. / Procedia Engineering 15 (2011) 4930 – 4935Liu Jie et al / Procedia Engineering 00 (2011) 000–000 3
( 1)
( ) 2
1
( )
1
1 ,1 , 1
( )
l
ij lc
j i r
l
k j k
a i
u v
u v
+
−
=
= ≤ ≤
−
−
∑
c j n≤ ≤                        
(4) 
Step 4: If ( 1) ( )l lA A ε+ − <  ( ε is a very small constant) then stop the algorithm; otherwise order 
1l l= + , return to Step 2. 
This algorithm requires , the initial classificationi jv u≠
(0)A is ruled out when there is only one 
sample, then add the class after clustering, generally we always take . Modify the cluster centre and 2r =
classification matrix are repeated throughout the calculation process. 
3. Fuzzy Clustering Based on Genetic Algorithm 
Ordinary fuzzy clustering algorithm requires pre-set classification c, which is generally not known in 
advance. In the calculation, the maximum number of categories must be set in advance, then use brute-
force method to choose the best the number of categories. When the data is relatively large it is 
impossible. Based on the above reasons, his genetic algorithm uses fuzzy clustering and genetic algorithm 
to form a nested genetic algorithm, of which the outer is genetic algorithm, and the inner is fuzzy 
clustering algorithm. Individuals of genetic algorithm pre-population are the number of categories in a 
given fuzzy clustering, and the results of fuzzy clustering approach are the parameter values of genetic 
algorithm function and the best number of directly categories. They complementing each other to achieve 
optimal classification. The reasonable classification should include two conditions: One is that the class 
distance value is smallest ,while the class interval value is as large as possible, the other is that ,with c 
increasing ,the class distance has decreasing and the later has tending to increase in generally. 
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Step 5: iterative calculation of he new fuzzy matrix (1)kA ; 
Step 6: For the pre-given 0ε >  (in this article ε = 10-7), if (l lA 1) ( )A ε+ − < , by equation (3)  Calculate the 
o equation (5) calcul
, the current binary string corresponding is the best group of 
cluster center, and turned to step 7, otherwise return to Step 4; 
Step 7: According t ating the applicable function * *( , , ) 1, 2, , )iG A V c i n= L ; 
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 individual in current population, the genetic operation is implemented. The new 
populations }  is obtained; then back Step 2) until convergence of the optimal 
fitne
tering analysis, seven indexes are selected as follows: price (B1,million), 
2,L/100km), top speed (B3,km/h), full oil trip mileage (B4,km), wheelbase 
m disp m (B L) an  po  (B kg eren nd od cte
th p ta s  i e
ble 1 cle l
ial al 
Step 9: Retain the best
1 1 1
1 1 2{ , , ,
k k k
k nX X X X
+ + +
+ = L
ss function. 
4. example analysis  
For vehicle market clus
economic fuel consumption (B
(B5,m
d  
), lace ent 6,m d wer 7,kW/ ). The diff t ki s of 26 m els are sele d, 
an e sam le da  are hown n tabl  1.  
Ta Different vehi  samp es 
ser B  1 B  2 B  3 B  4 B  5 B  6 B  7 seri B  1 B  2 B  3 B  4 B  5 B  6 B  7
1 50.00 7.7 240 714 2488 1984 0.1148 14 8.16 5.8 156 788 2500 1399 0.0625 
2 25.80 
 
10.7 
   
   
 
9 
0 
 
 
 0.0625 26 4.18 5.0 138 740 2340 993 0.0462 
210 654 2750 2493 0.0730 15 2.98 4.5 120 667 2175 796 
 
0.0411 
3 14.00 6.5 170 846 2600 1975 0.0640 16 5.25 6.1 160 836 2538 1498 0.0590 
4 39.80 8.7 236 747 2715 1796 0.0949 17 29.00 12.0 180 550 2620 3000 0.0910 
5 15.80 6.5 210 1042 2790 1793 0.0853 18 28.19 12.1 180 550 2616 3000 0.0942 
6 7.70 5.0 175 900 2370 1498 0.0680 19 19.88 
 
9.8 190 816 2687 2393 
 
0.0800 
7 
8 
7.10 
12.40
4.7 
5.8 
180 
195 
1064
948 
2600 
2640 
1488 
1798 
0.0650 
0.0689 
20 
21 
22.00
13.49
9.8 
7.5 
190 
175 
816 
1066
2687 
2687 
2393
1998
0.0800 
0.0676     
5.00 4.8 170 833 2365 1301 0.0730 22 4.50 4.4 118 682 2300 796 0.0400 
10 5.00 5.5 165 740 2340 1342 0.0700 23 3.99 5.0 130 600 2300 1100 0.050
11 5.50 5.5 175 872 2373 1461 0.0580 24 28.02 8.4 200 833 2670 1998 0.0521
12 6.80 5.9 170 788 2500 1399 0.0625 25 23.48 6.8 160 1103 2740 1998 0.0547
13 6.95 5.9 170 763 2500 1399
After the sample data normalization, there 26 samples have been  analysed by fuzzy clustering genetic 
algorithm and classified, at the same time  the optimal class number of c = 4 has been known , of which 
the iterative process shows in figure 1(a), and the transformation process between class spacing in  figure 
1(b), and criterion function in figure 1(c). 
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Fig.1 (a)Iterated process; (b)Distance between samples and distance between cluster centre; (c)Criterion function 
As can be seen from Figure 1(a) the average function value and best fitness is almost close when 
genetic algorithm program iterates to the seventh generation. The value of the best fitness function is also 
the best classification c*. Figure 1(b) shows the distance between the samples decreases and the distanc
between the cluster centre increases with the cluster number increasing. Figure 1(c) shows that t
criterion function is the smallest at c*=4. 
Degrees of membership of the best classification results show in Table 2, in which the bold part is the 
maximum degree of the sample and from
4934  Liu Jie et al. / Procedia Engineering 15 (2011) 4930 – 4935Liu Jie et al / Procedia Engineering 00 (2011) 000–000 5
ee principle, the classification results show  in Table 3 and the first 
category is: mid-range models, the second one: the high-end models, the third one: economy cars, the 
fourth one: hig dels. The ntifi esult e in liance ith th tual ation that shows 
the cluster is st  rela u
Table2 Membership degre  c
ial al 
By the maximum membership degr
h Mo ide ed r s  ar  full comp  w e ac situ
ill tively s ccessful. 
e of  best luster 
ser I II III IV seri I II III IV 
1 0.0219 0.0417 0.0138 0.9226 14 0.1000 0.0150 0.8794 0.0055 
2 0.0227 0.9554 0.0089 0.0130 15 0.1328 0.0446 0.8012 0.0215 
3 0.8907 0.0307 0.0709 0.0078 16 0.0680 0.0123 0.9152 0.0045 
4 0.0387 0.0954 0.0207 0.8452 17 0.0697 0.8155 0.0345 0.0802 
5 0.8258 0.0669 0.0869 0.0204 18 0.0719 0.8158 0.0356 0.0767 
6 0.1994 0.0260 0.7646 0.0100 19 0.2651 0.6254 0.0681 0.0414 
7 
8 
0.3035 
0.8755 
0.0409 
0.0240 
0.6387 
0.0929 
0.0168 
0.0076 
20 
21 
0.1505 
0.9085 
0.7736 
0.0303 
0.0418 
0.0535 
0.0342 
0.0077 
9 
10 
0.0871 0.0174 0.8882 0.0073 22 0.1348 0.0435 0.8008 0.0209 
0.0552 0.0117 0.9284 0.0046 23 0.0872 0.0265 0.8746 0.0116 
11 0.0657 0.0113 0.9186 0.0044 24 0.2544 0.5261 0.0919 0.1277 
0618 0. 9242 0.0038 25 0.5333 305 0.0780 
 0.0652 0. 0.9197 0.0041 26 0.0714 0. 0.0088 
12 0.
13
0102 0.
0110 
0.2582 0.1
0197 0.9001
Table 3 Cluster result 
s
ort number Cluster centre  
I 3,5, 25 8,21, {0.9624 0.9566 1.0455 1.2060 1.0527 1.0890 1.0097} 
I 2,17,18,19,20,24 {1.6894 1.5384 1. 8478 1.0561 1.4987 1.1734} 
I
II 
6,7,9,10,11,12,13,14,15,16,22,2
3,26 
{0.3735 0.7663 0.8904 0.9704 0.9474 0.7360 
0.8560} 
I 
0919 0.
I
V 1,4 
{2.9530 1.1793 1.3495 0.9062 1.0232 1.1003 
1.5317} 
5. Conclusion 
Fuzzy clustering algorithm without pre-set number of categories has fast convergence, reasonable 
classification results after constructing a criterion function and getting the best classification direct
iteration, and is an effective means for the cu
ly from 
stomer needs analysis,. When the sample is increased  ,the 
ownership of samples can still be determined by only calculating the distance between the sample and the 
cluster centre, in all that it  is  a scientific , rational, versatility clustering . 
s about  the classification of cars show that fuzzy clustering based on genetic algorithm can 
effectively identify the product market conditions, and is a effective cluster analysis means about 
[3] Z mber within Fuzzy C-Means. Systems Engineering 
Theory and Practice, ,2005,(3):52-62 
The result
.customer demand and product positioning. 
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