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3Re´sume´.
Le mode`le a` deux matrices a e´te´ introduit pour e´tudier le mode`le d’Ising sur surface
ale´atoire. Depuis, le lien entre les mode`les de matrices et la combinatoire de surfaces
discre´tise´es s’est beaucoup de´veloppe´. Cette the`se a pour propos d’approfondir ces
liens et de les e´tendre au dela` des mode`les de matrices en suivant l’e´volution de mes
travaux de recherche. Tout d’abord, je m’attache a` de´finir rigoureusement le mode`le a`
deux matrices hermitiennes formel donnant acce`s aux fonctions ge´ne´ratrices de surfaces
discre´tise´es portant une structure de spin. Je montre alors comment calculer, par des
me´thodes de ge´ome´trie alge´brique, tous les termes du de´veloppement topologique des
observables comme formes diffe´rentielles de´finies sur une courbe alge´brique associe´e au
mode`le : la courbe spectrale. Dans un second temps, je montre comment, imitant la
construction du mode`le a` deux matrices, on peut de´finir de telles formes diffe´rentielles
sur n’importe quelle courbe alge´brique posse´dant de nombreuses proprie´te´s d’inva-
riance sous les de´formations de la courbe alge´brique conside´re´e. En particulier, on peut
montrer que si cette courbe est la courbe spectrale d’un mode`le de matrices, ces in-
variants reconstituent les termes des de´veloppements topologiques des observables du
mode`le. Finalement, je montre que pour un choix particulier des parame`tres, ces objets
peuvent eˆtre rendus invariants modulaires et sont solutions des e´quations d’anomalie
holomorphe de la the´orie de Kodaira-Spencer donnant un nouvel e´le´ment vers la preuve
de la conjecture de Dijkgraaf-Vafa.
Mots cle´s : matrices ale´atoires, combinatoire, the´orie des cordes, espaces des mo-
dules, inte´grabilite´, ge´ome´trie alge´brique
Summary
The 2-matrix model has been introduced to study Ising model on random surfaces.
Since then, the link between matrix models and combinatorics of discrete surfaces has
strongly tightened. This manuscript aims to investigate these deep links and extend
them beyond the matrix models, following my work’s evolution. First, I take care to
define properly the hermitian 2 matrix model which gives rise to generating functions
of discrete surfaces equipped with a spin structure. Then, I show how to compute all
the terms in the topological expansion of any observable by using algebraic geometry
tools. They are obtained as differential forms on an algebraic curve associated to the
model : the spectral curve. In a second part, I show how to define such differentials on
any algebraic curve even if it does not come from a matrix model. I then study their
numerous symmetry properties under deformations of the algebraic curve. In particular,
I show that these objects coincide with the topological expansion of the observable of
a matrix model if the algebraic curve is the spectral curve of this model. Finally,
I show that fine tuning the parameters ensure that these objects can be promoted
to modular invariants and satisfy the holomorphic anomaly equation of the Kodaira-
Spencer theory. This gives a new hint that the Dijkgraaf-Vafa conjecture is correct.
Key words : random matrices, combinatorics, string theory, moduli space, integra-
bility, algebraic geometry
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7Avant propos et plan.
Les mode`les de matrices ale´atoires, depuis leur apparition dans le monde de la
physique en 1951, n’ont eu de cesse de trouver des applications dans des domaines tre`s
varie´s des sciences parmi lesquels on peut citer quelques e´xemples en vrac : la physique
nucle´aire, la physique statistique, l’e´tude des syste`mes chaotiques, la the´orie des cordes,
les the´ories conformes, la combinatoire, la the´orie des nombres, la the´orie des noeuds,
l’inte´grabilite´, l’e´tude des proble`mes de Riemann Hilbert ...
La richesse et la varie´te´ des domaines lie´s au matrices ale´atoires en font un objet
d’e´tude passionnant et enrichissant, particulie`rement pour un e´tudiant, tant les pers-
pectives de recherche sont nombreuses. Au cours de ma the`se j’ai ainsi puˆ toucher a` des
proble`mes tre`s diffe´rents les uns de autres et cotoyer des gens d’horizons tre`s divers. Ce
me´moire n’a pas pour but de cataloguer l’e´tat de l’art dans l’ensemble des domaines
ou` les mode`les de matrices ont apporte´ une contribution, le volume ne´cessaire a` un tel
expose´ e´tant bien trop grand et mes connaissances trop limite´es.
Je me restreindrai donc a` un domaine que j’ai plus particulie`rement e´tudie´ et
sur lequel ont porte´ mes travaux au cours de cette the`se : le lien entre les mode`les
de matrices hermitiennes et la combinatoire de surfaces. J’essaierai de montrer que
ces deux proble`mes sont profonde´ment relie´s et combien la structure sous-jacente est
riche, me´langeant ge´ome´trie alge´brique et ine´grabilite´. J’ai essaye´ de rendre ce me´moire
aussi accessible que possible, quel que soit le domaine d’expertise du lecteur, qu’il soit
mathe´maticien ou physicien, et j’espe`re avoir re´ussi a` faire un expose´ ne ne´cessitant que
des connaissances e´le´mentaires de physique et mathe´matiques. Je suis en effet tre`s heu-
reux que ce domaine puisse donner naissance a` des discussions entre mathe´maticiens
et physiciens et j’espe`re donc que ce me´moire puisse eˆtre lisible par les diffe´rentes
communaute´s lie´es, de pre`s ou de loin, a` ce vaste sujet.
Les re´sultats que j’ai obtenu au cours de ma the`se ont tous e´te´ le fruit de travaux
avec mon directeur de the`se, B. Eynard. Ils de´coulent pour la plupart d’un re´sultat
qu’il a obtenu dans le cadre du mode`le a` une matrice hermitienne au moment ou` j’ai
entame´ ma the`se sous sa direction : il a montre´ dans [42], comment calculer tout le
de´veloppement topologique des fonctions de corre´lations de ce mode`le graˆce a` des outils
de ge´ome´trie alge´brique et a` une repre´sentation diagrammatique e´le´gante du re´sultat.
Mes travaux ont essentiellement consiste´ en l’exploration de certaines des nombreuses
perspectives ouvertes par cette construction.
Cette the´se suit l’e´volution de mes travaux au cours de ces trois dernie`res anne´es :
– Le chapitre 1 consiste en une courte introduction sur les mode`les de matrices
pre´sentant un historique et quelques applications motivant les travaux pre´sente´s
dans la suite ;
– Le chapitre 2 est entie`rement consacre´ au sujet principal de ma the`se : le mode`le
a` deux matrices hermitiennes. Apre`s avoir de´fini sans ambiguite´ le mode`le et les
observables e´tudie´es, je montre comment, en ge´ne´ralisant la me´thode de [42], on
peut calculer le de´veloppement topologique complet de toutes les observables en
termes de la courbe spectrale classique. Ce chapitre est base´ sur mes travaux avec
Chekhov et Eynard [II][III][I][51] .
– Le chapitre 3 montre comment cette meˆme me´thode permet de re´soudre le mode`le
a` une matrice ainsi que le mode`le a` une matrice en champ exte´rieur. La de´rivation
8des re´sultats du mode`le de matrice en champ exte´rieur est base´ sur mon travail
avec Eynard [IV].
– Dans le chapitre 4, je pre´sente une ge´ne´ralisation de cette construction au dela des
mode`les de matrices. Je montre comment, partant d’une courbe alge´brique quel-
conque, on peut construire une famille infinie de formes diffe´rentielles imitant les
re´sultats obtenus dans les deux chapitres pre´ce´dents. Lorsque la courbe conside´re´e
est la courbe spectrale d’un mode`le de matrices, ces formes diffe´rentielles coinci-
dent avec les termes du de´veloppement topologique des observables de ce mode`le.
J’e´tudie e´galement le comportement de ces formes diffe´rentielles sous les de´for-
mations de la courbe ainsi que les proprie´te´s de syme´trie induites et comment ces
proprie´te´s permettent de comparer diffe´rents mode`les et de retrouver facilement
des re´sultats classiques dans l’e´tude d’inte´grales matricielles. Ces re´sultats ont
e´te´ obtenus avec Eynard dans [IV][VI].
– Apre`s une tre`s bre`ve introduction entre le lien entre mode`les de matrices et the´orie
des cordes, je montre que les objets introduits dans le chapitre pre´ce´dent satisfont
les e´quations d’anomalie holomorphe pour les cordes ferme´es de BCOV [15] et
je propose des e´quations pour les cordes ouvertes satisfaites par les fonctions
de corre´lation de´finies pre´ce´demment. Ces re´sultats viennent d’une collaboration
avec Eynard et Marin˜o [V].
– Le chapitre 6 est une conclusion ou` je re´sume les principaux re´sultats pre´sente´s
dans cette the`se et certaines perspectives ouvertes par ces travaux.
Ces chapitres correspondant au coeur de la the`se sont suivis d’un chapitre com-
portant quelques appendices techniques et d’une partie ou` j’ai regroupe´ mes articles.
Ces deux derniers chapitres permettent, entre autres choses, de regrouper toutes les
de´monstrations ne´cessaires aux re´sultats pre´sente´s ici. Ainsi, j’ai pre´sente´ les re´ultats
sans de´monstration dans le corps du texte. Lorsque cela` peut aider a` une meilleure
compre´hension du re´sultat, j’ai cependant parfois pre´sente´ une ide´e des de´monstrations.
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Chapitre 1
Introduction.
Avant toute intrusion dans le monde des matrices ale´atoires, il semble indispensable
de rappeler leur surprenante apparition dans le monde de la physique ainsi que leurs
si nombreuses et non moins surprenantes applications par la suite. La premie`re partie
de ce chapitre a donc pour but de rappeler l’origine des mode`les de matrices ale´atoires
en ge´ne´ral et des objets e´tudie´s dans la suite plus particulie`rement. Dans la seconde
partie de ce chapitre, nous pre´senterons divers proble`mes mathe´matiques et the´ories
physiques lie´s aux mode`les de matrices, que ce soit des applications directes ou bien
simplement des proble`mes comportant une structure similaire. Nous nous attacherons
particulie`rement a` montrer les points communs a` ces diffe´rentes the´ories.
1 Petit historique des mode`les de matrices.
1.1 Matrices ale´atoires et physique nucle´aire.
Les matrices ale´atoires sont arrive´es en physique presque par hasard. En effet, au
cours des anne´es 50, les physiciens nucle´aires tentent d’e´tudier des noyaux de plus en
plus gros, c’est-a`-dire de de´terminer le spectre de l’Hamiltonien caracte´risant chaque
noyau. La complexite´ du proble`me et la taille de l’ope´rateur a` diagonaliser croissant
avec la taille du noyau, ils se sont finalement trouve´s face a` un proble`me qu’ils ne
pouvaient pas re´soudre ni meˆme de´crire the´oriquement. Ils e´taient cependant capables
d’avoir acce`s a` ce spectre expe´rimentalement en e´tudiant la diffusion de neutrons lance´s
sur ce noyau. Ainsi l’expe´rience donnait acce`s a` la re´partition des niveaux d’e´nergie,
la manie`re dont ils sont corre´le´s entre eux, leur densite´ ρ(E) (i.e. le nombre moyen de
niveaux dans un intervalle d’e´nergie)...
L’e´tude de ces re´sultats expe´rimentaux a fait apparaˆıtre une structure tre`s robuste
et universelle de la re´partition statistique des niveaux d’e´nergie ne de´pendant pas direc-
tement du noyau e´tudie´ ni de la re´gion du spectre observe´e (voir [84] et les nombreuses
re´fe´rences a` l’inte´rieur). En effet, si les niveaux avaient e´te´ de´corre´le´s, on se serait par
exemple attendu a` trouver une distribution de Poisson qui ne fut pas du tout observe´e.
Au contraire, la distribution observe´e a e´te´ retrouve´e par Wigner en partant d’une sta-
tistique bien diffe´rente. Puisque l’Hamiltonien d’un noyau lourd est trop complexe pour
eˆtre de´crit explicitement, Wigner a propose´ de le mode´liser par une matrice de taille
N ×N dont les coefficients sont des variables ale´atoires de´core´le´es suivant chacune une
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loi gaussienne adoptant ainsi une approche statistique. Lorsque la taille de la matrice
N tend vers l’infini, il a observe´ que le spectre devient (quasi-)continu sur un intervalle
[a, b] et que la densite´ d’e´nergie suit la ce´le`bre loi du ”demi-cercle” de Wigner [105] :
ρ(E) =
4
pi(b− a) sinφ avec E =
a+ b
2
+
b− a
2
cosφ. (1-1)
Or, les corre´lations issues de cette densite´ correspondent exactement aux observations
expe´rimentales obtenues par diffusion de neutrons lents. L’existence d’une approche
statistique de ce proble`me n’est pas due au hasard mais bien aux proprie´te´s parti-
culie`res de ce type de diffusion. En effet, les neutrons bombardant le noyau a` e´tudier
apportent ici chacun une faible e´nergie. Il faut alors en accumuler beaucoup pour pou-
voir arracher un neutron au noyau. L’e´nergie individuelle des neutrons incidents est
donc totalement absorbe´e par le noyau au cours de cette re´action avant d’eˆtre restitue´e
a` travers un neutron diffuse´. L’e´tude des neutrons diffuse´s ne doit donc plus caracte´riser
les comportements individuels des neutrons incidents mais leur comportement collectif
impliquant un caracte`re statistique.
Cette approche statistique peut s’appliquer a` d’autres proble`mes physiques lie´s a`
un Hamiltonien trop complique´ pour eˆtre de´crit exactement. On a alors pu observer
que les caracte´ristiques ge´ne´rales du spectre ne de´pendent pas des de´tails du proble`me
e´tudie´ mais simplement de ses syme´tries, chaque cas correspondant a` l’inte´gration sur
un ensemble de matrices particulier ([84] est une nouvelle fois une source formidable
d’informations sur ce point). En effet, l’e´tude des matrices ale´atoires elles-meˆmes a
permis d’observer des proprie´te´s d’universalite´s : lorsque la taille des matrices tend vers
l’infini, on peut trouver certaines caracte´ristques du spectre (par exemple l’espacement
entre deux valeurs propres successives) qui ne de´pendent absolument pas des de´tails
de la mesure d’inte´gration mais seulement de l’ensemble des matrices sur lequel on
inte´gre.
Il peut donc eˆtre inte´ressant d’e´tudier les matrices ale´atoires en posant une mesure
sur l’ensemble de matrices pre´sentant des caracte´ristiques communes plutoˆt que de les
voir comme un ensemble de coefficients ale´atoires re´els corre´le´s. C’est cette approche
que nous conside´rerons dans cette the`se en conside´rant une mesure d’inte´gration sur
l’ensemble des matrices hermitiennes.
1.2 Mode`les de matrices et combinatoire.
Pour bien comprendre comment le mode`le qui nous inte´resse a vu le jour, il est
ne´cessaire de rappeler comment un re´sultat de Chromodynamique Quantique (QCD)
s’est ave´re´ eˆtre fondamental dans le cadre des matrices ale´atoires. Cette the´orie est une
the´orie des champs ou` les particules sont des quarks portant une charge de couleur qui
est un objet tridimensionnel. Ils interagissent donc a` travers des matrices de jauge de
taille 3×3, les gluons, pre´sentant une syme´trie SU(3). La re´solution de cette the´orie est
un proble`me extre`mement complexe et si l’on peut obtenir des re´sultats perturbatifs
aux petites e´chelles ou` la constante de couplage est faible, l’e´tude aux grandes e´chelles
ne peut eˆtre de´crite de la meˆme fac¸on. En 74, ’t Hooft [100] a propose´ d’aborder
le proble`me diffe´remment en le ge´ne´ralisant : au lieu de conside´rer seulement trois
couleurs, on peut e´tudier le meˆme proble`me avec un nombre de couleurs arbitraire N .
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On peut alors faire tendre ce nombre N →∞ et exprimer les observables du mode`le a`
travers leur de´veloppement en 1
N
pour obtenir finalement des informations sur la valeur
N = 3. ’t Hooft a alors de´couvert que les graphes de Feynman contribuant a` un ordre
donne´ dans ce de´veloppement ont une topologie fixe´e.
Le type de mode`les que nous allons e´tudier dans ce me´moire a e´te´ introduit bien
plus tard. Partant des techniques classiques de the´orie des champs, Bre´zin, Itzykson,
Parisi et Zuber [22] ont interpre´te´ les inte´grales matricielles issues de la the´orie des
matrices ale´atoires comme des fonctions ge´ne´ratrices de graphes e´pais lorsque la taille
des matrices tend vers l’infini. Pour cela, ils ont de´veloppe´ les inte´grales conside´re´es
autour d’un col pour se ramener au calcul de valeurs moyennes d’ope´rateurs par rap-
port a` une mesure gaussienne. L’application du the´ore`me de Wick (voir l’appendice 1)
permet alors de repre´senter le re´sulat comme une somme sur un ensemble de graphes
ou` les vertex sont oriente´s. Nous reviendrons plus pre´cise´ment sur cette construction
dans le de´but du chapitre 2 puisqu’elle est la base des objets e´tudie´s ici.
L’e´tude des mode`les de matrices a connu un regain d’intereˆt quelques anne´es plus
tard graˆce a` une simple observation. Plusieurs domaines tre`s diffe´rents de la physique,
tels que la the´orie des cordes, la gravitation quantique ou bien l’e´tude de membranes,
ne´cessitent de pouvoir caracte´riser des surfaces et, plus particulie`rement, de pouvoir
mettre une mesure sur cet ensemble. En 1985, plusieurs chercheurs e´tudiant de telles
surfaces ont observe´ que l’interpre´tation introduite par [22] permet d’approcher ce type
de proble`me a` partir des inte´grales de matrices [9, 30, 65]. En effet, conside´rant un
graphe e´pais, il existe une proce´dure tre`s simple permettant de remplacer tout vertex
a` k pattes par un polygoˆne a` k coˆte´s. A un graphe consistant en un recollement de
vertex, on fait donc correspondre une surface forme´e de polygoˆnes colle´s entre eux par
leurs areˆtes. La the´orie des matrices ale´atoires permet ainsi de calculer des objets de
la forme :
Z =
∑
S
P(S) (1-2)
ou` S est une surface discre´tise´e construite comme un recollement de polygoˆnes et P
est un poids associe´ a` toute surface de ce type. Pour passer a` de ”vraies” surfaces,
c’est-a`-dire continues, il faut alors faire tendre le nombre de polygoˆnes vers l’infini et
re´duisant leur taille de manie`re a` garder l’aire de la surface conside´re´ finie.
Dans ce cadre, la proprie´te´ de´couverte par ’t Hooft en QCD signifie que, lorsque la
taille des matrices tend vers l’infini, le de´veloppement en 1
N
permet de se´lectionner le
genre des surfaces ge´ne´re´es. Ainsi, on peut e´crire
Z =
∞∑
g=0
N2−2g
∑
Sg
P(Sg) =
∞∑
g=0
N2−2gZ(g)
= N2 N
−2
+ + + ...
(1− 3)
ou` l’on somme maintenant sur l’ensemble des surfaces Sg de genre g donne´ pour obtenir
chaque terme de ce de´veloppement topologique. Cette proprie´te´ s’est ave´re´e fondamen-
tale dans l’e´tude des matrices ale´atoires et a permis de faire de grands progre`s.
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1.3 Matrices ale´atoires et surfaces continues.
Revenons maintenant a` une e´ventuelle proce´dure permettant d’atteindre des sur-
faces continues a` partir des mode`les de matrices. Une telle limite est atteinte en faisant
tendre le nombre moyen de polygoˆnes constitutifs des surfaces vers l’infini. Ceci est
en ge´ne´ral obtenu en approchant un point critique dans l’espace des parame`tres du
mode`le. En effet, on peut montrer [47] que le nombre moyen de polygoˆnes < n > est
donne´ par une relation de la forme
< n >= g
∂ lnZ
∂g
(1-4)
ou` g est un parame`tre du mode`le de matrices et Z la fonction ge´ne´ratrice de surfaces
discre´tise´es issue de ce mode`le. Il faut donc atteindre une singularite´ de lnZ comme
fonction de g pour faire diverger cette quantite´. On de´termine ainsi un point critique
gc tel que pour tout terme du de´veloppement topologique Z(h) de´fini dans Eq. (1-3), il
existe un exposant critique αh tel que
Z(h) = (g − gc)−αhZ(h)sing + termes sous dominants. (1-5)
On peut alors de´finir une constante cosmologique liant l’aire moyenne des polygoˆnes
2 et la distance au point critique :
Λ2 := (g − gc). (1-6)
La fonction ge´ne´ratrice totale est alors donne´e par le comportement
Z =
∞∑
h=0
N2−2h(g − gc)−αhZ(h)sing (1-7)
au voisinage de la singularite´ gc. Il a e´te´ montre´ [23, 39, 55] que l’exposant critique αh
est line´aire en le genre h : il existe un exposant γ tel que
αh = (γ − 2)(1− h). (1-8)
Les exposants de 1
N2
et (g − gc) sont donc comparables et ceci permet de de´finir une
variable combinant les deux κ := N(g − gc)1− γ2 permettant d’exprimer :
Z =
∞∑
h=0
κ2−2hZ(h)sing (1-9)
et ainsi de me´langer les contributions des surfaces de genres diffe´rents a` travers une
double limite d’e´chelle obtenue par N →∞ et g → gc en gardant κ fini. Cette double
limite d’e´chelle est inte´ressante puisqu’elle permet d’avoir acce`s aux surfaces continues
depuis les mode`les de matrices et de me´langer les surfaces de genres diffe´rents ce qui
est un e´le´ment fondamental de la the´orie des cordes ou` ces dernie`res inte´ragissent en se
se´parant et se recollant cre´ent des surfaces de genre plus e´leve´. Nous reviendrons sur
ce point dans la partie suivante de´die´e aux applications des matrices ale´atoires.
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2 Applications des mode`les de matrices ale´atoires.
Les matrices ale´atoires sont un outil formidable tant ses applications sont nom-
breuses aussi bien en physique qu’en mathe´matiques. Dans cette partie nous pre´sentons
seulement une petite partie de celles-ci plus particulie`rement relie´es aux re´sultats
pre´sente´s dans ce me´moire.
2.1 Volume symplectique de l’espace des modules de surfaces
de Riemann.
En mathe´matiques, on peut eˆtre inte´resse´ par de´crire et compter des surfaces par-
tageant une meˆme topologie. Lorsque ces surfaces sont discre´tise´es, ceci se rame`ne a` de
la pure combinatoire mais lorsque les surfaces sont continues, on ne peut plus aborder
le proble`me de la meˆme manie`re. Il faut de´finir un certain nombre de parame`tres, ap-
pele´s modules, dont la valeur permet de caracte´riser chaque surface ou type de surface.
L’ensemble des surfaces est donc mis en bijection avec l’espace de toutes les valeurs
possibles de ces parame`tres : l’espace des modules [31]. Un premier ensemble de mo-
dules peut eˆtre identifie´ comme le genre g et le nombre de bords k d’une surface.
On peut alors de´couper l’ensemble des surfaces en des sous-ensembles S(g)k contenant
toutes les surfaces de genre g donne´ et ayant k bords. A chacun de ces ensembles on
peut associer un ensemble de modules tels que la longueur de chaque bord par exemple
dont les diffe´rentes valeurs forment un espaceM(g)k . Alors que dans le cas des surfaces
discre´tise´es, on les compte en associant a` chaque assemblage de polygoˆnes un poids et
en effectuant la somme de ces poids, l’e´quivalent continu consiste a` munir l’espace des
modules d’une mesure et a` calculer le volume de ce dernier par rapport a` cette mesure.
En effet, chaque point de l’espace des modules correspond a` une surface et imposer
une mesure sur cet espace consiste a` associer un poids a` chaque surface, l’inte´gration
remplac¸ant alors la somme discre`te.
Dans l’e´tude de ces espaces, Riemann lui-meˆme a e´te´ le premier a` e´tudier l’espace
Mg de toutes les structures complexes sur une surface oriente´e de genre g modulo
l’ensemble des diffe´ormorphismes pre´servant l’orientation. Il a ainsi pu montrer que
l’espace Mg a pour dimension re´elle 6g − 6. Beaucoup plus re´cemment, de´montrant
ainsi une conjecture pre´ce´dement e´tablie par Witten [108], Kontsevich [72]a montre´
que l’on pouvait calculer le volume de tels espaces par le calcul d’inte´grales de matrices
du type
Z(Λ) =
∫
dMexp− Tr
(
ΛM2
2
− iM3
6
)
∫
dM − Tr ΛM2
2
(2-1)
ou` Λ est une matrice de champ exte´rieur en utilisant la proprie´te´ disant que les volumes
v
(g)
n := Vol
(
M(g)n
)
satisfont les e´quations de Korteweg-de Vries (KdV).
Le fait que cette hierachie inte´grable d’e´quations apparaisse dans l’e´tude des ma-
trices ale´atoires est connu depuis longtemps et beaucoup de travaux ont montre´ que de
telles hierarchies inte´grables sont fondamentalement lie´es a` diffe´rents mode`les de ma-
trices ale´atoires [23, 55, 39, 13]. Au contraire, l’e´mergence de telles contraintes dans le
cadre de l’e´tude de l’espace des modules de surfaces continues etait plus surpenante et
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n’est toujours pas comprise et fait l’objet de nombreux travaux. Tre`s re´cemment, Mir-
zakhani [87, 88] a propose´ une relation de re´currence permettant de retrouver la valeur
de ces volumes avec une approche me´langeant ge´ome´trie alge´brique et ge´ome´trie hyper-
bolique. Ces relations semblent eˆtre un premier pas vers une meilleure compre´hension
de ce lien entre hierarchies inte´grables et espaces de modules.
2.2 The´orie de la gravitation quantique bidimensionnelle.
La gravitation est suˆrement la force fondamentale la plus facilement observable
a` l’e´chelle macroscopique puisqu’elle a toujours e´te´ ressentie par tout le monde et a
e´te´ formalise´e tre`s toˆt a` travers les lois de Newton. Cependant son comportement a`
petites e´chelles est plus proble´matique. Il paraˆıtrait en effet naturel de vouloir quantifier
cette inte´raction fondamentale comme l’e´lectromagne´tisme et les autres forces, mais les
techniques de the´orie des champs utilise´es ne peuvent s’appliquer dans ce cas la` puisque
la gravitation est une the´orie non renormalisable.
Comment quantifier cette the´orie en pratique ? On peut tenter d’imiter ce qui se fait
de´ja` dans les autres the´ories en utilisant les inte´grales de chemins, c’est-a`-dire sommer
sur tous les chemins d’e´tats possibles entre un e´tat initial et un e´tat final donne´. On
sait depuis Einstein que le champ gravitationnel est un champ courbant l’espace temps.
Pour le caracte´riser il faut donc se donner une varie´te´ E de dimension 4, des coordonne´es
{xi}4i=1 sur celle-ci et une me´trique gij donne´e par une matrice 4 × 4. Son action est
alors donne´e par la courbure de E :
S :=
−c3
16piG
∫
E
dx1dx2dx3dx4
√
−det gR (2-2)
ou` R est la courbure scalaire de la me´trique g et G un nombre appele´ constante gravi-
tationnelle. Une inte´grale de chemin sera alors de la forme :
Z =
∑
E
exp
(
−iS(E)
~
)
(2-3)
ou` la somme porte sur toutes les varie´te´s E satisfaisant les conditions initiale et finale.
Le calcul d’une telle somme est extre`mement complique´ et un tel proble`me n’a pas
encore pu eˆtre re´solu, en particulier parce qu’on ne sait pas bien de´crire les diffe´rentes
topologies de E intervenant dans cette somme.
On peut cependant essayer de simplifier le proble`me pour tenter de le re´soudre en
diminuant la dimension de l’espace temps : on peut conside´rer l’espace temps comme
une varie´te´ de dimension 2 : une dimension d’espace et une dimension de temps. On
va e´galement faire une rotation de Wick t→ it, faisant passer dans l’espace des temps
complexes et rendant la me´trique Euclidienne. Dans ce cas la`, le proble`me se rapproche
d’un proble`me de calcul de volume d’espace de modules de surfaces continues de´crit
plus haut. On doit en effet calculer des inte´grales de chemin de la forme :
Z =
∑
E
exp
(
−
∫
dx2
√−det g(Λ +GR)
~
)
(2-4)
ou` la somme porte sur toutes les surfaces satisfaisant les conditions aux limites et Λ est
la constante cosmologique. En fait, le symbole de somme est ici un peu abusif puisqu’il
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sous entend une somme discre`te alors que l’espace des surface n’est pas a` priori discret.
En fait, il faudrait plutoˆt re´e´crire Z comme une inte´grale sur l’espace des modules des
surfaces de Riemann E .
C’est justement sur ce point que les inte´grales de matrices s’ave`rent efficaces a`
condition de donner un sens pre´cis a` cette somme discre`te. Une ide´e naturelle pour
de´crire une surface, fre´quemment utilise´e par exemple en me´canique dans les me´thodes
de mode´lisation en e´le´ments finis, consiste a` discre´tiser cette dernie`re en la remplac¸ant
par une surface ”proche” compose´e uniquement de polygoˆnes colle´s entre eux par leurs
areˆtes. La somme Z consiste alors a` sommer sur de telles surfaces discre´tise´es en don-
nant un poids particulier a` chacun des polygoˆnes les composant ainsi qu’a` l’ope´ration
de recollement d’areˆtes : on peut donc voir Z comme une fonction ge´ne´ratrice de telles
surfaces. Or comme nous le verrons, c’est exactement le type de fonctions ge´ne´ratrices
que l’on peut obtenir a` partir des inte´grales de matrices. Notons qu’il faut alors faire
tre`s attention a` cette discre´tisation des surfaces et pouvoir caracte´riser son impact sur
les observables du mode`le.
Pour la suite, remarquons que l’on peut e´galement introduire des champs de ”matie`re”
scalaires Xi : E → C couple´s a` la gravite´, par exemple a` travers l’action modifie´e :
S =
∫
dx2
√
−det g(Λ +GR +
∑
i
gαβ∂αXi∂βXi). (2-5)
2.3 The´ories des cordes.
Une autre the´orie peut se mettre sous une forme similaire et se ramener au meˆme
proble`me consistant en une inte´grale sur l’espace des modules des surfaces de Riemann :
la the´orie des cordes [54]. Celle-ci est une ge´ne´ralisation des the´ories des champs ha-
bituelles ou` les particules ne sont plus des points de l’espace temps mais des objets
a` une dimension, i.e. des cordes parame´tre´es par des coordonne´es Xi(s, t)i=1,...,3 ou` s
est une abscisse curviligne sur la corde. Pour de´finir une inte´grale de chemin il faut
alors inte´grer sur tous les e´tats Xi(t) entre une corde initiale Xi(s, t0) et une corde
finale Xi(s, tf ). Or, lorsqu’une corde e´volue dans le temps, elle dessine une surface (bi-
dimensionnelle) dans l’espace temps. L’inte´grale de chemin correspond donc comme
dans le paragraphe pre´ce´dent a` sommer sur toutes les surfaces entre les e´tats initiaux
et finaux :
Z =
∑
E
exp
(
−iS(E)
~
)
. (2-6)
Plusieurs actions S(E) peuvent alors eˆtre choisies et plusieurs mesures pour la somma-
tion. Nous n’alllons pas nous attarder sur toutes les actions possibles. Notons que parmi
toutes celles-ci, Polyakov [94] a propose´ une action invariante sous les changements de
coordonne´es de la surface :
S := −µc
2
∫
dsdt
√
−det g(
∑
i
Gµνg
αβ∂αXµ∂βXν) (2-7)
ou` G est la me´trique de Minkowski sur l’espace-temps et g la me´trique induite sur
la feuille d’univers (i.e. la surface dessine´e par l’e´volution de la corde dans le temps).
Notons que l’on reconnait ici exactement la meˆme somme sur les surfaces que celle
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introduite dans le paragraphe pre´ce´dent dans le cadre de la gravitation quantique
bidimensionnelle dans Eq. (2-5).
Cependant, cette the´orie des cordes pre´sente de nombreux de´fauts. Non seulement,
elle ne peut eˆtre ve´rifie´e expe´rimentalement mais au niveau the´orique, les syme´tries
ne´cessaires impliquent de fortes contraintes. En effet, on ne peut pas construire une
telle the´orie dans un espace temps de dimension 4 mais 26 ! Il faut donc e´liminer 22 di-
mensions. Une partie du chemin a de´ja` e´te´ fait par Ramond [95] et Neveu et Schwarz [92]
en introduisant la supersyme´trie : ils ont ramene´ le proble`me a` une the´orie a` dix dimen-
sions. Il reste donc 6 dimensions a` e´liminer pour revenir aux 4 dimensions de l’espace
temps re´el. Ceci peut eˆtre fait en re´duisant la taille des 6 directions supple´mentaires, en
les compactifiant. Les nombreux travaux dans ce domaine font apparaˆıtre une tre`s riche
structure inte´ressante au moins au niveau mathe´matique si ce n’est pour retrouver les
proprie´te´s physiques du monde re´el.
Remarque 2.1 Nous n’avons e´voque´ ici qu’un exemple parmi bien d’autres de mode`le de
the´orie des cordes lie´ aux mode`les de matrices ale´atoires. Nous verrons un autre exemple
dans le chapitre 5 qui lui est totalement de´die´ : les the´ories des cordes topologiques. Ce cas
correspond a` une the´orie des cordes ou` seule la topologie de la feuille d’univers (i.e. la surface
ge´ne´re´e par l’e´volution temporelle de la corde) entre en compte dans le calcul de la fonction
de partition. Si deux types de the´ories des cordes apparaissent dans ce cadre, tous deux sont
fortement relie´s aux mode`les de matrices [81] : que ce soit par les proprie´te´s de variation
de la fonction de partition du type A sous les de´formation de la feuille d’univers ou par la
conjecture de Dijkgraaf et Vafa [36] identifiant directement un mode`le de matrice e´quivalent
au type B, les points communs entre mode`les de matrices et the´ories des cordes topologiques
sont frappants.
2.4 The´ories conformes et mode`les minimaux.
Explicitons un peu plus comment ces dimensions critiques pour l’espace temps sont
obtenues. Au niveau local, l’action de Polyakov a une syme´trie sous le changement de
la me´trique :
gαβ → eϕgαβ, (2-8)
la syme´trie conforme. Cependant cette syme´trie est brise´e par la quantification : la som-
mation sur les surfaces introduit une anomalie. On peut caracte´riser cette anomalie par
un unique scalaire : la charge centrale c. Celle-ci s’annule lorsque la the´orie quantique
est invariante conforme. Pour la de´finir, il est ne´cessaire d’e´tudier plus pre´cise´ment les
transformations conformes de la me´trique. Ce sont les transformations qui changent la
me´trique par un facteur scalaire et donc laissent invariante l’action de la the´orie [62] :
elles sont donne´es par
z → z(1 + f(z)) (2-9)
ou` f est une fonction analytique de la variable complexe z = x + iy avec x et y des
coordonne´es sur la surface conside´re´e. Elles sont donc ge´ne´re´es par les ope´rateurs ln :=
zn+1 ∂
∂z
. En fait, comme souvent, pour obtenir les bons ge´ne´rateurs des transformations
conformes, on doit introduire un ordre normal pour pre´ciser l’ordre dans lequel les
diffe´rents ope´rateurs agissent. On obtient ainsi les ge´ne´rateurs Ln :=: ln : qui satisfont
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les relations de commutation :
[Ln, Lm] = (m− n)Lm+n + c
12
(n3 − n)δm+nId, (2-10)
c’est-a`-dire qu’ils forment une extension de l’alge`bre de Virasoro avec une charge cen-
trale c.
On peut construire une repre´sentation de cette alge`bre en partant d’un ope´rateur
primaire |0 > :
L0|0 >= h|0 > et ∀n > 0 , Ln|0 >= 0 (2-11)
conside´re´ comme le vide de la repre´sentation. L’ensemble des e´tats engendre´s par les
autres ope´rateurs L−n :
|n1n2 . . . nk >:= L−n1L−n2 . . . L−nk |0 > (2-12)
engendrent alors, en ge´ne´ral, une repre´sentation de dimension infinie irre´ductible de
l’alge`bre de Virasoro. Cependant ceci n’est plus vrai dans certains cas particuliers
ou` la repre´sentation engendre´e est re´ductible puisque les e´tats engendre´s ne sont pas
line´airement inde´pendants. En effet, pour les valeurs de h particulie`res :
hr,s =
1
48
(
12(r − s)2 + (1− c)(r2 − s2 − 2) + (r2 − s2)
√
(25− c)(1− c)
)
(2-13)
ou` r et s sont entiers, on obtient de telles repre´sentations re´ductibles.
Remarque 2.2 Certains mode`les ne font intervenir qu’un nombre fini de repre´sentations
re´ductibles de ce type et sont ainsi entie`rement solubles : les mode`les minimaux indexe´s par
deux entiers p et q premiers entre eux. Dans ce cas, la charge centrale est de la forme :
c = 1− 6(p− q)
2
pq
(2-14)
et les dimension des champs primaires sont donne´es par la table de Kac [62] :
hr,s =
(rq − sp)2 − (p− q)2
4pq
(2-15)
ou` s et r sont deux entiers strictement positifs et strictement infe´rieurs respectivement a` q
et a` p.
Nous verrons comment re´soudre ces mode`les graˆce aux mode`les de matrice dans le chapitre
4 de cette the`se.
On peut montrer que l’on peut associer une telle charge centrale a` chaque champ
suivant sa statistique : a` un boson, on associe une charge 1 tandis qu’a` un fermion on
associe une charge 1
2
. On peut e´galement montrer que le champ de jauge gαβ a une
dimension ne´gative e´gale a` −26 due, entre autres choses, a` l’introduction de fantoˆmes
de Fadeev-Popov. La charge totale d’une the´orie des cordes D dimensionnelle avec
l’action de Polyakov est donc e´gale a` :
c = D − 26 (2-16)
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puisqu’il y a D champs bosoniques dans cette the´orie. On voit ainsi qu’il est ne´cessaire
d’avoir une the´orie avec un espace temps de dimension D = 26 pour que la syme´trie
conforme soit pre´serve´e au niveau quantique. Pour re´duire la dimension critique, on
peut introduire la supersyme´trie et donc D fermions. Ceci induit de plus de nouveaux
fantoˆmes de Fadeev-Popov avec une charge +11. On a alors la charge centrale
c = D − 26 + D
2
+ 11 (2-17)
ce qui donne une dimension critique D = 10 comme annonce´ plus haut.
En fait, les mode`les de matrices permettent non seulement d’avoir acce`s aux the´ories
des cordes critiques mais e´galements a` celles qui ont une dimension non critique et donc
une charge centrale non nulle. En particulier, les mode`les minimaux correspondent a`
une charge centrale c < 1.
Dans tous les cas, pour comparer les re´sultats des the´ories conformes introduites ici
et des mode`les de matrices vus comme fonctions ge´ne´ratrices de surfaces discre´tise´es,
il faut pouvoir trouver un language commun. Dans les deux cas on peut se ramnener a`
une unite´ de comparaison possible : l’aire des surfaces ge´ne´re´es. On peut se demander
comment se comportent les observables de ces diffe´rents mode`les en termes de l’aire
A des surfaces conside´re´es. Plus particulie`rement comment divergent ces observables
quand A →∞. En ge´ne´ral, pour les the´ories conformes, on peut montrer que pour un
genre h et une aire A fixe´e pour les surfaces E , on a un comportement du type [71] :
Z(h) =
∑
E
exp
(
−iS(E)
~
)
∼A→∞ Aγh−3 (2-18)
ou` l’exposant γh est line´aire en le genre et donne´ par
1 :
γh = 2h+ γstring(1− h). (2-19)
Le coefficient γstring, appele´ susceptibilite´ de corde de´pend de la the´orie conside´re´e. Par
exemple, pour un mode`le minimal de type (p, q), on peut montrer q’il vaut :
γstring = −2 |p− q|
p+ q − |p− q| . (2-20)
On peut calculer un tel exposant critique pour n’importe quelle autre observable < O >
du mode`le et ainsi le comparer avec les re´sultats de mode`les de matrices.
Nous verrons ainsi que la comparaison de ces exposants, a` condition de bien nor-
maliser les observables et variables, permet de montrer que les mode`les de matrices
donnent acce`s aux the´ories conformes (en particulier en prenant certaines limites ou`
les surfaces discre´tise´es deviennent continues).
2.5 De l’e´mergence de la ge´ome´trie alge´brique et des syste`mes
inte´grables.
Si les applications pre´sente´es jusqu’ici ont toutes un lien avec la combinatoire de
surfaces discre´tise´es ou continues, les mode`les de matrices sont lie´s a` de nombreux
1On peut noter la similitude entre cette e´quation et Eq. (1-8).
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autres proble`mes qui ne seront pas ou tre`s peu aborde´s dans cette the`se. Si elle ne
semble pas aussi directement relie´e a` notre proble`me, l’une des proprie´te´s des mode`les
de matrices qui semble fondamentale dans toutes les construction introduites ici est
son inte´grabilite´. En effet, cette proprie´te´, que l’on retrouve sous diffe´rentes formes
suivant l’aspect des mode`les de matrices e´tudie´s, assure que le proble`me est soluble :
cela signifie que l’on est en principe capable de calculer toutes les observables du mode`le
conside´re´ (ce qui ne signifie pas que l’on puisse le faire facilement en pratique).
Il a e´te´ observe´ que les observables des mode`les de matrices sont, en ge´ne´ral, solu-
tions d’e´quations diffe´rentielles appartenant a` des hierarchies inte´grables telles que les
hierarchies KP, la hierarchie de Toda 2 dimensionnelle, celle de Whitham ... En fait,
lorsque l’on inte`gre sur une matrice de taille finie N , on trouve un syste`me inte´grable
quantique caracte´rise´ par ~ ∼ 1
N
. On s’attend donc a` retrouver un syste`me inte´grable
classique lorsque la taille N → ∞ et ainsi tous les ingre´dients le caracte´risant comme
une courbe alge´brique appele´e courbe spectrale ou la fonction τ satisfaisant des rela-
tions biline´aires.
Nous verrons que nous retrouvons effectivement tous ces ingre´dients dans le cadre
des inte´grales formelles qui sont lie´es a` la limite des inte´grales de matrices convergentes
lorsque la taille des matrices tend vers l’infini. On ira meˆme plus loin puisque nous
montrerons que ces e´le´ments classiques permettent de calculer toutes les corrections en
1
N
, i.e. toutes les corrections semi-classiques2.
Si le lien entre inte´grabilite´ et mode`les de matrices semble bien compris a` pre´sent, le
lien direct entre combinatoire de surfaces et inte´grabilite´ restait jusqu’a` re´cemment as-
sez obscur. Pourtant cet outil semble fondamental dans l’e´tude de l’espace des modules
de surfaces de Riemann. En effet, si l’approche de Kontsevich a e´te´ de re´interpre´ter ce
proble`me en termes d’inte´grales matricielles, ceci est principalement duˆ au fait que les
volumes d’espaces de modules sont solutions d’e´quations diffe´rentielles de la hierarchie
KdV et donc a` l’inte´grabilite´. Si des travaux re´cents [93, 79, 91] ont permis de com-
prendre un peu mieux ce lien a` la lumie`re de l’e´tude de partitions ale´atoires et leur
lien avec les fonctions tau de syste`mes inte´grables, j’espe`re que cette the`se permettra
de donner de premiers e´le´ments de compre´hension utilisant le formalisme des matrices
ale´atoires.
2Nous verrons que ceci n’est pas exact puisque le mode`le e´tudie´ n’est pas exactement l’inte´grale
de matrice dont on s’attend a` ce qu’elle soit la fonction tau d’un syste`me inte´grable quantique. Il
reste dons une dernie`re e´tape a` franchir pour pouvoir reconstruire le syste`me quantique lui-meˆme par
resommation des termes semi-classiques.
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Chapitre 2
Mode`le a` deux matrices
hermitiennes.
Dans ce chapitre, nous pre´sentons une me´thode de re´solution du mode`le a` deux
matrices hermitiennes formel. Ce mode`le est souvent de´crit comme la limite d’une
inte´grale matricielle convergente ou` la taille des matrices tend vers ∞ puisqu’il corres-
pond a` un de´veloppement perturbatif de cette inte´grale par rapport a` un parame`tre
qui est de l’ordre de l’inverse de la taille des matrices conside´re´es. Nous allons donc
montrer comment calculer tous les termes du de´veloppement de toutes les observables
de ce mode`le par rapport a` ce parame`tre. Cette me´thode, base´e sur les travaux de
Eynard pour le mode`le a` une matrice [42] et ses me´thodes ge´ne´rales de re´solution des
e´quations de boucles, montrera toute sa puissance dans les chapitres suivants ou` nous
la ge´ne´raliserons au dela` des mode`le de matrices ale´atoires.
Le mode`le a` deux matrices hermitiennes a fait l’objet de diffe´rentes approches dans
la litte´rature. En effet, les nombreux domaines ou` ce proble`me, qui consiste essentiel-
lement a` e´valuer des inte´grales matricielles, semble apparaˆıtre ont permis a` diffe´rentes
spe´cialite´s de se retrouver sur un meˆme terrain. Ainsi chacun a pu utiliser ses me´thodes
favorites et l’on peut facilement imaginer que les contributions de physiciens, probabi-
listes ou combinatoriciens vont apporter des points de vue bien diffe´rents. Le mode`le
e´tudie´ ici a e´te´ introduit en premier par Kazakov comme un mode`le de physique sta-
tistique [66] : il a e´te´ utilise´ pour mode´liser le mode`le d’Ising sur surface ale´atoire, i.e.
de´crire un syste`me de spins en inte´ractions vivant sur un re´seau triangulaire ale´atoire.
La me´thode de´veloppe´e ici consiste a` re´soudre un ensemble d’e´quations satisfaites
par les observables du syste`me. Ces e´quations sont connues sous le nom d’e´quations de
boucles [86, 99, 34, 8, 43] dans le milieu des matrices ale´atoires mais elles se retrouvent
en fait dans diverses spe´cialite´s de physique ou de mathe´matiques sous des noms aussi
divers que contraintes de Virasoro, identite´s de Ward, e´quations de Schwinger Dyson,
e´quations de Tutte [102, 103] ou meˆme e´quations de Baxter [11]. Si des me´thodes ont
e´te´ propose´es pour les re´soudre dans des cas particuliers [5, 4, 3] ou meˆme totalement
[8] dans le cas du mode`le a` une matrice, l’approche de Eynard [42, 27] a pour avantage
la simplicite´ et la ge´ne´ralite´. En effet, en utilisant un langage approprie´, celui de la
ge´ome´trie alge´brique, on peut re´soudre ces e´quations de manie`re intrinse`que de fac¸on
a` ne plus faire apparaˆıtre les specificite´s de tel ou tel mode`le en se ramenant a` l’e´tude
d’une courbe alge´brique associe´e au mode`le [67].
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Cependant, ces e´quations sont tre`s ge´ne´rales et admettent des solutions pre´sentant
des structures bien diffe´rentes les unes des autres. Il existe ainsi plusieurs de´finitions
non e´quivalentes de ce qui est usuellement de´nomme´ ”inte´grale matricielle” dans la
litte´rature. Toutes satisfont les e´quations de boucles mais elles ne coinc¨ıdent pas de
manie`re ge´ne´rale. Cette impre´cision dans la de´finition, re´currente dans la litte´rature, a
mene´ a` des contradictions flagrantes particulie`rement mises en avant par [5] et [63, 32,
21] et explique´es plus tard par [18].
Nous de´buterons donc ce chapitre en pre´cisant ce que nous entendons par ”inte´grale
de matrice”. Ceci nous permettra ensuite d’interpre´ter ces inte´grales comme fonc-
tions ge´ne´ratrices de surfaces constitue´es de polygones de couleurs diffe´rentes. Enfin,
je pre´senterai le principal re´sultat de cette partie : comment, en utilisant des concepts
de ge´ome´trie alge´brique, on peut calculer de manie`re explicite toutes ces ”inte´grales de
matrices formelles” en termes d’objets fondamentaux de´finis sur une courbe alge´brique
appele´e courbe spectrale.
1 De´finition du mode`le.
Conside´rons deux potentiels polynoˆmiaux1 :
V1(x) :=
d1+1∑
k=0
tk
k
xk et V2(x) :=
d2+1∑
k=0
t˜k
k
xk (1-1)
et de´finissons l’inte´grale
Z2MM :=
∫
HN×HN
dM1dM2 e
− 1~Tr(V1(M1)+V2(M2)−M1M2), (1-2)
ou` M1 et M2 sont deux matrices hermitiennes de taille N × N , dM1 et dM2 sont les
produits des mesures de Lebesgues des composantes re´elles de M1 et M2
dM :=
∏
i
dMii
∏
i<j
dRe(Mij)dIm(Mij) (1-3)
et ~ = T
N
est un parame`tre de de´velopement perturbatif. Une telle inte´grale ne semble
a priori pas souffrir de de´faut de de´finition. Cependant, suivant la spe´cialite´ dans la-
quelle elle est e´tudie´e ou bien meˆme le re´gime d’e´tude, le signe inte´grale a plusieurs
significations diffe´rentes dans la litte´rature. Il est donc important de pre´ciser quel objet
se cache vraiment sous cette de´nomination.
1.1 Inte´grale sur l’ensemble des matrices hermitiennes.
La de´finition la plus naturelle consiste a` diagonaliser les matrices M1 = U
†
1Λ1U1 et
M2 = U
†
2Λ2U2 pour ensuite inte´grer sur les valeurs propres re´elles,
Λi = diag(λi,1, . . . , λi,N), (1-4)
1Toute la me´thode pre´sente´e ici peut s’e´tendre au cas de potentiels dont la de´rive´e est une fonction
rationnelle. Cependant, les quelques subtilite´s techniques induites par cette ge´ne´ralisation n’apportent
rien de nouveau a` la compre´hension du proble`me et entrent dans le cadre du chapite 4. Le lecteur
inte´resse´ pourra aise´ment adapter la description faite du mode`le a` une matrice avec potentiel rationnel
ou bien se reporter a` la de´monstration de [IV].
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d’une part et le groupe unitaire, U †i Ui = 1, d’autre part. De´s lors l’inte´grale 1-2 s’e´crit
Zherm :=
:=
∫
U(N)×U(N) dU1dU2
∫
Rn×Rn dΛ1dΛ2∆(λ1)
2∆(λ2)
2e−
1
~Tr(V1(Λ1)+V2(Λ2)−U
†
1Λ1U1U
†
2Λ2U2)
(1-5)
ou` le de´terminant de Vandermonde
∆(λ1) :=
∏
i>j
(λ1,i − λ1,j) (1-6)
vient du Jacobien du changement de variable :
dM1 = ∆(λ1)
2dU1dΛ1 (1-7)
avec dΛ1 =
∏N
i=1 dλi et dU est la mesure de Haar sur le groupe U(N).
Sous cette forme, un seul terme contient encore un couplage entre les valeurs propres
et les matrices unitaires de changement de base par l’interme´diaire de la combinaison
U1U
†
2 . Cette contribution peut eˆtre totalement explicite´e en utilisant la
The´ore`me 1.1 Formule d’Harish Chandra-Itzykson-Zuber (HCIZ) [56, 59] :∫
U(N)
dUeTr Λ1UΛ2U
†
=
detE
2
N(N−1)
2 ∆(λ1)∆(λ2)
N−1∏
k=1
k!, (1-8)
ou` la matrice E, de taille N ×N , est de´finie par :
Eij = exp(λ1,iλ2,j). (1-9)
On peut ainsi re´exprimer la fonction de partition comme :
Zherm = (pi~)
N(N−1)
2
1
N !
∫
RN×RN
det(e
1
~λ1,iλ2,j)∆(λ1)∆(λ2)×
×
N∏
i=1
dλ1dλ2e
− 1~ [V1(λ1,i)+V2(λ2,i)]
= (pi~)
N(N−1)
2
∫
RN×RN
∆(λ1)∆(λ2)
N∏
i=1
dλ1,idλ2,ie
− 1~ [V1(λ1,i)+V2(λ2,i)−λ1,iλ2,i].
(1− 10)
Cette expression permet, entre autres choses, d’identifier des crite`res de convergence
de cette inte´grale : il faut que les potentiels V1 et V2 soient pairs et que leur termes de
plus haut degre´s td1+1 et t˜d2+1 aient une partie re´elle strictement positive si d1 > 1 ou
d2 > 1. Plus ge´ne´ralement, il faut que la partie re´elle de la fonction V1(x) + V2(y)− xy
soit borne´e infe´rieurement sur R2.
Le calcul d’une telle inte´grale peut eˆtre ramene´ a` l’e´tude de deux familles de po-
lynoˆmes moniques
pin(x) = x
n + . . . et σn(y) = y
n + . . . (1-11)
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biorthogonaux par rapport a` la mesure :∫
R2
dxdypin(x)σn(y)e
− 1~ [V1(x)+V2(y)−xy] = hnδnm. (1-12)
Cette me´thode de re´solution a e´te´ beaucoup e´tudie´e dans la litte´rature [85, 20] et
a permis de faire le lien avec certains proble`mes de Riemann-Hilbert (voir [50] pour
une revue sur le sujet). Cependant, je voudrais encore rappeler que cette de´finition de
l’inte´grale de matrices ne coincide pas avec l’objet d’e´tude de cette the`se et les re´sultats
obtenus dans ce contexte ne peuvent s’appliquer aux proble`mes de combinatoire de
cartes.
Remarque 1.1 Cette inte´grale n’a pas force´ment de de´veloppement en ~2 !
Remarque 1.2 Un re´sultat re´cent permet de calculer une grande classe d’observables de
ce mode`le graˆce a` une formule de type HCIZ. Cette formule, dont une premie`re extension a
e´te´ mise en avant par Morozov [89] suivant Shatashvili [97], a e´te´ fortement ge´ne´ralise´e par
[48] :
The´ore`me 1.2 Formule de Eynard-Prats Ferrer : pour toute fonction F compose´e d’un pro-
duit de traces contenant chacune un produit de deux matrices :∫
U(N) F (Λ1, UΛ2U
†)e−Tr Λ1UΛ2U†dU =
=
QN
i=1 k!
N !(−2pi)
N(N−1)
2 ∆(λ1)∆(λ2)
∑
σ,τ∈SN (−1)στe−Tr Λ1,σΛ2,τ×
× ∫TN dTF (Λ1,σ + T,Λ2,τ + T †)e−Tr TT †
(1-13)
ou` TN est l’ensemble des matrices complexes triangulaires supe´rieures strictes muni de la
mesure dT du produit des mesures de Lebesgues des parties re´elles et imaginaires de tous les
e´le´ments de la matrice, SN est l’ensemble des permutations de taille N et
Λi,σ = diag(λi,σ(1), λi,σ(2), . . . , λi,σ(N)) (1-14)
pour toute permutation σ ∈ SN .
Cette ge´ne´ralisation donne acce`s a` toute les inte´grales matricielles du type :∫
HN×HN
dM1dM2 F (M1,M2)e−
1
~Tr(V1(M1)+V2(M2)−M1M2) (1-15)
ou` F est contraint par les proprie´te´s de la formule de Eynard-Prats Ferrer.
1.2 Inte´grale sur un chemin de valeurs propres.
Dans le paragraphe pre´ce´dent, nous avons impose´ aux valeurs propres un crite`re
de re´alite´ contraignant ainsi fortement les potentiels acceptables. On peut retourner le
proble`me en fixant des potentiels arbitraires et contraindre les chemins d’inte´gration
possibles pour les valeurs propres par ces potentiels. L’inte´grale∫
C
∆(λ1)∆(λ2)
N∏
i=1
dλ1dλ2e
− 1~ [V1(λ1,i)+V2(λ2,i)−λ1,iλ2,i] (1-16)
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est convergente si les chemins d’inte´gration C pour les couples de valeurs propres
(λ1,i, λ2,i) sont choisis de manie`re approprie´e, c’est-a`-dire tels que Re(V1(x)+V2(y)−xy)
est borne´e infe´rieurement sur tout chemin C1,i × C2,i parcouru par le couple (λ1,i, λ2,i).
Si les potentiels ne sont pas triviaux (d1 > 1 ou d2 > 1), cette condition revient a`
rechercher les chemins C1 et C2 tels que∫
C1
e−
1
~V1(x)dx et
∫
C2
e−
1
~V2(y)dy (1-17)
soient absolument convergentes. Ge´ne´riquement, il existe d1 (resp. d2) chemins homo-
logiquement inde´pendants C1,i, i = 1 . . . d1 (resp. C2,j, j = 1 . . . d2) allant de l’infini a`
l’infini satisfaisant cette proprie´te´. On peut donc de´composer n’importe quel chemin C
acceptable en :
∃!κ, C =
∑
i,j
κi,j C1,i × C2,j (1-18)
ou` κ est une matrice a` coefficients complexes. Ce qui nous permet de re´exprimer la
fonction de partition sur le chemin correspondant comme
Zconv(κ) = 1N !
∑
σ∈SN
(−1)σ
∑
k1,...,kN
∑
l1,...,lN
N∏
i=1
∫
λ1,i∈C1,i,λ2,σ(i)∈C2,σ(i)
∆(λ1)∆(λ2)
∏
i
κki,lσ(i)e
− 1~ [V1(λ1,i)+V2(λ2,i)−λ1,iλ2,σ(i)]dλ1,idλ2,i
=
∑
k1,...,kN
∑
l1,...,lN
∏
i
κki,li
N∏
i=1
∫
λ1,i∈C1,ki ,λ2,i∈C2,li
∆(λ1,i)∆(λ2,i)
∏
i
e−
1
~ [V1(λ1,i)+V2(λ2,i)−λ1,iλ2,i]dλ1,idλ2,i.
(1-19)
La me´thode de polynoˆmes orthogonaux peut se ge´ne´raliser directement a` ce cadre
en changeant simplement le chemin d’inte´gration dans la condition d’orthogonalite´ des
polynoˆmes : ∫
C2
dxdypin(x)σn(y)e
− 1~ [V1(x)+V2(y)−xy] = hnδnm. (1-20)
1.3 Inte´grale formelle.
Si les deux de´finitions donne´es pre´ce´demment sont intimement lie´es, l’objet de notre
e´tude est d’une toute autre nature, inspire´e par les techniques de calcul de the´orie des
champs utilise´es par les physiciens. On la de´finit comme une inte´grale de matrice
formelle, i.e. une se´rie formelle dont chacun des termes est bien de´fini et correspond
a` la fonction ge´ne´ratrice de cartes bicolorie´es.
Dans un premier temps, je taˆcherai d’expliquer comment des approximations (non
rigoureusement justifie´es) inspire´es de la physique ont naturellement mene´ a` voir les
inte´grales de matrices comme des objets combinatoires. Je m’appliquerai ensuite a`
pre´senter la de´finition tout a` fait rigoureuse de ce que l’on entend par inte´grale for-
melle.
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Lien intuitif entre inte´grale de matrice et combinatoire.
Na¨ıvement, pour calculer une inte´grale de la forme I :=
∫
R dx e
− 1~V (x) ou` V est un
polynoˆme, un physicien est tente´ d’utiliser la me´thode dite du col. Celle-ci consiste, en
gros, a` dire que l’inte´grale est domine´e par la valeur de l’inte´grand en son maximum, le
reste e´tant conside´re´ comme une pertubation sous dominante du fait de la de´croissance
exponentielle de e−
1
~V (x). Plus pre´cise´ment, on choisit un ”point col” si comme solution
de :
V ′(si) = 0. (1-21)
Le de´veloppement de Taylor du potentiel au voisinage de ce col peut alors s’e´crire :
V (x+ si) = V (si) + gx
2 + δV (x) (1-22)
ou` δV (x) ne contient que des termes de degre´ ≥ 3 en x et g = V ′′(si)
2
. Le changement
de variable x→ x+ si donne alors :
I = e−
1
~V (si)
∫
R
dxe−
g
~x
2
e−
1
~ δV (x). (1-23)
Le de´veloppement de Taylor de la partie non quadratique implique alors :
I = e−
1
~V (si)
∫
R
∑
k
(δV (x))k
k!
e−
g
~x
2
dx (1-24)
qui peut eˆtre ramene´e a` une somme d’inte´grales gaussiennes si l’on inverse la sommation
et l’inte´gration :
I = e−
1
~V (si)
∑
k
∫
R
(δV (x))k
k!
e−
g
~x
2
dx. (1-25)
Si l’on repre´sente chaque inte´grale
∫
R x
ke−
g
~x
2
dx par un vertex a` k pattes, le the´ore`me
de Wick2 nous dit que I est alors la fonction ge´ne´ratrice de tous les graphes compose´s
de vertex de valence au moins 2 et au plus deg(V ) dont les poids respectifs de´pendent
des coefficients du potentiel V et du point col autour duquel on de´veloppe.
Comment s’e´tend une telle me´thode dans le cas qui nous inte´resse ?
En premier lieu, on doit de´terminer les extrema (M1,M2) de l’action
S(M1,M2) = V1(M1) + V2(M2)−M1M2. (1-26)
Ceux-ci sont donne´s par les solutions du syste`me{
V ′1(M1) =M2
V ′2(M2) =M1 . (1-27)
Sans perte de ge´ne´ralite´, on peut conside´rer que ces matrices sont des matrices diago-
nales dont les valeurs propres sont solutions du syste`me (1-27) vu comme un syte`me
nume´rique. On peut re´soudre celui-ci en e´liminant M2 graˆce a` la premie`re e´quation.
On obtient ainsi une e´quation polynomiale de degre´ d1d2 en M1
V ′2 (V
′
1(M1)) =M1. (1-28)
2Voir l’appendice 1 de´die´ a` ce the´ore`me dans le cadre des inte´grales de matrices gaussiennes.
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Il existe donc de manie`re ge´ne´rique d1d2 ”points cols” (ξi, ηi)
3 solution de cette e´quation
ou` ξi est une valeur propre de M1 et ηi la valeur popre de M2 correspondante. Pour
construire un point col dans l’espace des couples de matrices hermitiennes HN ×HN ,
il faut alors distribuer leurs N valeurs propres entre ces diffe´rents points cols :
M1 = diag (
n1 fois︷ ︸︸ ︷
ξ1, . . . , ξ1,
n2 fois︷ ︸︸ ︷
ξ2, . . . , ξ2, . . . ,
nd1d2 fois︷ ︸︸ ︷
ξd1d2 , . . . , ξd1d2) (1-29)
et
M2 = diag (
n1 fois︷ ︸︸ ︷
η1, . . . , η1,
n2 fois︷ ︸︸ ︷
η2, . . . , η2, . . . ,
nd1d2 fois︷ ︸︸ ︷
ηd1d2 , . . . , ηd1d2) (1-30)
avec
∑d1d2
i=1 ni = N . Ainsi, un point col est caracte´rise´ par des fractions de remplis-
sage ni
N
qui repre´sentent la proportion de valeurs propres (M1,M2) situe´es au point
col (ξi, ηi) : on a choisi la configuration ou` le comportement de (ξi, ηi) est dominant
pour ni valeurs propres. En fixant une configuration, on a brise´ la syme´trie U(N) de
l’inte´grale en la syme´trie
∏d1d2
i=1 U(ni) chaque e´le´ment du produit se rapportant a` la
syme´trie entre les valeurs propres au voisinage du meˆme point col.
Remarque 1.3 On conside`re tous les extrema de l’action et non pas seulement ses minima
comme on devrait intuitivement le faire.
Remarque 1.4 On peut voir le syste`me d’e´quations 1-27 comme la condition d’e´quilibre
des valeurs propres deM1 etM2 soumis au potentiels V1(x)+V2(y)−xy. Le choix de fractions
de remplissage consiste a` distribuer les valeurs propres dans les diffe´rents puits forme´s par ce
potentiel (voir l’exemple 1.1).
Remarque 1.5 Notons que ces fractions de remplissage ont une influence sur le re´sultat
de l’approximation du col. Nous verrons que ce sont effectivement des parame`tres qu’il faut
se donner pour de´finir l’inte´grale formelle de manie`re unique. On retrouvera ces parame`tres
tout au long de ce chapitre et il est important de garder a` l’esprit que ce sont des donne´es
du proble`me au meˆme titre que les potentiels V1 et V2.
Exemple 1.1 Conside´rons les potentiels
{
V1(x) = x3 − x
V2(y) = y
3
3 − 1.01y
. (1-31)
3Chaque point col est un couple de nombres complexes.
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La surface z = V1(x) + V2(y)− xy est alors :
−1.0
x
−4.0
−0.5
−3.2
−2.4
−1.6
−2
−0.8
−1
0.00.0
y
0
0.8
1
1.6
2
2.4
3.2
0.5
1.0
(1-32)
et l’on a quatre points cols :
p1 = (0, 8904; 1, 3786) , p2 = (−0, 0107;−0, 9997)
p3 = (−0, 7168; 0, 5415) , p4 = (−0, 1629;−0, 9204).
(1-33)
On peut voir que parmi ceux-ci, seul p1 est un vrai minimum alors que p2 et p3 sont des
points selle et p4 est un maximum.
Une fois les fractions de remplissage fixe´es, l’approximation du col consiste a` ef-
fectuer un de´veloppement autour du col correspondant en re´e´crivant les matrices a`
inte´grer comme une perturbation autour de celui-ci :
M1 =M1 +m1 , M2 =M2 +m2 (1-34)
puis a` conside´rer que l’inte´grale est domine´e par la valeur de l’inte´grand en ce point. Le
de´veloppement de Taylor de l’action au voisinage de ce point col permet de mettre a`
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part sa partie quadratique. Si l’on commute les signes d’inte´gration et de sommation du
de´veloppement de Taylor, on peut re´e´crire cette inte´grale comme une se´rie dont chacun
des terme est une fonction de corre´lation par rapport a` une mesure gaussienne :
Z = e− 1~ Tr [V1(M1)+V2(M2)−M1M2]
∑
k,l
(−~)−k+l
k!l!
〈
[ Tr δM1V1(m1)]
k [ Tr δM2V2(m2)]
l
〉
g
(1-35)
ou` δM1V1(m1) et δM2V2(m2) repre´sentent les parties non quadratiques de V1 et V2
dans le de´veloppement de Taylor autour du point col et < . >g la valeur moyenne
par rapport a` une mesure gaussienne. Le the´ore`me de Wick (voir l’appendice 1) et la
repre´sentation du re´sultat sous forme de diagrammes de Feynman impliquent alors que
Z est la fonction ge´ne´ratrice de graphes ferme´s colorie´s portant une structure de spin.
C’est cette approche que nous allons rendre rigoureuse dans le paragraphe suivant
pour de´finir les inte´grales de matrices formelles.
De´finition de l’inte´grale de matrices formelle.
En se basant sur l’intuition fournie par le paragraphe pre´ce´dent, on de´finit l’inte´grale
de matrice formelle par la fonction de partition re´sultant de la de´composition de
l’inte´grale convergente en inte´grales gaussiennes par de´veloppement en se´rie de Tay-
lor au voisinage d’un point col. Pour cela, il est ne´ce´ssaire de donner un sens a` ce
de´veloppement de Taylor en pre´cisant l’interaction entre les diffe´rentes solutions du
syste`me d’e´quations nume´riques : {
V ′1(ξi) = ηi
V ′2(ηi) = ξi
(1-36)
Definition 1.1 Soit un entier N et deux potentiels polynoˆmiaux4 V1 et V2 de´finis
comme pre´ce´demment par Eq. (1-1).
Soit ~n une d1d2-partition de N :
~n := {n1, n2, . . . , nd1d2} tels que
d1d2∑
i=1
ni = N. (1-37)
Soient {(ξi, ηi)}d1d2i=1 , les d1d2 solutions du syste`me de deux e´quations nume´riques :{
V ′1(ξi) = ηi
V ′2(ηi) = ξi
. (1-38)
On de´finit les parties non quadratiques des de´veloppements autour de ces points cols
par
δV1,i(x) = V1(x)− V1(ξi)− V
′′
1 (ξi)
2
(x− ξi)2 (1-39)
4On pourrait en pratique seulement demander que ces potentiels aient une de´rive´e rationnelle et
tous les re´sultats resteront valables (voir par exemple [IV]). Cependant, par soucis de simplicite´ je
me restreind ici au cas poynomial.
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et
δV2,i(y) = V2(y)− V2(ηi)− V
′′
2 (ηi)
2
(y − ηi)2. (1-40)
Pour tout l, on de´finit le polynoˆme en T :∑dl/2
k=l/2Ak,lT
k =
= (−1)
lN l
l!T l
∫
dM1 . . . dMddM˜1 . . . dM˜d(
∑
i Tr δV1,i(Mi) + δV2,i(M˜i))
l∏d
i=1 e
−N
T
„
Tr
V ′′1 (ξi)
2
(Mi−ξi 1ni )2+
V ′′2 (ηi)
2
(M˜i−ηi 1ni )2−(Mi−ξi 1ni )(M˜i−ηi 1ni )
«
∏
i>j det(Mi ⊗ 1nj − 1ni ⊗Mj)
∏
i>j det(M˜i ⊗ 1nj − 1ni ⊗ M˜j)
(1-41)
comme une inte´grale gaussienne sur les matrices hermitiennes Mi et M˜i de taille
ni × ni.
La fonction de partition du mode`le a` deux matrices formel est alors de´finie comme
la se´rie en T ([49, 50]) :
Zform =
∞∑
k=0
T k(
2k∑
j=0
Ak,j).
(1-42)
Lien avec l’inte´grale normale a` syme´trie brise´e.
Ecrivons explicitement la fonction de partition formelle :
Zform =
∞∑
l=0
(−1)lN l
l!T l
∫ d∏
α=1
dMαdM˜α
(∑
i
Tr δV1,i(Mi) + δV2,i(M˜i)
)l
d∏
i=1
e
−N
T
„
Tr
V ′′1 (ξi)
2
(Mi−ξi 1ni )2+
V ′′2 (ηi)
2
(M˜i−ηi 1ni )2−(Mi−ξi 1ni )(M˜i−ηi 1ni )
«
∏
i>j
det(Mi ⊗ 1nj − 1ni ⊗Mj)
∏
i>j
det(M˜i ⊗ 1nj − 1ni ⊗ M˜j).
(1− 43)
Si l’on e´change l’ordre de la sommation sur l et de l’inte´gration sur les matrices, on
reconnait le de´veloppement de Taylor de
∫ d∏
α=1
dMαdM˜α
∏d
i=1 e
−N
T ( Tr V1(Mi−ξi 1ni )+ Tr V2(M˜i−ηi 1ni )−(Mi−ξi 1ni )(M˜i−ηi 1ni ))∏
i>j det(Mi ⊗ 1nj − 1ni ⊗Mj)
∏
i>j det(M˜i ⊗ 1nj − 1ni ⊗ M˜j)
(1-44)
qui par changement des variable d’inte´gration Xi := Mi − ξi 1ni et Yi := M˜i − ηi 1ni
prend la forme de la fonction de partition du mode`le a` deux matrices a` syme´trie
brise´e [50] :
Znormb :=
∫
dX1 . . . dXddY1 . . . dYd
∏d
i=1 e
−N
T
( Tr V1(Xi)+ Tr V2(Yi)−XiYi))∏
i>j det(Xi ⊗ 1nj − 1ni ⊗Xj)
∏
i>j det(Yi ⊗ 1nj − 1ni ⊗ Yj).
(1-45)
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Cette dernie`re consiste a` briser la syme´trie U(N) en une syme´trie
∏
i U(ni) en conside´-
rant l’inte´grale matricielle comme l’inte´grale sur d1d2 ensembles de couples de matrices
(Xi, Yi) dont les valeurs propres appartiennent respectivement a` des couples de contours
(C1,i, C2,i) acceptables au sens de Eq. (1-16). Ainsi, par opposition au mode`le de la partie
1.2 ou` toutes les matrices avaient des valeurs propres conditionne´es a` vivre sur un seul
chemin acceptable C := κij C1,i×C2,j quelconque, les diffe´rentes matrices ont des valeurs
propres sur un chemin diffe´rent.
Attention :
Malgre´ cette proximite´ entre les deux mode`les, le mode`le normal a` syme´trie brise´e
et le mode`le formel ne coincident pas en ge´ne´ral, ne serait-ce que par le proble`me
pose´ par l’e´change de la sommation des termes de la se´rie de Taylor et de l’inte´gration
gaussienne.
Remarque 1.6 Le lien exact entre ces diffe´rents mode`les ainsi que leurs diffe´rences sont
peu connus au moment de la re´daction de ce me´moire et vont bien au dela` de la porte´e de ce
dernier. Je ne m’attarderai donc pas plus sur ceux-ci me concentrant a` pre´sent uniquement sur
le mode`le formel. Le lecteur inte´resse´ par ces aspects peut trouver une plus longue discussion
dans [50] par exemple.
Remarque 1.7 On abusera de´s a` pre´sent et tout au long de cette the`se de la notation
intuitive :
Zform =
∫
form
e−
1
~ Tr (V1(M1)+V2(M2)−M1M2)dM1dM2 (1-46)
tout en gardant a` l’esprit que l’inte´grale n’est ici qu’une notation rappelant l’origine de cette
fonction de partition. On ne devra jamais oublier que ce n’est pas une inte´grale sur l’ensemble
des matrices hermitiennes a` proprement parler.
Interpre´tation combinatoire.
Comme nous l’avons vu plus haut, le mode`le formel a e´te´ de´fini de manie`re a` cor-
respondre au de´veloppement de Feynman de l’inte´grale du mode`le normal a` syme´trie
brise´e. A ce titre, il est naturel d’en chercher une interpre´tation combinatoire comme
fonction ge´ne´ratrice de graphes et, par extension, de surfaces discre´tise´es. C’est d’ailleurs
cette interpre´tation qui a motive´ l’introduction de ce mode`le dans le cas de l’e´tude du
mode`le d’Ising sur surface ale´atoire [66], ainsi que l’engouement des physiciens pour
les mode`les de matrices ale´atoires en ge´ne´ral dans le cadre des the´ories de gravitation
quantique.
Etant donne´s les deux potentiels V1 et V2 et un point col dans l’espace CN × CN ,
c’est-a`-dire l’ensemble des d1d2 solutions (ξi, ηi) du syste`me{
V ′1(ξi) = ηi
V ′2(ηi) = ξi
(1-47)
et un ensemble de fractions de remplissage {i}i=1,...,d1d2 telles que
d1d2∑
i=1
i = 1, (1-48)
on de´finit les poids :
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Definition 1.2 Pour tout i = 1, . . . , d1d2, on de´finit :
∀k = 1, . . . , d1 + 1 , tk,i := V
(k)
1 (ξi)
(k − 1)! (1-49)
et
∀k = 1, . . . , d2 + 1 , t˜k,i := V
(k)
2 (ηi)
(k − 1)! . (1-50)
Pour tout couple i, j = 1, . . . , d1d2 avec i 6= j et tout couple k, l = 1, . . . ,∞, on de´finit :
hk,i :=
∑
j 6=i
j
(ξj − ξi)k , h˜k,i :=
∑
j 6=i
j
(ηj − ηi)k , (1-51)
hk,i;l,j :=
(k + l − 1)!
(k − 1)!(l − 1)!
1
(ξj − ξi)k(ξi − ξj)l (1-52)
et
h˜k,i;l,j :=
(k + l − 1)!
(k − 1)!(l − 1)!
1
(ηj − ηi)k(ηi − ηj)l . (1-53)
Remarque 1.8 Les poids tk,i (resp. t˜k,i) ne sont rien d’autre que les coefficients de la partie
non-quadratique du de´veloppement de Taylor de V1 (resp. V2) autour du point ξi (resp. ηi)
introduite dans le paragraphe pre´ce´dent :
δV1,i(x) =
d1+1∑
k=3
tk,i
k
(x− ξi)k , δV2,i(y) =
d2+1∑
k=3
t˜k,i
k
(y − ηi)k, (1-54)
alors que les hk,i;l,j (resp. h˜k,i;l,j) viennent du de´veloppement de
∏
i>j det(Mi⊗1nj−1ni⊗Mj)
(resp.
∏
i>j det(M˜i ⊗ 1nj − 1ni ⊗ M˜j)) dans Eq. (1-41).
Ces poids nous permettent d’associer une valeur a` chaque graphe de l’ensemble :
Definition 1.3 Soit G l’ensemble des graphes ferme´s forme´s de vertex e´pais5 de va-
lence k ≥ 1, portant une ”couleur” i = 1, . . . , d1d2 et un ”spin” (i.e. un signe + ou -)
et colle´s selon les prescriptions suivantes :
– Deux vertex peuvent eˆtre colle´s par leurs pattes si et seulement si ils ont la meˆme
couleur ;
– Deux vertex peuvent eˆtre colle´s par leurs centres si et seulement si ils sont de
meˆme spin et de couleur diffe´rente.
On peut re´sumer les e´le´ments apparaissant dans la construction de ces graphes par
le tableau suivant :
5Un vertex e´pais est un vertex dont les pattes sont des rubans comme pre´sente´s dans l’appendice
1. Ce sont donc des vertex oriente´s.
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Ele´ment Figure
vertex k-valent de spin + et couleur i
αk
α1
α1
α2α2α3
α3
α4 +,i
vertex k-valent de spin - et couleur i
αk
α1
α1
α2α2α3
α3
α4 −,i
lien entre deux pattes de vertex
de spin + et couleur i
+,i +,i
lien entre deux pattes de vertex
de spin - et couleur i
−,i −,i
lien entre deux pattes de vertex
de couleur i et spins diffe´rents
−,i+,i
lien entre les centres d’un vertex k-valent
de couleur i et de spin + et d’un vertex
l-valent de couleur j et de spin +
+,j+,i
lien entre les centres d’un vertex k-valent
de couleur i et de spin - et d’un vertex
l-valent de couleur j et de spin -
−,i −,j
Boucle inde´pendante de couleur i i
i
i
ii
Un tel graphe peut eˆtre vu comme un ensemble de d1d2 graphes non colorie´s
construits comme dans l’appendice 1 et lie´s entre eux par le centre de certains ver-
tex de meˆme spin. Ainsi, pour obtenir tous les graphes de G, on commence par dessiner
tous les graphes ferme´s forme´s de vertex e´pais de valence k ≥ 1 et portant chacun
un spin et colle´s entre eux par leurs pattes. On recolle alors de toutes les manie`res
possibles d1d2 de ces graphes (en autorisant la pre´sence de plusieurs exemplaires du
meˆme graphe et le graphe vide) par le centre de vertex de meˆme spin.
Pour caracte´riser un graphe de G, on utilise les notations suivantes :
Definition 1.4 Soit un graphe G ∈ G. On note :
– nk,i(G) := nombre de vertex de valence k, de spin + et de couleur i dont le centre
est libre6 ;
6Un centre est dit libre si il n’est pas relie´ a` un autre centre par un lien.
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– n˜k,i(G) := nombre de vertex de valence k, de spin - et de couleur i dont le centre
est libre ;
– n++,i(G) := nombre d’areˆtes liant deux vertex de couleur i et de spin + par leurs
pattes ;
– n−−,i(G) := nombre d’areˆtes liant deux vertex de couleur i et de spin − par leurs
pattes ;
– n+−,i(G) := nombre d’areˆtes liant deux vertex de couleur i et de spins diffe´rents
par leurs pattes ;
– na,i(G) = n+−,i(G) + n++,i(G) + n−−,i(G) := nombre total d’areˆtes liant deux
vertex de couleur i par leurs pattes quelque soit leurs spins ;
– nk,i;l,j(G) := nombre de paires de vertex de spin + colle´s par leurs centres de
valences et de couleurs respectives (k, i) et (l, j)7 ;
– n˜k,i;l,j(G) := nombre de paires de vertex de spin - colle´s par leurs centres de
valences et de couleurs respectives (k, i) et (l, j)8 ;
– Gi := composante de couleur i du graphe obtenue en brisant tous les liens entre
centres de polygones ;
– li(G) := nombre de boucles inde´pendantes dans le graphe Gi ;
– #Aut(G) := cardinal du groupes d’automorphismes de G ;
– χ(G) := caracte´ristique d’Euler-Poincare´ de G :
χ(G) =
∑
i [li(G)− na,i(G) +
∑
k (nk,i(G) + n˜k,i(G))]
=
∑d1d2
i=1 χ(Gi)− 2
∑
i,j,k,l (nk,i;l,j(G) + n˜k,i;l,j(G)) .
(1-55)
Definition 1.5 A chaque graphe G ∈ G, on associe un poids :
W(G) := N
χ(G)
#Aut(G)
T nT (G)
d1d2∏
i=1
d1+1∏
k=3
(tk,i + Thk,i)
nk,i(G)
d2+1∏
k=3
(t˜k,i + T h˜k,i)
n˜k,i(G)
d1d2∏
i=1
h
n1,i(G)
1,i h˜
n˜1,i(G)
1,i h
n2,i(G)
2,i h˜
n˜2,i(G)
2,i
∏
k>d1+1
h
nk,i(G)
k,i
∏
l>d2+1
h˜
n˜l,i(G)
l,i
d1d2∏
i=1

li(G)
i t
n++,i(G)
2,i t˜
n−−,i(G)
2,i (t2,it˜2,i − 1)−nv,i(G)
∏
j>i
∏
k
∏
l
h
nk,i;l,j(G)
k,i;l,j h˜
n˜k,i;l,j(G)
k,i;l,j
(1-56)
ou`
nT (G) :=
∑
i
(∑
k
k
2
(nk,i(G) + n˜k,i(G))−
∑d1+1
k=3 nk,i(G)−
∑d12+1
l=3 n˜l,i(G)
)
+
∑
i
∑
j>i
∑
k
∑
l
k+l
2
(nk,i;l,j(G) + n˜k,i;l,j(G)).
(1-57)
Associer un tel poids a` un graphe G correspond a` associer un poids a` chacun des
e´le´ments composant le graphe comme suit :
7Le nombre total de vertex de spin + est donne´ par
∑
k,l,i,j 2nk,i;l,j(G) + nk,i(G).
8Le nombre total de vertex de spin - est donne´ par
∑
k,l,i,j 2n˜k,i;l,j(G) + n˜k,i(G).
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Ele´ment Poids
vertex k-valent de spin + et couleur i
dont le centre est libre
{
N
T
tk,i +Nhk,i si k ∈ [3, d1 + 1]
Nhk,i sinon
vertex k-valent de spin - et couleur i
dont le centre est libre
{
N
T
t˜k,i +Nhk,i si k ∈ [3, d2 + 1]
Nhk,i sinon
lien entre deux pattes de vertex
de spin + et couleur i
1
N
t2,i
t2,i t˜2,i−1
lien entre deux pattes de vertex
de spin - et couleur i
1
N
t˜2,i
t2,i t˜2,i−1
lien entre deux pattes de vertex
de couleur i et spins diffe´rents
1
N
1
t2,i t˜2,i−1
Paire compose´e d’un vertex k-valent
de couleur i et de spin +
et d’un vertex l-valent
de couleur j et de spin +
hk,i;l,j
Paire compose´e d’un vertex k-valent
de couleur i et de spin -
et d’un vertex l-valent
de couleur j et de spin -
h˜k,i;l,j
Boucle inde´pendante de couleur i Ni
Exemple 1.2 Conside´rons un exemple de graphe apparaissant lorsque l’on a deux couleurs :
bleu, repre´sente´ par l’indice 1 et rouge repre´sente´ par l’indice 2 :
+
+
−
(1-58)
Il est constitue´ d’un vertex bleu de valence 5 et de spin +, d’un vertex bleu de valence 3 et
de spin - et d’un vertex rouge de valence 4 et de spin + relie´s entre eux par 6 areˆtes formant
3 + 4 boucles inde´pendantes, i.e. :
n˜3,1 = n−−,1 = n+−,1 = n5,1;4,2 = 1 ,
n++,1 = n˜++,2 = 2 , l1 = 4 et l2 = 3.
(1-59)
et son poids est donc donne´ par :
N2T
15
2 (t˜3,1 + T h˜3,1)41
3
2t
2
2,1t
2
2,2t˜2,1(t2,1t˜2,1 − 1)4(t2,2t˜2,2 − 1)2h5,1;4,2. (1-60)
Ces poids nous permettent de controler la quantite´ de chaque e´le´ment dans un
graphe, et l’on de´finit la fonction ge´ne´ratrice correspondante comme :
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The´ore`me 1.3 La fonction de partition du mode`le a` deux matrices hermi-
tiennes formel est e´gale a`
Zform =
∏
i
e−
N2
T
i(V1(ξi)+V2(ηi)−ξiηi)
∏
j>i
[(ξi − ξj)(ηi − ηj)]N
2ij
∑
G∈G
W(G).
(1-61)
Preuve:
Ce the´ore`me re´sulte directement du the´ore`me de Wick de´crit en appendice.
On peut cependant remarquer que cette fonction est bien une se´rie formelle en
puissances de T . En effet, l’ine´galite´ :
nT (G) ≥ 1
2
∑
i
(∑
k
(nk,i + n˜k,i) +
∑
j>i
∑
k,l
(nk,i;l,j + n˜k,i;l,j)
)
(1-62)
assure que seul un nombre fini de graphes contribue a` une puissance donne´e de T . On
peut donc bien e´crire :
Zform =
∞∑
m=0
AmT
m (1-63)
ou` chaque Am est une somme finie de termes donne´e dans le langage du paragraphe
pre´ce´dent par :
Am =
2m∑
j=0
Am,j (1-64)
ou` les Am,j sont donne´s par Eq. (1-41). 
On de´finit e´galement la fonction ge´ne´ratrice des graphes connexes par la proce´dure
classique :
Definition 1.6 L’e´nergie libre :
F = − 1
N2
lnZform
(1-65)
est la fonction ge´ne´ratrice des graphes connexes G de G compte´s avec un poidsW(G).
C’est e´galement une se´rie formelle en T qui prend la forme :
F =
∞∑
n=0
BnT
n. (1-66)
2 Combinatoire des cartes, surfaces discre´tise´es.
Nous avons de´fini la fonction ge´ne´ratrice de graphes e´pais de´rive´s des diagrammes
de Feynman. On peut aise´ment voir que ces derniers sont en bijection avec un ensemble
de cartes (ou surfaces discre´tise´es dans le langage des physiciens) colorie´es portant une
structure de spins semblable a` celle d’un mode`le d’Ising [30, 65, 66].
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2.1 Ge´ne´ration de surfaces discre´tise´es bicolores ferme´es.
En effet, on peut utiliser une description duale en remplac¸ant simplement tout
vertex k-valent par le k-gone dont les coˆte´s sont les perpendiculaires aux pattes du
vertex. Ainsi, les graphes sont remplace´s par des surfaces compose´es de polygones
suivant :
Definition 2.1 Soit S l’ensemble des surfaces ferme´es forme´es de polygones oriente´s
a` k ≥ 1 coˆte´s, portant une ”couleur” i = 1, . . . , d1d2 et un ”spin” (i.e. un signe + ou
-) et colle´s selon les prescriptions :
– Deux vertex peuvent eˆtre colle´s le long de leurs areˆtes si et seulement si ils ont
la meˆme couleur ;
– Deux vertex peuvent eˆtre colle´s par leurs centres si et seulement si ils sont de
meˆme spin et de couleur diffe´rente.
La bijection e´le´ment par e´le´ment est re´sume´e dans le tableau :
Diagramme de Feynmann Surface discre´tise´e
vertex k-valent de spin + et couleur i k-gone de spin + et couleur i
vertex k-valent de spin - et couleur i k-gone de spin - et couleur i
lien entre deux pattes de vertex
de spin + et couleur i
areˆte commune a` deux polygones
de spin + et couleur i
lien entre deux pattes de vertex
de spin - et couleur i
areˆte commune a` deux polygones
de spin - et couleur i
lien entre deux pattes de vertex
de couleur i et spins diffe´rents
areˆte commune a` deux polygones
de spin diffe´rents et couleur i
lien entre les centres d’un
vertex k-valent
de couleur i et de spin +
et d’un vertex l-valent
de couleur j et de spin +
centre commun a` un k-gone
de couleur i et de spin +
et un l-gone
de couleur j et de spin +
lien entre les centres d’un
vertex k-valent
de couleur i et de spin -
et d’un vertex l-valent
de couleur j et de spin -
centre commun a` un k-gone
de couleur i et de spin -
et un l-gone
de couleur j et de spin -
Boucle inde´pendante de couleur i Sommet de couleur i
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Exemple 2.1 Le diagramme 1-58 est ainsi envoye´ sur la surface :
+
+
−
(2-1)
et l’on peut ve´rifier que l’on obtient bien le meˆme poids que pre´ce´dement. Notons que l’on
a pu dessiner chacun des deux graphes sur une sphe`re, leurs caracte´ristiques d’Euler e´tant
toutes deux e´gales a` 2. On peut e´galement voir que la sphe`re bleue est divise´e en deux faces
de spins oppose´s se´pare´es par un e´quateur correspondant au seul lien +− du graph dual.
La fonction de partition du mode`le formel peut donc eˆtre vue comme la fonc-
tion ge´ne´ratrice des surfaces de l’ensemble S, c’est-a`-dire des recollements de surfaces
discre´tise´es monocolores sur lesquelles vit une structure de spin, en associant a` chaque
surface un poids qui peut eˆtre facilement retrouve´ par l’utilisation de la bijection entre
graphes et surfaces discre´tise´es. La description comple`te de cette proce´dure est de´crite
dans l’appendice 2.
2.2 Surfaces ouvertes et conditions de bord.
Il est e´galement inte´ressant de pouvoir ge´ne´rer des surfaces ouvertes (par exemple
pour des applications a` la the´orie des cordes ou bien a` l’e´tude des the´ories conformes
ou simplement avec un objectif combinatoire d’e´nume´ration de cartes). Ces fonc-
tions peuvent eˆtre obtenues simplement par variation des poids associe´s aux diffe´rents
e´le´ments des graphes. En effet, la fonction ge´ne´ratrice des surfaces dont on a enleve´
(ou marque´) un k-gone de spin + (resp. de spin -) et de couleur i est donne´e par
k ∂
∂tk,i
lnZform (resp. k ∂∂t˜k,i lnZform). Or, compter toutes les surfaces auxquelles on a
enleve´ un k-gone revient a` compter toutes les surfaces ouvertes avec un bord de lon-
gueur k et une condition de bord impose´e par le spin et la couleur du k-gone a` retirer.
Cependant, ces fonctions ge´ne´ratrices ne sont pas pratiques a` manipuler dans les
faits et par soucis de simplicite´ ainsi que pour des raisons historiques issues de la
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repre´sentation sous forme d’inte´grale matricielle de Zform, il est pre´fe´rable de travailler
avec les fonctions de corre´lations de la forme :
k1 . . . kml1 . . . ln
∂
∂tk1
. . .
∂
∂tkm
∂
∂t˜l1
. . .
∂
∂t˜ln
lnZform (2-2)
ou` les ti et t˜j sont les coefficients des potentiels V1 et V2 respectivement (voir Eq. (1-1)).
En effet, le poids d’un k-gone de spin + (resp. de spin -) et de couleur i est encode´
dans les coefficient t du potentiel V1 et t˜ du potentiel V2 par l’interme´diaire de tk,i (resp.
t˜k,i).
Il est e´galement utile de de´finir les re´solvantes du type∑
k
k
xk+1
∂tk lnZform ,
∑
k
k
yk+1
∂t˜k lnZform (2-3)
pour conside´rer toutes les longueurs de bords possibles. Les parame`tres x et y sont
alors des fugacite´s associe´es aux bords. On a ici introduit les ope´rateurs d’insertion
de boucle9 consistant en une de´rive´e formelle par rapport a` tous les coefficients des
potentiels V1 et V2 respectivement :
∂
∂V1(x)
:=
∑
k
k
xk+1
∂tk ,
∂
∂V2(y)
:=
∑
k
k
yk+1
∂t˜k .
(2-4)
Les fonctions de corre´lation ainsi de´finies :
W k,l(xK,yL) := − ∂
∂V1(x1)
. . .
∂
∂V1(xk)
∂
∂V2(y1)
. . .
∂
∂V2(yl)
F (2-5)
ge´ne`rent donc des surfaces ouvertes a` k+ l bords dont chacun a une condition de bord
homoge`ne : k d’entre eux viennent de l’extraction d’un polygone de spin + et les l
autres de l’extraction d’un polygone de spin -.
Remarque 2.1 On utilisera ici encore abondament la notation d’inte´grale matricielle pour
de´signer les fonctions de corre´lation. En effet, l’action de la de´rivation par rapport a` l’un des
coefficients des potentiels est facile a` repre´senter :
k
∂
∂tk
lnZform = kZform
∂
∂tk
∫
dM1dM2e
− 1~ Tr (V1(M1)+V2(M2)−M1M2)
= − 1
~Zform
∫
dM1dM2 TrMk1 e
− 1~ Tr (V1(M1)+V2(M2)−M1M2)
=
1
~
〈
TrMk1
〉
(2− 6)
L’action de l’ope´rateur d’insertion de boucles peut alors eˆtre repre´sente´e par :
∂
∂V1(x)
F = −~
〈
Tr
1
x−M1
〉
, (2-7)
9Ce nom provient du fait qu’un tel ope´rateur agit sur les surfaces ge´ne´re´es en ajoutant un bord,
c’est-a`-dire en inserrant une boucle dans le graphe dual. Nous reviendrons plus longuement sur la
description de son action dans la partie 9 de ce chapitre.
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et plus ge´ne´ralement les fonctions de corre´lations W k,l sont donne´es par :
W k,l(xK,yL) = ~2−k−l
〈
k∏
i=1
Tr
1
xi −M1
l∏
j=1
Tr
1
yj −M2
〉
c
,
(2-8)
ou` l’indice c signifie que l’on ne tient compte que de la partie connexe. Ces fonctions de
corre´lation sont dites ”simples” car elles ne font apparaˆıtre qu’un seul type de matrice (M1
ou M2) a` l’inte´rieur de chaque trace.
Il est naturel de vouloir e´tendre cette de´finition a` la valeur moyenne d’une classe plus
grande de fonctions de M1 et M2 invariantes par action du groupe U(N) en me´langeant les
deux types de matrices :
Hk1,...,kl;m;n(S1, S2, . . . , Sl;x1, . . . , xm; y1, . . . , yn) := ~2−l−m−n〈
l∏
i=1
Tr
(
1
xi,1−M1
1
yi,1−M2
1
xi,2−M1
1
yi,2−M2 . . .
1
xi,ki−M1
1
yi,ki−M2
)
×
×
m∏
j=1
Tr
1
xj −M1
n∏
s=1
Tr
1
ys −M2
〉
c
(2-9)
ou` Si repre´sente la suite de longueur 2ki
Si := [xi,1, yi,1, xi,2, yi,2, xi,3, yi,3, . . . , xi,k, yi,k] (2-10)
dans laquelle les variables de type x et y alternent. A cause de l’invariance cyclique de la
trace, ce n’est pas Si a` proprement parler qui intervient dans la fonction de corre´lation mais
sa classe d’e´quivalence sous les permutations cycliques et il sera utile de repre´senter cette
dernie`re graphiquement par
Si =
i,1
i,3
i,3
i,1 i,k
i,ki,2
i,2
y
x
y
x
y
x
xy
. (2-11)
Ces fonctions de corre´lation plus complique´es sont dites ”mixtes” puisqu’elles me´langent des
matrices M1 et M2 a` l’inte´rieur d’une meˆme trace.
Que signifient ces nouvelles fonctions en termes combinatoires ? Conside´rons le cas le plus
simple :
〈
TrMk1M
l
2
〉
. Si l’on de´veloppe en diagrammes de Feynman l’inte´grale correspondante,
on ge´ne`re des surfaces qui comportent toutes un polygone a` k+ l coˆte´s, k d’entre eux portant
un spin + suivis de l spin − :
+
+
+
−
−
1
2
k
k+1
k+l
(2-12)
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Les surfaces ge´ne´re´es par cette fonction de corre´lation sont donc des surfaces a` un bord de
longueur k + l mais avec une condition de bord changeant deux fois. Cela signifie que, pour
calculer les poids des surfaces ge´ne´re´es, on fait comme si elles e´taient entoure´es d’une couronne
de longueur k+ l compose´e de k polygones de spin + successifs suivis de l polygones de spin
−10.
D’un point de vue purement combinatoire, de telles fonctions de corre´lation ne
peuvent eˆtre simplement de´finies a` l’aide des poids W conside´re´s jusqu’a` pre´sent : on
doit conside´rer une le´ge`re ge´ne´ralisation des cartes. On doit introduire des polygones
a`
∑K
α=1 kα +
∑L
β=1 lβ coˆte´s de spins diffe´rents donne´s par la se´quence :
k1︷ ︸︸ ︷
+,+, . . . ,+,
l1︷ ︸︸ ︷−,−, . . . ,−, k2︷ ︸︸ ︷+, . . . ,+, l2︷ ︸︸ ︷−, . . . ,− . . . , kK︷ ︸︸ ︷+,+, . . . ,+, lL︷ ︸︸ ︷−,−, . . . ,−, (2-13)
et de couleur i avec un poids t(k1,l1,k2,...,kK ,lL),i. Les polygones conside´re´s jusqua` pre´sent
correspondent a` (K,L) = (1, 0) pour ceux de spin + et (K,L) = (0, 1) pour ceux de spin
-. De´s lors, la ge´ne´ralisation de la fonction de partition est e´vidente : on conside`re l’en-
semble des graphes construits avec ces nouveaux polygones11 muni des poids Wgeneral
induits par l’introduction des t(k1,l1,k2,...,kK ,lL),i. La fonction de partition correspondante
est alors donne´e par :
Zgeneral :=
∏
i
e−
N2
T
i(V1(ξi)+V2(ηi)−ξiηi)
∏
j>i
[(ξi − ξj)(ηi − ηj)]N
2ij
∑
G∈Ggeneral
Wgeneral(G).
(2-14)
Les fonctions de corre´lation mixtes sont alors obtenues en de´rivant la fonction de par-
tition par rapport aux nouveaux poids avant de prendre ces derniers e´gaux a` 0. Par
exemple :
∂ lnZgeneral
∂t(k,l),i
∣∣∣∣
t(k1,l1,k2,...,kK,lL),i=0
→ 〈TrMk1M l2〉 . (2-15)
Remarque 2.2 Les re´solvantes introduites ici comme fonctions de corre´lations, qu’elles
soient mixtes ou non, sont des se´ries formelles en leurs parame`tres x et y, de´finies quand ces
derniers tendent vers l’infini. Ainsi, en tant que fonctions de ces parame`tres complexes, elles
sont en ge´ne´ral multivalue´es. Dans tous les cas, la bonne valeur est se´le´ctionne´e par la re`gle
suivante : 〈
Tr
1
x−M1B
〉
∼x→∞ 1
x
〈TrB〉 . (2-16)
Ceci permet e´galement de voir les fonctions de corre´lation simples comme des limites des
fonctions de corre´lations mixtes par :〈
Tr
1
x−M1
1
y −M2
〉
∼y→∞ 1
y
〈
Tr
1
x−M1
〉
. (2-17)
10On ne doit pas tenir compte du poids de la couronne elle meˆme mais seulement des contributions
venant de l’interaction entre la courrone et la surface.
11Ces polygones portant plusieurs spins ne peuvent eˆtre lie´s par leurs centres a` aucun autre e´le´ment
de la carte. Ils ne peuvent eˆtre lie´s que par leurs coˆte´s a` des polygones de meˆme couleur.
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3 De´veloppement topologique.
Chaque terme Bk de la se´rie formelle en T , F =
∞∑
k=0
BkT
k, est un polynoˆme en 1
N2
car l’exposant k majore le nombre de vertex formant les graphes G contribuant a` Bk
(voir la discussion dans la preuve du the´ore`me 1.3). Ainsi, on peut noter :
Bk =
∑
h
Bk,hN
−2h, (3-1)
et de´finir les termes :
F (h) :=
∞∑
k=0
Bk,hT
k (3-2)
pour tout h positif ou nul.
Or, en s’attardant sur la de´finition combinatoire de la fonction de partition Eq. (1-
61), on peut observer que ces termes correspondent au coefficient de N−2h dans l’e´nergie
libre. Par ailleurs, l’exposant deN dans le poids d’un graphe donne´ est sa caracte´ristique
d’Euler-Poincare´. Ainsi, en se´lectionnant un exposant particulier de N par F (h), on im-
pose que les surfaces aient un genre h fixe´ : F (h) est la fonction ge´ne´ratrice des surfaces
connexes de S de genre h en utilisant le meˆme poids que pour Zform. On peut donc
e´crire le de´veloppement topologique :
F =
∞∑
h=0
F (h)N−2h
(3-3)
comme une se´rie formelle en 1
N2
.
De manie`re analogue, on peut e´crire un de´veloppement topologique
Hk1,k2,...,kl;m;n =
∞∑
h=0
N−2hH
(h)
k1,k2,...,kl;m;n
(3-4)
pour toutes les fonctions de corre´lation se´lectionnant le genre h des surfaces ouvertes
ge´ne´re´es.
Remarque 3.1 Le de´vellopement topologique est une se´rie formelle en 1
N2
et n’a donc au-
cune raison de converger. Cependant, chacun des coefficients F (h) est une fonction analytique
de ses parame`tres avec un rayon de convergence non nul comme nous allons le montrer dans
ce chapitre.
L’essentiel du travail pre´sente´ dans ce chapitre consiste a` calculer explicitement
les diffe´rents termes F (h) et H(h) du de´veloppement topologique de n’importe quelle
fonction de corre´lation ainsi que de l’e´nergie libre.
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4 Cas particulier : mode`le d’Ising.
Nous avons conside´re´ dans la partie pre´ce´dente un mode`le de matrices formel pour
deux potentiels V1 et V2 ge´ne´riques et des fractions de remplissage quelconques. Dans
cette partie nous e´tudions le cas particulier ou` les valeurs propres de la matrice col
autour de laquelle on de´veloppe sont toutes e´gales : la matrice est totalement de´ge´ne´re´e
et une seule fraction de remplissage est non nulle et donc e´gale a` l’unite´. Il n’y a alors
qu’une seule couleur sur les surfaces ge´ne´re´es. Sans perte de ge´ne´ralite´, on peut supposer
que cet unique point col (i.e. l’unique couple de valeurs propres des deux matrices col) se
situe en (ξ, η) = (0, 0). Alors, la fonction de partition Zform est la fonction ge´ne´ratrice
des surfaces ferme´es (connexes ou non) forme´es de k1-gones de spin +, avec k1 ≤ d1,
et de k2-gones de spin -, avec k2 ≤ d2, recolle´s par leurs areˆtes, en utilisant les poids
suivants :
– les k-gones de spin + sont compte´s avec un poids N
T
tk ;
– les k-gones de spin - sont compte´s avec un poids N
T
t˜k ;
– les areˆtes communes a` deux polygones de spin + sont compte´es avec un poids
1
N
t2
t2 t˜2−1 ;
– les areˆtes communes a` deux polygones de spin - sont compte´es avec un poids
1
N
t˜2
t2 t˜2−1 ;
– les areˆtes communes a` deux polygones de spins diffe´rents sont compte´es avec un
poids 1
N
1
t2 t˜2−1 ;
– les sommets sont compte´s avec un poids N.
Les fonctions de corre´lation Hk1,...,kl;m;n(S1, S2, . . . , Sl;x1, . . . , xm; y1, . . . , yn) sont
alors les fonctions ge´ne´ratrices de telles surfaces connexes avec l + m + n bords et
des conditions de bord diffe´rentes12 :
– Les m bords associe´s aux variables xi ont une condition homoge`ne de type + ;
– Les n bords associe´s aux variables yi ont une condition homoge`ne de type - ;
– Les l bords associe´s aux cycles Si ont une condition de bord non homoge`ne donne´e
par l’alternance de condition + et de condition - suivant l’alternance des variables
xi,j et yi,j dans le cycle Si.
Leur de´veloppement topologique permet alors de se´lectionner le genre des surfaces
ge´ne´re´es : H
(g)
k1,...,kl;m;n
(S1, S2, . . . , Sl;x1, . . . , xm; y1, . . . , yn) est la fonction ge´ne´ratrice
des surfaces de´crites plus haut avec la condition supple´mentaire qu’elles soient de genre
g.
12Il y a deux conditions de bord possibles de´crites dans la partie 2. On appelera condition de type
+ (resp. de type -) la condtion obtenue en fixant un polygone de spin + (resp. -) a` l’exte´rieur de la
surface
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Dans la suite, il sera parfois utile de repre´senter graphiquement ces fonctions de
corre´lation en re´fe´rence aux surfaces ge´ne´re´es. On repre´sente la fonction de corre´lation :
H
(g)
k1,...,kl;m;n
(S1, S2, . . . , Sl;x1, . . . , xm; y1, . . . , yn) :=
y1,k1
x1,k1
1 2
2
3
m
S
S
S
(g)
n1
l
S1
xx
yy
x
x
y
xy
x1,1
1,1
1,2
1,2
1,3
(4-1)
par une ”surface” de genre g avec l+m+n bords sur lesquels les conditions de bords +
et - sont repre´sente´es par les variables x et y respectivement. Les bords ou` la condition
est homoge`ne ont e´te´ re´duits en un point par souci de simplicite´. De meˆme, les fonctions
de corre´lation simples sont repre´sente´es par :
W
(g)
m,n(x1, . . . , xm; y1, . . . , yn) :=
x1
x2
(g)
x
y
y
y1
2
m
n
. (4-2)
Remarque 4.1 Cette repre´sentation prend tout son sens quand les fonctions de corre´lation
sont effectivement fonctions ge´ne´ratrices de surfaces discre´tise´es, c’est-a`-dire lorsque l’on a
un seul point col. Cependant, elle sera utile tout au long de cette the`se et sera reprise meˆme
lorsque l’interpre´tation combinatoire des fonctions de corre´lation est le´ge`rement modifie´e par
l’existence de fractions de remplissage.
5 Double limite d’e´chelle et limite continue.
Si le mode`le a` deux matrices formel permet de compter les surfaces discre´tise´es,
leur succe`s vient en partie de la conviction que ces surfaces compose´es de polygones
donnent acce`s aux surfaces continues par une proce´dure de passage a` la limite. Une telle
proce´dure peut eˆtre obtenue intuitivement en faisant croitre le nombre de polygones
composant les surfaces tout en re´duisant leur taille de manie`re a` garder l’aire de la
surface constante.
Plus pre´cise´ment, en gravitation quantique (ou the´orie des cordes), on veut pouvoir
calculer une inte´grale de la forme
Zcont =
∑
g
∫
Σg
DΣge−E(Σg) (5-1)
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ou` l’inte´grale porte sur toutes les surfaces ferme´es de genre g et E(Σg) est l’action
d’Einstein-Polyakov de´finie par Eq. (2-7) du chapitre 1 :
E(Σg) := 4piG(2− 2g) + Λ Aire(Σg) + Champ de matie`re couple´. (5-2)
Pour pouvoir approcher cette quantite´ par les inte´grales de matrices formelles, on
discre´tise les surfaces Σg en les de´coupant en polygones d’aire moyenne 
2. En effet,
on peut alors approcher chacun des termes constituant Zcont par le terme de genre g,
F (g)2MM du de´veloppement topologique de l’e´nergie libre d’un mode`le a` deux matrices13
(si l’on a besoin d’imposer une structure de spin de type Ising pour la matie`re couple´e
a` la gravite´) a` condition d’identifier les parame`tre des deux the´ories :
– La taille des matrices a` conside´rer N est lie´e au parame`tre G par :
lnN ∝ G; (5-3)
– On associe une constante cosmologique couple´e a` chaque type de polygone14 :
Λk
2 = ln(tk)− k
2
ln(T ) , Λ˜k
2 = ln(t˜k)− k
2
ln(T ). (5-4)
Il faut maintenant faire tendre la taille des polygones 2 vers 0 tout en gardant
l’aire totale finie, i.e. il faut faire tendre le nombre moyen de polygones vers l’infini de
manie`re a` compenser leur petite taille. Or, on peut voir aise´ment que le nombre moyen
de polygoˆnes dans une surface de genre g est donne´ par :
< nk >= tk
∂F (g)2MM
∂tk
, < n˜k >= t˜k
∂F (g)2MM
∂t˜k
. (5-5)
Il est donc ne´cessaire que le nombre total de polygoˆnes
∑
k tk
∂F2MM
∂tk
+t˜k
∂F2MM
∂t˜k
diverge
comme −2, ce qui peut eˆtre obtenu en re´glant de manie`re approprie´e les coefficients
des potentiels du mode`le a` deux matrices conside´re´.
On voit en particulier qu’il existe plusieurs fac¸ons d’approcher cette limite conti-
nue : on peut favoriser certains types de polygones au de´triment des autres ou bien
tous leur donner la meˆme importance. Ces diffe´rentes limites correspondent a` appro-
cher des points critiques ou multi-critiques correspondant a` des singularite´s de types
diffe´rents dans l’espace des modules du mode`le a` deux matrices et permettent d’at-
teindre diffe´rentes the´ories conformes couple´es a` la gravite´.
Nous reviendrons en de´tail sur cette proce´dure de passage a` la limite dans la partie
6 du chapitre 4 lorsque nous aurons tous les outils ne´cessaires pour la de´crire rigoureu-
sement.
6 Equations de boucles.
Parmi les nombreuses approches utilise´es pour tenter de re´soudre les mode`les de
matrices15, l’une a apporte´ des re´sultats tre`s concluants dans l’e´tude de diffe´rentes
13 Lorsqu’il pourra y avoir confusion sur le mode`le auquel se rapport l’e´nergie libre, nous utiliserons
l’indice 2MM pour identifier le mode`le a` deux matrices.
14On conside`re ici le cas pre´sente´ dans la partie pre´ce´dente ou` il n’y a pas de fraction de remplissage
a` fixer.
15Ce terme ge´ne´rique inclus et confond de manie`re abusive les diffe´rentes de´finitons de l’inte´grale
matricielle Z.
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inte´grales de matrices formelles : la me´thode dite des e´quations de boucles. Celle-ci
consiste a` obtenir une hie´rarchie d’e´quations satisfaites par les fonctions de corre´lations
et l’e´nergie libre par ”inte´gration par partie” de Z. Ces e´quations portent en fait
plusieurs noms suivant la manie`re dont elles ont e´te´ obtenues et surtout le contexte
dans lequel elles ont e´te´ de´rive´es. Du point de vue des physiciens, elles sont appele´es
e´quations de Schwinger-Dyson en the´orie des champs et furent obtenues en combina-
toire des cartes triangule´es sous le nom d’e´quations de Tutte ([102, 103]).
Formellement, en utilisant les notations en termes d’inte´grales matricielles, ces
e´quations signifient que l’inte´grale de matrice reste inchange´e par un changement de
variable Mi →Mi+ δMi. En conside´rant un choix de δM assez large, on peut refermer
l’ensemble d’e´quations obtenu et ainsi re´soudre le mode`le16.
6.1 De´rivation des e´quations de boucles.
Dans ce paragrpahe, je pre´sente la recette a` utiliser pour de´river les e´quations
de boucles satisfaites par les fonctions de corre´lation et l’e´nergie libre. La de´rivation
rigoureuse, plus technique, consiste a` effectuer un changement de variables dans les
inte´grales gaussiennes composant la fonction de partition. Elle peut eˆtre trouve´e dans
[49]. Cependant, le lecteur uniquement inte´resse´ par la re´solution de ce mode`le peut se
contenter de cette partie.
Lorsque l’on effectue un changement de variable
M1 → M˜1 := M1 + f(M1,M2), (6-1)
on change l’action dans Z, d’une part, ainsi que la mesure par l’interme´diaire du
jacobien du changement de variable d’autre part :
Z =
∫
dM1 dM2 e
− 1~Tr(V1(M1)+V2(M2)−M1M2)
=
∫
dM˜1 dM2 e
− 1~Tr(V1(M˜1)+V2(M2)−M˜1M2)
=
∫
dM1 dM2 e
− 1~Tr(V1(M1)+V2(M2)−M1M2)×
×(1 + (J(M1,M2)−K(M1,M2)) + 0(2))
(6− 2)
ou` J(M1,M2) et K(M1,M2) correspondent a` l’ordre 1 en  respectivement du jacobien
du changement de variable et de la variation de l’action et sont de´finis par
det
∂M˜1
∂M1
= 1 + J(M1,M2) +O(
2)
1
~
Tr
(
V1(M˜1) + V2(M2)− M˜1M2
)
=
1
~
Tr (V1(M1) + V2(M2)−M1M2)
+K(M1,M2) +O(
2).
(6− 3)
16En fait, les e´quations obtenues ne semblent pas eˆtre ferme´es a` premie`re vue. Pour re´ellement les
fermer, il faut faire appelle a` des notions de ge´ome´trie alge´brique et a` la courbe spectrale de´finie dans
la partie suivante.
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A l’ordre 1 en , cette invariance se traduit par
〈J(M1,M2)〉 = 〈K(M1,M2)〉 . (6-4)
De´termination de J(M1,M2) et de K(M1,M2).
– Le terme correspondant a` la variation de l’action est obtenu facilement et s’e´crit
K(M1,M2) =
1
~
Tr [V ′1(M1)f(M1,M2)−M2f(M1,M2)] . (6-5)
– La de´termination de J(M1,M2) est quant a` elle moins e´vidente, mais peut eˆtre
re´sume´e par deux re`gles simples, que nous de´signerons par le noms de re`gles
”split” et ”merge” ([47]). Celles-ci correspondent en fait aux deux types de chan-
gement de variables effectue´s en pratique. Il est inte´ressant de rede´river ces re`gles
comme un exercice par le calcul explicite du Jacobien du changement de variables.
Pour ce faire, il est important de noter que les variables inde´pendantes de la ma-
trices M sont les e´le´ments Mi,i ainsi que Re(Mi,j) et Im(Mi,j) pour i < j (voir
[49]). A ces deux re`gles vient e´galement s’ajouter la re`gle de chaˆıne valable pour
tout type de changement de variable.
Re`gle de chaˆıne.
Pour un changement de variable faisant apparaˆıtre plusieurs facteurs, on applique
les re`gles Split et Merge successivement a` chacun des termes en suivant la re`gle
de Leibnitz : le re´sultat est la somme des termes obtenus en utilisant les re`gles
Split et Merge a` chacun des facteurs en gardant le reste constant.
Re`gle Split.
Le premier type de changement de variable que nous devons conside´rer correspond
a` f(M1,M2) = A
1
x−M1B ou` A et B sont des fonctions de M1 et M2. Alors la
correction issue du Jacobien s’e´crit :
J(M1,M2) = Tr
(
A
1
x−M1
)
Tr
(
1
x−M1B
)
+ contributions venant de A(M1) et B(M1). (6-6)
Ainsi, chaque fois que l’on rencontre un terme du type 1
x−M1 en dehors d’une
trace, on ”coupe” l’expression en deux traces en introduisant un facteur 1
x−M1
dans chaque trace.
Re`gle merge.
On rencontre e´galement des changements de variable du type f(M1,M2) =
ATr
(
1
x−M1B
)
. On a alors :
J(M1,M2) = Tr
(
A
1
x−M1B
1
x−M1
)
+ contributions venant de A(M1) et B(M1). (6-7)
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C’est-a`-dire que, chaque fois que l’on rencontre un terme 1
x−M1 dans une trace,
on regroupe toute l’expression a` l’inte´rieur d’une meˆme trace en remplac¸ant ”Tr”
par un duplicata du facteur 1
x−M1 .
7 Limite planaire.
Chacune des fonctions de corre´lation entrant dans les e´quations de boucles a un
de´veloppement topologique en 1
N2
. Ainsi chaque e´quation de boucle peut eˆtre
de´compose´e en une hierarchie infinie d’e´quations portant sur les termes de´veloppement
de ’t Hooft de ces observables17. Nous nous inte´resserons dans cette partie aux fonc-
tions ge´ne´ratrices des surfaces de genre nul, c’est-a`-dire aux termes dominants dans les
de´veloppements en 1
N2
. Nous n’e´tudierons donc que la premie`re e´quation de chacune
de ces hierarchies : celle qui correspondrait a` la limite obtenue lorque la taille de la
matrice tend vers l’infini.
Attention.
Conside´rer la limite planaire des e´quations de boucles ne veut pas dire que les
coefficients d’ordre infe´rieur dans le de´veloppement topologique sont ne´gligeables par
rapport a` ceux d’ordre supe´rieur. Cela signifie juste que l’on travaille avec les termes
de l’ordre 0 des se´ries formelles de´finissant les observables du mode`le et rien de plus. Il
faut donc se me´fier de ce terme ”limite planaire” qui ne de´signe en fait aucune limite.
7.1 Equation de boucle maˆıtresse et courbe spectrale.
Conside´rons dans un premier temps le changement de variables le plus simple faisant
intervenir la matrice M1 :
M2 →M2 +  1
x−M1 . (7-1)
L’e´quation de boucle associe´e s’e´crit alors simplement en utilisant la re`gle split
Eq. (6-6) :
xW 1,0(x)− 1 = 1
N
〈
Tr
1
x−M1V
′
2(M2)
〉
. (7-2)
Le changement de variable, polynoˆmial en y :
M1 →M1 + 
(
1
x−M1
V ′2(y)− V ′2(M2)
y −M2
)
(7-3)
donne, en utilisant (7-2), l’e´quation de boucle :
(y − Y (x))U(x, y) = V ′2(y)W 1,0(x)− P (x, y)− xW 1,0(x) + 1−
1
N2
U(x, y;x) (7-4)
17C’est la manie`re intuitive de voir les choses. Ici, les e´quations de boucles ressomme´es, ou` tous les
termes du de´veloppement topologique sont regroupe´s dans une se´rie infinie, ne sont qu’une notation
pratique pour de´crire de manie`re concise l’ensemble de la hierarchie d’e´quations correspondant a`
chaque coefficient des puissance de 1N2 .
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ou` l’on a note´ :
U(x, y) :=
1
N
〈
Tr
1
x−M1
V ′2(y)− V ′2(M2)
y −M2
〉
, (7-5)
P (x, y) :=
1
N
〈
Tr
V ′1(x)− V ′1(M1)
x−M1
V ′2(y)− V ′2(M2)
y −M2
〉
, (7-6)
U(x, y) :=
1
N
〈
Tr
1
x−M1
V ′2(y)− V ′2(M2)
y −M2 Tr
1
x−M1
〉
c
(7-7)
et
Y (x) := V ′1(x)−
1
N
〈
Tr
1
x−M1
〉
. (7-8)
U(x, y) e´tant un polynoˆme en y, il n’a pas de singularite´ pour y fini, et l’e´quation
(7-4) prise en y = Y (x) s’e´crit :{
y = Y (x)
(V ′2(y)− x)(V ′1(x)− y)− P (x, y) + 1 = 1N2U(x, y;x)
. (7-9)
En notant le polynoˆme de degre´s (d1 + 1) en x et (d2 + 1) en y :
E(x, y) = (V ′2(y)− x)(V ′1(x)− y)− P (x, y) + 1, (7-10)
on peut re´e´crire l’e´quation pre´ce´dente en :
E(x, Y (x)) =
1
N2
U(x, Y (x);x)
(7-11)
appele´e e´quation de boucle maˆıtresse.
Lorsque l’on conside`re la limite planaire, i.e. l’ordre 0 de cette e´quation, on obtient
une e´quation alge´brique :
E(x, Y (0)(x)) = 0 (7-12)
ou`
E(x, y) := (V ′2(y)− x)(V ′1(x)− y)− P (0)(x, y) + 1
(7-13)
est l’ordre dominant du de´veloppement topologique de E. On a ainsi associe´ une courbe
alge´brique au mode`le a` deux matrices :
E(x, y) = 0 (7-14)
que nous nommerons courbe spectrale classique puisqu’elle correspond a` la limite
planaire N →∞, i.e. la limite classique ~→ 0.
Cette courbe alge´brique est un objet fondamental de la re´solution des e´quations
de boucles. En effet, tous les termes du de´veloppement topologique des fonctions de
corre´lations (et pas seulement leur limite planaire) seront obtenus en termes de fonc-
tions de´finies sur la surface de Riemann compacte associe´e a` E . En d’autres termes,
les modules de E contiennent toute l’information ne´cessaire a` la de´termination de
l’inte´grale matricielle Z.
Remarques :
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– L’e´quation E(x, Y (0)(x)) = 0 permet de fixer de manie`re implicite la fonction
Y (0)(x) et donc W
(0)
1,0(x). Cependant, cette e´quation a d2 + 1 solutions a` x donne´.
Ceci montre que W 1,0(x) est a` priori une fonction multivalue´e dans C. Cepe-
dant celle-ci est monovalue´e en tant que fonction sur la surface de Riemann
associe´e a` E : les diffe´rentes valeurs pour un x donne´ correpondent alors a` la
structure en feuillets de E ( voir la partie 8.1). Il ne faut cependant pas oublier
que W 1,0(x) est de´fini comme une se´rie infinie en x qui n’a de sens que pour
x→∞. Cette contrainte supple´mentaire permet de retrouver quelle est la bonne
valeur de W 1,0(x) pour un x donne´.
– Pour de´river la courbe spectrale classique, nous avons pris le parti de privile´gier
M1. Mais nous aurions pu effectuer exactement la meˆme de´rivation en privile´giant
M2 dans les changements de variables, auquel cas la limite planaire de l’e´quation
de boucle maitresse aurait donne´ :
E(X(0)(y), y) = 0, (7-15)
ou` l’on note
X(y) := V ′2(y)−
〈
Tr
1
y −M2
〉
. (7-16)
Ainsi, au lieu de travailler avec E(x, y), il faudrait travailler avec E(y, x). Cepen-
dant, par de´finition, les re´sultats ne doivent pas de´pendre de ce choix et l’on voit
apparaitre un premie`re proprie´te´ de syme´trie des fonctions de corre´lations.
7.2 Limite planaire des fonctions de corre´lation mixtes.
De manie`re ge´ne´rale, le de´veloppement topologique des fonctions de corre´lation ne
peuvent pas s’exprimer sans faire appel a` des notions de ge´ome´trie alge´brique et aux
spe´cificite´s de la courbe spectrale E . Cependant, ceci n’est plus vrai si l’on se limite a`
l’e´tude de la limite planaire, i.e. l’ordre dominant quand N → ∞. Graˆce a` une jolie
formule similaire a` une Ansatz de Bethe, il est possible d’exprimer n’importe quelle
fonction de corre´lation mixte en termes de produits de traces mixtes a` deux points〈
Tr 1
x−M1
1
y−M2
〉
avec des coefficients rationnels.
Dans cette partie, par souci de brievete´ dans les notations, on les simplifiera en
notant l’ordre dominant des traces mixtes par
H
(0)
k :=
1
N
〈
Tr
1
x1 −M1
1
y1 −M2
1
x2 −M1
1
y2 −M2 . . .
1
xk −M1
1
yk −M2
〉
+ δk1,
(7-17)
i.e. H
(0)
k est la fonction ge´ne´ratrice des surfaces de genre ze´ro avec un bord et 2k
ope´rateur de bords, i.e. des disques avec 2k ope´rateur de bords que l’on repre´sente
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comme dans Eq. (2-11) par :
H
(0)
k :=
y1
x2
y2
x3
xk
yk
x1
(7-18)
Un re´sultat classique donne la fonction de corre´lation mixte la plus simple en termes
de la courbe spectrale par :
Lemme 7.1 La fonction ge´ne´ratrice des disques avce deux ope´rateurs de bords est
donne´e par :
H
(0)
1 (x, y) :=
E(x, y)
(X(0)(y)− x)(y − Y (0)(x)) .
(7-19)
On peut alors montrer que pour tout k, H
(0)
k est de´composable sur la base des H
(0)
1
suivant le the´ore`me :
The´ore`me 7.1 Pour tout k ≥ 1, la fonction a` k points H(0)k (x1, y1, x2, y2, . . . , xk, yk)
H
(0)
k (x1, y1, . . . , xk, yk) =
∑
σ∈Sk
C(k)σ (x1, y1, . . . , xk, yk)
k∏
i=1
H
(0)
1 (xi, yσ(i))
(7-20)
ou` les coefficients C
(k)
σ sont des fractions rationnelles des xi et des yi inde´pendantes
des potentiels et avec des poˆles, au plus simples, situe´s a` points coincidents et ou` Sk
est l’ensemble des permutations planaires de (1, 2, . . . , n).
Pre´cisons tout d’abord ce que l’on entend par permutation planaire :
Definition 7.1 Une permutation σ de (1, 2, . . . , k) est dite planaire si
ncycles(σ) + ncycles(S ◦ σ) = k + 1 (7-21)
ou` S est la permutation cyclique :
S(i) = i+ 1 [k] (7-22)
et ncycles(σ) est le nombre de cycles dans la de´composition de σ en cycles irre´ductibles.
On note Sk l’ensemble des permutations planaires de (1, 2, . . . , k).
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Cette notion de planarite´ se re´fe`re a` une repre´sentation des permutations par des
syste`mes d’arches qui nous sera utile tout au long de cette partie.
Soit une permutation σ de (1, 2, . . . , k). Pour la repre´senter, plac¸ons les variables
(x1, y1, x2, y2, . . . , xk, yk) sur un disque en pre´servant leur ordre :
y1
x2
y2
x3
xk
yk
x1
(7-23)
La permutation σ est alors simplement repre´sente´e en reliant les points xi aux points
yσ(i)
18 :
σ :=
σ(1)σ(1)σx
y
yk
x1
2x
2
k
x
y
1y
σ (k)x
σ
x
σ
(1)
S
S
-cycle
-cycle
-1
(7-24)
La condition de planarite´ signifie alors que le syste`me d’arches repre´sentant σ est
planaire, i.e. ne pre´sente aucun croisement. En effet, chaque face ainsi dessine´e dans
le disque correspond a` un cycle de la de´composition de σ et de S ◦ σ et l’on a traduit
la condition de de planarite´ par la relation d’Euler-Poincare´. Le nombre d’e´le´ments de
Sk est donne´ par les nombres de Catalan :
Card
(
Sk
)
= Cat(k) =
(2k)!
k!(k + 1)!
. (7-25)
Cette repre´sentation en termes de syste`mes d’arches est e´galement utile pour cal-
culer la valeur des termes C
(k)
σ .
Preuve:
18Dans cette repre´sentation, les variables x et y marquent des de´marcations sur le bord alors qu’ils
ont e´te´ introduits comme fugacite´s associe´es a` la longueur des diffe´rentes conditions de bords. Ainsi,
en termes de surafces discre´tise´es, elles ne devraient pas se situer a` des interfaces mais entre deux
interfaces.
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Je vais montrer ici d’ou` vient cette de´composition sans montrer comment calculer
les coefficients C
(k)
σ . La de´rivation montre´e ici est bien plus simple et e´le´gante que celle
pre´sente´e dans [I]. Elle est due a` L. Cantini [24].
Les H
(0)
k satisfont l’e´quation de boucles obtenue par le changement de variable
δM2 =
1
x1−M1
1
y1−M2 . . .
1
xk−M1
1
yk−M2 en ne gardant que les coefficients de N dans le
de´veloppement topologique :
(X(yk)− x1)H(0)k (x1, y1, x2, . . . , xk, yk)
=
k−1∑
j=1
H
(0)
k−j(xj+1, . . . , yk)−H(0)k−j(xj+1, . . . , xk, yj)
yk − yj H
(0)
j (x1, . . . , yj)
−PolykV ′2(y(k))H(0)k (x1, . . . , yk)
(7− 26)
ou` Polxf(x) indique la partie polynoˆmiale de f(x).
Si l’on effectue le changement de variable δM2 =
1
xk−M1
1
yk−M2 . . .
1
x1−M1
1
y1−M2 qui
consiste a` lire la suite x1, y1, x2, y2, . . . , xk, yk dans l’autre sens, on obtient l’e´quation
de boucles :
(X(0)(yk)− xk)H(0)k (xk, yk−1, xk−1, . . . , y2, x2, y1, x1, yk)
=
k−1∑
j=1
H
(0)
j (xj, yj−1 . . . , y1, x1, yj)−H(0)j (xj, yj−1 . . . , y1, x1, yk)
yj − yk ×
×H(0)k−j(xk, yk−1, xk−1, . . . , xj+1, yj)
−PolykV ′2(y(k))H(0)k (xk, yk−1, xk−1, . . . , y2, x2, y1, x1, yk).
(7− 27)
Or, H
(0)
k (xk, yk−1, xk−1, . . . , y2, x2, y1, x1, yk) de´crit les meˆmes objets combinatoires
que H
(0)
k (x1, y1, x2, . . . , xk, yk) mais avec l’orientation du bord inverse´e. En effet, ces
deux fonctions sont les fonctions ge´ne´ratrices des disques avec 2k ope´rateurs de bords
mais si l’un les de´crit vus du dessus, l’autre les de´crit vus du dessous :
H
(0)
k (xk, yk−1, xk−1, . . . , y2, x2, y1, x1, yk) = H
(0)
k (x1, y1, x2, . . . , xk, yk) (7-28)
car
y1
x2
y2
x3
xk
yk
x1
= x1
y1
y2 x2
x3
xk
yk
. (7-29)
Cette proprie´te´ permet d’e´crire la seconde e´quation de boucle Eq. (7-27) sous la forme :
(X(0)(yk)− xk)H(0)k (x1, y1, x2, . . . , xk, yk)
=
k−1∑
j=1
H
(0)
j (x1, y1, . . . , xj, yj)−H(0)j (x1, y1, . . . , xj, yk)
yj − yk ×
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×H(0)k−j(xj+1, yj+1, . . . , yk−1, xk, yj)
−PolykV ′2(y(k))H(0)k (x1, y1, x2, . . . , xk, yk).
(7− 30)
La diffe´rence avec Eq. (7-26) prouve le the´ore`me :
H
(0)
k (x1, y1, x2, . . . , xk, yk) =
=
∑k−1
j=1
H
(0)
j (x1,y1,...,xj ,yj)H
(0)
k−j(xj+1,yj+1,...,xk,yk)−idem(yk↔yj)
(xk−x1)(yk−yj)
(7-31)

Les coefficients rationnels C
(k)
σ sont facilement de´crits en termes des C
(k)
Id unique-
ment par le the´ore`me :
The´ore`me 7.2 Pout tout k ≥ 1, et toute permutation σ ∈ Sk, C(k)σ est une fonction
rationnelle de ses arguments x1, . . . , yk, par :
• C(k)σ (x1, y1, x2, . . . , xk, yk) := 0 si σ n’est pas planaire ;
• Si σ est planaire, on de´compose σ et S ◦ σ en leurs produits de cycles :
σ = σ1σ2 . . . σl , S ◦ σ = σ˜1σ˜2 . . . σ˜l˜ (7-32)
tels que :
σj = (ij,1, ij,2, . . . , ij,lj) , σ(ij,m) = ij,m+1 (7-33)
σ˜j = (˜ij,1, i˜j,2, . . . , i˜j,l˜j) , σ(˜ij,m) = i˜j,m+1 − 1 (7-34)
C(k)σ (x1, y1, x2, . . . , xk, yk) :=
l∏
j=1
C
(lj)
Id (xij,1 , yij,2 , xij,2 , yij,3 , . . . , xij,lj , yij,1)
l˜∏
j=1
C
(l˜j)
Id (xi˜j,1 , yi˜j,2−1, xi˜j,2 , . . . , yi˜j,l˜j−1
, xi˜j,l˜j
, yi˜j,1−1)
(7− 35)
ou` C
(1)
Id := 1.
Ce the´ore`me signifie que pour calculer un coefficient C
(k)
σ , ils suffit de dessiner
les syte`me d’arches correspondant a` la permutation σ. Si deux arches se croisent, le
coefficient a pour valeur 0, sinon il est e´gal au produit des CId pris sur chacune des
faces19.
Exemple 7.1 Conside´rons la permutation σ ∈ S12 donne´e par :
σ =
(
1 2 3 4 5 6 7 8 9 10 11 12
3 1 2 7 6 5 4 8 12 10 9 11
)
. (7-36)
19Attention ! Les faces correspondant a` σ et S ◦ σ doivent eˆtre oriente´es de manie`res oppose´es.
Par exemple, l’identite´ et a permutaion cyclique ne donnent pas le meˆme re´sultats a` cause de cette
orientation.
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Sa de´composition en cycles s’e´crit :
σ = (1, 3, 2)(4, 7)(5, 6)(8)(9, 12, 11)(10) (7-37)
et celle de S ◦ σ est donne´e par
S ◦ σ = (1, 4, 8, 9)(2)(3)(5, 7)(6)(10, 11)(12). (7-38)
Il en re´sulte le de´coupage du disque en faces par le syste`me d’arches associe´ a` σ :
x
y
3
y3 x
4 y
12
x1
y
2x
2
4
x
10
y10
x
11
y11
x
12
5
8y 99
x
5
y
x
6
y6
x
7
y7
x
8
y
x
1y
3
σ5
σ
∼
6
σ
1
1
σ
2σ
4σ
σ
∼
σ
6
∼σ
7
σ
5
∼σ
4
∼
3
∼σ
2
∼σ
. (7-39)
Celui-ci nous permet de de´terminer le coefficient :
C(12)σ = C
(3)
Id (x1, y3, x3, y2, x2, y1)C
(2)
Id (x5, y6, x6, y5)
C
(3)
Id (x9, y12, x12, y11, x11, y9)C
(2)
Id (x4, y7, x7, y4)
C
(4)
Id (x1, y3, x4, y7, x8, y8, x9, y12)C
(2)
Id (x5, y6, x7, y4)
C
(2)
Id (x10, y10, x11, y9).
(7− 40)
Il reste maintenant a` de´terminer les briques de bases C
(k)
Id . Elles sont donne´es par
Lemme 7.2 Les C(Id) sont de´finis de manie`re unique par la relation de re´currence
C
(1)
(Id)(x1, y1) := 1,
C
(k)
(Id)(x1, . . . , yk) :=
k−1∑
j=1
C
(j)
(Id)(x1, y1, . . . , xj, yj)C
(k−j)
(Id) (xj+1, yj+1, . . . , xk, yk)
(xk − x1)(yk − yj) .
(7− 41)
Il existe une manie`re efficace et simple de de´crire les solutions de cette e´quation a`
l’aide d’une repre´sentation sous forme d’arbres. La proce´dure a` mettre en oeuvre est
de´crite en appendice de [I].
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8 De´veloppements topologiques et ge´ome´trie alge´brique.
Cette partie repre´sente le coeur de cette the`se. Apre`s avoir rappele´ les de´finitions et
proprie´te´s de ge´ome´trie alge´brique ne´cessaires a` la compre´hension des re´sultats prin-
cipaux de ce chapitre, nous montrerons comment calculer les expressions explicites de
tout le de´veloppement topologique d’une grande famille d’observables du syste`me ainsi
que de l’e´nergie libre comme fonctions sur la courbe spectrale classique.
8.1 Rappels de ge´ome´trie alge´brique.
Le propos de cette the`se n’e´tant pas la ge´ome´trie alge´brique a` proprement parler,
nous ne pre´senterons ici que les notions ne´cessaires a` la lecture des paragraphes suivants.
Le lecteur inte´resse´ pourra se reporter aux ouvrages [53] et [52] pour les approfondir.
Equation alge´brique et surface de Riemann compacte associe´e.
Soit une e´quation alge´brique
E(x, y) = 0 (8-1)
ou` E est un polynoˆme de degre´s d1 +1 et d2 +1 en ses deux variables x et y. On appelle
Σ la surface de Riemann compacte associe´e, c’est-a`-dire qu’il existe deux fonctions
meromorphes x : Σ→ C et y : Σ→ C telles que
E(x, y) = 0⇔ ∃p ∈ Σ tel que
{
x = x(p)
y = y(p)
. (8-2)
On associe ainsi a` une courbe alge´brique E une surface de Riemann compact Σ. Dans
toute la suite, on parlera donc indistinctement de surface de Riemann ou de courbe
alge´brique.
Remarque 8.1 Lorsque l’e´quation alge´brique est de la forme
y2 =
nbp∏
i=0
(x− a2i)(x− a2i+1), (8-3)
on parle de courbe hyperelliptique. Ces courbes ont des proprie´te´s particulie`res que nous
de´crirons dans la partie 1 du chapitre suivant.
Polytope de Newton.
La courbe alge´brique E peut eˆtre caracte´rise´e par les coefficients de son de´velop-
pement autour de x, y →∞ :
E(x, y) =
d1+1∑
i=0
d2+1∑
j=0
Eij x
i yj. (8-4)
Un outil tre`s utile a` l’e´tude des proprie´te´s de Σ consiste a` repre´senter graphiquement
ces coefficients : on associe a` tout Eij 6= 0 un point a` la position (i, j) du plan. Le
polygone ainsi obtenu est appele´ polytope de Newton de E .
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On peut directement lire sur ce polytope certaines proprie´te´s de Σ. Par exemple
le genre maximal de la surface Σ associe´e est e´gal au nombre de points strictement
contenus a` l’inte´rieur du polytope.
On peut e´galement y lire les proprie´te´s des points a` l’infini de Σ, c’est-a`-dire des
poˆles de x et de y. Pour ce faire, il faut regarder l’enveloppe externe du polytope, i.e. la
frontie`re du plus petit domaine convexe contenant tous les points du polytope. Cette
frontie`re est compose´e des deux segments [(0, 0), (d1 + 1, 0)] et [(0, 0), (0, d2 + 1)] d’une
part mais aussi d’un ensemble de segments {Segi = [ui, ui+1]}i=1...P−1 ordonne´s tels
que u1 = (0, d2 + 1) et uP = (d1 + 1, 0). On peut alors montrer que chaque segment
Segi correspond a` un poˆle de la forme ydx dont le degre´ est donne´ par la pente du
segment correspondant.
Exemple 8.1 Conside´rons la courbe
E(x, y) = x+ x3 + x2y2 + y3 + xy2. (8-5)
Son polytope est
(8-6)
On peut y voir par exemple que E a un genre g < 3 et deux points a` l’infini.
Structure en feuillets.
Conside´rons l’e´quation alge´brique Eq. (8-1) comme une e´quation en y a` x fixe´. Elle
a d2 + 1 solutions, i.e. pour tout x (ou presque)
∃(p0, p1, . . . , pd2) ∈ Σd2+1 tels que ∀i x(pi) = x. (8-7)
On a donc une structure en d2 + 1 feuillets en x, c’est-a`-dire que l’on a, de manie`re
ge´ne´rique, d2 + 1 copies de C superpose´es se projetant toutes sur la base x.
De meˆme, on notera les diffe´rents feuillets en y par :
∃(p˜0, p˜1, . . . , p˜d2) ∈ Σd1+1 tels que ∀i y(p˜i) = y. (8-8)
On peut exprimer E de manie`re a` faire apparaˆıtre explicitement ces structures en
feuillets :
E(x(p), y(q)) = E0,d2
d2∏
i=0
(y(q)− y(pi)) = Ed1,0
d1∏
i=0
(x(p)− x(q˜i)). (8-9)
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Fig. 2.1 – Repre´sentation du tore sous la forme de deux feuillets en x relie´s par deux
coupures, c’est-a`-dire deux sphe`res de Riemann recolle´es le long de deux segments.
Points de branchement :
On nomme point de branchement en x tout point ai ou` la diffe´rentielle dx
s’annule :
dx(ai) = 0. (8-10)
Dans cette the`se, nous supposerons toujours que les points de branchements sont des
ze´ros simples de dx, c’est-a`-dire qu’au voisinage d’un point de branchement ai, x se
comporte comme le carre´ de y :
y(p)∼p→ai
√
x(p)− x(ai). (8-11)
Ces points correspondent aux points ou` deux feuillets se croisent : deux points pi
correspondant au meˆme x se rencontrent. En effet, pour tout point p au voisinage d’un
point de branchement ai, il existe un unique point p tel que x(p) = x(p) et p approche
ai quand p → ai (voir fig. 2.2). La courbe alge´brique E peut alors eˆtre vue comme
d2 + 1 sphe`res de Riemann recolle´es entre elles par des segments reliant les points de
branchement en x. On passe de l’une a` l’autre en traversant ces segments.
Remarque 8.2 La de´finition du point conjugue´ p de p de´pend en ge´ne´ral du point de
branchement ai conside´re´ (voir par exemple la figure 2.2). Cependant, dans la mesure ou`
il sera toujours clair a` quel point de branchement on se re´fe`re, nous omettrons de pre´ciser
celui-ci dans la suite.
Remarque 8.3 La repre´sentation de la surface de Riemann sous forme de feuillets relie´s
par des coupures semble indiquer qu’il existe une relation entre le nombre de points de
branchements et le genre de la surface. Ce lien est obtenu par le the´ore`me de Riemann-
Hurwitz qui dit que le nombre de points de branchements #b.p et le genre g sont relie´s par
l’e´quation :
g = −d2 + #b.p2 . (8-12)
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a1
a 2
y
xx(p)x(q)
q p
(2)p
(2)q
q p
Fig. 2.2 – Exemple de courbe E(x, y) pre´sentant deux points de branchements en x.
On peut voir que le point conjugue´ n’est pas globalement de´fini.
Structure modulaire.
• Base de cycles.
Lorsque la courbe E a pour genre g, il existe 2g cycles non triviaux homologiquement
inde´pendants. On peut alors choisir une base symplectique {(Ai,Bi)}i=1...g telle que
Ai ∩ Bj = δij , Ai ∩ Aj = 0 , Bi ∩ Bj = 0. (8-13)
En de´coupant la surface le long des cycles A et B ainsi choisis, on obtient un domaine
simplement connexe comme de´crit sur la figure 2.3 : le domaine fondamental.
Sur cette courbe, il existe g formes holomorphes line´airement inde´pendantes
du1, . . . , dug, que l’on choisit normalise´es sur les cycles A :∮
Aj
dui = δij. (8-14)
Ces diffe´rentielles permettent de de´finir la matrice des pe´riodes de Riemann
caracte´ristique de la surface Σ. C’est une matrice τ de taille g × g dont les e´le´ments
sont les inte´grales des diffe´rentielles holomorphes sur les cycles B :
τij =
∮
Bj
dui. (8-15)
Cette matrice τ est syme´trique et satisfait
τij = τji , Im τ > 0. (8-16)
De´s lors, conside´rant un point p ∈ Σ n’appartenant a` aucun cycle A ni B, on de´finit
l’application d’Abel
ui(p) =
∫ p
p0
dui (8-17)
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B
A
B
A
Fig. 2.3 – Le domaine fondamental du tore est un losange obtenu par de´coupage de la
surface de de´part suivant les cycles A et B.
ou` le contour d’inte´gration est dans le domaine fondamental.
Le vecteur a` g composantes u(p) = (u1(p), . . . , ug(p)) transporte la courbe dans sa
jacobienne.
Notons que l’application d’Abel de´pend du point de base p0 mais celui-ci n’aura
aucune influence dans toute la suite.
Fonctions theta et formes premie`res
On appelle caracte´ristique tout vecteur z ∈ Cg s’il existe deux vecteurs a` coeffi-
cients entiers a ∈ Zg et b ∈ Zg tels que :
z =
a + τ.b
2
. (8-18)
On dit que z et une caracte´ristique impaire si
g∑
i=1
aibi = impair. (8-19)
Etant donne´es une caracte´ristique z = a+τb
2
, une matrice syme´trique τij = τji telle que
Imτ est de´finie positive et un vecteur v ∈ Cg, on de´finit la fonction the´ta
θz(v, τ) =
∑
n∈Zg
eipi(n−b/2)
tτ(n−b/2) e2ipi(v+a/2)
t.(n+b/2). (8-20)
Si z est une caracte´ristique impaire, θz est une fonctions impaire de v
20 et on de´finit
la forme holomorphe
dhz(p) =
g∑
i=1
dui(p) .
∂θz(v)
∂vi
∣∣∣∣
v=0
. (8-21)
Elle a g − 1 ze´ros qui sont des ze´ros doubles. On peut donc conside´rer leurs racines
carre´es de´finies dans la domaine fondamental et la forme premie`re :
E(p, q) =
θz(u(p)− u(q))√
dhz(p) dhz(q)
. (8-22)
20En particulier, on a alors θz(0, τ) = 0
8. DE´VELOPPEMENTS TOPOLOGIQUES ET GE´OME´TRIE ALGE´BRIQUE. 67
On peut montrer qu’elle est inde´pendante de z et qu’elle n’a qu’un ze´ro sur la
diagonale p = q et aucun poˆle.
Structure complexe.
En plus de la structure modulaire de Σ, on doit e´galement de´crire sa structure
complexe, c’est-a`-dire les proprie´te´s des fonctions me´romorphes x(p) et y(p). Plus
pre´cise´ment, il nous suffit ici de pre´ciser les modules caracte´risant la forme diffe´rentielles
ydx : sa structure de poˆles, son comportment au voisinage de ceux-ci ainsi que son com-
portement le long des cycles A.
On note {αi}i=1...P les poˆles de ydx21 et zαi une variable locale au voisinage de αi.
Pour de´finir cette dernie`re, conside´rons trois cas :
– soit αi est un poˆle de degre´s di de x, auquel cas on de´finit :
zαi(p) := x(p)
1
di ; (8-23)
– soit αi n’est ni un poˆle de x ni un point de branchement en x mais un poˆle de y.
Alors, on de´finit :
zαi(p) :=
1
x(p)− x(αi) ; (8-24)
– soit αi est un point de branchement en x (i.e. un ze´ro simple de dx) et donc un
poˆle de y. Dans ce cas
zαi(p) :=
1√
x(p)− x(αi)
. (8-25)
Dans tous les cas, zαi(p) a un poˆle simple quand p→ αi et donc ζαi(p) := 1zαi (p) a
un ze´ro simple, de´finissant ainsi une bonne variable locale au voisinage du point αi.
Les tempe´ratures.
Un premier ensemble de modules est simplement donne´ par les re´sidus de ydx en
ses poˆles :
t0,i := Res
p→αi
y(p) dx(p). (8-26)
Remarque 8.4 Les tempe´ratures ne sont pas des modules inde´pendants. En effet, il est
facile de voir que
P∑
i=1
t0,i = 0. (8-27)
Les modules aux poˆles.
Les ordres sous-dominants dans le de´veloppement de taylor de ydx donnent les
autres modules de cette forme lie´s aux points a` l’infini sur la surface. Pour les de´crire,
on introduit un ”potentiel” associe´ a` chacune des singularite´s de la surface :
Vi(p) := Res
q→αi
y(q)dx(q) ln
(
1− zαi(p)
zαi(q)
)
. (8-28)
21Rappelons que le nombre de points a` l’infini, P, peut eˆtre connu en repre´sentant le polytope de
Newton de E .
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C’est un polynoˆme en zαi(p). On peut donc l’e´crire :
Vi(p) :=
degVi∑
j=1
tj,i z
j
αi
(p). (8-29)
Remarque 8.5 La donne´e de ces modules caracte´rise bien le comportement de ydx aux
voisinage des poˆles car
ydx(p)∼p→αidVi(p)− t0,i
dzαi(p)
zαi(p)
+O
(
dzαi(p)
z2αi(p)
)
(8-30)
ou` la diffe´rentielle
dVi(p) = Res
q→αi
y(q)dx(q)
dzαi(p)
zαi(p)− zαi(q)
(8-31)
satisfait
Res
p→αi
dVi(p) = 0. (8-32)
Les fractions de remplissage22.
On de´finit les fractions de remplissage i pour i = 1 . . . g comme les inte´grales sur
les cycles A de la diffe´rentielle ydx :
i =
1
2ipi
∮
Ai
ydx. (8-33)
Fonctions et diffe´rentielles fondamentales sur la courbe.
Les fonctions de corre´lation et les termes du de´veloppement topologique de l’e´nergie
libre peuvent eˆtre exprime´s uniquement a` l’aide de deux briques e´le´mentaires, deux
diffe´rentielles de´finies sur la courbe spectrale : le noyau de Bergmann et la diffe´rentielle
Abelienne de troisie`me espe`ce.
Noyau de Bergmann.
Sur la surface Σ, il existe une unique diffe´rentielle biline´aire B(p, q) ayant un unique
poˆle double sur la diagonale p = q sans re´sidu et avec des cycles A nuls. C’est-a`-dire
qu’il est donne´ par les contraintes :
B(p, q) =
dz(p)dz(q)
(z(p)− z(q))2 + terme fini et
∮
A
B(p, q) = 0 (8-34)
ou` z est n’importe quelle variable locale au voisinage de q.
Diffe´rentielle Abelienne de troisie`me espe`ce.
De meˆme, pour tout couple de points (q1, q2) de Σ, il existe une unique forme
diffe´rentielle dSq1,q2(p) sur la surface avec deux poˆles simples en p→ q1 et p→ q2 avec
22Cette de´nomination vient directement de l’interpre´tation des mode`les de matrices comme un gaz
de particules fermioniques (voir [84, 47]).
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re´sidus respectifs 1 et −1 et normalise´e par l’annulation de ses inte´grales sur les cycles
A :
Res
q1
dSq1,q2 = 1 = − Resq2 dSq1,q2 ,
∮
Ai
dSq1,q2 = 0. (8-35)
Proprie´te´s.
On peut tout d’abord remarquer que la diffe´rentielle Abelienne de troisie`me espe`ce
peut eˆtre obtenue par inte´gration du noyau de Bergmann sur un chemin du domaine
fondamental allant de q2 a` q1 :
dSq1,q2(p) =
∫ q1
q2
B(p, q) (8-36)
ou bien dans sa version de´rive´e
dq1
(
dSq1,q2(p)
)
= B(q1, p). (8-37)
Le noyau de Bergmann, en tant que de´rive´e seconde d’une foncion θ, est syme´trique :
B(p, q) = dpdq ln (θz(u(p)− u(q))) = B(q, p) (8-38)
ou` z est une caracte´ristique impaire quelconque. Par inte´gration, on obtient :
dSq1,q2(p) = dp ln
(
θz(u(p)− u(q1))
θz(u(p)− u(q2))
)
(8-39)
et
dSq1,q2 = −dSq2,q1 . (8-40)
Les inte´grales sur les cycles B sont donne´es par∮
q∈Bi
B(p, q) = 2ipi dui(p) et
∮
Bi
dSq1,q2 = 2ipi(ui(q1)− ui(q2)). (8-41)
Formules de Cauchy.
Pour une fonction meromorphe f(p), les formules de Cauchy ainsi que les proprie´te´s
de dS et B permettent d’e´crire
f(p) = − Res
q1→p
dSq1,q2(p)f(q1) (8-42)
ainsi qu’une expression pour la diffe´rentielle de f :
df(p) = Res
q→p
B(p, q)f(q). (8-43)
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Identite´ biline´aire de Riemann.
Tout au long de ce chapitre, nous aurons besoin de de´placer des contours d’inte´gra-
tion sur une surface de Riemann. Si l’inte´grand a des inte´grales non nulles le long
de cycles non-triviaux, celles-ci doivent eˆtre prises en compte lorsque l’on de´place le
contour d’inte´gration. L’identite´ biline´aire de Riemann [52] explicite cette de´pendance.
Soient ω1 et ω2 deux formes me´romorphes sur la surface Σ et un point p0 arbitraire.
Conside´rons la fonction Φ1 de´finie sur le domaine fondamental par
Φ1(p) =
∫ p
p0
ω1 (8-44)
ou` le chemin d’inte´gration reste a` l’inte´rieur du domaine fondamental.
On a alors l’identite´ biline´aire de Riemann :
Res
p→tous les poles
Φ1(p)ω2(p) =
1
2ipi
g∑
i=1
∮
Ai
ω1
∮
Bi
ω2 −
∮
Bi
ω1
∮
Ai
ω2. (8-45)
En particulier, pour ω1(p) = B(p, q), on obtient :
Res
p→tous les poles
dSp,p0(q)ω(p) = −
g∑
i=1
dui(q)
∮
Ai
ω (8-46)
ainsi que :
ω(q) = Res
p→poles deω
dSp,p0(q)ω(p) +
g∑
i=1
dui(q)
∮
Ai
ω. (8-47)
De´composition de ydx sur les modules de la structure complexe.
En utilisant l’e´quation biline´aire de Riemann Eq. (8-47), on peut re´e´crire ydx de
manie`re a` faire apparaˆıtre explicitement les modules de la courbe E :
ydx =
∑
i,j
tj,iBj,i +
∑
i
t0,idSαi,o + 2ipi
∑
i
idui (8-48)
avec
Bj,i(p) = − Res
q→αi
B(p, q)zαi(q)
j. (8-49)
Cette de´composition est tre`s utile puisqu’elle nous permet de reporter toute variation
des modules introduits jusqu’ici en une variation de la forme diffe´rentielle ydx seule.
Briques e´le´mentaires.
A partir de ces fonctions, on de´finit deux e´le´ments qui seront la base de la re´solution
des e´quations de boucles. Pour un point p ∈ Σ quelconque et un point q proche d’un
point de branchement ai (i.e. tel que l’on puisse de´finir un point conjugue´ q.), on de´finit
les formes diffe´rentielles :
ω(q) := (y(q)− y(q))dx(q) (8-50)
et
dEq(p) =
1
2
∫ q
q
B(., p) (8-51)
ou` le chemin d’inte´gration reste dans un voisinage du point de branchement ai.
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Fonction tau de Bergmann.
La fonction tau de Bergmann, τBx, a e´te´ introduite dans [75, 76, 45] pour l’e´tude
des espaces de Hurwitz et de la premie`re correction de l’e´nergie libre des mode`les de
matrices. Elle est de´finie de manie`re unique par les contraintes :
∂ ln (τBx)
∂x(ai)
= Res
p→ai
B(p, p)
dx(p)
(8-52)
pour tout point de branchement ai. La formule variationnelle de Rauch [96] assure que
le membre de droite est une forme ferme´e et donc que cette de´finition n’est pas caduque.
Cependant, notons que cette fonction est de´finie a` une constante multiplicative pre`s
qui ne jouera aucun roˆle dans la suite.
8.2 Proprie´te´s de la courbe spectrale du mode`le a` deux ma-
trices.
Dans ce paragraphe nous allons nous attarder sur les proprie´te´s particulie`res de la
courbe spectrale classique d ’un mode`le a` deux matrices dont nous rappelons la forme :
E2MM(x, y) = (V ′1(x)− y)(V ′2(y)− x) + P (x, y) (8-53)
ou` V1 et V2 sont des polynoˆmes de degre´s respectifs d1 + 1 et d2 + 1 et P (x, y) est un
polynoˆme en ses deux variables de degre´ d1 − 1 en x et d2 − 1 en y.
Polytope de Newton.
Le de´veloppement de E2MM peut s’e´crire :
E2MM = td1xd1+1 + t˜d2yd2+1 + xd1(td1V ′2(y) + td1−1) + yd2(t˜d2V ′1(x) + t˜d2−1) + P (x, y).
(8-54)
Il est alors clair que P (x, y) est contenu strictement a` l’inte´rieur du polytope et que ce
dernier prend la forme repre´sente´e dans la figure (2.4).
La simple lecture de ce polytope nous permet de conclure que la surface de Riemann
correspondante a un genre g majore´ par
g ≤ d1d2 − 1. (8-55)
On peut e´galement voir que sa frontie`re est compose´e de deux segments, donc la forme
ydx a deux poˆles dont nous e´tudions les proprie´te´s dans le paragraphe suivant.
Points a` l’infini.
Il y a deux points a` l’infini sur la surface Σ, c’est-a`-dire deux points qui sont des
poˆles de la fonction meromorphe x(p) ou de y(p) :
– L’un, note´ ∞x, est un poˆle simple pour x(p) et de degre´s d1 pour y(p) (on peut
le voir d’apre`s le facteur y − V ′1(x) dans E2MM par exemple) ;
– L’autre, note´∞y, est un poˆle simple pour y(p) et de degre´s d2 pour x(p) (d’apre`s
le facteur x− V ′2(y) dans E2MM).
Si l’on s’inte´resse maintenant a` la structure de poˆles de la forme diffe´rentielle ydx,
on voit qu’elle a un poˆle de degre´s d1 + 2 en ∞x et de degre´s d2 + 2 en ∞y.
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Fig. 2.4 – Polytope de Newton de E2MM . Les parties hachure´es mettent en valeur les
contributions des diffe´rents termes, P (x, y) et V ′1(x)V
′
2(y) respectivement. La partie
non hachure´e correspond a` la contribution exclusive de xV ′1(x) + yV
′
2(y).
Structure en feuillets.
Nous nous inte´ressons dans ce paragraphe a` la structure en feuillets en x, c’est a`
dire que nous fixons la variable complexe x dans l’e´quation alge´brique E2MM(x, y) = 0
et regardons les diffe´rentes solutions correspondantes en y.
De manie`re ge´ne´rique E2MM(x, y) = 0 a d2 + 1 solutions en y. Il existe donc d2 + 1
points {pi}i=0...d2 de la surface alge´brique compacte Σ se projetant sur un meˆme point
x = x(pi) dans le plan complexe : il y a d2 + 1 feuillets en x, chacun e´tant associe´ a`
un pi diffe´rent. Chaque exposant se re´fe`rera donc a` partir de maintenant a` un feuillet.
Ces feuillets ne sont cependant pas tous e´quivalents. En effet, l’un de ces feuillets est
caracte´rise´ par le fait qu’il contient le point ∞x alors que tous les autres feuillets se
rejoignent en ∞y. On appelle feuillet physique le feuillet contenant ∞x et on lui
associe l’exposant 0. Nous expliquerons cette de´nomination dans la partie 9.1.
Cas particulier : Courbe de genre 0.
Si l’on est inte´resse´ par la combinatoire des cartes portant une structure de spin,
on se place dans le cadre de´crit dans la partie 4 et la courbe E2MM est alors de genre
nul. Il n’y a alors plus de fraction de remplissage i ni de base de cycles (A,B). Ce cas
correspond vraiment a` traiter un mode`le d’Ising sur surface ale´atoire.
La condition de genre 0 assure e´galement que l’on peut trouver une parame´trisation
rationnelle de la courbe E2MM(x, y). Cela signifie que l’on peut trouver deux fonctions
rationnelles P (z) et Q(z) de´finies dans le plan complexe telles que :
∀ z ∈ C , E2MM(P (z), Q(z)) = 0. (8-56)
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x
y
Fig. 2.5 – La structure en feuillets en x de E2MM fait apparaˆıtre un unique feuillet
contenant ∞x alors que les quatre autres (en grise´) contiennent ∞y. On a repre´sente´
ici l’exemple d’une surface de genre 0 par souci de simplicite´, mais le meˆme type de
description s’applique bien suˆr a` des surfaces de genre plus e´leve´.
On repre´sente donc E2MM par cette parame´trisation :
E2MM :=
{
x = P (z)
y = Q(z)
(8-57)
De´s lors, toute fonction et diffe´rentielle sur Σ s’exprime simplement en termes de ces
fonctions rationnelles. En particulier le noyau de Bergmann est donne´ par :
B(z1, z2) =
P ′(z1)P ′(z2)dz1dz2
(P (z1)− P (z2))2 (8-58)
ou` P ′(z) est la de´rive´e de la fonction rationnelle P (z) par rapport a` sa variable complexe
z.
9 De´veloppement topologique du mode`le a` deux
matrices.
Dans cette partie, nous allons montrer comment on peut calculer tous les termes
du de´veloppement topologique de n’importe quelle fonction de corre´lation du mode`le a`
deux matrices hermitiennes, y compris l’e´nergie libre. Nous ne pre´senterons ici que les
re´sultats avec parfois des ide´es des de´monstrations, les preuves comple`tes e´tant assez
techniques et e´crites dans nos articles avec L. Chekhov et B. Eynard [II][III].
Nous allons pre´senter les re´sultats par ordre de complexite´ croissante :
– Dans un premier temps, nous montrons comment de´finir une courbe spectrale
semi-classique a` partir des corrections en 1
N2
de la courbe spectrale classique ;
– Nous verrons ensuite comment celle-ci nous permet de calculer tout le
de´veloppement topologique des fonctions de correlation simples ;
– L’introduction d’un nouvel ope´rateur nous permet alors de remonter jusqu’au
de´veloppement topologique de l’e´nergie libre ;
– Enfin, nous pre´senterons une formule permettant le calcul de n’importe quelle
fonction de corre´lation a` n’importe quel ordre de correction en 1
N2
.
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9.1 De´finitions, solutions des e´quations de boucles et feuillet
physique.
Comme nous l’avons vu plus toˆt dans la partie 7.1 consacre´e a` l’e´quation de boucles
maˆıtresse, la re´solution des e´quations de boucles donne ge´ne´ralement plusieurs solutions
pour les fonctions de corre´lation : ce sont donc des fonctions multivalue´es du plan
complexe. Dans toute la suite, nous allons re´soudre les e´quations de boucles en e´tudiant
les fonctions de corre´lations comme des diffe´rentielles sur la courbe spectrale classique
ou` elles sont monovalue´es. Le fait que ces dernie`res donnent lieu a` plusieurs solutions
diffe´rentes dans le plan complexe vient alors tout simplement de la structure en feuillets
(que ce soit en x ou en y) de la surface de Riemann. En effet, pour une valeur complexe
de x(p) ou de y(p), il existe plusieurs points p correspondant sur la courbe E2MM ,
chacun d’eux induisant une valeur diffe´rente pour les fonctions de corre´lation.
Cependant, en revenant a` la de´finition meˆme de ces objets, on peut se´lectionner
la solution physiquement (ou combinatoirement) inte´ressante. En effet, les fonctions
de corre´lation sont des se´ries ge´ne´ratrices valables uniquement comme se´ries formelles
quand leur parame`tre de de´veloppement x (resp. y) tend vers l’infini avec un pole
simple23. Or, parmi les diffe´rents ante´ce´dents pi de x(p) (resp. p˜j de y(p)), un seul
satisfait cette condition : c’est l’ante´ce´dent se trouvant dans le feuillet physique en x,
p0 (resp. le feuillet physique en y, p˜0), expliquant ainsi cette de´nomination.
De´s a` pre´sent, et ce tout au long de ce chapitre, le terme fonction de corre´lation
ne se rapportera plus aux fonctions complexes H
(h)
k;l;m de´finies plus haut mais aux
diffe´rentielles
H
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) (9-1)
dont les arguments {pi,j, qi,j}kij=1 pour i = 1, . . . , k, {pi}li=1 et {qi}mi=1 sont des points de
la surface de Riemann Σ et satisfaisant la condition
H
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) =
H
(h)
k;l;m(Sk1 , . . . , Ski ; x(pL); y(qM))
∏
dx(pi,j) dy(qi,j) dx(pi) dy(qj)
+δh,0δl,0δm,0δi,1δk1,1dx(p1,1)dy(q1,1)
+δh,0δi,0δk,2δl,0
dx(p1)dx(p2)
(x(p1)− x(p2))2
+δh,0δi,0δk,0δl,2
dy(q1)dy(q2)
(y(q1)− y(q2))2
(9− 2)
pour des arguments p dans le feuillet physique en x et q dans le feuillet physique en y.
On notera e´galement les fonctions de corre´lation simples :
W
(g)
k,l := H
(g)
0;k;l. (9-3)
Dans la suite, nous allons donc calculer ces fonctions de corre´lation en n’importe
quel point de la surface de Riemann, mais il ne faudra pas oublier que l’on n’obtient
de valeur physique que pour des arguments dans leurs feuillets physiques respectif.
23Cette condition est souvent re´sume´e par le comportement asymptotique de la re´solvante :
W1,0(x) ∼ 1x +O(x−2) quand x→∞.
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On introduit finalement les fonctions auxiliaires suivantes :
U˜
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) := Polx(p1,1)V
′
1(x(p1,1))H
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM), (9-4)
U
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) := Poly(q1,k)V
′
2(y(q1,k))H
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) (9-5)
et
P
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) := Polx(p1,1)V
′
1(x(p1,1))U
(h)
k;l;m(Sk1 , . . . , Ski ; pL; qM) (9-6)
qui sont des polynoˆmes respectivement en x(p1,1), y(q1,k) et x(p1,1) et y(q1,k).
9.2 Quelques proprie´te´s des fonctions de corre´lation.
Dans ce paragraphe nous re´sumons quelques proprie´te´s importantes des fonctions
de corre´lation.
Lemme 9.1 Les fonctions de corre´lation simples ont toute des inte´grales nulles autour
des cycles A : ∫
p∈A
W
(h)
k+1;l(p,pK; qL) = 0 (9-7)
pour tout k + l + h > 0.
Cette proprie´te´ vient directement du fait que les fractions de remplissage i sont les
inte´grales de ydx et donc de W
(0)
1;0 sur ces cycles et qu’elles sont inde´pendantes des
coefficients des potentiels V1 et V2.
Lemme 9.2 Les fonctions de corre´lation simples W
(h)
k+1;l(p,pK; qL) ont des poˆles seule-
ment aux points de branchement p→ ai.
Ce re´sultat s’obtient par re´currence graˆce aux e´quations de boucles.
Un autre re´sultat classique donne la fonction a` deux points de genre 0 comme une
fonction fondamentale sur la courbe spectrale clasique :
Lemme 9.3 La fonction a` deux points de genre 0 est le noyau de Bergmann sur la
courbe spectrale E :
W
(0)
2;0 (p, q) = W
(0)
0;2 (p, q) = −W (0)1;1 (p; q) = B(p, q).
(9-8)
Ce re´sultat est fondamental puisqu’il nous servira de base dans toute la suite. Nous nous
servirons de cette fonction a` deux points comme donne´e initiale pour une re´solution
par re´currence.
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9.3 Courbe spectrale comple`te.
Reprenons l’e´quation de boucle maitresse Eq. (7-11), mais conservons le terme
correctif en 1
N2
:
E(x, Y (x)) =
1
N2
U(x, Y (x);x) (9-9)
avec
E(x, y) = E2MM(x, y) +
∞∑
g=1
N−2gE(g)(x, y). (9-10)
On peut montrer que les deux fonctions E et U apparaissant dans cette e´quation
peuvent s’e´crire :
The´ore`me 9.1
E(x(p), y) = −t˜d2+1 ”
〈
d2∏
i=0
(y − V ′1(x(pi)) + ~Tr
1
x(pi)−M1 )
〉
”
(9-11)
et
U0(p, y) = −t˜d2+1 ”
〈
d2∏
i=1
(y − V ′1(x(pi)) + ~Tr
1
x(pi)−M1 )
〉
”. (9-12)
ou` les guillemets ” 〈.〉 ” signifient que chaque fois que l’on rencontre une fonction a`
deux points en de´veloppant en cumulants, on la remplace par
W2,0(x, x
′) :=
〈
Tr
1
x−M1 Tr
1
x′ −M1
〉
+
1
(x− x′)2 . (9-13)
Ce re´sultat est obtenu simplement en montrant que Eq. (9-9) a une unique solution,
e´tant donne´es les proprie´te´s de U et E, et que les formules donne´es dans le the´ore`me
sont effectivement solutions ( voir [III]pour plus de de´tails).
A priori cette formule de´finit une fonction E(x(p), y) polynoˆmiale en y mais dont
le comportement en son autre variable p est moins e´vident : sa syme´trie sur tous les
feuillets pi permet juste de conclure qu’il s’agit d’une fonction rationnelle de x(p).
Ne´anmoins, une e´tude approfondie de la structure de ses poˆles permet de ve´rifier qu’il
s’agit bien d’un polynoˆme en x(p) [III]. On peut meˆme aller plus loin et de´montrer
que
Lemme 9.4 E(x, y) est syme´trique dans le roˆle de x et y :
E(x(p), y(q)) = −t˜d2+1 ”
〈
d2∏
i=0
(y(q)− V ′1(x(p)) + ~Tr
1
x(pi)−M1 )
〉
”
= −td1+1 ”
〈
d1∏
i=0
(x(p)− V ′2(y(q)) + ~Tr
1
y(q˜i)−M2 )
〉
”.
(9− 14)
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Cette proprie´te´, tre`s forte a` premie`re vue, est tout a` fait naturelle. En effet, la
courbe spectrale, qu’elle soit classique ou semi-classique, est obtenue par la de´rivation
d’e´quations de boucles par changement de variable dans l’inte´grale matricielle. Nous
avons ici choisi d’effectuer le changement δM1 :=
1
x−M1
V ′2(y)−V ′2(y)
y−M2 brisant la syme´trie
naturelle du mode`le en M1 et M2. Mais nous aurions tout aussi bien pu conside´rer le
changement de variable δM2 :=
V ′1(x)−V ′1(M1)
x−M1
1
y−M2 pour obtenir la meˆme information a`
travers une autre courbe spectrale correspondant a` la premie`re par l’e´change des roˆles
respectifs de x et de y. De´ja` au niveau classique la courbe est explicitement syme´trique :
E2MM(x, y) = (V ′1(x)− y)(V ′2(y)− x) + P (0)(x, y). (9-15)
Il n’est donc pas surprenant que cette syme´trie se retrouve dans tout le de´veloppement
topologique de cette courbe spectrale qui contient toute l’information ne´ce´ssaire a` la
re´solution du mode`le (mis a` part un petit nombre de parame`tres : les fractions de
remplissage).
9.4 Fonctions de corre´lation simples et repre´sentation dia-
grammatique.
Premie`re relation de re´currence.
Sachant que E(x, y) est un polynoˆme en ses deux variables, e´tudions un a` un les
coefficients des diffe´rentes puissances de y et en rappelant que
E(x, y) = (V ′1(x)− y)(V ′2(y)− x) + P (x, y) (9-16)
ou` P (x, y) est une se´rie formelle en 1
N2
dont chacun des termes est un polynoˆme en x et
en y. A l’ordre h dans le de´veloppement topologique de cette e´quation, le de´veloppement
en y → ∞ des membres de gauche et de droite de cette e´quation donnent les e´galite´s
suivantes :
– Coefficient de yd2+1 : Le re´sultat est une e´galite´ triviale du type ”0 = 0”.
– Coefficient de yd2 : On obtient une e´quation liant fortement les diffe´rents
feuillets et tre`s utile dans toute la suite :
∀h ≥ 1,
d2∑
i=0
W
(h)
1,0 (p
i) = 0. (9-17)
– Coefficient de yd2−1 : On obtient cette fois-ci une e´quation biline´aire :
2
d2∑
i=0
y(pi)W
(h)
1,0 (p
i)dx(p) =
=
d2∑
i=0
h−1∑
m=1
W
(m)
1,0 (p
i)W
(h−m)
1,0 (p
i) +
d2∑
i=0
W
(h−1)
2,0 (p
i, pi) + 2Q(h)(x(p)) (dx(p))2
(9-18)
ou` Q(x) =
∑
h
N−2hQ(h)(x) := 1
N
〈
Tr
V ′1(x)−V ′1(M1)
x−M1
〉
est un polynoˆme en x de
degre´ d1 − 1.
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Etant donne´es les inte´grales sur les cycles Ai des fonctions de corre´lation :
∀ (i, k, h),
∮
p∈Ai
W
(h)
k+1,0(p,pK) = 0 (9-19)
et la structure de poˆles de ces dernie`res de´crite par le lemme 9.2, on peut en
de´duire
W
(h)
1,0 (q) = −
∑
i
Res
p→ai
dEp(q)(W
(h−1)
2,0 (p, p) +
∑h−1
m=1 W
(m)
1,0 (p)W
(h−m)
1,0 (p))
(y(p)− y(p))dx(p)
=
∑
i
Res
p→ai
dEp(q)(W
(h−1)
2,0 (p, p) +
∑h−1
m=1 W
(m)
1,0 (p)W
(h−m)
1,0 (p))
(y(p)− y(p))dx(p) .
(9− 20)
On a ainsi exprime´ la fonction de corre´lation a` un point de genre h en termes
de fonctions de corre´lation de genres moins e´leve´s. Cependant, ce syste`me d’e´quations
n’est e´videmment pas ferme´ puisqu’il ne donne pas acce`s aux fonctions a` plusieur points
ne´cessaires a` la construction d’une re´currence. Pour fermer ce syste`me, il faut donc eˆtre
capable de passer de W
(h)
k,0 a` W
(h)
k+1,0.
Ope´rateur d’insertion de boucle.
Ces ope´rateurs faisant passer de Wk,l a` Wk+1,l et Wk,l+1 sont connus et e´tudie´s
depuis longtemps : ce sont les ope´rateurs d’insertion de boucle introduits dans Eq. (2-4)
permettant d’obtenir toutes les fonctions de corre´lation simples lorsqu’ils sont applique´s
successivement sur l’e´nergie libre (voir Eq. (2-5)).
Ainsi pour obtenir toutes les fonctions de corre´lation a` partir de la fonction a` un
point, il suffit de savoir comment ces ope´rateurs agissent sur les diffe´rents e´le´ments com-
posant les re`gles de re´curence. Nous n’aurons donc besoin que de deux proprie´te´s de´ja`
bien connues de l’ope´rateur ∂
∂V1
, a` savoir son action sur les fonctions fondamentales :
∂y(p)
∂V1(x(r))
dx(r) = −B(p, r)
dx(p)
(9-21)
et
∂B(p, q)
∂V1(x(r))
dx(r) =
∑
α
Res
ξ→µα
2dEξ(q)B(p, ξ)B(ξ, r)(
y(ξ)− y(ξ)) dx(ξ)
=
∑
α
Res
ξ→µα
dEξ(q)
[
B(p, ξ)B(ξ, r) +B(r, ξ)B(ξ, p)
](
y(ξ)− y(ξ)) dx(ξ) .
(9− 22)
En appliquant cet ope´rateur plusieurs fois sur Eq. (9-20), on obtient un ensemble
de relations de re´currence ferme´ :
The´ore`me 9.2
W
(h)
k+1,0(q, pK) =
∑
α Res p→µα
dEp,p(q)
(y(p)−y(p)) dx(p)
(
W
(h−1)
k+1,0 (p, p, pK)+
+
∑
j,mW
(m)
j+1,0(p, pJ)W
(h−m)
k+1−j,0(p, pK−J)
)
,
(9-23)
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La de´monstration tient au fait que cette re`gle est stable sous l’application de ∂
∂V1
.
Repre´sentation de la re`gle de re´currence.
Ces relations de re´currence peuvent eˆtre repre´sente´es de manie`re diagrammatique
permettant une meilleure compre´hension du re´sultat. Pour ce faire, on reprend les
repre´sentations des fonctions de corre´lations sous forme diagrammatique introduites
dans la partie 4.
Commenc¸ons par repre´senter la fonction de corre´lation W
(g)
k,0 (pK) par une surface de
genre g avec k pattes marque´es par les points {pi}i=1...k par analogie avec les surfaces
qu’elle ge´ne`re :
W
(g)
k+1,0(p,pK) :=
(g)
p
p
p
p
1
2
k
. (9-24)
La fonction a` deux points de genre 0, W
(0)
2,0 (p, q), est alors une sphe`re a` deux pattes :
on la repre´sente plus simplement par une areˆte non-oriente´e joignant p et q :
W
(0)
2,0 (p, q) := p q = B(p, q). (9-25)
Introduisons un dernier e´le´ment graphique compose´ d’une areˆte oriente´e allant d’un
point p vers un vertex trivalent dont les deux autres pattes sont associe´es a` q et q
respectivement : ∑
i
Res
q→ai
dEq(p)
ω(q)
:=
q
q
p . (9-26)
On repe`re par un point la patte correspondant a` q et on la de´nommera enfant droit
dans toute la suite pour la diffe´rencier de l’enfant gauche associe´ a` q.
La relation de re´currence Eq. (9-23) est alors repre´sente´e par
= + . (9-27)
Sous cette forme, il est clair que l’ensemble des relations de re´currence Eq. (9-23) forme
un syste`me triangulaire puisqu’a` chaque e´tape on re´duit soit le nombre de ”trous” dans
la surface ou le nombre de pattes (ou les deux). Ainsi, apre`s un nombre fini d’e´tapes,
on sera re´duit au calcul de la fonction a` deux points W
(0)
2,0 qui est de´ja` connue.
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Remarque 9.1 Cette repre´sentation diagrammatique est e´galement pratique pour expli-
quer comment passer de la relation pour la fonction a` un point a` la re`gle de re´currence
ge´ne´rale. En effet, il suffit de voir comment l’ope´rateur d’insertion de boucles agit sur les
diffe´rents e´le´ments de cette me´thode diagrammatique.
Par de´finition, l’ope´rateur d’insertion de boucle ajoute une patte a` n’importe quel objet
a` k pattes et g trous :
∂
∂V1(q)
(g)
p
p
p
p
1
2
k
=
(g)
p
p
p
p
1
2
k
q
. (9-28)
Les proprie´te´s Eq. (9-21) et Eq. (9-22) permettent quant a` elles de de´terminer comment
l’ope´rateur d’insertion de boucles agit sur le vertex :
dx(r)
∂
∂V1(x(r))
q p =
+
.
(9-29)
Il est alors facile de ve´rifier que si l’on applique ∂∂V1 a` l’e´quation Eq. (9-27) de´finissant W
(g)
k+1,0,
on obtient bien l’e´quation donnant W (g)k+2,0.
Re´sultat de la re´ccurence.
En ite´rant 2g+k−2 fois la relation de re´currence pour le calcul de W (g)k,0 , on obtient
une expression exacte de W
(g)
k,0 comme somme sur un ensemble de diagrammes trivalents
a` g boucles et k pattes dont le poids est donne´ par les re`gles pre´ce´dentes :
The´ore`me 9.3 Pour tout k ≥ 0 et tout g ≥ 0 tels que 2g+ k− 2 ≥ 1 et tout ensemble
de points {p, p1, . . . , pk} ∈ Σk+1, la fonction de corre´lation a` k + 1 points de genre g
est donne´e par :
W
(g)
k+1,0(p,pK) =
∑
G∈Ggk(p,pK)
P(G)
(9-30)
ou` Ggk(p,pK) est l’ensemble des graphes connexes trivalents de´finis par les contraintes :
1. ils comportent 2g + k − 1 vertex trivalents que l’on appelle vertex ;
2. ils comportent un unique vertex monovalent marque´ par le point p appele´ racine ;
3. ils comportent k vertex monovalents marque´s par p1, p2, . . . , pk appele´s feuilles
du graph ;
4. il sont constitue´s de 3g + 2k − 1 areˆtes ;
5. les areˆtes peuvent eˆtre soit oriente´es par une fle`che soit non oriente´es. Il y a
k + g areˆtes non oriente´es ;
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6. l’areˆte partant de la racine p est oriente´e par une fle`che partant de p ;
7. les areˆtes partant des feuilles p1, . . . , pk ne sont pas oriente´es ;
8. les areˆtes oriente´es forment un ”squelette d’arbre binaire planaire couvrant24”.
L’orientation des areˆtes va de la racine vers les feuilles munissant le graphe d’un ordre
partiel sur les vertex ;
9. parmi les k+ g areˆtes non oriente´es, k d’entre elles lient un vertex a` une feuille
et les g autres lient deux vertex trivalents entre eux. Deux vertex trivalents peuvent eˆtre
lie´s entre eux seulement si ils sont comparable selon l’ordre fournit par les fle`ches25 ;
10. si les enfants d’un vertex sont une areˆte oriente´e et une areˆte non oriente´e, alors
l’areˆte oriente´e est l’enfant de gauche. Cette pre´scription ne s’applique que si l’areˆte
non oriente´e lie ce vertex a` l’un de ses descendants (et non a` l’un de ses parents).
et le poids P(G) d’un graphe G est donne´ par les re`gles suivantes :
– On marque tout vertex trivalent du graphe par un point courant ri de Σ et on
associe ri a` son enfant de gauche et ri a` son enfant de droite. Toute areˆte relie
alors deux points de la surface Σ ;
– A une areˆte non oriente´e liant r et r′, on associe le facteur B(r, r′) ;
– A toute areˆte oriente´e allant de r vers r′, on associe le facteur dEr′ (r)
(y(r′)−y(r′))dx(r′) ;
– Suivant les fle`ches en sens inverse (des feuilles vers la racine), a` chaque vertex
r, on calcule la somme sur tous les points de branchement ai des re´sidus quand
r → ai :
∑
i
Res
r→ai
26.
– Apre`s avoir calcule´ l’ensemble de ces re´sidus, on obtient le poids du graphe.
Graˆce a` ce the´ore`me, on a une me´thode rapide, simple et aise´e a` se souvenir pour
calculer n’importe quel terme dans le de´veloppement topologique des fonctions de
corre´lation simples Wk,0, c’est-a`-dire les fonctions ge´ne´ratrices des surfaces discre´tise´es
avec k bords sans ope´rateurs de bords de genre quelconque. Cette technique est simple
car elle ne ne´cessite qu’une fonction de base et le calcul de re´sidus, i.e. le de´veloppement
de Taylor du noyau de Bergmann au voisinage des points de branchement. Elle est
e´galement rapide car elle ne´cessite le calcul d’un nombre tre`s restreint de termes et est
facile a` programmer pour une re´solution informatique.
Remarque 9.2 Par construction les quantite´s ainsi de´finies sont bien syme´trique en toutes
leurs variables sauf la premie`re. Il est cependant possible de montrer qu’elles sont en fait
heureusement bien syme´triques en toutes leurs variables comme attendu.
24Un squelette d’arbre binaire est un arbre binaire dont on a ote´ toutes les feuilles, i.e. un arbre dont
les vertex ont pour valence 1, 2 ou 3. La condition de planarite´ signifie que les enfants droit (marque´
par un point) et gauche (non marque´) d’un vertex ne sont pas e´quivalents. Enfin, le fait que l’arbre
soit couvrant signifie qu’il passe par tous les vertex.
25 C’est-a`-dire si on peut aller de l’un a` l’autre en suivant des areˆtes oriente´s suivant leur orientation.
Dans ce cas le vertex de de´part est appele´ parent et le vertex d’arrive´e descendant.
26Notons que ceci donne un sens au poids donne´ aux areˆtes fle´che´es ainsi qu’au choix d’associer r a`
l’un des enfants de chaque vetex. En effet, l’application p→ p n’est de´finie localement qu’au voisinage
des points de branchement. On peut ve´rifier qu’ici cette application ne sera invoque´e que pour des
points marquant un vertex et donc proches d’un point de branchement.
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Ces graphes ainsi que les poids qui leur sont associe´s ont d’autres proprie´te´s peu e´videntes
a` premie`re vue et nous les discuterons dans le chapitre 5.
Remarque 9.3 Comment construire de manie`re pratique les graphes correspondant a` la
fonction a` k + 1 points de genre g ?
– On commence par tracer tous les arbres enracine´s en p possibles compose´s de 2g+k−1
areˆtes et 2g + k vertex de valence 1, 2 ou 3 avec la contrainte que la racine soit un
vertex de valence 1.
– On oriente ensuite toutes les areˆtes en partant de la racine.
– On branche de toutes les manie`res possibles les k areˆtes correspondant aux feuilles
p1, . . . , pk sur les vertex de manie`re a` ce que leur valence ne de´passe toujours pas 3.
– On comple`te le graph en branchant g areˆtes non oriente´es de manie`re a` ce que tous les
vertex aient valence 3 en interdisant aux areˆtes de relier deux vertex non comparables.
– Il ne reste plus qu’a` marquer de toutes les manie`res non e´quivalentes possibles les
enfants droits et gauches en suivant la pre´scription 10.
Etudions explicitement les premiers exemples :
Exemple 9.1 Commenc¸ons par le calcul de W (0)3,0 (p, p1, p2) et donc la construction des
e´le´ments de G03(p, p1, p2). On repre´sente tous les arbres enracine´s a` 2 vertex et 1 areˆte,
oriente´s depuis la racine p :
p (9-31)
On ajoute ensuite les deux feuilles p1 et p2 :
p
p1
p2
(9-32)
On marque finalement l’enfant droit et l’enfant gauche :
W
(0)
3,0 (p, p1, p2) = P
 p
p1
p2
+ P
 p
p1
p2
 . (9-33)
Calculons le poids du premier graphe. Notons r la variable d’inte´gration associe´e a` l’unique
vertex trivalent de ce graphe. Les trois areˆtes le composant ont alors pour poids respectifs
B(r, p1), B(r, p2) et
dEr(p)
(y(r)−y(r))dx(r) . Donc
P
 p
p1
p2
 = ∑
i
Res
r→ai
dEr(p)
(y(r)− y(r))dx(r)B(r, p1)B(r, p2), (9-34)
ce qui donne finalement :
W
(0)
3,0 (p, p1, p2) =
∑
i
Res
r→ai
dEr(p)
(y(r)− y(r))dx(r) [B(r, p1)B(r, p2) +B(r, p2)B(r, p1)] . (9-35)
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De la meˆme manie`re, il est facile de construire le seul e´le´ment de G11 et d’obtenir :
W
(1)
1 (p) =
p
= Res
q→a
dEq(p)
ω(q)
B(q, q).
(9− 36)
Etudions un dernier exemple : W (2)1,0 (p).
La premie`re e´tape de la construction donne :
p , p . (9-37)
On comple`te alors les vertex par des areˆtes non oriente´es de manie`re a` ce qu’ils soient tous
trivalents. De´ja` ici, la prescription 9) interdit une possibilite´.
p ,
p
, p . (9-38)
Il reste alors a` spe´cifier les enfants droits et gauches en respectant la contrainte 10) :
p ,
p
, p
p
, p .
(9-39)
Ce qui s’e´crit en indiquant l’enfant droit par un point :
p , p , p
p , p
(9-40)
On peut remarquer que sans les contraintes 9) et 10), on aurait obtenu 13 graphes diffe´rents
au lieu de 5.
84 CHAPITRE 2. MODE`LE A` DEUX MATRICES HERMITIENNES.
Ceci nous donne la valeur de la fonction a` un point de genre 2 :
W
(2)
1 (p) = Resq→a Resr→a Ress→a
dEq(p)
ω(q)
dEr(q)
ω(r)
dEs(q)
ω(s)
B(r, r)B(s, s)
+ Res
q→a Resr→a Ress→a
dEq(p)
ω(q)
dEr(q)
ω(r)
dEs(r)
ω(s)
B(r, q)B(s, s)
+ Res
q→a Resr→a Ress→a
dEq(p)
ω(q)
dEr(q)
ω(r)
dEs(r)
ω(s)
[B(q, r)B(s, s)
+B(s, q)B(s, r) +B(s, q)B(s, r)]
(9− 41)
9.5 De´veloppement topologique de l’e´nergie libre.
On a maintenant une expression exacte pour tous les W
(g)
k,0 avec k > 0 a` partir
des W
(g)
1,0 graˆce a` l’ope´rateur d’insertion de boucles
∂
∂V1
. Pour obtenir les termes du
de´veloppement topologique de l’e´nergie libre F (g), pouvant eˆtre vus comme les W
(g)
0,0 ,
il faut eˆtre capable de passer de W
(g)
k+1,0 a` W
(g)
k,0 , c’est-a`-dire trouver l’ope´rateur inverse
de ∂
∂V1
dans la base des W
(g)
k,0 .
Inversion de l’ope´rateur d’insertion de boucles.
Definition 9.1 Soit l’ope´rateur Hx tel que pour toute diffe´rentielle me´romorphe φ :
Hx.φ := Res∞x
V1(x)φ− Res∞y (V2(y)− xy)φ+
∫ ∞y
∞x
φ+
∑
i
i
∮
Bi
φ.
(9-42)
Son action sur les fonctions de corre´lation est de´crite par
The´ore`me 9.4 Pour tout h ≥ 0 et k ≥ 0 :
Hx.W
(h)
k+1,0(.,pK) = (2− k − 2h)W (h)k,0 (pK). (9-43)
ou` l’on a adopte´ la notation :
W
(h)
0,0 := −F (h). (9-44)
Corollaire 9.1 Pour tout h ≥ 0 et k ≥ 0 et une primitive quelconque de ydx :
φ :=
∫
ydx, (9-45)
on a
Res
q→a
φ(q)W
(h)
k+1(q,pK) = (2− 2h− k)W (h)k (pK). (9-46)
Preuve:
La de´monstration comple`te de ce the´ore`me est donne´e dans [III]. Je ne vais pre´senter
ici qu’une ide´e de celle-ci en e´vitant les de´tails techniques.
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On peut tout d’abord remarquer que si les graphes composant W
(h)
k+1,0 ont plusieurs
pattes externes, on peut choisir d’agir sur l’une des feuilles plutoˆt que sur la racine.
Etudions alors comment Hx agit sur les diffe´rents e´le´ments composant les dia-
grammes. On peut montrer que l’on a :
Hx
q
r
p
+
Hx
q
r
p
= − q p (9-47)
et
Hx
q
r
p
= 0. (9-48)
On peut alors en de´duire que
Hx.W
(h)
k+1,0(.,pK) = Hx.
∂
∂V1
W
(h)
k,0 (pK) = (2− k − 2h)W (h)k,0 (pK). (9-49)
ou` le facteur combinatoire 2h+ k− 2 vient du fait qu’il y a 2h+ k− 2 areˆtes oriente´es
composant les diagrammes de W
(h)
k,0 et donc autant de possibilite´s de faire apparaˆıtre
une nouvelle patte externe par l’action de ∂
∂V1
que l’on fait ensuite disparaitre par Hx.
La formule pour e´nergie libre
(2− 2h)F (h) = −Hx.W (h)1,0 (9-50)
est obtenue en montrant qu’elle redonne bien la fonction a` un point sous l’action de
∂
∂V1
.
Le corrolaire est obtenus par des combinaisons d’inte´grations par partie et de chan-
gement de contours d’inte´gration. 
Expression de F (g) pour g > 1.
Ce the´ore`me nous donne donc acce`s a` une formule explicite pour n’importe quel
terme du de´veloppement topologique de l’e´nergie libre sauf le terme sous-dominant,
c’est-a`-dire la premie`re correction en 1
N2
:
(2− 2h)F (h) = −Hx.W (h)1,0 .
(9-51)
En effet, pour h = 1, le facteur combinatoire s’annule et cette e´quation ne nous donne
aucune information quant a` la forme de F (1).
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Expression de F (0).
Pour ce qui est de F (0), sa valeur est connue depuis longtemps (voir par exemple
[17]) sous la forme :
2F (0) = Res
∞x
(V1(x) + V2(y)− xy) ydx+ T
∫
−
∞y
∞x
ydx+
∑
i
i
∮
Bi
ydx
(9-52)
i.e
2F (0) = Hx.ydx. (9-53)
Cette formulation correspond a` la de´finition :
W
(0)
1,0 := −ydx (9-54)
naturelle lorsque l’on conside`re l’ordre dominant de la de´finition :
Y dx = V ′1 −W1,0. (9-55)
Expression de F (1).
L’expression de l’e´nergie libre de genre 1 ne peut e´videmment pas eˆtre obtenue a`
partir de l’action de Hx puisque le pre´facteur
1
2−2g diverge dans ce cas. Elle a en effet
e´te´ obtenue par une me´thode bien diffe´rente dans [45] et peut eˆtre mise sous la forme :
F (1) = −1
2
ln(τBx)− 1
24
ln
(∏
i
dy
dzi
(ai)
)
(9-56)
ou` τBx est la fonction τ de Bergmann associe´e a` x de´finie par Eq. (8-52).
9.6 De´veloppement topologique des fonctions de corre´lation
mixtes.
Dans cette partie, nous allons re´soudre l’e´quation de boucle la plus ge´ne´rale don-
nant acce`s au de´veloppement topologique de n’importe quelle fonction de corre´lation
H
(h)
kL;m;n
. Nous allons une nouvelle fois pre´senter le re´sultat sous forme d’un syste`me tri-
angulaire que nous repre´senterons de manie`re diagrammatique par souci de simplicite´.
Equations de boucles.
Le changement de variables
δM1 :=
1
x(p1,1)−M1
1
y(p1,1)−M2
1
x(p1,2)−M1
1
y(p1,2)−M2 . . .
1
x(p1,k1 )−M1
1
y(p1,k1 )−M2∏l
i=2 Tr
(
1
x(pi,1)−M1
1
y(pi,1)−M2
1
x(pi,2)−M1
1
y(pi,2)−M2 . . .
1
x(pi,ki )−M1
1
y(pi,ki )−M2
)∏m
j=1 Tr
1
x(pj)−M1
∏n
s=1 Tr
1
y(qs)−M2
(9-57)
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donne l’e´quation de boucles ge´ne´rale :
(Y (p1,1)− y(q1,k1)− Polx(p1,1)V ′1(x(p1,1)))Hk1,...,kl;m;n(SL; pM; qN) =∑
A
S
B={2,...,l}
∑
I,J
Hk1,kA;|I|;|J |(S1,SA; pI; qJ)HkB;m−|I|+1;n−|J |(SB; p1,1pM/I; qN/J)
+
∑
A
S
B={2,...,l}
k1∑
α=2
∑
I,J
Hk1−α+1,kB;m−|I|;n−|J |({p1,α, q1,α, . . . p1,k1 , q1,k1},SB; pM/I; qN/J)
×Hα−1,kA;|I|;|J|({p1,1,q1,1,...p1,α−1,q1,α−1},SA;pI;qJ)−Hα−1,kA;|I|;|J|({p1,α,q1,1,...p1,α−1,q1,α−1},SA;pI;qJ)
x(p1,α)−x(p1,1)
l∑
i=2
ki∑
α=1
1
x(pi,α)− x(p1,1)[
Hk1+ki,kL/{1,i};m;n({S1, pi,α, qi,α, pi,α+1, . . . , qi,ki , pi,1, . . . , pi,α−1, qi,α−1},SL/{1,i}; pM; qN)
−Idem|p1,1:=pi,α
]
−∑mi=1 ∂pi
[
HkL;m−1;n(SL;pM/{i};qN)−HkL;m−1;n(SL;pM/{i};qN)|p1,1:=pi
x(pi)−x(p1,1)
]
+ 1
N2
∑k1
α=2
1
x(p1,α)−x(p1,1)×[
Hα−1,k1−α+1,kL/{1};m;n(S1|α,SL/{1}; pM; qN)
−Hα−1,k1−α+1,kL/{1};m;n(S1|α,SL/{1}; pM; qN)
]∣∣∣
p1,1:=p1,α
+ 1
N2
HkL;m+1;n(SK; p1,1,pM; qN).
(9-58)
ou` S1|α est le couple de cycles obtenu en coupant le cycle S1 avant p1,α et avant p1,1 :
S1,α := {p1,1, q1,1, . . . p1,α−1, q1,α−1}, {p1,α, q1,α, . . . p1,k1 , q1,k1}. (9-59)
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Le coefficient de 1
N2g
s’e´crit alors :
(y(p1,1)− y(q1,k1)− Polx(p1,1)V ′1(x(p1,1)))H(g)k1,...,kl;m;n(S1, S2, . . . , Sl; p1, . . . , pm; q1, . . . , qn) =
g∑
h=1
H
(h)
0;1;0(p1,1)H
(g−h)
k1,...,kl;m;n
(S1, S2, . . . , Sl; p1, . . . , pm; q1, . . . , qn)
+
∑
h
∑
A
S
B={2,...,l}
∑
I,J
H
(h)
k1,kA;|I|;|J |(S1,SA; pI; qJ)H
(g−h)
kB;m−|I|+1;n−|J |(SB; p1,1pM/I; qN/J)
+
∑
h
∑
A
S
B={2,...,l}
k1∑
α=2
∑
I,J
H
(h)
k1−α+1,kB;m−|I|;n−|J |({p1,α, q1,α, . . . p1,k1 , q1,k1},SB; pM/I; qN/J)
×H
(g−h)
α−1,kA;|I|;|J|
({p1,1,q1,1,...p1,α−1,q1,α−1},SA;pI;qJ)−H(g−h)α−1,kA;|I|;|J|({p1,α,q1,1,...p1,α−1,q1,α−1},SA;pI;qJ)
x(p1,α)−x(p1,1)
+
l∑
i=2
ki∑
α=1
1
x(pi,α)− x(p1,1)[
H
(g)
k1+ki,kL/{1,i};m;n({S1, pi,α, qi,α, pi,α+1, . . . , qi,ki , pi,1, . . . , pi,α−1, qi,α−1},SL/{1,i}; pM; qN)
−Idem|p1,1:=pi,α
]
+
∑m
i=1 ∂pi
[
HkL;m−1;n(SL;pM/{i};qN)|p1,1:=pi
x(pi)−x(p1,1)
]
+
∑k1
α=2
1
x(p1,α)−x(p1,1)×[
H
(g−1)
α−1,k1−α+1,kL/{1};m;n(S1|α,SL/{1}; pM; qN)
−H(g−1)α−1,k1−α+1,kL/{1};m;n(S1|α,SL/{1}; pM; qN)
]
+H
(g−1)
kL;m+1;n
(SK; p1,1,pM; qN).
(9-60)
10 Solution ge´ne´rale des e´quations de boucles.
Pour re´soudre l’e´quation de boucle Eq. (9-60), remarquons tout d’abord que le
membre de droite ne contient que des fonctions de corre´lation d’ordre infe´rieur a`H
(g)
kL;m;n
dans le sens ou` elles correspondent a` un genre strictement infe´rieur a` g ou bien de´crivent
des surfaces avec moins de bords, i.e. elles contiennent moins de facteurs de la forme
Tr (.). Nous allons donc proce´der par re´currence sur le genre et le nombre de traces,
plus pre´cise´ment sur 2g + l +m+ n.
Conside´rons donc tous les termes du membre de droite de Eq. (9-60) connus et
calculons les termes du membre de gauche. Par de´finition le dernier terme du membre
de gauche est un polynoˆme en x(p1,1) de degre´ d1 − 1. Or, H(g)kL;m;n n’a pas de poˆle en
p1,1 := q˜
j
1,k1
pour j = 1, . . . , d1, on peut donc e´valuer cette e´quation en ces points pour
obtenir la valeur du polynoˆme
U
(g)
k1,...,kl;m;n
(x(p1,1)) := Polx(p1,1)V
′
1(x(p1,1))H
(g)
k1,...,kl;m;n
(SL; pM; qN). (10-1)
en ces points inde´pendament de H
(g)
kL;m;n
puisque sa contribution est annule´e par son
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pre´facteur y(p1,1)− y(q1,k1). La formule d’interpolation de Lagrange s’e´crit alors :
U
(g)
k1,...,kl;m;n
(x(p1,1)) =
d1∑
j=1
Res
r→q˜j
H
(0)
1;0;0(p1,1, q1,k1)U
(g)
k1,...,kl;m;n
(x(r))(y(p1,1)− y(q))dx(r)
(x(p1,1)− x(r))(y(r)− y(q))H(0)1;0;0(r, q1,k1)
,
(10-2)
pour ce polynoˆme de degre´ d1 − 1 dont la valeur est connue en d1 points.
En inse´rant cette solution dans Eq. (9-60), on obtient :
H
(g)
kL;m;n
(SL; p1, . . . , pm; q1, . . . , qn) = Res
r→p1,1,q˜j
H
(0)
1;0;0(p1,1, q1,k1) RHS|p1,1:=r
(x(p1,1)− x(r))(y(q)− y(r))H(0)1;0;0(r, q1,k1)
(10-3)
ou` RHS est le terme de droite de Eq. (9-60).
On peut e´liminer certains termes en de´plac¸ant le contour d’inte´gration et en utilisant
la structure de poˆles des fonctions de corre´lation ainsi que le caracte`re rationnel de
certaines combinaisons de celles-ci pour finalement obtenir :
H
(g)
kL;m;n
(SL; p1, . . . , pm; q1, . . . , qn) =
Res
r→pi,α,pj ,q˜j1,k1
H
(0)
1;0;0(p1,1, q1,k1)
(x(p1,1)− x(r))(y(q1,k1)− y(r))H(0)1;0;0(r, q1,k1){ g∑
h=1
H
(h)
0;1;0(r)H
(g−h)
k1,...,kl;m;n
(S1(r), S2, . . . , Sl; p1, . . . , pm; q1, . . . , qn)
+
∑
A
S
B={2,...,l}
∑
h,I,J
H
(h)
k1,kA;|I|;|J |(S1(r),SA; pI; qJ)H
(g−h)
kB;m−|I|+1;n−|J |(SB; r,pM/I; qN/J)
+
∑
A
S
B={2,...,l}
k1∑
α=2
∑
h,I,J
H
(h)
k1−α+1,kB;m−|I|;n−|J |({p1,α, q1,α, . . . p1,k1 , q1,k1},SB; pM/I; qN/J)
×H
(g−h)
α−1,kA;|I|;|J|
({r,q1,1,...p1,α−1,q1,α−1},SA;pI;qJ)
x(p1,α)−x(r)
+
l∑
i=2
ki∑
α=1
1
x(pi,α)− x(r)H
(g)
k1+ki,kL/{1,i};m;n(S1;iα(r),SL/{1,i}; pM; qN)
+
k1∑
α=2
1
x(p1,α)− x(r)H
(g−1)
α−1,k1−α+1,kL/{1};m;n(S1|α(r),SL/{1}; pM; qN)
+H
(g−1)
kL;m+1;n
(SK(r); r,pM; qN)
}
(10-4)
ou` l’on a note´ S(r) lorsque l’on remplace p1,1 par r dans S et S1;iα pour le cycle obtenu
en recollant S1 et Si a` la position α de Si :
S1;iα := {S1, pi,α, qi,α, pi,α+1, . . . , qi,ki , pi,1, . . . , pi,α−1, qi,α−1}. (10-5)
Comme nous l’avons vu plus haut, ce syste`me est triangulaire et admet une solution
unique e´tant donne´s H
(0)
1;0;0, H
(0)
0;1;0, H
(0)
0;0;2 et H
(0)
0;1;1 de´ja` de´termine´s dans la litte´rature de
nombreuses fois (voir par exmple [43]).
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10.1 Repre´sentation diagrammatique
Nous allons a` nouveau repre´senter ce re´sultat sous forme de diagramme en utilisant
la repre´sentation introduite dans la partie 4. Cette repre´senation a plusieurs avantages.
Tout d’abord, elle permet de mettre en avant la structure de ce re´sultat et de bien
voir que ce syste`me d’e´quations est triangulaire. Elle est e´galement tre`s utile pour se
souvenir du re´sultat qui semble a priori complique´ alors que sa structure est finalement
assez simple. Enfin, cette repre´sentation appelle une interpre´tation combinatoire et fait
le lien entre les re´sultat pre´ce´dement obtenus sur l’ordre dominant des traces mixtes
et le de´veloppement topologique des traces simples.
Blocs de base : deux nouveaux vertex
Repre´sentons les fonctions de corre´lation par des surfaces de genre g avec l+m+n
bords comme dans Eq. (4-1) :
H
(g)
kL;m;n
(SL; p1, . . . , pm; q1, . . . , qn) :=
1
1
2
2
3
m
S
S
S
S
ppp
(g)
q q
n1
l
. (10-6)
Introduisons e´galement deux nouveaux vertex
• Vertex fin :
Res
r→p,q˜j
H
(0)
1;0;0(p, q)
(x(p)− x(r))(y(q)− y(r))H(0)1;0;0(r, q)
:=
p
q
r
r
q
(10-7)
• Vertex e´pais :
Res
r→p,q˜j ,p′
H
(0)
1;0;0(p, q)
(x(p)− x(r))(y(q)− y(r))(x(p′)− x(r))H(0)1;0;0(r, q)
:=
p
q
q
rq’
p’
(10-8)
Ces deux nouveaux vertex vont nous permettre de ge´ne´raliser la repre´sentation dia-
grammatique introduite pre´ce´demment. Nous aurons ainsi acce`s a` une repre´sentation
graphique de toutes les fonctions de corre´lation.
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Repre´sentation de la relation de re´currence.
La relation de re´currence Eq. (10-4) prend alors simplement la forme :
1
1
2
2
3
m
S
S
S
S
ppp
(g)
q q
n1
l
=
S
(h)
M−I
N−J
B
(g−h)
I
J
SA
p
1,2
q1,2q1,1
1,k1
q
1,k1
p
1,k1
q
1,k1
p
r
r
+
SA
p
1,2
q1,2q1,1
J
I
r
(g−h)
q
p
1,α−1
1,α−1
1,k1
p
1,k1
q
p
1,α
1,αq
1,α+1q
SB
M−I
(h)
N−J
1,k1
q
1,k1
p + SL\{1,i}(g)
M
N
α−1i,q
i,1p
i,ki
q
i,αq
i,α
p
1,k1
q 1,k1
p
1,1q
1,2
pr
q1,k1
p1,1
+
1,k1
q
1,k1
p
p
1,2
q1,2q1,1
1,k1
p
1,k1
q
p
1,α
1,αq
1,α+1q
r
q
p
1,α−1
1,α−1
(g−1)
M
N
S2 ...Sl +
p
1,2
q1,2q1,1
1,k1
q
1,k1
p
S2 ...Sl
1,k1
p
1,k1
q
r
M
(g−1)
r
N
.
(10-9)
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10.2 Retour sur le de´veloppement topologique des traces simples.
Ces relations ge´ne´rales doivent contenir les re`gles de re´currence pour les traces
simples Eq. (9-23) puisque les traces simples peuvent eˆtre obtenues en e´tudiant le
comportement des traces mixtes lorsque l’une des variables tend vers l’infini :〈
Tr
1
x(p)−M1
1
y(q)−M2
〉
∼q→∞y
1
y(q)
〈
Tr
1
x(p)−M1
〉
. (10-10)
Plus pre´cise´ment, les fonctions de corre´lation simples et mixtes sont lie´es par le lemme
Lemme 10.1 Les fonctions de corre´lations simples peuvent eˆtre obtenues a` partir des
fonctions mixtes par :
W
(h)
k+1,0(p,pK) = Resq→∞y
H
(h)
1;k;0(p, q; pK)dy(q)
H
(0)
1;0;0(p, q)
. (10-11)
La fonction de corre´lation n’ayant que des traces simples sauf une trace mixte est
donne´e par la relation de re´currence :
H
(g)
1;k;0(p, q; pK) = Res
r→p,q˜j ,pK
H
(0)
1;0;0(p, q)
(x(p)− x(r))(y(r)− y(q))H(0)1;0;0(r, q)
(
H
(g−1)
1;k+1;0(r, q; r,pK)
+
∑
h,l
H
(h)
0;l+1;0(r,pL)H
(g−h)
1;k−l;0(r, q; pK/L)
)
. (10-12)
Par de´finition, l’application du lemme 10.1 a` cette relation redonne les relations de
re´currence Eq. (9-27) qui n’en sont donc qu’un cas particulier. Cette proprie´te´ signifie
que le passage a` la limite y →∞ consiste a` ”e´craser” le propagateur e´pais associe´ a` y
pour le rendre fin comme pour les fonctions de corre´lation simples.
10.3 Retour sur la limite planaire des traces mixtes.
Lorsque l’on s’inte´resse seulement au calcul de l’ordre dominant des traces mixtes
la relation de re´currence se referme sur les Hk := H
(0)
k;0;0 et devient
Hk(p1, q1, p2, q2, . . . , pk, qk) =
= Res
r→q˜jk,pi
H1(p1, qk)
(x(p1)− x(r))(y(qk)− y(r))H1(r, qk)×
×
k∑
l=2
Hl−1(r, q1, p2, q2, . . . , ql−1)Hk−l+1(pl, ql, . . . , pk, qk)
x(pl)− x(r) .
(10− 13)
Cette formule semble faire explicitement appel a` la structure de la courbe spectrale
classique. Cependant nous allons montrer qu’elle peut simplement eˆtre ramene´e a` la
relation de re´currence Eq. (7-20).
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En effet, on peut mettre cette e´quation sous la forme :
Hk =
k∑
l=2
Res
r→q˜jk,pl
H1(p1, qk)Hl−1(r, q1, . . . , ql−1)Hk−l+1(pl, . . . , qk)
(x(p1)− x(r))(y(qk)− y(r))(x(pl)− x(r))H1(r, qk)
=
k∑
l=2
Res
r→q˜jk,pl
H1(p1, qk)Hl−1(r, q1, . . . , ql−1)Hk−l+1(pl, . . . , qk)
(x(p1)− x(r))(x(pl)− x(r))H1(r, qk)
×
(
1
(y(qk)− y(r)) −
1
(y(qk)− y(q1)) +
1
(y(qk)− y(q1))
)
=
k∑
l=2
[
Res
r→q˜jk,pl,p1
H1(p1, qk)Hl−1(r, q1, . . . , ql−1)Hk−l+1(pl, . . . , qk)
(x(p1)− x(r))(x(pl)− x(r))(y(qk)− y(q1))H1(r, qk)
+ Res
r→q˜jk,pl,p1
H1(p1, qk)Hk−l+1(pl, . . . , qk)(y(r)− y(q1))Hl−1(r, q1, . . . , ql−1)
(x(p1)− x(r))(x(pl)− x(r))(y(qk)− y(q1))(y(qk)− y(r))H1(r, qk)
]
(10− 14)
Or, (y(r)− y(q1))Hl−1(r, q1, . . . , ql−1) et (y(qk)− y(r))H1(r, qk) sont des polynoˆmes en
x(r). L’inte´grant dans le second terme est donc une fraction rationnelle en x(r). On
peut facilement ve´rifier que le contour d’inte´gration entoure tous ses poˆles dans le plan
complexe et ce second terme est donc nul. Le premier terme ne pre´sente quant a` lui
que des poˆles simples et on retrouve donc
Hk =
k∑
l=2
Res
r→pl,p1
H1(p1, qk)Hl−1(r, q1, . . . , ql−1)Hk−l+1(pl, . . . , qk)
(x(p1)− x(r))(x(pl)− x(r))(y(qk)− y(q1))H1(r, qk) (10-15)
qui n’est rien d’autre que l’e´quation Eq. (7-31) avec les roˆles de x et y inverse´s.
10.4 Interpre´tation des relations de re´currence.
Cette repre´sentation sous forme de diagrammes des fonctions de corre´lation, c’est-
a`-dire des fonction ge´ne´ratrices de surfaces discre´tise´es, pose la question de l’existence
d’une the´orie des champs sous-jacente dont les graphes pre´sente´s ici seraient les dia-
grammes de Feynman. En fait, une telle the´orie n’existe probablement pas. En effet, le
nombre de diagrammes ainsi cre´e´s croit beaucoup moins vite avec le nombre de boucles
que ce que l’on devrait obtenir avec une the´orie des champs standard. Ceci est lie´ aux
pre´scriptions fortement non-locales dans la construction des diagrammes participant
aux traces simples.
Par contre, il existe une fac¸on de se rappeler simplement les diffe´rents termes ap-
paraissant dans le terme de droite des relations de re´currences Eq. (10-4). Le terme
de gauche H
(g)
kL;m;n
(SL; p1, . . . , pm; q1, . . . , qn) repre´sentant la fonction ge´ne´ratrices de
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toutes les surfaces S(g)kL;m;n du type
S(g)kL;m;n =
1
1
2
2
3
m
S
S
S
S
ppp
(g)
q q
n1
l
,
(10-16)
on peut le voir comme une inte´grale sur l’espace des modulesM(g)kL;m;n de telles surfaces.
Le terme de droite peut alors eˆtre vu comme les termes de bords venant de cette
inte´grale, c’est-a`-dire la somme sur toutes les surfaces de´ge´ne´re´es de cet ensemble. Ils
sont donc obtenus de manie`re pratique en ”pinc¸ant” tous les chemins non triviaux
possibles sur la surface S(g)kL;m;n. On voit alors qu’il existe plusieurs chemins ayant des
roˆles non e´quivalents :
– On peut tout d’abord pincer un cycle non trivial sur la surface. Deux cas de figure
se pre´sentent : soit l’on de´coupe ainsi la surface en deux composantes :
1
1
2
2
3
m
S
S
S
S
ppp
(g)
q q
n1
l
1
3
S
S
S
(g)
q q
n1
l
2
2 m
pp
p
1
S
(10-17)
et l’on obtient le premier terme de Eq. (10-4) ; soit l’on pince juste une jambe
interne :
1
1
2
2
3
m
S
S
S
S
ppp
(g)
q q
n1
l l1 nq
1
1
2
2
3
m
S
S
S
S
ppp
q
(g−1)
(10-18)
et l’on obtient le cinquie`me terme de Eq. (10-4).
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– On peut e´galement pincer un chemin allant d’un cycle Si a un autre cycle Sj :
l1 n
1
1
2
3
m
S
S
S
ppp
(g)
q q
n1
l
S2
S1
q
S2
q
(g)
p1 2
3
m
S
S
pp
U
(10-19)
pour obtenir le troisie`me terme de Eq. (10-4)27.
– Enfin, on peut pincer un cycle Si lui-meˆme
1
1
2
2
3
m
S
S
S
S
ppp
(g)
q q
n1
l l1 nq
1 2
2
3
m
S
S
S
ppp
q
(g−1)
(10-20)
pour obtenir les deuxie`mes et quatrie`mes termes de Eq. (10-4) selon si cette
de´generescence coupe la surface en deux parties ou non.
11 Conclusion du chapitre.
Dans ce chapitre, nous avons montre´ comment re´soudre entie`rement le mode`le a`
deux matrices hermitiennes, c’est-a`-dire comment calculer tous les termes du de´velop-
pement topologique de toutes les fonctions de corre´lation du mode`le. Cette me´thode de
re´solution, utilisant avantageusement le langage de la ge´ome´trie alge´brique, pre´sente
plusieurs avantages :
– Elle est syste´matique et montre bien que toutes les observables du mode`le a` deux
matrices hermitiennes ne de´pendent que de la courbe spectrale et plus parti-
culie`rement de ses points de branchements. Le re´sultat prend la meˆme forme que
l’on soit dans un cas a` une ou plusieurs coupures.
– Contrairement a` d’autres me´thodes de re´solutions comme celle de´veloppe´e ori-
ginellement dans [8], celle-ci est facilement programmable pour une re´solution
automatique. En effet, une fois la courbe spectrale connue, il suffit de calculer
27Notons que ce cas est le seul correpondant a` la re`gle merge des e´quations de boucles.
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le noyau de Bergmann et effectuer des de´veloppement de Taylor au voisinage
des points de branchement : il n’est pas ne´cessaire de reconstruire une base dans
laquelle travailler a` chaque e´tape du calcul.
– Comme on peut repre´senter le re´sultat de cette me´thode sous forme de graphes, il
est assez facile a` retrouver avec tre`s peu d’e´le´ments (il suffit de connaitre la valeur
des vertex et propagateurs). En effet, on peut retrouver la forme des e´quations
de re´currence graˆce a` une analogie avec les surfaces ge´ne´re´es par les fonctions de
corre´lation et leurs de´generescences possibles.
Si le mode`le a` deux matrices formel est re´solu en termes de sa courbe spectrale
ce chapitre appelle e´galement des questions. D’une part, il serait inte´ressant de pou-
voir utiliser ces re´sultats pour faire le lien avec ceux obtenus dans l’e´tude de l’inte´grale
convergente en s’inte´ressant aux effets d’instantons interdits dans le cas formel. D’autre
part, si ces re`gles diagrammatiques sont efficaces, leur interpre´tation est plus de´licate
et nous ne sommes pas en mesure pour le moment d’expliquer leur origine combina-
toire (ou ge´ome´trique). Enfin, la simplicite´ du re´sultat en terme de la courbe spectrale
classique laisse supposer que cette me´thode doit pouvoir s’adapter a` d’autres mode`les
de matrices : c’est ce que nous montrons dans le chapitre suivant.
Chapitre 3
Autres mode`les de matrices.
Le mode`le a` deux matrices hermitiennes est un mode`le de matrices ale´atoires par-
ticulier parmi bien d’autres. Cependant, la structure alge´brique pre´sente´e dans la cha-
pitre pre´ce´dent est pre´sente dans d’autres mode`les de matrices hermitiennes. Dans ce
chapitre, nous e´tudions d’autres exemples de mode`les de matrices classiques reposant
sur une meˆme structure alge´brique : chacun de ces mode`les a une interpre´tation com-
binatoire et peut eˆtre associe´ et totalement caracte´rise´ par une courbe alge´brique et
des fractions de remplissage. On peut alors montrer qu’ils peuvent eˆtre re´solus par la
meˆme me´thode que le mode`le a` deux matrices.
Si ces mode`les pre´sentent les proprie´te´s ne´ce´ssaires pour une re´solution alge´brique,
la raison n’en est pas encore claire. Bien e´videmment de tels miracles sont lie´s aux pro-
prie´te´s d’inte´grabilite´ des mode`les conside´re´s mais le lien profond entre une inte´grale de
matrice donne´e et l’existence d’une e´ventuelle structure alge´brique associe´e n’est pour
l’instant pas claire. On peut, par exemple, se demander si de tels re´sultats peuvent eˆtre
e´tendus a` des mode`les e´quivalents avec des matrices appartenant a` un autre groupe :
par exemple a` des matrices quaternioniques ou re´elles symme´triques. Nous ne discute-
rons pas cette question ici puisque la re´ponse n’en est pas encore connue en ge´ne´ral :
on a seulement observe´, au cas par cas, que l’on retrouvait une structure similaire pour
plusieurs mode`les diffe´rents.
1 Mode`le a` une matrice.
Le mode`le a` une matrice hermitienne est tre`s proche du mode`le a` deux matrices1.
Pour le de´finir, conside´rons la fonction de partition Z1MM de´finie par l’inte´grale de
matrices formelle
Z1MM :=
∫
dM e−
N
T
Tr V (M), (1-1)
1En effet, comme nous le verrons dans la partie 1.4, ce mode`le est un cas particulier du pre´ce´dent.
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ou` V (x) est un potentiel dont la de´rive´e est une fonction rationnelle donne´e par ses
ze´ros {Xi}i=1...d et son de´nominateur D(x) :
V ′(x) =
d∏
i=1
(x−Xi)
D(x)
, (1-2)
et l’inte´grale sur les matrices hermitiennes de taille N × N est a` comprendre au sens
formel de manie`re similaire a` l’inte´grale a` deux matrices Eq. (1-2) du chapitre pre´ce´dent.
Pour cela, choisissons une partition de N a` d e´le´ments :
~n = {n1, n2, . . . , nd} (1-3)
telle que
N =
d∑
i=1
ni, (1-4)
a` laquelle on associe une matrice diagonale
M~n = (
n1︷ ︸︸ ︷
X1, . . . , X1, . . . ,
nd︷ ︸︸ ︷
Xd, . . . , Xd) (1-5)
solution de V ′(M~n) = 0. De´composons e´galement le potentiel V (M~n +M) en mettant
a` part sa partie quadratique en M dans son de´veloppement de Taylor pour un petit
M :
Tr V (M) = Tr (V (M~n) + Vquad(M) + δV (M)) (1-6)
ou` Vquad(M) contient tous les termes quadratiques en M . Le de´veloppement en se´rie
de la partie non quadratique s’e´crit comme une se´rie formelle
exp−N
T
δV (M) =
∞∑
j=0
1
j!
T−jN j(δV (M))j. (1-7)
On de´finit alors la fonction de partition du mode`le a` une matrice comme la se´rie
formelle :
Z1MM :=
∞∑
k=0
T k
2k∑
j=0
Ak,j (1-8)
ou` les coefficients Ak,j sont des polynoˆmes de Laurent en N
2 de´finis par les valeurs
moyennes par rapport a` la mesure gaussienne exp
(−N
T
Vquad(M)
)
dM des termes du
de´veloppement en se´rie de Eq. (1-7) :∫
dMe−
N
T
Vquad(M) 1
j!
T−jN j(δV (M))j∫
dMe−
N
T
Vquad(M)
:=
dj
2
−1∑
k= j
2
Ak,jT
k. (1-9)
Ce mode`le, a` premie`re vue bien plus simple que le pre´ce´dent, pre´sente de´ja` beaucoup
des ingre´dients ne´cessaires a` la re´solution de ce dernier. Il a donc souvent servi de
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premier test pour des nouvelles me´thodes de re´solutions. Ainsi, depuis l’introduction
du de´veloppement topologique (et donc du mode`le formel) dans [22], le mode`le a e´te´
re´solu par e´tapes successives. Il a d’abord e´te´ montre´ dans le cas a` une coupure dans
[99, 8, 25] que les observables du mode`le sont plus facilement de´crites en termes des
points de branchements d’une courbe alge´brique associe´e : la courbe spectrale. Cette
me´thode a e´te´ re´cemment ame´liore´e par la technique diagrammatique de´veloppe´e par
Eynard dans [42] permettant de calculer le de´veloppement topologique de toutes les
fonctions de corre´lation quel que soit le nombre de coupures. C’est cette me´thode qui
a servi de base a` tous les travaux pre´sente´s dans cette the`se. Elle a ensuite e´te´ e´tendue
dans [27] pour donner acce`s au de´veloppement topologique de l’e´nergie libre.
Dans cette partie, nous pre´sentons donc les re´sultats obtenus dans ces deux articles
[42, 27] par Chekhov et Eynard.
1.1 Interpre´tation combinatoire.
Tout comme le mode`le a` deux matrices, l’inte´grale formelle Z1MM a une interpre´ta-
tion combinatoire en termes de comptage de cartes, i.e. de surfaces compose´es de poly-
gones. En effet, de manie`re analogue on peut voir cette inte´grale comme le de´veloppement
en diagrammes de Feynman e´pais autour d’un point col gaussien. Alors, Z1MM est la
fonction ge´ne´ratrice de toutes les surfaces ferme´es compose´es de polygones avec au plus
d coˆte´s. Comme il n’y a plus qu’une matrice, les polygones ne portent plus ici de spins.
On peut ainsi de´finir l’e´nergie libre comme la fonction ge´ne´ratrice des surfaces
ferme´es connexes :
F1MM := − 1
N2
ln(Z1MM), (1-10)
ainsi que les fonctions de corre´lation a` k points, Wk(xK), comme les fonctions
ge´ne´ratrices des surfaces avec k bords :
Wk(xK) := N
k−2
〈
k∏
i=1
Tr
1
xi −M
〉
c
. (1-11)
On peut e´galement se´le´ctionner le genre h des surfaces ge´ne´re´es en e´crivant les de´velop-
pements topologiques respectifs de ces fonctions :
F1MM =
∞∑
h=0
N2−2hF (h) et Wk(xK) =
∞∑
h=0
N2−2h−kW (h)k . (1-12)
1.2 Courbe spectrale classique.
Equations de boucles.
Conside´rons l’e´quation de boucles associe´e au changement de variable δM = 1
x−M .
Elle peut s’e´crire sous la forme :
Y (x)2 − 1
N2
W2(x, x) =
V ′(x)2
4
− 1
N
〈
Tr
V ′(x)− V (M)
x−M
〉
(1-13)
ou` l’on a de´fini la fonction Y (x) = V
′(x)
2
− 1
N
〈
Tr 1
x−M
〉
.
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Fig. 3.1 – Le polytope de la courbe spectrale classique du mode`le a` une matrice.
En oubliant le terme en 1
N2
, on construit la courbe spectrale classique associe´e au
mode`le a` une matrice :
E1MM(x, y) = D(x)2(y2(x)− V
′(x)2
4
+ P (x))
(1-14)
ou` D(x)P (x) est un polynoˆme de degre´ au plus d− 1. Il est comple`tement fixe´ par le
choix des fractions de remplissage ~n par la prescription :
∀i , 1
2ipi
∮
Ai
Y (0)(x)dx =
niT
N
(1-15)
pour un choix de base de cycles canonique {Ai,Bi} sur E1MM(x, y) et le comportement
a` petit T :
Y (0)(x) ∼ V
′(x)
2
− 1
N
d∑
i=1
ni
x−Xi +O(T
2). (1-16)
Proprie´te´s de la courbe spectrale.
La courbe spectrale E1MM(x, y) est une courbe hyperelliptique puisque quadratique
en l’une de ses variables. Cette simple observation a plusieurs implications directes qui
permettent de simplifier son e´tude et la description des fonctions qu’elle engendre.
Comme dans le cas du mode`le a` deux matrices, E1MM peut eˆtre vue comme une
surface de Riemann compacte Σ1MM munie de deux fonctions me´romorphes x et y de
Σ1MM dans C telles que :
∀ p ∈ Σ1MM , E1MM(x(p), y(p)) = 0. (1-17)
La simple lecture du polytope de E1MM de la figure 3.1 nous permet de voir que
le genre maximal de E1MM est d − 1 et qu’il existe deux points a` l’infini sur cette
courbe comme dans le cas du mode`le a` deux matrices : ∞x et ∞y. Ces deux points
sont caracte´rise´s par le comportement de la fonction y(x) en leur voisinage :
ydx ∼∞x V ′(x)dx et y a un poˆle simple en ∞y. (1-18)
La proprie´te´ d’hyperellipticite´ de la courbe spectrale en elle meˆme signifie qu’il n’y a
que deux feuillets en x. En effet, pour un x ge´ne´rique fixe´, E1MM(x, y) est un polynoˆme
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Fig. 3.2 – Exemple de courbe hyperelliptique avec 6 points de branchement. Elle forme
une surface de genre 2.
de degre´s 2 en y et l’e´quation E1MM(x, y) = 0 a deux solutions en y. Cependant,
pour certaines valeurs particulie`res de x, cette e´quation peut avoir un unique ze´ro
double en y : les deux feuillets se rejoignent donc en ces points x(ai), les points
de branchements. Ils peuvent eˆtre caracte´rise´s par l’annulation de la diffe´rentielle
dx(ai) = 0 en leur rele`vement sur la surface Σ1MM par la fonction x. La courbe E1MM
peut donc eˆtre vue comme deux copies de la sphe`re de Riemann colle´es selon des
coupures joignant les diffe´rents points de branchements (voir figure 3.2).
Remarque 1.1 Le nombre de points de branchements est directement lie´ au genre de
Σ1MM par la formule de Riemann-Hurwitz :
Genre = −1 + Nombre de points de branchments
2
. (1-19)
Pour tout point p de Σ1MM , il existe donc un unique autre point p avec la meˆme
projection selon x :
∀p ∈ Σ1MM , ∃!p tel que x(p) = x(p). (1-20)
La forme de la courbe y2 = f(x), permet meˆme de dire que les valeurs de y dans les
deux feuillets sont oppose´es
y(p) = −y(p), (1-21)
le choix d’un feuillet consistant a` choisir l’une des deux racine de f(x). Ainsi, les points
de branchements co¨ıncident avec les ze´ros de la fonction y.
La notation de p pour repre´senter la deuxie`me solution de E1MM(x(p), y) = 0 n’a
pas e´te´ prise au hasard puisqu’elle fait re´fe´rence au point conjugue´ de´fini dans la partie
8.1 du chapitre 2. En effet, dans le cas d’une courbe hyperelliptique, puisqu’il n’existe
que deux feuillets, l’application qui, a` un point p associe son point conjugue´ p, est
globalement de´finie et elle coincide avec la de´finition donne´e ici.
1.3 Solution des e´quations de boucles.
On peut montrer que la me´thode utilise´e pour re´soudre le mode`le a` deux matrices
fonctionne encore pour le mode`le a` une matrice et que les de´veloppements topologiques
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des fonctions de corre´lation et de l’e´nergie libre sont donne´s par le syste`me triangulaire
de relations de re´currence :
The´ore`me 1.1 Les termes du de´veloppement topologique des fonctions de corre´lation
sont re´cursivement de´finis par
W
(h)
k+1(q, pK) =
∑
α Res p→µα
1
2
dEp,p(q)
(y(p)−y(p)) dx(p)
(
W
(h−1)
k+1 (p, p, pK)+
+
∑
j,mW
(m)
j+1 (p, pJ)W
(h−m)
k+1−j (p, pK−J)
)
,
(1-22)
et ceux de l’e´nergie libre par
∀h > 1, (2h− 2)F (h) = Hx.W (h)1 , (1-23)
avec l’ope´rateur Hx de´fini par son action sur une forme diffe´rentielle φ :
Hx.φ := Res∞x
V1(x)φ+ Res∞y
xy φ+
∫ ∞y
∞x
φ+
∑
i
i
∮
Bi
φ. (1-24)
On peut noter une le´ge`re simplification de ces re`gles graˆce a` l’hyperellipticite´ de la
courbe qui assure une de´finition globale de p satisfaisant :
y(p)− y(p) = 2y(p).
(1-25)
Les premiers termes du de´veloppement topologique de l’e´nergie libre sont connus
depuis longtemps (voir par exemple [25, 45, 17]) et s’e´crivent :
The´ore`me 1.2
F (0) = −1
2
Hx.ydx (1-26)
et
F (1) =
−1
2
ln(τBx)− 1
24
ln
(∏
i
dy
dzi
(ai)
)
(1-27)
ou` τBx est la fonction τ de Bergmann associe´e a` x de´finie par Eq. (8-52) du chapitre
2.
1.4 Lien avec le mode`le a` deux matrices.
Revenons au mode`le a` deux matrices de´fini dans le chapitre pre´ce´dent en conside´rant
le cas particulier ou` l’un des potentiels est quadratique, par exemple :
V2(y) := y
2. (1-28)
On peut alors re´e´crire l’inte´grale formelle Eq. (1-2) du chapitre 2 sous la forme :
Z =
∫
dM1e
− 1~ Tr V1(M1)
∫
dM2e
− 1~ Tr
»
(M2−M12 )
2−M
2
1
4
–
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=
∫
dM1e
− 1~ Tr
„
V1(M1)−M
2
1
4
« ∫
dMe−
1
~ TrM
2
∝
∫
dM1e
− 1~ Tr
„
V1(M1)−M
2
1
4
«
(1− 29)
ou` l’on est passe´ de la premie`re ligne a` la deuxie`me par un simple changement de
variables dans la seconde inte´grale et le coefficient de proportionnalite´ de la dernie`re
ligne est simplement l’inte´grale gaussienne sur M de la seconde ligne.
On voit ainsi que le mode`le a` une matrice est e´quivalent a` un mode`le a` deux matrices
dont l’un des potentiels est gaussien. Il est facile de ve´rifier que tous les e´le´ments de´crits
dans cette partie a` propos du mode`le a` une matrice co¨ıncident bien avec les re´sultats
d’un mode`le a` deux matrices avec potentiel quadratique. On peut par exemple ve´rifier
que la courbe spectrale classique du mode`le a` deux matrice se re´duit a` celle du mode`le
a` une matrice si V2 est quadratique. Toutes les autres proprie´te´s de cette partie peuvent
en eˆtre de´rive´es.
2 Mode`le de matrices en champ exte´rieur.
2.1 De´finition et interpre´tation combinatoire.
Dans cette partie, nous abordons le mode`le a` une matrice en champ exte´rieur de´fini
par l’inte´grale formelle [109] :
ZMext(Λˆ) =
∫
Hn
dM e−NTr(V (M)−M
bΛ) (2-1)
ou` V ′(x) =
∑d
k=0 gkx
k
D(x)
est une fraction rationnelle de de´nominateur D(x), et Λˆ est une
matrice exte´rieure de taille N ×N suppose´e diagonale :
Λ̂ = diag (
n1︷ ︸︸ ︷
λ̂1, . . . , λ̂1,
n2︷ ︸︸ ︷
λ̂2, . . . , λ̂2, . . . ,
ns︷ ︸︸ ︷
λ̂s, . . . , λ̂s ). (2-2)
Ce mode`le a une importance particulie`re du point de vue mathe´matique. En effet,
le cas particulier ou` V (x) = x3 et Λ̂ = Λ2 a e´te´ introduit par Kontsevich [72] dans un
contexte tout a` fait diffe´rent pour calculer les nombres d’intersections de surfaces de
Riemann. Ce rapprochement entre deux proble`mes a` priori tre`s e´loigne´s est principale-
ment due au fait que l’on peut construire une bijection entre l’ensemble des classes de
Chern des surfaces de Riemann et les cartes avec des bords marque´s et que l’inte´grale
de Kontsevich est une re´alisation explicite de la fonction τ de la hierarchie inte´grable
de KdV [72].
De plus, ce mode`le a e´te´ lie´ au pre´ce´dent. En effet, en se basant sur une comparaison
des e´quations de boucles, il a e´te´ montre´ que l’on pouvait obtenir cette inte´grale comme
le carre´ d’une double limite d’e´chelle d’un mode`le a` une matrice [83], avant de montrer
qu’elle peut eˆtre obtenue e´galement directement comme le re´sultat d’une autre double
limite d’e´chelle du mode`le a` une matrice [10].
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En fait, en conside´rant un mode`le a` une matrice en champ exte´rieur, on pourra
avoir acce`s aux fonctions τ de n’importe quelle re´duction de la hierarchie KP et l’on
ne sera pas limite´ a` KdV . Ceci semble indiquer que le re´sultat des doubles limites
d’e´chelles du mode`le a` deux matrices est contenu dans l’ensemble des mode`les a` une
matrice en champ exte´rieur.
Dans cette partie, nous montrons comment on peut appliquer exactement la meˆme
me´thode que pre´ce´demment pour re´soudre ce mode`le.
2.2 Re´solution du mode`le.
Comme dans les mode`les a` une et deux matrices, on de´finit de manie`re analogue
les de´veloppements topologiques de l’e´nergie libre et des fonctions de corre´lation par :
wk(x1, . . . , xk) := N
k−2
〈
k∏
i=1
tr
1
xi −M
〉
c
+
δk,2
(x1 − x2)2 , (2-3)
wk(xK) =
∞∑
h=0
1
N2h
w
(h)
k (xK) (2-4)
et
FMext := − 1
N2
lnZMext =
∞∑
h=0
N2−2hF (h)Mext. (2-5)
Il est aussi important d’introduire le polynoˆme minimal de Λˆ :
S(y) :=
s∏
i=1
(y − λ̂i), (2-6)
ainsi que les deux polynoˆmes
uk(x, y; xK) := N
k−1
〈
tr
1
x−M
S(y)− S(Λ)
y − Λ
k∏
r=1
tr
1
xir −M
〉
c
− δk,0S(y) (2-7)
et
Pk(x, y; xK) := N
k−1
〈
tr
V ′(x)− V ′(M1)
x−M
S(y)− S(Λ)
y − Λ
k∏
r=1
tr
1
xir −M
〉
c
. (2-8)
On voit que uk(x, y; xK) est un polynome en y de degre´ s− 1 et que D(x)Pk(x, y; xK)
est un polynoˆme en x de degre´ d− 1 et en y de degre´ s− 1.
Equation de boucles maˆıtresse et courbe spectrale classique.
Le changement de variable
δM =
1
x−M
S(y)− S(Λ)
y − Λ (2-9)
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donne l’e´quation de boucles
(y+w1(x)−V ′(x))(u0(x, y)−S(y))+ 1
N2
u1(x, y;x) = (V
′(x)−y)S(y)−P0(x, y). (2-10)
On de´finit la courbe spectrale du mode`le de matrice en champ exte´rieur par
EMext(x, y) := ((V
′(x)− y)S(y)− P0(x, y))D(x)
(2-11)
et la fonction
Y (x) := V ′(x)− w1(x). (2-12)
L’e´quation de boucles Eq. (2-10) s’e´crit alors
EMext(x, Y (x)) =
1
N2
u1(x, Y (x);x)D(x) (2-13)
et devient une e´quation alge´brique a` l’ordre dominant dans le de´veloppement en 1
N2
:
E
(0)
Mext(x, Y (x)) = 0 (2-14)
de´finissant ainsi la courbe spectrale classique de ce mode`le.
Proprie´te´s de la courbe spectrale classique.
Etudions les proprie´te´s de la courbe alge´brique EMext(x, y) = E(0)Mext(x, y) = 0.
Puisque y est solution d’une e´quation de degre´ s+ 1 a` x fixe´, la courbe EMext(x, y)
pre´sente s+ 1 feuillets en x. Ceux-ci peuvent eˆtre discrimine´s par le comportement de
x(p) lorsque p approche un poˆle :
• dans le feuillet physique, y(p) ∼ V ′(x(p))− 1/x+O(1/x2(p)) quand x(p)→∞ ;
• Dans les autres feuillets, y(p) ∼ λ̂i + niN 1x(p) +O(1/x2(p)).
La courbe EMext est de genre maximal g ≤ s − 1 et on de´finit les fractions de
remplissages comme des parame`tres du mode`le :
i :=
1
2ipi
∮
Ai
ydx. (2-15)
Equations de boucles et de´veloppement topologique.
Comme pre´ce´demmment, on pre´fe`re travailler avec des fonctions de corre´lations
de´finies comme des diffe´rentielles sur la courbe spectrale classique plutoˆt qu’avec des
fonctions multivalue´es dans le plan complexe. On de´finit donc :
Wk(pK) := wk(x(pK)) dx(p1) . . . dx(pk) (2-16)
et
Uk(p, y; pK) := uk(x(p), y; x(pK)) dx(p)dx(p1) . . . dx(pk) (2-17)
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de meˆme que leur de´veloppements toplogiques :
Wk(pK) =
∞∑
h=0
N2−2hW (h)k (pK) and Uk(p, y; pK) =
∞∑
h=0
N2−2h U (h)k (p, y; pK).
(2-18)
Le de´veloppement topologique de Eq. (2-13) donne pour h > 1 :
E(h)(x, y) = D(x)(y − Y (x))u(h)0 (x, y) +D(x)w(h)1,0 (x)u(0)0 (x, y)
+D(x)
h−1∑
m=1
w
(m)
1,0 (x)u
(h−m)
0 (x, y) +D(x)u
(h−1)
1 (x, y;x),
(2− 19)
ou` E(h)(x, y) est le de´veloppement topologique du polynoˆme EMext.
Cette e´quation est suffisante pour de´montrer le the´ore`me :
The´ore`me 2.1
EMext(x, y) =
−D(x)“
〈∏s
i=0(y − V ′(x(p)) + 1N Tr 1x(p(i))−M )
〉′′
= D(x) [(V ′(x)− y)S(y)− P0(x, y)]
(2-20)
et
U0(p, y) = −“
〈
s∏
i=1
(y − V ′(x(p)) + 1
N
Tr
1
x(p(i))−M )
〉′′
(2-21)
ou` “ < . >′′ est de´fini comme dans le the´ore`me 9.1.
Preuve:
La preuve est comple`tement similaire a` celle du the´ore`me 9.1 du chapitre 2. 
Comme dans les cas pre´ce´dents, cette proprie´te´ nous permet de montrer que les
e´quations de boucles sont re´solues par le syste`me triangulaire de de´finitions :
W
(h)
k+1(q, pK) =
∑
α Res p→µα
1
2
dEp,p(q)
(y(p)−y(p)) dx(p)
(
W
(h−1)
k+1 (p, p, pK)+
+
∑
j,mW
(m)
j+1 (p, pJ)W
(h−m)
k+1−j (p, pK−J)
)
,
(2-22)
avec la donne´e initiale de la fonction a` deux points :
W
(0)
2 (p1, p2) = B(p1, p2), (2-23)
ou` les notations sont les meˆmes que dans les parties pre´ce´dentes pour des objets de´finis
cette fois ci sur la courbe alge´brique EMext.
On obtient e´galement ainsi le de´veloppement topologique de l’e´nergie libre :
∀h > 1 , F (h)Mext =
1
2− 2h Resq→a φ(q)W
(h)
1 (q),
(2-24)
ou` φ(q) est n’importe quelle primitive de ydx(q).
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3 Conclusion du chapitre.
Nous avons montre´ dans ce chapitre comment il est possible d’appliquer la meˆme
proce´dure pour re´soudre le mode`le a` une matrice et le mode`le en champ exte´rieur que
pour re´soudre le mode`le a` deux matrices. Pour cela il suffit de garder les meˆmes
re´sultats en changeant seulement la courbe spectrale. On a donc obtenu une
formule ge´ne´rale unique pour re´soudre ces diffe´rents mode`les de matrices formels.
Une premie`re question se pose : a` quelle cate´gorie de mode`les de matrices peut-on
appliquer la meˆme proce´dure ? Pour le moment, la re´ponse a` cette question n’est pas
connue en ge´ne´ral meˆme si l’on connaˆıt des mode`les pour lesquels cette me´thode semble
fonctionner comme le mode`le a` plusieurs matrices couple´es en chaine.
Une autre question se pose alors : il paraˆıt e´vident que l’on peut ge´ne´raliser cette
proce´dure au dela` des mode`les de matrices. A toute courbe alge´brique, on peut associer
des familles infinies d’e´nergies libres et de fonctions de corre´lation par la meˆme me´thode.
Que repre´sentent alors ces objets lorsque la courbe alge´brique n’est pas issue d’un
mode`le de matrice ? Ont-ils des proprie´te´s particulie`res ? Nous tenterons de re´pondre
autant que possible a` ces questions dans le chapitre suivant.
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Chapitre 4
Invariants alge´briques.
Dans les chapitres pre´ce´dents, nous avons e´tudie´ diffe´rents mode`les de matrices her-
mitiennes. Nous avons ainsi pu calculer les de´veloppements topologiques de l’e´nergie
libre et des fonctions de corre´lation respectifs de ces mode`les. Etant donne´ un mode`le,
il e´tait suppose´ depuis longtemps que les coefficients de ces de´veloppements pouvaient
s’exprimer uniquement en termes des modules d’une courbe alge´brique : la courbe
spectrale classique associe´e au mode`le conside´re´. Cependant il est plus surprenant que
les re´sultats pre´sente´s pre´ce´demment montrent qu’il existe une formule unique pour
re´soudre ces diffe´rents mode`les en changeant simplement la courbe alge´brique sur la-
quelle travailler : c’est-a`-dire que l’on est capable de de´finir des fonctions F (g)(EModele)
qui coincident avec le de´veloppement de ’t Hooft de l’e´nergie libre F
(g)
Modele du mode`le
dont la courbe spectrale est EModele.
Il est alors naturel de se poser la question d’une ge´ne´ralisation de cette proce´dure
au dela` des mode`les de matrices. Etant donne´e une courbe alge´brique E quelconque,
nous de´finissons dans ce chapitre des nombres F (g)(E) par la meˆme proce´dure que pour
le calul de l’e´nergie libre des mode`les de matrices et e´tudions leurs proprie´te´s. Tous les
re´sultats pre´sente´s ici peuvent eˆtre trouve´s dans [IV]avec les de´monstrations associe´es.
Dans un premier temps, nous allons brie`vement rappeler les diffe´rents parame`tres
de´finissant une courbe alge´brique E , c’est-a`-dire les modules de notre proble`me. Nous
de´finirons ensuite une famille de formes diffe´rentielles sur la courbe E en imitant
la re´solution des e´quations de boucles des mode`les de matrices hermitiennes. Nous
nous attacherons ensuite a` l’e´tude des variations de ces formes diffe´rentielles sous les
de´formations de la courbe alge´brique. Nous montrerons enfin comment la connaissance
de ces lois de de´formation ainsi que des proprie´te´s d’invariance en de´coulant, sont un
outil tre`s puissant, en particulier pour de´montrer l’e´quivalence de diffe´rents mode`les.
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1 De´finition des modules de la courbe.
Conside´rons une courbe alge´brique quelconque de´finie comme dans la partie
8.1 du chapitre 21 par l’e´quation :
E(x, y) = 0 (1-1)
et qui peut eˆtre vue comme une surface de Riemann compacte Σ de genre donne´ G
muni de deux fonctions me´romorphes x, y telles que :
∀p ∈ Σ , E(x(p), y(p)) = 0 (1-2)
ainsi que d’une base symplectique de cycles {(Ai,Bi)}Gi=1.
Ceci fait, les poˆles αi de la forme diffe´rentielle ydx et les points de branchements ai
annulant dx(ai) = 0 sont fixe´s. On peut alors de´crire les modules de la courbe :
– Les fractions de remplissage :
i :=
1
2ipi
∮
Ai
ydx; (1-3)
– Les tempe´ratures :
t0,i := Res
αi
ydx; (1-4)
– Les autres modules aux poˆles : tj,i de´finis par les polynoˆmes
Vi(zαi(p)) :=
∑
j
tj,iz
j
αi
(p) := Res
q→αi
y(q)dx(q) ln
(
1− zαi
zαi(q)
)
(1-5)
ou` 1
zαi
est une bonne variable locale au voisinage du poˆle αi inde´pendante de y.
2 De´formation par κ.
En plus de ces modules propres a` la courbe alge´brique elle-meˆme, on introduit un
parame`tre supple´mentaire pemettant de changer la normalisation des fonctions de base.
Pour une matrice syme´trique quelconque κ, on de´forme les briques de bases de
la construction des fonctions de corre´lation du mode`le a` deux matrices en de´finissant :
Definition 2.1 Pour toute matrice syme´trique κ, on de´finit le noyau de Bergmann
κ-de´forme´ :
B(p, q)[κ] := B(p, q) + 2ipi
∑
i,j
dui(p)κijduj(q) (2-1)
ainsi que la de´forme´e de la diffe´rentielle Abelienne de troisie`me espe`ce :
dSq1,q2(p) =
∫ q1
q2
B(p, q) (2-2)
1Dans tout ce chapitre, nous reprendrons les notations de la partie 8.1 du chapitre 2 sauf indication
contraire. On pourra s’y reporter directement sans avoir lu au pre´alable le reste du chapitre ayant
trait au mode`le a` deux matrices.
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ou` le chemin d’inte´gration se situe entie`rement dans le domaine fondamental, et, au
voisinage d’un point de branchement,
dEq(p)[κ] := dEq(p) + 2ipi
∑
i,j
dui(p)κij(uj(q)− uj(q)). (2-3)
On de´finit e´galement un ensemble de cycles de´pendant de κ me´langeant les e´le´ments
de la base {(Ai,Bi)} :
Definition 2.2 Pour une matrice syme´trique κ quelconque, on de´finit l’ensemble de
cycles κ-de´forme´s {(Ai,Bi)}Gi=1 par :{ A := (1 + κτ)A− κB
B := B − τA (2-4)
ou` l’on a utilise´ une notation vectorielle pour de´crire les cycles : A := (Ai).
Ceci nous permet de de´finir des fractions de remplissage associe´es a` chaque valeur
de κ :
Definition 2.3 On de´finit les fractions de remplissage κ de´forme´es par :
i :=
1
2ipi
∮
Ai
ydx. (2-5)
Ces cycles permettent e´galement de mieux de´crire les proprie´te´s de normalisation
des diffe´rentielles κ-de´forme´es. Ces diffe´rentielles satisfont les proprie´te´s suivantes :
– Syme´trie et normalistion du noyau de Bergmann de´forme´ :
B(p, q)[κ] = B(q, p)[κ] ,
∮
Ai
B[κ] = 0 ,
∮
q∈Bi
B(p, q)[κ] = 2ipi dui(p).
(2-6)
– Formule de Cauchy : pour toute fonction me´romorphe f(p), sa diffe´rentielle est
donne´e par
df(p) = Res
q→p
B(p, q)f(q). (2-7)
– B(p, q)[0] = B(p, q).
– Structure de poˆles et normalisation de dSq1,q2 : C’est l’unique forme me´romorphe
avec seulement deux poˆles simples en q1 et q2, telle que
Res
q1
dSq1,q2 = 1 = − Res
q2
dSq1,q2 ,
∮
Ai
dSq1,q2 = 0 (2-8)
et elle satisfait : ∮
Bi
dSq1,q2 = 2ipi(ui(q1)− ui(q2)). (2-9)
– Syme´trie de dS :
dSq1,q2 = −dSq2,q1 , (2-10)
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– Expression de dS en termes des fonctions θ :
dSq1,q2(p) = dp ln
(
θz(u(p)− u(q1))
θz(u(p)− u(q2))
)
+ 2ipi
∑
i,j
dui(p)κij(uj(q1)− uj(q2)).
(2-11)
– De´rivation et inte´gration de dS :
dq1 (dSq1,q2(p)) = B(q1, p) (2-12)
et ∫ p2
p1
dSq1,q2 =
∫ q2
q1
dSp1,p2 . (2-13)
– Formule de Cauchy : pour toute fonction me´romorphe f :
f(p) = − Res
q1→p
dSq1,q2(p)f(q1). (2-14)
– L’identite´ biline´aire de Riemann reste ve´rifie´e avec ces nouveaux cycles de´forme´s.
Conside´rant ω1 et ω2 deux formes me´romorphes sur la surface Σ et un point p0
arbitraire,on de´finit Φ1 sur le domaine fondamental par
Φ1(p) =
∫ p
p0
ω1 (2-15)
ou` le chemin d’inte´gration reste a` l’inte´rieur du domaine fondamental.
On a alors l’identite´ biline´aire de Riemann :
Res
p→all poles
Φ1(p)ω2(p) =
1
2ipi
g∑
i=1
∮
Ai
ω1
∮
Bi
ω2 −
∮
Bi
ω1
∮
Ai
ω2
=
1
2ipi
g∑
i=1
∮
Ai
ω1
∮
Bi
ω2 −
∮
Bi
ω1
∮
Ai
ω2. (2-16)
– On peut e´galement de´composer ydx (comme dans Eq. (8-48) du chapitre 2) sur
les modules en tenant compte des κ de´formations :
ydx =
∑
i,j
tj,iBj,i +
∑
i
t0,idSαi,o + 2ipi
∑
i
idui (2-17)
avec
Bj,i(p) = − Res
q→αi
B(p, q)zαi(q)
j. (2-18)
3 Fonctions de corre´lation et e´nergies libres.
3.1 De´finitions.
Dans les chapitres pre´ce´dents, on a vu comment, e´tant donne´e la courbe spectrale
classique EMM d’un mode`le de matrices ale´atoires, on peut calculer les de´veloppements
topologiques de ses fonctions de corre´lations Wk,MM et son e´nergie libre FMM graˆce a` un
3. FONCTIONS DE CORRE´LATION ET E´NERGIES LIBRES. 113
ensemble d’applications F (g) (resp. W
(g)
k ) allant de l’ensemble des courbes alge´briques
E dans l’ensemble des nombres complexes (resp. des k-formes sur E) :
Wk,MM =
∞∑
g=0
N−2gW (g)k (EMM) , FMM :=
∞∑
g=0
N−2gF (g)(EMM). (3-1)
Si ces applications donnent des re´sultats convaincants lorsqu’elles sont utilise´es dans le
cadre des mode`les de matrices, il est inte´ressant de les e´tendre au dela` de ces derniers.
Dans cette partie nous allons donc e´tudier leurs proprie´te´s en toute ge´ne´ralite´. Nous
allons commencer par de´finir ces objets sans supposer l’existence d’un quelconque
mode`le de matrices sous jacent.
Par imitation du de´veloppement topologique des fonctions de corre´lation et de
l’e´nergie libre du mode`le a` deux matrices, on de´finit ainsi :
Definition 3.1 Fonctions de corre´lation :
W
(g)
k = 0 if g < 0 (3-2)
W
(0)
1 (p) = 0 (3-3)
W
(0)
2 (p1, p2) = B(p1, p2) (3-4)
et on de´finit par re´curence sur k et g les formes multiline´aires me´romorphes :
W
(g)
k+1(p,pK) =
=
∑
i
Res
q→ai
dEq(p)
ω(q)
( g∑
m=0
∑
J⊂KW
(m)
j+1 (q,pJ)W
(g−m)
k−j+1(q,pK/J) +W
(g−1)
k+2 (q, q,pK)
)
.
(3-5)
Energies libres :
∀g > 1 , F (g) = 1
2− 2g
∑
i
Res
q→ai
Φ(q)W
(g)
1 (q)
(3-6)
ou` Φ est une primitive quelconque de ydx, et pour g = 1
F (1) = −1
2
ln (τBx) − 1
24
ln
(∏
i
y′(ai)
)
+ ln
(
det
(
1
κ
))
(3-7)
ou`
y′(ai) =
dy(ai)
dzi(ai)
, zi(p) =
√
x(p)− x(ai) (3-8)
et τBx fonction τ de Bergmann de´finie par Eq. (8-52).
114 CHAPITRE 4. INVARIANTS ALGE´BRIQUES.
L’ordre dominant est quant a` lui de´fini par :
F (0) =
1
2
∑
i
Res
αi
Viydx+
1
2
∑
i
t0,iµαi −
1
4ipi
∑
i
∮
Ai
ydx
∮
Bi
ydx
(3-9)
ou`
µαi =
∫ o
αi
(ydx− dVi + t0,idzαi
zαi
) + Vi(o)− t0,i ln (zαi(o)). (3-10)
Dans la suite, on notera :
∀i = 1 . . .G , Γi :=
∮
Bi
ydx. (3-11)
On de´finit e´galement les fonctions spe´ciales correspondant au cas ou` κ→ 0 :
Definition 3.2 Fonctions de corre´lation spe´ciales :
W
(g)
k = 0 if g < 0 (3-12)
W
(0)
1 (p) = 0 (3-13)
W
(0)
2 (p1, p2) = B(p1, p2) (3-14)
ou` B est le noyau de Bergmann non de´forme´, et on de´finit par re´currence sur k et g
les fomes multiline´aires me´romorphes :
W
(g)
k+1(p,pK) =
=
∑
i
Res
q→ai
dEq(p)
ω(q)
( g∑
m=0
∑
J⊂KW
(m)
j+1(q,pJ)W
(g−m)
k−j+1(q,pK/J) +W
(g−1)
k+2 (q, q,pK)
)
.
(3-15)
Energies libres spe´ciales :
∀g > 1 , F (g) = 1
2− 2g
∑
i
Res
q→ai
Φ(q)W
(g)
1 (q)
(3-16)
et, pour g = 1,
F (1) = −1
2
ln (τBx) − 1
24
ln
(∏
i
y′(ai)
)
. (3-17)
L’ordre dominant est quant a` lui de´fini par :
F (0) =
1
2
∑
i
Res
αi
Viydx+
1
2
∑
i
t0,iµαi −
1
4ipi
∑
i
∮
Ai
ydx
∮
Bi
ydx.
(3-18)
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3.2 Repre´sentation diagrammatique.
On reprend la repre´sentation diagrammatique introduite dans la partie 9.4 du cha-
pitre 2 en changeant le´ge`rement les valeurs des propagateurs et vertex : on change par-
tout les noyaux de Bergmann par leurs κ de´forme´es, y compris dans les diffe´rentielles
abe´lienes de troisie`me espe`ce.
Ainsi, les fonctions de corre´lation et e´nergies libres sont obtenues en sommant sur
le meˆme ensemble de graphes que celui de´fini par le the´ore`me 9.3 du chapitre 2 mais
avec les poids de´finis par :
Definition 3.3 Le poids P(G) d’un graphe G est donne´ par les re`gles suivantes :
– On marque tout vertex trivalent du graphe par un point courant ri de Σ et on
associe ri a` son enfant de gauche et ri a` son enfant de droite. Toute areˆte relie
alors deux points de la surface Σ ;
– A une areˆte non oriente´e liant r et r′, on associe le facteur B(r, r′) ;
– A toute areˆte oriente´e allant de r vers r′, on associe le facteur dEr′ (r)
(y(r′)−y(r′))dx(r′) ;
– Suivant les fle`ches en sens inverse (des feuilles vers la racine), a` chaque vertex
r, on calcule la somme sur tous les points de branchement ai des re´sidus quand
r → ai :
∑
i
Res
q→ai
.
– Apre`s avoir calcule´ l’ensemble de ces re´sidus, on obtient le poids du graphe.
Cela peut simplement s’e´crire :
P
(
p q
)
:= B(p, q), (3-19)
et
P
(
q
q
p
)
:=
∑
i
Res
q→ai
dEq(p)
ω(q)
. (3-20)
Les fonctions de corre´lations sont alors donne´es par
The´ore`me 3.1
W
(g)
k+1,0(p,pK) =
∑
G∈Ggk(p,pK)
P(G).
(3-21)
3.3 Proprie´te´s.
Ces nouveaux objets posse`dent de nombreuses proprie´te´s dont certaines sont lar-
gement inspire´es des mode`les de matrices. Nous pre´sentons ici un ensemble de ca-
racte´ristiques utiles a` la manipulation et a` la compre´hension de ces objets. Toutes les
de´monstrations peuvent eˆtre trouve´es dans [IV].
Tout d’abord, et ceci est presque une de´finition, les chapitres pre´ce´dents nous per-
mettent d’e´crire le the´ore`me :
The´ore`me 3.2 Les de´veloppements topologiques des e´nergies libres des mode`les a` une
matrice, deux matrices et une matrice en champ exte´rieur de´finies respectivement par
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Eq. (1-10) du chapitre 3, Eq. (1-65) du chapitre 2 et Eq. (2-5) du chapitre 3 sont
donne´es par
F1MM =
∞∑
g=0
N−2gF (g)(E1MM) , F2MM =
∞∑
g=0
N−2gF (g)(E2MM) (3-22)
et
FMext =
∞∑
g=0
N−2gF (g)(EMext) (3-23)
ou` E1MM , E2MM et EMext sont les courbes spectrales classiques des mode`les a` une ma-
trice, deux matrices et une matrice en champ exte´rieur respectivement, de´finies par
Eq. (1-14) du chapitre 3, Eq. (7-13) du chapitre 2 et Eq. (2-11) du chapitre 3 et κ a
e´te´ prise e´gale a` 0.
Les fonctions de corre´lation ainsi de´finies sont e´videment syme´triques en tous leurs
arguments sauf le premier. Cependant, on peut voir que la fonction a` trois points de
genre 0 peut eˆtre mise sous une forme explicitement syme´trique en tous ses arguments :
The´ore`me 3.3 La 3-forme W
(0)
3 s’e´crit :
W
(0)
3 (p, p1, p2) = Res
q→a
B(q, p)B(q, p1)B(q, p2)
dx(q)dy(q)
. (3-24)
Cette formule est la ge´ne´ralisation de la formule donne´e par Krichever dans le cadre
des mode`les de matrices [77].
Il est tre`s important de connaˆıtre la structure de poˆles des fonctions de corre´lation
pour pouvoir les manipuler. On peut montrer qu’elles sont donne´es par :
The´ore`me 3.4 Pour tout couple (k, g) 6= (1, 0), la fonction de corre´lation W (g)k+1 n’a
de poˆle en chacune de ses variables qu’aux points de branchements en x, ai.
Ce re´sultat qui est ici un the´ore`me est une condition ne´ce´ssaire pour que ces formes
diffe´rentielles soient bien les observables voulues dans le cadre des mode`les de matrices.
De meˆme, dans le contexte des inte´grales matricielles, ces observables doivent eˆtre
bien de´finies sur chaque feuillet et donc avoir des inte´grales nulles sur les cycles Ai.
Dans ce cadre plus ge´ne´ral, on montre que :
The´ore`me 3.5 Pour tout couple (k, g), on a :
∀i = 1, . . . ,G
∮
p∈Ai
W
(g)
k+1(p, p1, . . . , pk) = 0, (3-25)
∀i = 1, . . . ,G, ∀m = 1, . . . , k
∮
pm∈Ai
W
(g)
k+1(p, p1, . . . , pk) = 0. (3-26)
Si dans le cadre particulier des mode`les de matrices ou`, rappelons le, κ = 0, on
conside´rait les inte´grales sur les cycles A de la base choisie au de´part, on voit qu’il
est important de conside´rer ici les cycles A[κ] pour κ 6= 0.
Deux proprie´te´s e´galement tre`s utiles des mode`les de matrices concernant la somme
sur l’ensemble des feuillets sont conserve´es :
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The´ore`me 3.6 Pour tout couple (k, g), on a :∑
i
W
(g)
k+1(p
i, p1, . . . , pk) = δk,1δg,0
dx(p)dx(p1)
(x(p)− x(p1))2 (3-27)
et k ≥ 1 : ∑
i
W
(g)
k+1(p1, p
i, p2, . . . , pk) = δk,1δg,0
dx(p)dx(p1)
(x(p)− x(p1))2 (3-28)
ou` la somme porte sur tous les feuillets, c’est-a`-dire tous les points pi tels que x(pi) =
x(p).
The´ore`me 3.7 Pour (k, g) 6= (0, 1),
P
(g)
k (x(p), pK) =
1
dx(p)2
∑
i
[
− 2y(pi)dx(p)W (g)k+1(pi, pK)
+
g∑
m=0
∑
J⊂K
W
(m)
j+1 (p
i, pJ)W
(g−m)
k−j+1(p
i, pK/J) +W
(g−1)
k+2 (p
i, pi, pK)
]
(3− 29)
est une fonction rationnelle de x(p) sans poˆle aux points de branchements en x.
Ces proprie´te´s nous permettent finalement de montrer la syme´trie des fonctions de
corre´lation en tous leurs arguments :
The´ore`me 3.8 W
(g)
k (p1, . . . , pk) est une fonction syme´trique de toutes ses variables
pi.
Cette proprie´te´ est encore une fois naturelle dans le cadre des mode`les de matrices
mais je tiens a` souligner a` nouveau que rien n’assurait a` priori qu’elle soit vraie dans
un cadre plus ge´ne´ral.
Ceci nous permet d’affiner la de´scription du comportement des fonctions de cor-
re´lations en leurs poˆles :
Corollaire 3.1
∀i, Res
ai
W
(g)
k+1(p, p1, . . . , pk) = 0, (3-30)
∀i, Res
ai
x(p)W
(g)
k+1(p, p1, . . . , pk) = 0, (3-31)∑
i
Res
ai
y(p)W
(g)
k+1(p, p1, . . . , pk) = 0, (3-32)∑
i
Res
ai
x(p)y(p)W
(g)
k+1(p, p1, . . . , pk) = 0. (3-33)
3.4 Cas particuliers : genres 0 et 1.
Dans cette partie nous montrons comment ces relations de re´currences s’e´crivent
explicitement dans les cas ou` la courbe alge´brique E est de genre 0 ou 1. En effet, dans
ces cas la`, on peut les exprimer dans un langage peut-eˆtre plus familier.
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Genre 0.
Comme nous l’avons vu dans le chapitre 2, si l’on veut faire de la combinatoire
de cartes par l’interme´diaire des mode`les de matrices, il faut imposer que la courbe
spectrale classique associe´e soit de genre 0 en imposant toutes les fractions de remplis-
sage nulles sauf l’une d’elles. Alors, la surface de Riemann compacte Σ est e´quivalente
a` la sphe`re de Riemann sous les transformations conformes. Il existe donc une pa-
rame´trisation rationnelle de E , c’est-a`-dire que l’on peut trouver deux fonctions ration-
nelles X(p) et Y (p) telles que :
E(x, y) = 0 ⇔ ∃p ∈ C , x = X(p) , y = Y (p). (3-34)
Dans ce cas, le noyau de Bergmann est de´fini comme le noyau de Bergmann de la
sphe`re par :
B(p, q) = B(p, q) =
dpdq
(p− q)2 = dp dq ln (p− q) (3-35)
et la forme premie`re est simplement :
E(p, q) = E(p, q) =
p− q√
dp dq
. (3-36)
Les points de branchement sont les ze´ros de la fonction X(p) :
X(ai) = 0. (3-37)
Le vertex est alors donne´ par :
Res
q→a
dp
2(Y (q)− Y (q))X ′(q)dq
[
1
q − p −
1
q − p
]
(3-38)
et les diffe´rentes fonctions de corre´lation sont facilement obtenues par de´velopppement
de Taylor des fonctions X et Y au voisinage des ze´ros de X ′.
Genre 1.
Si la courbe est de genre G = 1, alors on peut la parame´trer sur le losange cor-
respondant au domaine fondamental d’un tore (cf. fig.2.3 du chapitre 2) i.e. on peut
trouver une parame´trisation elliptique de E . Ainsi il existe deux fonctions elliptiques
X(p) et Y (p) [104] telles que
E(x, y) = 0 ⇔ ∃p ∈ C , x = X(p) , y = Y (p)
X(p+ 1) = X(p+ τ) = X(p) , Y (p+ 1) = Y (p+ τ) = Y (p). (3-39)
Alors le noyau de Bergmann est quasiment la fonction de Weierstrass correspon-
dante [104] :
B(p, q) =
(
℘(p− q, τ) + pi
Imτ
)
dpdq. (3-40)
La forme premie`re est donne´e par :
E(p, q) =
θ1(p− q, τ)
θ′1(0, τ)
√
dp dq
. (3-41)
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Notons que si κ = −1
2iImτ
, le noyau de Bergmann de´forme´ se re´duit a` la fonction de
Weierstrass
B(p, q) = ℘(p− q, τ) dpdq (3-42)
et est donc invariant modulaire. Nous verrons dans la prochaine partie que cette pro-
prie´te´ s’e´tend a` toutes les courbes alge´briques et n’est pas un artefact du genre 1.
4 De´formations de la courbe.
Nous avons de´fini les fonctions de corre´lation et e´nergies libres comme des fonction-
nelles d’une courbe alge´brique E , on peut alors se poser la question de leur de´pendance
en les modules de cette courbe : comment varient ces quantite´s lorsque l’on change la
parame´trisation de la courbe ou bien la courbe elle meˆme par l’interme´diaire de ses
modules ?
4.1 Invariance symplectique.
Le the´ore`me suivant montre que sous certaines transformations de la courbe alge´bri-
que E , les e´nergies libres restent inchange´es.
The´ore`me 4.1 Pour tout g, F (g) reste inchange´e lorsque l’on change E par l’une des
transformations suivantes :
– x→ ax+b
cx+d
et y → (cx+d)2
ad−bc y avec (a, b, c, d) ∈ C4 ;
– x→ x et y → y +R(x) pour toute fonction rationnelle R(x) ;
– x→ −x et y → y ;
– x→ y et y → x.
La de´monstration des trois premie`res proprie´te´s de´coule directement des de´finitions
par l’interme´diaire de la repre´sentation diagrammatique pre´sente´e dans la partie 3.2.
La de´monstration de la dernie`re syme´trie est beaucoup plus difficile. Dans le cadre du
mode`le a` deux matrices, elle correspond a` dire que le calcul de l’e´nergie libre donne le
meˆme re´sultat que l’on re´solve les e´quations de boucles obtenues par variation de la
matrice M1 ou par variation de M2, c’est-a`-dire que le re´sultat ne de´pend pas du mode
de calcul. La de´monstration passe ici par la ge´ne´ralisation des fonctions de corre´lation
mixtes H
(g)
1;k;l dans ce cadre plus ge´ne´ral et leur e´tude pre´cise. Cette de´rivation tre`s
technique peut eˆtre trouve´e dans [VI].
Ce the´ore`me montre que les e´nergies libres sont des invariants d’une certaine classe
de courbes alge´briques, c’est pourquoi nous nommerons dore´navant invariants alge´briques
les F (g)2. Il nous fournit un outil tre`s puissant pour comparer diffe´rents mode`les ca-
racte´rise´s par une courbe alge´brique. Nous montrerons par exemple son utilite´ dans la
comparaison de plusieurs mode`les de matrices dans la partie 6 de ce chapitre.
Remarque 4.1 On parle ici d’invariance symplectique parce que toutes ces transformations
conservent la forme symplectique
|dx ∧ dy|. (4-1)
2En effet, le terme e´nergie libre inspire´ des mode`les de matrices n’a plus de sens ici tant qu’aucun
syste`me physique sous-jacent n’a e´te´ identifie´.
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Cependant, il n’est pas clair pour le moment si F (g) est conserve´e par toute transformation
laissant cette forme inchange´e. Plus pre´cise´ment, on ne connaˆıt pas de caracte´ristaion de
l’ensemble des transformations conservant les F (g).
4.2 Variation par rapport aux modules de la courbe.
Conside´rons une variation infinite´simale de la courbe E → E + δE , obtenue par une
variation de y(x) a` x fixe´ :
δΩ y|x dx = −Ω. (4-2)
Remarque 4.2 On peut travailler a` n’importe quelle coordonne´e locale z fixe´e plutoˆt que
x fixe´. On a alors une structure de Poisson :
δΩ y|z dx− δΩ x|z dy = −Ω (4-3)
ou` Ω est une forme diffe´rentielle quelconque dont nous restreignons les proprie´te´s dans la
suite.
Nous allons e´tudier comment les diffe´rentes formes diffe´rentielles et invariants in-
troduits plus haut varient sous cette transformation. Pour ce faire, nous allons d’abord
e´tudier comment varie l’e´le´ment de base de cette construction : le noyau de Bergmann.
Formule variationnelle de Rauch et variation du noyau de Bergmann.
Sous cette transformation, Eq. (4-3) montre que la variation de la projection des
points de branchements dans le plan x est donne´e par :
δΩ x(ai) =
Ω(ai)
dy(ai)
. (4-4)
en supposant ici que Ω
dy
n’a pas de poˆle aux points de branchements.
La formule variationnelle de Rauch [96, 53] nous dit alors que la variation du noyau
de Bergmann s’e´crit
δΩB(p, q)|x(p),x(q) =
∑
i
Res
r→ai
Ω(r)B(r, p)B(r, q)
dx(r)dy(r)
.
(4− 5)
En inte´grant sur un cycle B, on obtient la variation des diffe´rentielles holomorphes :
δΩdu(p)|x(p) =
∑
i
Res
r→ai
Ω(r)B(r, p)du(r)
dx(r)dy(r)
,
(4− 6)
puis, par une seconde inte´gration, la variation de la matrice des pe´riodes de Riemann :
δΩτ = 2ipi
∑
i
Res
r→ai
Ω(r)du(r)dut(r)
dx(r)dy(r)
.
(4− 7)
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Etudions de meˆme la variation du noyau de Bergmann κ de´forme´. Il y a maintenant
deux termes a` faire varier : d’une part le noyau de Bergmann nu et d’autre part la
de´formation dont la variation se de´compose elle-meˆme en la variation des diffe´rentielles
holomorphes et de κ lui meˆme. En effet, aucune contrainte ne vient s’opposer a` un choix
de κ de´pendant de la courbe alge´brique elle meˆme. La formule variationnelle de Rauch
peut alors s’e´crire :
δΩB(p, q)|x(p),x(q) = Resr→a
Ω(r)B(r, p)B(r, q)
dx(r)dy(r)
− 2ipi dut(p)(κ δΩτ κ− δΩκ)du(q)
= 2 Res
r→a
Ω(r)dEr(p)B(r, q)
ω(r)
− 2ipi dut(p)(κ δΩτ κ− δΩκ)du(q)
(4− 8)
que l’on peut re´e´crire sous la forme(
δΩ + tr [κ δΩτ κ− δΩκ] ∂
∂κ
)
x(p),x(q)
B(p, q) = Res
r→a
Ω(r)B(r, p)B(r, q)
dx(r)dy(r)
= −2 Res
r→a
Ω(r)dEr(p)B(r, q)
ω(r)
(4− 9)
En de´finissant la de´rive´e covariante par :
DΩ = δΩ + tr
[
(κ δΩτ κ− δΩκ) ∂
∂κ
]
(4-10)
on peut re´sumer la variation du noyau de Bergmann de´forme´ par :
DΩB(p, q) = −2 Res
r→a
Ω(r)dEr(p)B(r, q)
ω(r)
= Res
r→a
dEr(p)
ω(r)
[Ω(r)B(r, q) + Ω(r)B(r, q)] .
(4− 11)
En inte´grant au voisinage d’un point de branchement aj, on obtient e´galement :
DΩ dEq(p)|x(p),x(q) = −2 Resr→a
dEr(p)
ω(r)
Ω(r)dEq(r)
= Res
r→a
dEr(p)
ω(r)
[Ω(r)dEq(r) + Ω(r)dEq(r)] .
(4− 12)
Le sens de ces deux e´quations peut eˆtre e´clairci en utilisant la repre´sentation dia-
grammatique des fonctions de corre´lation. En effet, le noyau de Bergmann et dE sont
les deux types d’areˆtes composant les diagrammes et les deux seules quantite´s variant
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sous l’action de δΩ. Les e´quations Eq. (4-11) et Eq. (4-12) expliquent alors comment
les diagrammes changent sous la variation Ω de la courbe alge´brique E :
D p q +p q
Ω
p q
Ω
=
= +p q
Ω
p q
Ω
et
D p q += p q
Ω
p q
Ω
.
On reconstruit alors la de´rive´e covariante des fonctions de corre´lations ainsi que des
invariants alge´briques par le lemme suivant :
Lemme 4.1 Pour toute forme biline´aire syme´trique f(q, p) = f(p, q) :
DΩ
(∑
j
Res
q→aj
dEq(p)
ω(q)
f(q, q)
)
x(p)
= 2
∑
i,j
Res
r→ai
Res
q→aj
dEr(p)
ω(r)
Ω(r)
dEq(r)
ω(q)
f(q, q)
+
∑
j
Res
q→aj
dEq(p)
ω(q)
DΩ (f(q, q))x(q) .
(4− 13)
Ce lemme exprime en fait l’action de DΩ sur le vertex :
D p += p q
Ω
p q
Ω
q .
Graphiquement, cela signifie simplement que la variation d’un diagramme est obtenue
en ajoutant une patte Ω a` toutes les areˆtes possibles.
En particulier, si la variation de la courbe peut se mettre sous la forme
Ω(p) =
∫
∂Ω
B(p, q)Λ(q) (4-14)
ou` ∂Ω est un contour d’inte´gration assez e´loigne´ des points de branchements 3, on peut
de´crire les variations correspondantes par :
The´ore`me 4.2 Variations des fonctions de correlation et e´nergies libres : pour g+k >
1, elles sont donne´es par :
DΩW
(g)
k (p1, . . . , pk)
∣∣∣
x(pi)
=
∫
∂Ω
W
(g)
k+1(p1, . . . , pk, q)Λ(q)
(4-15)
3Ceci exclut entre autres le cas ou` Ω correspond a` la variation d’une ”areˆte dure”, cf [44, 26, 16].
4. DE´FORMATIONS DE LA COURBE. 123
et, pour g ≥ 1,
DΩF
(g) = −
∫
∂Ω
W
(g)
1 (p)Λ(p).
(4-16)
Nous allons utiliser cette description pour e´tudier les variations des invariants
alge´briques par rapport aux modules de la courbe E . En effet, Eq. (2-17) nous per-
met d’identifier les Ω correspondant a` la variation de chacun des modules.
Variation des fractions de remplissage.
Conside´rons la variation de la courbe donne´e par
Ω(p) = −2ipidui(p) = −
∮
Bi
B(p, q). (4-17)
i.e. ∂Ω = Bi et Λ = −1. Elle correspond a` :
δΩj = δij , δΩt0,j = 0 , δΩVj = 0. (4-18)
Cette variation est donc e´quivalente a` faire varier uniquement l’une des fractions de
remplissage i =
1
2ipi
∮
Ai ydx :
D−2ipidui =
∂
∂i
. (4-19)
Le the´ore`me 4.2 implique
∂
∂i
W
(g)
k (p1, . . . , pk) = −
∮
Bi
W
(g)
k+1(p1, . . . , pk, q), (4-20)
∂
∂i
F (g) =
∮
Bi
W
(g)
1 (q), (4-21)
et
∂
∂i
F (0) = −
∮
Bj
ydx+
1
4ipi
(
κ
∮
B
ydx
)t
δ−2ipidui(τ) κ
∮
B
ydx. (4-22)
Variation des tempe´ratures.
Soient αi et αj deux poˆles distincts de ydx. Conside´rons la variation de la courbe
donne´e par
Ω(p) = −dSαi,αj(p) =
∫ αj
αi
B(p, q) , i.e. ∂Ω = [αi, αj] , Λ = 1 (4-23)
Elle correspond a` :
δΩj = 0 , δΩt0,k = δi,k − δj,k , δΩVk = 0. (4-24)
Cette variation est donc e´quivalente a` faire varier uniquement les tempe´ratures t0,i et
t0,j :
D−dSαi,αj =
∂
∂t0,i
− ∂
∂t0,j
. (4-25)
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Remarque 4.3 Toutes les tempe´ratures sont lie´es par la condition :∑
i
t0,i = 0. (4-26)
On ne peut donc pas faire varier une seule d’elles inde´pendamment. C’est pourquoi nous
avons duˆ en changer deux a` la fois ici.
Le the´ore`me 4.2 implique(
∂
∂t0,i
− ∂
∂t0,j
)
W
(g)
k (p1, . . . , pk) =
∫ αj
αi
W
(g)
k+1(p1, . . . , pk, q), (4-27)(
∂
∂t0,i
− ∂
∂t0,j
)
F (g) =
∫ αi
αj
W
(g)
1 (q) (4-28)
et (
∂
∂t0,i
− ∂
∂t0,j
)
F (o) = µαi − µαj +
1
4ipi
(
κ
∮
B
ydx
)t
δ−dSαi,αj (τ) κ
∮
B
ydx. (4-29)
Variation des modules aux poˆles
Soit αi un poˆle de ydx. Conside´rons la variation de la courbe donne´e par
Ω(p) = −Bk,i = Res
αi
B(p, q)zkαi(q), (4-30)
i.e. ∂Ω est un petit cercle entourant αi et Λ =
1
2ipi
zkαi . On a alors :
δΩj = 0 , δΩt0,j = 0 , δΩtk′,j = δi,jδk,k′ (4-31)
Cette variation e´quivaut donc a` ne changer que le coefficient tk,i :
D−Bk,i =
∂
∂tk,i
. (4-32)
Le the´ore`me 4.2 donne
∂
∂tk,i
W
(g)
k (p1, . . . , pk) = Resαi
zkαi(q)W
(g)
k+1(p1, . . . , pk, q), (4-33)
∂
∂tk,i
F (g) = − Res
αi
zkαi(q)W
(g)
1 (q) (4-34)
et
∂
∂tk,i
F (o) = Res
αi
ydxzkαi +
1
4ipi
(
κ
∮
B
ydx
)t
δBk,i(τ) κ
∮
B
ydx. (4-35)
Il peut eˆtre inte´ressant de connaˆıtre non seulement les de´rive´es premie`res mais
e´galement les de´rive´es secondes de F (0) par rapport aux modules de la courbe. En effet,
dans le cadre des mode`les de matrices, ce sont ces dernie`res qui sont ”universelles”.
Nous les avons donc regroupe´es dans l’appendice 4 sous la forme d’un formulaire.
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Homoge´ne´ite´
On peut utiliser ces formules pour montrer une proprie´te´ d’homoge´ne´ite´ permettant
de de´composer les invariants sur la base de ces modules :
The´ore`me 4.3 Pour tout g > 1, F (g) satisfait la proprie´te´ d’homoge´ne´ite´ :
(2− 2g)F (g) =
∑
i,k
tk,i
∂
∂tk,i
F (g) +
∑
i
t0,i
∂
t0,i
F (g) +
∑
i
i
∂
∂i
F (g) (4-36)
i.e. F (g) est homoge`ne de degre´ 2− 2g.
4.3 Ope´rateur d’insertion de boucle et son inverse.
On peut e´galement utiliser ces de´formations de la courbe alge´brique pour recons-
truire les fonctions de corre´lation W
(g)
k a` partir des invariants alge´briques F
(g).
En effet, pour tout point q situe´ loin de tout point de branchement, conside´rons la
variation :
Ω(p) = B(p, q). (4-37)
Elle induit une variation des fonctions de corre´lation donne´e par :
The´ore`me 4.4
DBW
(g)
k (p1, . . . , pk) = W
(g)
k+1(p1, . . . , pk, q) (4-38)
DB F
(g) = −W (g)1 (q) (4-39)
et
DB F
(0) = y(q)dx(q) +
1
4ipi
(
κ
∮
B
ydx
)t ∮
B
∮
B
W3,0κ
∮
B
ydx. (4-40)
C’est a` dire que l’ope´rateur DB(.,q) agit sur les fonctions de corre´lation en ajoutant
une patte externe au point q. C’est exactement le roˆle joue´ par l’ope´rateur ∂
∂V1
de´fini
par Eq. (2-4) du chapitre 2. On a donc e´tendu la notion d’ope´rateur d’insertion
de boucle a` ce cadre plus ge´ne´ral d’invariants alge´briques : il consiste simplement a`
ajouter un poˆle double a` la forme ydx en un point marque´ de la courbe spectrale.
Dans le chapitre 2, nous avons introduit l’ope´rateur Hx pour retirer une patte aux
fonctions de corre´lations, i.e. inverser l’ope´rateur d’insertion de boucles4.
Nous pouvons de´finir ici le meˆme type d’ope´rateur par :
The´ore`me 4.5 Pour k ≥ 1, on a :
Res
pk+1→a,p1,...,pk
Φ(pk+1)W
(g)
k+1(p1, . . . , pk, pk+1) = (2g + k − 2)W (g)k (p1, . . . , pk)
+δg,0δk,1y(p1)dx(p1)
(4− 41)
ou` Φ est n’importe quelle primitive de ydx :
dΦ = ydx. (4-42)
Il est a` noter que pour k = 0 et g ≥ 2, ceci de´finit l’e´nergie libre comme la fonction de
corre´lation a` 0 points W
(g)
0 = F
(g).
4Ce n’est pas a` proprement parler l’inverse de ∂∂V1 puisque cette proprie´te´ n’est valable que dans
l’espace des fonctions de corre´lations et qu’il apparaˆıt un facteur de´pendant de la fonction conside´re´e.
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4.4 Transformations modulaire.
Nous allons maintenant e´tudier comment les diffe`rentes fonctions de corre´lation
de´pendent du choix d’une base de cycles (A,B).
Conside´rons une transformation modulaire quelconque des cycles :(A
B
)
=
(
δAA′ δAB′
δBA′ δBB′
)(A′
B′
)
,
(A′
B′
)
=
(
δA′A δA′B
δB′A δB′B
)(A
B
)
(4-43)
ou` δA′A = δtBB′ , δA′B = −δtAB′ , δB′B = δtAA′ , δB′A = −δtBA′ et les matrices δAA′ , δAB′ ,
δBA′ et δBB′ ont des coefficients entiers qui satisfont δAA′δtBB′ − δBA′δtAB′ = Id.
Sous ce changement de base de cycles d’homologie, les diffe´rentiels holomorphes et
la matrice des pe´riodes de Riemann sont change´es suivant
du′ = Jdu , du = J −1du′ (4-44)
ou`
J = (δtAA′ + τ ′δtAB′) = (δBB′ − τδAB′)−1 (4-45)
et
τ ′ = (δBB′ − τδAB′)−1(−δBA′ + τδAA′) , τ = (δtAA′ + τ ′δtAB′)−1 (δtBA′ + τ ′δtBB′).
(4-46)
Nous commenc¸ons une nouvelle fois par e´tudier les variations induites sur les blocs
de bases. Ainsi le noyau de Bergmann est change´ en :
B′ = B + 2ipi dutκ̂du. (4-47)
ou` l’on a utilise´ la matrice syme´trique de taille G × G :
κ̂ = κ̂t = (δBB′δ−1AB′ − τ)−1 = δAB′J . (4-48)
Le noyau de Bergmann κ-de´forme´ change lui suivant :
B′(p, q) = B(p, q) + 2ipi
[
du′t(p)κdu′(q) + dut(p)κ̂du(q)
]
= B(p, q) + 2ipidut(p)
(
κ̂+ J tκJ )du(q). (4-49)
En d’autres termes, une transformation modulaire est e´quivalente a` un changement
du parame`tre κ par κ → κ̂ + J tκJ dans la de´finition de la de´formation du noyau de
Bergmann B(p, q). Ceci nous permet de connaˆıtre les variations modulaires des e´nergies
libres :
The´ore`me 4.6 Pour g ≥ 2 la transformation modulaire de l’invariant F (g) consiste a`
changer κ en κ̂+J tκJ dans les de´finitions des noyaux de Bergmann et diffe´rentielles
Abeliennes de´forme´s.
Pour g = 1, F (1) est change´e en :
F (1)
′
= F (1) − 1
2
ln (δBB′ − τδAB′). (4-50)
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Remarque 4.4 La transformation de F (0) sous ce changement de base de cycles d’homolo-
gie est bien plus complique´e puisque le re´sultat final de´pend explicitement de la position des
poˆles de ydx dans le domaine fondamental et donc de tous les parame`tres de la transformation
modulaire.
Comme les transformations modulaires des e´nergies libres de´pendent directement
de κ par l’application :
κ→ κ̂+ J tκJ , (4-51)
on peut se demander si cette application a un point fixe, i.e. si il existe un choix de
κ pour lequel les F (g) sont des invariants modulaires. La re´ponse est donne´e par le
the´ore`me suivant :
The´ore`me 4.7 Pour le choix κ = i
2 Imτ
, les F (g)[κ] sont des invariants modulaires.
En effet, pour ce choix de κ, le noyau de Bergmann de´forme´ est le noyau de Schiffer
dont l’invariance modulaire est connue [14]. Comme la seule de´pendance modulaire des
F (g) se trouve dans la de´formation du noyau de Bergmann, on obtient simplement le
re´sultat.
Nous verrons dans le chapitre suivant que cette valeur de κ permet de faire le lien
avec les fonctions de partition de the´orie des cordes topologiques et nous reviendrons
donc sur ce cas particulier dans la partie correspondante.
4.5 Variation par rapport a` κ.
Comme nous l’avons vu dans la partie pre´ce´dente, la matrice κ peut eˆtre utilise´e
pour de´crire les variations modulaires des e´nergies libres. On peut ainsi voir les va-
riations de κ comme des transformations modulaires infinite´simales. Nous allons donc
calculer la de´pendance en κ des fonctions de corre´lation et e´nergies libres.
Tout d’abord, en comptant le nombre d’areˆtes dans leur repre´sentation diagram-
matique, il est facile de voir que W
(g)
k est un polynoˆme en κ de degre´ 3g+2k−3 tandis
que F (g) est un polynoˆme de degre´ 3g − 3 pour g > 1.
Leurs de´rive´es par rapport aux e´le´ments de κ sont quant a` elles donne´es par :
The´ore`me 4.8
2ipi ∂
∂κij
W
(g)
k (pK) =
1
2
∮
r∈Bj
∮
s∈BiW
(g−1)
k+2 (pK, r, s)
+1
2
∑
h
∑
L⊂K
∮
r∈BiW
(h)
|L|+1(pL, r)
∮
s∈Bj W
(g−h)
k−|L|+1(pK/L, s)
(4-52)
et, en particulier pour g ≥ 2 :
−2ipi ∂
∂κij
F (g) =
1
2
∮
r∈Bj
∮
s∈Bi
W
(g−1)
2 (r, s) +
1
2
g−1∑
h=1
∮
r∈Bi
W
(h)
1 (r)
∮
s∈Bj
W
(g−h)
1 (s)
(4-53)
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alors que pour g = 1, on a
∂
∂κij
F (1) =
(
κ−1
)
ij
.
(4-54)
On peut noter une forte similitude entre ces e´quations et les e´quations d’anomalie
holomorphe de la the´orie de Kodaira–Spencer [1, 2, 15][V]. En fait, nous montrerons
dans le chapitre suivant qu’elles coincident effectivement pour la valeur de κ rendant
les e´nergies libres invariantes modulaires.
5 Limite singulie`re.
Nous allons e´tudier dans cette partie comment les objets introduits jusqu’ici se
comportent lorsque la courbe E devient singulie`re.
Pour ce faire, conside´rons une famille de courbes alge´briques parame´tre´e par une
variable t permettant d’approcher une singularite´ :
E(x, y, t) (5-1)
telle que la courbe pour t = 0 a un point de branchement singulier a avec une singularite´
de type p/q, c’est-a`-dire, de´crite en termes d’une variable locale z au voisinage de a,
par : 
t = 0
x(z) ∼ x(a) + (z − a)q
y(z) ∼ y(a) + (z − a)p
. (5-2)
Pour t 6= 0, la singularite´ disparaˆıt et l’on a une parame´trisation en terme de la
variable locale ζ = z t−ν :{
x(z, t) ∼ x(a) + tqν Q(ζ) + o(tqν)
y(z, t) ∼ y(a) + tpν P (ζ) + o(tpν) (5-3)
ou` Q et P sont des polynoˆmes de degre´s respectifs q et p et ou` ν est un exposant
critique de´pendant explicitement du choix du parame`tre t.
La courbe spectrale singulie`re
Esing(ξ, η) =
{
ξ(ζ) = Q(ζ)
η(ζ) = P (ζ)
= Resultant(Q− ξ, P − η) (5-4)
est de´finie comme la partie la plus divergente de la courbe lorsque t→ 0.
Si la courbe E(t) elle meˆme pre´sente une singularite´, les e´nergies libres F (g)(E(t))
pre´sentent elles aussi une singularite´ pour t→ 0. Elles se comportent suivant :
F (g)(E(t)) ∼ tγgF (g)sing + o(tγg) , for g ≥ 2 (5-5)
F (1)(E(t)) ∼ − 1
24
(p− 1)(q − 1)ν ln (t) +O(1) , for g = 1. (5-6)
On appelle double limte d’e´chelle de F (g) la partie singulie`re F
(g)
sing en re´ference
aux mode`les de matrices. Elle est de´termine´e ainsi que l’exposant γg par le the´ore`me
suivant :
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The´ore`me 5.1 La limite singulie`re de l’e´nergie libre est donne´e par :
F
(g)
sing(E) = F (g)(Esing) , for g ≥ 2
(5-7)
et l’exposant critique s’e´crit
γg = (2− 2g)(p+ q)ν. (5-8)
En d’autres termes, par une normalisation approprie´e, notre construction des F (g)
commute avec les limites singulie`res.
Cette proprie´te´ de passage a` la limite a de nombreuses implications comme nous le
verrons plus loin. Elle permet, entre autres choses, d’appliquer notre me´thode a` l’e´tude
des the´ories conformes et permet de faire le lien entre diffe´rents mode`les.
6 Applications.
Nous montrons dans cette partie l’efficacite´ de notre me´thode dans deux cas par-
ticuliers. D’une part, nous montrons comment elle permet d’avoir acce`s de manie`re
directe et syste´matique aux mode`les minimaux (p, q) et nous montrons d’autre part
comment elles permettent de retrouver tre`s facilement des re´sultats classiques relatifs
a` l’inte´grale de Kontsevich [72].
6.1 Double limite d’e´chelle et mode`les minimaux des the´ories
conformes.
On sait depuis longtemps que les limites singulie`res des mode`les a` une et deux ma-
trices hermitiennes, connues sous le nom de doubles limites d’e´chelle, sont fortement
lie´es aux mode`les minimaux de type (p, q) obtenus en the´orie des champs conforme
[73, 34, 29, 38]. Dans cette partie, nous explicitons ce lien en montrant de manie`re
pre´cise comment traiter la singularite´ due a` la double limite d’e´chelle graˆce aux inva-
riants de´finis plus haut. Nous montrons, entre autres, comment les exposants critiques
correspondants aux mode`les (p, q) apparaissent et quelles sont les courbes spectrales
correspondantes.
Nous avons vu dans le chapitre 2 que, tant que la courbe spectrale classique associe´e
a` un mode`le a` deux matrices est re´gulie`re, tous les coefficients F (g) du de´veloppement
topologique de l’e´nergie libre peuvent eˆtre calcule´s. Ainsi, le rayon de convergence en
T de F (g)(T ) est atteint pour certaines courbes singulie`res. Nous nous restreignons ici,
comme dans la partie 5, aux singularite´s rationnelles.
Conside´rons donc le cas ou` les potentiels V1 et V2 sont choisis de manie`re a` ce que
la courbe spectrale classique E2MM ait une singularite´ de type p/q lorsque T est e´gale
a` la valeur critique Tc. 
T = Tc
x(z)∼p→a x(a) + (z − z(a))q
y(z)∼p→a y(a) + (z − z(a))p
(6-1)
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Notons que les valeurs de p et q sont majore´es par les degre´s des potentiels V1 et V2.
Ainsi, le mode`le a` une matrice donne seulement acce`s a` q = 2.
On peut se ramener a` la limite singulie`re de´crite dans la partie pre´ce´dente en utili-
sant la notation t = T − Tc. Ainsi, a` t 6= 0, il n’y a pas de singularite´ et l’on de´crit la
courbe E2MM en termes de la variable locale ζ = zt−ν :
x(z, t) ∼ x(a) + tqν Q(ζ) + o(tqν)
y(z, t) ∼ y(a) + tpν P (ζ) + o(tpν)
ζ = zt−ν
(6-2)
ou` Q (resp. P ) est un polynoˆme de degre´s q (resp. p).
On de´finit alors la courbe spectrale singulie`re par
Esing(ξ, η) =
{
ξ = Q(ζ)
η = P (ζ)
= Resultant(Q− ξ, P − η). (6-3)
Or, la de´pendance en T du mode`le a` deux matrices se caracte´rise par
d
dT
ydx
∣∣∣∣
x
= dS∞x,∞y (6-4)
ou`∞x et∞y sont les deux poˆles de ydx de´crits dans la partie 8.1 du chapitre 2. Notons
qu’ils sont loins des points de branchement, et en particulier du point de branchement
devenant singulier. Au voisinage de la singularite´, on a donc
d
dT
ydx
∣∣∣∣
x
∼ C tν dζ +O(t2ν) (6-5)
ou` C est une constante d’ordre 1. En utilisant la parame´trisation Eq. (6-2), on obtient
la relation de Poisson [29, 34] entre les polynoˆmes :
pP (ζ)Q′(ζ)− qQ(ζ)P ′(ζ) = C
ν
t1−(p+q−1)ν (6-6)
qui fixe
ν =
1
p+ q − 1 . (6-7)
Alors le the´ore`me 5.1 montre que le terme dominant des e´nergies libres est donne´
par
F
(g)
2MM(T ) ∼
T→Tc
(T − Tc)(2−2g)(p+q)/(p+q−1)F (g)(Esing) , pour g ≥ 2 (6-8)
lorsque l’on s’approche de la singularite´ a` T = Tc. Les deux premier termes du
de´veloppement topologique sont aussi donne´s par :
F
(0)
2MM(T ) ∼
T→Tc
C2
2
(p+ q − 1)2
(p+ q)(p+ q + 1)
(T − Tc)2+2ν + reg , pour g = 0 (6-9)
et
F
(1)
2MM(T ) ∼
T→Tc
− 1
24
(p− 1)(q − 1)ν ln (T − Tc) +O(1) , pour g = 1. (6-10)
On a ainsi un moyen de calculer explicitement la double limite d’e´chelle des termes du
de´veloppement topologique de l’e´nergie libre sans faire de passage a` la limite : il suffit
de calculer les quantite´s correspondantes directement sur la courbe spectrale singulie`re.
6. APPLICATIONS. 131
Mode`les minimaux (p,q).
Etudions plus pre´cise´ment la courbe singulie`re E(p,q) correspondant a` un mode`le
minimal (p, q) (cf [29]) donne´e par
E(p,q)(x, y) =
{
x = Q(ζ)
y = P (ζ)
= Resultant(Q− x, P − y). (6-11)
ou` P et Q sont deux polynoˆmes de degre´s respectifs p et q satisfaisant la relation de
Poisson :
pPQ′ − qQP ′ = t1
ν
(6-12)
dont la solution peut eˆtre e´crite [34] :
P = (Qp/q)+ (6-13)
et
(Qp/q)− =
t1
q
ζ1−q +O(ζ−q), (6-14)
ou` nous avons utilise´ les notations f = f+ +f− avec f+ et f− de´signant respectivement
les parties positives et ne´gatives du de´veloppement en se´rie de Laurent de f , i.e. la
partie polynoˆmiale et la partie poˆlaire. On voit aise´ment que cette dernie`re e´quation
implique q − 2 contraintes pour les e´le´ments de Q.
La courbe E(p,q) ainsi de´finie est de genre nul et telle que les fonctions rationnelles
x et y la parame´trisant n’ont qu’un seul poˆle situe´ a` l’infini : α := ∞. Le noyau de
Bergmann est alors (cf partie 8.1 du chapitre 2) :
B(ζ1, ζ2) =
dζ1 dζ2
(ζ1 − ζ2)2 . (6-15)
Les modules au poˆle de cette courbe sont alors les coefficients Qk et Pk donne´s par
Q(ζ) =
q∑
k=0
Qkζ
k , P (ζ) =
p∑
k=0
Pkζ
k. (6-16)
Par translation sur la variable locale ζ, on peut supposer que Qq−1 = 0 et, par chan-
gement d’e´chelle, que Qq−2 = −qQq sans perte de ge´ne´ralite´. La relation de Poisson
Eq. (6-12) dit alors que Pp−1 = 0 et Pp−2 = −pPp, et donc que :
Qq−1 = Pp−1 = 0 ,
Qq−2
Qq
= −q , Pp−2
Pp
= −p. (6-17)
On retrouve alors :
F (0)(E(p,q)) = 0. (6-18)
Remarque 6.1 L’invariance symplectique du the´ore`me 4.1 autorisant l’e´change des roˆles
respectifs de x et de y permet de montrer tre`s simplement la proprie´te´ bien connue d’e´quiva-
lence des mode`les (p, q) et (q, p).
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Autres modules.
Dans un contexte plus ge´ne´ral [34], on peut de´former les mode`les minimaux (p, q)
avec p+ q− 2 autres modules t1, . . . , tp+q−2. Pour ce faire, conside´rons un polynoˆme Q
monique de degre´ q :
Q(ζ) = ζq +
q−2∑
j=0
uq−jζj (6-19)
dont les coefficients u2, . . . , uq sont des fonctions de q− 1 modules t1, . . . , tq−1 de´termi-
ne´es par la contrainte
(Qp/q)− =
q−2∑
j=1
q − j
q
tq−jQ−j/q +
t1
q
ζ1−q +O(ζ−q). (6-20)
De´finissons alors un polynoˆme P monic de degre´ p par :
P (ζ) = ζp +
p−2∑
j=0
vp−jζj = Q
p/q
+ −
p−1∑
j=1
j + q
q
tq+j−1Q
j/q
+ (6-21)
de´pendant de p− 1 autres parame`tres tq, . . . , tq+p−2.
La courbe spectrale classique correspondante est alors :
E(p,q)(x, y) = Resultant(x−Q, y − P ). (6-22)
Il est bien connu que cette courbe de´pendant des parame`tres t1, . . . , tp+q−2 est la courbe
spectrale de la hierarchie inte´grable de Witham sans dispersion [?] et l’on a ainsi acce`s
aux observables de cette hierarchie.
On peut ve´rifier que t2 = t3 = . . . = tp+q−1 = 0 redonne bien suˆr le mode`le minimal
(p, q).
Exemples de Mode`les minimaux.
De´crivons les premiers exemples de mode`les (p, q) en donnant a` chaque fois la courbe
spectrale correspondante ainsi que les polynoˆmes permettant une parame´trisation ra-
tionnelle.
• Courbe d’Airy (2, 1).
La courbe spectrale classique pour le mode`le minimal (2, 1) est
E(2,1)(x, y) = y2 + t1 − x, (6-23)
i.e.
Q(ζ) = ζ2 + t1 , P (ζ) = ζ. (6-24)
On l’e´tudiera plus en de´tail dans la partie 6.3 puisqu’elle de´crit le comportement
ge´ne´rique de n’importe quelle courbe au voisinage d’un point de branchement et coin-
cide avec la loi bien connue de Tracy-Widom [101].
• Gravite´ pure (3, 2).
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La parame´trisation
Q(ζ) = ζ2 − 2v , P (ζ) = ζ3 − 3vζ , t1 = 3v2 (6-25)
donne la courbe spectrale classique
E(3,2)(x, y) = x3 − 3v2x− y2 + 2v3 (6-26)
que nous e´tudierons dans la partie 6.4 .
• Mode`le d’Ising (4, 3).
Si l’on habille la gravite´ pure d’une structure de spin, c’est-a`-dire que l’on ajoute
de la matie`re de la manie`re la plus simple possible, on obtient la parame´trisation
Q(ζ) = ζ3 − 3vζ − 3w , P (ζ) = ζ4 − 4vζ2 − 4wζ + 2v2 − 5
3
t5(ζ
2 − 2v) (6-27)
avec
t1 = 4v
3 + 6w2 , t2 = 6vw. (6-28)
La courbe spectrale classique est alors
E(4,3)(x, y) = x4 − y3 − 4v3x2 + 3v4y + 2v6
+12wv(−xy + v2x) + 6w2(−x2 + 2vy − 4v3) + 8w3x− 3w4
+5t5(−x2y − v2x2 + 2v3y + 2v5 − 2wyx+ 2v2wx+ 3w2y − 17v2w2)
+
25
3
t25(v
2y + 2v4 − 4vwx− 12vw2)
+
125
27
t35(−x2 + 2v3 − 6wx− 9w2). (6-29)
Les variations par rapport aux modules t5, t2 et t1 correspondent a` des variations de
la forme ydx donne´es respectivement par
Ω5 = −dΛ5 = d(ζ5 − 5vζ3 + 10v2ζ), (6-30)
Ω1 = −dΛ1 = d(ζ + 5
12
t5
v3 − w2 (2v
2ζ + 2vw − wζ2)), (6-31)
et
Ω2 = −dΛ2 = d(ζ2 + 5
6
t5
v3 − w2 (v
2ζ2 − 2vwζ − 2w2)) (6-32)
en utilisant les notations de 4.2.
• Mode`les unitaires (q + 1, q).
Lorsque p := q + 1, la courbe spectrale classique prend la forme :
E(q+1,q)(x, y) = Tq+1(x)− Tq(y) (6-33)
ou` Tp est le p-ie`me polynoˆme de Tchebychev. Elle est alors parame´tre´e par
Q(ζ) = Tq(ζ) , P (ζ) = Tq+1(ζ). (6-34)
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6.2 Application a` l’inte´grale de Kontsevich.
Dans ce paragraphe nous e´tudions un cas particulier tre`s simple de mode`le a` une
matrice en champ exte´rieur introduit par Kontsevich dans le cadre de l’e´tude des
nombres d’intersection des surfaces de Riemann [72]. Il serait inte´ressant de de´velopper
le profond lien entre les invariants introduits dans cette the`se et le calcul de ces nombres
d’intersection et la conjecture de Witten-Kontsevich [108], mais ce n’est pas le propos
de ce paragraphe et nous discuterons brievement ce point au cours de la conclusion.
L’inte´grale de Kontsevich est la fonction ge´ne´ratrice permettant de calculer les
nombres d’intersection de l’espace des modules des surfaces de Riemann (cf. [72, 33]).
Elle est de´finie par :
ZKontsevich =
∫
dM e−N Tr (
M3
3
−M(Λ2+t1)) , t1 =
1
N
Tr
1
Λ
(6-35)
ou` Λ a pour valeurs propres λ1, . . . , λN . Cette inte´grale correspond donc au mode`le a`
une matrice en champ exte´rieur ZMext introduit dans la partie 2 du chapitre 3 avec
V (x) = x3/3 et Λˆ = Λ2 + t1. La courbe spectrale classique correspondante est donc
EKontsevich(x, y) = (x2 − y)S(y)− xS1(y)− S2(y) (6-36)
ou` S1(y) et S2(y) sont des polynoˆmes de degre´s infe´rieurs strictement a` s qui est le
nombre de valeurs propres distinctes de Λ.
Pour que F
(g)
Kontsevich soit bien la fonction ge´ne´ratrice des nombres d’intersection,
cette courbe spectrale doit eˆtre de genre nul ne´cessairement. Alors, on peut e´crire
explicitement une parame´trisation rationnelle :
EKontsevich(x, y) =
{
x(z) = z + 1
2N
Tr 1
Λ
1
z−Λ
y(z) = z2 + 1
N
Tr 1
Λ
. (6-37)
Sous cette forme, on peut voir que les points de branchements en x sont nombreux et
complique´s a` de´crire. Heureusement, l’invariance symplectique du th.4.1 nous permet
de travailler avec les roˆles de x et y inverse´s. Nous allons donc e´tudier la forme xdy et
les points de branchement en y. En fait, il y a un unique point de branchement en y
solution de y′(z) = 0 : il est situe´ a` l’origine z = 0. Or, les formules de´finissant les F (g)
consistent en le calcul de re´sidus en ce point de branchement, on a donc uniquement
besoin de connaˆıtre le de´veloppement de Taylor de x(z) autour de z = 0 pour calculer
tous les F (g), i.e.
EKontsevich(x, y) =
{
x(z) = z − 1
2
∑∞
k=0 tk+2z
k
y(z) = z2 + t1
(6-38)
ou` l’on a de´fini les temps de Kontsevich :
tk =
1
N
Tr Λ−k (6-39)
de manie`re a` ce que :
F
(g)
Kontsevich = F
(g)(EKontsevich).
(6-40)
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On peut une nouvelle fois utiliser l’invariance symplectique du the´ore`me 4.1 et
ainsi ajouter a` x(z) n’importe quelle fonction rationnelle de y(z). On obtient ainsi le
the´ore`me suivant :
The´ore`me 6.1 F
(g)
Kontsevich de´pend uniquement des temps impairs t2k+1, with k ≤ 3g−
2 :
F
(g)
Kontsevich = F
(g)
Kontsevich(t1, t3, t5, . . . , t6g−3)
(6-41)
Supposons maintenant que tk = 0 pour tout k ≥ p+2. La courbe spectrale classique
devient alors : {
x(z) = z − 1
2
∑p
k=0 tk+2z
k
y(z) = z2 + t1
(6-42)
qui n’est autre que la courbe du mode`le minimal (p, 2) introduite dans le paragraphe
pre´ce´dent. D’une part cela de´montre aise´ment le re´sultat obtenu par Ambjorn et Krist-
jansen [10] liant la double limite d’e´chelle du mode`le a` une matrice et l’inte´grale de
Kontsevich. D’autre part, cela de´montre en une ligne le the´ore`me classique
The´ore`me 6.2 ZKontsevich est la fonction τ de la hierarchie de KdV.
Quelques fonctions de corre´lations et e´nergies libres.
Pour la courbe de Kontsevich, les e´le´ments de base sont donne´s par :
B(z, z′) =
dz dz′
(z − z′)2 , dEz(z
′) =
z dz′
z2 − z′2 , ω(z) = 2z
2dz (2−
∑
j
t2j+3 z
2j)
(6-43)
et l’unique point de branchement est situe´ en z = 0.
Suivant la de´finition 3.1, on calcule les premie`res fonctions de corre´lation :
W
(1)
1 (z) = −
dz
8(2− t3)
(
1
z4
+
t5
(2− t3)z2
)
,
(6− 44)
W
(0)
3 (z1, z2, z3) = −
1
2− t3
dz1 dz2 dz3
z21z
2
2z
2
3
,
(6− 45)
W
(1)
2 (z1, z2) =
dz1 dz2
8(2− t3)4z61z62
[
(2− t3)2(5z41 + 5z42 + 3z21z22)
+6t25z
4
1z
4
2 + (2− t3)(6t5z41z22 + 6t5z21z42 + 5t7z41z42)
]
(6− 46)
et
W
(2)
1 (z) = −
dz
128(2− t3)7z10
[
252 t45z
8 + 12 t25z
6(2− t3)(50 t7z2 + 21 t5)
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+z4(2− t3)2(252 t25 + 348 t5t7z2 + 145 t27z4 + 308 t5t9z4)
+z2(2− t3)(203 t5 + 145 z2t7 + 105 z4t9 + 105 z6t11)
+105 (2− t3)4
]
.
(6− 47)
Les premiers termes du de´veloppement topologique de l’e´nergie libre sont alors
donne´s par
F
(1)
Kontsevich = −
1
24
ln
(
1− t3
2
)
(6-48)
et
F
(2)
Kontsevich =
1
1920
252 t35 + 435 t5t7(2− t3) + 175 t9(2− t3)2
(2− t3)5 . (6-49)
Ces expressions coincident bien avec les re´sultats de´ja` connus dans la litte´rature [61].
Il est ici facile de calculer les termes suivants du de´veloppement topologique en
utilisant la meˆme me´thode (on peut facilement e´crire un programme faisant le travail).
6.3 Exemple : courbe d’Airy.
La courbe y =
√
x est d’un inte´reˆt particulier. En effet, non seulement elle corres-
pond au mode`le minimal le plus simple (cf [34, 35]), i.e. (2, 1), appele´ e´galement loi de
Tracy-Widom [101], mais elle est le prototype du comportement de n’importe quelle
courbe au voisinage de l’un de ses points de branchements.
Conside´rons la courbe
E(x, y) = y2 − x (6-50)
et l’uniformisation p = y : {
x(p) = p2
y(p) = p
. (6-51)
Il n’y a ici qu’un poˆle situe´ en p = ∞, et un seul point de branchement en p = 0. Le
point conjugue´ est alors simplement p = −p et le noyau de Bergmann :
B(p, q) =
dp dq
(p− q)2 , dEq(p) =
q dp
q2 − p2 , ω(q) = 4q
2dq. (6-52)
On peut aise´ment voir que toutes les fonctions de corre´lations avec 2g+ k ≥ 3 sont
de la forme :
W
(g)
k (p1, . . . , pk) = ω
(g)
k (p
2
1, . . . , p
2
k) dp1 . . . dpk (6-53)
On peut meˆme observer que les re`gles diagrammatiques sont homoge`nes et donc les
fonctions W
(g)
1 (p) doivent eˆtre homoge`nes en p. On peut montrer que :
W
(g)
1 (p) =
cg dp
p6g−2
(6-54)
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et que la fonction de corre´lation a` un point resomme´e est
W1(p,N) := −Nydx+
∞∑
g=1
N1−2gW (g)1 (p) = W1(N
1
3p, 1). (6-55)
De meˆme, la fonction a` deux points est donne´e par
W2(p, q,N) :=
∞∑
g=0
N−2gW (g)2 (p, q) = W2(N
1
3p,N
1
3 q, 1) (6-56)
et plus ge´ne´ralement
Wk(p1, . . . , pk, N) :=
∞∑
g=0
N2−2g−kW (g)k (p1, . . . , pk) = Wk(N
1
3p1, . . . , N
1
3pk, 1). (6-57)
En fait, la solution de la relation de re´currence Eq. (3-5) peut s’exprimer explicite-
ment en termes de la fonction d’Airy. Pour cela, conside´rons g(x) = Ai′(x)/Ai(x) ou`
Ai(x) est la fonction d’Airy, i.e. g′(x) + g2(x) = x = p2. En termes de la variable p, on
traduit cela par :
f(p) = g(p2) , f 2 +
f ′
2p
= p2 (6-58)
dont le de´veloppement a` grand p donne :
f(p) =
∞∑
k=0
fkp
1−3k = p− 1
4p2
− 9
32p5
+ . . . (6-59)
ou` les coefficients du de´veloppement satisfont :
4− 3k
2
fk−1 +
k∑
j=0
fjfk−j = δk,0. (6-60)
Les fonctions a` un et deux points sont alors obtenues sous la forme :
W1(p, 1) = −2p
2 − f(p)f(−p)
f(p)− f(−p) pdp = −2p
2dp+
dp
(2p)4
+
9!! dp
32 (2p)10
+
15!!dp
34 (2p)16
. . . (6-61)
et
W2(p, p
′, 1) = −4 (f(p)− f(p
′)) (f(−p)− f(−p′))
(p2 − p′2)2 (f(p)− f(−p)) (f(p′)− f(−p′)) pdp p
′dp′. (6-62)
En particulier
W2(p, p, 1) =
f ′(p)f ′(−p)
(f(p)− f(−p))2 dp
2 (6-63)
d’ou` la fonction a` deux points non corre´le´e
W2(p, p, 1) +W1(p, 1)
2 = 4p4 dp2 = x dx2. (6-64)
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De manie`re analogue, on trouve par exemple la fonction a` trois points
W3(p1, p2, p3, 1)
=
dx1dx2dx3
(p23 − p22)(p23 − p21)(p22 − p21)
×
×
∑3
i=1 f(pi)f(−pi)(f(pi−1) + f(−pi−1)− f(pi+1)− f(−pi+1))
(f(p1)− f(−p1))(f(p2)− f(−p2))(f(p3)− f(−p3))
=
dp1 dp2 dp3
2 p21 p
2
2 p
2
3
+
dp1 dp2 dp3
26 p81 p
8
2 p
8
3
+ . . .
(6− 65)
ainsi que des expressions similaires pour n’importe quel Wk.
En fait, on sait par ailleurs que toutes les fonctions de corre´lations peuvent s’e´crire
sous forme de de´terminant [40, 41] en utilisant le noyau de Tracy-Widom [101] :
K(x, x′) =
Ai(x)Ai′(x′)− Ai′(x)Ai(x′)
x− x′ , (6-66)
ce qui a un fort lien avec les proprie´te´s d’inte´grabilite´ de ces syste`mes. En effet, le
fait que la fonction d’Airy satisfasse l’e´quation diffe´rentielle Ai′′ = xAi peut eˆtre vu
comme une conse´quence du fait que Ai soit une fonction de Baker–Akhiezer ainsi que
des e´quations de Hirota de´montre´es dans le the´ore`me 7.2 de la partie suivante.
Remarque 6.2 Pour cette courbe, l’e´nergie libre est nulle :
∀g F (g) = 0. (6-67)
6.4 Exemple : la gravite´ pure (3,2)
Etudions maintenant en de´tails le mode`le minimal (3, 2) souvent appele´ mode`le de
la gravite´ pure [34]. Pour cela, conside´rons la courbe alge´brique :
E(3,2) =

x(z) = z2 − 2v
y(z) = z3 − 3vz
t1 = 3v
2
. (6-68)
Remarquons tout d’abord que, puisque ce mode`le est unitaire, l’uniformisation est
obtenue par les polynoˆmes de Tchebychev T2 et T3, qui satisfont la relation de Poisson
Eq. (6-12). Par changement d’e´chelle z =
√
v p, on peut e´crire la courbe comme :
E(3,2) =

x(p) = v(p2 − 2)
y(z) = v3/2(p3 − 3p)
t1 = 3v
2
. (6-69)
Il n’y a alors qu’un seul point de branchement situe´ en p = 0 et le point conjugue´ est
alors de´fini par p = −p. Comme pre´ce´demment le noyau de Bergmann est celui de la
sphe`re :
B(p, q) =
dp dq
(p− q)2 , dEq(p) =
q dp
q2 − p2 (6-70)
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ω(q) = (y(q)− y(q))dx(q) = 4v5/2 (q2 − 3) q2 dq (6-71)
Φ(q) = v5/2(
2 q5
5
− 2q3) (6-72)
La variation de ydx correspondant a` une variation de t1 est donne´e par :
Ω1(p) = − ∂y(p)dx(p)
∂t1
∣∣∣∣
x(p)
= v1/2 dp = −v1/2 Res
∞
qB(p, q) , Λ1(q) = −v1/2 q
(6-73)
donc l’effet de ∂/∂t1 sur les fonctions de corre´lations est de´crit par :
∂
∂t1
W
(g)
k
∣∣∣∣
x
= −v1/2 Res
q→∞
qW
(g)
k+1. (6-74)
Quelques fonctions de corre´lation et e´nergies libres.
On trouve les premie`res fonctions de corre´lations :
W
(0)
3 (p1, p2, p3) = −
v−5/2
6
dp1dp2dp3
p21p
2
2p
2
3
(6-75)
W
(1)
1 (p) = −
v−5/2
(12)2
p2 + 3
p4
dp (6-76)
W
(1)
2 (p, q) = v
−5 15q
4 + 15p4 + 6p4q2 + 2p4q4 + 9p2q2 + 6p2q4
25 33 p6 q6
dp dq (6-77)
W
(2)
1 (p) = −v−15/2 7
135 + 87p2 + 36p4 + 12p6 + 4p8
210 35 p10
dp (6-78)
W
(0)
4 (p1, p2, p3, p4) =
v−5
9p21p
2
2p
2
3p
2
4
(
1 + 3
∑
i
1
p2i
)
dp1dp2dp3dp4 (6-79)
W
(0)
5 (p1, p2, p3, p4, p5)
dp1dp2dp3dp4dp5
=
v−15/2
9p21p
2
2p
2
3p
2
4p
2
5
(
1 + 3
∑
i
1
p2i
+ 6
∑
i<j
1
p2i p
2
j
+ 5
∑
i
1
p4i
)
(6-80)
Encore une fois, il est aise´ d’obtenir de cette fac¸on n’importe quelle fonction de
corre´lation.
On peut e´galement calculer les diffe´rents termes du de´veloppement topologique de
l’e´nergie libre Par exemple, le the´ore`me 4.2 et Eq. (6-74), permettent de calculer :
∂3F (0)
∂t31
= − 1
6v
= − 1
2
√
3t1
−→ ∂
2F (0)
∂t21
= −t
1/2
1√
3
(6-81)
en utilisant eq.6-75.
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De plus eq.6-76 implique :
∂F (1)
∂t1
= − 1
(12)2v2
= − 1
48t1
−→ ∂
2F (1)
∂t21
=
1
48 t21
(6-82)
et eq.6-78 donne :
∂F (2)
∂t1
= −v−7 7
28 35
= − 7
28 33/2 t
7/2
1
−→ ∂
2F (2)
∂t21
=
49
29 33/2 t
9/2
1
. (6-83)
On peut alors ve´rifier que la de´rive´e seconde de l’e´nergie libre :
u =
∂2F
∂t21
=
∞∑
g=0
t
(1−5g)/2
1 u
(g) , F (g) =
4u(g)
5(1− g)(3− 5g) . (6-84)
satisfait l’e´quation de Painleve´ I ordre par ordre :
u2 +
1
6
u′′ =
1
3
t1. (6-85)
Il est bien connu que cette e´quation doit eˆtre satisfaite a` tous les ordres [23, 39, 55, 34].
Ceci peut une nouvelle fois eˆtre vu comme une conse´quence des e´quations de Hirota
pre´sente´es dans le th.7.2.
7 Inte´grabilite´ des invariants alge´briques.
Comme nous l’avons vu, il exste plusieurs exemples identifiant des fonctions de
partitions de mode`les de matrices comme les fonctions τ d’un syste`me inte´grable. Nous
allons montrer dans cette partie comment diffe´rents indices laissent supposer que notre
construction donne acce`s a` une fonction τ (formelle pour le moment) associe´e a` une
courbe alge´brique quelconque.
7.1 Fonction de Baker-Akhiezer.
Etant donne´s deux points ξ et η du domaine fondamental, on de´finit le noyau suivant
comme une se´rie formelle en 1
N
:
KN(ξ, η) =
e−N
R ξ
η ydx
E(ξ, η)
√
dx(ξ)dx(η)
exp
(
−
∞∑
g=0
∞∑
l=1,2−2g−l<0
1
l!
N2−2g−l
∫ ξ
η
∫ ξ
η
. . .
∫ ξ
η
W
(g)
l (p1, . . . , pl)
)
(7− 1)
ou` le chemin d’inte´gration reste entie`rement dans le domaine fondamental. Il satisfait
les proprie´te´s suivantes :
– On peut voir que (x(ξ)− x(η))KN(ξ, η)→ 1 quand η → ξ.
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– On a
lim
η→ξ
(
KN(ξ, η)− 1
(x(ξ)− x(η))
)
= −Ny(ξ) + W1(ξ)
dx(ξ)
(7-2)
ou` W1 =
∞∑
g=1
N1−2gW (g)1 .
– L’e´change des deux arguments se traduit par :
KN(ξ, η) = K−N(η, ξ). (7-3)
– A priori, KN pourrait avoir des poˆles aux points de branchement puisque son
logarithme lnKN en a. Cependant, d’apre`s le the´ore`me de passage a` la limite
th.5.1, on peut voir que le terme dominant de tous les W
(g)
l est donne´ par les
W
(g)
l correspondant a` la courbe d’Airy y
2 = x e´tudie´e dans la partie 6.3 du
chapitre pre´ce´dent. Ainsi, au voisinage d’un point de branchement a, le noyau
KN se comporte comme le noyau de Tracy-Widom [101] quand ξ, η → a :
KN(ξ, η) ∼ Ai(ξˆ)Ai
′(ηˆ)− Ai′(ξˆ)Ai(ηˆ)
ξˆ − ηˆ
ξˆ = N2/3(x(ξ)− x(a)) , ηˆ = N2/3(x(η)− x(a)) (7-4)
Donc KN n’est pas singulier aux points de branchements.
– Les seules singularite´s de KN(ξ, η) sont : d’une part, des singularite´s essentielles
aux poˆles de ydx avec une partie singulie`re e´gale a` exp (−N ∫ ξ
η
ydx) et un poˆle
simple en ξ = η d’autre part.
Conside´rons maintenant un poˆle α de ydx. Pour ξ dans un voisinage de α, on
de´finit :
ψα,N(ξ) =
e−N Vα(ξ)e−N
R ξ
α(ydx−dVα+tα dzαzα )
E(ξ, α)
√
dx(ξ)dζα(α)
(zα(ξ))
Ntα
exp
(
−
∞∑
g=0
∞∑
l=1,2−2g−l<0
1
l!
N2−2g−l
∫ ξ
α
∫ ξ
α
. . .
∫ ξ
α
W
(g)
l (p1, . . . , pl)
)
= lim
η→α
(
K(ξ, η)
√
dx(η)
dζα(η)
e−NVα(η) (zα(η))
Ntα
)
(7-5)
ou` ζα est encore un parame`tre local au voisinage de α, ζα =
1
zα
, et φα,N(ξ) = ψα,−N(ξ).
On appelle ces fonctions, fonctions de Baker-Akhiezer car elles posse`dent les
proprie´te´s suivantes tre`s similaires a` celles des fonctions de Baker-Akhiezer introduites
dans le cadre des syste`mes inte´grables classiques (cf [12]) :
– ψα,N est de´finie seulement dans le voisinage de α mais on peut facilement la
prolonger analytiquement sur la courbe entie`re en choisissant un point de base
arbitraire o dans le voisinage de α et en e´crivant :∫ ξ
α
(ydx− dVα + tαdzα
zα
) + Vα(ξ)− tα ln (zα(ξ))
=
∫ ξ
o
ydx+
∫ o
α
(ydx− dVα + tαdzα
zα
) + Vα(o)− tα ln (zα(o)). (7-6)
142 CHAPITRE 4. INVARIANTS ALGE´BRIQUES.
– CommeKN , ces fonctions pourraient a` priori avoir des poˆles aux points de banche-
ments. Mais de fac¸on similaire, le the´ore`me 5.1 montre que lorsque les arguments
approchent un point de branchement a, ξ → a, les fonctions de Baker-Akhiezer
se comportent suivant :
ψα,N(ξ) ∼ C Ai(ξˆ) , ξˆ = N2/3(x(ξ)− x(a)) (7-7)
ou` C = ψα,N(a)/Ai(0) est une constante de normalisation.
– Les seules singularite´s de ψα,N sont des singularite´s essentielles aux poˆles de ydx
ou` la partie singulie`re est donne´e par exp (−N ∫ ξ ydx).
Remarque 7.1 En fait, ces fonctions ψα,N ne sont pas a` proprement parler des fonctions
de Bakher-Akhiezer. En effet, elle ont des inte´grales non nulles autour de cycles non-triviaux :
elles ne reprennent pas la meˆme valeur apre`s que leur argument ai fait un tour autour de
l’un de ces cycles. Les fonctions de Baker-Akhizer, quant a` elles, ne doivent pas changer de
valeur apre`s un tour de leur variable autour de n’importe quel cycle. On peut donner cette
proprie´te´ aux fonctions ψ par normalisation par des fonctions θ approprie´es mais de´truisant
ainsi le de´veloppement en 1
N2
. L’e´tude de cette normalisation est tre`s inte´ressante mais sort
largement du propos de cette the`se, c’est pourquoi nous n’aborderons pas plus le sujet.
Nous nous restreindrons donc aux ψα,N eux meˆmes qui peuvent eˆtre vus comme des
”fonctions de Baker-Akhiezer formelles”, c’est-a`-dire qu’elles satisfont des e´quations de Hirota
ordre par ordre en 1N comme nous le montrons dans le prochain paragraphe.
7.2 Relation de Sato.
Etant donne´s deux points ξ et η de la surface de Riemann compacte Σ et un nombre
complexe r, on de´finit la courbe :
E + r[ξ,−η] =
{(
x(p), y(p) + r
dSξ,η(p)
dx(p)
)
, p ∈ Σ
}
(7-8)
La diffe´rentielle ydx+ rdSξ,η a les meˆmes inte´grales autour des cycles A que ydx. Elle
a e´galement les meˆmes poˆles avec la meˆme partie singulie`re plus deux nouveaux poˆles
simples, l’un en p = ξ avec re´sidu r et l’autre en p = η avec re´sidu −r.
On peut alors de´montrer la relation de Sato :
The´ore`me 7.1
KN(ξ, η) =
ZN(E + 1N [ξ,−η])
ZN(E) , ψα,N(ξ) =
ZN(E + 1N [ξ, α])
ZN(E) . (7-9)
Encore une fois, cette relation est a` comprendre au sens des se´ries formelles en 1
N
.
7.3 Equations de Hirota
Conside´rons deux courbes alge´briques E(x, y) et E˜(x, y) avec la meˆme structure
conforme, on a alors les relations biline´aires :
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The´ore`me 7.2
Res
η→ζ
dx(η)KN(ξ, η) K˜N˜(η, ζ) = KN(ξ, ζ) (7-10)
et
Res
ξ→α
dx(ξ)ψα,N(ξ) ψ˜α,−N˜(ξ) = 0 if N˜ t˜α > Ntα + 1 (7-11)
qui prennent la meˆme forme que l’e´quation de Hirota des syste`mes inte´grables classiques
[12, 74] en les conside´rant comme des relations entre se´ries formelles en 1
N
.
8 Conclusion du chapitre.
Nous avons montre´ dans ce chapitre comment construire, a` partir de n’importe
quelle courbe alge´brique, un ensemble infini de nombres et de formes diffe´rentielles
qui coincident avec les de´veloppement topologiques de plusieurs mode`les de matrices
lorsque la courbe conside´re´e est une courbe spectrale. Non seulement ceci permet d’uni-
fier ces diffe´rents mode`les dans une meˆme classe mais de plus, connaissant les proprie´te´s
d’invariance de ces objets sous les de´formations de la courbe alge´brique conside´re´e, nous
avons ainsi construit un objet puissant pour comparer diffe´rents mode`les : pour com-
parer deux mode`les il suffit de voir si leurs courbes spectrales appartiennent a` la meˆme
classe d’e´quivalence modulo les transformations conservant les F (g). De plus, nous avons
vu que ces proprie´te´s d’invariance sont un outil tre`s puissant pour le calcul, comme le
montre l’exemple de l’inte´grale de Kontsevich ou` des re´sultats classiques sont retrouve´s
sans effort.
Nous avons e´galement fait un premier pas en direction d’un syste`me inte´grable sous-
jacent en construisant les briques e´le´mentaires d’un syste`me inte´grable classique sur la
courbe alge´brique conside´re´e. Cependant, si ce de´veloppement formel semble donner
tous les termes d’un de´veloppement semi-classique, il n’en donne pas pour autant acce`s
au syste`me quantique sous jacent. En effet, en fixant les fractions de remplissage (et
donc en empeˆchant les instantons dans le cas des mode`les de matrices), il semble que
l’on a brise´ une syme´trie globale qu’il faut restaurer pour revenir au syste`me quantique
correspondant a` une valeur de N finie. Il reste donc beaucoup a` explorer dans cette
direction.
Une autre direction a` explorer consiste a` se demander si cette construction peut
s’e´tendre a` des varie´te´s autres que des surfaces de Riemann obtenues par l’interme´diaire
d’une courbe alge´brique. En effet, il semblerait que la construction de´veloppe´e ici ne
de´pende que des points de branchements et pourrait par exemple s’e´tendre a` certaines
courbes de la forme :
E(x, y) = 0 (8-1)
ou` E n’est plus un polynoˆme mais une fonction analytique en ses deux variables.
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Chapitre 5
Mode`les de matrices et the´orie des
cordes.
Les mode`les de matrices ont souvent joue´ un roˆle, ou du moins tente´, dans l’e´tude
de diffe´rentes the´ories des cordes. Au cours des dernie`res de´ce´nnies, avec l’e´volution
de la compre´hension de ces the´ories, l’interaction entre cordes et matrices ale´atoires a
pris de nombreuses formes dont nous allons donner ici quelques exemples. Le lecteur
inte´resse´ pourra se reporter aux revues de Marin˜o sur le sujet [80, 81].
1 The´orie des cordes critiques et doubles limites
d’e´chelle.
Les mode`les de matrices tels qu’ils sont de´crits dans cette the`se sont par exemple
apparus de manie`re de´tourne´e dans l’e´tude de ce que l’on appelle la the´orie des cordes
critiques (voir la partie qui leur est consacre´e dans le chapitre 1).
Conside´rons une the´orie des cordes correspondant a` mettre une the´orie des champs
conforme sur une surface de Riemann Σg. L’objet principal de cette the´orie est alors
l’e´nergie libre :
F =
∑
g
g2g−2s Fg , Fg =
∫
DhDφe−S[φ,h] (1-1)
ou` gs est la constante de couplage des cordes, h la me´trique bidimensionnelle sur Σg, φ
les champs de matie`re couple´s a` la gravite´ par l’action S et l’inte´grale de chemin dans
Fg porte sur les configurations de champs sur Σg. On peut ge´ne´raliser cette e´nergie libre
en perturbant l’action de la the´orie conforme par un ensemble d’ope´rateurs a` l’aide de
modules tn :
S[φ, h, t] := S[φ, h] +
∑
n
tnOn. (1-2)
Le calcul de l’e´nergie libre, tre`s complique´ en ge´ne´ral, se simplifie beaucoup lorsque la
the´orie conforme a une charge centrale e´gale a` la charge centrale critique c = 26. En
effet, dans ce cas, la me´trique se de´couple et il ne reste plus qu’a` inte´grer sur l’espace
145
146 CHAPITRE 5. MODE`LES DE MATRICES ET THE´ORIE DES CORDES.
des modules Mg des surfaces de genre g :
Fg =
∫
Mg
dτ
∫
Dφe−S[φ,τ,t] (1-3)
ou` τ est un ensemble de 3g − 3 coordonne´es parame´trisant l’espace des modules. On
voit qu’il est alors ne´cessaire de de´crire toutes les surfaces Σg, ce qui peut eˆtre fait en
utilisant les mode`les de matrices et leur limite continue.
On peut aller plus loin puisque lorsque la charge centrale satisfait c < 1, bien que la
the´orie ne soit plus critique et donc complique´e par la pre´sence du champ de Liouville
– un degre´ de liberte´ dynamique –, on peut calculer tous les Fg graˆce aux mode`les de
matrices.
L’ide´e de base est assez naturelle. Puisque l’on veut de´crire la feuille d’univers de la
corde, on va la discre´tiser pour pouvoir la ge´ne´rer par une inte´grale de matrice formelle
comme de´finie dans les chapitres 2 et 3 de cette the`se. Les doubles limites d’e´chelle
e´tudie´es dans la partie 5 du chapitre 2 permettent alors d’atteindre des surfaces conti-
nues en imposant une charge centrale c < 1 a` la the´orie conforme. La partie divergente
des diffe´rents termes du de´veloppement topologique du mode`le de matrices sont alors
identifiables avec les coefficients du de´veloppement en gs de l’e´nergie libre de la the´orie
des cordes :
Fg = F
(g)(EDSL) (1-4)
ou` EDSL est la courbe obtenue en prenant la double limite d’e´chelle de la courbe spec-
trale du mode`le de matrices. De meˆme, les W
(g)
k peuvent eˆtre interpre´te´s comme des
fonctions de corre´lation de la the´orie des cordes : elles correspondent a` des amplitudes
de cordes ouvertes consistant a` inte´grer sur un ensemble de surfaces avec bord.
Notons que, jusqu’a` maintenant, ce calcul s’effectuait en e´valuant l’e´nergie libre
du mode`le de matrice lui meˆme avant de prendre la double limite d’e´chelle du re´sultat
obtenu. Le re´sultat de [IV]re´sume´ dans la partie 5 du chapitre 4, montre que ce passage
a` la limite n’est pas ne´cessaire. L’e´nergie libre de la the´orie des cordes peut directement
eˆtre obtenue en calculant les invariants F (g) de la courbe alge´brique E(p,q) du mode`le
minimal (p, q) voulu sans qu’elle ne vienne d’une quelconque limite ! Ce re´sultat est
un premier indice re´ve´lant un lien plus profond entre les invariants alge´briques F (g) et
l’e´nergie libre de the´ories des cordes inde´pendamment de l’existence d’un quelconque
mode`le de matrice interme´diaire.
2 The´ories de cordes topologiques.
Cette approche des the´ories des cordes par les mode`les de matrices e´tait, jusqu’il y a
peu, limite´e a` ce secteur particulier correspondant aux doubles limites d’e´chelle. Mais
l’engouement re´cent, en mathe´matiques et en physique, pour les the´ories des cordes
topologiques a permis de montrer que l’interaction entre les deux mode`les est bien plus
profonde.
Les the´ories des cordes topologiques correspondent au cas ou` la the´orie conforme
couple´e a` la gravite´ est un mode`le Sigma bidimensionnel non line´aire dont l’espace
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cible X est une varie´te´ de Calabi-Yau1 [78, 106, 107]. Cela signifie que les champs de
base sont des applications :
φ : Σg → X. (2-1)
Il existe en fait deux versions de telles the´ories : le mode`le A lie´ a` la the´orie des invariants
de Gromov-Witten et le mode`le B lie´ aux de´formations de la structure complexe de la
Calabi-Yau X. C’est ce dernier mode`le que nous allons e´tudier dans la suite.
Explicitons d’abord la structure complexe d’une varie´te´ de Calabi-Yau X de dimen-
sion complexe 3. La structure complexe d’une Calabi-YauX est donne´e par un ensemble
de modules formant un espace M de dimension h1,2(X) parame´trisable comme suit.
On commence par choisir une base de H3(X,Z) :
(AI , BI) , I = 0, 1, . . . , h
1,2 tels que AI ∩BJ = δIJ . (2-2)
On de´finit alors les pe´riodes de la Calabi-Yau par :
XI :=
∫
AI
Ω et FI :=
∫
BI
Ω (2-3)
ou` Ω est une section holomorphe non nulle de la fibre´e canonique Ω3,0(X)2. On peut
montrer que les XI sont des coordonne´es projectives deM, et donc que les FI = FI(X)
en sont des fonctions. On peut meˆme montrer que leur de´pendance provient d’une
unique fonction F(X) selon :
FI(X) = ∂F(X)
∂XI
. (2-4)
Cette fonction est homoge`ne de degre´ deux en XI , on peut donc introduire des nouvelles
coordonne´es
tI :=
XI
X0
, I = 1, . . . , h1,2(X) (2-5)
de manie`re a` de´finir le pre´potentiel :
F0(t) =
1
X20
F(X) (2-6)
qui s’ave`re coincider avec l’e´nergie libre de genre 0 des cordes topologiques de type B
sur X que nous de´finissons maintenant.
L’action d’une the´orie topologique de type B sur X est obtenue par une de´formation
de l’action standard :
SN=2 := S(0) +
n∑
I=1
tI
∫
Σg
φ
(2)
I +
n∑
I=1
tI
∫
Σg
φ
(2)
I (2-7)
par les ope´rateurs chiraux φI et anti-chiraux φI de la the´orie correspondant aux direc-
tions marginales.
1Cette proprie´te´ est tre`s importante pour que la the´orie soit topologique. Nous ne la de´crirons pas
ici et le lecteur inte´resse´ pourra se re´ferer aux revues [80, 81] pour plus de de´tail.
2L’existence d’une telle section est assure´e par la proprie´te´ de Calabi-Yau de la varie´te´ X.
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Notons que la de´formation de l’action par les t peut s’e´crire comme un terme BRST-
exact par rapport a` la syme´trie topologique de la the´orie. On s’attendrait alors a` ce
que l’e´nergie libre de genre g, F (g), ainsi que les fonctions de corre´lation
C
(g)
I1...Ik
:=
〈∫
Σg
φ
(2)
I1
. . .
∫
Σg
φ
(2)
Ik
〉
(2-8)
ne de´pendent pas de ces parame`tres non-holomorphes t. Cependant, le couplage a` la
gravite´ de´truit cette inde´pendance en introduisant une anomalie connue sous le nom
d’anomalie holomorphe. Cette anomalie provenant de termes de bord peut eˆtre
entie`rement caracte´rise´e par des e´quations de re´currence : les e´quations d’anomalie
holomorphe [15]. Celles-ci peuvent eˆtre e´crites en utilisant les notations suivantes. La
me´trique de Zamolodchikov sur l’espace des modules peut eˆtre de´finie en termes d’une
fonction de Ka¨hler K par
GIJ = ∂I∂JK (2-9)
ou` l’on a utilise´ la notation
∂I :=
∂
∂tI
, ∂I :=
∂
∂tI
. (2-10)
L’e´nergie libre de genre 0, F (0), donne acce`s aux fonctions holomorphes a` deux et trois
points :
τIJ := ∂I∂JF
(0) , CIJK := ∂I∂J∂KF
(0). (2-11)
Les e´quations d’anomalie holomorphes peuvent alors s’e´crire :
∀g ≥ 2 , ∂KF (g) =
1
2
CIJ
K
(
DIDJF
(g−1) +
g−1∑
h=1
DIF
(h)DJF
(g−h)
)
(2-12)
ou` la de´rive´e covariante est de´finie par
DI = ∂I − ΓI + (2− 2g)∂IK (2-13)
avec le symbole de Christoffel
ΓKIJ := G
KM∂IGJM (2-14)
et le tenseur
CIJ
K
:= e2KGIMGJNCMNK . (2-15)
Pour le genre 1, l’e´quation s’e´crit :
∂I∂JF
(1) =
1
2
CIKLC
KL
J
−
( χ
24
− 1
)
GIJ . (2-16)
Notons e´galement que les fonctions de corre´lation peuvent eˆtre obtenues par action
de la de´rive´e covariante sur les e´nergies libres :
C
(g)
I1...Ik
= DI1 . . . DIkF
(g). (2-17)
3. CONJECTURE DE DIJKGRAAF-VAFA ET MODE`LE B LOCAL. 149
On peut donc e´crire des e´quations d’anomalie pour elles aussi :
∂KC
(g)
I1...Ik
=
1
2
CMN
K
(
C
(g−1)
MNI1...Ik
+
g∑
r=0
k∑
s=0
1
s!(n− s)!
∑
σ∈Sk
C
(r)
MIσ(1)...Iσ(s)
C
(g−r)
NIσ(s+1)...Iσ(k)
)
−(2g − 2 + n− 1)
k∑
s=1
GKIsC
(g)
I1...Is−1Is+1...Ik .
(2− 18)
Une fois les e´quations d’anomalie holomorphes re´solues, il reste a` fixer une constante
d’inte´gration, i.e. une fonction holomorphe des parame`tres. Pour ce faire, on cherche a`
de´terminer la limite holomorphe de F (g)(t, t) de´finie par :
F (g)(t) := lim
t→∞
F (g)(t, t). (2-19)
Ce passage a` la limite n’est pas anodin. En effet, si l’on transforme ainsi l’e´nergie
libre en une fonction holomorphe des modules, on perd une proprie´te´ de syme´trie :
l’invariance modulaire de F (g)(t, t) est brise´e. Nous avons vu dans le chapitre pre´ce´dent
que ce comportement se retrouve dans le cadre des invariants alge´briques losque l’on
fait varier κ.
Remarque 2.1 Les amplitudes de´finies ici ont pu eˆtre interpre´te´es comme les amplitudes
d’une the´orie quantique des champs six dimensionnelle sur la Calabi-Yau X : la the´orie
de Kodaira-Spencer [15]. Dans la suite, nous ferons donc re´gulie`rement re´fe´rence a` cette
the´orie pour parler des amplitudes du mode`le de type B.
3 Conjecture de Dijkgraaf-Vafa et mode`le B local.
3.1 Varie´te´s de Calabi-Yau locales.
Parmi les diffe´rentes classes de varie´te´s de Calabi-Yau possibles pour l’espace cible,
il en existe une qui permet de rendre le lien entre mode`le B et mode`les de matrices
(ou invariants alge´briques) plus explicite encore. On appelle les varie´te´s non compactes
correspondantes des varie´te´s de Calabi-Yau locales [69]. Il a e´te´ monre´ dans [69]
que leurs proprie´te´s sont alors encode´es dans une surface de Riemann compacte Σn de
genre n3 par l’interme´diaire des modules
tI ∝
∫
AI
ydx , I = 1, . . . , n (3-1)
avec {(AI ,BI)} une base de cycles de Σn et la forme ydx de´finie par une parame´trisation
de Σn comme e´quation alge´brique. Ainsi, au lieu de travailler sur une varie´te´ de dimen-
sion 3, on travaille sur une varie´te´ de dimension 1, une surface de Riemann, tout comme
3Attention, cette surface ne doit pas eˆtre confondue avec la feuille d’univers Σg sur laquelle portent
les inte´grales du paragraphe pre´ce´dent.
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dans le cadre des matrices ale´atoires. Dans le paragraphe suivant, nous montrons sur
un exemple pre´cis comment passer de la Calabi-Yau a` la surface de Riemann.
Dans ce contexte, la me´trique de Zamolodchikov est donne´e par
GIJ = −i(τ − τ)IJ (3-2)
ou` la fonction a` deux points τ est simplement la matrice des pe´riodes de Riemann de
Σn. Le symbole de Christoffel et le tenseur C
IJ
K
sont quant a` eux donne´s par :
ΓLIJ =
[
(τ − τ)−1]LM ∂IτJM (3-3)
et
CIJ
K
= − [(τ − τ)−1]IM [(τ − τ)−1]JN CMNK . (3-4)
Les e´quations d’anomalie holomorphes sont alors toujours donne´es par Eq. (2-12)
pour les e´nergies libres en conside´rant la de´rive´e covariante :
DI := ∂I − ΓI . (3-5)
De meˆme, les fonctions de corre´lation satisfont toutjours Eq. (2-18) mais sans le terme
de la seconde ligne, i.e :
∂KC
(g)
I1...Ik
=
1
2
CMN
K
(
C
(g−1)
MNI1...Ik
+
g∑
r=0
k∑
s=0
1
s!(n− s)!
∑
σ∈Sk
C
(r)
MIσ(1)...Iσ(s)
C
(g−r)
NIσ(s+1)...Iσ(k)
)
.
(3-6)
3.2 Conjecture de Dijkgraaf-Vafa.
Conside´rons un cas particulier de Calabi-Yau locale donne´e par l’e´quation4
u2 + v2 = H(x, z) avec H(x, z) = z2 − (W ′(x))2 + f(x) (3-7)
ou` W (x) et f(x) sont deux polynoˆmes de degre´s respectifs n + 1 et n − 1. La section
holomorphe est alors donne´e par
Ω =
dxdzdu
2piv
. (3-8)
Pour cette ge´ome´trie particulie`re, montrons que ses pe´riodes sur les cycles d’une base
symplectique de la Calabi-Yau peuvent se ramener a` des inte´grales sur les cycles de la
courbe Σn
y2(x) = (W ′(x))2 + f(x). (3-9)
Supposons que cette courbe est ge´ne´rique, c’est-a`-dire qu’il y a 2n points de branch-
ments distincts :
(W ′(x))2 − f(x) =
2n∏
i=1
(x− xi). (3-10)
4C’est bien une varie´te´ de dimension 3 complexe : une e´quations polynomiale liant 4 variables
complexes u, v, x et z !
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Conside´rons les cycles {Ai}i=1...n de´finis par
∀i = 1, . . . , n , Ai := [x2i−1, x2i] . (3-11)
On construit alors les cycles A˜i de la Calabi-Yau par fibrations sur ces intervalles par
l’e´quation :
∀j = 1, . . . , n , ∀x ∈ Aj , u2 + v2 + z2 =
2n∏
i=1
(x− xi). (3-12)
Notons que ces cycles sont n 3-sphe`res de la varie´te´ de Calabi-Yau se projetant sur les
cycles Ai de la courbe H(x, y) = 0 dans le plan de x. De meˆme, on de´finit les cycles
B˜ par fibration sur les cycles Bi orthogonaux aux cycles Ai. Calculons maintenant les
pe´riodes de la section Ω sur ces cycles.
Soit C un cycle A ou B et C˜ le cycle corespondant sur la varie´te´ de Calabi-Yau.
Alors ∫
C˜
Ω =
∫
C˜
dxdzdu
2piv
. (3-13)
Puisque C˜ peut eˆtre vu comme une 2-sphe`re
u2 + v2 + z2 = y(x)2 (3-14)
parame´trise´e par x se de´plac¸ant sur C, on peut de´composer cette inte´grale en une
inte´grale sur cette 2-sphe`re de rayon y(x) et une inte´grale sur C5 :∫
C˜
Ω =
∫
C
dx
∫ y(x)
0
rdr√
y(x)2 − r2
=
∫
C
y(x)dx.
(3− 15)
Nous avons ainsi montre´ que, en inte´grant la partie ”triviale” de la ge´ome´trie de la
varie´te´ de Calabi-Yau, on peut se ramener a` e´tudier la projection sur une courbe
hyperelliptique.
Jusqu’ici, nous avions simplement vu une tre`s forte similitude entre les proprie´te´s
de transformation des e´nergies libres sous les de´formations de la Calabi-Yau et les
proprie´te´s de variations des invariants alge´briques associe´s aux surfaces Σn sans pour
autant aller plus loin. Dans ce cas pre´cis, on peut aller plus loin. On reconnait en
effet dans l’e´quation de Σn, la forme de l’e´quation de la courbe spectrale classique
d’un mode`le a` une matrice avec un potentiel W (x). Par ailleurs, Dijgraaf et Vafa
ont conjecture´ dans [36] que les e´nergies libres holomorphes F (g)(t) de cette the´orie
sont donne´es par les termes du de´veloppement topologique du mode`le a` une matrice
hermitienne. Cette conjecture a e´te´ ve´rifie´e aux ordres 0 [36], 1 [37, 70] et 2 [58].
5On a suppose´ ici que u, v et z sont re´els lorsque x ∈ C. On peut faire exactement la meˆme chose
dans le cas ou` ils ne le sont pas
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3.3 Miroirs de ge´ome´tries toriques.
Il existe une autre classe de Calabi-Yau inte´ressante. Celle-ci est lie´e a` la syme´trie
miroir [57] qui est une syme´trie tre`s importante puisqu’elle permet de relier les mode`les
de type A et de type B, i.e. la the´orie des invariants de Gromov-Witten et la the´orie
des de´formations de varie´te´s de Calabi-Yau. Elle dit qu’e´tant donne´e une Calabi-Yau
X˜, il existe une autre Calabi-Yau X telle que le mode`le A sur X˜ et le mode`le B sur X
co¨ıncident :
F
(g)
A (t; X˜) = F
(g)
B (t,X). (3-16)
Dans le cas ou` X˜ a une ge´ome´trie torique [19], son image par la syme´trie miroir est
caracte´rise´e par une surface de Riemann Σn de´finie par une courbe alge´brique du type
6 :
y2 = M2(x)
l∏
i=1
(x− xi) (3-17)
ou` M(x) est une fonction transcendentale. De re´cents travaux [82], semblent indiquer
que les amplitudes holomorphes des cordes ouvertes et ferme´es de telles mode`les de type
B sont e´galement donne´es par les e´nergies libres et fonctions de corre´lations associe´es
a` la courbe Eq. (3-17).
4 The´orie de Kodaira-Spencer et anomalie holo-
morphe.
Nous montrons dans cette partie que, pour un choix7 particulier de
κ = −(τ − τ)−1, (4-1)
les invariants F (g) satisfont les e´quations d’anomalie holomorphe. Rappelons que pour
ce choix, ce sont des invariants modulaires et ils posse`dent ainsi une premie`re pro-
prie´te´ ne´cessaire pour les identifier aux fonction de partitions de la the´orie de Kodaira-
Spencer.
Pour ce choix de κ, les fonctions de corre´lation et e´nergies libres ne sont plus
des fonctions holomorphes des modules. En effet, par l’interme´diaire de κ, ils ont
maintenant une partie non holomorphe. Nous nous inte´ressons donc a` cette nouvelle
de´pendance en e´tudiant particulie`ment leurs variations par rapport aux i. Elles sont
obtenues en utilisant les variations par rapport a` κ calcule´es dans le chapitre 4 :
∂W
(g)
k
∂
=
∂κ
∂
∂W
(g)
k
∂κ
,
∂κ
∂
= −κ∂τ
∂
κ ,
∂2F (0)
∂2
= 2ipiτ (4-2)
d’ou`
∂W
(g)
k
∂
= − 1
2ipi
κ
∂3F
(0)
∂3
κ
∂W
(g)
k
∂κ
. (4-3)
6En fait, il faut effectuer une transformation exponentielle sur les variables pour obtenir ce re´sultat.
7Dans toute cette partie nous allons utiliser une notation vectorielle pour de´crire les fractions de
remplissage  et les cycles A et B sous forme de vecteurs de taille G. Il sera ainsi plus aise´ de manipuler
leur lien avec les matrices de taille G×G, τ et κ sans avoir a` faire appelle a` de fastidieuses sommations
sur des indices.
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Ainsi, en utilisant le the´ore`me 4.8 du chapitre 4 :
∂W
(g)
k
∂
= − 1
(2ipi)2
κ
∂3F
(0)
∂3
κ
1
2
∮
r∈Bj
∮
s∈Bi
(
W
(g−1)
k+2 (pK , r, s)
+
∑
h
∑
L⊂K
W
(h)
|L|+1(pL, r)W
(g−h)
k−|L|+1(pK/L, s)
)
. (4-4)
Or, avec le choix κ = 1/(τ − τ), on a la proprie´te´ :
κ
∂τ
∂
κ =
∂κ
∂
, (4-5)
ce qui implique que l’ope´rateur diffe´rentiel D8 introduit dans Eq. (4-10) du chapitre 4
se re´duit a` la de´rive´e usuelle :
DI = ∂/∂I . (4-6)
On peut alors calculer son action sur les fonctions de corre´lations :
∂W
(g)
k
∂
= −
∮
B
W
(g)
k+1 = −
∮
B
W
(g)
k+1 + τ
∮
A
W
(g)
k+1, (4-7)
et, en de´rivant une seconde fois, on trouve :
∂2W
(g)
k
∂2
+
∂τ
∂
κ
∂W
(g)
k
∂
=
∮
B
∮
B
W
(g)
k+2. (4-8)
On obtient finalement l’e´quation :
∂W
(g)
k
∂
= − 1
(2ipi)2
κ
∂3F
(0)
∂3
κ
1
2
(∂2W (g−1)k
∂2
+
∂τ
∂
κ
∂W
(g−1)
k
∂
+
∑
h
∑
L⊂K
∂W
(h)
l
∂
∂W
(g−h)
k−l
∂
)
. (4-9)
Pour la comparer a` l’e´quation d’anomalie holomorphe, utilisons les notations de the´orie
des cordes :
tI = (2ipi)
1
2 I . (4-10)
et la dernie`re e´quation s’e´crit :
∂W
(g)
k
∂t
= −κ∂
3F
(0)
∂t
3 κ
1
2
(∂2W (g−1)k
∂t2
+
∂τ
∂t
κ
∂W
(g−1)
k
∂t
+
∑
h
∑
L⊂K
∂W
(h)
l
∂t
∂W
(g−h)
k−l
∂t
)
. (4-11)
Pour les e´nergies libres, on prend le cas ou` k = 0 et on obtient :
∂F (g)
∂t
= −κ∂
3F
(0)
∂t
3 κ
1
2
(∂2F (g−1)
∂t2
+
∂τ
∂t
κ
∂F (g−1)
∂t
+
g−1∑
h=1
∂F (h)
∂t
∂F (g−h)
∂t
)
(4-12)
8Attention a` ne pas confondre cet ope´rateur avec la de´rive´e covariante introduite dans cette partie.
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qui n’est rien d’autre que l’e´quation d’anomalie holomorphe pour les e´nergies libres
Eq. (2-12) puisque
− κIM ∂
3F
(0)
∂t
M
∂t
N
∂t
K
κJN = CIJ
K
,
∂τJM
∂tI
κKM = −ΓKIJ . (4-13)
Remarquons que l’on a e´galement obtenu une e´quation similaire pour les fonctions de
corre´lation elles-meˆmes :
∂KW
(g)
k =
1
2
CIJ
K
(
DIDJW
(g−1)
k +
∑
h
∑
L⊂K
DIW
(h)
l DJW
(g−h)
k−l
)
(4-14)
qui correspondent dans le cadre de la the´orie des cordes topologiques aux amplitudes
de cordes ouvertes par opposition aux cordes ferme´es de´crites par les e´nergies libres (cf
[82] pour des re´sutats explicites dans le cas de varie´te´s miroires de Calabi-Yau toriques).
On peut alors voir cette e´quation comme une e´quation d’anomalie holomorphe pour les
cordes ouvertes. Ce type d’e´quations a de´ja` e´te´ discute´ dans un cadre ge´ne´ral [15] ou`
elles sont obtenues en e´tudiant les de´generescences possibles des surfaces de Riemann
avec bords : c’est-a`-dire que l’on regarde ce qu’il se passe lorsque la surface est ”pince´e”
suivant l’un des cycles non triviaux qui est alors ramene´ a` un point. Partant d’une
surface Σg,k de genre g a` k bords, les deux termes du membre de droite de Eq. (4-14)
correspondent d’une part au cas ou` ce pincement coupe la surface en deux surfaces
disconnecte´es :
(4-15)
et au cas ou` l’on a pince´ un noeud interne a` la surface :
(4-16)
On peut e´galement montrer que les amplitudes C
(g)
I1···Ik sont donne´es par
C
(g)
I1···Ik =
(−1)k
(2ipi)
k
2
∮
BI1
· · ·
∮
BIk
W
(g)
k (pK) (4-17)
puisque la de´rive´e covariante DI = ∂I − ΓI commute avec les inte´grales sur les cycles
B lorsque l’on agit sur une diffe´rentielle dont les inte´grales sur les cycles A sont nulles.
Ainsi, l’inte´gration de toutes les variables dans Eq. (4-14) sur les cycles B redonne
l’e´quation d’anomalie holomorphe pour les fonctions de corre´lation dans le cas local.
Cela montre que l’e´quation d’anomalie holomorphe n’implique que le secteur des cordes
ferme´es dans les e´tats interme´diaires.
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5 Conclusion du chapitre.
Nous avons montre´ dans ce chapitre que les e´nergies libres et fonctions de corre´lation
calcule´es sur une courbe alge´brique E satisfont toujours les e´quations d’anomalie ho-
lomorphe Eq. (2-12) pour le choix de κ = −(τ − τ)−1. Cela montre que leur partie
non holomorphe coincide bien avec la partie non-holomorphe d’un mode`le de type B
de´fini sur une Calabi-Yau locale caracte´rise´e par la surface de Riemann E . Par ailleurs,
la limite holomorphe t → ∞ corespondant a` κ = 0 fixe sans ambiguite´ la partie ho-
lomorphe des invariants alge´briques. Entre autres, si la courbe alge´brique conside´re´e
est la courbe spectrale d’un mode`le de matrices, cette limite correspond aux e´nergies
libres et fonctions de corre´lations dudit mode`le.
Ainsi, la de´monstration de la conjecture de Dijgraaf-Vafa est ramene´e a` montrer
que la partie holomorphe de l’e´nergie libre des mode`les locaux de type B sont bien les
invariants alge´briques de´finis dans le chapitre 4 pour κ = 0.
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Chapitre 6
Conclusion.
1 Re´sultats principaux : du de´veloppement topo-
logique des mode`les de matrices a` la the´orie des
cordes topologiques.
1.1 Calcul d’inte´grales a` deux matrices formelles.
Dans ce me´moire, nous avons tout d’abord montre´ comment de´finir proprement un
mode`le a` deux matrices formel comme fonction ge´ne´ratrice des surfaces discre´tise´es
portant une structure de spin de type Ising. Nous avons particulie`rement insiste´ sur le
fait que ce mode`le ne coinc¨ıde pas, en ge´ne´ral, avec le de´veloppement d’une quelconque
inte´grale convergente quand la taille des matrices conside´re´es tend vers l’infini.
Nous avons e´galement montre´ commment associer une courbe alge´brique a` diffe´rents
mode`les de matrices formels ne de´pendant que de l’ordre dominant du de´veloppement
topologique du mode`le conside´re´, c’est-a`-dire de ce que l’on appelle habituellement li-
mite classique ou limite planaire. Nous avons alors de´crit une proce´dure unique pour
cacluler tous les termes du de´veloppement topologique des observables du mode`le
conside´re´.
On peut re´sumer cette proce´dure par le graphique suivant :
Mode`le de matrices formel
↓
Limite planaire : Courbe spectrale classique E
↓
Invariants alge´briques sur E
= De´veloppement topologique des fonctions de corre´lation
Nous avons donc montre´ que ces diffe´rentes inte´grales formelles ne sont qu’un seul et
meˆme objet en tant que fonctionnelle d’une courbe alge´brique et propose´ une me´thode
simple et efficace pour les calculer.
Le fait qu’une telle proce´dure existe peut peut-eˆtre s’expliquer par la combinatoire.
Un mode`le de matrice formel correspond a` compter des cartes. Ces cartes peuvent eˆtre
vues comme recollement de disques entre eux. Pour construire de telles carte il faut
deux e´le´ments : le poids d’un disque (obtenu par W
(0)
1 et donc ydx), et le poids d’un
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recollement, encode´ dans l’e´quation de la courbe spectrale classique. De ce point de
vue, il n’est pas surprenant que la courbe spectrale classique posse`de toute l’information
ne´cessaire au calcul de tout le de´veloppement topologique des observables du mode`le
et que la proce´dure a` mettre en oeuvre pour passer de cette courbe aux fonctions de
corre´lation ne de´pende pas du mode`le.
1.2 Invariants et de´formations de courbes alge´briques.
Nous avons e´galement montre´ comment ge´ne´raliser cette proce´dure au dela` des
mode`le de matrices en e´tendant cette construction a` n’importe quelle courbe alge´brique
E . Nous avons alors pu montrer que les nombres F (g) et les formes diffe´rentielles W (g)k
ainsi obtenues ont un comportement facile a` de´crire sous les de´formations de E :
– Invariance symplectique : les e´nergies libre F (g) sont invariantes sous de nom-
breuses transformations conservant la forme dx ∧ dy ;
– Transformations modulaires : les transformations modulaires de la courbe
peuvent eˆtre totalement absorbe´es dans la normalisation de la fonction a` deux
points W
(0)
2,0 par l’ajout d’un nouveau parame`tre : une matrice syme´trique κ ;
– Variation de ydx : toute variation de la forme diffe´rentielle ydx du type :
δydx(p) :=
∫
C
B(ξ, p)Λ(ξ) (1-1)
se traduit par une variation des fonctions de corre´lation :
δW
(g)
k (pK) =
∫
C
W
(g)
k+1(ξ,pK)Λ(ξ). (1-2)
Ces invariants sont donc fortement lie´s a` la the´orie des de´formations des courbes
alge´briques. Entre autres choses, il est tre`s inte´ressant de noter que ces re´sultats per-
mettent d’interpre´ter la fonction de corre´lation a` k points de genre g, W
(g)
k,0 (p1, . . . , pk),
calcule´e sur une courbe E comme l’e´nergie libre de genre g, F (E˜)(g), calcule´e sur une
courbe E˜ obtenue a` partir de E en ajoutant des poˆles en k points marque´s p1, . . . , pk.
Cette remarque fait e´cho avec l’interpre´tation combinatoire des fonctions de corre´lations
dans le cadre des mode`les de matrices. En effet, ces proprie´te´s semblent faire un lien
entre la courbe spectrale du mode`le de matrices et les surfaces discre´tise´es ge´ne´re´es par
les fonctions de corre´lation : ajouter un bord aux surfaces ge´ne´re´es revient a` ajouter
un poˆle a` la courbe spectrale.
1.3 The´ories conformes et inte´grabilite´.
Nous avons utilise´ cette proce´dure ge´ne´rale pour retrouver des re´sultats de´ja` connus
de manie`re simple et rigoureuse. Nous avons ainsi montre´ comment les doubles limites
d’e´chelles de mode`les a` une et deux matrices co¨ıncident avec des mode`les de matrices
en champ exte´rieur (obtenu sans prendre de limite). Nous avons donc montre´ comment
avoir acce`s directement aux observables de mode`les minimaux de type (p, q) sans avoir
besoin de faire un quelconque passage a` la limite. Il suffit de conside´rer la courbe
alge´brique E(p,q) associe´e.
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Ceci nous a e´galement permis de montrer a` nouveau que les inte´grales de matrices, et
donc nos invariant alge´briques, fournissent une re´alisation explicite des fonctions τ des
hierarchies inte´grables KP et KdV par une simple comparaison des courbes alge´briques
associe´es.
Ce lien entre les invariants de´finis et l’inte´grabilite´ a e´te´ rendu plus explicite,
de manie`re ge´ne´rale, par la construction de fonction, de Baker-Akhiezer associe´es a`
une courbe alge´brique quelconque. Ces fonctions permettent en effet de de´finir des
e´quations de Hirota et des relations de Sato formelles associe´es a` n’importe quelle
courbe alge´brique.
1.4 Conjecture de Dijkgraaf-Vafa.
Nous avons montre´ comment, en fixant le nouveau parame`tre κ = 1
τ−τ , on peut
rendre les F (g) et W
(g)
k invariants modulaires en leur faisant perdre leur proprie´te´ d’ho-
lomorphicite´. Nous avons ainsi reproduit le comportement des fonctions de partition
de la the´orie de Kodaira-Spencer de´crit dans [1]. Nous avons alors pu montrer que les
F (g) sont solutions des e´quations d’anomalies holomorphes des cordes ferme´es de cette
the´orie appuyant ainsi un peu plus la conjecture de Dijkgraaf-Vafa liant the´orie des
cordes topologique et mode`les de matrices. Graˆce a` ce re´sultat, il ne reste plus qu’a`
identifier la partie holomorphe de la fonction de partition de la the´orie de Kodaira-
Spencer et les invariants alge´briques correspondants pour κ = 0 (qui est la valeur a`
prendre pour pouvoir obtenir les observables de mode`les de matrices).
Nous avons e´galement montre´ que les W
(g)
k satisfont des e´quations d’anomalie du
meˆme type que l’on aimerait interpre´ter comme e´quations d’anomalies holomorphes
pour des cordes ouvertes cette fois-ci.
2 Perspectives.
La construction ge´ne´rale d’invariants de´crite dans cette the`se pose beaucoup de
questions quant a` son interpre´tation d’une part et appelle des ge´ne´ralisations naturelles
d’autre part.
2.1 Etude d’autres mode`les de matrices.
Deux questions viennent naturellement a` l’esprit suite a` cette construction. Etant
donne´e une courbe alge´brique quelconque, existe-t-il un mode`le de matrice dont les
observables sont donne´es par les invariants associe´s a` la courbe ? Au contraire, e´tant
donne´ un mode`le de matrice, dans quelle mesure peut-on utiliser la meˆme proce´dure
pour calculer le de´veloppement topologique de ses observables ?
La re´ponse a` la premie`re question semble a` priori ne´gative. Il semble, en effet,
difficile de construire un mode`le de matrices dont la courbe alge´brique n’aurait qu’un
seul point a` l’infini (i.e. tel que ydx n’ait qu’un seul poˆle). Cependant, la question
semble plus ouverte si l’on conside`re e´galement les ”limites” de mode`les de matrices
dans les the´ories acceptables. Se pose alors la question de savoir comment reconstruire
l’action de ce mode`le a` partir de la courbe alge´brique. Une partie de la re´ponse a` cette
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question a de´ja` e´te´ donne´e dans cette the`se. En effet, nous avons montre´ comment
associer un ”potentiel” Vi a` chaque poˆle αi de ydx, faisant ainsi un premier pas vers
la construction d’une action. Cependant, il reste beaucoup a` e´tudier pour pouvoir
re´pondre a` ce proble`me.
D’un autre coˆte´, cette proce´dure semble tre`s prometteuse pour l’e´tude d’autres
mode`les de matrices. Les e´tudes de´ja` mene´es sur le mode`le de matrices couple´es en
chaˆıne ouverte [46] semblent, en effet, indiquer que les fonctions de corre´lation prennent
la meˆme forme. On peut alors se demander a` quels autres types de mode`les on peut
e´tendre cette construction. En premier lieu, il serait tre`s inte´ressant d’e´tudier le mode`le
O(n) [60] pour ses applications ainsi que pour le degre´ de complexite´ supple´mentaire
qu’il semble faire apparaˆıtre. Il est pour le moment impossible de dire si notre proce´dure
pourra se ge´ne´raliser a` ce cadre la` sans une re´solution explicite du mode`le. On voit qu’il
serat tre`s utile d’avoir un crite`re permettant de de´terminer si l’on peut calculer une
inte´grale de matrice formelle donne´e par cette me´thode.
Enfin, nous n’avons e´tudie´ ici que des mode`les de matrices hermitiennes. Peut-
on trouver une proce´dure e´quivalente pour des ensembles de matrices pre´sentant une
syme´trie diffe´rente ? Existe-t-il une telle structure sous-jacente permettant de calculer
des inte´grales formelles sur l’ensemble des matrices re´elles syme´triques ou quaternio-
niques ? Des premiers pas ont e´te´ faits dans cette direction par Chekhov et Eynard qui
ont perturbe´ le mode`le a` une matrice hermitienne dans [28] pour e´tudier la combina-
toire de surfaces discre´tise´es pas force´ment orientables.
2.2 Lien avec l’inte´grale de matrice convergente.
Comme nous l’avons montre´ dans ce me´moire, cette proce´dure donne acce`s au
calcul d’inte´grales formelles et non a` celui d’inte´grales convergentes sur l’ensemble des
matrices hermitiennes. Il serait cependant inte´ressant de faire le lien entre ces re´sultats
et les inte´grales convergentes. Dans le cadre du mode`le a` une matrice, Bonnet, David et
Eynard [18] avaient en effet pu faire le lien explicite entre inte´grale formelle et inte´grale
convergente en sommant sur les instantons. Ils ont en quelque sorte montre´ comment
obtenir un e´tat physique de moindre e´nergie comme superposition de tous les e´tats
possibles.
Il serait donc inte´ressant de faire de meˆme pour le mode`le a` deux matrices et dans
le cadre ge´ne´ral de´veloppe´ ici. On aurait ainsi acce`s, par exemple, aux asymptotiques
des polynoˆmes biorthogonaux e´tudie´s dans [50] ainsi qu’aux termes correctifs quand la
taille des matrices inte´gre´es tend vers l’infini.
2.3 Lien avec un syste`me inte´grable quantique.
Ce lien avec l’inte´grale convergente semble e´galement eˆtre indispensable a` une
meilleure compre´hension du syste`me inte´grable cache´ derrie`re cette construction. En
effet, si, pour certaines courbes, on retrouve des re´ductions de hierarchies inte´grables et
si nous avons e´te´ capable de construire des se´ries formelles dont le comportement rap-
pelle les e´le´ments de bases des syste`mes inte´grables classiques, la structure inte´grable
sous-jacente n’est pas comprise pour le moment. Hors, dans le cadre des mode`les de
matrices, on connaˆıt tre`s bien le syste`me inte´grable, et ce quelque soit la taille N de
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la matrice. Ce syste`me est en ge´ne´ral quantique associe´ a` une e´quation des cordes du
type
[P,Q] =
1
N
(2-1)
qui devient classique dans la limite des grandes matrices N → ∞. On s’attend donc
a` avoir de´crit le de´veloppement semi-classique d’un tel syste`me par notre proce´dure
et il serait inte´ressant de pouvoir reconstruire le syste`me quantique total associe´ dans ce
cadre plus ge´ne´ral. Cependant, il faudra d’abord eˆtre capable de reconstruire l’e´quivalent
d’une inte´grale convergente puisque c’est cet objet qui est vraiment fonction τ du
syste`me inte´grable. Pour ce faire, la nouvelle variable κ semble avoir un roˆle tre`s impor-
tant a` jouer dans une proce´dure consistant a` resommer sur les fractions de remplissage.
2.4 Interpre´tation des invariants alge´briques : calcul du vo-
lume de l’espace des modules de surfaces.
Le plus gros proble`me souleve´ par cette construction consiste a` comprendre ce que
l’on a calcule´ dans un cadre ge´ne´ral. Quels sont donc ces objets qui sont a` la fois
fonctions ge´ne´ratrices de surfaces discre´tise´es, fonctions de partitions de the´orie des
cordes topologique et fonction τ d’un syste`me inte´grable ? Si il e´tait observe´ depuis
longtemps que ces objets ont des points communs, il est surprenant qu’ils ne soient en
fait qu’un seul et meˆme objet parame´tre´ par une courbe alge´brique quelconque.
Cette unification des diffe´rents mode`les de matrices avait de´ja` e´te´ pre´ssentie dans
les travaux de Alexandrov, Mironov et Morozov [6, 7] dans l’optique de de´finir une
M-the´orie matricielle.
Il me semble cependant qu’il existe un ingre´dient, plus simple, commun aux dif-
fe´rentes fonctions retrouve´es par cette proce´dure faisant en plus le lien entre les intereˆts
des mathe´maticiens et des physiciens. En effet, en regardant de plus pre`s les exemples de
fonctions F (g) retrouve´es par cette me´thode, on peut voir qu’elles correspondent toutes
a` inte´grer une certaine fonction (ou mesure) sur l’espace des modules de surfaces. En
effet, reprenons quelques exemples :
– Mode`les a` une et deux matrices : F (g) est la fonction ge´ne´ratrice des surfaces
discre´tise´es de genre g. On peut donc voir les e´nergies libres comme une inte´grale
sur l’espace des modules des surfaces avec une mesure donnant un poids non nul a`
un ensemble discret de surfaces seulement. En reprenant les notations introduites
dans le chapitre 2 :
F (g) =
∫
Σg,0
χSg,0(Σg,0)W(Σg,0) (2-2)
ou` l’inte´grale porte sur toutes les surfaces connexes ferme´es de genre g, χSg,0 est
la fonction caracte´ristique de l’ensemble des surfaces discre´tise´es Sg,0 de´fini par
def.1.3 du chapitre 2 et W est le poids associe´.
– Inte´grale de Kontsevich : l’introduction de ce mode`le particulier de matrice en
champ exte´rieur a e´te´ originellement motive´ par le calcul des nombres d’inter-
section de surfaces de Riemann et donc du volume de l’espace des modules des
surfaces de Riemann par rapport a` la mesure de Weyl-Petersson. Les fonctions
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de corre´lation sont donne´es dans ce cas par :
W
(g)
k,0 =
∫
Mg,n
dωWP (2-3)
ou` ωWP est la mesure de Weil-Petersson sur l’espace des modules
1.
– Mode`le minimal (p, q) : la fonction de partition est une inte´grale sur l’espace des
modules des surfaces de Riemann avec l’action d’Einstein-Polyakov :
Fg =
∫
Mg
e−i
Sp
~ . (2-4)
– The´orie des cordes topologique de type B : la fonction de partition est e´galement
une inte´grale sur l’espace des modules des surfaces de genre g de la forme :
Fg :=
∫
Mg
dτ
∫
Dφe−SN=2 (2-5)
ou` SN=2 est l’action du mode`le sigma de´finie par Eq. (2-7) du chapitre 5.
Il semblerait donc que les objets W
(g)
k,0 [E ] que nous avons de´finis peuvent eˆtre vus
comme des inte´grales sur l’espace Mg,n des modules des surfaces de genre g avec n
bords a` l’aide d’une me´trique dµ[E ] de´pendant de la courbe alge´brique E :
W
(g)
k,0 [E ] =
∫
Mg,n
dµ[E ]. (2-6)
Une telle interpre´tation aurait de nombreuses applications que ce soit en physique
pour effectuer des calculs de the´orie des cordes et comprendre certaines dualite´s ou en
mathe´matiques ou` elle permettrait de faire plus explicitement le lien entre hierarchies
inte´grables et volumes de Mg,n dans la continuite´ directe des travaux de Kontsevich.
On aurait e´galement la` un outil pour e´tudier pre´cise´ment les proprie´te´s topologiques
des cartes de grandes tailles.
2.5 Syme´trie miroir, the´ories topologiques de type A et courbe
de Seiberg-Witten.
Dans cette the`se nous n’avons e´tudie´ qu’un type de the´orie des cordes topologique :
le type B. Or, on sait que dans de nombreux cas, une the´orie de type B a un dual
e´quivalent de type A par la syme´trie miroir. Il serait tre`s inte´ressant de pouvoir identi-
fier l’e´quivalent fermionique de notre construction alge´brique pour les the´ories de type
A, donnant ainsi acce`s au calcul des invariants de Gromov-Witten.
Des travaux re´cents de Marin˜o [82] ont montre´ que si l’on applique notre me´thode a`
l’image par la syme´trie miroir de the´ories de type A avec une Calabi-Yau de ge´ome´trie
torique, on retrouve bien les re´sultats attendus par ailleurs. Notons que dans ce cas, le
1Une approche ge´ome´trique du proble`me a permis a` Mirzakhani [87, 88] de montrer que ces volumes
satisfont une relation de re´currence. Nous avons montre´ dans [VII]que cette relation de re´currence
n’est rien d’autre que l’equation 3-5 du chapitre 4 de´finissant les fonctions de corre´lations pour la
courbe y = sin2pi
√
x.
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mode`le B correspondant ne fait apparaˆıtre aucune courbe alge´brique mais une courbe
bien plus complique´e. Ceci semble indiquer que notre me´thode de construction d’inva-
riants peut s’e´tendre encore au dela` des courbes alge´briques.
Par ailleurs, il serait tre`s inte´ressant de comprendre le lien profond entre les e´nergies
libres calcule´es sur les courbes hypperelliptiques apparaissant dans les the´ories de
Seiberg-Witten [98] et les couplages gravitationnels introduits par Nekrasov [90] puisque
ces derniers peuvent eˆtre de´forme´s en des objets non holomorphes satisfaisant les
e´quations d’anomalie holomorphe associe´es a` cette courbe.
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Chapitre 7
Appendices.
1 Mode`le Gaussien et the´ore`me de Wick.
Conside´rons la mesure gaussienne sur l’ensemble HN des matrices hermitiennes M
de taille N ×N :
dµ =
( g
2pi
)N2
2
e−
g
2
TrM2dM, (1-1)
ou` dM est le produit des mesures de Lebesgues des e´le´ments re´els de M :
dM =
∏
i
dMii
∏
i<j
dRe(Mij)dIm(Mij) (1-2)
et le facteur de normalisation Zgauss :=
(
2pi
g
)N2
2
est obtenu par le calcul de la fonction
de partition :
Zgauss :=
∫
HN
e−
g
2
TrM2dM. (1-3)
On peut aise´ment calculer la corre´lation entre deux e´le´ments de matrices :
〈MabMcd〉 := 1Zgauss
∫
HN
MabMcde
− g
2
TrM2dM =
δadδbc
g
. (1-4)
Cette quantite´ tre`s simple est en fait la seule dont le calcul est ne´cessaire pour obtenir
la valeur moyenne du produit d’un nombre quelconque d’e´le´ments de matrices graˆce
au the´ore`me de Wick :
The´ore`me 1.1 The´ore`me de Wick :
La valeur moyenne du produit de 2n e´le´ments de matrices est e´gale a` la somme sur
tous les appariements des e´le´ments deux a` deux du produit des valeurs moyennes des
paires d’e´le´ments correspondantes :〈
2n∏
i=1
Maibi
〉
=
∑
S
j(kj ,lj)={1,2,...,2n}
n∏
j=1
〈
Makj bkjMalj blj
〉
, (1-5)
ou` la somme dans le membre de droite porte sur tous les appariements (kj, lj) deux a`
deux des e´le´ments de {1, . . . , 2n}.
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Dans les faits, les objets inte´ressants sont les corre´lations de fonctions invariantes
sous l’action du groupe U(N), de manie`re ge´ne´rique, on aimerait calculer〈∏
i
( TrM i)ki
〉
, (1-6)
ou` la somme porte sur un nombre fini de termes et les ki sont des nombres entiers ar-
bitraires. Puisque l’on peut re´e´crire les diffe´rentes traces comme un produit d’e´le´ments
de matrice :
TrMk =
N∑
αi=1
Mα1α2Mα2α3Mα3α4 . . .Mαkα1 , (1-7)
on peut appliquer le the´ore`me de Wick et de´composer cette fonction de corre´lation sur
la base des corre´lations de deux e´le´ments de matrices. Par exemple, on obtient :
〈
TrM2
〉
=
N∑
i,j=1
〈MijMji〉 = N
2
g
, (1-8)
ou encore〈
TrM4
〉
=
∑
i,j,k,l
〈MijMjkMklMli〉
=
∑
i,j,k,l
(〈MijMjk〉 〈MklMli〉+ 〈MijMkl〉 〈MjkMli〉+ 〈MijMli〉 〈MklMjk〉)
=
1
g2
∑
i,j,k,l
(δik + δilδjkδijδlk + δjl)
=
1
g2
(N3 +N +N3) =
N
g2
(1 + 2N2).
(1− 9)
De manie`re ge´ne´rale, chaque terme non nul dans la de´composition de
〈∏
i( TrM
i)ki
〉
par le the´ore`me de Wick apporte la meˆme contribution
(
1
g
)Pi iki
2
si
∑
i iki est paire
et 0 sinon. Ainsi, il faut donc compter le nombre de termes non nuls entrant dans ce
de´veloppement. Le re´sultat prend alors la forme :〈∏
i
( TrM i)ki
〉
=
(
1
g
)Pi iki
2 ∑
j≥0
cjN
j, (1-10)
ou` les cj sont des nombres entiers qui appellent donc une interpre´tation combinatoire.
La ce´le`bre repre´sentation de Feynmann de ces fonctions de corre´lation sous forme
de diagramme nous fournit en effet une interpre´tation combinatoire de ces nombres cj.
Pour cela, on repre´sente chaque objet matriciel par un e´le´ment graphique. Ainsi on
repre´sente chaque e´le´ment de matrice Mab comme un ruban issu d’un point et marque´
par les deux indices a et b :
Mab :=
a
b
. (1-11)
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De meˆme on repre´sente TrMk par un vertex k valent portant des indices de sommation :
TrMk =
N∑
αi=1
Mα1α2Mα2α3Mα3α4 . . .Mαkα1
=
N∑
αi=1 αk
α1
α1
α2α2α3
α3
α4
.
(1− 12)
Sous cette repre´sentation, l’expression de la corre´lation de deux e´le´ments de matrices
Eq. (1-4) s’e´crit comme une are`te e´paisse :
〈MabMcd〉 = δadδbc
g
=
1
g b=c
a=d
(1− 13)
c’est-a`-dire que prendre la valeur moyenne de deux e´le´ments de matrices correspond a`
recoller les rubans les repre´sentant et de compter l’areˆte ainsi forme´e avec un poids 1
g
si les indices associe´s aux bords sont les meˆmes et un poids nul sinon.
Le the´ore`me de Wick nous dit alors que le nombre de termes non nuls dans le
de´veloppement de
〈∏
i( TrM
i)ki
〉
est e´gal au nombre de diagramme forme´ de
P
i iki
2
areˆtes e´paisses lie´es par
∑
i ki vertex dont ki ont une valence i. A cela, il faut ajouter
un facteur pour chaque diagramme venant du fait qu’il doit eˆtre e´tiquete´ de toutes les
manie`res possibles selon les prescriptions du the´ore`me de Wick. Deux facteurs entrent
en compte :
– Deux e´tiquetages peuvent eˆtre e´quivalents dans le sens ou` l’un peut eˆtre re´obtenu
a` partir de l’autre par un simple changement du nom des e´tiquettes muettes1. Ce
facteur est le nombre d’automorphismes du graphe, note´ #Aut.
– L’ope´rateur de trace induit une sommation sur les indices de 1 a` N . Les sym-
boles de Kronecker apparaissant dans the´ore`me de Wick re´duisent certaines de
ces sommes a` un seul e´le´ments. Il est facile de se convaincre que le nombre de
sommes restant a` effectuer apre`s ces prescriptions est e´gal au nombre de boucles
inde´pendantes2 dans le graphe. Ainsi, on doit lui associer un facteur N a` la puis-
sance le nombre de boucles du graphe note´ χ3.
1Par e´tiquettes muettes, j’entends les indices sur lesquels la sommation de 1 a` N est efectue´e
2Le nombre de boucles inde´pendantes dans un graphe est le nombre de chemin diffe´rents que l’on
parcours en suivant le bord de tous les rubans.
3Cette notation prend son sens par l’observation de ’t Hooft [100] selon laquelle ce nombre est la
carcte´ristique d’Euler de la surface la plus simple sur laquelle on peut dessiner le graphe de manie`re
a` le rendre planaire
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On obtient finalement l’expression pour les fonctions de corre´lation gaussiennes :
The´ore`me 1.2〈∏
i
( TrM i)ki
〉
=
(
1
g
)Pi iki
2 ∑
G∈G{ki}Ni=1
#Aut(G) Nχ(G) (1-14)
ou` G{ki}Ni=1 est ’ensemble des graphes a`
P
i iki
2
areˆtes et ki vertex de valence i.
Pour notre exemple pre´ce´dent, 〈TrM4〉, on doit composer les graphes a` 2 areˆtes et
un seul vertex tetravalent :〈
TrM4
〉
=
∑
i,j,k,l
(〈MijMjk〉 〈MklMli〉+ 〈MijMkl〉 〈MjkMli〉+ 〈MijMli〉 〈MklMjk〉)
=
ij
j
k
k l
l
i
ijj
k k l
l
i
j i
i
l
lk
k
j
+ +
=
(
1
g
)2  2 N3 + N
 .
(1− 15)
Remarque 1.1 Cette proce´dure diagrammatique peut facilement eˆtre e´tendue a` un mode`le
gaussien avec plusieurs matrices en coloriant les vertex et are`tes suivant la matrice a` laquelle
ils se re´fe`rent.
2 Fonction de partition formelle et surfaces discre´tise´es.
Nous explicitons ici l’expression de la fonction de partition formelle, Zform, en
termes de surfaces discre´tise´es. G de´signe ici l’ensemble des cartes de´fini par la de´finition
1.3 du chapitre 2.
Definition 2.1 Soit une carte G ∈ CG. On note :
– nk,i(G) := nombre k-gones de spin + et de couleur i dont le centre est libre
4 ;
– n˜k,i(G) := nombre k-gones de spin - et de couleur i dont le centre est libre ;
– n++,i(G) := nombre de polygones de spins + et de couleur i colle´s par un bord ;
– n−−,i(G) := nombre de polygones de spins - et de couleur i colle´s par un bord ;
– n+−,i(G) := nombre de polygones de spins diffe´rents et de couleur i colle´s par un
bord ;
4Un k-gone peut eˆtre lie´ a` un autre par son centre. Son centre est dit libre si il n’est lie´ a` aucun
autre centre de cette fac¸on.
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– na,i(G) = n+−,i(G) +n++,i(G) +n−−,i(G) := nombre total d’arreˆtes communes a`
deux polygones de couleur i.
– nk,i;l,j(G) := nombre de paires de polygones compose´es d’un k-gone de spin + et
couleur i lie´ par son centre a` un l-gone de spin + et couleur j ;
– n˜k,i;l,j(G) := nombre de paires de polygones compose´es d’un k-gone de spin - et
couleur i lie´ par son centre a` un l-gone de spin - et couleur j ;
– Gi := composante de couleur i de la surface obtenue en brisant tous les liens
entre centres de polygones ;
– li(G) := nombre de sommet de couleur i ;
– #Aut(G) := cardinal du groupes des automorphismes de G ;
– χ(G) := caractr´istique d’Euler-Poincare´ de G :
χ(G) =
∑
i
[
li(G)− na,i(G) +
∑
k
(nk,i(G) + n˜k,i(G))
]
. (2-1)
Definition 2.2 A chaque surface G ∈ G, on associe un poids :
W(G) := Nχ(G)
#Aut(G)
T nT (G)
∏d1d2
i=1
∏d1+1
k=3 (tk,i + Thk,i)
nk,i(G)
∏d1+1
k=3 (t˜k,i + T h˜k,i)
n˜k,i(G)∏d1d2
i=1 h
n1,i(G)
1,i h˜
n˜1,i(G)
1,i h
n2,i(G)
2,i h˜
n˜2,i(G)
2,i
∏
k>d1+1
h
nk,i(G)
k,i
∏
l>d2+1
h˜
n˜l,i(G)
l,i∏d1d2
i=1 
li(G)
i t
n++,i(G)
2,i t˜
n−−,i(G)
2,i (t2,it˜2,i − 1)−nv,i(G)
∏
j>i
∏
k
∏
l h
nk,i;l,j(G)
k,i;l,j h˜
n˜k,i;l,j(G)
k,i;l,j
(2-2)
ou`
nT (G) :=
∑
i
(∑
k
k
2
(nk,i(G) + n˜k,i(G))−
∑d1+1
k=3 nk,i(G)−
∑d12+1
l=3 n˜l,i(G)
)
+
∑
i
∑
j>i
∑
k
∑
l
k+l
2
(nk,i;l,j(G) + n˜k,i;l,j(G)).
(2-3)
Associer un tel poids a` une carte G correspond a` associer un poids a` chacun des
e´le´ments composant le graphe comme suit :
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Ele´ment Poids
k-gone de spin + et couleur i
dont le centre est libre
{
N
T
tk,i +Nhk,i si k ∈ [3, d1 + 1]
Nhk,i sinon
k-gone de spin - et couleur i
dont le centre est libre
{
N
T
t˜k,i +Nhk,i si k ∈ [3, d2 + 1]
Nhk,i sinon
are`te commune a` deux polygones
de spin + et couleur i
1
N
t2,i
t2,i t˜2,i−1
are`te commune a` deux polygones
de spin - et couleur i
1
N
t˜2,i
t2,i t˜2,i−1
are`te commune a` deux polygones
de spin diffe´rents et couleur i
1
N
1
t2,i t˜2,i−1
centre commun a` un k-gone
de couleur i et de spin +
et un l-gone
de couleur j et de spin +
hk,i;l,j
centre commun a` un k-gone
de couleur i et de spin -
et un l-gone
de couleur j et de spin -
hk,i;l,j
Sommet de couleur i Ni
La bijection entre les graphes et les surfaces permet d’e´crire que :
The´ore`me 2.1 La fonction de partition du mode`le a` deux matrices hermi-
tiennes formel est e´gale a` :
Zform :=
∏
i
e−
N2
T
i(V1(ξi)+V2(ηi)−ξiηi)
∏
j>i
[(xi − xj)(yi − yj)]N
2ij
∑
G∈G
W(G).
(2-4)
3 Inte´grale formelle et e´quations de boucles.
Dans cet appendice, nous allons montrer que les fonctions de corre´lations du mode`le
a` deux matrices satisfont les e´quations de boucles obtenues avec les re`gles Split et
Merge.
Definition 3.1
Lemme 3.1 Pour tout
Gk1,...,kl;m;n(S1, S2, . . . , Sl;x1, . . . , xm; y1, . . . , yn) :=
1
x1,1−M
1
y1,1−M˜
1
x1,2−M
1
y1,2−M˜ . . .
1
x1,k1−M
1
y1,k1−M˜
∏m
j=1 Tr
1
xj−M
∏n
s=1 Tr
1
ys−M˜∏l
i=2 Tr
(
1
xi,1−M
1
yi,1−M˜
1
xi,2−M
1
yi,2−M˜ . . .
1
xi,ki−M
1
yi,ki−M˜
)
,
(3-1)
4. VARIATIONS DE F (0) PAR RAPPORT AUX MODULES. 171
les e´quations
0 =
∑
α≤β
∫
dM1 . . . dMddM˜1 . . . dM˜d
(
∂
∂Re(Mk)α,β
+ ∂
∂Im(Mk)α,β
)[
(
∑
i Tr δV1,i(Mi) + δV2,i(M˜i))
lGk1,...,kl;m;n(S1, S2, . . . , Sl;x1, . . . , xm; y1, . . . , yn)∏d
i=1 e
−N
T
„
Tr
V ′′1 (ξi)
2
(Mi−ξi 1ni )2+
V ′′2 (ηi)
2
(M˜i−ηi 1ni )2−(Mi−ξi 1ni )(M˜i−ηi 1ni )
«
∏
i>j det(Mi ⊗ 1nj − 1ni ⊗Mj)
∏
i>j det(M˜i ⊗ 1nj − 1ni ⊗ M˜j)
]
(3-2)
4 Variations de F (0) par rapport aux modules.
Nous pre´sentons ici un formulaire des de´rive´es premie`res et secondes de F (0) par
rapport aux modules de la courbe alge´brique. Ces re´sultats avaient de´ja` e´te´ de´rive´s
dans le cadre des mode`les de matrices de nombreuses fois [77, 16, 17]. Pour retrouver
ces formules, nous prenons κ = 0.
4.1 De´rive´es premie`res de F (0).
∂F (0)
∂tk,i
= Res
αi
zkαi ydx (4-1)
∂F (0)
∂tαi,αj
:=
(
∂
∂t0,i
− ∂
∂t0,j
)
F (0) = µαi − µαj (4-2)
∂F (0)
∂i
= −
∮
Bi
ydx (4-3)
4.2 De´rive´es secondes de F (0).
∂2F (0)
∂tk,i∂tl,j
= (δi,j − 1) Res
p→αi
Res
q→αj
zαi(p)
kB(p, q)zαj(q)
l (4-4)
∂2F (0)
∂tk,i∂tαj ,αk
= Res
αi
zkαidSαj ,αk (4-5)
∂2F (0)
∂tk,j∂i
= 2ipi Res
αj
zkαjdui = −
∮
Bi
Bαj ,k (4-6)
∂2F (0)
∂i∂tαj ,αk
= 2ipi(ui(αk)− ui(αj)) (4-7)
∂2F (0)
∂i∂j
= 0 (−2ipiτij for F (0)) (4-8)
172 CHAPITRE 7. APPENDICES.
∂2F (0)
∂t2αi,αj
= ln (dζαi(αi)dζαj(αj)E(αi, αj)
2) (4-9)
∂2F (0)
∂tαi,αj∂tαi,αk
= ln
(
dζαi(αi)E(αi, αj)E(αi, αk)
E(αj, αk)
)
(4-10)
∂2F (0)
∂tαi,αj∂tαk,αl
= ln
(
E(αk, αj)E(αi, αl)
E(αi, αk)E(αj, αl)
)
(4-11)
ou` ζα =
1
zα
est une variable locale au voisinage de α.
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