Abstract. In this paper we introduce squarefree vertex cover algebras. We study the question when these algebras coincide with the ordinary vertex cover algebras and when these algebras are standard graded. In this context we exhibit a duality theorem for squarefree vertex cover algebras.
Introduction
The study of squarefree vertex cover algebras was originally the motivation to better understand the Alexander dual of the facet ideals of the skeletons of a simplicial complex. In the special case of the simplicial complex ∆ r (P ) whose facets correspond to sequences p i 1 ≤ p i 2 ≤ . . . ≤ p ir in a finite poset P , it was shown in [3] that I(∆ r (P ) (k) ) ∨ = (I(∆ r (P )) ∨ ) d−k ; see Section 1 for a detailed explanation of the formula.
The question arises whether this kind of duality is valid for more general simplicial complexes. Considering this problem, it turned out that this is indeed the case for a pure simplicial complex ∆ on the vertex set [n], provided a certain algebra attached to ∆ is standard graded. The algebra in question, which we now call the squarefree vertex cover algebras of ∆, denoted by B(∆), is defined as follows: let K be a field and S = K[x 1 , . . . , x n ] be the polynomial ring over K in the variables x 1 , . . . , x n . Then B(∆) is the graded S-algebra generated by the monomials x c t k ∈ S[t] where the (0, 1)-vector c is a k-cover of ∆ in the sense of [8] . Thus in contrast to the vertex cover algebra A(∆), introduced in [8] , whose generators correspond to all k-covers, B(∆) is generated only by the monomials corresponding to squarefree kcovers, called binary k-covers in [2] . In particular, B(∆) is a graded S-subalgebra of A(∆) whose generators in degree 1 coincide.
The graded components of B(∆) are of the form L k (∆)t k , where L k (∆) is a monomial ideal whose squarefree part, denoted by L k (∆) sq , corresponds to the squarefree k-covers. The above mentioned duality is a consequence of the following duality
inside B(∆), which is valid for any pure simplicial complex of dimension d − 1, no matter whether B(∆) is standard graded or not.
This result is a simple consequence of Theorem 1.2 where it is shown that the squarefree k-covers of ∆ correspond to the vertex covers of the (d − k)-skeleton
The duality described in (1) yields the desired generalization of [3, Theorem 1.1], and we obtain in Corollary 1.3
for all k, if and only if B(∆) is standard graded. Therefore it is of interest to know when B(∆) is standard graded. The starting point of our investigations has been the formula I(∆ r (P ) (k) ) ∨ = (I(∆ r (P )) ∨ ) d−k . As explained before this implies that B(∆ r (P )) is standard graded. As a last result in Section 1, we show that even the algebra A(∆ r (P )) is standard graded.
In Section 2 we compare the algebras A(∆) and B(∆), and discuss the following questions:
(1) When is B(∆) standard graded and when does this imply that A(∆) is standard graded? (2) When do we have that B(∆) = A(∆)?
In general B(∆) may be standard graded, while A(∆) is not standard graded, as an example shows which was communicated to the authors by Villarreal; see Section 2.
On the other hand, quite often it happens that A(∆) is standard graded if B(∆) is standard graded. In Proposition 2.2 we show that for any 1-dimensional simplicial complex ∆, the algebra B(∆) is standard graded if and only if A(∆) is standard graded. We also show in Proposition 2.4 that the same statement holds true when the facet ideal of ∆ is the covering ideal of a graph. In Theorem 2.5, it is shown that this is also the case for all subcomplexes of ∆ if and only if ∆ has no special odd cycles. In the remaining part of Section 2 we present cases for which we have B(∆) = A(∆). The 1-dimensional simplicial complexes with this property are classified in Proposition 2.7. A classification of simplicial complexes ∆ of higher dimension with B(∆) = A(∆) seems to be unaccessible for the moment. Thus we consider simplicial complexes in higher dimensions which generalize the concept of a graph. Roughly speaking, we replace the vertices of a graph by simplices of various dimensions. This graph is called the intersection graph of ∆. The main result regarding this class of simplicial complexes is formulated in Theorem 2.10, where the criterion for the equality A(∆) = B(∆) is given in terms of the intersection graph of ∆.
The last section of this paper is devoted to study the vertex cover algebras of shifted simplicial complexes. A simplicial complexes ∆ is shifted if its set of facets is a Borel sets B. When the set of facets of ∆ is principal Borel we have B(∆) = A(∆) as shown in Theorem 3.5. Since all skeletons of such simplicial complexes also correspond to principal Borel sets, one even has that B(∆ (i) ) = A(∆ (i) ) for all i. The squarefree monomial ideal ({x F : x F t ∈ A 1 (∆)}) generated by the degree 1 elements of A(∆) is the Alexander dual I(∆) ∨ of I(∆). Francisco, Mermin and Schweig showed that this ideal is again a squarefree Borel ideal, and they give precise Borel generators in the case that B is principal Borel. We generalize this result in Theorem 3.3, by showing that the squarefree part of the ideal ({x F : x F t k ∈ A k (∆)}) is again a squarefree Borel ideal whose generators can be explicitly described when B is principal Borel. It turns out that in this case the S-algebra A(∆) may have minimal generators in the degrees up to dim ∆ + 1. In Proposition 3.8, we present a necessary and sufficient condition such that this maximal degree achieved.
We would like to thank Professor Villarreal for several useful comments and for drawing our attention to related work on this subject.
Duality
We first fix some notation and recall some basic concepts regarding simplicial complexes.
Let ∆ be a simplicial complex of dimension d − 1 on the vertex set [n]. We denote by F (∆) the set of facets of ∆.
The i-skeleton ∆ (i) of ∆ is defined to be the simplicial complex whose faces are those of ∆ with dim F ≤ i. Observe that ∆ (i) is a pure simplicial complex with
The Alexander dual ∆ ∨ of ∆ is the simplicial complex with
One has (∆ ∨ ) ∨ = ∆.
Let K be a field and S = K[x 1 , . . . , x n ] the polynomial ring over K in the variables x 1 , . . . , x n . The Stanley-Reisner ideal of ∆ is defined to be
For F ⊆ [n], we denote by P F the monomial prime ideal ({x i : i ∈ F }. Let
be the irredundant primary decomposition of I ∆ , then I ∆ ∨ is minimally generated by x F 1 , . . . , x Fm . Now let I ⊆ S be an arbitrary squarefree monomial ideal. There is a unique simplicial complex ∆ on [n] such that I = I ∆ . We set
Let k be a nonnegative integer. A k-cover or a cover of order k of ∆ is a nonzero vector c = (c 1 , . . . , c n ) whose entries are nonnegative integers such that i∈F c i ≥ k for all F ∈ F (∆). We denote the set {i ∈ [n] : 
The K-vector space spanned by the monomials x c where c is a k-cover, denoted by J k (∆), is an ideal. Obviously one has J k (∆)J ℓ (∆) ⊆ J k+ℓ (∆) for all k and ℓ.
is a graded S-subalgebra of the polynomial ring S[t] over S in the variable t. The S-algebra A(∆) is called the vertex cover algebra of ∆. This algebra is minimally generated by the monomials x c t k where c is an indecomposable k-cover of ∆ with
Let B(∆) be the S-subalgebra of S[t] generated by the elements x c t k where c is a squarefree k-cover. The algebra B(∆) is called the squarefree vertex cover algebra of ∆. Observe that B(∆) is a graded S-algebra,
For a monomial ideal I ⊆ S, we denote by I sq the squarefree monomial ideal generated by all squarefree monomials u ∈ I. The k-th squarefree power of a monomial ideal I, denoted by I k , is defined to be (I k ) sq .
and the algebra B(∆) is standard graded if and only if
is standard graded if and only if every squarefree k-cover of ∆ can be written as a sum of k 1-cover of ∆, and this is the case if and only if
It turns out that every squarefree k-cover of ∆ can be considered as a 1-cover of a suitable skeleton of ∆ as we see in the next result. 
Furthermore, the following conditions are equivalent:
Proof. Let x c belong to the minimal set of monomial generators of the ideal L k (∆) sq . So c is a squarefree k-cover of ∆. Let C = supp(c) = {i : c i = 1}. Then C contains at least k elements of each facet. Therefore, C also meets all (d − k)-faces of ∆. This implies that x c ∈ I(∆ (d−k) ) ∨ . Now we show that statements (i), (ii) and (iii) are equivalent. (i)⇒ (iii): Let x c be in the minimal set of monomial generators of the ideal
Hence the set C contains at least k vertices of each facet because otherwise there exists a (d − k)-face of ∆ which does not intersect C. Therefore c is a k-cover of ∆. Since c i ≤ 1 for all i, the cover x c is squarefree, and hence
which is not a subset of H contains at least one vertex which does not belong to H. Hence there exists a set
By choosing a vertex i of H, the set C = A ∪ {i} is a vertex cover of ∆ (d−k) which contains exactly one vertex of H. Hence for the vector c with C = supp(c), the monomial x c belongs to
Hence for the vector c with C = supp(c), we have
sq which implies that C contains at least k elements of H. Furthermore, we know that C contains exactly
As an immediate consequence of Theorem 1.2 we obtain Corollary 1.3. Let ∆ be a pure simplicial complex of dimension d − 1. Then 
k for all k. Now Theorem 1.2 yields the result.
where
Proof. Consider integer numbers i, j ∈ {1, . . . , d}. Since ∆ is pure, the simplicial complexes ∆ (d−i) and ∆ (d−j) are also pure. So by Theorem 1.2, we have
and
As an application we consider the following class of ideals introduced in [3] . Let P = {p 1 , . . . , p m } be a finite poset and r ≥ 1 an integer. We consider the (r × m)-matrix X = (x ij ) of indeterminates, and define the ideal I r (P ) generated by all monomials
Hence Corollary 1.3 implies that B(∆ r (P )) is standard graded. One even has Theorem 1.5. The S-algebra A(∆ r (P )) is standard graded.
Proof. Let the (r × m)-matrix c = [c ij ] be a k-cover of ∆ r (P ) with k ≥ 2. We show that there is a decomposition of c into a 1-cover a and a (k − 1)-cover b of ∆ r (P ). This will imply that A(∆ r (P )) is standard graded. We consider the subset A of V containing the vertices (i, j) ∈ V with the following properties:
of elements of P with p j i−1 ≤ p j and c t,jt = 0, for t = 1, . . . , i − 1. One should notice that A includes the set {(1, j) ∈ V : c 1,j = 0}. First, we show that A is a vertex cover of ∆ r (P ). Suppose F is a facet of ∆ r (P ). So there exists the chain p j 1 ≤ p j 2 ≤ . . . ≤ p jr of elements of P such that
Since c is a cover of ∆ r (P ) of positive order, the set D = {(i, j i ) ∈ F : c ij i = 0} is nonempty. Suppose t = min{s : (s, j s ) ∈ D}. Then (t, j t ) satisfies the property (i) of elements of A. Considering the chain p j 1 ≤ p j 2 ≤ . . . ≤ p j t−1 , one can see (t, j t ) also satisfies the property (ii) of elements of A. Hence (t, j t ) ∈ A. This shows that A is a vertex cover of ∆ r (P ). Let the (r × m)-matrix [a ij ] be the squarefree 1-cover of ∆ r (P ) corresponding to A. In other words, [a ij ] is the (0, 1)-matrix with a ij = 1 if and only if (i, j) ∈ A.
Next we show that for every chain p j 1 ≤ p j 2 ≤ . . . ≤ p jr of elements of P with a tjt > 0, we have r s=t c s,js ≥ k. Indeed, since (t, j t ) ∈ A, property (ii) implies that there exists a chain p i 1 ≤ p i 2 ≤ . . . ≤ p i t−1 of elements of P with p i t−1 ≤ p jt and c s,is = 0, for s = 1, . . . , t − 1. Consider the facet F of ∆ r (P ) corresponding to the chain
To see this, let F be a facet of ∆ r (P ) corresponding to a chain p j 1 ≤ p j 2 ≤ . . . ≤ p jr of elements of P . Since A is a vertex cover of ∆ r (P ), the set A ∩ F is nonempty.
Consequently,
It shows that b is a (k−1)-cover of ∆ r (P ), and c = a+b is the desired decomposition of c.
Comparison of A(∆) and B(∆)
In view of Corollary 1.3 it is of interest to know when B(∆) is standard graded as an S-algebra. Of course this is the case if A(∆) is standard graded. Thus the following questions arise:
(1) Is A(∆) standard graded if and only if B(∆) is standard graded? (2) When do we have A(∆) = B(∆)? In general Question (1) does not have a positive answer. The following example was communicated to us by Villarreal. Let ∆ be the simplicial complex with the following facets:
It can be seen that c = (1, 1, 1, 1, 2, 0, 1, 1) is an indecomposable 2-cover of ∆, and hence A(∆) is not standard graded. However using CoCoA [1] , one can check that the (finitely many) squarefree covers of ∆ of order ≥ 2 are all decomposable. Thus B(∆) is standard graded. Now we consider some cases where Question (1) has a positive answer. We begin with a general fact about the generators of B(∆).
Proof. Let c be a squarefree cover of ∆, and F ∈ F (∆) for which |F | = r. If C = supp(c), then |C ∩ F | ≤ r. Hence the order of c is at most r. This shows that B(∆) is generated in degree ≤ r. For the other statement we first observe that by the definition of the integer r we have (
sq . This is the case if and only if for each facet F ∈ ∆ with i ∈ F one has |F ∩ {1, . . . ,î, . . . , n}| ≥ r which implies that |F | > r.
When dim ∆ = 1, one may view ∆ as a finite simple graph on [n] . In that case we have
Proposition 2.2. Let G be a finite simple graph. Then B(G) is standard graded if and only if A(G) is standard graded.
Proof. We may assume that G has no isolated vertices, because adding or removing an isolated vertex to G does not change the property of B(G), respectively of A(G), to be standard graded.
Assume B(G) is standard graded. Then c = (1, . . . , 1) is decomposable, or in other words, there exist vertex covers
This implies that each edge of G has exactly one vertex in C 1 and one in C 2 . Therefore G is bipartite. By Theorem [8, Theorem5.1.(b)] it follows that A(G) is standard graded.
Let G be a finite simple graph on [n]. The edge ideal of G, denoted by I(G), is the ideal generated by {x i x j : {i, j} is an edge of G}. We also denote I(G)
∨ by J(G) which is called the cover ideal of G.
An ideal I is said to be normally torsion free if all the powers I j have the same associated prime ideals. The following result is shown in [11, Theorem 5.9] . (i) G is bipartite;
(ii) I(G) is normally torsion free.
By this theorem, we have another case for which the question (1) has a positive answer; as shown in the next proposition.
Proposition 2.4. Let G be a graph, and suppose ∆ is the simplicial complex with I(∆) = J(G). Then B(∆) is standard graded if and only if A(∆) is standard graded.
Proof. Suppose B(∆) is standard graded. We show that G is bipartite. By contrary, assume that G has a cycle l : i 1 , i 2 , . . . , i r of odd length. Every facet F of ∆ is a vertex cover of the graph G. In addition, r is an odd number, so we have
for every facet F of ∆. Indeed, if inequality (2) does not hold, then there exists an edge of the cycle l which does not meet F .
Consider the squarefree vector c = (c 1 , . . . , c n ) with c j = 1 if and only if j ∈ C = {i 1 , i 2 , . . . , i r }. Inequality (2) shows that c is a (r + 1)/2-cover of ∆. Thus the set C is a disjoint union of (r + 1)/2 vertex covers of ∆ because B(∆) is standard graded. Observe that the minimal vertex covers of ∆ are exactly the edges of the graph G. So the above argument implies that the set of edges of the cycle l contains (r + 1)/2 pairwise disjoint edges, a contradiction. Hence G is bipartite. So by Theorem 2.3, the ideal I(G) is normally torsion free. It is well known that in this case the simplicial complex with facet ideal I(G) ∨ = J(G), i.e. ∆, has the standard graded vertex cover algebra; see [6, Corollary 3 .14], [9, Corollary 1.5 and 1.6] and [10] .
Next we discuss another result regarding question (1).
Let ∆ be a simplicial complex. A subcomplex Γ of ∆, denoted by Γ ⊆ ∆, is a simplicial complex such that F (Γ) ⊆ F (∆). A cycle of length r of ∆ is a sequence i 1 , F 1 , i 2 , . . . , F r , i r+1 = i 1 where F j ∈ F (∆), i j ∈ [n] and v j , v j+1 ∈ F j for j = 1, . . . , j = r. A cycle is called special if each facet of the cycle contains exactly two vertices of the cycle. By the definition of the special cycles, one has |F j ∩ {i 1 , . . . , i r }| = 2 for each j = 1, . . . , r. So {i 1 , . . . , i r } corresponds to a squarefree 2-cover of Γ, that is, there exists a squarefree 2-cover c of Γ with supp(c) = {i 1 , . . . , i r }. Since by assumption B(Γ) is standard graded, there are disjoint vertex covers C 1 and C 2 of Γ such that {i 1 , . . . , i r } = C 1 ∪ C 2 . So the sets F j ∩ C 1 and F j ∩ C 2 are nonempty for all j. Furthermore, since every facet of a special cycle contains exactly two vertices of the cycle, it follows that |F j ∩ C 1 | = |F j ∩ C 2 | = 1. Hence C 1 and C 2 have the same number of vertices which implies that r is an even number.
(iii)⇒ (i) By [9, Theorem 2.2], when ∆ has no special odd cycle, statement (ii) holds. Therefore B(Γ) is standard graded for all Γ ⊆ ∆.
Next we discuss question (2) in which we ask when B(∆) = A(∆). In the case that dim ∆ = 1, in other words if ∆ can be identified with a graph G, we have a complete answer which is an immediate consequence of the following result, see [ 
(ii) For every cycle C of G of odd length and for every vertex i of G there exist a vertex j of the cycle C such that {i, j} is an edge of G.
Proof. (i)⇒ (ii):
We may assume that G has no isolated vertex. So by Lemma 2.1, the graded S-algebra B(G) is generated by x 1 x 2 · · · x n t 2 together with those monomials x c t where c is a squarefree 1-cover of G. Since we assume that A(G) = B(G), the same holds true for A(G). Hence (ii) follows from Proposition 2.6.
(ii)⇒ (i): If (ii) holds, then Proposition 2.6 implies that A(G) is generated by the monomials corresponding to squarefree covers. So A(G) = B(G).
Let ∆ be a simplicial complex on [n]. For a subset W of [n], we define the restriction of ∆ with respect to W , denoted by ∆ W , to be the subcomplex of ∆ with
Proof. We assume that there exists at least one facet F of ∆ such that F ⊆ W , otherwise there is nothing to prove. Furthermore, without loss of generality we assume that W = {1, . . . , t}. Let c ′ = (c 1 , . . . , c t ) be an indecomposable k-cover of ∆ W with k > 0. We will show that c ′ is squarefree. We extend c ′ to the k-cover c = (c 1 , . . . , c t , k, . . . , k) of ∆. Since B(∆) = A(∆), there exists a decomposition of c = a + b where a is an indecomposable squarefree i-cover of ∆ with i > 0, b is a j-cover of ∆, and i + j = k. Let a ′ and b ′ be respectively the restrictions of a and b to the first t-components. Next consider the simplicial complex ∆ 2 as shown in Figure 2 . In this case the facets of ∆ 2 form the special odd cycle 6, F 1 , 2, F 2 , 4, F 3 , 6 of length 3 and the equality B(∆ 2 ) = A(∆ 2 ) holds. Indeed, the equality B(∆ 2 ) = A(∆ 2 ) is a consequence of a more general result given in the next theorem.
These two examples show that it is not easy to classify simplicial complexes ∆ containing odd cycles for which B(∆) = A(∆). Therefore, we restrict ourselves to consider special classes of simplicial complexes. Firstly, we consider simplicial complexes satisfying the following intersection property: let ∆ be a simplicial complex with F (∆) = {F 1 , . . . , F m }. We say that ∆ has the strict intersection property if
Given a simplicial complex ∆ with F (∆) = {F 1 , . . . , F m } satisfying the strict intersection property, we define the intersection graph G ∆ of ∆ as follows:
is the vertex set of G ∆ , and
is the edge set of G ∆ .
Note that if W is a subset of [n], then ∆ W satisfies again the strict intersection property and the graph G ∆ W is the subgraph of G ∆ induced by
Lemma 2.9. Let ∆ be a simplicial complex satisfying the strict intersection property. If G ∆ is an odd cycle, then A(∆) is minimally generated in degree 1 and 2, and B(∆) = A(∆).
Proof. Let [n] be the vertex set of ∆ and F (∆) = {F 1 , . . . , F m }. Since G ∆ is an odd cycle and ∆ has the strict intersection property, we may assume
is the special odd cycle corresponding to G ∆ where {i j } = F j−1 ∩F j for j = 2, . . . , m and {i 1 } = F 1 ∩ F m . We consider a non-squarefree k-cover c of ∆ with k > 0 and show that it has a decomposition a + b such that a is a squarefree cover of positive order. This will imply that B(∆) = A(∆). If all entries c i 1 , . . . , c im of the k-cover c are nonzero, then we have the decomposition c = a + b where a is the squarefree 2-cover of ∆ with a i 1 = . . . = a im = 1 and all other entries of a are zero, and b is the (k − 2)-cover c − a. So we may assume that at least one of the entries c i 1 , . . . , c im , say c i 1 , is zero. Let Γ be the simplicial complex on the vertex set [n] \ {i 1 } with It follows from the above discussion that A(∆) is generated by x i 1 x i 2 · · · x im t 2 and the monomials x c t where c is an indecomposable squarefree 1-cover of ∆. This is a minimal set of generators of A(∆) because the 2-cover (1, . . . , 1) is not decomposable. In fact since m is an odd number, if (1, . . . , 1) = a + b, then one of a and b has at most (m − 1)/2 nonzero entries which means that it is not a 1-cover. Proof. Let G 1 , . . . , G t be the connected components of G ∆ , ∆ 1 , . . . , ∆ t be the corresponding connected components of ∆ and {v j1 , . . . , v js j } be the vertex set of G j . Then a k-cover c of ∆ can be decomposed into an i-cover a and a j-cover b of ∆ if and only if the k-cover c j = (c j1 , . . . , c js j ) of ∆ j can be decomposed to i-cover (a j1 , . . . , a js j ) and j-cover (b j1 , . . . , b js j ) of ∆ j for all j. Hence B(∆) = A(∆) if and only if B(∆ j ) = A(∆ j ) for all j. Therefore, it is enough to consider the case that G ∆ is connected.
First, let B(∆) = A(∆).
We assume that G ∆ is not bipartite and show that it is an odd cycle. Let [n] be the set of vertices of ∆ and F (∆) = {F 1 , . . . , F m }. Since G ∆ is not bipartite, it has an odd cycle C. We may assume that the cycle C : v i 1 , . . . , v it has no chord because if {v ir , v is } is a chord of C, then either v i 1 , . . . , v ir , v is , . . . , v it  or v ir , v i r+1 , . . . , v is is an odd cycle. Suppose the special cycle corresponding to C in ∆, after a relabeling of facets, is the cycle
where {i j } = F j−1 ∩ F j and r is an odd integer. We show that m = r. This will imply that G ∆ = C because C has no chord.
Assume m > r. We consider two cases and in each case we will find a nonsquarefree indecomposable cover of ∆, contradicting our assumption that B(∆) = A(∆).
Case1. Suppose each vertex of ∆ belongs to at least one of the facets of the cycle C. It is enough to consider the case that m = r + 1. Indeed, if m > r + 1, we set W = [n] \ m j=r+2 F j and consider ∆ W . The strict intersection property implies that ∆ W has the special odd cycle
There exist two facets of C, say F 1 and F s , which intersect F r+1 . Since r is an odd integer, one of the cycles
is of odd length where {j 1 } = F r+1 ∩ F 1 and {j s } = F r+1 ∩ F s . Without loss of generality, we assume j 1 , F 1 , i 2 , F 2 , . . . , i s , F s , j s , F r+1 , j 1 is an odd cycle and call it D. One has r − s > 1 because r − s is an odd number and if we had r − s = 1, then the cycles v 1 , v r+1 , v s , v r and v 1 , . . . , v r in G ∆ would have exactly two edges in common, contradicting our assumption. Now we consider the vector c with c j 1 = c js = c i 2 = . . . = c is = 1, c i s+2 = . . . = c ir = 2 and all the other entries of c are zero. The vector c is a nonsquarefree 2-cover of ∆ while x c t 2 ∈ B(∆). In fact, if x c t 2 ∈ B(∆), then there is a decomposition c = a+b by an indecomposable squarefree cover a and a cover b such that either a is a 2-cover or a and b are both 1-covers of ∆. Since a is squarefree, one has j∈F s+1 a j ≤ 1. Hence the order of a cannot be 2. On the other hand, since j∈F i a j ≥ 1 for all facets F i of D, at least (s/2) + 1 of the entries a j 1 , a js , a i 2 , . . . , a is of a are nonzero. Therefore at most s/2 of the entries b j 1 , b js , b i 2 , . . . , b is of b are nonzero. Therefore b is not a 1-cover of ∆, and so x c t 2 ∈ B(∆). Case 2. Suppose there exists a vertex t of ∆ which belongs to none of the facets of the cycle C. We may assume that t is the only vertex of ∆ with this property. Because if t 1 , . . . , t s are the other vertices of ∆ with the same property, then we consider the restriction of ∆ to the set W = [n]\{t 1 , . . . , t s }, and show that B(∆ W ) = A(∆ W ). Then by applying Lemma 2.8 we obtain B(∆) = A(∆).
We may assume that every facet of ∆ which is not a facet of C contains t. Otherwise we restrict ∆ to W ′ = [n]\{t}, and by Case 1 it follows that B(∆ W ′ ) = A(∆ W ′ ) which implies that B(∆) = A(∆). Let c be the vector with c t = 2, c i 1 = c i 2 = . . . = c ir = 1 and all other entries of c be zero. The vector c is a 2-cover of ∆. Suppose c = a + b for some squarefree indecomposable cover a of positive order and some cover b of ∆. Then at least (r + 1)/2 of the entries a i 1 , a i 2 , . . . , a ir of a are nonzero, and consequently at most (r − 1)/2 of the entries
Hence b is not a 1-cover. Furthermore, if F is a facet of ∆ containing t, then j∈F a j = a t = 1. Hence a is not 2-cover of ∆. Therefore c is an indecomposable non-squarefree 2-cover of ∆.
Conversely, we suppose G ∆ is a bipartite graph or an odd cycle. If G ∆ is bipartite, then ∆ has no special odd cycle. Therefore by Theorem 2.5, A(∆) is standard graded and consequently B(∆) = A(∆). The equality for the case that G ∆ is an odd cycle, has been shown in Lemma 2.9.
Consider the simplicial complexes ∆ 1 and ∆ 2 as shown in Figure 3 . They both satisfy the strict intersection property and have the same intersection graph. The cycles v 1 , v 2 , v 3 and v 1 , v 2 , v 3 , v 4 of this intersection graph have exactly two edges in common. We have B(
In fact, vector (1, 0, 2, 0, 1, 1) is an indecomposable 2-cover of ∆ 2 which shows B(∆ 2 ) = A(∆ 2 ). However, A(∆ 1 ) is even standard graded. Let c = (c 1 , . . . , c 5 ) be a k-cover of ∆ 1 with k ≥ 2. We show that there is a decomposition of c to a 1-cover a and (k − 1)-cover b = c − a of ∆ 1 . If c 1 and c 3 are both nonzero, then a = (1, 0, 1, 0, 0) gives the desired decomposition because the set {1, 3} meets each facet of ∆ 1 at exactly one vertex. Therefore, we may assume c 1 = 0 or c 3 = 0. By the same argument, one may assume c 2 = 0 or c 4 = 0. So it is enough to consider the case that c 1 and c 2 are zero or the case that c 1 and c 4 are zero. However, c is a k-cover of positive order so the entries c 1 and c 4 cannot be both zero. Now since the vector c = (0, 0, c 3 , c 4 , c 5 ) is a k-cover of ∆ 1 , one obtains that c i ≥ k for i = 3, 4, 5. This implies that the vector a = (0, 0, 1, 1, 1) and b = c − a give the desired decomposition of c.
Vertex covers of principal Borel sets
The classes of simplicial complexes considered so far for which B(∆) = A(∆), happened to have the property that A(∆) is generated over S in degree at most 2. In this section we present classes of simplicial complexes ∆ such that B(∆) = A(∆) and A(∆) has generators in higher degrees.
We will consider a family of simplicial complexes whose set of facets corresponds to a Borel set. Recall that a subset B ∈ 2
[n] is called Borel if whenever F ∈ B and i < j for some i ∈ [n] \ F and j ∈ F , then (F \ {j}) ∪ {i} ∈ B. Elements F 1 , . . . , F m ∈ B are called Borel generators of B, denoted by B = B (F 1 , . . . , F m ),
The intersection graph of ∆ 1 and ∆ 2 Figure 3. if B is the smallest Borel subset of 2
[n] such that F 1 , . . . , F m ∈ B. A Borel set B is called principal if there exists F ∈ B such that B = B(F ).
A squarefree monomial ideal I ⊆ S is called a squarefree Borel ideal if there exists a Borel set B ⊆ 2
[n] such that It is known that the Alexander dual of a squarefree Borel ideal is again squarefree Borel [4] . In the case that I is squarefree principal Borel, the following result is shown in [4, Theorem 3.18 ]. 
[n] , and G be a subset of [n] . First assume that |G| ≤ q. In this case G is a facet of ∆ (q) if and only if G is a facet of ∆, and this is the case if and only if G precedes F j for some j with d j ≤ q.
Next assume that |G| = q + 1. We must show that G is a facet of ∆ (q) if and only if G precedes {i j,d j −q , i j,d j −q+1 , . . . , i j,d j } for some j with d j > q. The set G is a facet of ∆ (q) if and only if there exists a facet H of ∆, preceding F j for some j with d j > q, and G ⊆ H. So for simplicity, we may assume that B is a principal Borel set with the Borel generator F = {i 1 < i 2 < · · · < i d } where d > q, and show that G is a facet of ∆ (q) if and only if G precedes 
sq is a squarefree Borel ideal for all k.
Proof. Since |F i | = |F j | for all i, j, the simplicial complex ∆ is pure. Considering Theorem 1.2, this implies that
) is a squarefree Borel ideal. As it is shown in Theorem 3.1, the Alexander dual of a principal squarefree Borel ideal is squarefree Borel. Since (I + J) ∨ = I ∨ ∩ J ∨ for every squarefree monomial ideals I and J, by squarefree version of [4, Proposition 2.16] one obtains that I(
sq is squarefree Borel.
In Proposition 3.4, suppose that the cardinality of the Borel generators of B are not the same. Consider the simplicial complex ∆ with F (∆) = B ′ where B ′ is the set of maximal elements of B, with respect to inclusion. Then the ideal L k (∆) sq does not need to be squarefree Borel. For example, if B = B({1, 4}, {1, 2, 3}), then
is not squarefree Borel. Following the proof of Proposition 3.4, one observes that anyway I(∆ (j) ) ∨ is always squarefree Borel ideal for all j no matter what is the cardinality of the Borel generators.
Let B be a Borel set not necessarily principal, and let ∆ be the simplicial complex with F (∆) = B. In [4] , the authors describe 1-covers of ∆ by using Theorem 3.1 and the fact that (I + J) ∨ = I ∨ ∩ J ∨ for all squarefree ideals I and J. With similar argument, one can use Proposition 3.3 to have squarefree k-covers of ∆ when ∆ is pure. More precisely, let F (∆) = B(F 1 , . . . , F m ) be a Borel set and
is also a Borel set with the Borel generators as described in this lemma. Now using the above mentioned fact, i.e. (I +J)
for all squarefree ideals I and J, and the fact I(
sq , one has the result in more general case.
For example, let ∆ be the simplicial complex with F (∆) = B({1, 4, 5}, {2, 3, 4}). We find the 2-covers of ∆ as follows: for the simplicial complex ∆ 1 with F (∆ 1 ) = {1, 4, 5}, Proposition 3.3 yields
and similarly for the simplicial complex ∆ 2 with F (∆ 2 ) = {2, 3, 4}, one obtains
Observe that the generators of B(∆) as described in Proposition 3.3 are not necessarily the minimal ones. Proof. We show that for every non-squarefree cover c of ∆ of positive order, there exists a decomposition c = a + b such that a is a squarefree cover of ∆. This will imply that B(∆) = A(∆). So consider a non-squarefree k-cover c of ∆ with k > 0 and let C = supp(c). We may assume that k is the maximum order of c, that is, if ℓ > k, then c is not an ℓ-cover. Indeed, assume that k is the maximum order of c and c = a + b is a decomposition of c such that a and b are covers of ∆ of orders i and j, respectively, with k = i + j. Then for every k ′ < k, one can choose i ′ ≤ i and j ′ ≤ j such that i ′ + j ′ = k ′ . Hence c = a + b can be also considered a decomposition of c as a k ′ -cover. We denote by A ℓ the Borel set B({q, q + 1, . . . i ℓ+q−1 } : q = 1, . . . , d − ℓ + 1), for ℓ = 1, . . . , d. Then by Proposition 3.3, for every H ∈ A ℓ , the (0,1)-vector x h with supp(h) = H is a squarefree ℓ-cover of ∆.
Step 1 (Defining the cover a). Let T = {H ⊆ C : H ∈ A ℓ for some ℓ}.
Since c is a cover of positive order, it is a 1-cover of ∆ as well. Hence Theorem 3.1 implies that T is nonempty. Let r = max{ℓ : there exists H ∈ T with H ∈ A ℓ for some ℓ}.
Observe that r ≤ k because k is the maximum order of c. Let A be an element of T such that A ∈ A r . Consider the vector a with supp(a) = A. Then the vector a is an r-cover of ∆. We will show later that b = c − a is a (k − r)-cover of ∆ to obtain the desired decomposition of c.
Step 2. If r = d, we observe that there exist at least t entries c j of c with c j = 0 where j ≤ i r+t for all t = 1, . . . d−r. In fact, if at most t−1 number of entries c j with j ≤ i r+t are zero, then there exists a subset A ′ of C which precedes {t, t+1, . . . , i r+t }. This means that A ′ ∈ A r+1 , a contradiction to the choice of r.
Step 3. We show that (ii) 1 + j∈G i c j ≤ j∈G i−1 c j for all i = 1, . . . , m. Assume that the facets G 0 , . . . , G ℓ is already defined for some ℓ < m. Let G ℓ = {j 1 < · · · < j d } and j s = max{j i ∈ G ℓ : j i ∈ A}. By property (i) and since ℓ < m = |G ∩ A| − r, one has |G ℓ ∩ A| > r. Hence s > r. By step 2, since c has at least d zero entries, the set {i : c i = 0 and i ∈ G ℓ } is nonempty. In fact, otherwise i ∈ G ℓ whenever c i = 0, and so G ℓ ∩ supp(c) = ∅, a contradiction. Let t = min{i : c i = 0 and i ∈ G ℓ }.
We set G ℓ+1 = (G ℓ \ {j s }) ∪ {t}. Since c t = 0, one has t ∈ A, and so (i) holds for G ℓ+1 . But c js = 0 because j s ∈ A. Thus (ii) also holds for G ℓ+1 . So we only need to show G ℓ+1 is a facet of ∆. If t < j s , then G ℓ+1 is a facet of ∆ by the definition of the Borel sets. Furthermore, since t ∈ G ℓ , one has t = j s . So assume that t > j s and i s+q < t ≤ i s+q+1 . Then for each q ′ where q ′ = 1, . . . , q + 1, we have j s+q ′ ≤ i s+q ′ −1 . By contrary, assume that j s+q ′ > i s+q ′ −1 for some q ′ = 1, . . . , q. Then exactly s + q ′ − 1 elements of G ℓ belongs to the set [i s+q ′ −1 ]. On the other hand, by Step 2 there exist s + q ′ − 1 entries c i = 0 with i ∈ [i s+q ′ −1 ]. So by the choice of t, we would have c i = 0 for i = j 1 , . . . , j s+q ′ −1 which implies {j 1 , . . . , j s+q ′ −1 } ∩ A = ∅, a contradiction. Thus j s+q ′ ≤ i s+q ′ −1 for all q ′ = 1, . . . , q + 1, and hence the set {j 1 < · · · <ĵ s < · · · < j s+q+1 } precedes {i 1 < · · · < i s+q }. Let E 1 = {j ′ s+q+1 < · · · < j ′ d } equals the set {t, j s+q+2 , . . . , j d }. Considering the fact t ≤ i s+q+1 , it follows that E 1 precedes {i s+q+1 , . . . , i d } because if j q ′ < t, then j q ′ ≤ i q ′ −1 for q ′ = s + q + 2, . . . , d. Therefore, G ℓ+1 = {j 1 < · · · <ĵ s < · · · < j s+q+1 < j ′ s+q+1 < · · · < j ′ d } precedes F which means G ℓ+1 is a facet of ∆, as desired. Now using the property (ii) of the sequence G 0 , . . . , G m , we obtain i∈G c i ≥ i∈Gm c i + m ≥ k + m = k + |G ∩ A| − r.
The second above inequality holds because c is a k-cover of ∆. So
Thus b is a (k − r)-cover of ∆, and this means that c = a + b is the desired decomposition of c.
The statement of Theorem 3.5 does not hold for the Borel sets in general. Once more consider the example after Proposition 3.4 where ∆ is the simplicial complex with F (∆) = B({1, 4, 5}, {2, 3, 4}). Then c = (2, 1, 1, 1, 0) is a 3-cover of ∆. We have already known the squarefree 2-covers of ∆ and one can also find the squarefree 1-covers and 3-cover of ∆ by Proposition 3.3 in order to see that c cannot be decomposed to squarefree covers of ∆. Hence B(∆) = A(∆). Proof. It is enough to notice that by Lemma 3.2, the set F (∆ (j) ) is a principal Borel set. Hence Theorem 3.5 implies the result. ) is minimally generated by the monomials x j 1 x j 2 · · · x j n−d+k t k , where k = 1, . . . , d and 1 ≤ j 1 < j 2 < · · · < j n−d+k ≤ n.
Proof. Consider the Borel set B = B({n−d+1, n−d+2, . . . , n}). Then F (Σ On the other hand, by these monomials we have a minimal system of generators. In fact for the case that n = d there is nothing to prove, and for the case that n > d by contrary, assume that for a generator x H t k , there exist monomials x H 1 t k 1 and x H 2 t k 2 in this set such that x H 1 x H 2 |x H and k 1 +k 2 = k. Hence we have
Thus n ≤ d, a contradiction.
