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Introduction
Nothing happens until something moves.
– Albert Einstein
Human motion has always attracted significant interest and curiosity. In partic-
ular, the last two centuries have seen a fast and great development of innovative
techniques and technologies for the scientific analysis of human motion. If initially
this was mainly due to the large interest in biomedical fields, a growing number of
other leading applications has kept this interest alive until today. These applications
emerge, for instance, in sport, entertainment, and industrial contexts.
The first motion capture systems, appeared along the nineteenth century, were
typically based on optical technologies and their development was profoundly in-
terlaced with the contemporary development of photography and cinematography.
Since then, many other different technologies have been employed to develop new
motion capture systems, such as (but not limited to) inertial, mechanical, magnetic,
and acoustic. In particular, inertial motion capture systems, based on the use of in-
ertial sensors (such as the accelerometer, which measures the acceleration, and the
gyroscope, which measures angular velocity), are likely to replace the previous ones
and become a standard technology. This is mainly favored by the recent great im-
provement in the large-scale development of accurate inertial sensors ever cheaper.
When referring to inertial human motion analysis, several application areas are
driving current research and development efforts. A tentative list may include, for
instance, the following: clinical and home monitoring and/or rehabilitation; ambient
2 Introduction
assisted living; computer graphics and computer animation; gaming and virtual real-
ity; sport training; pedestrian navigation; and robotics. Furthermore, human motion
analysis often implies a transversal investigation of many aspects of human motion,
at different levels of abstraction and at different detail depths. For instance, one may
just be interested in recognizing and estimating the pose of a person as well as in iden-
tifying the activities and/or the gestures that he/she is performing. Furthermore, one
may be just interested in analyzing a restricted part of the body rather than focusing
on the full body.
Due to this heterogeneity of topics and intents, this thesis does not focus on a
specific application or method, but aims at investigating different aspects of inertial
human motion analysis, by specifically discussing the corresponding data process-
ing approaches and the involved technologies. Four research areas have been taken
into account which correspond to four types of applications: arm posture recognition;
activity classification; evaluation of functional motor tasks; and motion reconstruc-
tion. In particular, these applications have been chosen in order to cover topics with
different levels of abstraction and different detail depths.
Chapter 1
Inertial Sensing for Human
Motion Analysis
There is more wisdom in your body than in your deepest philosophy.
– Friedrich Nietzsche (Thus Spoke Zarathustra)
1.1 Inertial Sensing
Inertial sensing involves the measurement of inertial properties of a body through
sensors. To this end, in the following, two inertial sensors, i.e., the accelerometer and
the gyroscope, and their principles of operation are briefly described.
1.1.1 Accelerometer
An accelerometer is an inertial sensor able to measure and quantify acceleration.
More specifically, an accelerometer produces an (electrical) output proportional to
the rate of the acceleration. A proper calibration is then expedient to convert this
output into an actual acceleration measurement.
In physics, acceleration can be defined as the rate at which a body velocity
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changes with time. Since velocity, as well as acceleration, is a vector quantity and
is, thus, characterized by a magnitude and a direction, a change in acceleration will
happen if either the magnitude or the direction of the velocity changes. Note, how-
ever, that acceleration and velocity are two distinct concepts. Indeed, an object can
move very fast (and, thus, can have a high velocity) and still not be accelerating.
Furthermore, the velocity of an object will only change if a net force is acting
on it. A change in the forces acting on an object will thus lead to a non-zero accel-
eration. More specifically, according to Newton’s Second Law, the magnitude of the
acceleration a (dimension: [m/s2]) is proportional to the object mass m (dimension:
[kg]) and the net force F (dimension: [N]) which it is experiencing as follows:
a =
F
m
. (1.1)
There exist fundamentally two types of forces acting on a body: static forces, such as
the constant force of gravity, and dynamic forces, caused by external stimulation. An
accelerometer can be used to measure these forces (and, thus, the corresponding ac-
celerations). In fact, an accelerometer measures any force, such as shocks, vibrations,
rotations, and tilting, that causes acceleration.
As specified earlier, according to SI, acceleration should be measured in m/s2.
However, it can be sometimes expressed in g units (where “g” stands for “gravity”),
where 1 g is equivalent to 9.81 m/s2, i.e., the acceleration of a body in free fall.
The simplest way of measuring acceleration is by using a spring mass system.
This system is based on two main principles: the Second Law of Newton (shown
in Equation (1.1)) and the Hooke’s law. To this end, let us assume to have a mass
which is connected via a relaxed spring to the object whose acceleration has to be
measured. If the object is accelerated to the left, the mass will experience a force
which will cause it to move to the right. According to the Hooke’s law, this force can
be defined as follows:
F = k∆x (1.2)
where k (dimension: [N/m]) is a positive real constant value (which depends on the
specific spring behavior) and ∆x (dimension: [m]) is the mass displacement. Un-
der constant acceleration, Equations (1.1) and (1.2) lead to the following equality of
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forces:
k∆x = ma (1.3)
and, therefore,
a =
k
m
∆x (1.4)
which allows to measure the object acceleration just by quantifying the mass dis-
placement.
Many different types of accelerometers are commercially available, each of them
relying on different operation principles. Among them, the following accelerometer
technologies are valuable to be cited.
• Piezoelectric. These accelerometers contain microscopic quartz or ceramic crys-
tal structures that, when stressed by forces, cause a voltage to be generated.
This voltage is then used to produce an electrical output proportional to the
acceleration.
• Micro ElectroMechanical Systems (MEMS). These accelerometers have a me-
chanical system which moves in response to an acceleration. This movement
causes a change in an electrical characteristic such as a capacitance. This change
is further amplified to produce a voltage proportional to the acceleration. The
size of these structures is typically of the order of micrometers.
• Heat Gas. In such accelerometers, hot gas is distributed in a chamber also
equipped with temperature sensors. When the device is rotated, the sensors
will experience different temperatures based on their positions. In this way, the
static tilt of the device can be measured.
A detailed review of MEMS accelerometers is further provided in [9].
1.1.2 Gyroscope
A gyroscope is an inertial sensor able to directly measure and quantify angular mo-
tion of an object with respect to an inertial frame of reference. More specifically,
depending on whether the angular velocity or orientation is being measured, they
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can be divided into rate gyroscopes and angle gyroscopes, respectively. The angular
velocity can be expressed in terms of either o/s or rad/s.
Gyroscopes are based on the principle of the conservation of angular momentum.
The angular momentum of an object does not change unless it is acted upon by a
torque. The fundamental equation describing the behavior of the gyroscope is the
following:
τ =
dL
dt
=
d(Iω )
dt
= Iα (1.5)
where: τ (dimension: [N·m]) is the torque on the gyroscope; L (dimension: [N·m·s]) is
its angular momentum; I (dimension: [kg·m2]) is its moment of inertia; and ω and α
(dimension: [rad/s2]) are, respectively, its angular velocity and angular acceleration.
Mechanically, a gyroscope is a spinning wheel or disc in which the axle is free
to assume any orientation. The first mechanical gyroscope was built, in 1852, by
Foucault, as a gimbaled wheel that stayed fixed in space due to angular momentum
while the platform rotated around it. However, due to their large size and cost, such
mechanical gyroscopes are not suitable for human motion analysis. Instead, vibrating
structure gyroscopes (which belong to the family of MEMS sensors) are small and
inexpensive sensors with low power requirements able to measure the angular rate of
an object by exploiting the Coriolis effect. Indeed, according to the Coriolis effect,
a vibrating element, when rotated, experiences a secondary vibration (which is an
apparent force, i.e., the Coriolis force), which is orthogonal to the original vibrating
direction. The Coriolis force F C (dimension: [N]), associated to the latter vibration,
is defined as follows:
F C =−2m(ω ×v) (1.6)
where: m is the mass of the vibrating element; v (dimension: [m/s]) is its velocity;
and ω is the angular velocity applied to the object. Note that the Coriolis force is
a result of Newton’s laws of motion (which describe the motion of an object in a
non-accelerating inertial frame of reference) applied to rotating frames.
Nowadays, gyroscopes are developed exploiting different technologies. A tenta-
tive list may include:
• Gyrostat;
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• MEMS gyroscope;
• Ring Laser Gyroscope (RLG);
• Fiber Optic Gyroscope (FOG);
• Vibrating Structure Gyroscope (VSG) or Coriolis Vibratory Gyroscope (CVG);
• Dynamically Tuned Gyroscope (DTG);
• gyroscope with MHD-sensors (based on the MagnetoHydroDynamics effect);
• electro-chemical gyroscope (based on Molecular Electronic Transducer, MET,
technology);
• London moment gyroscope.
Concerning MEMS gyroscopes, a detailed review is further provided in [9].
1.2 Human Motion Analysis
1.2.1 Historical Background
The interest in motion (and, more specifically, the birth of the modern biomechanics)
has very ancient roots [10, 11]. History of science usually begins with the ancient
Greeks, who first left a record of human inquiry concerning the nature of the world in
relationship to our powers of perception. In particular, Aristotle (384-322 BCE), who
Figure 1.1: Aristotle.
8 Chapter 1. Inertial Sensing for Human Motion Analysis
was a student at the Plato’s academy and father of the deductive reasoning, might
be considered the first biomechanician. Its book called “De Motu Animalium” [12]
(translated: “On the Movements of Animals”), where animal bodies are seen as me-
chanical systems and the difference between imagining performing and action and
actually doing it is questioned, is indeed considered one of the earliest writings on
biomechanics.
Although other scientists (among which we can cite Galen, Leonardo da Vinci,
Andreas van Wesel, Girolamo Cardano, Galileo Galilei, and René Descartes) have
(a) (b) (c)
(d) (e) (f)
Figure 1.2: (a) Galen, (b) Leonardo da Vinci, (c) Andreas van Weasel, (d) Giro-
lamo Cardano, (e) Galileo Galilei, and (f) René Descartes.
differently contributed to the evolution of this discipline, Giovanni Alfonso Borelli
(1608-1679) is still considered the actual father of modern biomechanics. Borelli,
who at age 16 went to Rome to become a student of Benedetto Castelli (Galileo’s
former student), also knew Galileo himself and was surely fashioned by the scientific
method, which Galileo used to follow in all of his studies. Borelli, at age 50, became
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teacher of Mathematics at Pisa, where Galileo previously taught as a young man and
there he worked closely with Marcello Malpighi, the much younger chair of theoret-
(a) (b) (c)
Figure 1.3: (a) Giovanni Alfonso Borelli, (b) Benedetto Castelli, and (c) Mar-
cello Malpighi.
ical medicine. Favored by this collaboration, Borelli was the first who performed the
first experiment in gait analysis and who understood the musculoskeletal system as a
set of levers that magnified motion rather than force (many years before Newton ac-
tually produced his laws of motion). His great treatise, called (after that of Aristotle)
“De Motu Animalium,” [13] was published posthumously in 1680.
Figure 1.4: Some extracts from Borelli’s treatise “De Motu Animalium.”
After Borelli, there is a little sign of biomechanics in the literature until the latter
half of the 19th century, where the first techniques of motion capture were developed.
In particular, the idea of investigating locomotion using cinematography and photog-
raphy, suggested by the French astronomer Pierre Janssen, was taken and scientifi-
cally readapted by the French Étienne-Jules Marey (1830-1904), who first correlated
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ground reaction forces with movement. His works about chronophotography, made
in collaboration with his students Carlet and Demeny, allowed to accurately record
the progression of the human limbs while walking and pioneered the modern mo-
(a) (b) (c)
Figure 1.5: (a) Pierre Janssen, (b) Étienne-Jules Marey, and (c) Joinville soldier walk-
ing (Marey, 1883).
tion analysis. In the meantime, in Germany, the Weber brothers were hypothesizing a
great deal about human gait [14], but it was Christian Wilhelm Braune (1831-1892)
and his student Otto Fischer (1861-1917), while studying three-dimensional gait anal-
ysis and inertial parameters of human body, who significantly advanced the science
using recent advances in engineering mechanics [15].
(a) (b) (c)
Figure 1.6: (a) Wilhelm Eduard Weber, (b) Christian Wilhelm Braune, and (c) Braune
and Fischer’s subject wearing their experimental suit.
Finally, in the 20th century, the number of scientists who contributed to expand
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and improve the knowledge of human kinematics and kinetics was increasingly larger.
1.2.2 Motion Capture Technologies
Inspired by the first motion capture systems presented in Subsection 1.2.1, many
other different technologies have been so far employed to develop new motion cap-
ture systems. A (possibly incomplete) list of motion capture technologies may in-
clude the following:
• Optical;
• Inertial;
• Mechanical;
• Magnetic;
• Acoustic;
• Hybrid.
In the following, a description of these technologies is given.
Optical
Probably the one with the oldest roots (as anticipated in Subsection 1.2.1), optical mo-
tion capture systems are based on the use of cameras to record and infer the user mo-
tion. Optical systems can be mainly distinguished into two main categories: marker-
based (or optoelectronic) and markerless. Optoelectronic systems, which determine
the positions of markers on the basis of measurements of time-of-flight infrared light
intensity and triangulation, can use active or passive markers. In order to guarantee
distinction from each other when tracked by multiple cameras, active markers (usu-
ally infrared leds) are excited at unique frequencies, whereas passive markers (usu-
ally reflective spheres) rely on different sizing and/or accurate calibration procedures.
On the other hand, markerless systems capture the user motion by mainly exploiting
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(a) (b)
Figure 1.7: Commercial examples of (a) optoelectronic (namely, Vicon [1]) and
(b) markerless (namely, Microsoft Kinect [2]) optical motion capture systems.
computer vision techniques of pattern recognition and often require high computa-
tional resources. In some cases, depth cameras and structured light projection are also
used to get more information about the sensed environment.
Optoelectronic systems are extremely accurate and, for this reason, they are typ-
ically used as golden references for the validation of other motion capture technolo-
gies. However, they require specialized laboratories and are complex to be used. On
the opposite, markerless systems are less expensive and complex at a price, however,
of a lower accuracy. Furthermore, both categories share, as drawbacks, the large sen-
sitivity to markers’ occlusion and different light conditions. Finally, the user move-
ments must be limited to the area captured by the cameras.
Two examples of optical motion capture systems (namely, the Vicon system [1]
and Microsoft Kinect [2]) are shown in Figure 1.7.
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Inertial
After optical systems, inertial systems probably represent the second most popular
way of achieving motion capture and they are increasingly attracting interest. Inertial
motion capture systems are composed of sensor devices, typically equipped with
accelerometers and gyroscopes, placed on every rigid body segment of the user. The
angular velocity measured by gyroscopes is integrated to estimate the orientation
(with respect to an initial reference orientation). However, gyroscopes suffer from
drift and the previous estimate requires to be continuously corrected and compensated
by absolute orientation measurements. This can be done by using an accelerometer
which, by observing the direction of the measured gravity acceleration, allows to
estimate the inclination of the device with respect to the vertical direction. This is
however no longer true when the sensor experiences also linear accelerations due to
the user motion which may cause inaccuracies in the orientation estimation process.
Knowing the orientation of a device, the contribution of the gravity acceleration is
removed so that the remaining measured acceleration (now only related to the user
motion) can be twice integrated to infer the device position.
One advantage of these systems is that they are self-contained. The major draw-
back however is that low-cost sensors are typically very sensitive to noise and drift
which produce to unavoidable errors over long time periods. Nevertheless, recent ad-
vances in sensor fusion algorithms and in the miniaturization process have allowed
the development of small and very accurate drift-corrected inertial sensors.
A commercial example of an inertial motion capture system (namely, Xsens
MVN [16]), is shown in Figure 1.8.
Mechanical
Mechanical motion capture systems consist of rotational encoders (such as goniome-
ters and potentiometers), which are able to measure relative joint angles, rigidly
mounted on a body exoskeleton. The knowledge of the relative joint angles allows
to estimate the user body pose through the use of simple biomechanical model-based
algorithms.
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(a) (b)
Figure 1.8: Commercial example of an inertial motion capture system from Xsens:
the (a) wired (MVN [3]) and (b) wireless (MVN Awinda [4]) solutions are shown.
Since these systems do not depend on any external infrastructure, they can be
used to track users without working area constraints. Moreover, they do not suffer
from shadowing or interference problems. However, they are relatively cumbersome
to wear and present serious difficulties in aligning external instrumented joints with
the body joints, especially when the motion of joints with multiple degrees of freedom
(e.g., the shoulder) needs to be captured. In addition, they are very sensitive to soft
tissue artifacts which lead to variations of the instruments position as user motion
occurs. Mechanical motion capture systems require an independent calibration for
each user.
A commercial example of a mechanical motion capture system (namely, Gypsy
from Meta Motion [5]), is shown in Figure 1.9.
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Figure 1.9: Gypsy [5]: a commercial example of a mechanical motion capture system
from Meta Motion.
Magnetic
Magnetic motion capture systems exploit body-worn trackers to measure magnetic
fields generated by a transmitter source, which is composed of three orthogonal coils
emitting a magnetic field when a current (either direct or alternating) is applied. Since
the strength of the measured fields is proportional to the distance from each coil of
the source, on the basis of these measurements, the positions and orientations of the
body-worn trackers can be estimated.
Advantages of this technology include the small size of the trackers and the ab-
sence of line-of-sight requirements (since the body is mostly transparent to magnetic
fields). On the opposite, magnetic field strength decreases rapidly with distance from
the generating source and can be easily distorted, especially when the field is pro-
duced by alternating current, by electromagnetic interferences caused by ferromag-
netic materials in the vicinity.
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Figure 1.10: MotionStar [6]: commercial example of a magnetic motion capture sys-
tem from Ascension Technology Corporation.
A commercial example of a magnetic motion capture system (namely, Motion-
Star [6] from Ascension Technology Corporation), is shown in Figure 1.10.
Acoustic
Acoustic systems require the user to wear acoustic emitters (i.e., speakers) on his/her
body and to distribute acoustic receivers (i.e., microphones) in his/her surroundings
(or, without loss of performance, viceversa). Motion capture is then achieved using
ultrasonic pulses that allow to determine the body devices’ positions through time-
of-flight multilateration (or phase-coherence). In case only the relative positions of
body segments are needed, acoustic transducers may be just placed on the user body
enabling an improved freedom of motion.
Due to the physics of sound waves, a line-of-sight between acoustic devices is
always required (otherwise, acoustic occlusions occur) and devices should not be too
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distant. Furthermore, these systems are very sensitive to audio interference (caused
by reflections of sound waves with the environment) and present a relatively low
transmission rate. Finally, since the efficiency of an acoustic transducer is propor-
tional to the active surface area, one has to deal with a trade-off between the size of
the devices and the inherent performance of the system.
Hybrid
The previously presented motion capture systems always present both advantages
and drawbacks, typically inherited from the component technology. To this end, hy-
brid motion capture systems rely on the combination of two (or more) of the previous
technologies, in order to exploit their advantages while tackling and overcoming the
related limitations. For instance, inertial systems, typically characterized by inherent
drift in the estimation of the devices’ orientation, have been combined, for com-
pensation purposes, with magnetic [17, 18], Global Positioning System (GPS) [19],
optical [20], and acoustic [21] systems.
1.2.3 Classification of Human Motion Analysis
The analysis of human motion typically involves a multi-level investigation of dif-
ferent aspects of human motion. For instance, we can imagine to map it onto a two-
dimensional plane where the two dimensions represent its level of abstraction and its
detail depth. For ease of clarity, a tentative classification of human motion analysis
(with a specific focus on the use of inertial technologies) at varying abstraction level
and detail depth is represented in Table 1.1. According to Table 1.1, the increase of
the abstraction level corresponds to move the focus of the analysis from basic iner-
tial parameters (low abstraction level) toward human actions (high abstraction level),
passing through the concept of pose (medium abstraction level). Furthermore, each
of these level may be investigated with varying depth of detail (from low to high).
In particular, at the highest level of abstraction, we are interested in analyzing the
actions of a person, i.e., if the user is doing something and what he/she is doing. In
this case, the following areas of analysis can be distinguished.
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Table 1.1: Classification of human motion analysis (focusing on inertial technolo-
gies).
Detail Depth
Low Medium High
Abstraction
Level
High
(Action)
Activity
Detection
Activity
Recognition
Gesture
Recognition
Medium
(Pose)
(Partial/Full)
Pose
Classification
Partial Pose
Estimation
Full Pose
Estimation
Low
(Inertial
Parameters)
Basic Signal
Analysis
Partial Signal
Analysis
Complete
Signal
Analysis
• Activity Detection (low detail depth). The aim is to know whether a person is
actually performing some activities or not. It can be used to segment a sequence
of unlabeled inertial data in order to perform further investigations about the
types of the performed activities and/or simply to measure the activity level of
that person.
• Activity Recognition (medium detail depth). It implies to recognize activity
primitives (such as modes of locomotion, i.e., sit, stand, lie, and walk) from
sequences of inertial data. In particular, the time occurrence, duration, and type
of these activities need to be estimated.
• Gesture Recognition (high detail depth). It is of interest to recognize specific
gestures performed by the user (e.g., open/close a drawer, open/close a door,
drink a cup of coffee, and read a newspaper) from sequences of inertial data.
As before, the time occurrence, duration, and type of these gestures need to be
estimated.
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Moving down to a medium level of abstraction, the focus is about the person
pose, i.e., the orientation and position information about (part of) his/her body seg-
ments. According to the required level of detail, the following areas of analysis can
be distinguished.
• (Partial/Full) Pose Classification (low detail depth). The aim is to classify the
(partial or full) pose of a person, by choosing among a predefined set of known
poses. Since the choice is limited to the considered set of poses, the pose esti-
mate is rough and cannot be used in applications where an accurate estimate of
the pose is required.
• Partial Pose Estimation (medium detail depth). It requires the accurate estima-
tion of part of the person pose, i.e., the orientations and/or positions of part of
his/her body segments. This is typically employed in applications where the
full body pose is not necessary and the focus is, for instance, on a body limb
(e.g., an arm or a leg).
• Full Pose Estimation (high detail depth). It involves the accurate estimation of
the full body pose of a person, in terms of orientations and positions of his/her
body segments. It is typically required in scenarios where a complete virtual
reconstruction of a human body is necessary (e.g., for computer animation).
Finally, at the lowest level of abstraction, a characterization of inertial (spatio-
temporal) parameters of the person motion is investigated. This means that the person
pose or activity is not necessarily of interest. Instead, the analysis of raw inertial sig-
nals from all or part of sensor devices is mostly sufficient. In this case, the following
areas of analysis can be distinguished.
• Basic Signal Analysis (low detail depth). The signal analysis is here limited to
the estimation of basic inertial parameters, mainly related to the motion of a
specific body segment.
• Partial Signal Analysis (medium detail depth). It implies a partial characteriza-
tion of the person motion in order to extract some significant spatio-temporal
parameters.
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• Complete Signal Analysis (high detail depth). Advanced signal processing tech-
niques are here employed to extract a complete and accurate time-frequency
characterization of the person motion.
1.2.4 Areas of Application
Generally, the analysis of human motion is increasingly attracting interest in many
application areas and contexts such as biomedical, sport, entertainment, and indus-
trial. More specifically, focusing on inertial sensing of human motion, the following
areas of application mainly motivates the current research and development efforts.
• Clinical and home monitoring and/or rehabilitation. Many pathologies require
the patient conditions to be continuously monitored and evaluated. Due to the
lack of specialized personnel, to the high cost involved, and to the large num-
ber of patients, this is not typically possible in traditional healthcare systems,
where such evaluations are instead scheduled with lower frequency, leading
sometimes to situations where a successful intervention is no longer possible.
To this end, there is a rapid shift from a clinical-based setting to a patient or
home centered setting with the help of sensor technologies. In addition, since
functional motor tasks are often expedient to get information about the health
status of a patient (e.g., gait analysis), the use of inertial sensors allows to con-
tinuously and remotely keep track of the patient conditions. This is especially
useful during post-injury rehabilitation periods or during monitoring of motion
impaired (elderly) people, when a home therapy contributes to improve both
the recovery and the quality of life of the patient.
• Ambient assisted living. People who live alone, especially elderly or impaired
people, need a continuous supervision so that unusual and/or critical events
may be detected and possibly prevented. Smart environments, where unobtru-
sive sensors are distributed in the living area, may already allow to get high-
level information about the monitored person behavior. However, inertial sen-
sors enable a more accurate tracking of the person and of his/her activities.
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• Computer graphics and computer animation. In traditional animation, each
frame was carefully hand drawn. Several months were then required to com-
plete even short animated movies. The advent of computers has automated and,
consequently, accelerated this process, but it is the advent of motion capture
techniques which definitely reduced the computational efforts in the produc-
tion of animated sequences. Motion sequences performed by professional ac-
tors are indeed used to quickly get motion data which are retargeted to character
models of varying sizes. This is particularly useful in the creation of animated
features, special effects for movies, and video games.
• Gaming and virtual reality. One of the aims of gaming is providing the gamers
with a captivating and interactive experience. To fulfill this objective, new gen-
eration video games consoles are already developing advanced control systems
where the user can interact with the game by using his/her body or part of it
(e.g., Nintendo Wii and Microsoft Kinect). To this end, inertial sensors are very
suitable tools that can be used to capture the motion of the user and project it
onto a virtual character. Virtual reality applications, especially used for reha-
bilitation purposes where the interaction of a patient with a virtual environment
is investigated, are other motivating applications.
• Sport training. In a world where athletes are reaching the limits of the inherent
performance of the human body system, inertial systems are valuable tools
that can be used to improve athletes performance in cases where the standard
coaching system may be slow and inaccurate. Using inertial sensors, in a fast
and automatic way, the athlete can easily spot mistakes in the execution of
sportive gestures and correct them accordingly.
• Pedestrian navigation. Due to frequent GPS outages, pedestrian (especially in-
door) navigation, especially used for routing people in fairs and exhibitions,
urban contexts, and/or industrial environments, may be critical in such con-
texts. Inertial sensors can thus be exploited to track the people and provide
them with updated location information.
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• Robotics. In this area, many applications have been developed which, through
the use of inertial sensors, allow to control a mechanical prosthesis or a robotic
arm. These types of applications are particularly of interest in dangerous in-
dustrial environments where the safety and the health of a person is at risk if
directly present.
1.3 Thesis Outline
As observed in Section 1.2, the analysis of human motion broadly covers (even very)
different fields of research and application. Due to this heterogeneity of topics, a
plethora of technologies and approaches have been so far explored in order to address
the specific requirements of the considered applications.
Therefore, this thesis does not focus on a specific application, but aims at inves-
tigating different aspects of human motion analysis, by specifically discussing the
corresponding data processing approaches and the involved technologies. In particu-
lar, four research areas have been taken into account which correspond to four types
of applications. These applications have been chosen so that topics with different
levels of abstraction and different detail depths (according to Table 1.1) are covered.
Specifically, this thesis is organized as follows.
• Chapter 2: Arm Posture Recognition. This chapter investigates a hybrid ra-
dio/inertial approach to arm posture recognition. A radio fingerprinting-based
approach, through measurements of the Received radio Signal Strengths (RSSs)
from anchor nodes, is first used to localize (i.e., determine the positions of) tar-
get nodes properly placed on a user arm. Accelerometric signals generated by
the target nodes are then used to estimate the pitch of every device in order
to refine the radio fingerprinting estimates. The system performance is exper-
imentally evaluated taking into account different fingerprinting-based local-
ization algorithms (namely, deterministic and probabilistic) and a comparison
between the performance of the proposed system and that of a low-cost optical
arm posture recognition system (namely, Kinect) is presented.
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According to Table 1.1, this topic belongs to “Partial Pose Estimation”, with
medium abstraction level and medium detail depth.
• Chapter 3: Activity Classification. In this chapter, a novel body sensor net-
work (BSN)-based low-complexity activity classification algorithm is presented.
The proposed algorithm is able to detect and classify a sequence of activi-
ties, choosing from a limited set of known activities, by observing the outputs
generated by inertial sensor devices (namely, accelerometers) placed on the
body of a user. To this end, a preliminary (computationally intensive) training
phase, performed once, is expedient to automatically optimize the key parame-
ters of the algorithm used in the following (computationally light) online phase
for activity classification. The algorithm performance is finally experimentally
evaluated, together with that of known activity classification algorithms, as a
function of the number of nodes and features.
According to Table 1.1, this topic belongs to “Activity Recognition”, with high
abstraction level and medium detail depth.
• Chapter 4: Evaluation of Functional Motor Tasks. In patients with Parkin-
son’s Disease (PD), the pathology’s degree of severity is typically evaluated by
means of functional motor tasks conceived to monitor specific PD symptoms.
In particular, this chapter focuses on the characterization of the Leg Agility
(LA) task, which is used to specifically observe the motion impairments of
lower limbs. By extracting relevant kinematic variables, such as the angular
amplitude and speed of thighs’ motion, a comparative analysis is carried out,
where the motion performance of a PD patient is compared to that of a healthy
subject. The measurements are obtained through the use of two inertial sensor
devices attached to the subject thighs and their accuracy is confirmed by direct
comparison with an optoelectronic system (namely, Vicon). Although prelim-
inary, the proposed analysis allows to derive significant insights in possible
approaches to accurately evaluate the degree of severity of PD.
According to Table 1.1, this topic belongs to “Partial Signal Analysis”, with
low abstraction level and medium detail depth.
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• Chapter 5: Motion Reconstruction. In this chapter, a motion reconstruction
framework, where the full body motion of a user is estimated by using a small
number of sensor devices (namely, 5 devices placed on the wrists, the ankles,
and the pelvis of a user), is described. Due to the very limited number of de-
vices, a data-driven approach is proposed where low-dimensional control sig-
nals (from the sensor devices) are used to estimate high-dimensional full body
poses, based on a Nearest Neighbors Search (NNS) among a training dataset
of previously recorded human poses. Furthermore, a key characteristic of the
proposed system is that it does not rely on any external infrastructure. In the
experimental analysis, the system performance is investigated considering dif-
ferent types of features (which, practically, correspond to different types of sen-
sors or technologies) and different numbers and placement strategies of sensor
devices.
According to Table 1.1, this topic belongs to “Full Pose Estimation”, with
medium abstraction level and high detail depth.
Chapter 2
Arm Posture Recognition
Raise your arms, Maurice!
It’s more fun when you raise your arms up like this!
– Julien (Madagascar: Escape 2 Africa)
In Chapter 1, several motion capture technologies have been described, each of
them offering both advantages and drawbacks. To this end, the use of hybrid motion
capture systems, where advantages of a component technology are exploited to com-
pensate for the drawbacks of the other one and viceversa, represents an interesting
solution that allows to obtain improved motion capture performance with respect to
that obtained using the component systems. To the best of our knowledge, no works
have appeared so far, in the literature, concerning the investigation of a hybrid mo-
tion capture system based on the joint use of radio and inertial signals. Therefore,
in this chapter, a hybrid radio/accelerometric approach, inspired by the use of a ra-
dio (indoor) localization technique (i.e., fingerprinting), is described and preliminary
experimentally investigated, with the specific aim of performing arm posture recog-
nition.
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2.1 Introduction
Localization systems are becoming more and more important in pervasive wireless
technologies for their roles in location-aware services. GPS has been one of the mile-
stones for outdoor localization [22]. However, its use for indoor localization is often
impaired by phenomena typical of indoor scenarios, such as reflections, multipath,
and fading. Therefore, indoor localization systems, which do not rely on the use of
GPS, have been developed. In particular, recent research has been devoted to the so-
called “fingerprinting” technique [23, 24, 25]. Fingerprinting is a localization tech-
nique where target nodes’ positions are estimated on the basis of measurements, by
reference nodes (anchor nodes), of the RSSs from target nodes. In particular, a radio
map of the environment is first constructed through a specific offline training phase
and is then used to estimate the target nodes’ positions by best matching newly col-
lected RSS values with those saved in the radio map. This technique implicitly takes
into account the presence of reflections and multipath and is then particularly effec-
tive in indoor scenarios. Nevertheless, despite the appeal of fingerprinting for indoor
localization applications, few works have so far appeared in the literature.
2.1.1 Chapter Contribution
Unlike existing works where fingerprinting is used to localize subjects in large (in-
door) areas, in this work fingerprinting-based radio localization is exploited to per-
form arm posture recognition by estimating the positions of (i.e., localizing) target
wireless sensor nodes properly placed on a user arm (i.e., body area localization).
Different fingerprinting-based localization algorithms, either deterministic or prob-
abilistic, are considered to estimate targets’ positions. Furthermore, the proposed
radio-based posture recognition system is extended to integrate the use of inertial
measurements. More precisely, measurements obtained from accelerometers (avail-
able on the target nodes) are used to estimate the pitch of every node in order to
refine the accuracy of the position estimation provided by the fingerprinting-based
radio localization.
We remark that the key contribution of this work mainly consists in experimen-
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tally investigating the feasibility of a hybrid approach which combines radio localiza-
tion and inertial signals.1 In particular, to the best of our knowledge, besides the nov-
elty of the use of a radio localization technique (i.e., fingerprinting) for posture recog-
nition applications, no work on the joint use of radio and inertial signals for these
types of applications has appeared in the literature. Moreover, while in the literature
inertial posture recognition approaches tend to use inertial devices equipped with ac-
celerometers, gyroscopes, and/or magnetometers [28, 29, 30], our low-complexity
approach relies only on acceleration measurements. The proposed system is exten-
sively studied (optimizing key parameters) and its performance is also compared with
that of a low-cost optical system (namely, Kinect). Finally, even if the proposed sys-
tem is conceived to recognize simple postures of a static (not walking) user, the design
and implementation of a fully portable ambulatory posture recognition system is an
appealing research extension.
Chapter Outline
The rest of this chapter is structured as follows. Section 2.2 is dedicated to related
work. In Section 2.3, the proposed radio/accelerometric hybrid approach is presented
and described, specifically focusing on the problem of arm posture recognition. In
Section 2.4, the considered experimental set-up is presented and the performance
metrics of interest are then introduced. In Section 2.5, the system performance, after
parametric optimization, is analyzed. Finally, in Section 2.6, advantages, disadvan-
tages, and possible future extensions of the proposed system are discussed.
2.2 Related Work
In the literature, two main approaches, already introduced in Subsection 1.2.2, have
been proposed for posture recognition: optical and inertial.
Concerning optical posture recognition, the widely used technology is optoelec-
tronic (e.g., Vicon system [1]). Optoelectronic systems require the user to wear reflec-
1Preliminary results obtained with radio fingerprinting (without using inertial signals) can be found
in [26, 27].
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tive markers and to move in a space completely visible by a set of cameras. Because
of their accuracy, these systems are typically used as ground truth reference for other
posture recognition systems. On the other hand, their use is typically limited to clin-
ical environments or specialized laboratories, due to their large cost and complexity.
Other optical posture recognition systems comprise the class of markerless sys-
tems. Microsoft Kinect [2], which features an RGB camera and a depth sensor (com-
posed of an infrared camera and projector), can be considered one of the most signifi-
cant example of markerless systems. Its low cost (with respect to systems like Vicon),
along with its still quite good performance, has made it a widely used solution. Nev-
ertheless, it also has some spatial and temporal limitations, which could be critical in
the context of some applications. More specifically, concerning spatial limitations, it
is generally known that the z axis of Kinect, which is related to the direction perpen-
dicular to its sensor camera, has poorer resolution with respect to those of its x and y
axes, which instead define the frontal plane [31]. Moreover, Kinect’s sampling rate,
which is typically around 30 frames per second (fps), can be a limiting factor when
monitoring fast movements.
Typically, optical systems suffer from problems related to different lighting con-
ditions and markers’ occlusion. Moreover, the user movements must be limited to the
area captured by the cameras. The reader is referred to [32, 33] for accurate surveys
on optical posture recognition.
Concerning inertial posture recognition, inertial sensors are typically used to es-
timate the orientation of rigid body segments and, thus, to recognize the posture of
a user. One of the most successful and accurate commercial products is the Xsens
MVN [16], which comprises 17 inertial sensors (equipped with triaxial accelerom-
eters, gyroscopes, and magnetometers) attached to the body of the user by a Lycra
suit. The major advantage of this technology, with respect to optical systems, is that
the user is completely free to move everywhere because no camera is needed. More-
over, the visibility of the nodes placed on the user body is not an issue. However, the
accuracy of these systems is typically lower than that of optical systems and the cost,
particularly for systems which rely on a large number of nodes and types of sensors
(such as Xsens MVN), is not significantly lower than that of optoelectronic systems.
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Finally, especially when used for a long time, a significant drift in the sensors’ mea-
surements can be typically observed, leading to a performance degradation. It should
also be observed that, unlike optical systems, inertial systems cannot directly provide
information about the sensor nodes’ positions. Instead, estimated sensor devices’ ori-
entations are used together with properly defined biomechanical models, comprising
the lengths of all body segments, to reconstruct the full body posture of the user
through forward kinematics techniques [34]. The user absolute position is then esti-
mated using advanced contact detection techniques.
Finally, solutions based on the joint use of different technologies, designed in
order to tackle and overcome the limitations which characterize component tech-
nologies considered independently, have also been widely investigated. For instance,
inertial/GPS, inertial/optical, and inertial/acoustic joint measurements are considered
in [19], in [20], and in [21], respectively. In particular: in the inertial/GPS approach,
inertial nodes equipped also with GPS receivers are used to track the user, providing
better performance (especially) in outdoor scenarios (e.g., sport sessions as skiing);
in the inertial/optical approach, inertial sensor nodes and cameras are jointly used,
leading to a decreased freedom of movement of the user but also to an improved
robustness to occlusions; in the inertial/acoustic approach, nodes equipped with mi-
crophones and speakers are used in addition to inertial sensor nodes, providing better
performance (thanks to the estimation of relative distances between nodes) but suf-
fering from “acoustic occlusions.”
Unlike the above approaches, our solution represents the first attempt (to the best
of our knowledge) of investigating the effectiveness of the joint use of radio and iner-
tial (specifically, accelerometric) measurements. To this end, an arm posture recogni-
tion system is developed in order to evaluate the feasibility of the use of such hybrid
approach for posture recognition. Advantages and disadvantages are inherited from
the considered technologies and our solution compares to existing ones as follows.
• Optoelectronic systems (e.g., Vicon) provide a better accuracy than that of our
approach, at the price of (i) a much higher cost and (ii) problems related to
different lighting conditions and markers’ occlusion.
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• Markerless systems (e.g., Kinect) suffer from problems similar to optoelec-
tronic systems (i.e., related to different lighting conditions and markers’ occlu-
sion). They have a cost and a performance in the order of those of our approach.
However, unlike our approach, a benefit of these systems is that no specific
hardware has to be placed on the user body.
• Inertial systems have a performance which highly depends on the used iner-
tial sensors. However, standard inertial systems (i.e., which use devices with
accelerometers, gyroscopes, and magnetometers) provide better performance
than that of ours and allow the user a higher freedom of movement, at the price
of a higher cost.
• Inertial/GPS hybrid solutions have the same advantages/disadvantages of in-
ertial systems, but requires necessarily to be outdoor. Of course, they are very
suitable for outdoor posture recognition sessions (i.e., improved freedom of
movement).
• Inertial/optical hybrid solutions, when considering devices with costs com-
parable to that of our system, are almost similar (in terms of advantages and
disadvantages) to our approach.
• Inertial/acoustic hybrid solutions are also very similar to our approach. How-
ever, even if they suffer from problems related to “acoustic occlusions,” they
allow improved portability and freedom of movement.
Unlike our solution, all other systems do not need a training phase—more precisely,
the radio-based component of our approach relies on a (short) training phase. How-
ever, preliminary calibration phases must be typically taken into account.
To summarize, the proposed radio/inertial hybrid approach is conceived as a low-
cost and low-complexity approach which overcomes typical limitations of existing
systems, such as those related to different lighting condition and occlusions. On the
other hand, the proposed posture recognition system requires that the user does not
walk (i.e., allows a limited freedom of movement to the user). To overcome these
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limitations, the design of an entirely portable posture recognition system will be dis-
cussed.
2.3 Arm Posture Recognition
In this work, “arm posture recognition” refers to the continuous estimation of the
three-dimensional positions of sensor devices placed on the user arm and, therefore,
to the continuous estimation of the arm orientation—this differs from “arm posture
classification,” where arm postures must be detected choosing from a discrete set of
predefined postures. Indeed, even if our hybrid approach uses a localization tech-
nique (i.e., radio fingerprinting) to classify “known” (trained) arm postures (posture
classification), it then properly interpolates these postures in order to recognize whole
transitional movements of the arm (and not just “still postures”) between two or more
of the previous trained postures (posture recognition).
2.3.1 Fingerprinting-based Radio Localization
As anticipated in Section 2.1, fingerprinting is a robust localization technique for in-
door scenarios, which are typically characterized by reflections, multipath, and fad-
ing. We now provide some intuition on the fingerprinting technique—the interested
user can find more details in [26, 27]. Fingerprinting requires three kinds of nodes:
target nodes, anchor nodes, and a base station. Target nodes have to be localized,
whereas anchors nodes have fixed known positions and are used to generate a refer-
ence system. Finally, the base station is the processing center. Two phases are con-
sidered: a training phase, during which a radio map of fingerprints is generated, and
an online phase, during which localization is performed.
During the training phase, the target node continuously broadcasts packets to be
received by the anchor nodes. The latter, upon reception of the packets sent by the tar-
get, measure the RSSs and relay this information to the base station. The base station
collects the RSS values and groups them into “fingerprint vectors.” Finally, the base
station generates a “fingerprint,” i.e., a vector containing the arithmetic average of the
received fingerprint vectors (namely, the vector whose elements are the average RSSs
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measured by the anchors). Different physical positions of the target (i.e., “fingerprint
positions”) in the monitored area (properly chosen depending on the considered ap-
plication) correspond and lead to different fingerprints. The entire set of fingerprints
created in the training phase represents the “radio map” of the environment.2 This
radio map can be then used to run deterministic (i.e., based on simple comparisons
between newly measured fingerprint vectors and the fingerprints of the radio map)
localization algorithms. Furthermore, if one wants to use probabilistic versions of
these algorithms (i.e., based on a more accurate statistical characterization of the
RSS), during the training phase the entire Probability Mass Functions (PMFs) of the
RSSs from all anchors need to be also computed and stored. Even if in the context
of indoor localization a log-normal distribution of the RSS seems to be widely ac-
cepted [24], this is generally not our case, especially due to the fact that sensor nodes
are placed on a human body. Therefore, the PMFs will be experimentally evaluated
using the so-called histogram method, where the normalized histogram of the ac-
tual RSS measurements (during the training phase) for each fingerprint position are
used [35].
After the training phase is completed, the online phase starts (following the same
operations of the training phase, but now building a so-called “online vector,” i.e., a
single fingerprint vector containing a time snapshot of newly measured RSS values).
In particular, in the online phase the radio map (deterministic approach) or the PMFs
(probabilistic approach) created in the training phase are used to localize the target.
Note that, once the training phase is over (i.e., the online phase starts), the target
node can move freely and should not necessarily be placed in the previously trained
fingerprint positions.
Given the measured online vectors, different algorithms can be used to estimate
the positions of the target node. One of the simplest deterministic fingerprinting al-
gorithm is the Nearest Neighbor (NN) algorithm, whose generalization is known as
2The major strength of fingerprinting consists of the fact that the fingerprints implicitly take into ac-
count the impact of reflections and multipath on the RSSs, i.e., this technique is “tailored” to the specific
indoor environment. This makes fingerprinting virtually insensitive to indoor propagation limitations—
provided that the propagation environment remains quasi-static.
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kNN3 [36]— we remark that “neighbors” here refer to fingerprints and are thus as-
sociated with specific fingerprint positions. The kNN algorithm estimates the target
positions by computing a specific distance metric between the online vector and every
fingerprint contained in the radio map. By applying the Shepard method [37] in or-
der to compute a weighed interpolation of the closest neighbors, the estimated target
position sˆ = (x,y,z) (dimension: [cm]) is given by
ŝ =
k
∑
i=1
wi
∑kj=1 w j
· ŝi (2.1)
where {̂si}ki=1 are the fingerprint positions (i.e., physical positions) of the k closest
neighbors (i.e., the fingerprints with shortest distances from the online vector) and
wi ,
1
dpsi +0.0001
(2.2)
where: di is the distance computed between the i-th closest neighbor and the online
vector (defined in the space of RSS vectors); and ps is an integer larger than 0. The
term 0.0001 at the denominator of Equation (2.2) is used to prevent a division by zero
if the online vector is equal to one of the fingerprints. In our system, we will consider
only two definitions of distance: Euclidean and Manhattan [36]. Other distance def-
initions can be applied to the kNN algorithm, e.g., the Mahalanobis distance, which
takes also into account the contribution of covariance matrix computed for every fin-
gerprint [36]—little performance differences are, however, observed. Observe that,
when k = 1 (i.e., with the NN algorithm), Equation (2.1) reduces to the coordinates
of the closest fingerprint position and, then, ps has no influence on the system. Finally,
note that, due to the interpolation between fingerprint positions in Equation (2.1), the
estimated position ŝ may (likely) differ from any of the considered fingerprint posi-
tions.
Unlike the deterministic approach, in the probabilistic approach (straightforwardly
called p-kNN) the RSSs measured at the anchor nodes are characterized, using the
3Note that the term kNN, in the context of radio fingerprinting, is used to indicate the identification
of the k closest fingerprints. Therefore, unlike in typical machine learning scenarios, the NN search is
performed in a database of a very limited size (i.e., the number of rows is equal to the number of trained
fingerprint positions) and, therefore, is not computationally intensive.
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samples received in the training phase, through their entire PMFs. In this case, the
estimated target position can be expressed as follows:
ŝ =
k
∑
i=1
P (̂si|r)
∑kj=1 P (̂s j|r)
ŝi (2.3)
where: r is the “online” vector; P (̂si|r) is the a-posteriori probability of the i-th (out of
k) closest neighbor; and the k closest neighbors are chosen so that the corresponding
a-posteriori probability is maximized. More specifically, using Bayes theorem, the
a-posteriori probability that the target node is in the i-th fingerprint position, given
that the online vector r is received, can be expressed as
P(̂si|r) = P(r |̂si)P (̂si)P(r) =
P(r |̂si)P (̂si)
∑L`=1 P(r |̂s`)P (̂s`)
(2.4)
where: L is the number of trained fingerprint positions; P(r |̂si) is computed (as antic-
ipated earlier in this subsection) using the histogram method; and P (̂si) is the a-priori
probability of being in the i-th fingerprint position. Since, with no movement restric-
tion, all fingerprint positions are equally likely, it holds that P (̂si) = 1/L. Note again
that, when k = 1 (and thus reducing to a so-called p-NN), Equation (2.3) returns
exactly the coordinates of the closest fingerprint position.
Concerning arm posture recognition, fingerprinting can be used to estimate the
positions of (i.e., localize) multiple target nodes, properly placed on a user arm (e.g.,
one on the upper arm and one on the forearm), and straightforwardly derive the arm
posture. To this end, the reference system origin must be properly chosen (e.g., the
shoulder) and the user must try to keep this origin fixed during the evaluation. In
this application scenario, the fingerprint positions correspond to targets’ physical po-
sitions related to predefined arm postures that must be held by the user during the
training phase. During the following online phase, the user can instead move his/her
arm freely (always recalling not to move the reference system origin, i.e., his/her
shoulder).
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2.3.2 Accelerometer-based Pitch Estimation
The radio fingerprinting-based approach to posture recognition described in Subsec-
tion 2.3.1 may introduce errors, especially when a target node is in a position that
differs from the trained fingerprint positions (i.e., when the arm is in an untrained
posture). A possible way to improve the system performance is to estimate the arm
orientation by making use of other inertial sensors (e.g., accelerometers, gyroscopes,
and/or magnetometers), which the target nodes can be equipped with. In particular,
considering proper combinations of these sensors (e.g., an accelerometer and a gyro-
scope), the orientation of a device (and, thus, of the arm) can be estimated [28].
The orientation of a device can be described by three parameters: yaw (or head-
ing), pitch (or elevation), and roll (or bank) [38]. Specifically, it is known that a rigid
body can be arbitrarily rotated by first rotating it around its z axis by an angle ψ
(the yaw), then around its y axis by an angle θ (the pitch), and finally around its x
axis by an angle φ (the roll) [38]. Observing that the acceleration measured by a still
device is only due to the gravity acceleration, it can be shown that, using just an ac-
celerometer (in order to minimize the cost of the system), the pitch of a still device
(i.e., following the previous notation, the angle between its x axis and the horizontal
plane perpendicular to the gravity direction) can be determined by observing how the
gravity vector is rotated with respect to the x axis of the device. More precisely, by
exploiting acceleration measurements and following simple trigonometric equations,
the device pitch θ (dimension: [deg]) can be computed as follows [39]:
θ = arcsin
ax
g
= arcsinax (2.5)
where ax is the acceleration (in g units) measured along the x axis and g is the gravity
acceleration (obviously, equal to 1 g). For ease of clarity, in Figure 2.1 a graphically
intuitive representation of the geometrical meaning of Equation (2.5) is provided.
Note that Equation (2.5) holds since the device is still and, therefore, the measured
acceleration vector a has the same direction and norm of the gravity vector g.
As the above approach is valid only if the device is still, static (constant force
of gravity) and dynamic (movements or vibrations of the accelerometer itself) ac-
celerations need to be discriminated in the case the device is moving. This problem
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Figure 2.1: Measured acceleration when the device is rotated around its y axis (i.e., its
pitch θ is different than 0). Both Earth (E subscript of axes) and device (S subscript
of axes) coordinate systems are shown.
cannot be easily solved, but it can be at least mitigated by taking into account only
acceleration measurements with amplitudes in [g−ξ ,g+ξ ], where g is the gravity
acceleration (i.e., 9.81 m/s2) and ξ needs to be properly chosen with respect to the ap-
plication context. This can be carried out by considering only data portions in which
the user is not moving (and, thus, ξ ∼= 0 m/s2) or by simply applying a low-pass filter
to the output acceleration signals.
When the device is moving, since it is no longer true that |a| = g = 1 g and
since the arcsin function accepts only values whose norm is equal to or lower than 1,
Equation (2.5) should be properly rearranged. To this end, the estimated pitch of the
device can be estimated as follows:
θ = arcsinax = arcsin
ax
|a| (2.6)
where ax is the normalized acceleration (in g units) measured along the x axis.
Similarly, when the sensor device is attached to a rigid body segment of the user
(e.g., the arm), the pitch (i.e., the inclination) of the considered body segment can be
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computed as follows:
θ = arcsinabs (2.7)
where abs is now the normalized acceleration (in g units) measured along the de-
vice axis aligned with that of the considered body segment. Note that, according to
Equations (2.5), (2.6), and (2.7), the pitch always belongs to [−90o,90o].
Since the estimated inclination of a body segment is not sufficient alone to pro-
vide information about its position, a proper human biomechanical model, which as-
sumes to know the involved body segments’ lengths and how they are linked together,
should be considered.
2.3.3 Recursive Estimation Process
Referring to the posture recognition of a user arm, it will be now described how
estimates obtained from (i) radio fingerprinting and (ii) pitch estimation should be
properly combined. In particular:
• The pitch θ of each device (and, thus, of the corresponding body segment)
is computed using Equation (2.7). This will lead to the estimation of the z
coordinate of the target node.
• Estimates of the (x,y,z) coordinates of the devices are available from radio
localization (through fingerprinting).
Furthermore, we preliminary introduce a few geometric assumptions.
• A (properly defined) fixed origin O is chosen.
• One device is attached to each adjacent rigid body segment between the pre-
viously chosen origin O and the farthest distal point Z of the body part whose
posture needs to be estimated. More precisely, for arm posture recognition, O
could be the shoulder and Z could be the wrist. Therefore, two devices should
be used, attached, respectively, to the upper arm and to the forearm.
• The length d of each body segment on which the devices are mounted is known
(e.g., the lengths of the upper arm and of the forearm).
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Figure 2.2: Pictorial description of the considered scenario. The points of interest
used in the algorithm are highlighted. In particular: O and Z are the three-dimensional
coordinates of the origin point and the farthest distal point that needs to be estimated,
respectively; D1 and D2 are the three-dimensional coordinates of target 1 and target
2, respectively; d is the actual length of the arm segment considered at the first step
(in this case, the upper arm); d′ is the distance between the considered sensor device
(with coordinates D1) and the corresponding body segment’s joint proximal to the
fixed origin (in this case, the origin point with coordinates O, i.e., the shoulder); and
θ is the pitch of the considered sensor device and, thus, of the corresponding body
segment (in this case, the upper arm).
• The distance d′ between each device and the corresponding body segment’s
joint proximal to the fixed origin is known (e.g., the distance between the shoul-
der and the device attached to the upper arm).
In Figure 2.2, a pictorial description of the scenario, with highlighted points of inter-
est, is shown.
In the following, we introduce a recursive estimation process, according to which
adjacent body segments are considered at consecutive steps. Specifically, all adjacent
body segments comprised between O and Z are considered, starting from the body
2.3. Arm Posture Recognition 39
segment starting in O and ending with the body segment ending in Z. Furthermore,
for each considered body segment, the positions of its two extremes (i.e., the body
segment joints) are chosen as reference points: the position of the proximal joint (i.e.,
the joint closest to the body) is denoted as point A = (xA,yA,zA) and the position
of the distal joint (i.e., the joint farthest from the body) as point B = (xB,yB,zB). In
the specific case of the arm shown in Figure 2.2, at the first step A corresponds to O,
whereas at the last step B corresponds to Z.
In order to estimate the posture of the user arm, the postures of the upper arm and
of the forearm have to be estimated (or, in other words, the positions of the elbow and
the wrist, with respect to the shoulder, need to be identified). In this case, the proposed
recursive estimation strategy involves two steps. To this end, two target nodes need
to be used: the first on the upper arm and the second on the forearm—more details
on the experimental set-up will be given in Subsection 2.4.1. For ease of clarity, let
us denote their physical positions as {Di}2i=1, where Di = (xDi ,yDi ,zDi).4 The origin
O = (0,0,0) will be the shoulder, whereas the farthest distal point Z will be the wrist.
As shown in Figure 2.2, at the first step, since we are focusing on the upper
arm, A corresponds to the shoulder (i.e., the origin O), whereas B corresponds to
the elbow (whose physical position is currently unknown). We then consider the first
device, denoted as point D1 and (in our scenario) positioned in the middle of the upper
arm, i.e., between A and B. Its initial position estimate, denoted as D̂1, is recovered
through radio localization, whereas its pitch θ (which corresponds to the inclination
of the upper arm) is estimated using Equation (2.7). Finally, d is the distance between
A and D1, whereas d′ is the length of the upper arm (i.e., the distance between A and
B).
Taking into account a polar coordinates framework, the arm posture is then esti-
mated through the computation of the pitch and the heading of all the body segments
of the arm. In particular, the main idea is to use the initial position estimate D̂1 (recov-
4Note that we assume that the z axis of the reference system is in the vertical direction (i.e., that of
the gravity vector). The x and y axes may be instead conveniently chosen as perpendicular axes in the
horizontal plane. In particular, we will chose the y axis as the forward direction and the x axis as the
direction normal to the user sagittal plane.
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ered from radio localization) to infer information about the heading ψ (dimension:
[deg]) of the considered body segment. The heading information is then combined
with that of the pitch θ of the same body segment (estimated using the accelerome-
ter) in order to refine and correct D̂1 (taking also into account a proper biomechanical
model). Therefore, the hybrid approach consists in using the (i) radio fingerprinting
to estimate the heading of each arm segment and the (ii) inertial signals to estimate
the inclination.
More precisely, the heading ψ of the considered body segment can be computed
as
ψ = arctan2
(
yD̂1− yA,xD̂1− xA
)
(2.8)
where the function arctan2 behaves as the standard arctan function but, in addition,
provides information about the quadrant of the computed angle, so that the heading
ψ belongs to [0o,360o].
Finally, considering the estimated pitch (θ ) and heading (ψ), the adjusted esti-
mated coordinates of the first device, denoted as D1, can be expressed as
D
T
1 =
xD1yD1
zD1
=
xA+d
′ · cosθ · cosψ
yA+d′ · cosθ · sinψ
zA+d′ sinθ
 (2.9)
where (·)T denotes vector transposition. A graphical intuition of Equation (2.9) is
given in Figure 2.3. Furthermore, the estimated coordinates of B (namely, the elbow)
can be similarly expressed as follows:
BT =
xA+d · cosθ · cosψyA+d · cosθ · sinψ
zA+d sinθ
 . (2.10)
The above estimation process can be repeated to estimate the position of the sec-
ond device D2, positioned in the middle of the forearm (as shown in Figure 2.2), and
of the wrist. To this end, A and B should be updated (i.e., A would correspond to the
elbow, whereas B would correspond to the wrist) and Equations (2.9) and (2.10) can
be used again considering proper values of θ , ψ , d′, and d (namely, the ones related
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Figure 2.3: Graphical intuition of Equation (2.9) in the specific case of the first con-
sidered body segment (i.e., the upper arm). The heading (i.e., ψ) and the pitch (i.e.,
θ ) of the segment are highlighted. For ease of clarity, the device D1 is pictured along
segment AB and the projection of the segment on the horizontal plane is also shown.
Note that, for the case of the upper arm, A and B correspond, respectively, the shoul-
der and the elbow of the user.
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to the arm segment between the updated points A and B, i.e., the forearm). Finally,
since after this second step the updated point B (i.e., the wrist) corresponds to Z,
the recursive process ends and the arm posture is estimated.5 Note that as the posi-
tion of B is estimated and, therefore, may have errors, it is likely that the estimated
coordinates of D2 will be less accurate than those of D1.
Finally, we remark that the integration of the accelerometers into our system does
not have any impact on the fingerprinting training phase. Indeed, all the acceleration
measurements are taken into account only during the online phase.
2.4 Experimental Set-up
2.4.1 Experimental Testbed
SunSPOT devices have been used for the experimental testbed. SunSPOTs are wire-
less devices equipped with a triaxial accelerometer and an IEEE 802.15.4 compliant
radio interface with an on-board antenna and up to 100 m transmission range [40].
In the current chapter, we consider a testbed which extends the one proposed
in [26]. In particular, a Body Area Network (BAN) with target nodes on the user arm
is still considered, but now the anchor nodes are in part placed (and fixed) in the sur-
roundings of the user and in part attached on his/her body—in [26], all anchors are
fixed and outside the body. This is obtained through the use of (i) a home-made t-shirt
with folders where anchors can be placed and (ii) a hat with an anchor attached to
it. Although the presence of some anchor nodes at fixed (outside the body) positions
still forces the user to remain in its initial position in the room (in order to make
the fingerprinting technique work consistently), the proposed testbed is a first step
toward a fully portable arm posture recognition system—this extension is the sub-
ject of our current research activity. Furthermore, a noisier (and, thus, more realistic)
environment is here taken into account (e.g., with more than one people moving in
the room while testing the system and in the presence of multiple active WiFi net-
5Observe that this process can be recursively repeated, should more consecutive body segments be
considered (e.g., by adding a device for the hand in our testbed).
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Figure 2.4: Considered experimental posture recognition set-up: (a) plot of on-body
set-up; (b) scheme of the overall set-up. The positions of the anchor nodes (i.e., A1
to A7) and of the target nodes (i.e., T1 and T2) are highlighted. Note that A2, A3,
and A5 are fixed in the surroundings of the user, whereas A1, A4, A6, and A7 are
attached on his/her body.
works), whereas in [26, 27] the system performance is analyzed in more controlled
(interference-free) scenarios. Therefore, the presented results are already reflecting
the performance of a system in a quite adverse (thus realistic) home scenario.
In the present experimental testbed, 2 SunSPOTs, acting as targets (i.e., target
1 and target 2), are placed on the right arm of the user, as shown in Figure 2.4 (a)
(where it is also possible to see the home-made t-shirt): the first node (i.e., target 1)
is on the upper arm and the second (i.e., target 2) is on the forearm. N = 7 anchor
nodes are considered: 4 of them are placed on the user body, whereas the remaining
3 are placed in its proximity.6 For ease of clarity, an illustrative representation of the
6We remark that, in the presented experimental analysis, the user is forced to keep his/her body
still. Therefore, the anchor nodes attached on his/her body can be actually considered as fixed (still)
nodes. The choice of attaching them directly on the user body will be further discussed and motivated
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Table 2.1: Fingerprint positions coordinates (considered during the training phase)
with respect to the user shoulder. Every fingerprint position corresponds to a specific
arm posture.
Fingerprint
Target 1 Target 2
Positions
x y z x y z
[cm] [cm] [cm] [cm] [cm] [cm]
P1 0 0 -15 0 0 -42.5
P2 0 0 15 0 0 42.5
P3 0 15 0 0 42.5 0
P4 15 0 0 42.5 0 0
P5 -11 11 0 -34 21 0
overall experimental set-up is shown in Figure 2.4 (b), where a map of the positions
of the nodes is shown. Fixing the origin of our new reference system on the shoulder
(and thus forcing the user to move the arm and keep the shoulder still), 5 fingerprint
positions per target node (i.e., P1, P2, P3, P4, and P5), whose coordinates are defined
in Table 2.1 and shown in Figure 2.5, are considered, corresponding to 5 simple arm
postures. The choice of the 5 arm postures (and, thus, of the 5 fingerprint positions)
is expedient to cover as uniformly as possible the surroundings of the user arm.
The packet transmission rate of target nodes is around 30 pck/s. The acceleration,
locally (at each target node) sampled at 100 Hz, is also consistently down-sampled
to the same rate (i.e., 30 Hz). Therefore, every second, the base station receives, for
each target, around 30 new fingerprint vectors (containing new RSS measurements at
anchor nodes) and new acceleration measurements. The synchronization between the
sensor nodes in the system is performed by aligning the internal clocks of every sen-
sor node to that of the base station, at application deployment stage, and by inserting
a timestamp field inside each transmitted packet.7
in Section 2.6.
7Note that, even if for the purpose of our experimental analysis this is sufficient to guarantee a fair
synchronization for a few hours, a future system should try to define specific communication proto-
cols/mechanisms able to achieve, e.g., through a sparse exchange of synchronization packets, a long-
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In the training phase, the user has been asked to keep each of the 5 arm pos-
tures for about 30 s. As shown in [27], the time interval, during which each arm
posture should be kept fixed to train each corresponding fingerprint position (i.e.,
30 s), has been chosen in order to collect a number of fingerprint vectors (i.e., about
1000 for each target node) sufficient for the convergence of the evaluated fingerprints.
During these 30 s, the considered fingerprint position is trained as explained in Sub-
section 2.3.1 and the related fingerprint is generated.8 Once the training phase has
terminated, the online phase is split into two parts in order to properly test the sys-
tem performance. In particular: the user is first asked to replicate the 5 trained arm
postures (in order to test the system in static conditions); furthermore, a few transi-
tional movements, which start and end at two of the trained arm postures, are also
executed (in order to test the system in dynamic conditions). Note that, for the pur-
pose of localization, fingerprinting is performed independently for each target node.
With reference to Table 2.1, this means that: P1 corresponds to a specific posture of
the arm but, obviously, to two fingerprint positions (i.e., one for each target node)
and, therefore, to two fingerprints; P2 - P5 can be interpreted likewise. The transi-
tional movements that the user is asked to perform are shown in Figure 2.5 and can
be summarized as follows:
• lower the arm from position P2 to position P1, passing through position P3
(Figure 2.5 (a));
• move horizontally the arm from position P4 to position P5, passing through
position P3 (Figure 2.5 (b));
• raise the arm from position P1 to position P3 (Figure 2.5 (c));
• move horizontally the arm from position P3 to position P4 (Figure 2.5 (d)).
lasting synchronization of system devices.
8Note that, even if some slight variations of the kept arm postures are unavoidable, the measured
fingerprint vectors should be relatively close to each other (in the RSS space). Therefore, the error
introduced in the computation of the fingerprints is typically negligible.
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Figure 2.5: Transitional movements, performed by the user during the online phase,
between the 5 trained arm postures (used to train the corresponding 5 fingerprint
positions, i.e., P1, P2, P3, P4, and P5) considered in the training phase.
The previous sequence of transitional movements is repeated by the user twice, re-
sulting in a total of 8 movements. The user is asked to perform each transitional
movement at constant speed (typically leading to movements with duration of 2÷4 s).
Since the segmentation of the time portions containing each transitional movement is
only expedient to the performance analysis (and not to the correct system behavior),
it has been performed manually. During the online phase, each new fingerprint vector
(i.e., the online vector) is used to evaluate the current arm posture.
Finally, for the purpose of a trend-wise comparison, we run at the same time an
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arm posture recognition session performed through the Microsoft Kinect system [2].
In particular, we put the Kinect device in front of the user (at a distance of about
3 m) and run the Skeletal Viewer demo application (included in the Kinect libraries).
Thank to this application, we were able to save the coordinates of the joints of the user
arm for each time sample and, therefore, the coordinates of the target nodes, which
have been compared with the ones estimated with our system. Given that Kinect sam-
ples video frames at around 30 fps, a direct comparison with our system is straight-
forward. Five users have been considered for the experimental analysis.
2.4.2 Performance Metrics
Typically, the performance of an arm posture recognition system is evaluated by com-
paring the estimated arm position with that estimated with optoelectronic systems
(e.g., Vicon) and considered as “ground truth.” For ease of clarity, we remark that
our goal is not to derive the exact performance of the proposed system, but, rather, to
have a rough idea of its achievable performance, in a comparative way with respect
to Kinect. Since we do not have access to any optoelectronic system and since we are
interested on trend-wise meaningful results, the performance of our system has been
evaluated with respect to predefined arm postures and trajectories of the considered
body segments, where true target positions have been manually derived—we believe
that this is reasonable, as the considered postures and transitions (described in Sub-
section 2.4.1) are very regular. Due to the geometry of the human body (and, specif-
ically, the arm model) and the simplicity of the chosen and tested transitional move-
ments (described in Subsection 2.4.1), the considered trajectories are simple horizon-
tal/vertical arcs in the three-dimensional space (as shown in Figure 2.5). Therefore,
these trajectories can be accurately reproduced by a careful user. Even if, in this way,
some errors are certainly introduced in the measurements, due to the simplicity of the
chosen postures and movements these errors tend to be limited to a few centimeters.
The performance of Kinect is similarly evaluated.
The performance of a localization algorithm can be characterized in terms of
accuracy (dimension: [cm]) and precision (dimension: [%]) [41]. In particular: ac-
curacy is defined as the distance between the estimated position and the true target
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position; precision is the percentage of successful position estimates within a given
accuracy. For instance, a precision of 60% with an accuracy of 10 cm means that
60% of the estimation errors made by the system are lower than or equal to 10 cm.
The performance of a localization algorithm can be then fully described by evaluat-
ing the precision as a function of the accuracy, i.e., through a curve. Note that the
best achievable performance corresponds to the (0, 1) point in the precision/accuracy
graph, whereas the performance decreases as much as the distance between the pre-
cision/accuracy curve and this point increases.
Though the accuracy/precision curve provides significant insights on the system
performance, in order to provide a more concise (yet insightful) system performance
metric, the position error (PE), averaged along the duration of the considered arm
movements, is also evaluated. Practically, given a movement of duration T and start-
ing at t0, PE (dimension: [cm]) is computed as follows:
PE ,
t0+T−1
∑
t=t0
dE (sˆt ,st)
T
=
t0+T−1
∑
t=t0
√
(xˆt − xt)2+(yˆt − yt)2+(zˆt − zt)2
T
(2.11)
where: sˆt = (xˆt , yˆt , zˆt) and st = (xt ,yt ,zt) are the estimated and the “true” target posi-
tions, respectively, at the t-th epoch; and dE stands for Euclidean distance.
2.5 Results
The performance of the proposed posture recognition system has been evaluated in
both static and dynamic conditions. Concerning the system performance in static
conditions (not reported here for lack of space), our results show that the deterministic
approach performs slightly better than the probabilistic one: the average PEs are 3 cm
and 4.8 cm for the deterministic and the probabilistic approaches, respectively. This
confirms previous results in [26, 27].
2.5. Results 49
We now focus on the performance of our system in dynamic conditions (i.e.,
when the user arm moves over time). To this end, each user is asked to perform the
sequence of the four transitional movements defined in Subsection 2.4.1 and shown
in Figure 2.5. Moreover, for repeatability purposes, the same sequence is repeated
twice (leading to a total of 8 transitional movements).
In order to evaluate the system performance, the system parameters used in Equa-
tions. (2.1) and (2.3) (i.e., the number of anchors N and the related optimal subset,
the values of k and ps, and the distance metrics) are optimized in order to mini-
mize the PE between the real targets’ positions and their estimates. In particular, the
optimal system parameters are determined both (i) considering independently each
distinct transitional movement (i.e., determining 8 set of optimal parameters, one per
movement) and (ii) considering jointly all transitional movements (i.e., determining a
unique set of optimal parameters to be used for every possible movement).9 Note that
the presented results are averaged over the five users. Therefore, the optimal param-
eters are chosen as the ones which jointly maximize the average performance of all
the users (i.e., they are not optimized independently for each user). Both determinis-
tic and probabilistic approaches are considered. Finally, the performance of Kinect is
also evaluated.
The system performance obtained by optimizing independently each distinct tran-
sitional movement is shown in Table 2.2.10 It is easy to see that the posture recognition
system works at its best when the user performs movements 1 (or 5) and 3 (or 7). This
provides insightful information about the system behavior which can be easily under-
stood by observing the nature of these movements. Indeed, these movements are all
9Note that, for a practical implementation of the system, a unique set of optimal parameters must be
considered. Nevertheless, the optimization of the system parameters performed considering indepen-
dently each transitional movement allows to evaluate an insightful lower bound of the performance of
our system.
10Observe that, given that the user performs twice the same sequence of 4 movements, the movements
from 5 to 8 (as referred to in the “Transitional Movements” column) are repetitions of the same move-
ments that are identified by the labels from 1 to 4. Therefore, it is expected that the performance (and
optimized parameters) in correspondence to movement 1 will be quite similar to that in correspondence
to movement 5—the same comment applies to the pairs of movements 2-6, 3-7, and 4-8.
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Table 2.2: Posture recognition performance (optimized independently for each dis-
tinct transitional movement).
Target Transitional Deterministic Approach Probabilistic Approach Kinect
Nodes Movements PE [cm] N anchors subset distance k ps PE [cm] N anchors subset k PE [cm]
Target 1
1 1.2 3 {1, 5, 6} Manhattan 5 1 2.6 1 {5} 3 8.4
2 4 3 {5, 6, 7} Euclidean 2 2 6.7 2 {6, 7} 3 7.1
3 1.3 4 {2, 4, 5, 6} Manhattan 1 - 1.3 1 {1} 3 7.5
4 4.5 4 {3, 4, 5, 7} Manhattan 4 6 7.4 1 {4} 4 11.4
5 1.3 3 {1, 5, 6} Manhattan 5 1 3.4 1 {1} 3 8.1
6 4.2 3 {5, 6, 7} Euclidean 3 2 6.3 2 {6, 7} 3 6.9
7 0.4 2 {2, 4} Manhattan 1 - 0.4 1 {1} 3 7.8
8 4.4 4 {1, 4, 5, 7} Euclidean 3 2 6.3 2 {6, 7} 2 7.7
Target 2
1 3.3 2 {2, 3} Manhattan 1 - 10.7 2 {2, 7} 1 18.1
2 15 4 {1, 2, 3, 6} Manhattan 1 - 21.9 2 {3, 4} 1 12
3 3.6 3 {3, 4, 7} Euclidean 5 4 4.5 2 {4, 7} 1 15.6
4 12.5 6 {1, 2, 3, 4, 5, 6} Euclidean 2 6 19.9 4 {1, 2, 3, 4} 2 25.9
5 3.6 2 {2, 3} Euclidean 1 - 9.4 3 {2, 3, 7} 1 17.2
6 13.9 3 {2, 3, 6} Euclidean 1 - 22.8 4 {2, 5, 6, 7} 1 12.5
7 1.2 3 {3, 4, 7} Euclidean 1 - 2.4 3 {3, 4, 7} 3 17.1
8 12.7 5 {3, 4, 5, 6, 7} Manhattan 2 4 15.1 4 {2, 4, 6, 7} 2 17.6
Target 1
1÷8 average PE = 5.4 cm average PE = 8.8 cm
average
+ PE =
Target 2 12.6 cm
“vertical” movements (i.e., the majority of the movements of the arm is concentrated
on a vertical plane), whereas the others are all “horizontal” movements (i.e., the ma-
jority of the movements of the arm is concentrated on a horizontal plane). Taking into
account our system, it is easy to notice that the “vertical” movements benefit more
from pitch estimation (performed through the accelerometers) than from heading es-
timation (which derives entirely from the radio localization). On the other hand, the
opposite comment stands for the “horizontal” movements, where the heading of the
arm varies typically more than its pitch. This is then a strong symptom of the impor-
tance of the role of the accelerometers in our system.11 As expected, in Table 2.2, it
can also be observed that the nature of the movements (i.e., “vertical” or “horizontal”)
has no influence on the Kinect performance (which is reported in the last column of
the table). Finally, in order to provide a general and concise indication of the system
performance, the last row of the table reports the average PE (over all movements). It
can be noticed that, in terms of average PE, our system slightly outperforms Kinect.
11In order to improve the accuracy of estimation of “horizontal” movements the use of a gyroscope
and/or a magnetometer is expedient.
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Table 2.3: Posture recognition performance (optimized on the whole sequence of
movements).
Target Deterministic Approach Probabilistic Approach Kinect
Nodes PE [cm] N anchors subset distance k ps PE [cm] N anchors subset k PE [cm]
Target 1 4.2 4 {3, 5, 6, 7} Euclidean 4 2 6.1 2 {6, 7} 5 8.1
Target 2 14 3 {2, 3, 6} Euclidean 1 - 17.9 4 {2, 3, 4, 7} 1 17.1
Target 1
average PE = 9.1 cm average PE = 12 cm
average
+ PE =
Target 2 12.6 cm
Nevertheless, we remark that the comparison with Kinect is only trend-wise meaning-
ful and, thus, a limited effort has been dedicated to arrange the best acquisition con-
ditions (for example, considering more favorable light conditions or optimized user’s
distance for Kinect). However, no significant performance improvement is expected
with Kinect. In fact, previous investigations on the purpose of Kinect, in similar appli-
cation scenarios, have also shown the presence of significant error peaks (even higher
than 10÷15 cm) associated with similar arm movements [42, 31]. As already antic-
ipated, since it is impractical to tune the system differently for each movement, we
remark that the average results in Table 2.2 are not directly applicable. Nevertheless,
they can be used as “best-case” benchmark values and, therefore, to lower bound the
performance of the posture recognition system.
Considering now a global (more practical) optimization computed upon the whole
sequence of movements (i.e., by selecting a single set of parameters for all move-
ments), the obtained system performance is shown in Table 2.3. As expected, the
average PE is higher than in the previous case. In particular, it can be seen that the
proposed arm posture recognition system guarantees an average PE around 10 cm.
Specifically, the deterministic approach (with average PE equal to 9.1 cm) performs
better than the probabilistic approach (whose corresponding average PE is 12 cm).
As before, our system slightly outperforms the Kinect system (whose performance
is again indicated in the last column of the table). The fact that the deterministic ap-
proach outperforms the probabilistic one (even if the opposite is intuitively expected)
is likely due to the fact that the probabilistic version of the proposed system may
need a longer training time or, at least, a larger number of training samples. In fact,
we have observed that some RSS PMFs (determined during the training phase) have
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almost zero variance, which implies a lower flexibility (in the online phase) to handle
small variations and noise in the measured RSS values.
In order to better investigate our system behavior, in Figure 2.6 we finally eval-
uate the accuracy/precision performance of the proposed system. Both deterministic
and probabilistic approaches are considered. The Kinect performance is also shown
for comparison purposes. In Figure 2.6 (a) (which is related to results shown in Ta-
ble 2.2), the parameters are optimized independently for each distinct transitional
movement and, therefore, the obtained performance corresponds to a best-case sce-
nario, whereas, in Figure 2.6 (b) (which is related to results shown in Table 2.3),
the parameters are optimized considering jointly all possible transitional movements.
As already observed in Tables 2.2 and 2.3, it can be observed that, in both cases (a)
and (b), the deterministic approach slightly outperforms the probabilistic one and the
Kinect system. Note that, in case (b), the Kinect system outperforms the probabilistic
version of our system for accuracy values higher than 15 cm (in other words: if a PE
larger than 15 cm is tolerable the Kinect system is more suitable than the probabilistic
approach of our system).
2.6 Discussion and Conclusions
As already anticipated throughout the chapter, the main goal of this work is to in-
vestigate the feasibility of the combination of two known technologies, i.e., radio
(fingerprinting-based) localization and inertial (accelerometric) measurements. More
specifically, the efficacy of the considered hybrid radio/inertial approach in recogniz-
ing arm postures and movements has been evaluated. Our experimental analysis has
been carried out using a SunSPOT testbed. Nevertheless, the proposed approach is
more general and can be applied to any device equipped with an accelerometer and a
radio interface.
As previously discussed in Section 2.2, most of current state-of-the-art solutions
for arm posture recognition rely on optical and/or inertial approaches. In particular,
optical approaches, by using costly systems composed of a set of cameras and reflec-
tive markers placed on the user, allow to obtain an exceptional accuracy, but suffer
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Figure 2.6: Precision, as a function of the accuracy, for the arm posture recognition
experimental testbed, considering both deterministic and probabilistic approaches.
The optimal configuration of the parameters is considered for every curve. In particu-
lar, in (a) every distinct transitional movement is optimized independently, whereas in
(b) the optimization is carried out for the whole sequence of transitional movements.
A comparison with the Kinect performance is also offered.
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from problems related to different lighting conditions and markers occlusions. On
the other hand, these limitations are effectively tackled by inertial systems, which
do not depend on cameras and, thus, allow an improved freedom of movement and
portability, at the price of a lower accuracy. Inertial posture recognition is typically
based on the estimation of the orientations of wireless devices placed on the body of
a user, carried out by a proper fusion of measurements from different sensors (i.e.,
accelerometers, gyroscopes, and magnetometers). The performance of inertial sys-
tems is good when all types of sensors are used but the cost tends to increase when
using a large number of sensors.12 However, if one attempts to reduce system costs
(related to the use of multiple sensors per device) by using only partial subsets of the
previous sensors, the performance of inertial systems decreases because of implicit
limitations in determining a stable and complete orientation of the devices when using
independently each considered sensor. For instance: accelerometers cannot provide
information about the devices’ heading; magnetometers suffer from magnetic fields
disturbance; and gyroscopes present a bias drift.
The idea behind our work is that of reducing the cost (and complexity) of standard
inertial systems by designing a BAN-based system where devices are equipped with
only an accelerometer (and a radio interface). To this end, note that the proposed
system does not require computationally intensive operations. Indeed, the operations
involved in the algorithms can be executed at most in polynomial time complexity
(mostly due to the trigonometric operations on the inertial measurements). Note also
that the proposed system “as-is,” when deployed on SunSPOTs, is already able to run
with a time delay of a few tens of milliseconds (i.e., almost real-time), even with a
not completely optimized code implementation.
The proposed system would be suitable to estimate the arm inclination but cannot
provide information about its heading. To this end, radio localization is also used in
order to localize (upon proper training of the system) the devices and, then, to esti-
12Note, for instance, that the cost of the majority of commercial devices used for motion capture
purposes (i.e., typically equipped with an accelerometer, a gyroscope, and a magnetometer) is at least
twice (or even three times) that of a simpler device equipped just with an accelerometer. In fact, the cost
of a gyroscope (or of a magnetometer) alone is already twice that of an accelerometer.
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mate the corresponding arm segment heading. The proposed hybrid approach allows
to inherit the advantages of inertial systems (in terms of robustness against typical
limitations of optical systems) but, on the other hand, introduces a major limitation.
Indeed, due to the fact that radio localization relies on a preliminary training phase
and anchor nodes are fixed in the surroundings, the user is forced to keep his/her body
(with the exception of the arm) still during the arm posture recognition session (or, at
least, he/she is forced to keep the shoulder, corresponding to the system origin, still).
Even if the requirement of still users would not be a true limitation for several
rehabilitation applications (where users are not supposed to move around while per-
forming specific exercises), some applications may require that the user moves while
performing an exercise. Therefore, an appealing extension of the proposed system
should aim at allowing the user to move freely while performing the exercises. As a
first step in this direction, in this chapter we have also considered anchor nodes placed
directly on the user body and verified that they can be effectively used as reference
nodes. Furthermore, a future design of the proposed system could exploit radio local-
ization to directly estimate distances between (mobile) nodes placed only on the user
body, possibly removing the distinction between anchor and target nodes (i.e., every
node could be at the same time an anchor and a target node). This could have a direct
relevance to rehabilitation engineering and is currently under investigation.
Another possible limitation of the proposed system, especially if the application
scenario involves the evaluation of elderly people movements, is the required training
phase, which could be sometimes hard to be correctly performed by the user. To this
end, a possible solution may consist in allowing an impaired user to perform it and
then rely on techniques able to “map” the training output in order to be used with the
actual patient (similar techniques have already been taken into account for Kinect).
In general, since this work represents a feasibility study on the hybrid integration of
radio and inertial signals, the system “as-is” is not intended to be directly applied in
real scenarios (e.g., rehabilitation applications) and, therefore, further extensions and
methods should be considered in order to improve its robustness.
Our results show that the proposed system, in its current design, can provide a
performance similar to that of Kinect (which is a concurrent low-cost posture recog-
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nition system). In addition, simple localization algorithms, namely deterministic (the
kNN algorithm) and probabilistic (p-kNN), have been considered to recognize arm
postures—due to their low computational complexity, these algorithms can be imple-
mented on the majority of current low-cost devices. The system parameters have been
optimized in order to minimize the average PE and values around 10 cm have been
obtained. A PE around 10 cm can surely be sufficient for the majority of posture clas-
sification applications. The system performance has also been evaluated in terms of
precision and accuracy. In particular, the deterministic version of the proposed hybrid
localization algorithm outperforms the probabilistic one and slightly outperforms an
optical Kinect system.
Since the aim of posture classification applications is just to determine the posture
of a user choosing among a discrete set of previously trained postures (and, thus, to
discriminate between known postures), our system works properly if the considered
postures are sufficiently spatially distinct (i.e., the distance, for each pair of different
postures, of at least two corresponding body segments equipped with sensor nodes is
higher than 10 cm). Concerning posture recognition (where one is not interested on
the discrimination between priorly known discrete and well-distinguished postures
but, rather, on the recognition of generic postures), the performance of our system
highly depends on the application requirements. In particular, it could be used to
monitor the recovery improvement after an arm surgery, in the cases where it is rele-
vant to discriminate a few cases (e.g., the arm can be raised half-way or all the way).
For applications where it is necessary to discriminate between very close positions,
then the accuracy needs to be improved. To this end, possible ways to improve the
system performance may reside, for instance, in the use of an outlier rejection tech-
nique to handle misleading RSS measurements and/or in the use of advanced filtering
techniques (which should give adaptive weights to every different measurement) in
order to properly fuse together inertial and radio signals [43].
Chapter 3
Activity Classification
Nothing is more revealing than movement.
– Martha Graham (The American Dance)
In Chapter 2, it has been shown how inertial sensors can be effectively employed
to estimate and track the arm posture of a person. However, we can also assume to
move at a higher level of motion analysis abstraction and focus instead more gener-
ally on the behavior of that person, trying to recognize, still using inertial sensors,
the activities he/she is performing. To this end, in this chapter, a novel BSN-based
low-complexity activity classification algorithm is presented, where user activities
are detected and recognized, choosing from a list of known activities, just by an-
alyzing acceleration measurements obtained from a few body-worn inertial sensor
devices (namely, accelerometers). The algorithm performance is experimentally eval-
uated and compared to that of existing algorithms using a publicly available dataset,
thus providing a fair and unbiased benchmark for comparisons with other algorithms.
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3.1 Introduction
Wireless sensor networks (WSNs) are attracting a relevant interest in many applica-
tions, typically associated with monitoring of particular environments. BSNs are a
special class of WSNs, where wireless nodes are applied to a user body in order to
monitor and detect some activities, e.g., activities of daily living (ADL), performed
by the user. Relevant applications of these systems include long-term remote mon-
itoring (e.g., at home) of the activities performed by a user (e.g., elderly people or
post-rehabilitation patients), typically for medical purposes [44].
Past work on BSN activity classification algorithms has relied on accelerome-
ters placed in multiple locations over the body [45, 46]. A performance improvement
can be observed using multiple types of sensors [47, 48, 49, 50]. However, regard-
less of the considered type of sensor, an activity classification algorithm is generally
composed of two phases: a training phase, typically used for calibration and param-
eters estimation purposes; and an online (classification) phase, possibly executed in
real time. The training phase aims at identifying activity-specific features from the
signals generated at each sensor, after manual [49] or automatic [51, 52, 53] sig-
nal segmentation. Regarding classification, most of the works in the literature tend
to adopt thresholding or to use k-Nearest Neighbors (k-NN) algorithms, because of
their simplicity and applicability on low-cost mobile devices [46, 50]. However, more
sophisticated techniques have also been considered, such as those based on the use
of decision trees [45] or hidden Markov models [48].
3.1.1 Chapter Contribution
In this chapter, we design a novel low-complexity BSN-based activity classification
algorithm, which allows to detect and classify a sequence of activities, choosing from
a list of known activities, by observing accelerometric data. A preliminary training
phase allows to automatically optimize key parameters of the algorithm. The goal of
the training phase is that of selecting a proper subset of nodes in order to minimize
the number of relevant features, yet guaranteeing an accurate activity classification
degree. The algorithm performance is analyzed using publicly available experimental
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data [54] (in part generated in the context of the Opportunity Challenge [7, 8]), thus
providing a valid and unbiased benchmark for comparisons with other algorithms.
The proposed algorithm outperforms, especially when using a limited number of
nodes, other known low-complexity algorithms, such as the k-NN, the Nearest Cen-
troid Classifier (NCC), the Linear Discriminant Analysis (LDA), and the Quadratic
Discriminant Analysis (QDA) [8, 36, 55]. The obtained results are very promising,
making the proposed algorithm suitable for healthcare real-time monitoring applica-
tions.
Chapter Outline
The rest of this chapter is structured as follows. In Section 3.2, the experimental set-
up and the performance metrics are preliminary introduced, followed by the deriva-
tion of the proposed algorithm. Section 3.3 is dedicated to performance analysis.
Finally, in Section 3.4 concluding remarks are given.
3.2 Method
3.2.1 Experimental Set-up and Performance Metrics
As anticipated in Section 3.1, the experimental data used to test our algorithm are
shared data collected in the context of the European project Opportunity and provided
for the so-called Opportunity Challenge [54, 7, 8]. Figure 3.1 shows the experimen-
tal configuration of the sensor nodes in the considered BSN. The output of the BSN
consists of mainly accelerometric data, integrated, for some nodes, with gyroscopic
and magnetometric data—in this chapter, only accelerometric data will be used. For
data collection, different users were asked to perform sequences of consecutive pre-
defined movements and naturally executed daily activities. This allowed to generate
highly realistic data upon which robust and flexible algorithms could be developed
and trained.
Given a discrete set of predefined activitiesA = {a1,a2, . . . ,aA} (with cardinality
|A |= A), the metric which will be used to evaluate the performance of the proposed
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Figure 3.1: Opportunity Challenge setup [7, 8]. The position of accelerometers (•)
and inertial measurement units () is highlighted.
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classification algorithm is the weighted f1 score [8], denoted as F1w and evaluated as
follows:
F1w =
A
∑
a=1
2∗
(na
N
)
∗F1a
=
A
∑
a=1
2∗
(na
N
)
∗
(
preca ∗ reca
preca+ reca
)
where: a is the considered activity; na is the number of samples of the inertial data
sequence in correspondence to which a user is performing activity a; N is the total
number of samples of the collected inertial data sequence; F1a is the f1 score com-
puted for activity a; and preca and reca are, respectively, the precision (defined as
TP/(TP+ FP), where TP and FP are the numbers of true positives and false pos-
itives) and the recall (defined as TP/(TP+ FN), where FN is the number of false
negatives) evaluated for activity a. In practical, F1w is the average f1 score over all
activities. For reproducibility purposes, the performance of the proposed algorithm
is evaluated for multiple datasets collected from different subjects. To this end, in
the Opportunity dataset, for each subject, golden labels are provided, containing a
single stream of (manually) labeled activities.1 In the proposed algorithm, which is
described in the following subsections, we will only make use of accelerometric data.
3.2.2 Algorithm Description
Generally, an activity classification problem involves the design of an algorithm that
can estimate the sequence of occurrences of specific activities choosing from a dis-
crete set of predefined activities A , directly working on (typically) inertial signals
(e.g., accelerometric and gyroscopic signals). The proposed algorithm tries to con-
centrate most of its complexity in a (offline) training phase, which is performed once
and aims at selecting the smallest subset of nodes to extract the smallest, yet suffi-
cient, number of accelerometric time features to guarantee a good performance (high
1For the sake of generality, the samples containing “undefined” activities (e.g., transitions between
classifiable activities), because of the temporal continuity of the collected data, are not taken into ac-
count for the evaluation of F1w.
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F1w). Then, upon optimized setting of proper thresholds, the online phase is rel-
atively light (in terms of time complexity), making real-time activity classification
applications feasible.
In the following, a detailed description of the operational steps of the proposed
algorithm are presented. After preliminaries on data preprocessing, the online and
training phases are presented. In order to run properly, the online activity classifi-
cation algorithm needs some parameters that have to be estimated and optimized
during the training phase. Even though, practically, the training phase precedes the
online phase, in the remainder of this subsection, after preliminaries on data process-
ing and feature extraction, we first describe in detail, for ease of presentation, the
online phase. In the training phase, the same steps of the online phase are considered,
with the only difference that known (labeled) data are used to tune the key parameters
of the algorithm, which are then kept constant in the (following) online phase.
Preliminaries on Data Preprocessing and Feature Extraction
At each node, an accelerometer outputs a stream of three-dimensional data, which
corresponds to the acceleration measured by the sensor in its three reference axes.
More formally, let us define the three-dimensional acceleration vector, measured at
the i-th epoch, as
αi = (αxi,αyi,αzi) i ∈ {1,2, . . . ,N}
and the norm of αi as
α i = |αi |=
√
α2xi+α2yi+α2zi i ∈ {1,2, . . . ,N}
where N is the number of samples in the stream. For the sake of simplicity, let us
assume that the accelerometer is already calibrated and, thus, αxi, αyi, and αzi are
expressed in g units. Furthermore, the accelerometric data are low-pass filtered in
order to deal with smoother data in both training and online phases.
Starting from this signal, at the i-th epoch, two types of simple features are of
interest and can be extracted. The first one, denoted as p-feature (where “p” stands
for “parallel”) and indicated with acc(p)i , is a properly chosen component of the nor-
malized (to unity) acceleration vector, i.e., acc(p)i ∈ {αxi/|αi |,αyi/|αi |,αzi/|αi |}. In
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particular, the chosen component is the one parallel to the “main” axis of the related
body segment (e.g., considering Figure 3.1: for node 1, acc(p)i is the acceleration
value measured along the femur direction; for node 7, the one measured along the
tibia). Observe that, due to the normalization, acc(p)i can only assume real values in
[−1,+1].
The second considered feature, denoted as dev-feature and indicated with σi(s), is
the standard deviation of the norm of the acceleration computed within a sliding win-
dow (with fixed length L= 2 ·s+1 and centered at the i-th sample2) that runs over all
the acceleration samples. Neglecting border effects (the extension is straightforward,
as shown in [56]), σi(s) can be expressed as follows:
σi(s) =
√
∑i+sk=i−s [αk−µk(s)]2
L−1 (3.1)
where
µk(s),
∑i+sk=i−sαk
L−1 . (3.2)
It can be observed that σi(s) is always larger than or equal to 0—typically, it is not
considerably larger than 1 (due to the expression of the accelerometric data in g units).
The General Idea
Considering a single activity a ∈A , the output of an activity classification algorithm
is given by a binary sequence w(a) = (w1(a),w2(a), . . . ,wN(a)) where wi(a) = 0 if a
is not detected at epoch i (the index i runs over the samples of the collected accelero-
metric data sequence) and wi(a) = 1 if a is detected. In particular, w(a) contains
“activity windows” (disjoint groups of consecutive “1”s), within which the activity a
has been detected. The length of each activity window is recursively determined—
using three parameters `1, `2, and `3, optimized independently for each activity. This
process will be described later.
2More details about the definition of the window, especially at the borders of the acceleration signal,
are given in [56].
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For each considered activity, the proposed activity classification algorithm aims
at automatically selecting the best nodes in the BSN and the corresponding most
significant feature types, that can best discriminate the occurrence of the considered
activity (e.g., the thigh node is intuitively one of the best nodes to estimate a “sit”
activity, whereas the feet nodes give relevant information about the “walk” activity).
More formally, let us define as F = { f1, f2, . . . , fF} (with cardinality |F | = F) a
set of features where the generic feature f ∈F corresponds to a feature “type” (p-
feature or dev-feature) associated to a specific node. As an example, referring to
Figure 3.1, f = 1p is the p-feature extracted from the thigh node (i.e., node 1) and
f = 7d is the dev-feature extracted from the tibia node (i.e., node 7). In the following,
when referring to the value of a feature, we will implicitly refer to the value of the
“embedded” feature type. In particular, given a specific activity a, the combination
C ∗a ⊂F represents the subset of the most significant features used to classify activity
a.3
The proposed algorithm identifies activities by properly thresholding the selected
features. In particular, referring to a given feature f , an activity a is considered as
detected at the samples in correspondence to which the feature (type) is between the
(lower and upper) thresholds t1(a, f ) and t2(a, f ), which are specifically derived and
optimized independently for each activity a and for each feature f . The optimal val-
ues {t∗1(a, f )}a∈A , f∈C ∗a and {t∗2(a, f )}a∈A , f∈C ∗a are determined in the training phase,
as described later.
In order for the activity classification algorithm to output a single sequence w =
(w1,w2, . . . ,wN) (where wi = 0 if no activities are detected and wi = a if activity
a is detected, i.e., wi(a) = 1), since wi(a j) = wi(ak) = 1 may happen for some i ∈
{1,2, . . . ,N} and for some j 6= k, with j,k ∈ {1,2, . . . ,A}, different priorities need to
be assigned to the activities. The priorities are denoted as q =(q(a1),q(a2), . . . ,q(aA)),
where each element (which indicates the priority of each considered activity) can as-
3Note that, throughout this chapter, the term “optimal” and the superscript “*” are equivalently used
with reference to the tunable parameters considered in the proposed algorithm. Furthermore, if not
stated otherwise, the optimality is always intended in terms of classification performance through the
f1 score (when activities are independently considered) and the weighted f1 score (when activities are
combined together).
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sume real values in [0,1]. The priorities’ list q must be interpreted as follows: if
q(ai) > q(a j), with i, j ∈ {1,2, . . . ,A}, activity ai has a higher priority than activity
a j. The priority assigned to an activity is strongly related to the confidence in cor-
rectly detecting that activity and is based on the evaluation of specific performance
metrics, which are evaluated in the training phase, as will be described later. In this
way, the output sequence w is an (A+ 1)-ary sequence of activity labels, where the
label of the activity with highest priority is selected in the cases where more than one
activity is detected at the same epoch. The optimal priorities’ list q∗ is determined in
the training phase, as described later.
Activity Classification
The online phase of the proposed algorithm is based on three main steps: (i) a first
coarse classification step; (ii) a refinement step; (iii) and a final priority-based activity
combination step.
Concerning the first coarse classification step, which is executed independently
for each activity to be classified, a specific activity a is detected at epoch i (i.e.,
wi(a) = 1) if all the features belonging to C ∗a are comprised between the correspond-
ing optimal thresholds {t∗1(a, f )} f∈C ∗a and {t∗2(a, f )} f∈C ∗a .
In the first coarse classification step, a single occurrence of an activity can be
missed (because of little pauses or random movements). This can be avoided, or at
least mitigated, by applying to the detected activity windows a refinement step which
takes into account the length of the estimated activity windows. More specifically,
given a specific activity a, in our implementation the refinement step is based on
the following sequential operations: (1) every “null window” (a group of consecutive
“0”s), with a length (in terms of its number of samples) shorter than `∗1, is switched
to an activity window (and incorporated in the preceding and following activity win-
dows, which are then fused together); (2) every activity window with a length shorter
than `∗2 is turned into a null window; (3) step 1 is repeated considering now every null
window with a length shorter than `∗3.
Finally, the priority-based activity combination step consists in combining the
sequences w(a1), w(a2), . . . , and w(aA) into a single sequence w of activity labels,
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on the basis of the optimal priorities q∗ assigned to the activities.
Algorithm Training
In order to work effectively, the proposed algorithm needs to be properly trained
by exploiting the part of collected data for which the occurrences of the activity of
interest are correctly (manually) labeled. The training phase aims at estimating the
optimal values of the key parameters that will be used in the online phase. In particu-
lar, for each activity a the following parameters need to be estimated: (i) the optimal
combination C ∗a , along with the corresponding optimal thresholds {t∗1(a, f )} f∈C ∗a and
{t∗2(a, f )} f∈C ∗a ; (ii) the optimal thresholds `∗1, `∗2, and `∗3, used to refine the estimated
activity windows; (iii) the optimal activities’ priorities list q∗, over all activities.
A detailed flow diagram of the implementation steps of the training phase of
the proposed algorithm is shown in Figures 3.2, 3.3, and 3.4 and will be now de-
scribed, distinguishing between its three component blocks (the same of the online
phase): (i) the first coarse classification step; (ii) the refinement step; and (iii) the
final priority-based activity combination step.
At the beginning of the coarse classification step, shown in Figure 3.2 and exe-
cuted for each activity a, the setF = { f1, f2, . . . , fF}, whose elements are all the ini-
tial features, must be (manually) defined. Similarly, the setS (with cardinality |S |=
S) accounts for different ways (each way is identified by a partition s= (ST/SO)) of
separating the (training) dataset into the two subsets4 ST and SO (s will be denoted
as “separation”). Finally, R (with cardinality |R| = R) accounts for possible values
of confidence (in terms of percentages ri of probability masses) considered to derive
the thresholds {t1(a, f )}a∈A , f∈F and {t2(a, f )}a∈A , f∈F .
The goal of the first part of the coarse classification step is to estimate and store
the activity windows {w(a, f ,r,s)}a∈A , f∈F ,r∈R,s∈S . As already explained in Sub-
section 3.2.2, the activity windows are derived, for a given activity a, by applying
to each f ∈F (considering the SO dataset associated to the selected s) the (prop-
4Note that the separation into the two subsets ST and SO is considered in order to cross-validate
the statistical performance of the algorithm, i.e., to assess how the algorithms will generalize to an
independent dataset.
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Figure 3.2: Detailed flow diagram of the implementation steps of the proposed algo-
rithm’s training phase: the first coarse classification step.
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Figure 3.3: Detailed flow diagram of the implementation steps of the proposed algo-
rithm’s training phase: the refinement step.
3.2. Method 69
Compute and store
Compute and store
weighted f1 score
Fuse activity windows
Compute and store
YES
NONONO
YES YES
NONO
YES
YES
Select optimal G∗a and L∗a
for activity a
Select activity a
Select separation s
Initialize s ∈ S, a ∈ A, and m ∈ M
Select metric m
Increment m
for activity a
Optimal L∗a
for activity a
Optimal G∗a
Increment a
Increment s
Initialize m
Initialize a and m
a = aA? m = mM
?
performance (m)
and store zm(a, s)
Average (over S)
Initialize m and s
Select metric m
Select separation s
Increment m
Increment s
Initialize s
with priority qm
wREF({a}A1 ,G∗a , s,L∗a)m = mM
?
s = sS?
activity priorities (m)
m∗ = argmax
m
F1w(m)
and store F1w(s,m)
Average (over S)
Optimal q∗ = qm∗
s = sS?
wREF(a,G∗a, s,L∗a)
zm(a, s)
w(s,m)
F1w(s,m)
F1w(m)
zm(a)
qm
Figure 3.4: Detailed flow diagram of the implementation steps of the proposed algo-
rithm’s training phase: the final priority-based activity combination step.
70 Chapter 3. Activity Classification
erly estimated) thresholds t1(a, f ,r,s) and t2(a, f ,r,s)—unlike in the online phase, t1
and t2 depend not only on a and f , but also on s and r. In particular, an illustrative
description of the thresholds estimation step is shown in Figures 3.5 and 3.6 for an ac-
celeration signal produced at the thigh node (i.e., node 1 in Figure 3.1): the p-feature
(i.e., f = 1p) and the dev-feature (i.e., f = 1d), shown in Figure 3.5 (b), are first ex-
tracted from the acceleration signals (shown in Figure 3.5 (a), in the x, y, and z axes)
and evaluated discretely in the “sit” intervals (assuming that a = sit and for a given
s ∈ S ) in order to obtain their PMFs in such intervals (the PMFs of the p-feature
and the dev-feature are shown in Figures 3.6 (a) and 3.6 (b), respectively). Given
a, f , s, for each value of r ∈ R, the thresholds t1(a, f ,r,s) and t2(a, f ,r,s) are then
chosen as the extremes of the shortest interval (t1, t2) which comprises at least r% of
the probability mass.
The second part of the coarse classification step, still performed independently for
each a ∈A , is based on the fusion of different combinations of the previously stored
activity windows {w(a, f ,r,s)} f∈F ,r∈R,s∈S . The goal is to find, for each activity, the
optimal combination G ∗a (among the G possible combinations), where the generic
combination Ga is associated with a possible subset of features Ca ⊂ F and two
values of r, i.e., rp and rdev, from which the thresholds t1(a, f ,r,s) and t2(a, f ,r,s) can
be estimated when the considered f is, respectively, a p-feature or a dev-feature. As
an example, an instance of Ga could be
(
Ca = {1d,1p,4p} ,rp = 93%,rdev = 97%
)
.
Given a combination Ga and a separation s ∈ S , the set Wa (Ga,s) is defined
as the subset of {w(a, f ,r,s)} f∈F ,r∈R with ( f ,r) ∈ Ga. The sequences of activity
windows inWa (Ga,s) are then fused together (and stored for future use) into a single
sequence of activity windows w (a,Ga,s), obtained from the “logical AND” of all the
considered sequences of activity windows, and its f1 score, denoted as F1a(Ga,s),
is computed and stored. By averaging {F1a(Ga,s)}s∈S over all possible separations
in S and denoting this average as F1a (Ga) = ∑s∈S F1a (Ga,s)/S, the optimal G ∗a
corresponds to the combination Ga which maximizes F1a (Ga).
The following refinement step, shown in Figure 3.3 and executed for each ac-
tivity a, retraces the operations of the previous step in order to estimate the optimal
thresholdsL ∗a = (`∗1, `
∗
2, `
∗
3) used to refine the previously estimated activity windows,
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Figure 3.5: Description of the thresholds estimation step, which appears in Figure 3.2,
for an illustrative acceleration signal produced at the thigh node: (a) acceleration
signal (the x, y, and z components are highlighted); (b) p-feature (straight line) and
dev-feature (dashed line) extracted from the previous acceleration signal.
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Figure 3.6: Description of the thresholds estimation step, which appears in Figure 3.2,
for an illustrative acceleration signal produced at the thigh node: PMFs of (a) p-
feature and (b) dev-feature evaluated in the “sit” intervals. The features are extracted
from the acceleration signal as shown in Figure 3.5.
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but considering now just the optimal combination G ∗a . To this end, three setsL1,L2,
L3 of natural values are defined.5 Given a separation s ∈S , all the possible combi-
nations of `1 ∈L1, `2 ∈L2, and `3 ∈L3 are used to refine the previously estimated
sequence of activity windows w (a,G ∗a ,s) as already described in Subsection 3.2.2.
For every considered combination of `1 ∈L1, `2 ∈L2, and `3 ∈L3, the refined se-
quences of activity windows {wREF (a,G ∗a ,s, `1, `2, `3)}s∈S are then stored (for future
use) and their f1 scores {F1a (G ∗a ,s, `1, `2, `3)}s∈S are computed and stored. By av-
eraging {F1a (G ∗a ,s, `1, `2, `3)}s∈S over all possible separations in S and denoting
this average as F1a (G ∗a , `1, `2, `3) = ∑s∈S F1a (G ∗a ,s, `1, `2, `3)/S, the optimal con-
figurations L ∗a = (`∗1, `
∗
2, `
∗
3) is estimated as the combination of `1, `2, and `3 which
maximizes F1a (G ∗a , `1, `2, `3).
During the final step, i.e., the priority-based activity combination, shown in Fig-
ure 3.4, the optimal list of activities’ priorities q∗ is estimated. To this end, a set
of performance metrics M = {m1,m2, . . . ,mM} (where |M | = M) is considered.
Specifically, in this chapter we consider the following performance metrics: (i) f1
score, (ii) precision, (iii) recall, (iv) specificity, and (v) accuracy. First, given an ac-
tivity a and a separation s, every performance metric m ∈M is used to evaluate the
performance associated with the sequence of activity windows wREF (a,G ∗a ,s,L ∗a )
and the corresponding value zm(a,s) is stored. For given activity a and metric m,
the obtained values {zm(a,s)}s∈S are then properly averaged over all the possible
separations s ∈ S and the resulting zm(a) = ∑s∈S zm(a,s)/S is used to compose
(and store) a priority-based list of activities qm = (qm(a1),qm(a2), . . . ,qm(aA)) ,
(zm(a1),zm(a2), . . . ,zm(aA)). Specifically, the priorities’ lists {qm}m∈M defines the
priorities assigned to every activity according to the specific performance metric m.
At this point, for given s ∈S and m ∈M , the A sequences of activity windows
{wREF (a,G ∗a ,s,L ∗a )}a∈A are combined together, on the basis of the priorities’ list
qm, resulting in a single sequence of activity windows w(s,m) and the correspond-
ing weighted f1 score, denoted as F1w(s,m), is computed and stored. By averag-
ing {F1w(s,m)}s∈S over all possible separations in S and denoting this average as
5These values should be properly chosen in the order of at most a few seconds in order to filter out
just the windows of samples which correspond to little pauses or random movements.
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F1w(m) = ∑s∈S F1w(s,m)/S, the optimal q∗ = (q∗(a1),q∗(a2), . . . ,q∗(aA)) is then
estimated as the qm whose metric m maximizes F1w(m).
At the end of the training phase, for each activity a, the optimal G∗a is used to
further estimate the optimal thresholds {t∗1(a, f )} f∈C∗a and {t∗2(a, f )} f∈C∗a which will
be actually used in the online phase, with the only difference that the entire train-
ing dataset is now considered to derive them. Therefore, for each activity a, the fol-
lowing optimal parameters have to be stored for future use in the online phase: C∗a ;
{t∗1(a, f )} f∈C∗a and {t∗2(a, f )} f∈C∗a ;L ∗a = (`∗1, `∗2, `∗3). Finally, the optimal list of prior-
ities q∗ = (q∗(a1),q∗(a2), . . . ,q∗(aA)), over all possible activities, is also stored.
3.3 Results and Discussion
The performance of the proposed algorithm has been evaluated for the classification
of activities related to states of locomotion of the user. In particular, A = 4 activities
are considered: stand, walk, sit, and lie (i.e., A = {stand,walk,sit, lie}). In Subsec-
tion 3.3.1, we outline the considered configurations of nodes and features, for the
proposed algorithm and the following existing classification algorithms (as antici-
pated in Section 3.1): the k-NN (with k = 1 and k = 3), the NCC, the LDA, and the
QDA—more details about their practical implementation are given in [8, 36, 55]. All
the algorithms (for all possible configurations) are tested on the same dataset, which,
for the purpose of repeatability, takes into account four different subjects [54]. In
all cases,R = {90,91,92, . . . ,100},L1 = {0,1,2, . . . ,60},L2 = {0,5,10, . . . ,200},
L3 = {0,5,10, . . . ,200},M = {f1 score,precision, recall,specificity,accuracy}, and
S = 3 different separations of the training dataset are considered. The obtained clas-
sification performance results are presented in Subsection 3.3.2. In Subsection 3.3.3,
the time complexity of all considered algorithms is summarized. Subsection 3.3.4
investigates the robustness of the proposed algorithm against rotational noise.
3.3.1 Configurations of Nodes and Features
Overall, we consider 38 different configurations of nodes (and feature types): config-
urations 1-31 (with at most 7 nodes) apply to the proposed algorithms and the four
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considered existing classification algorithms (k-NN, NCC, LDA, and QDA) and rely
on the use of accelerometric data; configurations 32-38 (with more than 7 nodes) ap-
ply only to the four considered existing classification algorithms and rely on the use
of other (besides accelerometers) inertial sensors (e.g, magnetometers). Each con-
figuration involves a specific nodes’ configuration, explicitly shown in the x axis of
Figure 3.7 (which will be described in the next subsection) with reference to the node
numbers in Figure 3.1. The choice of the nodes’ feature types for each classification
algorithm can be summarized as follows.
• Configurations 1-31; proposed algorithm. Only p-features and dev-features
are considered. Specifically: for nodes 7, 1, 2, and 6 (namely, the nodes of the
main vertical segment of the human body) both types of features are extracted;
for nodes 13, 19, and 21 (feet nodes and a second node for the back) only the
d-feature is extracted. In particular, at most F = 11 features are considered (for
instance, the set of features of Configuration 1 isF = {1p,2p,6p,7p,1d,2d,6d,
7d,13d,19d,21d}).
• Configurations 1-31; k-NN, NCC, LDA, and QDA algorithms. For all the
nodes, the mean of every acceleration component within a sliding window is
considered, leading to 3 features extracted at each node. Therefore, at most
F = 21 features are considered.
• Configurations 32-38; k-NN, NCC, LDA, and QDA algorithms. For all the
nodes, the mean of every acceleration component within a sliding window is
still considered (as in the previous case). In addition, for configurations from 34
to 38, the mean within a sliding window is also computed for the 3 components
of the gyroscope and magnetometer signals, or some combinations of them, as
summarized in the following.
– for configuration 34: every node supplied with gyroscope and magne-
tometer (i.e., nodes from 13 to 21) produces 6 additional features (3 from
gyroscope and 3 from magnetometer);
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Figure 3.7: Average (over 4 subjects) classification performance (i.e., weighted f1
score) as a function of the considered configurations of nodes. The performance of
the proposed algorithm is compared with that of some existing algorithms, averaging
the performance of the four considered subjects. For every configuration, the consid-
ered subsets of BSN nodes (numbered as in Figure 3.1) are highlighted. The features
per configuration and per algorithm are properly selected as summarized in Subsec-
tion 3.3.1.
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– for configuration 35: 6 additional features (3 from gyroscope and 3 from
magnetometer) are extracted at node 13;
– for configuration 36: 3 additional gyroscopic features are extracted at
node 13;
– for configurations 37 and 38: 3 additional magnetometric features are
extracted at node 13.
3.3.2 Classification Performance
The performance of the proposed algorithm has been evaluated for 31 different con-
figurations of nodes in order to evaluate the optimal subset of BSN nodes (and, thus,
of features) useful for the activity classification. In particular, in Figure 3.7, the per-
formance of our algorithm (in terms of F1w) is shown as a function of the config-
urations of nodes, averaging over the considered four subjects. A comparison with
the performance obtained with the other considered algorithms, run with the same
configurations of nodes, is also shown. Note that the performance of these algorithms
is also evaluated for more complex configurations of nodes (for a total of 38 con-
figurations), which consider the use of a larger number of nodes and features. It is
easy to observe that, in most of the considered configurations of nodes, our algo-
rithm outperforms the other ones. It can also be seen that some of the benchmarking
algorithms (in particular, k-NN and QDA) have similar performance, but only when
considering, in their cases, more complex configurations with large numbers of nodes
and features. Note also that the central “hole” in Figure 3.1 is associated with those
configurations of nodes (namely, 15, 16, 17, 18, and 21 in Figure 3.7) which do not
use node 1 in Figure 3.1 (the thigh node), i.e., a key node in discriminating between
sit and stand activities. A similar observation can be made for configuration 31 (as
denoted in Figure 3.7), which hardly discriminates between stand and walk due to
the absence of both feet nodes (i.e., nodes 19 and 21 in Figure 3.1).
In order to better investigate the impact of the number of nodes on the perfor-
mance of the considered algorithms, in Figure 3.8 (a) the performance of the consid-
ered algorithms is properly averaged over all configurations with the same number of
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Figure 3.8: Average (over 4 subjects) classification performance (i.e., weighted f1
score) as a function of the considered (a) number of nodes and (b) number of features.
For each considered algorithm, the configurations which use the same number of
(a) nodes or (b) features have been averaged together.
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nodes. It can be observed that, for a given number of nodes in the BSN, our algorithm,
making use of configurations with at most 7 nodes, outperforms the others. Moreover,
with only 7 nodes, our algorithm outperforms all existing algorithms, including the
k-NN and QDA, run with a much larger number of nodes (e.g., 21).
Another aspect to take into account is the number of features used in the algo-
rithms. Unlike the existing algorithms, where each node generates at least three fea-
tures,6 our algorithm is such that a maximum of two features (i.e., the p-feature and
the dev-feature) can be extracted at each node. In Figure 3.8 (b), it is then shown how
the algorithms’ performance changes with respect to the considered overall number
of features (over all nodes). It can be concluded that our algorithm provides the same,
or even better, performance, with respect to the other algorithms, using a significantly
smaller number of features. The number of used features has a significant impact on
the time complexity of a classification algorithm, as it will be explained in Subsec-
tion 3.3.3, allowing a better real-time applicability of our algorithm with respect to
the others. As previously observed, the k-NN and QDA are the only algorithms which
can achieve, for a very large number of features (over 110), a performance similar to
that of our algorithm (with only 11 features).
For the sake of completeness, we want to highlight that, if the previously cited
configurations 15, 16, 17, 18, 21 in Figure 3.7 (which do not use node 1 in Figure 3.1)
are not taken into account for the evaluation of the curves in Figure 3.8, the perfor-
mance of our algorithm improves significantly more (in relative terms) than those of
the other algorithms.
Finally, on the basis of the previous results, configuration 22 (as denoted in Fig-
ure 3.7) can be identified as the best configuration of nodes for our algorithm. In
particular, it needs 5 nodes (namely, nodes {1, 2, 13, 19, 21} in Figure 3.1) and gen-
erates F = 7 features (5 dev-features, one per node, and 2 p-features, associated with
node 1 and 2 in Figure 3.1). Using this configuration, our algorithm obtains a value
6The typical features computed at each node are the mean of every acceleration component within a
sliding window. In addition, other six features are considered for nodes provided with gyroscopes and
magnetometers. A standard deviation-related feature has been also used giving however poor perfor-
mance.
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Table 3.1: Time complexity of the online phase for the considered algorithms.
Algorithm Time Complexity
proposed,
O(F ·A)
NCC, LDA, and QDA
k-NN O(F ·D)
of F1w around 85%. The second best algorithm, i.e., the k-NN (with k = 3), reaches
a value of F1w around 77% using 15 features (more than twice the number in our
algorithm) and more sensors (indeed, gyroscopes and magnetometers are available in
nodes {13, 19, 21} in Figure 3.1). Furthermore, the best among the other algorithms
(again, the k-NN with k = 3) obtains its highest F1w score (namely, F1w = 84%)
using a significantly more complex configuration (namely, configuration 34 in Fig-
ure 3.7), which comprises a total of 21 nodes and F = 113 features.
3.3.3 Time Complexity
The time complexity of the proposed algorithm has been evaluated and compared
with those of the classification algorithms previously considered for performance
comparison.7 In particular, it is possible to prove that the time complexity of the on-
line phase of our algorithm is a linear function of the number of features F and the
number of activities A. In Table 3.1, the time complexity of our algorithm is reported
along with those of the other considered algorithms [36, 55]. It can be observed that
the time complexity of all algorithms is a linear function of the number of features
F . In addition, our algorithm, the NCC, LDA, and QDA algorithms have a complex-
ity linearly dependent on the number of activities A, but independent of the training
dataset size D. On the contrary, the time complexity of the k-NN algorithm depends
linearly on D and is independent of A. Observing also that, typically, A<< D, it can
be concluded that the complexity of the online phase of our algorithm is similar to
7Recall that, we here consider the time complexity of the online phase due to its impact on real-time
applicability of the algorithm and due to the fact that the training phase should be performed just once
(offline), provided that the BSN configuration does not change over time.
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that of the NCC, LDA, and QDA algorithms and scales better than that of the k-NN
algorithm. Moreover, having shown that our algorithm performance, when consider-
ing few features, is far better than that of the NCC, LDA, and QDA algorithms (and
also slightly better than that of the k-NN algorithm), it can be concluded that our al-
gorithm guarantees the best compromise between performance and time complexity.
3.3.4 Robustness to Noise of the Proposed Algorithm
A typical problem of a real BSN scenario consists of unwanted rotations in the dis-
placement of the BSN nodes, that can differ between the training and the online
phases. It is then of interest to investigate the robustness of an algorithm to rota-
tional noise. To this end, artificial rotational noise (dimension: [deg]) has been added
to the accelerometric data, simulating possible rotations of a device around its three
reference axes.
Two considerations can be preliminary made: the dev-feature is actually insen-
sitive to rotational noise, due to its definition; the p-feature is invariant to rotational
noise around the axis about which the feature is measured (i.e., the one parallel to
the related body segment, which we assume to be the y axis for every device). For
such reasons, the rotational noise is then being only added to p-features and the de-
vice rotations have been simulated only around its other two axes, namely (due to the
previous assumption) the x and z axes. More specifically, from now on, we assume
that the x axis is directed from the front to the back of the user, whereas the z axis
is directed from his/her right side to his/her left side. For ease of simplicity, we only
simulate rotations around one axis at a time.
In Figure 3.9 (a), the average performance of our algorithm (averaged over the 4
considered subjects) is shown as function of the intensity of the simulated rotational
noise (in terms of degrees of rotation with respect to the initial orientation), for the
previously estimated (at the end of Subsection 3.3.2) optimal configuration of nodes
(i.e., configuration 22, as denoted in Figure 3.7). In Figure 3.9 (b), for the same con-
figuration 22 (as denoted in Figure 3.7) and averaging over the same 4 subjects, the
curves show which is the range of rotations that can be applied to the nodes in order
to keep a user-defined admissible minimum performance (in terms of weighted f1
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Figure 3.9: Average (over 4 subjects) classification performance (i.e., weighted f1
score) of the proposed algorithm in the presence of simulated rotational noise: (a) the
weighted f1 score as a function of the intensity of the simulated rotational noise;
(b) the admissible range of rotations as a function of the weighted f1 score. The pre-
viously estimated optimal configuration of nodes (i.e., configuration 22, as denoted
in Figure 3.7) is considered. Indicative thresholds (dashed lines), corresponding to an
admissible minimum performance of F1w = 70%, are also shown in two subfigures.
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score). The results in Figure 3.9 show that our algorithm, possibly due to the nature
of the activities that we want to classify, suffers less from rotations around the z axis
than those around the x axis. As an example, if one accepts as a minimum acceptable
performance a F1w equal to 70%, the system can tolerate rotations in the range of
[−10o,10o].
We also remark that, due to the realistic data collection (often operated in differ-
ent times with respect to the training acquisition), the testing data (used in the online
phase) implicitly presents real rotational noise. Therefore, the results previously pre-
sented implicitly assume that the proposed algorithm has to combat some rotational
noise.
3.4 Conclusions
In this chapter, a simple, yet effective, activity classification algorithm has been pre-
sented. Its performance has been evaluated and compared with that of existing algo-
rithms. The data used to test the algorithms are publicly available and, thus, represent
a valid and unbiased benchmark for the evaluation of the performance of different
algorithms. The proposed algorithm is based on simple comparisons of properly se-
lected features with thresholds that are automatically optimized during a preliminary
training phase performed once (offline). In order to simplify the operations of the
online phase of the algorithm, the training phase also allows to automatically select
the optimal subset of nodes and features to be used.
The time complexity of the proposed algorithm has also been evaluated. Our re-
sults show that its complexity is on the order of that of existing algorithms, but its
performance is better. On the other hand, some of the existing algorithms show a
performance similar to that of ours at the cost of higher complexity. In particular,
our algorithm significantly outperforms the others when using a small numbers of
nodes and features. Taking also into account the robustness of the proposed algo-
rithm against rotational noise, it can be concluded that it can be used effectively for
real-time activity classification, especially when very strict constraints on the number
of BSN nodes are introduced (e.g., activity classification applications for elderly or
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motion-impaired people).
Chapter 4
Evaluation of Functional Motor
Tasks
“Then you shall judge yourself,” the king answered. ”that is the most difficult thing of all.
It is much more difficult to judge oneself than to judge others.
If you succeed in judging yourself rightly, then you are indeed a man of true wisdom.”
– Antoine de Saint-Exupéry (The Little Prince)
Chapters 2 and 3 presented two examples of how inertial sensors can be effec-
tively exploited in multi-purpose human motion analysis. Provided that we have al-
ready shown that inertial sensors can be used to recognize the pose (Chapter 2) and
the activities (Chapter 3) of a user, in this chapter we will instead move at a lower
level of analysis and we will focus on raw inertial signal processing in order to eval-
uate the motor performance of a user while performing an exercise. Note that this is
especially useful in clinical scenarios where it is likely to find patients who need to
be continuously monitored while performing functional exercises (e.g., for rehabili-
tation purposes and/or therapy redefinition). In particular, this chapter focuses on the
characterization, from a kinematic viewpoint, of the LA task, which is used to ob-
serve motion impairments in PD patients, relying on the use of a few inertial devices
placed on the patient body.
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4.1 Introduction
4.1.1 Motivation
PD is the second most common neurodegenerative disorder after Alzheimer’s disease.
According to the Global Declaration for Parkinson’s Disease, 6.3 million people suf-
fer from PD worldwide [57]. The prevalence of PD is about 0.3% of the whole popu-
lation in industrialized countries, rising up to 1% over the age of 65 and to 4% over 80.
The clinical picture of PD is characterized by a progressive deterioration of the motor
performance, with the occurrence of slowness (bradykinesia) and poverty of volun-
tary movements, expressionless face, “resting” tremor, stooped posture, festinating
gait, and axial instability. Asymmetry of motor symptoms is also a typical character-
istic of PD. Although the symptoms can be improved by dopaminergic drugs, such
as L-dopa, over time their effectiveness worsens and motor fluctuations may occur
as well as dyskynesias and involuntary movements. Furthermore, variations in the
severity of these symptoms are observed during dosing intervals.
The clinical picture assessed during an outpatient check-up in the medical office
poorly represents the real (actual) clinical status especially in fluctuating patients.
Indeed, repeated daily assessments of motor symptoms would be required and this
is usually done by asking the patient to annotate the number of hours of OFF (i.e.
when drugs are not effective) and ON (i.e. when they are effective) conditions, al-
though this is not fully reliable due to perceptual bias. For this reason, in recent years
a large number of studies on automatic systems to evaluate motor fluctuations of PD
patients has been developed [58]. The most common approach is leveraging sensing
technology to automatically evaluate the performance of specific motor tasks, such
as “sit-to-stand” [59, 60], gait analysis [61, 62], and tremor [63]. The basic idea is to
develop a system able to get an evaluation of the motor status of a patient as close as
possible to the evaluation of neurologists when they apply semi-quantitative evalua-
tion scales, such as the Unified Parkinson’s Disease Rating Scale (UPDRS) [64, 65].
4.1. Introduction 87
4.1.2 The Leg Agility Task
In particular, to the best of our knowledge, little attention [66, 67, 68] has been de-
voted, in the literature, to the evaluation of the LA task (which is an UPDRS item).
Task Description
The LA task aims at evaluating the severity of motion impairments of a PD patient,
with specific focus on the lower limbs. In this exercise, the patient is asked to sit on a
chair provided with rigid backrest and armrests. The patient must place both his/her
feet on the floor in a comfortable position. The exercise consists in alternately raising
up and stomping the feet on the ground, as high and as fast as possible. Ten repetitions
per leg must be performed while sitting on the chair in order to test each leg sepa-
rately. The examiner should first train the patient, showing him/her the correct execu-
tion of the exercise, stopping as soon as the patient starts. The significant parameters
that have to be measured, independently for each leg, are the speed, the regularity,
and the amplitude of the movement. Moreover, differences can be observed between
the movements performed with the different legs. For this reason, in the following we
will distinguish between Right LA (RLA) and Left LA (LLA) tasks.
UPDRS Evaluation
According to the guidelines of the Movement Disorder Society (MDS), the LA task
must be evaluated observing the following parameters: amplitude, slowing, hesita-
tions, interruptions, and freezing. In particular, in Table 4.1, an attempt at mapping
these parameters with an UDPRS evaluation is presented. While the first feature (i.e.,
amplitude) directly corresponds to a physical measure, the quantitative evaluation of
the other ones typically relies on the experience of neurologists. Therefore, inter-
neurologist score variations cannot be a priori excluded.
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Table 4.1: UPDRS mapping.
UPDRS Amplitude Slowing Hesitations Interruptions Freezing
0 nearly constant no 0 0 0
1 decrements near the end slight ≥ 1 1,2 0
2 decrements midway mild - 3,4,5 0
3 decrements after first tap moderate - ≥ 6 ≥ 1
4 always minimal or null severe - always -
4.1.3 Chapter Contribution
In this chapter, we focus on the characterization of the LA task in PD patients, de-
vising an approach for quantitative evaluation of relevant kinematic characteristics.
In particular, we first show that the LA task can be effectively characterized by ana-
lyzing the inclination and angular velocity of the thighs. After verifying, with direct
comparison with an optoelectronic system, the accuracy of measurement of a wireless
inertial system (with simply one inertial unit per thigh), we characterize the kinematic
variables associated with the thighs’ motion. We finally present preliminary experi-
mental results, obtained with the proposed approach to the characterization of the
LA task, both for a healthy subject and a PD patient, highlighting similarities and
differences.
Chapter Outline
More specifically, the remainder of this chapter is structured as follows. Section 4.2
describes the considered experimental set-up, including the considered hardware, the
subjects, and the experimental testbed. In Section 4.3, the proposed signal processing
approach to the analysis of the LA task is described. Furthermore, the obtained ex-
perimental results are presented and commented. Finally, in Section 4.4 concluding
remarks are given.
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4.2 Experimental Set-up
The experiments were carried out at the San Giuseppe Hospital, Istituto Auxologico
Italiano, in Piancavallo (Verbania, Italy), at a fully equipped last generation motion
analysis laboratory. In particular, the kinematic analysis was carried out, in a com-
parative way, considering (i) an optoelectronic system and (ii) a wireless BSN-based
system, based on a few nodes (equipped with inertial and magnetic sensors) placed
over the body. In the following, the used optoelectronic and inertial systems will be
described in details. Furthermore, the examined subjects and the considered experi-
mental testbed will be also presented.
4.2.1 Hardware Description
The optoelectronic system (Vicon, Oxford, UK [1]) performs a real-time process-
ing of images from 6 fixed infrared cameras (sampling at 100 Hz) to extract the re-
flectance of passive markers (with a diameter of 15 mm) which are positioned on spe-
cific anatomical landmarks of the subject. Prior to testing, the system was calibrated
to assure accuracy and to allow the computation of each marker’s three-dimensional
coordinates. The mean error on the computation of the difference between measured
and actual distances of two markers fixed on the extremities of a rigid bar was within
0.21 mm (with standard deviation equal to 0.1 mm). The calibrated volume for this
application was 3.5 m in length (x axis of the laboratory reference system), 2 m in
height (y axis of the laboratory reference system), and 2 m in width (z axis of the
laboratory reference system).
The BSN is formed by Shimmer (Sensing Health with Intelligence, Modular-
ity, Mobility, and Experimental Reusability) nodes [69]. A Shimmer node is a small
and low-power wireless sensing platform that can capture and communicate a wide
range of sensed data in real time. The main module is a compact wearable device
(size: 53mm x 32mm x 25mm, weight: 22g) provided with: a TI MSP430 micro-
controller; a Bluetooth radio (Roving Networks RN-42) and an IEEE 802.15.4 radio
(TI CC2420); an integrated 2 GB microSD card slot; a 450mAh rechargeable Li-ion
battery; and a triaxial accelerometer (Freescale MMA7361). Moreover, the device is
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Table 4.2: Considered subjects.
Subject Sex Age Weight Height UPDRS score for LA Exercises
A (healthy) female 40 56 Kg 171 cm 0 1xRLA, 1xLLA
B (PD) male 42 85 Kg 180 cm 1 (bilaterally) 1xRLA, 1xLLA
designed so that different external sensing modules can be easily connected. In par-
ticular, the used external module is the 9DoF Kinematic Sensor expansion module,
which is supplied with a triaxial gyroscope (InvenSense 500 series) and a triaxial
magnetometer (Honeywell HMC5843).
4.2.2 Subjects
In this study, we evaluated the LA tasks performed by two individuals: one healthy
subject (subject A) and a PD patient (subject B). Subject B has a disease duration of
4 years and does not present motor fluctuations. His Hoehn & Yahr score was 2 and
the UPDRS score for LA was 1 bilaterally. The score of 1 was assigned in presence
of 1 hesitation of the movement and a slight slowing during the limb motion. In
Table 4.2, we summarize the information about the considered subjects, indicating
also the performed exercises.
4.2.3 Experimental Testbed
As anticipated in Subsection 4.2.1, spatial and temporal parameters, along with the
kinematics of the user lower limbs, have been monitored and evaluated using an iner-
tial system and an optoelectronic system. Specifically the optoelectronic system has
been used to estimate the three-dimensional positions of passive markers positioned
on specific anatomical landmarks of the subject. Passive marker data were collected
for all body segments (pelvis, thigh, shank, and foot, bilaterally). The Davis marker-
set was chosen as the protocol of choice to acquire the motion of lower limbs and
trunk based on [70, 71].
Concerning the inertial system, a Shimmer node (with sampling rate equal to
102.4 Hz) has been attached to each thigh of the monitored user with Velcro straps.
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Figure 4.1: Three orthogonally positioned reflective markers fixed on a Shimmer
node.
The Shimmer devices have been placed trying to align the plane defined by the x and
y axes of the device with the frontal plane of the user and trying to align one of the
two axes with the direction of the femur.
In addition to the markers specified in the Davis protocol, two groups of three
markers were mounted on two frames fixed on two Shimmer devices (for a total of
6 additional markers). The three reflective markers are fixed on every Shimmer de-
vice through a frame of orthogonal rods of equal lengths (aligned as possible with
the reference system of the Shimmer device), as shown in Figure 4.1. The estimation
of the three-dimensional positions of the markers of a frame (with the optoelectronic
system) allows to estimate the reference orientation of the device, which is used as
ground truth of the actual Shimmer orientation. We remark that, because of imper-
fections in the frame design (i.e., the rods could not be perfectly orthogonal or have
the same lengths), a “best-fit” orientation is estimated [72]. Furthermore, due to a
possible misalignment between the Shimmer reference system and the frame, a cali-
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bration step is performed once (at the beginning of each exercise) in order to estimate
the fixed rotation between the two reference systems. This rotation is then applied to
align the following measurements.
Finally, the inertial and optoelectronic systems (which are already independently
synchronized) are synchronized together by computing the angular velocity of every
optical frame and comparing it with that measured by the related Shimmer. The esti-
mated time shift value is determined as the one which maximizes the correlation of
the two signals.
For ease of clarity, in Figure 4.2 the experimental testbed used for the PD patient
is shown.
4.3 Leg Agility Characterization
4.3.1 Derivation of Significant Variables
As anticipated earlier, according to the guidelines of the MDS, the LA item of the
UPDRS should be evaluated by observing specific significant variables. As an ex-
ample, the amplitude of the heel elevation and the speed of each repetition should be
monitored, specifically focusing on their variations along the duration of the exercise.
Furthermore, hesitations, interruptions, and freezing of the movements should be also
evaluated. As shown in Table 4.1, general rules can be easily constructed in order to
define an unambiguous mapping between observed variables and UPDRS scores.
These variables can be quite easily extracted from optical data just observing the
estimated three-dimensional positions of each marker placed on the subjects’ heels
(one per heel) and, in particular, its “vertical” component, denoted as zH (dimen-
sion: [m]), which then indicates its elevation. To this end, a segmentation of the LA
data, manually performed upon frame-by-frame observation of the videos recorded
for each session, is necessary. This segmentation allows to define three time labels,
denoted as tS(r), tE(r), and tP(r), associated, respectively, with the start, the end,
and the epoch of maximal heel elevation (i.e., the elevation peak) of each repetition
r (r ∈ {1,2, . . . ,10}) of LA task. Starting from these labels, the amplitudes of as-
cent and descent and their average (dimension: [m]), denoted, respectively, as AA(r),
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Figure 4.2: Overview of the experimental testbed applied to a monitored subject: both
passive markers and Shimmer wireless nodes are considered.
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AD(r), and A(r), computed for the r-th repetition, can be straightforwardly defined as
follows:
AA(r) , zH (tP(r))− zH (tS(r)) (4.1)
AD(r) , zH (tP(r))− zH (tE(r)) (4.2)
A(r) , AA(r)+AD(r)
2
. (4.3)
The speed of execution S(r) (dimension: [m/s]) of the r-th repetition can then be
computed as
S(r), AA(r)+AD(r)
D(r)
=
AA(r)+AD(r)
tE(r)− tS(r) (4.4)
where D(r) is the r-th repetition’s duration (dimension: [s]). Hesitations, interrup-
tions, and freezing of the movement are more difficult to define but they can be gen-
erally associated with sudden variations, fluctuations, or pauses in the zH and in the
linear “vertical” velocity vH , dzH/dt (dimension: [m/s]).
First, we show that, in order to analyze the LA task, it is sufficient to consider
the Shimmer nodes positioned over the thighs. In order to do this, we verify that
the analysis of thighs’ kinematics (measured through the inertial system) is actually
equivalent to that of the heels’ kinematics (measured through the optoelectronic sys-
tem).
To this end, the three-dimensional orientation of a Shimmer device is estimated
through an orientation filter based on a gradient descent algorithm which properly
weighs the measurements of the three sensors of the Shimmer (i.e., accelerometer,
gyroscope, and magnetometer) [73]. The inclination θ (dimension: [degrees]) of the
thigh is then computed as the angle between the Shimmer axis (parallel to the femur
direction) and the world vertical axis, reduced by 90 degrees—this is expedient to
measure 0 degrees when the subject is sitting. Moreover, the angular velocity of the
thighs, directly measured through the Shimmer’s gyroscope, is considered. In partic-
ular, we define as ω (dimension: [degrees/s]) the component of the angular velocity
measured around the Shimmer axis perpendicular to the femur direction and lying in
the frontal plane of the user.
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At this point, zH has been compared to θ and vH has been compared to ω . For
both the subjects, the correlation between zH and θ is between 0.98 and 0.99 and the
correlation between vH and ω is between 0.93 and 0.98, showing then a strong cor-
relation between heels’ optical data and thighs’ inertial data—no graph is shown for
lack of space. Therefore, in the following analysis, we will just consider the signals
extracted from the Shimmer of the thighs, i.e., θ and ω .
Therefore, relevant kinematic variables of the LA task can be redefined, from an
inertial perspective, with reference to the Shimmer nodes on the thighs. More for-
mally, the angular amplitudes of ascent and descent and their average (dimension:
[deg]), denoted as, ΘA(r) ΘD(r), and Θ(r), computed for the r-th repetition are de-
fined as
ΘA(r) , θ (tP(r))−θ (tS(r)) (4.5)
ΘD(r) , θ (tP(r))−θ (tE(r)) (4.6)
Θ(r) , ΘA(r)+ΘD(r)
2
(4.7)
and the angular speed of execution Ω(r) (dimension: [deg/s]) of the r-th repetition
can be evaluated as
Ω(r), ΘA(r)+ΘD(r)
D(r)
=
ΘA(r)+ΘD(r)
tE(r)− tS(r) . (4.8)
It is then of interest to monitor and quantitatively analyze how the variables
above (namely, Θ and Ω) behave in healthy subjects and PD patients. Indeed, full
understanding of the meaning of these variables could allow to develop an automatic
system able to easily translate their measures into UPDRS scores, still providing a
precious quantitative analysis to the neurologists.
4.3.2 Comparison between a Healthy Subject and a PD Patient
In order to highlight the accuracy in the estimation of the thigh inclination θ provided
by the orientation filter acting on Shimmer data, in Figure 4.3 a direct comparison of
the inclination estimated through the optoelectronic system (by means of the orthog-
onal frame of markers shown in Figure 4.1) and that estimated through the inertial
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Figure 4.3: Direct comparison between the inclinations estimated through optoelec-
tronic (Vicon) and inertial (Shimmer) systems.
sensor is shown. It is easy to see that, even if the subject movement presents a high
dynamicity, the error between the inclination measured with the two systems is al-
most negligible. Therefore, the analysis conducted in the following will be based on
inertial data.
First, we analyze the amplitude and the speed of each repetition, indicated in
the MDS’s UPDRS document as the main variables to observe in the LA task. In
Figure 4.4 (a) the angular amplitude Θ of each repetition (from 1 to 10) is shown,
comparing RLA and LLA performed by both Subject A and Subject B. Moreover,
we also show the angular amplitude averaged over the ten repetitions. For both sub-
jects, Θ does not decrease over time, even if its absolute value is higher in Subject B.
On the contrary, the angular amplitude of Subject A seems to increase repetition by
repetition. However, focusing on the difference in angular amplitude between RLA
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Figure 4.4: Comparison, over ten repetitions, between Subject A (healthy) and Sub-
ject B (PD), in terms of: (a) angular amplitude Θ for RLA and LLA and (b) relative
angular amplitude difference (percentage) between the two legs.
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and LLA, expressed in percentage in Figure 4.4 (b), it can be noticed that Subject A
does not present a biased difference between RLA and LLA, whereas Subject B’s
RLA angular amplitude is always lower than that of LLA. On average, it can be ob-
served that the relative difference between RLA and LLA is around 4% for Subject A
and around 6% for Subject B.
Concerning the speed of the LA task, in Figure 4.5 (a) the RLA and LLA angular
speeds are evaluated and compared for both Subject A and Subject B. Unlike what
observed in Figure 4.4 for the amplitude, the LA angular speed of Subject B is av-
eragely half the LA angular speed of Subject A. Again, even if the angular speed of
Subject B is higher than that of Subject A, the LA angular speed for both subjects
does not decrease over time. However, as for amplitude, the difference (expressed in
percentage) between the RLA and LLA angular speeds, shown in Figure 4.5 (b), re-
veals that Subject B’s RLA angular speed is 19% lower than his LLA angular speed.
On the contrary, this is generally not true for Subject A, for which the relative differ-
ence is, on average, around 4%.
According to the previous analysis, it is worth to highlight that the differences
observed between the RLA and the LLA of a specific subject, even if not specifically
referenced in the MDS’s document as a significant variable, can instead represent a
clear evidence of a non-zero UPDRS score. Therefore, a possible extension of the
UPDRS can be already envisioned just by introducing this new variable in the LA
analysis. Moreover, an automatic approach could possibly overcome the limitations
and subjectivity of a neurologist evaluation or, at least, represent a precious support
instrument.
A third variable which has been analyzed is the regularity of the execution rhythm
of the LA task. In particular, possible hesitations in the execution of LA have been
monitored evaluating the time distance between the end of a repetition (tE(r)) and
the start of the following repetition (tS(r+1)), i.e„ the “pause” between consecutive
leg movements, shown in Figure 4.6 (a) for RLA and LLA of both Subjects A and
B—note that the pause time for Subject A’s RLA is always zero, i.e., she is doing
continuous movements. Another variable related to regularity is the distance between
consecutive peak times (tP), shown in Figure 4.6 (b) for RLA and LLA of both sub-
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Figure 4.5: Comparison, over ten repetitions, between Subject A (healthy) and Sub-
ject B (PD), in terms of: (a) angular speed Ω for RLA and LLA and (b) relative
angular speed difference (percentage) between the two legs.
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Figure 4.6: Comparison, over ten repetitions, of RLA and LLA of Subject A (healthy)
and Subject B (PD), in terms of: (a) pauses (between consecutive leg movements) and
(b) distance between the epochs of consecutive peaks of angular movements.
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jects. Concerning the peak-to-peak time distance, it is easy to see that the rhythm of
Subject A is definitely more regular than that of Subject B, which, as already observed
for the amplitude and speed, shows a significant difference between RLA and LLA.
The difference is even clearer by observing that, unlike what happens with Subject A,
Subject B’s repetitions are separated by pauses between 0.1 s and 0.25 s.
Finally, in order to better investigate and characterize the LA repetitions, a qual-
itative analysis has been done comparing the angular velocities ω along an entire
repetition. In particular, in Figure 4.7, the segmented portions of ω corresponding to
each LA repetition have been normalized in time and value (so that time goes from
1 to 100 and −1 ≤ ω ≤ +1) and overlapped for (a) Subject A and (b) Subject B,
respectively. Even if both subjects show some macro-hesitations (specifically when
raising up the heels), it is easy to see that Subject B’s angular velocity presents several
micro-hesitations, not easily observable in recorded videos. This can be then another
useful instrument in order to better investigate the LA task and predict the presence
of PD.
4.4 Conclusions and Future Work
In this chapter, we have characterized, from a kinematic perspective, the LA task,
used to evaluate the severity of the PD. In particular, by using wireless inertial de-
vices (Shimmer), we have analyzed, from a kinematic perspective, the motion of the
thighs (using one inertial device per thigh). By considering the angular amplitude
and speed of the inertial device on the thighs, a direct comparison between a healthy
subject and a PD patient has lead to interesting insights. In fact, our results show that,
with respect to a healthy patient, a PD patient is likely to present: (i) a higher asym-
metry of movement between right and left legs and (ii) micro-hesitations along the
movement. Future developments include the evaluation of a larger number of PD pa-
tients to verify if the emerged kinematic characteristics are confirmed. Furthermore,
the proposed approach will be extended to other motor tasks considered by the MDS.
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Figure 4.7: Juxtaposed normalized (between ±1) angular velocities ω of ten repeti-
tions, normalized over time (between 1 and 100) for (a) Subject A and (b) Subject
B.
Chapter 5
Motion Reconstruction
..and we can build through this destruction
as we are standing on our feet..
– Gavin DeGraw (Follow Through)
In previous chapters, motion analysis has been restricted to specific parts of the
user body. This is, however, somehow limiting in applications where the full body
motion of a user needs to be investigated. Although very accurate and precise mo-
tion capture systems have been already developed and are commercially available,
these solutions rely on the use of a large number of sensor devices, leading to an
increased cost and complexity. Thus, it would be of interest to investigate more com-
pact solutions, based on small subsets of these devices, which still allow to estimate
as precisely as possible the full body pose of the user. To this end, in this chapter,
a motion reconstruction approach is described and experimentally investigated. The
proposed system is composed of only five sensor devices, placed on the wrists, the
ankles, and the pelvis of the user, and is able to estimate his/her full body pose by
relying on the use of a training dataset of previously recorded human poses.
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5.1 Introduction
The artificial synthesis of human motion has become in the last two decades an
important research area, especially due to the high interest in areas such as com-
puter graphics, computer animation, and virtual reality. To this end, many efforts
have been spent in developing motion capture systems based on different sensing
technologies (e.g., optical [1], inertial [3, 4], mechanical [5], magnetic [6], etc.). To
this end, many efforts have been spent in developing motion capture systems based
on different sensing technologies (e.g., optical, inertial, mechanical, magnetic, etc.).
Though these systems have been demonstrated as very accurate and are currently
used in many applications where nearly exact estimation of motion parameters is
required, they are all still considered expensive and complex (in terms of body ac-
cessories and/or subject preparation). Nevertheless, the increasing availability of mo-
tion capture data obtained through these accurate systems has provided a solid basis
upon which new motion synthesis techniques can be developed. Specifically, even if
first attempts of motion synthesis were based on properly constructed biomechani-
cal and physical models, more recent works rely on the development of data-driven
approaches. More generally, according to the survey in [74], these techniques can
be distinguished in procedural (based on empirical and biomechanical models, they
offer high-level control but are not perceived as realistic [75, 76, 77, 78]), physics-
based (based on dynamics and physical properties, they offer less control but appear
more realistic [79, 80, 81, 82]), and example-based (where existing motion data are
exploited in order to generate realistic motion sequences [83, 84]).
Concerning data-driven motion synthesis, several works have focused on the ex-
traction of models of motion trying to reduce the complexity of the original motion
and to determine its mapping to lower dimensional subspaces, using techniques such
as, for instance, Principal Component Analysis (PCA) [85], Fourier analysis [86],
probabilistic PCA [87], motion texture [88], Gaussian process latent variable mod-
els [89], multi-dimensional scaling [90], binary latent variables [91, 92], and Gaus-
sian process dynamical models [93, 94].
More generally, realistic data-driven motion synthesis typically relies on tech-
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niques based on motion blending and space/time warping [95, 96, 84, 97, 98, 99,
100, 101, 102, 83] and deals with concepts such as style [103, 104, 89, 105] and
retargeting [96, 106, 107, 108, 102, 89].
Concerning the interactive control of synthesized motion, besides the concept of
“driving” the synthesized motion through synthetic variables such as center of mass
trajectories or footsteps paths [109, 110, 111, 112, 113, 114, 115, 116, 117], the
(real-time) control of virtual characters using actual movements of a user, known as
computer puppetry [118, 108], has also been widely studied and investigated. In this
context, a low-dimensional sensor input is often used (e.g., extracted from optical
data [119, 120], inertial data [121, 122, 123, 124] , and acoustic/inertial data [125,
126]), together with the use of online local dynamic motion models [125, 126], mo-
tion graphs [124], and search techniques such as Nearest Neighbors [119, 127, 123].
5.1.1 Chapter Contribution
In this work, a proof-of-concept investigation of accurate full body motion recon-
struction with unobtrusive, cheap, and low-power body-only worn sensor devices is
presented. Specifically, the proposed system is conceived to work with only 5 sensor
devices, placed on the wrists, the ankles, and the pelvis of a user. Even taking into
account that an accuracy loss (proportional to the amount of missing information)
is unavoidable, the aim of this work is to make the reconstructed motion to still be
perceived as realistic and natural. Note that one of the key novelties of this work con-
sists of the fact that the proposed motion reconstruction system does not rely on any
external infrastructure (i.e., it is self-contained), thus enabling user motion freedom.
Since the information provided by five sensor devices is incomplete, with re-
spect to that of full body motion capture systems, the motion of the body segments
which are not equipped with sensor devices has to be reconstructed on the basis
of previously collected motion data (i.e., a training dataset). High-dimensional full
body poses, contained in the training dataset, are then mapped to lower dimensional
characteristic features that can also be computed, at runtime, using the available sen-
sors. In particular, the following features, which imply the use of different sensor
technologies, have been considered: relative orientations (through sensor fusion of
106 Chapter 5. Motion Reconstruction
accelerometers, gyroscopes, and magnetometers); relative heights (through barome-
ters); and relative ranges (trough Ultra-WideBand (UWB) ranging). A novel motion
reconstruction framework is thus introduced and described, where a Nearest Neigh-
bors Search (NNS) in the feature domain is used to identify suitable full body poses
in the training dataset that can be elected as candidates for the reconstruction of
the actual user pose. Full body kinematics of an individual has been evaluated us-
ing a commercially available inertial/magnetic full body suit (namely, Xsens MVN
Awinda [4, 16]), composed of 17 inertial/magnetic sensor devices. The collected mo-
tion data have been then split into disjoint training and testing datasets in order to,
respectively, train and test the proposed system.
We remark that, even if this work just presents a proof-of-concept investiga-
tion, the proposed system has the potential, from a technological viewpoint, to be
amenable for practical implementation, since the involved sensor technologies have
indeed the potential for low-power, low-cost, and small size. To this end, note that
cost, size, power, and integration efforts of these sensors are already dramatically
decreased due to recent market developments (e.g., concerning accelerometers. gyro-
scopes, magnetometers, and barometers, the drive from the smartphone market [128]
and to some recently commercially released UWB chips (e.g. from Decawave [129]).
Chapter Outline
The rest of this chapter is structured as follows. Section 5.2 is dedicated to related
work. In Section 5.3, some preliminaries on notation, expedient to the following
derivation, are given. In Section 5.4, the general idea of NNS-based human motion re-
construction is introduced. In Section 5.5, the proposed motion reconstruction frame-
work is presented and thoroughly described. In Section 5.6, the experimental set-up
and the performance metrics of interest are presented. In Section 5.7, the proposed
system is experimentally investigated. Finally, in Section 5.8, conclusions and future
work are discussed.
5.2. Related Work 107
5.2 Related Work
Other studies, similar to ours, have already focused on the reconstruction of human
motion by exploiting a training dataset of previously collected motion data. In the
following, a brief description of these works (in chronological order of appearance)
is given.
• In [119], an approach to optical-based performance animation is introduced.
This approach relies on the use of video cameras and a small set (namely, from
6 to 9) of retro-reflective optical markers placed on the user body. The low-
dimensional control data, obtained from the optical markers position data, are
then used to construct a local model of the user motion by searching into a
prerecorded set of motion capture data. PCA is also used in order to properly
map human motion into a lower dimensional space. Even if the presented per-
formance is very promising, one drawback of this approach is that the use of
video cameras and reflecting markers (and, thus, of an external infrastructure)
limits the motion freedom of the user which is constrained to always stay in a
specific recording area. Finally, markers’ occlusions and light conditions may
also be critical problems to take care of.
• In [123], an approach conceptually similar to the previous one is presented,
relying on the use of 4 triaxial accelerometers attached to the user wrists and
ankles. A training dataset of prerecorded motion capture data is still expedient
and an efficient neighborhood graph is constructed and exploited to search for
similar acceleration patterns in this database. The performance is again very
promising and the fact that the system, composed of only 4 sensor devices,
does not rely on any external infrastructures is a strong plus of this approach.
However, acceleration data are often noisy (e.g., due to unwanted vibrations or
slight misplacements of the devices) and, if considered alone, are not neces-
sarily as reliable as position data and may thus lead to errors while searching
for similar patterns in the training dataset. Furthermore, as already mentioned
in Section 5.1, the use of only accelerometers, in order to keep the system cost
low, is not that justified anymore today.
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• In [125], a data-driven motion reconstruction approach based on the use of 6
sensor devices placed on the user ankles, hands, pelvis, and head is described.
Both orientation (through the use of inertial and magnetic sensors) and posi-
tion (through ultrasonic ranging with respect to an external infrastructure) data
are collected and used as a low-dimensional control signal. The control signal
is then jointly used with local dynamic models, constructed using a training
dataset of motion capture data, to predict the user pose in a maximum a pos-
teriori framework. As for [119], the weakness of this approach relies on its
dependency on an external infrastructure.
• In [126], an approach very similar to that of [125] is presented, using 5 sensor
devices (head device is not used here) which produce orientation and position
data. However, a non-linear statistical model is here used to learn, from the
training dataset, the non-linear structures of high-dimensional motion data in
order to transform the low-dimensional input signal into a high-dimensional
human pose.
We remark that, unlike solutions presented in [119, 125, 126] where external
infrastructures are expedient to the computation of the required features, the key nov-
elty of our motion reconstruction system relies in its self-containedness. On the other
hand, even if in [123] only accelerometers are used (and the system is thus self-
contained too), long acceleration patterns (rather than instantaneous values) have to
be compared in order to minimize the ambiguity in the motion reconstruction. To this
end, note that two poses may be very similar, in terms of body segments positions
and orientations, and still be associated with very different acceleration values, de-
pending on the actual execution of the whole motion patterns to which they belong.
Instead, the input features allowed by our framework, which are meaningfully richer
than acceleration values alone, guarantee the system to work properly even if the
whole motion patterns are not available in the training dataset.
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5.3 Preliminaries on Notation
As stated in Section 5.1, the proposed system aims at reconstructing the full body
motion of a user who is wearing a small number of sensor devices. Generally, full
body motion means determining both the pose of the user (i.e., the orientations of
his/her body segments and the positions of his/her joints with respect to an origin
on his/her body) and his/her absolute position in a global reference system (i.e., the
positions of his/her joints with respect to an origin on, e.g., the Earth). However,
in this work, we will just focus on the reconstruction of the pose of the user.1 In
particular, in the following, we always assume that the origin of our reference system
is the user pelvis and that all body segment positions are expressed with respect to
that on-body reference.
5.3.1 Describing the User Pose
If we assume that a proper biomechanical model [34] is known (i.e., the body struc-
ture and the body segments’ lengths are known), a generic user pose pO can be ex-
pressed, by using body segments’ (four-dimensional) orientations, as follows:
pO =
[
q1 q2 . . . qS
]
(5.1)
where S is the number of all rigid body segments in the considered biomechanical
model and
qi =
[
qis q
i
x q
i
y q
i
z
]
i ∈ {1,2, . . . ,S} (5.2)
is the quaternion describing the absolute (i.e., with respect to the Earth reference sys-
tem) orientation of the i-th body segment.2 Note that, according to this notation, the
1Note that the problem of determining the absolute position of the user (i.e. motion tracking) can be
often solved by assuming that the lowest point of his/her body is in contact with the ground (i.e., contact
detection) and, therefore, has zero height. Therefore, by simply “pivoting” the whole body around this
point, the user motion can be naively tracked in the global reference system.
2Quaternions (i.e., four-dimensional unit vectors [38]) are considered, instead of Euler angles (i.e.,
yaw, pitch, and roll) and rotation matrices, to describe body segment orientations because of their com-
pactness and implicit robustness to three-dimensional rotation ambiguities (e.g., gimbal lock).
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full body pose of a user can be expressed using a (4 · S)-dimensional vector. If one
now wants to derive body segments’ (three-dimensional) positions pP correspond-
ing to pO, a forward kinematics function gFK : R4S → R3S [34], which reflects the
considered biomechanical model, can be used as follows:
pP = gFK
(
pO
)
(5.3)
=
[
c1 c2 . . . cS
]
(5.4)
with
ci =
[
cix c
i
y c
i
z
]
i ∈ {1,2, . . . ,S} (5.5)
where cix, c
i
y, and c
i
z are, respectively, the x, y, and z coordinates of the i-th body
segment. We remark that, for the purpose of this work, we are not interested in the
user global position and, therefore, pelvis coordinates are always set to be equal to[
0 0 0
]
and all the other body segments’ positions are expressed with respect to
it.
For reasons that will be clearer later on, the user pose can also be expressed, with-
out loss of generality, in terms of (i) body shape and (ii) absolute orientation of the
body shape. To this end, one body segment must be chosen to be the reference body
segment. More formally, indicating as i1 ∈ {1,2, . . . ,S} the index of the reference
body segment in Equation (5.1), we may denote as q∼ , qi1 the absolute orientation
of the reference body segment (i.e., with respect to the Earth reference system). Fur-
thermore, denoting the relative orientations of the remaining S− 1 body segments,
with respect to that of the reference one, as {q1,∼,q2,∼, . . . ,qS−1,∼}, the pose of the
user, previously expressed as in Equation (5.1), can be equivalently expressed as fol-
lows:
pO,∼∼ =
[
q∼ q1,∼ q2,∼ . . . qS−1,∼
]
. (5.6)
In order to further highlight the orientation of the reference body segment, by denot-
ing as
pO,∼ ,
[
q1,∼ q2,∼ . . . qS−1,∼
]
, (5.7)
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the pose in Equation (5.6) can be also written as
pO,∼∼ =
{[
q∼
]
,
[
pO,∼
]}
=
{[
q∼
]
,
[
q1,∼ q2,∼ . . . qS−1,∼
]}
. (5.8)
Although Equations (5.1) and (5.8) are conceptually equivalent and can be alterna-
tively used to define the user pose, two contributions emerge clearly in Equation (5.8):
pO,∼ (which only contains relative orientations) gives information about the shape of
the body, whereas q∼ gives information about the absolute orientation of that shape
with respect to the Earth reference system. However, since both of them describe the
same pose,
pP = gFK
(
pO
)
= gFK
(
pO,∼∼
)
. (5.9)
5.3.2 Describing the Training Dataset of Poses
As anticipated in Section 5.1, in order to estimate the full body pose of the user,
the proposed motion reconstruction system exploits a training dataset of previously
recorded human poses to bridge the information gap caused by the small number of
available sensor devices.
Straightforwardly, a training dataset of poses PO can be expressed as the con-
catenation of N distinct poses as follows:
PO =

pO1
pO2
...
pON
=

q11 q
2
1 . . . q
S
1
q12 q
2
2 . . . q
S
2
...
...
...
q1N q
2
N . . . q
S
N
 (5.10)
where qin represents the absolute orientation of the i-th body segment (i∈{1,2, . . . ,S})
of the n-th pose (n ∈ {1,2, . . . ,N}) of the training dataset PO. Note that, from a nota-
tional viewpoint, the “overline” notation will be used from now on to refer to training
variables. Note also that, for the purposes of the motion reconstruction, all the poses
contained in PO do not necessarily belong to a single motion sequence (i.e. the con-
catenation of the N poses does not represent a continuous movement). Instead, several
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motion sequences (that can be related to different users and different data acquisition
sessions) may be properly concatenated to compose an overall training dataset.3
Similarly, a training dataset of body shapes PO,∼ can be expressed as the con-
catenation of N distinct body shapes as follows:
PO,∼ =

pO∼1
pO∼2
...
pO∼N
=

q1,∼1 q
2,∼
1 . . . q
S−1,∼
1
q1,∼2 q
2,∼
2 . . . q
S−1,∼
2
...
...
...
q1,∼N q
2,∼
N . . . q
S−1,∼
N
 (5.11)
where qi,∼n represents the relative orientation (with respect to that of the reference
body segment) of the i-th body segment (i ∈ {1,2, . . . ,S}) of the n-th pose (n ∈
{1,2, . . . ,N}) of the training dataset PO,∼.
5.4 NNS-based Human Motion Reconstruction: the Gen-
eral Idea
In this section, the general idea behind a NNS-based human reconstruction system
is described. An NNS-based human motion reconstruction system generally relies
on an NNS (performed at runtime) among a training dataset of features which has a
direct correspondence with a training dataset of poses (where both training datasets
are built during a preliminary training phase). In this section, the general idea behind
a NNS-based human reconstruction system is intuitively described. In Section 5.5, an
improved version of NNS-based human motion reconstruction will be presented and
further details, more specific to the proposed framework, will be given.
5.4.1 Training
Let us assume that, during a preliminary training phase, a training dataset of poses PO,
containing N body poses, is built as shown in Equation (5.10). Besides the training
3For the same reason, a training dataset can also be continuously extended and, thus, improved every
time new motion capture data are collected.
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dataset of poses, a training dataset of features F may be constructed where each of
its rows contains a feature vector f , which is representative of (and can be computed
from) the corresponding pose in PO. More formally, F can be written as follows:
F =
[
f 1 f 2 . . . f T
]T
(5.12)
where: f n (n ∈ {1,2, . . . ,N}) is the feature vector corresponding to the n-th pose in
PO (i.e., pOn ); and [·]T denotes vector transposition.
More details on the considered types of features will be given in Subsection 5.5.2.
Just note, however, that a feature vector should aim at uniquely characterizing the
corresponding pose with respect to the other ones and, since after the training phase
(i.e., at runtime) only few sensor devices will be available and full body pose data
will not, it must be also possible to compute (estimate) it directly using the available
sensor devices (specifically, through the sensors they are equipped with). Finally,
note that, generally, F represents a mapping of (high-dimensional) PO onto a lower-
dimensional space.
5.4.2 Runtime
At runtime, assuming to have properly constructed F and PO, every time a new pose
pO of the user has to be reconstructed, a feature vector f containing the same fea-
tures considered in the training phase should be computed using the available sensor
devices and compared with those contained in F . If the features have been properly
chosen, it is expected that the pose which corresponds to the (training) feature vec-
tor with minimal distance from f is the most (or, at least, very) similar to pO. More
formally, according to the NNS, the reconstructed pose p̂O is estimated as follows:
p̂O = pOn̂ (5.13)
where
n̂ = argmin
n∈{1,2,...,N}
d
(
f , f n
)
(5.14)
where d(·, ·) is a properly defined distance metric—more details will be given in
Subsection 5.5.3.
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Note that PO may not necessarily contain a pose exactly similar to pO. Instead, pO
may be “close” to many training poses and, possibly, can be expressed as a weighted
interpolation between closest training poses. Therefore, a better way to proceed is to
search (still in the feature space) for the k “nearest neighbors” of f in F (i.e., the k
training feature vectors whose distances from f are smallest). Eventually, denoting
the ordered set of indexes of the k nearest neighbors of f as K , the estimated pose
p̂O can then be expressed as follows:
p̂O =
k
∑
n=1
wK (n) · pOK (n) (5.15)
where wK (n) is the interpolation weight of the n-th nearest neighbor and∑kn=1 wK (n)=
1. A common policy in defining the weights is to weigh more the neighbors in cor-
respondence to which d( f , f n) is smallest and viceversa (e.g., using the inverse of
the distance). For ease of clarity, a block diagram representation of an NNS-based
motion reconstruction algorithm is shown in Figure 5.1.
5.5 NNS-based Human Motion Reconstruction: the Proposed
Framework
So far, the general idea behind a NNS-based human motion reconstruction has been
described. The proposed framework substantiates the general idea introduced in Sec-
tion 5.4 mainly in terms of the following two aspects.
• We use a training dataset of shapes, rather than poses. This improves the flex-
ibility of the motion reconstruction algorithm, especially when a poor training
has been performed and few poses are available in the training dataset. In-
deed, two poses can still have very similar shapes, while having very different
absolute orientation of the body. For instance, turning around (while keeping
the same pose) will change the absolute orientation but will keep the shape
unchanged. Note, however, that the considered features should thus properly
characterize shapes (and not poses) and should be handled consistently at run-
time.
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Figure 5.1: Block diagram representation of an NNS-based motion reconstruction
algorithm.
• More than a type of feature is considered (namely, three types). This improves
the robustness of the motion reconstruction algorithm. Since the information
related to a single type of features is typically partial and incomplete, the use
of more types of features allows to better constrain the unambiguous motion
reconstruction process. Note, however, that different features require different
distance metrics and more efforts to integrate them in a common framework.
In the following, the proposed framework will be thus thoroughly described, try-
ing to focus on the solutions used to address the previous issues.
5.5.1 Placement of Sensor Devices
In the proposed motion reconstruction framework, a total of B = 5 sensor devices
have been considered, placed on the pelvis, on the two wrists, and on the two ankles,
respectively. For ease of clarity, in Figure 5.2 the placement of sensor devices on the
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Figure 5.2: Placement of B = 5 sensor devices on the user body. An avatar composed
of S = 23 rigid body segments has been used to virtually represent the user body.
avatar of a user body is shown (S = 23 body segments are considered). In particular,
the pelvis is chosen to be the reference body segment (therefore, the relative orienta-
tions of the remaining S−1 body segments will be expressed with respect to it) and,
similarly, the sensor device placed on the pelvis will be called the reference sensor
device—more details about this choice will be later given in Section 5.7. Note that
this sensor device configuration has been heuristically chosen in order (i) to favor
the comfort of the user and (ii) to extract the most significant kinematic information
from the user body (it is quite intuitive to assume that kinematic information extracted
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from distal body segments, such as the hands and the feet, will give more valuable
information for the reconstruction of the full body pose of the user than that extracted
from proximal body segments, such as the upper arms, the thighs, or even the chest).
Nevertheless, the following derivation is presented in general terms and different sen-
sor device configurations and different choices of the reference body segment can be
considered, without loss of generality.
5.5.2 Feature Description
Three types of features have been considered for the proposed framework: relative
orientations, relative ranges, and relative heights. In the following, these features are
properly defined, specifying how they can be computed from the orientation and/or
position data of a full body pose.
• Relative orientations: the relative orientation of each considered sensor device
(excluding the reference one) expressed with respect to that of the reference
one. More formally, the feature vector of relative orientations is defined as
follows:
f RO ,
[
q j1,∼ q j2,∼ . . . q jB−1,∼
]
(5.16)
where
{
q jb,∼
}B−1
b=1 ⊂ {qs,∼}S−1s=1 = pO,∼, i.e., the feature vector contains the rel-
ative orientations of B−1 (out of a total of S−1) body segments. Since q jb,∼,
b ∈ {1,2, . . . ,B− 1}, is a quaternion, f RO is a (4 · (B− 1))-dimensional vec-
tor. For the sake of clarity, in Figure 5.3 (a) the B− 1 = 4 body segments for
which the relative orientations are computed in our experimental analysis are
highlighted.
• Relative ranges: the physical distance between each possible pair of the con-
sidered sensor devices. More formally, the feature vector of relative ranges is
defined as follows:
f RR ,
[
r1 r2 . . . r(
B
2)
]
(5.17)
where
(B
2
)
is the number of (non-ordered) pairs and rb is the Euclidean distance
between the b-th pair of devices (b ∈
{
1,2, . . . ,
(B
2
)}
). The generic distance
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(a)
(b)
(c)
Figure 5.3: Graphically intuitive representation of the considered features, assuming
that the 5 sensor devices shown in Figure 5.2 are available: (a) relative orientations,
(b) relative ranges, and (c) relative heights.
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between a pair of sensor devices, say i and j, can be then computed as follows:
r =
√(
cix− c jx
)2
+
(
ciy− c jy
)2
+
(
ciz− c jz
)2
(5.18)
where
(
cix,c
i
y,c
i
z
)
and
(
c jx,c
j
y,c
j
z
)
are the three-dimensional physical coordi-
nates of, respectively, the i-th and the j-th sensor devices. Note that f RR is a(B
2
)
-dimensional vector. For ease of clarity, in Figure 5.3 (b) the
(B
2
)
=
(5
2
)
= 10
relative ranges considered in our experimental analysis are shown.
• Relative heights: the (signed) distance of each considered sensor device (ex-
cluding the reference one) with respect to the horizontal plane (i.e., the plane
perpendicular to the gravity vector direction) defined as the one where the ref-
erence sensor device lies. More formally, the feature vector of relative heights
can be defined as follows:
f RH ,
[
h j1,∼ h j2,∼ . . . h jB−1,∼
]
(5.19)
where the relative height of the jb-th sensor device, b ∈ {1,2, . . . ,B− 1}, is
computed as follows:
h jb,∼ = c jbz − c∼z (5.20)
where c jbz is the z coordinate of the jb-th sensor device and c∼z is the z coordinate
of the reference sensor device. Note that f RH is a (B−1)-dimensional vector.
For ease of clarity, in Figure 5.3 (c) the relative heights of the B−1= 4 devices
considered in our experimental analysis are shown.
We remark that, while the relative orientations and ranges depend only on the
shape of the body but not on its actual absolute orientation, different absolute orienta-
tions of the body lead to different values of relative heights (since they are computed
along the vertical direction). Therefore, since the proposed motion reconstruction
framework is based on a training dataset of shapes (rather than poses), relative ori-
entations and ranges can be computed in the training phase, whereas relative heights
are only computed at runtime, when the actual absolute orientation of the body (i.e.,
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that of the reference body segment) is known. This will be better understood in Sub-
section 5.5.3.
Finally, unlike in the training phase, where the full body poses are known and the
previously described features can be easily computed (exploiting the pose dataset),
at runtime it is not necessarily true, since five devices are only available and the
full body pose cannot be unambiguously estimated. Therefore, at runtime, different
types of sensing technologies are necessary to compute the features. In particular,
(i) relative orientations can be computed using inertial/magnetic sensors (namely, ac-
celerometers, gyroscopes, and magnetometers), (ii) relative ranges can be computed
using UWB ranging, and (iii) relative heights can be computed using barometers.
5.5.3 The Algorithm
Training
The proposed algorithm assumes that a training phase has been properly performed
where two training datasets have been built: a dataset of features and a dataset of
shapes. In particular, the dataset of shapes PO,∼ is defined as in Equation (5.11),
whereas the dataset of features is defined as follows:
F =
[
F RO F RR
]
=

f
RO
1 f
RR
1
f
RO
2 f
RR
2
...
...
f
RO
N f
RR
N
 . (5.21)
Note that, as already mentioned in Subsection 5.5.2, since our feature dataset is used
to characterize a dataset of shapes and relative heights depend instead also on the ac-
tual absolute orientation of the body, only relative orientations and ranges are already
included in the training dataset of features. Relative heights will be instead computed
at runtime, on the basis of the updated absolute orientation of the body, i.e., that newly
measured from the reference body segment (namely, q∼).
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Runtime
At runtime, when a new pose has to be reconstructed using only the B available sensor
devices, the following assumptions are then expedient.
• The absolute orientation q∼ of the reference sensor device (and, thus, of the
reference body segment), expressed with respect to the Earth reference system,
is known.
• A (new) feature vector f =
[
f RO f RR f RH
]
is computed using the available
sensor devices. As indicated in Subsection 5.5.2, this can be done by using
different sensor technologies (such as inertial sensors, UWB, and barometers).
At this point, the NNS must be performed (as described in Subsection 5.4), com-
paring the newly measured f with the feature vectors in F , in order to select the
nearest neighbors in the training dataset of features and, correspondingly, in that of
shapes. To this end, in Equation (5.14), we have shown that a proper metric has to
be used to measure feature vectors’ distances. However, since three different types of
features are now considered, a different definition of distance must be considered for
each feature type.
Runtime—Step 1: Computation of Distances
Concerning relative orientations, a distance vector dRO can be defined so that its n-th
element (n ∈ {1,2, . . . ,N}) can be expressed as follows:
dROn , dRO
(
f RO, f
RO
n
)
,
B−1
∑
i=1
α
(
q ji,∼,q ji,∼n
)
B−1 (5.22)
where: f RO (runtime) and f
RO
n (training) are the feature vectors containing the relative
orientations and are defined as in Equation (5.16); dRO : R4·(B−1)×R4·(B−1) → R;
and α : R4×R4 → R computes the smallest angle between two quaternions (i.e.,
the smallest angle between two orientations). In particular, α can be computed as
follows [38]:
α
(
q ji,∼,q ji,∼n
)
= 2 · arccos
([(
q ji,∼
)−1⊗ (q ji,∼n )]1) (5.23)
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where: ⊗ is the quaternion multiplication function; (·)−1 is the quaternion inverse
function (equivalent to the conjugate if the quaternion is a unit vector); and [·]1 ex-
tracts the vector first component.
Concerning relative ranges, a distance vector dRR can be defined so that its n-th
element can be expressed as follows:
dRRn , dRR
(
f RR, f
RR
n
)
,
√√√√(B2)∑
i=1
(
ri− rin
)2 (5.24)
where f RR (runtime) and f
RR
n (training) are the feature vectors containing the relative
ranges and are defined as in Equations (5.17) and (5.18). Note that dRR : R(
B
2) ×
R(
B
2)→ R is actually the Euclidean distance between (B2)-dimensional vectors.
Finally, concerning relative heights, a distance vector dRH can be defined so that
its n-th element can be expressed as follows:
dRHn , dRH
(
f RH, f
RH
n
)
,
√
B−1
∑
i=1
(
h ji,∼−h ji,∼n
)2
(5.25)
where f RH (runtime) and f
RH
n (training) are the feature vectors containing the rel-
ative heights and are defined as in Equations (5.19) and (5.20) and, as dRR(·, ·) in
Equation (5.24), dRH : RB−1×RB−1→R is the Euclidean distance, between (B−1)-
dimensional vectors. Given the n-th shape contained in the training dataset (i.e., pO,∼n )
and the newly measured reference body segment orientation (i.e., q∼), the (training)
relative height h
ji,∼
n of Equation (5.25) can be obtained as follows:
h
ji
n = c
ji
z − c∼z =
[
pP,∼∼n
] ji
z −
[
pP,∼∼n
]∼
z (5.26)
with
pP,∼∼n = g
FK (gR (q∼,pO,∼n )) (5.27)
where: c jiz and c∼z are the z coordinates of, respectively, the ji-th and the reference
sensor devices; [·] jiz and [·]∼z extract the z coordinates of, respectively, the ji-th and
the reference body segments; gR
(
q∼,pO,∼n
)
: R4×R4·(S−1)→ R4·(S−1) is a function
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which rotates every orientation contained in pO,∼n according to q∼ (i.e., a novel train-
ing pose is created by rotating the training shape according to the newly measured
q∼); and gFK is a forward kinematics function defined as in Equations (5.9) and (5.4).
Runtime—Step 2: Computation of Weights
Since in the following interpolation process, according to Equation (5.15), we are
interested in weights (rather than distances) and, more specifically, in a unique vector
of weights, the previously described distance vectors may be joined together and
used to obtain corresponding vectors of weights. However, the previously described
distance vectors (i.e., dRO, dRR, and dRH) are very heterogeneous and range from 0
to undefined maxima, whose exact values strongly depend on the considered feature.
To this end, for each dX, X ∈ {RO,RR,RH}, a corresponding vector of weights wX
(indicated depending on the related distance vector as wRO, wRR, or wRH) can be
defined so that its n-th element (n ∈ {1,2, . . . ,N}) can be expressed as follows:
wXn =
max
(
dX
)−dXn
∑N`=1
(
max(dX)−dX`
) . (5.28)
Note that, regardless of the considered feature, wX is now normalized (namely, wXn ∈
[0,1], ∀n) and, as opposed to the original distance vectors, assigns larger weights to
elements with larger distance values and, viceversa, smaller weights to elements with
smaller distance values.
At this point, the previously computed weight vectors may be consistently com-
bined together, exploiting a logarithmic transformation, to form an overall “new”
distance vector d whose n-th element is defined as follows:
dn ,−γRO · logwROn − γRR · logwRRn − γRH · logwRHn (5.29)
where γRO, γRR, and γRH can assume (continuous) values between 0 and 1 and are
used to tune the contribution of, respectively, relative orientations, relative ranges, and
relative heights to the newly defined distance vector d . Note that d , which belongs
now to [0,+∞], is again a “distance” vector and its elements with lowest values are
the nearest neighbors.
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Now that a unique distance vector d is available, all the elements of the training
datasets can be sorted according to it. In particular, the nearest neighbor is the one
with the minimum value of distance and so on for increasing values of distance. Even
if one may think that this newly computed distance vector could be again used, by
applying Equation (5.28), in order to directly get weights with which weighing the
contribution of each (nearest) pose in the interpolation step, it is important to notice
that, due to the fact that d will likely contain very high distance values (corresponding
to very unlikely poses), very similar weights will be assigned to the k nearest poses
(if k N), making almost useless the weighing process. To this end, if the ordered
set of indexes of the first k nearest neighbors is denoted asK , a new (more compact)
version of d (which will be denoted as d ′), composed only of the first k nearest neigh-
bors, can be instead considered at this stage, with the i-th element chosen as follows:
d′i = dK (i) i ∈ {1,2, . . . ,k} (5.30)
where K (i) denotes the i-th element of set K . Equation (5.28) can be now used,
replacing N with k, to compute from d ′ a (new) weight vector w′ containing the
weights that have to be given to the first k nearest poses.
Runtime—Step 3: Weighted Interpolation
The reconstructed shape p̂O can be thus estimated as follows:
p̂O,∼ =
k
∑
i=1
w′i · pO,∼K (i). (5.31)
Note however that, since the interpolation step (Equation (5.31)) does not necessarily
lead to unit quaternions,4 after applying Equation (5.31) a re-normalization step is
necessary, where each quaternion in p̂O,∼ is divided by its norm in order to become
a unit vector. For ease of notational simplicity, we do not explicitly indicate this
normalization step. At this point, the reconstructed pose p̂O can be derived by rotating
the reconstructed shape of q∼ as follows:
p̂O = gR
(
q∼, p̂O,∼
)
. (5.32)
4Note that a quaternion must be a unit vector to represent a three-dimensional rotation.
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Finally, the estimated component orientations in p̂O corresponding to the body
segments equipped with the sensor devices are further corrected by replacing them
with those directly measured and estimated by the available sensor devices.
5.6 Experimental Set-up
5.6.1 Experimental Testbed
In order to test the system performance, a commercially available inertial motion cap-
ture suit, i.e., Xsens MVN Awinda [4] (i.e., the wireless version of Xsens MVN [3,
16]), has been used. Xsens MVN Awinda is a full body Lycra suit equipped with
17 sensor devices. Each sensor device is provided with triaxial accelerometer, gy-
roscope, magnetometer, and a barometer. Each device can communicate wirelessly
with an external base station using a proprietary radio protocol. The sensor devices
are attached to the suit in order to be rigidly fixed to the user body segments when the
suit is worn and are placed in correspondence to the following 17 body segments: the
pelvis (1); the thighs (2); the lower legs (2); the feet (2); the chest (1); the shoulders
(2); the upper arms (2); the forearms (2); the hands (2); and the head (1). Even though
only 17 sensor devices are used, Xsens MVN Awinda is able to estimate, with errors
lower than 1o, the orientations of 23 body segments (6 of which, i.e., the toes, the
neck, and three segments of the spine, are just virtually reconstructed according to
a proper biomechanical model). Furthermore, the positions of all the body segments
are also given. The motion capture data are recorded at 30 Hz.
Due to its great accuracy and ease of use, Xsens MVN Awinda has been used
to collect all the data involved in the experimental analysis. More specifically, the
estimated full body pose of the user has been used as the ground truth for our per-
formance analysis. The “ideal” performance of a motion reconstruction system com-
posed of a limited number of sensor devices (such as the system proposed in this
chapter) is evaluated taking into account only a proper subset (i.e., corresponding to
the selected devices) of all the available data.
Since this chapter presents a proof-of-concept investigation of the proposed hu-
man motion reconstruction system, only one user has been considered. Furthermore,
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relative orientations have been directly extracted from the suit, whereas ideally sim-
ulated values of relative ranges and relative heights (computed from the position data
provided by the suit) have been used. Note, however, that the use of simulated relative
ranges and heights is just expedient for such preliminary investigation. In a practi-
cal system implementation (as already discussed in Subsection 5.5.2) those features
would come indeed from inertial/magnetic sensors, UWB nodes, and barometers.
A dataset of poses has been built, using Xsens MVN Awinda, comprising differ-
ent types of motion tasks, including both common movements, sport-related move-
ments, and unusual movements. The complete dataset is composed of about 30 min-
utes of motion capture data, recorded in different sessions. Note that, since the mo-
tion capture data are recorded at 30 Hz, the complete dataset is composed of about
N = 50000÷60000 poses.
To be more precise, the proposed algorithm has been tested on the following mo-
tion tasks (sometimes more than one repetition per task): walk, run, movements of
upper limbs, ADL, movements of one leg, jumps over one leg, crouch, crawl, basket-
ball, golf, baseball, tennis, fencing, jumping jacks. For the sake of generalization of
performance analysis, the algorithm has been tested using a leave-one-out approach
where each considered motion task has been, in turn, manually extracted from the
complete dataset and tested, leading to the generation of different testing (i.e., the
elements of the dataset associated with the considered motion task) and training (i.e.,
the remaining elements) datasets for each considered motion task. Note, however, that
the training and testing datasets are always distinct and this process is actually per-
formed in order to obtain unbiased system performance. In addition, in order to have a
more general indication of the system performance, the independently-evaluated per-
formances for all motion tasks have been also properly averaged together, obtaining
a single performance evaluation.
For the purpose of this preliminary experimental analysis, the impact of the fol-
lowing variables on the system performance has been investigated: the value of k
(i.e., the number of considered nearest neighbors in the NNS and following weighted
interpolation); the considered features (and, correspondingly, the considered sensor
technologies); and the number and placement of the considered sensor devices.
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Concerning the choice of k, values which are powers of two have been consid-
ered.5 Since the normalization in Equation (5.28) gives a zero weight to the farthest
neighbors, the following values of k have been considered:K = {1,3,5,9,17,33,65}.
Note that the case of k = 1 corresponds to the case where only the nearest neighbor
is taken into account and the weighted interpolation is thus not performed.
Concerning the considered features, in order to test different combinations of
features, the weights γRO,γRR, and γRH used in Equation (5.29) have been each time
set to 1 or 0, depending whether the corresponding feature is considered (1) or not
(0). Relative orientations are always considered. In addition, combinations of the
other two features are also investigated. In particular, the following combinations of
features have been considered: (i) relative orientations (γRO = 1,γRR = 0, and γRH =
0); (ii) relative orientations and relative heights (γRO = 1,γRR = 0, and γRH = 1);
(iii) relative orientations and relative ranges (γRO = 1,γRR = 1, and γRH = 0); and
(iv) relative orientations, ranges, and heights (γRO = 1,γRR = 1, and γRH = 1).
Finally, concerning the number and placement of the sensor devices, besides the
initial configuration shown in Figure 5.2, other 14 configurations of sensor devices
have been investigated. In particular, the pelvis sensor device is always considered
together with all the combinations of the other four devices. Therefore, configurations
of 5, 4, 3, and 2 sensor devices are taken into account.
5.6.2 Performance Metrics
A suitable performance metric for a motion reconstruction algorithm should aim at
quantifying the realism and naturalness of the reconstructed motion, in addition to
the similarity between the actual motion and the reconstructed one. Since human
perception is highly subjective among different individuals, determining a fair way
to evaluate the system performance is not an easy task [130].
One possible way to quantify the similarity of two poses is to compute the average
Euclidean distance between joint positions (which we denote as position error). More
5We remark, however, that there is no formal reason behind this choice and values which are not
powers of two could be selected.
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formally, the position error is defined as follows:
eP ,
∑Si=1 dE
([
p̂P
]i
,
[
pP
]i)
S
=
∑Si=1 dE
([
gFK
(
p̂O
)]i
,
[
gFK
(
pO
)]i)
S
=
∑Si=1
√
(ĉix− cix)2+
(
ĉiy− ciy
)2
+
(
ĉiz− ciz
)2
S
(5.33)
where: p̂O and pO are, respectively, the reconstructed and the actual poses of the user
(expressed with body segment orientations); p̂P and pP are, respectively, the recon-
structed and the actual poses of the user (expressed with body segment positions); S
is the number of body segments; [·]i extracts the x, y, and z coordinates of the i-th
body segment (i ∈ {1,2, . . . ,S}); dE(·) computes the Euclidean distance; gFK is the
forward kinematics function defined in Equations (5.9) and (5.4); ĉix, ĉ
i
y, and ĉ
i
z are,
respectively, the x, y, and z coordinates of the i-th body segment for the reconstructed
pose; and cix, c
i
y, and c
i
z are, respectively, the x, y, and z coordinates of the i-th body
segment for the actual pose.
On the other hand, if one wants to measure the similarity of two poses in terms
of the average error in the body segment orientations, an orientation error can be
computed as follows:
eO ,
∑Si=1α
([
p̂O
]i
,
[
pO
]i)
S
=
∑Si=1α
(
q̂i,qi
)
S
(5.34)
where: q̂i and qi are the orientation of the i-th body segment (expressed as a quater-
nion) for, respectively, the reconstructed and the actual poses; [·]i extracts the orien-
tation (expressed as a quaternion) of the i-th body segment; and α(·) is the smallest
angle between two quaternions (i.e., the smallest angle between two orientations) and
can be computed as shown in Equation (5.23).
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Both Equations (5.33) and (5.34), even if suitable to be used as performance met-
rics, are not sufficient to thoroughly evaluate the system performance. Indeed, the
following observations can be carried out: (i) Equation (5.33) conveys better the idea
of human perception of similarity between two poses (because it only observes the
physical distance of the body joints), but does not allow to evaluate errors in the body
segment orientations; (ii) Equation (5.34) is more precise at evaluating the actual dif-
ferences between two poses but, since the three-dimensional physical coordinates of
the human body are not involved in the error evaluation, it is farther from reflecting
the human perception of similarity. Furthermore, since they involve different mea-
surement units, the two previous metrics cannot be averaged together and, thus, a
single measurement of the system performance cannot be derived.
To this end, in this chapter we propose a third novel way to measure the system
performance, which is particularly suitable to be used in the context of an NNS-based
approach. Specifically, the proposed algorithm actually reconstructs the user pose by
choosing among all the poses contained in the training dataset. More precisely, the
body shape is chosen and is properly rotated by the actual orientation of the reference
body segment (i.e., the pelvis in our case). Therefore, it is reasonable to express the
system performance in terms of its efficacy in choosing the best pose among the
training poses. Indeed, even if this does not represent an absolute way of measuring
system performance, it is also true that the construction of an exhaustive training
dataset does not necessarily pertain to the algorithm, whose goal is instead to choose
the most similar pose among those available. To this end, for each new pose that has
to be reconstructed, we evaluate the errors that would be made by choosing the best
and the worst poses in the training dataset (where the errors can be measured in terms
of both position and orientation errors) and we relate these errors with that achieved
with the actually reconstructed pose. More formally, given the actual reference body
segment orientation q∼, the minimum and the maximum achievable position errors
can be computed, respectively, as follows:
mP = min
n∈{1,...,N}
eP
(
p̂P,gFK
(
gR
(
q∼,pO,∼n
)))
(5.35)
MP = max
n∈{1,...,N}
eP
(
p̂P,gFK
(
gR
(
q∼,pO,∼n
)))
(5.36)
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where: eP(·, ·) computes the position error according to Equation (5.33); pO,∼n is the
n-th shape (n ∈ {1,2, . . . ,N}) contained in the training dataset; and gR
(
q∼,pO,∼n
)
is
a function which rotates every orientation contained in pO,∼n according to q∼. Simi-
larly, the minimum and the maximum achievable orientation errors can be computed,
respectively, as follows:
mO = min
n∈{1,...,N}
eO
(
p̂O,gR
(
q∼,pO,∼n
))
(5.37)
MO = max
n∈{1,...,N}
eO
(
p̂O,gR
(
q∼,pO,∼n
))
(5.38)
where eO(·, ·) computes the orientation error according to Equation (5.34).
Given mP, MP, mO, and MO, relative position and orientation errors can be de-
fined, respectively, as follows:
e%,P , M
P− eP
MP−mP ×100 (5.39)
e%,O , M
O− eO
MO−mO ×100. (5.40)
At this stage, since both e%,P and e%,O express relative errors (i.e., percentages),
a unique error measurement, denoted as relative accuracy, can be derived as their
arithmetic average:
e% =
e%,P+ e%,O
2
. (5.41)
The relative accuracy, as described earlier, has some interesting properties that
make it appealing to be used in systems similar to the proposed one.
• The relative accuracy measures a relative performance with respect to the avail-
able training dataset. Since the training dataset plays a key role in data-driven
approaches, it is more accurate to evaluate a relative (rather than absolute) per-
formance, as it can strongly depend on the available training dataset. In this
way, the efficacy of the algorithm is effectively evaluated. To this end, it is im-
portant to highlight that e% = 100% does not necessarily indicate the absence
of errors. Instead, it means that the algorithm led to the selection of the best
pose among those contained in the available training dataset.
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• The relative accuracy involves both position and orientation errors. Since the
relative position and orientation errors are both expressed as percentages, the
arithmetic average in Equation (5.41) can be consistently applied. This means
that the relative accuracy conveys information about both position and orienta-
tion errors.
• The relative accuracy is able to evaluate the extrapolation ability of the recon-
struction algorithm. If only the nearest neighbor is chosen to reconstruct the
user pose, then e% belongs to [0,100]. However, in the proposed approach, a
weighted interpolation of the k nearest neighbors is performed leading to the
reconstruction of a possible new pose (i.e., not present in the training dataset),
which may happen to be even better (or worse) than the best (or the worst)
pose contained in the training dataset. In that case, e% is no longer limited
between 0% (worst pose in the training dataset) and 100% (best pose in the
training dataset) and can thus be representative of the extrapolation ability of
the reconstruction algorithm. In fact, the more often the relative accuracy goes
over 100%, the more successful is the algorithm in extrapolating an accurate
estimated pose from the poses available in the training dataset.
5.7 Results and Discussion
The choice of k is first investigated. As anticipated in Subsection 5.6.1, k corresponds
to the number of considered nearest neighbors (i.e., training poses) which are inter-
polated together in order to estimate the actual pose of the user. However, note that
k= 1 corresponds to the case where only the nearest neighbor is chosen to reconstruct
the user pose. In Figure 5.4, the impact of different values of k on the system perfor-
mance is investigated. In particular: the relative accuracy is shown in Figure 5.4 (a);
the position error is shown in Figure 5.4 (b); and the orientation error is shown in Fig-
ure 5.4 (c). In these figures, each group of bars corresponds to a different motion task.
However, since it is impractical to show all the evaluated tasks, just three illustrative
tasks (i.e., walk, ADL, and basketball) are shown. In addition, the average results
over all the evaluated motion tasks are also shown. In all experiments, the initial con-
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Figure 5.4: System performance for different values of k: (a) relative accuracy, (b) po-
sition error, and (c) orientation error. The performances of three illustrative tasks
(namely, walk, ADL, and basketball) are shown, together with the average (over all
the motion tasks) performance.
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figuration of sensor devices (i.e., the one composed of 5 devices placed on ankles,
wrists, and pelvis of the user) is always considered. Moreover, all the features de-
scribed in Subsection 5.5.2 (i.e., relative orientations, ranges, and heights) are always
taken into account in the NNS. By increasing k, slight performance improvements
are observed for all motion tasks and performance metrics. However, from k = 33
on, the performance starts to decrease. No significant differences in relative perfor-
mance are observed for the different motion tasks. On the other hand, the best perfor-
mance (i.e., with k = 33) is achieved for the walk task, in correspondence to which
e% = 101.03%, eP = 2.43 cm/segment, and eO = 6.73 deg/segment. More generally,
when averaging over all the motion tasks, e% = 101.1%, eP = 4.27 cm/segment, and
eO = 10.38 deg/segment. Since e% > 100% it can be concluded that our motion re-
construction algorithm is very effective at exploiting the potential of the available
training dataset.
We now investigate the contribution of each feature to the motion reconstruction
performance.6 In Figure 5.5, the system performance is then shown as a function of
the considered features. In particular: the relative accuracy is shown in Figure 5.5 (a);
the position error is shown in Figure 5.5 (b); and the orientation error is shown in
Figure 5.5 (c). As before, just three illustrative tasks (i.e., walk, ADL, and basketball)
are shown together with the results averaged over all the evaluated motion tasks. In
all experiments, the initial configuration of sensor devices (i.e., the one composed of
5 devices placed on ankles, wrists, and pelvis of the user) is always considered and
k is set to 33. Even though, as expected, the case where only the relative orientations
are considered has the lowest performance, slight performance improvements are
observed when more features are taken into account. In particular, relative heights do
not seem to produce any performance improvement when relative ranges are already
used. This is, however, somehow expected since both relative ranges and relative
heights values are ideally simulated and, therefore, relative heights intuitively do not
6We remark that, when discussing about different features, we are implicitly referring to different
technologies. In particular, as already mentioned in Subsection 5.5.2: relative orientations can be ex-
tracted from inertial/magnetic sensors; relative heights from barometers; and relative ranges from UWB
or acoustic ranging.
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Figure 5.5: System performance while considering different types of features
(namely, relative orientations, relative ranges, and relative heights): (a) relative accu-
racy, (b) position error, and (c) orientation error. The performances of three illustra-
tive tasks (namely, walk, ADL, and basketball) are shown, together with the average
(over all the motion tasks) performance. Note that, if feature X (X ∈ {RO,RR,RH})
is considered, γX is set to 1. Adversely, γX is set to 0.
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give significantly more information than relative ranges. Nevertheless, we expect that,
when real (and, thus, noisier) values will instead be used, the use of both features
will be expedient to increase the robustness of the motion reconstruction, possibly
leading to some performance improvements. Finally, note that the largest difference
in performance is observed for the basketball task, rather than the walk or ADL tasks,
since more unusual movements (and, thus, less likely to be observed in different
parts of the training dataset) are involved. In that case, the use of relative orientations
alone may lead to possible ambiguities between different poses and, thus, to a wrong
reconstruction of the user pose.
Finally, the impact of the number and the placement of sensor devices has been
then investigated. To this end, in Figure 5.6 the system performances for the three
illustrative tasks (i.e., walk, ADL, and basketball) and the average performance are
shown for the initial configuration of B = 5 devices and for reduced configurations
down to B= 2 devices. As for the previous performance figures, the relative accuracy,
the position error, and the orientation error are shown, respectively, in Figure 5.6 (a),
in Figure 5.6 (b), and in Figure 5.6 (c). Note that the pelvis device (i.e., the reference
sensor device) is always considered. In addition, all possible combinations of the re-
maining B−1 devices are considered. Furthermore, in all experiments all the features
(i.e., the relative orientations, ranges, and heights) are considered and k is set to 33.
Besides the expected performance gaps between configurations with different num-
ber of devices, some interesting insights are obtained. To this end, Figure 5.7, which
represents a zoom view of the average results in Figure 5.6 (a), specifically focuses
on the relative accuracy of the proposed system averaged over all the considered mo-
tion tasks. From Figure 5.7, it can be noticed that the four configurations with B = 4
devices (where one device is each time removed from the initial configuration) have
similar performance. This means that, if one device has to be removed, this choice
is not critical. This is probably due to the fact that at least one device is placed on
the legs and the arms. On the other end, focusing on the four configurations with
B= 2 devices (where, in addition to the pelvis device, only one device at each time is
considered), it can be observed that it is equally likely to choose a device placed on
right limbs or a device placed on left limbs. However, wrists’ devices guarantee better
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Figure 5.6: System performance for different numbers and placement strategies of
sensor devices: (a) relative accuracy, (b) position error, and (c) orientation error.
The performances of three illustrative tasks (namely, walk, ADL, and basketball)
are shown, together with the average (over all the motion tasks) performance. The
devices are numbered as shown in Figure 5.2.
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Figure 5.7: Relative accuracy for different numbers and placement strategies of sen-
sor devices: zoom view of the average results in Figure 5.6 (a). The devices are num-
bered as shown in Figure 5.2.
performance (over 86%) than ankles’ devices (below 85%). Finally, focusing on the
remaining six configurations with B = 3 devices (where, each time, different pairs of
sensor devices are considered), it can be observed that the configurations where the
two devices are both placed on the wrists or on the ankles are the ones with lowest
performance, whereas the best performance is achieved with configurations where
one device is on one of the wrists and the other is on one of the ankles (both left and
right sides are equally likely).
Finally, we remark that the choice of the reference device pertains to the user and
does not compromise the correct behavior of the system. However, since the reference
device orientation is used to rotate the reconstructed body shape, it is recommended to
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choose a device able to robustly estimate its orientation. To this end, devices placed
on the ankles are likely to measure noisy data due to the vibrations caused by the
close contact with the ground and, similarly, devices placed on the wrists are likely
to experience noisy data due to the quick, and sometimes unusual, movements of
the arms. Furthermore, the selected location of the reference sensor device should
be such as to avoid or minimize skin motion artifacts. For the previous reasons, we
elected the pelvis device to be our reference sensor device.
In order to visually perceive the performance of the proposed motion reconstruc-
tion system, in Figure 5.8 some video frames of representative motion tasks are
shown, together with ground truth poses, as extracted from the MVN Awinda suit
(i.e., using 17 sensor devices), and the same poses reconstructed using the proposed
algorithm (i.e., using only 5 sensor devices). For comparison purposes, in Figure 5.9
the reconstructed and the ground truth poses are also juxtaposed to better appreciate
the accuracy of the proposed system.
5.8 Conclusions and Future Work
In this work, a novel NNS-based full body human motion reconstruction framework
based on the use of few body-only worn sensor devices has been presented and its per-
formance has been experimentally evaluated. The design goal of the proposed system
is to estimate the full body pose of a user wearing a small number of sensor devices.
Specifically, five devices are considered, placed, respectively, on the pelvis (1), the
wrists (2), and the ankles (2) of the user. One of the key novelties of the proposed
system relies in its self-containedness. Indeed, unlike the majority of the effective
approaches appeared so far in the literature, the proposed system does not depend
on any external infrastructure, yet guaranteeing very accurate motion reconstruction.
Since incomplete kinematic information is obtained by using few sensor devices,
the construction of a training dataset, composed of previously recorded motion cap-
ture data, is expedient to unambiguously extrapolate, at runtime, the full body pose
of the user. In order to evaluate the system performance, different types of features
(corresponding to different types of sensors or technologies) and different numbers
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video recording
ground truth proposed algorithm
(17 devices) (5 devices)
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Figure 5.8: Visual performance of the proposed algorithm. In the three columns,
(a) some video frames of representative motion tasks are shown, together with
(b) ground truth poses, as extracted from the MVN Awinda suit (i.e., using 17 sen-
sor devices), and (c) the same poses reconstructed using the proposed algorithm (i.e.,
using only 5 sensor devices). A different motion task is shown at each row (namely,
from top to down, sit, crawl, basketball, run).
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Figure 5.9: The visual performance of the proposed algorithm is shown by juxtapos-
ing the pose reconstructed using the proposed algorithm (green stick figure) and the
ground truth pose estimated using Xsens MVN Awinda (red stick figure). Different
motion tasks (corresponding to those in Figure 5.8) are shown.
and placement strategies of the sensor devices have been taken into account. The
proposed algorithm has shown very promising performance and good extrapolation
skills. Specifically, when considering the heuristically chosen best parameters, the
average position error is around 4 cm/segment and the average orientation error is
around 10 deg/segment, whereas the average relative accuracy is equal to 101.1%,
i.e., the proposed algorithm even allows to effectively extrapolate poses which are
not in the training dataset.
This chapter represents a proof-of-concept (preliminary) work in the direction
of low-complexity accurate motion reconstruction and many aspects should be better
investigated. In particular, the system should be tested with more than one user. How-
ever, from preliminary experiments, we do not expect any significant performance
degradation, especially if all the three types of features (namely, relative orientations,
relative ranges, and relative heights) are still considered in the NNS. Another aspect
that should be better investigated concerns the use of real data for relative ranges (e.g.,
using UWB technology) and relative heights (e.g., using barometers). Finally, since
the considered training dataset is very limited, it would be interesting to quantify the
impact of a larger and more exhaustive training dataset on the system performance.
Due to the very promising performance and the large room for improvement,
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we believe that the proposed system might potentially represent a low-cost and low-
complexity self-contained solution to standard motion capture systems.
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