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Abstract
Let K be an algebraically closed field. A Kronecker module M is a pair of K-vector spaces
(S, T ) together with a K-bilinear map K2 × S → T . The space S is called the domain space
of M, while T is called the range space of M. To each power series α in K[[X]] we attach a
Kronecker module Pα whose domain and range spaces are denoted by V− and V, respectively.
Both V− and V are modules over the endomorphism algebra EndPα of Pα . We show that
if EndPα is non-trivial, then the sequence of coefficients of α is defined by a linear or a
quadratic recursion. In the quadratic case EndPα is the coordinate ring of an affine curve. An
affine curve is called realizable when its coordinate ring is isomorphic to some EndPα . We
show that the realizable curves can be constructed, up to birational equivalence, by pairs of
non-zero polynomials (p, q) with deg q < degp. The curves realized herein are embedded
in Kd where d = degp. The planarity of these curves when d  3 remains open. Our main
result on realization of curves is that a cubic curve is realizable if and only if its coordinate
ring is either K[X] or the coordinate ring of a cubic in Weierstrass form.
© 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 16S50; 14A25; 15A27
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1. Introduction
Two types of problems stand out in the study of endomorphism algebras of groups
and modules. The isomorphism problem asks for conditions under which an object
is determined by its endomorphism algebra, see [23]. This problem has received less
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attention than the realization problem. Given an algebra A over a commutative ring
K and a category of modules over some other K-algebra B, the realization problem
asks to find a B-module M in the category such that End M is isomorphic to A, e.g.
[4,5]. We then say that A is realized by M. Corner’s paper [4] has been a catalyst for
other papers on the realization problem, such as [11] and the references therein.
The category of Kronecker modules plays an important role in realization prob-
lems, see [10,11,24]. The main result in [11] is that for any field K and any infinite
cardinal λ an arbitrary algebra A generated by at most λ elements can be realized by
some λ-dimensional Kronecker module. In [1] the impetus for the study of Kronecker
modules, therein called systems, came from problems in differential equations and
analysis. The terminology of Kronecker module is motivated by [16], where Kro-
necker was interested in canonical forms of pencils of matrices, see also [9].
For us, K will always denote an algebraically closed field.
In [23] we posed versions of the isomorphism and realization problems for a
restricted family E of Kronecker modules. The modules of E are precisely the ex-
tensions of finite-dimensional, torsion-free Kronecker modules by infinite-dimen-
sional, rank-one Kronecker modules, see [23]. These rank-one Kronecker modules
are analogues of K[X]-submodules of K(X), the field of rational functions in the
indeterminate X. The height function characterization of these K[X]-submodules by
Baer [7] carries over to their Kronecker module analogues [6].
The following result has brought us to the considerations of this paper.
Theorem 1.1 (Theorem 2.6 of [23]). If M is a module in E with no non-zero, finite-
dimensional direct summand, then End M is isomorphic to a commutative K-sub-
algebra of Mn(K(X)), the K-algebra of n× n matrices over K(X).
The modules Pα
To make a Kronecker module all it takes is a pair of K-linear transformations
(S → T , S → T ) between vector spaces S, T . For instance, the pair of transforma-
tions
(K(X)→ K(X),K(X)→ K(X)), defined by (r → r, r → Xr),
makes the module denoted by R in the literature. This R contains a copy of every
rank-one torsion-free Kronecker module.
Here are the Kronecker modules that we shall be considering. They are already in
[23, Section 2]. Start with a K-linear functional α : K[X] → K . Denote the value of
α at a polynomial p by 〈α, p〉. Let Pα stand for the Kronecker module given by the
pair of maps
(K[X] → K[X] ⊕K,K[X] → K[X] ⊕K),
where for each polynomial p:
(p → (p, 0), p → (Xp, 〈α, p〉)). (1)
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Each Pα is an extension of the module (0 → K, 0 → K) by the polynomial sub-
module (K[X] → K[X],K[X] → K[X]) ofR, and therefore belongs to the classE.
It is the endomorphisms of such Kronecker modules Pα that we propose to study,
but in order to do that we need to suitably embed each Pα into the module R2. In
turn that requires the notion of the derived polynomial.
The deriver
If β : K[X] → K is a linear functional and s ∈ K[X], let β ∗ s denote the func-
tional given by
〈β ∗ s, r〉 = 〈β, sr〉 for each r ∈ K[X]. (2)
Let K[X] be the dual space of all K-linear functionals K[X] → K . There is a
unique K-bilinear map
∂ : K[X] ×K[X] → K[X], where (β, r) → ∂β(r),
that satisfies
∂β(rs) = r∂β(s)+ ∂β∗s(r) and ∂β(X) = 〈β, 1〉 (3)
for every β in K[X] and every r, s in K[X]. More explicitly, each K-linear map
∂β : K[X] → K[X] is defined on the basis {1, X,X2, . . . , Xj , . . .} of K[X] by
∂β(1) = 0 and ∂β(Xj ) =
j−1∑
i=0
〈β,Xj−i−1〉Xi for j  1. (4)
In particular the operator ∂β lowers degrees, i.e. if β ∈ K[X], then
deg ∂β(r) < deg r or ∂β(r) = 0. (5)
Each ∂β will be called a deriver, while ∂β(p) will be called a derived polynomial.
Embedding Pα into R2
The space K(X)2 will be viewed as an infinite-dimensional space over K. Its
vectors will be written as columns of rational functions. Given the construction of
R, the module R2 is naturally made by the pair of maps
(K(X)2 → K(X)2,K(X)2 → K(X)2),
where((
r
s
)
→
(
r
s
)
,
(
r
s
)
→ X
(
r
s
))
. (6)
An embedding Pα → R2 is a pair of K-linear injections
σ : K[X] → K(X)2, τ : K[X] ⊕K → K(X)2
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that satisfy the commutation relations
τ(p, 0) = σ(p) and τ(Xp, 〈α, p〉) = Xσ(p) (7)
for every p in K[X].
Proposition 1.2. For each functional α the pair of maps
σ : K[X] → K(X)2, τ : K[X] ⊕K → K(X)2
given by
σ(p) =
(
p
−∂α(p)
)
, τ (p, λ) =
(
p
λ− ∂α(p)
)
where p ∈ K[X],
is an embedding Pα → R2.
Proof. Clearly σ, τ are monic, and the only thing that needs checking is the second
of the commutativity relation (7). Now
τ(Xp, 〈α, p〉) =
(
Xp
〈α, p〉 − ∂α(Xp)
)
while Xσ(p) =
(
Xp
−X∂α(p)
)
.
Thus the second of the Eq. (7) amounts to having
〈α, p〉 − ∂α(Xp) = −X∂α(p) or equivalently ∂α(Xp) = X∂α(p)+ 〈α, p〉.
This last equality now holds because of (2) and (3). 
We shall identify Pα with its image (σ, τ )Pα inside R2 under the embedding
(σ, τ ) of Proposition 1.2. Define
V − = σ(K[X]), V = τ(K[X] ⊕K).
The dependence of V and V − on α will be taken as understood.
From Proposition 1.2 we have that
V − =
{(
r
s
)
∈ K[X]2 : s + ∂α(r) = 0
}
(8)
while
V =
{(
r
s
)
∈ K[X]2 : s + ∂α(r) ∈ K
}
. (9)
Thus Pα is identified with the submodule (V − → V, V − → V ) of R2, where the
two maps are defined by (6).
From ∂α(1) = 0 it follows that(
1
0
)
∈ V −.
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Clearly(
0
1
)
∈ V \V −,
and hence
V = V − ⊕K
(
0
1
)
.
Endomorphism matrices
It follows from [23, p. 508] or [24, Corollary 4.7 and examples on p. 391]
that each EndPα is a K-subalgebra of M2(K(X)). Here is a more precise formu-
lation.
Proposition 1.3 [23, p. 508]. For each functional α on K[X] the K-algebra EndPα
embeds into M2(K(X)). A matrix of rational functions
ϕ =
(
s t
u v
)
belongs to the embedded EndPα if and only if ϕV ⊆ V and ϕV − ⊆ V −.
The action of 2× 2 matrices here is their usual action on the column vectors of
K(X)2. A matrix satisfying Proposition 1.3 will be called an endomorphism matrix
of Pα . Henceforth EndPα will be treated as the K-algebra of such endomorphism
matrices. Observe that, due to Proposition 1.3, the space V is a module over EndPα ,
having V − as a maximal submodule.
Endomorphism rings as integral domains
The scalar multiples KI of the identity matrix I will be called scalar endomor-
phisms. If EndPα contains only scalar endomorphisms we say that EndPα is trivial.
If Pα is decomposable, then EndPα is non-commutative and therefore non-trivial.
When Pα is indecomposable, EndPα may or may not be trivial. As shown in [22,
Corrollary 1.10], Pα is indecomposable if and only if it is purely simple. More in-
formation on purely simple modules can be found in [3,17,21]. In particular we cite
a result for arbitrary purely simple Kronecker modules and thus applicable to our
Pα’s.
Proposition 1.4 (Proposition 1.3 of [19]). If M ∈ E and M is purely simple, then
every non-zero endomorphism of M is monic.
In conjunction with Theorem 1.1, this proposition yields something intriguing.
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Theorem 1.5 (Proposition 2.9 of [23]). If Pα is indecomposable, then EndPα is an
integral domain.
Theorem 1.5 will also be shown here, as a byproduct, in Section 3.
Formal power series
The test for indecomposability of Pα is best put in terms of formal power series.
Identify each functional α : K[X] → K with the formal power series
α =
∞∑
n=0
〈α,Xn〉Xn. (10)
The advantage of this identification lies in the structure of K[[X]] as a ring extension
of K[X]. As seen in [22], Pα is decomposable if and only if the series α is the formal
expansion of a rational function. Thus, irrational α are precisely the ones for which
EndPα are domains.
Connection to affine curves
In Section 3 we prove that if α is irrational, then the domain EndPα is a finitely
generated algebra over K, that is, an affine K-algebra. Furthermore, if EndPα is non-
trivial, then the transcendence degree of the field of fractions of EndPα turns out to
be one. Thus, for irrational α, every non-trivial EndPα is the coordinate ring of some
irreducible, affine curve.
For us the term curve will mean an irreducible, affine variety C of dimension one
over K.
If C is a curve in some affine space Kn, then its coordinate ring is any copy of
the K-algebra (C) = K[X1, . . . , Xn]/I (V ) where I (V ) is the ideal of C, see [8].
The dimension of C is the transcendence degree of the field of fractions of (C). We
shall say that a curve C is realized by some Pα when (C) ∼= EndPα . Our problem
is to discover which curves are realized by the various Pα .
The generic endomorphism D of Pα , with polynomial entries in K[X], is intro-
duced in Section 3. If d is the degree of the trace of D, then EndPα is generated
by d elements. When d  3 we do not know if EndPα has fewer than d generators.
Following [25] we say that the curve C is planar when the coordinate ring (C)
can be generated as a K-algebra by two elements. We do not yet know whether any
non-planar curve is realizable by some Pα .
Not every planar curve is realized by some Pα . For instance, when α is irrational
there are no units in EndPα other than the non-zero scalars from K. This can be
deduced from results in Section 3, but also see [2,20]. For this reason the cubic curve
defined by the equation (Y 2 −X + 2)X = 1 is not realizable by some Pα because
the image of X in the ring K[X, Y ]/(XY 2 −X2 + 2X − 1) is a non-scalar unit.
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In Section 4 we show that among the hyperelliptic curves of odd degree only those
of degree three can be realized. We also show how a pair of polynomials can be used
to construct all realizable curves up to birational equivalence.
In Section 5 we prove that for a cubic curve C not isomorphic to the affine line,
the coordinate ring of C is realizable if and only if C has a Weierstrass equation, as
defined in [26, p. 46]. If we had a practical criterion for deciding when a cubic is
Weierstrass, our results on realization of cubics would be rounded out.
Finally we consider minog(EndPα), the minimal number of generators of EndPα
as a K-algebra. We prove in Section 4 that minog(EndPα) = 1 if traceD has degree
1, while minog(EndPα) = 2 if traceD has degree 2. In section 5 we relate the un-
resolved problem of finding minog(EndPα), when deg traceD  3, to a question on
planarity of curves considered in [25] by Sathaye.
Glossary of symbols and formulae
The following glossary may facilitate the reading of this paper.
• K is an algebraically closed field;
• α, β, γ are functionals on K[X] or power series in K[[X]], see (10);
• 〈α, p〉 is the value of a functional α at polynomial p;
• 〈α ∗ s, r〉 = 〈α, sr〉, see (2);
• ∂α is the deriver, see (4);
• ∂α(X) = 〈α, 1〉, see (4);
• ∂α(rs) = r∂α(s)+ ∂α∗s(r), see (3);
• V −, V are the domain and range spaces of Pα as embedded inR2, see (8) and (9);
• J = {ϕ ∈ EndPα : ϕV ⊆ V −}, and EndPα = KI ⊕J, see (12) and (14);
• Aα/Iα is the K[X]-algebra generated by ∂α modulo finite rank operators;
• ∂α is the image of ∂α in Aα/Iα , see (24);
• fα is the minimal polynomial of ∂α in K[X][Y ], see (27);
• D is the generic endomorphism matrix, see (28);
• d is the degree of the trace of D, d  1.
2. Criteria for non-trivial endomorphisms
Let α be a power series in K[[X]], which is to say, a functional on K[X]. It was
shown in [2] that if α is not the root of a linear or quadratic equation over K[X], then
EndPα is trivial. In this section we expand on [2] by giving necessary and sufficient
conditions for EndPα to be non-trivial. This will require detailed calculations in-
side K[[X]] as well as in the algebra EndKK[X]. We pick up from Proposition 1.3,
using the descriptions of V − and V given by (8) and (9), to obtain some necessary
conditions for a 2× 2 matrix of rational functions to be an endomorphism matrix
of Pα .
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The form of endomorphisms
Proposition 2.1. Let α be a functional on K[X]. If a 2× 2 matrix ϕ of rational
functions leaves V invariant, then ϕ also leaves V − invariant. Furthermore ϕ takes
the form
ϕ =
(
s t
−∂α(s) λ− ∂α(t)
)
(11)
where s, t ∈ K[X] and λ ∈ K .
Proof. Suppose that
ϕ =
(
s t
u v
)
∈ M2(K(X))
and that ϕV ⊆ V . Since(
1
0
)
∈ V and
(
0
1
)
∈ V,
we get(
s
u
)
= ϕ
(
1
0
)
∈ V and
(
t
v
)
= ϕ
(
0
1
)
∈ V.
The entries of the columns in V are polynomials, as noted in (9). Thus the entries
s, t, u, v of ϕ are also polynomials.
To get the ϕ-invariance of V − note that the matrix ϕ is a K(X)-linear operator on
K(X)2. For any rational function r, it follows that ϕrV = rϕV ⊆ rV . In particular
with r = X−1 we see that the K-linear subspace V ∩X−1V of K(X)2 is ϕ-invariant.
Thus for the ϕ-invariance of V − it suffices to check that V ∩X−1V = V −.
Well,(
p
q
)
∈ V ∩X−1V iff
(
p
q
)
∈ V and X
(
p
q
)
∈ V.
From the definition of V in (9) this is equivalent to having
∂α(p)+ q ∈ K and ∂α(Xp)+Xq ∈ K.
Using (3) and (2) we note that ∂α∗p(X) = 〈α ∗ p, 1〉 = 〈α, p〉, which is a scalar.
From (3) we get
∂α(Xp)+Xq = X(∂α(p)+ q)+ ∂α∗p(X) = X(∂α(p)+ q)+ 〈α, p〉.
Thus ∂α(Xp)+Xq ∈ K if and only if ∂α(p)+ q = 0. The latter means that
(
p
q
) ∈
V − according to (8). Hence V ∩X−1V = V −, and V − is ϕ-invariant.
As to the form of ϕ, recall from above that
(
t
v
) ∈ V , and thus (t
v
) = ( t
λ−∂α(t)
)
for
some λ in K, as required by (9). Furthermore, since V − is now ϕ-invariant, and(1
0
) ∈ V − we get (s
u
) ∈ V −, which amounts to having (s
u
) = ( s−∂α(s)), as required by(8). 
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If λ ∈ K , put s = λ and t = 0 in (11) to confirm that each scalar matrix λI , where
I is the identity matrix, is of the form permissible for endomorphisms. We caution
that not all matrices given by (11) are endomorphisms, but in trying to identify the
endomorphisms of Pα the search can be restricted to such matrices.
The ideal J
For each functional α define
J = {ϕ ∈ EndPα : ϕV ⊆ V −}. (12)
The dependence of J on α will be taken as understood.
It is plain to see that J is an ideal of EndPα . Because
(0
1
) ∈ V \V −, the identity
endomorphism I is not in J, and the ideal J is proper. If ϕ ∈ J, then the columns
of ϕ lie in V − since
(1
0
)
and
(0
1
)
are in V. Thus (8) shows that a matrix inJmust take
the form
ϕ =
(
s t
−∂α(s) −∂α(t)
)
, where s, t ∈ K[X]. (13)
Proposition 2.2. The set J is a proper ideal of EndPα . If ϕ ∈ J, then ϕ takes the
form of (13). A matrix ϕ of the form given in (13) lies in J if and only if ϕ(V −) ⊆
V −. Also
EndPα = KI ⊕J, (14)
where I is the identity matrix.
Proof. The first two claims have already been demonstrated above. For the third
claim suppose that ϕ takes the form of (13) and that ϕ(V −) ⊆ V −. Since V = V − ⊕
K
(0
1
)
the matrix ϕ will lie in J provided
(
t
−∂α(t)
) = ϕ(01) ∈ V −. Now this is clear
from the definition of V − in (8). Conversely any ϕ in J must take the form of (13),
and being an endomorphism must leave V − invariant as required by Proposition 1.3.
To prove (14) we note by Proposition 2.1 that any ϕ in EndPα takes the form
ϕ =
(
s t
∂α(s) λ− ∂α(t)
)
,
where λ ∈ K and s, t ∈ K[X]. Rewrite this as
ϕ = λI +
(
s − λ t
∂α(s − λ) −∂α(t)
)
to see that EndPα = KI ⊕J. 
The algebra EndPα will be non-trivial precisely when the idealJ is non-zero. In
order to find out the functionals that makeJ non-zero we develop several properties
of the deriver in the next proposition.
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Properties of derivers
We keep in mind that functionals are identified with power series as in (10). Power
series are to be multiplied in the usual way.
Proposition 2.3. For any functionals β, γ and any polynomial r, the following for-
mulae hold.
∂β(r) =
∞∑
k=0
〈Xk+1β, r〉Xk (15)
〈β, ∂γ (r)〉 = 〈Xβγ, r〉 (16)
∂β ◦ ∂γ = ∂Xβγ (17)
β ∗ ∂γ (r) = (Xβγ ) ∗ r −Xβ(γ ∗ r). (18)
Proof. To check (15) first notice that if k  deg r , then 〈Xk+1β, r〉 = 0, so that the
series represents a polynomial of degree less than deg r .
Since both sides of the desired formula are linear in r, it suffices to prove it for
r = 1, X, . . . , Xm, . . . We do so by induction on m. For m = 0, both sides of the
formula clearly give 0. Assuming its truth for m we use (2) and (3) along with the
property 〈Xj+1β,Xn+1〉 = 〈Xjβ,Xn〉 to get:
∂β(X
m+1) = ∂β∗Xm(X)+X∂β(Xm)
= 〈β,Xm〉 +X∂β(Xm)
= 〈β,Xm〉 +X
( ∞∑
k=0
〈Xk+1β,Xm〉Xk
)
by the assumption on m
= 〈Xβ,Xm+1〉 +
∞∑
k=0
〈Xk+2β,Xm+1〉Xk+1
=
∞∑
k=0
〈Xk+1β,Xm+1〉Xk as desired.
For item (16) we use (15):
〈β, ∂γ (r)〉 =
〈
β,
∞∑
k=0
〈Xk+1γ, r〉Xk
〉
=
∞∑
k=0
〈Xk+1γ, r〉〈β,Xk〉
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=
∞∑
k=0
〈〈β,Xk〉Xk+1γ, r〉
=
〈
X
∞∑
k=0
〈β,Xk〉Xkγ, r
〉
= 〈Xβγ, r〉 as desired.
To see (17) evaluate the composite ∂β ◦ ∂γ at a polynomial s to get:
(∂β ◦ ∂γ )(s) =
∞∑
k=0
〈Xk+1β, ∂γ (s)〉Xk by (15),
=
∞∑
k=0
〈Xk+1Xβγ, s〉Xk by (16),
= ∂Xβγ (s) by (15).
For item (18) compute functionals at each s in K[X] to get:
〈β ∗ ∂γ (r), s〉 = 〈β, ∂γ (r)s〉 as in (2)
= 〈β, ∂γ (rs)− ∂γ ∗r (s)〉 using (3)
= 〈β, ∂γ (rs)〉 − 〈β, ∂γ ∗r (s)〉 by linearity
= 〈Xβγ, rs〉 − 〈Xβ(γ ∗ r), s〉 by (16)
= 〈(Xβγ ) ∗ r, s〉 − 〈Xβ(γ ∗ r), s〉 by (2)
= 〈(Xβγ ) ∗ r −Xβ(γ ∗ r), s〉 as desired. 
Item (17) from Proposition 2.3 shows further that ∂γ ◦ ∂β = ∂β ◦ ∂γ , i.e. two de-
rivers commute.
The ring K[[X]] is a left module over itself in the usual way. Also K[[X]] is a
right K[X]-module by the ∗ operation of (2). However these actions do not make
K[[X]] into a bimodule, as item (18) of Proposition 2.3 reveals.
Test for membership in J
According to Proposition 2.2 the matrices in J are the endomorphisms that take
the form of (13).
Proposition 2.4. For a functional α and a matrix ϕ, given according to (13), the
following statements are equivalent.
ϕ ∈ J, (a)
∂α∗s = ∂α∗t ◦ ∂α, (b)
α ∗ s = Xα(α ∗ t). (c)
322 F. Okoh, F.A. Zorzitto / Linear Algebra and its Applications 365 (2003) 311–348
Proof. Formula (17) in Proposition 2.3 implies that ∂α∗t ◦ ∂α = ∂Xα(α∗t). Thus equal-
ity (b) translates to ∂α∗s = ∂Xα(α∗t). Since the correspondence β ↔ ∂β is a bijection
between the space of functionals β and the space of derivers ∂β , it is clear that Eq.
(c) is equivalent to Eq. (b).
We now establish the equivalence of (a) and (b). From Proposition 2.2, a ϕ given
by (13) will lie in J if and only if ϕV − ⊆ V −. In the light of (8) this is the same
as saying that ϕ
(
r
−∂α(r)
) ∈ V − for all r ∈ K[X]. Doing the matrix multiplication we
get
ϕ
(
r
∂α(r)
)
=
(
s t
∂α(s) −∂α(t)
)(
r
∂α(r)
)
=
(
sr − t∂α(r)
∂α(t)∂α(r)− r∂α(s)
)
.
Thus ϕ ∈ J if and only if this last column is in V −, and again by (8) this happens
if and only if
∂α(t)∂α(r)− r∂α(s)+ ∂α(sr − t∂α(r)) = 0 for all polynomials r.
Rewrite the above as
∂α(sr)+ ∂α(t)∂α(r) = (∂α(t∂α)r)+ r∂α(s) for all rin K[X]. (19)
From (3) we have
∂α(sr) = r∂α(s)+ ∂α∗s(r) and ∂α(t∂α(r)) = ∂α(r)∂α(t)+ (∂α∗t ◦ ∂α)(r).
Substituting these identities into Eq. (19) reveals that ϕ ∈ J if and only if
∂α∗s(r) = (∂α∗t ◦ ∂α)(r) for all polynomials r,
which is to say
∂α∗s = ∂α∗t ◦ ∂α. 
Let ϕ take the form of (13). Putting
r = −t, p = s − ∂α(r) and q = −∂α(p + ∂α(r)),
the matrix ϕ takes on the alternative form
ϕ =
(
p + ∂α(r) −r
q ∂α(r)
)
,
where r, p ∈ K[X], q = −∂α(p + ∂α(r)). (20)
Proposition 2.5. For a given functional α the matrices in J all take the form of
(20). A matrix ϕ given according to (20) lies in J if and only if
(Xα2) ∗ r + α ∗ p = 0. (21)
Proof. Since the matrices in J take the form of (13), they also take the alternate
form of (20). If ϕ is given according to (20), then ϕ is also of the form (13) with
s = p + ∂α(r), t = −r . Hence
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ϕ ∈ J⇐⇒ α ∗ (p + ∂α(r)) = −Xα(α ∗ r) using Proposition 2.4 (c)
⇐⇒ α ∗ ∂α(r)+ α ∗ p = −Xα(α ∗ r)
⇐⇒ (Xα2) ∗ r + α ∗ p = 0 by formula (18). 
Condition (21) will be useful in Section 4 for the actual construction of α’s with
non-trivial EndPα . For now we exploit it further in testing for non-zero endomor-
phisms that belong to J.
Non-trivial endomorphisms and polynomial equations
Every deriver ∂β belongs to the K-algebra EndKK[X]. Since every polynomial
t may be viewed as the multiplication operator (s → ts), the space EndKK[X] is
also a K[X]-algebra. The notation ∂β ◦ t will stand for the composite of ∂β with t as
K-linear operators on K[X]. This should not be confused with the polynomial ∂β(t)
which can also be interpreted as its multiplication operator in EndKK[X]. With such
notation, the formula ∂β(tr) = ∂β∗t (r)+ ∂β(t)r taken from (3) becomes an identity
inside EndKK[X], namely:
∂β ◦ t = ∂β∗t + ∂β(t) (22)
for all functionals β and all polynomials t.
In EndKK[X] there is also the operator ∂β∗_(t) : K[X] → K[X] by which r →
∂β∗r (t). According to (5) the degree of ∂β∗r (t) is less than the degree of t, regardless
of r. Thus the image of every operator ∂β∗_(t) has finite dimension. Furthermore
property (3) translates into a second operator identity, namely:
∂β ◦ t = t ◦ ∂β + ∂β∗_(t), (23)
for all functionals β and all polynomials t.
In particular, identity (23) reveals that multiplication operators commute with de-
rivers modulo the ideal in EndKK[X] of finite rank operators.
Lemma 2.6. Let β be a non-zero functional on K[X], and let Xn be the first power
of X such that 〈β,Xn〉 /= 0. The operator ∂β : K[X] → K[X] is a surjection whose
kernel consists of all polynomials of degree less than or equal to n. Furthermore, if
t ∈ K[X] and t /= 0, then the operator ∂β + t : K[X] → K[X] is injective.
Proof. For each positive integer m formula (4) yields
∂β(X
m) = 〈β, 1〉Xm−1 + 〈β,X〉Xm−2 + · · · + 〈β,Xm−1〉.
Hence ∂β(Xm) = 0 when m  n. On the other hand, when m = n+ j for a positive
integer j, we have again by formula (4) that
∂β(X
n+j ) = 〈β,Xn〉Xj−1 + 〈β,Xn+1〉Xj−2 + · · · + 〈β,Xn+j−1〉.
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Since 〈β,Xn〉 /= 0 the above formula makes it clear that polynomials of degree n+ j
go to polynomials of degree j − 1. Hence ∂β is surjective with the specified kernel.
Furthermore, each ∂β either kills a polynomial or lowers its degree, while the
non-zero multiplication operator t does not lower degree. The operator ∂β + t must
therefore be injective. 
For a given functional α, let Aα stand for the K[X]-subalgebra of EndKK[X]
generated by ∂α . Let Iα = {σ ∈Aα : dim σ(K[X]) <∞} be the ideal in Aα of
finite rank operators. The K-algebra Aα/Iα is commutative as a consequence of
(23). Let ∂α denote the image of ∂α in Aα/Iα . Since the subalgebra K[X] of Aα
embeds inside Aα/Iα , we get that Aα/Iα is a commutative K[X]-algebra singly
generated by ∂α . That is
Aα/Iα = K[X][∂α]. (24)
Lemma 2.7. Let α be a functional on K[X], and let r, p, q ∈ K[X]. The equation
r∂
2
α + p∂α + q = 0 (25)
holds in K[X][∂α] if and only if
(Xα2) ∗ r + α ∗ p = 0 and q = −∂α(p + ∂α(r))
in K[[X]].
Proof. Supposing that (Xα2) ∗ r + α ∗ p = 0 and q = −∂α(p + ∂α(r)), we get the
operator equation ∂(Xα2)∗r + ∂α∗p = 0 in EndKK[X]. From (22) we deduce that
∂Xα2 ◦ r − ∂Xα2(r)+ ∂α ◦ p − ∂α(p) = 0.
From item (17) in Proposition 2.3 we deduce
∂2α ◦ r − ∂α(∂α(r))+ ∂α ◦ p − ∂α(p) = 0.
Remembering that q = −∂α(p + ∂α(r)) this yields
∂2α ◦ r + ∂α ◦ p + q = 0.
Pass to the commutaive algebra K[X][∂α] to conclude that (25) holds.
Suppose conversely that (25) holds. Remembering (24) this says that its preimage
operator ∂2α ◦ r + ∂α ◦ p + q inside Aα has finite rank. However,
∂2α ◦ r + ∂α ◦ p + q = ∂Xα2 ◦ r + ∂α ◦ p + q from (17)
= ∂(Xα2)∗r + ∂Xα2(r)+ ∂α∗p + ∂α(p)+ q from (22)
= ∂(Xα2)∗r+α∗p + ∂Xα2(r)+ ∂α(p)+ q by linearity
= ∂(Xα2)∗r+α∗p + ∂α(∂α(r))+ ∂α(p)+ q from (17)
= ∂(Xα2)∗r+α∗p + q + ∂α(p + ∂α(r)),
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and this operator has finite rank. Since q + ∂α(p + ∂α(r)) is a multiplication oper-
ator, Lemma 2.6 now forces it to be 0. Thus q = −∂α(p + ∂α(r)). Furthermore the
operator ∂(Xα2)∗r+α∗p still has finite rank. From Lemma 2.6 non-zero derivers have
a finite-dimensional kernel. Hence the finite rank operator ∂(Xα2)∗r+α∗p must be 0. It
then follows that the series (Xα2) ∗ r + α ∗ p = 0. 
We are in a position to rephrase the question of non-trivial endomorphisms in
terms of the ringK[X, Y ] of polynomials in two variables X and Y. We viewK[X, Y ]
as the ring of polynomials in Y with coefficients in K[X]. In light of Lemma 2.7 a
consideration of the following ideal of K[X][Y ] is called for. Let
I (∂α) = {f (Y ) ∈ K[X][Y ] : f (∂α) = 0}. (26)
The following subspace of I (∂α) also has a bearing. Let
Q(∂α) = {f (Y ) ∈ I (∂α) : f (Y ) = rY 2 + pY + q where r, p, q ∈ K[X]}.
There is the K-linear mapping  : Q(∂α)→ J where
 : f (Y ) = rY 2 + pY + q →
(
p + ∂α(r) −r
q ∂α(r)
)
with q = −∂α(p + ∂α(r)).
Notice that (f (Y )) takes the form of (20). To see that (f (Y )) ∈ J we observe
from (26) that f (∂α) = r∂2α + p∂α + q = 0. By Lemma 2.7, (Xα2) ∗ r + α ∗ p =
0 as in (21). Thus from Proposition 2.5 we get (f (Y )) ∈ J.
Theorem 2.8. The mapping  : Q(∂α)→ J is a bijection. Thus J is non-zero,
or equivalently EndPα is non-trivial, if and only if I (∂α) contains a polynomial of
degree 1 or 2.
Proof. Given ϕ in J, Proposition 2.5 shows that ϕ takes the form of (20), and
that (21) holds. Then Lemma 2.7 yields the appropriate polynomial f (Y ) such that
(f (Y )) = ϕ. 
The proof of the next lemma is standard.
Lemma 2.9. For each α the ideal I (∂α) is principal. When I (∂α) is non-zero its
generator is a primitive polynomial, unique up to a scalar multiple.
Proof. We may as well take I (∂α) non-zero. Pass to the ring extensions K(X)[Y ]
of K[X][Y ] and K(X)[∂α] of K[X][∂α]. The ideal
J (∂α) = {g(Y ) ∈ K(X)[Y ] : g(∂α) = 0}
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is principal in K(X)[Y ]. Furthermore I (∂α) = J (∂α) ∩K[X][Y ]. A generator of
J (∂α) is a polynomial in Y with coefficients in K(X). By clearing denominators
and cancelling common factors in the coefficients of a generator for J (∂α) we can
suppose such generator g of J (∂α) is in I (∂α) and that g is primitive. Now any f in
I (∂α) is divisible by g in K(X)[Y ]. By Gauss’ lemma such f must also be divisible
in K[X][Y ] by our primitive g. Thus I (∂α) is generated by g. Also it is clear that any
generator of I (∂α) is a unit multiple of any other generator. 
Definition. The minimal polynomial of ∂α is the unique generator fα of I (∂α)
whose leading coefficient is a monic polynomial in X.
The implication of Theorem 2.8 is thatJwill be non-zero, or equivalently EndPα
non-trivial, if and only if ∂α has a minimal polynomial fα having degree 1 or 2 with
respect to Y.
Proposition 2.10. If the minimal polynomial of ∂α has degree 1 in Y, then Pα is
decomposable.
Proof. Let fα = pY + q where p, q ∈ K[X] and p /= 0. Since p∂α + q = 0,
Lemma 2.7 with r = 0 implies that q = −∂α(p) and α ∗ p = 0. The latter leads
to a linear recurrence relation on the coefficients of the power series α. Hence α is
rational, by [12, p. 392]. Then [22, Proposition 2.3 and Corollory 1.10] imply that
Pα is decomposable. 
The converse of Proposition 2.10 is also true. When fα is not linear, then either
EndPα is trivial or fα is quadratic, by Theorem 2.8. In the first instance EndPα has
no proper idempotents, and thereby Pα is indecomposable. In the second instance we
shall discover in the next section that EndPα is a domain, thus again lacking proper
idempotents.
Remark. In Proposition 2.10 we used the well known fact that a power series is
a rational function if and only if its coefficients eventually satisfy a linear recur-
rence relation. Priority for this old result is obscure and was the subject of a lively
correspondence in the Query column of the Notices of the American Mathematical
Society in 1985 and 1986, see [27]. Among the authors credited are Fatou, Hadam-
ard, Polya, and Kronecker. The earliest reference is [15]. This partial list gives an
indication of the variety of contexts in which the result has surfaced.
3. Generic endomorphisms and affineness
With a view to constructing non-trivial EndPα’s, Theorem 2.8 dictates that we
examine those α for which the minimal polynomial fα of ∂α is linear or quadratic.
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Having disposed of the linear case in Proposition 2.10, we are led to consider those
functionals α such that fα is of degree 2. In that case the ideal J will be shown to
contain a distinguished endomorphism D which will anchor the rest of the paper.
In this entire section we take fα to be quadratic, and write it as
fα = rY 2 + pY + q, where r, p, q ∈ K[X] and r is monic. (27)
When fα is quadratic like this we shall speak of being in the quadratic case.
The generic matrix
Definition. The generic matrix of EndPα is the endomorphism matrix D that cor-
responds to fα as in Theorem 2.8. Namely
D =
(
p + ∂α(r) −r
q ∂α(r)
)
, where q = −∂α(p + ∂α(r)). (28)
We also associate to fα the matrix
B =
(
p −r
q 0
)
, (29)
which need not be an endomorphism of Pα . Obviously D = B + ∂α(r)I .
Proposition 3.1. In the quadratic case, ϕ ∈ J if and only if ϕ takes the form
ϕ = sB + ∂α(sr)I, where s ∈ K[X]. (30)
In addition ϕ ∈ EndPα if and only if ϕ takes the form
ϕ = sB + ∂α(sr)I + λI, where s ∈ K[X] and λ ∈ K. (31)
Proof. From Theorem 2.8 the matrices of J are indexed by those polynomials
of I (∂α) that are of degree at most 2 in Y. These polynomials are all divisible in
K[X][Y ] by fα according to Lemma 2.9. Hence the endomorphisms that lie in J
correspond to polynomials that look like srY 2 + spY + sq, where s ∈ K[X]. From
the correspondence  of Theorem 2.8 the endomorphisms belonging to J are pre-
cisely the ones that look like(
sp + ∂α(sr) −sr
sq ∂α(sr)
)
= sB + ∂α(sr)I, where s ∈ K[X].
The form (31) of an arbitrary endomorphism comes immediately from (14). 
Theorem 3.2. In the quadratic case,J consists of matrices ϕ of the form
ϕ = sD + ∂α∗r (s)I, where s ∈ K[X]. (32)
Furthermore EndPα consists of matrices that take the form
ϕ = sD + ∂α∗r (s)I + λI, where s ∈ K[X] and λ ∈ K. (33)
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Proof. From Proposition 3.1, J consists of matrices that look like sB + ∂α(sr)I
with s ∈ K[X]. Using (3) these can be rewritten in the desired form as follows:(
sp + ∂α(sr) −sr
sq ∂α(sr)
)
=
(
s(p + ∂α(r))+ ∂α∗r (s) −sr
sq s∂α(r)+ ∂α∗r (s)
)
= sD + ∂α∗r (s)I.
After that, the desired representation (33) of any endomorphism follows from
(14). 
In particular, EndPα is a K-subalgebra of the commutative algebra K[X][D] gen-
erated over K by XI and D. The elements of K[X][D] are polynomials in D with
coefficients in K[X]. This algebra in turn sits inside K(X)[D], the algebra of matri-
ces that are polynomials in D with rational function coefficients in the field K(X). It
will be useful to examine K(X)[D] a little bit.
The field K(X)[D]
Proposition 3.3. In the quadratic case fα is irreducible in K[X][Y ], and as a func-
tion on K(X) it has no roots in K(X).
Proof. Since fα is primitive in K[X][Y ] and quadratic in Y, the only way fα
could reduce is as a product of two linear polynomials in Y. Suppose fα = (sY +
t)(uY + v) where s, t, u, v ∈ K[X] and s /= 0, u /= 0. Substitute ∂α for Y to get
(s∂α + t)(u∂α + v) = 0. Recalling that K[X][∂α] =Aα/Iα as in (24), we get that
the preimage operator (∂α ◦ s + t) ◦ (∂α ◦ u+ v) on K[X] has finite rank. Hence the
kernel of this composite operator is infinite-dimensional over K. The kernel of one
of the factor operators must therefore be infinite-dimensional also.
Say ker(∂α ◦ s + t) is infinite-dimensional. Now ∂α ◦ s + t = ∂α∗s + ∂α(s)+ t ,
using (22). This operator is the sum of a deriver and a multiplication. Consequently
∂α(s)+ t = 0, for otherwise Lemma 2.6 would make the operator injective. There-
fore ker ∂α∗s is infinite-dimensional. However Lemma 2.6 also tells us that the kernel
of a non-zero deriver is finite-dimensional. Thus ∂α∗s = 0, and therefore ∂α ◦ s +
t = 0. Passing to K[X][∂α] yields s∂α + t = 0, and then sY + t ∈ I (∂α). Thus it
would be impossible for a quadratic fα to be the minimal polynomial. Hence fα is
irreducible in K[X][Y ].
Finally Gauss’ lemma guarantees that fα in K[X][Y ] has no root in K(X). 
The polynomials that are the entries of an endomorphism matrix ϕ lie in the field
K(X). The characteristic polynomial hϕ of ϕ over K(X) is
hϕ(Y ) = Y 2 − (traceϕ)Y + det ϕ. (34)
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As noted in Section 1, we use the term scalar endomorphism or scalar matrix to
mean an endomorphism of the type λI where λ ∈ K . The non-scalar endomorphisms
are precisely the ones having a non-zero D-coefficient. In J the only scalar matrix
is the zero matrix.
Proposition 3.4. In the quadratic case, if ϕ ∈ EndPα and ϕ is not a scalar matrix,
then the characteristic polynomial hϕ is irreducible over K(X).
Proof. Since hϕ is quadratic we simply have to prove that it has no roots in the
field K(X), i.e. that ϕ has no eigenvalues in K(X). Write ϕ = sB + (∂α(sr)+ λ)I
for some s in K(X) and λ in K, as in Proposition 3.1. Since ϕ is not a scalar, s /= 0
and we have B = (ϕ − (∂α(sr)+ λ)I)/s. If ϕ had an eigenvalue t in K(X), then
u = (t − ∂α(sr)− λ)/s would be an eigenvalue of B with the same eigenvector.
From (29) the characteristic polynomial of B is Y 2 − pY + qr and u would be its
root. A direct verification then shows that the rational function (u− p)/r in K(X)
would be a root of fα = rY 2 + pY + q, contradicting Proposition 3.3. 
Corrollary 3.5. Non-zero endomorphisms have non-zero determinant.
Proof. The non-zero scalar endomorphisms obviously have non-zero determinant,
while the non-scalar endomorphisms have characteristic polynomials hϕ that are ir-
reducible over K(X). 
Corrollary 3.6. The K-algebra K(X)[D] is a quadratic field extension of K(X).
Proof. By its definition in (28) the generic matrix D is not scalar. Hence its char-
acteristic polynomial hD is irreducible, and we have the isomorphism K(X)[D] ∼=
K(X)[Y ]/〈hD〉. 
Corrollary 3.7. EndPα is a K-subalgebra of the field K(X)[D], and K(X)[D] is
its field of fractions.
Proof. From Theorem 3.2, EndPα ⊂ K[X][D] ⊂ K(X)[D]. To get that K(X)[D]
is the fraction field of EndPα it suffices to check that the element X in K(X)[D]
is a quotient of two elements of EndPα . The element ϕ = XD + ∂α∗r (X)I ∈
EndPα from Theorem 3.2. By (3) ∂α∗r (X) = 〈α ∗ r, 1〉 = 〈α, r〉 ∈ K . Thus XD =
ϕ − 〈α, r〉I ∈ EndPα . Then X = XD/D is a quotient of two elements of
EndPα . 
Corrollary 3.8. In the quadratic case the transcendence degree of EndPα over K
is one.
Proof. The fraction field K(X)[D] of EndPα has transcendence degree one over
K. 
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In the quadratic extension K(X)[D] each element ϕ is uniquely representable in
the form ϕ = sD + tI where s, t ∈ K(X). We shall refer to s as the D-coefficient of
ϕ, and to t as the I-coefficient of ϕ.
Corrollary 3.9. A matrix ϕ = sD + tI from the field K(X)[D] is in EndPα if and
only if its D-coefficient s ∈ K[X] and t − ∂α∗r (s) ∈ K . In addition ϕ ∈ J if and
only if s ∈ K[X] and t = ∂α∗r (s).
Proof. These statements simply reiterate Theorem 3.2 in the light of of the remark
immediately above. 
Here is the converse of Proposition 2.10.
Corrollary 3.10. In the quadratic case Pα is indecomposable.
Proof. Since EndPα sits inside a field it has no proper idempotents. 
Traces of endomorphisms and degrees
We continue with the quadratic case and the notations of (27) and (28).
For each non-scalar endomorphism ϕ, the integer deg traceϕ turns out to be pos-
itive with some useful properties that emerge from a curious hierarchy between the
traces and the determinants of endomorphisms that are in J.
Proposition 3.11. If ϕ ∈ J and ϕ /= 0, then deg detϕ < deg traceϕ.
Proof. Notice first that detϕ /= 0 from Corollary 3.5, and thus deg detϕ is defined.
Let ϕ = sD + ∂α∗r (s)I as in Theorem 3.2. Then
ϕ2 = (traceϕ)ϕ − (detϕ)I
= (traceϕ)(sD + ∂α∗r (s)I )− (detϕ)I
= s(traceϕ)D + (∂α∗r (s)traceϕ − detϕ)I.
Since ϕ2 ∈ J it follows from Corollary 3.9 and then (3) that
∂α∗r (s)traceϕ − detϕ = ∂α∗r (s traceϕ) = ∂α∗r (s)traceϕ + ∂α∗r∗s(traceϕ).
This simplifies to detϕ = −∂α∗r∗s(traceϕ). After we recall (5), that a deriver lowers
degree, the desired result becomes clear. 
Proposition 3.12. If ϕ is a non-scalar endomorphism, then deg traceϕ  1. In par-
ticular deg traceD  1.
Proof. Using (14) we have a scalar λ in K such that ϕ − λI ∈ J. Also ϕ − λI /= 0
since ϕ is itself not a scalar. By Corollary 3.5, det(ϕ − λI) /= 0. Then by Propo-
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sition 3.11 deg det (ϕ − λI) < deg trace (ϕ − λI). Thus the polynomial trace (ϕ −
λI) which equals trace ϕ − 2λ has degree at least one. Since 2λ is a scalar, the
degree of trace ϕ is at least one. 
Corrollary 3.13. The trace map is injective on J, and in case char K /= 2 it is
injective on EndPα .
Proof. The map trace is linear on EndPα . If trace ϕ = 0 for some ϕ in EndPα
Proposition 3.12 forces ϕ to be a scalar, say λI . If ϕ ∈ J, then ϕ = 0. If CharK /= 2,
then 2λ = traceϕ = 0 implies λ = 0 and thus ϕ = 0. 
Given a non-scalar endomorphism ϕ as in Theorem 3.2, its D-coefficient s will
be non-zero. The degree deg s of the D-coefficient will be called the level of ϕ and
denoted by level ϕ.
Proposition 3.14. If ϕ is a non-scalar endomorphism with D- coefficient s, then
deg traceϕ = level ϕ + deg traceD.
Proof. Write ϕ = sD + (∂α∗r (s)+ λ)I as in Theorem 3.2. Note s /= 0 since ϕ is
not a scalar. Then
trace ϕ = s traceD + 2(∂α∗r (s)+ λ).
We have
deg (s traceD) = deg s + deg traceD = level ϕ + deg traceD.
To finish we observe that 2(∂α∗r (s)+ λ) is either zero or has degree less than
deg(s traceD). If 2(∂α∗r (s)+ λ) /= 0, then its degree is either 0 or it is deg∂α∗r (s).
For sure deg(s traceD) > 0 since deg traceD  1, by Proposition 3.12. If its de-
gree is deg ∂α∗r (s), we observe that deg ∂α∗r (s) < deg s < deg(s traceD) because a
deriver lowers degree. 
Here is a more conceptual characterization of the generic matrix D.
Proposition 3.15. Up to a scalar multiple there is only one endomorphism ϕ in J
such that deg traceϕ is a minimum. That endomorphism is the generic matrix.
Proof. By Propositions 3.12 and 3.14, every non-zero ϕ in J must be such that
deg traceϕ  deg traceD  1. If ϕ satisfies deg traceϕ = deg traceD, then we may
rescale ϕ so that the leading term of trace ϕ is the same as that of traceD. After that
ϕ −D is an endomorphism ofJ and its trace polynomial trace ϕ − traceD must be
0. Otherwise its degree would be below the allowable minimum. Since, by Corollary
3.13, the trace map is injective on J, we conclude that ϕ = D. 
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The appearance of curves
The set of all possible D-coefficients is K[X] by (33) in Theorem 3.2, and so
every non-negative integer is the level of some non-scalar endomorphism. Here is a
converse observation that will prove useful.
Proposition 3.16. Let B be a K-subalgebra of EndPα . If for every non-negative
integer n there is a ϕ in B such that level ϕ = n, then B = EndPα .
Proof. For each non-negative integer n pick ϕn in B such that level ϕn = n. Due to
Theorem 3.2, these ϕn’s, along with the identity matrix I, form a basis of the K-linear
space EndPα . Thus B = EndPα . 
The next result proves an additivity property of levels.
Lemma 3.17. If ϕ,ψ are non-scalar endomorphisms of EndPα, then ϕψ is also
non-scalar, and
level (ϕψ) = level ϕ + level ψ + deg trace D.
Proof. The computation below uses
D2 = (traceD)D − (det D)I,
which comes from (34). Using Theorem 3.2 write
ϕ = sD + (∂α∗r (s)+ λ)I, ψ = tD + (∂α∗r (t)+ µ)I,
where s, t ∈ K[X], s /= 0, t /= 0 and λ,µ ∈ K . By definition level ϕ = deg s and
level ψ = deg t . Now
ϕψ = (sD + (∂α∗r (s)+ λ)I)(tD + (∂α∗r (t)+ µ)I)
= stD2 + (t (∂α∗r (s)+ λ)+ s(∂α∗r (t)+ µ))D
+ (∂α∗r (s)+ λ)(∂α∗r (t)+ µ)I,
= st ((traceD)D − (det D)I)+ t (∂α∗r (s)+ λ)+ s(∂α∗r (t)+ µ)D
+ (∂α∗r (s)+ λ)(∂α∗r (t)+ µ)I
= (st traceD + t (∂α∗r (s)+ λ)+ s(∂α∗r (t)+ µ))D
+ ((∂α∗r (s)+ λ)(∂α∗r (t)+ µ)− st detD)I.
Thus
level (ϕψ) = deg (st traceD + t (∂α∗r (s)+ λ)+ s(∂α∗r (t)+ µ)).
Clearly
deg (st traceD) = level ϕ + level ψ + deg trace D.
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If both t (∂α∗r (s)+ λ) = 0 and s(∂α∗r (t)+ µ) = 0 we are done. Assuming that
t (∂α∗r (s)+ λ) /= 0,
it suffices to show that
deg (∂α∗r (s)+ λ) < deg (s traceD). (35)
If the polynomial on the left has degree 0, then the strict inequality holds because
deg traceD  1, by Proposition 3.12. On the other hand, if it has positive degree,
then that degree must be deg ∂α∗r (s). Now
deg ∂α∗r (s) < deg s < deg (s traceD),
because a deriver lowers degree. Thus we get the needed strict inequality (35). If
s(∂α∗r (t)+ µ) /= 0, then we obtain in a similar way that
deg (∂α∗r (t)+ µ) < deg (t traceD).
This proves our additivity formula. 
Corrollary 3.18. The only units in EndPα are scalar matrices.
Proof. If ϕ,ψ were inverses of each other, their product ϕψ = I would be a scalar.
Lemma 3.17 forces them to be scalars. 
Put
d = deg traceD.
For each non-negative integer n, let
ϕn = XnD + ∂α∗r (Xn)I.
As already noted in Proposition 3.12 we have d  1. By design, level ϕn = n. Also
ϕ0 = D and its level is 0.
Theorem 3.19. EndPα is an affine algebra generated over K by the matrices ϕ0,
ϕ1, . . . , ϕd−1.
Proof. Let K[ϕ0, . . . , ϕd−1] be the affine subalgebra of EndPα generated by
ϕ0, . . . , ϕd−1. For each j = 0, 1, . . . , d − 1 and each non-negative integer k, the
matrices ϕjϕk0 belong to K[ϕ0, . . . , ϕd−1]. By repeated use of Lemma 3.17 we find
that
level(ϕjϕk0) = level(ϕjDk) = kd + j.
As j, k vary appropriately the numbers kd + j cover all non-negative integers be-
cause d  1. Thus Proposition 3.16 applies to K[ϕ0, . . . , ϕd−1] and yields EndPα =
K[ϕ0, . . . , ϕd−1]. 
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In conjunction with Corollary 3.8 we have that, in our quadratic case, EndPα is an
affine domain of transcendence degree 1 over K. As such it is the coordinate ring of
an irreducible curve in affine space Kn. The question that looms before us is: which
curves come up?
4. Realization of algebraic curves
In this entire section we continue to study the case where fα is quadratic and
specified as in (27).
We say that an affine curve C is realized when the coordinate ring (C) ∼= EndPα
for some α. We also speak of a polynomial equation f (X, Y ) = 0 being realized
when the quotient ring K[X, Y ]/〈f (X, Y )〉 ∼= EndPα for some α.
The integer function deg trace
Every non-scalar endomorphism ϕ satisfies
1  deg traceD  deg traceϕ,
due to Proposition 3.14. Except for the case when charK = 2 the mapping trace :
EndPα → K[X] is injective, by Corollary 3.13. If charK = 2 and ϕ = λI is a scalar
matrix we have traceϕ = 2λ = 0, and we should not speak of deg traceϕ. In order to
be able to state our subsequent results in full generality, we shall adopt a convention.
For a non-zero scalar matrix ϕ = λI , we declare that
deg trace λI = 0, whether charK = 2 or not. (36)
In this way deg trace will be defined for every non-zero endomorphism. The non-
zero, scalar endomorphisms get deg trace to be zero, while the non-scalar endomor-
phisms get a positive deg trace with d = deg traceD as the minimum positive value.
Using Proposition 3.14 and (33) we see that for every integerm  d there are non-
scalar endomorphisms ϕ such that deg traceϕ = m. Therefore the range of deg trace
is identified as follows:
deg trace(EndPα) = {0, d, d + 1, d + 2, . . .}. (37)
As is the case with level the function deg trace has an additivity property.
Proposition 4.1. Let ϕ,ψ be non-zero matrices in EndPα . Then
deg trace(ϕψ) = deg traceϕ + deg traceψ. (38)
If ϕ + ψ is also non-zero, then
deg trace(ϕ + ψ)  max(deg traceϕ, deg traceψ). (39)
If deg traceϕ < deg traceψ, then ϕ + ψ is non-zero and
deg trace(ϕ + ψ) = max(deg traceϕ, deg traceψ). (40)
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Proof. When both ϕ,ψ are scalar, (38) is trivial to see. To get (38) when just one
of ϕ,ψ is scalar, simply use the K-linearity of trace along with the convention (36).
To get (38) for non-scalar ϕ,ψ first notice that ϕψ is non-scalar due to Lemma 3.17,
and recall that d = deg traceD. Then
deg trace(ϕψ) = d + level(ϕψ) by Proposition 3.14
= d + levelϕ + levelψ + d by Lemma 3.17
= deg traceϕ + deg traceψ by Proposition 3.14.
Items (39) and (40) follow routinely from the addititivity of trace and properties
of degrees of polynomials. 
We will have occasion to use the following consequence of (39) and (40).
Corrollary 4.2. Let ϕ1, . . . , ϕm be non-zero elements of EndPα such that exactly
one deg traceϕk exceeds all the other deg traceϕj . Then
deg trace
m∑
i=1
ϕi = deg traceϕk.
Proposition 4.3. If t ∈ K[X], t /= 0 and ϕ is a non-scalar endomorphism, then
deg trace t (ϕ) = n deg traceϕ where n = deg t .
Proof. Write t =∑nj=0 ajXj so that t (ϕ) =∑nj=0 ajϕj . For each non-zero sum-
mand ajϕj we have deg trace(ajϕj ) = j deg traceϕ, by repeated use of (38). From
Proposition 3.12 deg traceϕ  1, and so no two of the integers j deg traceϕ coincide.
Hence deg trace t (ϕ) = n deg traceϕ by Corollary 4.2. 
Realizing the affine line
We can now dispose of the simplest question. Which EndPα realize the affine
line K1? The coordinate ring of the line is K[X].
Proposition 4.4. EndPα ∼= K[X] if and only if d = deg traceD = 1.
Proof. If d = 1, then Theorem 3.19 says that EndPα = K[D]. Since D /∈ K and K
is algebraically closed, it follows that K[X] ∼= K[D].
Suppose that EndPα ∼= K[X]. Thus there must be a matrix ϕ in EndPα such that
EndPα = K[ϕ]. Certainly ϕ is non-scalar. Let k = deg traceϕ. By Proposition 3.14
we have
1  d  k.
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Every element of EndPα is a polynomial in ϕ. It follows from Proposition 4.3 that
every non-zero matrix ψ in EndPα has deg traceψ = mk for some integer m  0.
However, from (37) the deg trace function attains all integer values values from d on
up. We must conclude that k = 1 and so d = 1. 
Realizing conics
If f is an irreducible quadratic polynomial in K[X, Y ], then its coordinate ring
K[X, Y ]/〈f 〉 is isomorphic either to K[X] or to K[X, Y ]/〈XY − 1〉, see [13, Ex-
ercise 1.1]. The first ring is realized if and only if d = 1. The second ring is never
realized because it has non-scalar units, while Corollary 3.18 says the units of EndPα
must be scalar.
Hyperelliptic curves
Next we show that EndPα cannot realize a hyperelliptic curve of odd degree
greater than 3.
Theorem 4.5. Let u, v ∈ K[X]. Suppose v is of odd degree 2n+ 1 with 1  n,
and that either u = 0 or deg u  n. If End Pα ∼= K[X, Y ]/〈Y 2 + uY − v〉, then
deg traceD = 2 and n = 1.
Proof. From the given isomorphism pick up two elements ϕ,ψ from EndPα such
that
EndPα = K[ϕ,ψ] and ψ2 + u(ϕ)ψ = v(ϕ). (41)
Neither ϕ nor ψ can be scalar, because Y 2 + uY − v does not divide any linear
polynomial. Let
k = deg traceϕ,
1 = deg traceψ.
We note by Propositions 3.12 and 3.14 that
1  d, d  k, d  1, (42)
where d = deg traceD. Using (38) and Proposition 4.3 we get
deg trace(ψ2) = 21 and deg trace v(ϕ) = (2n+ 1)k.
The next step is to obtain conditions on k, 1 to ensure that (37) holds.
If u = 0 in (41) we clearly have 21 = (2n+ 1)k. If u /= 0, let m = deg u. Then
Proposition 4.3 gives
deg trace u(ϕ)ψ = mk + 1.
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What happens if mk + 1  21? Then mk  1, and from (39) we would deduce that
(2n+ 1)k  mk + 1  2mk,
contrary to the assumption that m  n. We must therefore have mk + 1 < 21. Then
(40) applied to (41) tells us that
21 = (2n+ 1)k,
exactly as in the case u = 0. From this equation we see that k < 1, and together with
(42) we obtain
1  d  k < 1.
Furthermore k1, for otherwise the equation 21 = (2n+ 1)k would make 2n+ 1 an
even integer.
From (41) we see that every matrix σ in EndPα can be put in the form
σ = s(ϕ)+ t (ϕ)ψ, where s, t ∈ K[X].
If s /= 0 and t /= 0, then (38) gives
deg trace s(ϕ) = ik, while deg trace t (ϕ)ψ = jk + 1,
for some integers i, j  0. Since k1, we get deg trace s(ϕ) /= deg trace t (ϕ)ψ . Thus
(40) permits us to conclude that for every non-zero σ in EndPα:
deg trace σ = ik or deg trace σ = jk + 1, (43)
for some integers i, j  0. When one of s or t equals 0, equations (43) are evident
from (38) and Proposition 4.3. Using (37) we must have k = 1 or k = 2.
Since 21 = (2n+ 1)k we must have k = 2.
With (43) applied to D we get d = ik = 2i or d = jk + 1 = 2j + 1 for some
i, j  0. In light of 1  d  k < 1 we have to conclude d = 2. Since d = 2 it fol-
lows from (37) and (43) that 3 = jk + 1 = 2j + 1 for some j  0. Thus 1 = 3, and
remembering that 21 = (2n+ 1)k, we get n = 1. 
Thus, among the hyperelliptic equations of odd degreee only the cubics, singular
or not, have a chance at realization, and then only by using d = 2. We now verify that
when d = 2, the equations realized are indeed of the form Y 2 + u(X)Y − v(X) = 0,
where v has degree 3 and u is either 0 or of degree at most 1.
It is useful to recall from Corollary 3.5 and Proposition 3.11 that if D is the ge-
neric matrix as given in (28), then detD /= 0 and deg detD < deg traceD. In case
deg traceD = 2, the determinant of D is either a non-zero scalar or linear.
Proposition 4.6. Suppose the generic matrix D in EndPα has deg traceD = 2,
and write traceD = p2X2 + p1X + p0, detD = q1X + q0 where p2 /= 0 and some
q1, q0 is not 0. Then
EndPα ∼= K[X, Y ]/〈p2Y 2 + (p1X − q1)Y − (X3 − p0X2 + q0X)〉.
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Proof. Since d = 2, Theorem 3.19 implies that EndPα = K[D,XD + ∂α∗r (X)I ]
Because ∂α∗r (X) = 〈α, r〉 ∈ K , we get just as well that EndPα = K[D,XD]. Be-
cause D satisfies its characteristic equation we obtain
D2 = (p2X2 + p1X + p0)D − (q1X + q0)I.
Multiply through by D to get
D3 = p2(XD)2 + p1D(XD)+ p0D2 − q1XD − q0D.
For a cleaner notation let x = D, y = XD. Thus EndPα = K[x, y] where
x3 = p2y2 + p1xy + p0x2 − q1y − q0x,
or equivalently
p2y
2 + (p1x − q1)y = x3 − p0x2 + q0x.
The substitution map K[X, Y ] → K[x, y] where X → x and Y → y contains the
polynomial p2Y 2 + (p1X − q1)Y − (X3 − p0X2 + q0X) inside its kernel N. This
polynomial is irreducible because as a quadratic polynomial in Y, its discriminant is
a cubic in X and thereby not the square of a rational function. Hence this polynomial
generates a prime ideal P in K[X, Y ]. Corollary 3.18 ensures that K[x, y] is not
a field, and thus the ideal N is not maximal. Since the Krull dimension of K[X, Y ]
is 2 we get N = P . Therefore EndPα ∼= K[X, Y ]/P . 
Corrollary 4.7. Let α, β be functionals such that the minimal polynomials fα, fβ
are quadratic. Let the respective generic matrices Dα,Dβ have equal traces of de-
gree 2, and equal determinants. Then EndPα ∼= EndPβ .
Proof. The coefficients p0, p1, p2 of the trace, and q0, q1 of the determinant com-
pletely determine the isomorphism type according to Proposition 4.6. 
It is an open question whether Corollary 4.7 holds when deg traceD  3. The
case where deg traceD = 1 is settled by Proposition 4.4.
Constructing the quadratic case
It is time now to explicitly construct an abundance of α such that fα is quadratic.
The construction harkens back to formula (21) with r = 1.
Lemma 4.8. If p, q are non-zero polynomials in K[X] such that deg q < degp,
then there is a unique non-zero α in K[[X]] such that
Xα2 + α ∗ p = 0 and ∂α(p) = −q.
Proof. Let α = a0 + a1X + a2X2 + · · · denote the required power series. For any
non-negative integer j, formulae (2) and (10) tell us that
α ∗Xj = aj + aj+1X + aj+2X2 + · · · . (44)
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Write p = p0 + p1X + · · · + pnXn, where pj ∈ K and pn /= 0, and write q =
q0 + q1X + · · · + qn−1Xn−1, where qj ∈ K and some qj /= 0.
Using (44) we get
α ∗ p = α ∗ (p0 + p1X + · · · + pnXn)
= p0(a0 + a1X + a2X2 + a3X3 + · · ·)
+p1(a1 + a2X + a3X2 + a4X3 + · · ·)
+p2(a2 + a3X + a4X2 + a5X3 + · · ·)
...
+pn(an + an+1X + an+2X2 + an+3X3 + · · ·).
On the other hand
Xα2 = a0a0X + (a0a1 + a1a0)X2 + · · · =
∞∑
n=0
(
n∑
k=0
akan−k
)
Xn+1.
By comparing coefficients of powers of X the equation Xα2 + α ∗ p = 0 boils down
to the following equations in K:
p0a0 + p1a1 + · · · + pn−1an−1 + pnan = 0,
a0a0 + p0a1 + p1a2 + · · · + pn−1an + pnan+1 = 0,
a0a1 + a1a0 + p0a2 + p1a3 + · · · + pn−1an+1 + pnan+2 = 0,
a0a2 + a1a1 + a2a0 + p0a3 + p1a4 + · · · + pn−1an+2 + pnan+3 = 0,
...
With k = 0, 1, 2, . . . the pattern for these equations starting with the second one is(
k∑
j=0
ajak−j
)
+ p0ak+1 + p1ak+2 + · · · + pn−1an+k + pnan+k+1 = 0.
Since pn /= 0, we can arbitrarily select scalars a0, a1, . . . , an−1 and then solve the
above equations uniquely for the other aj in terms of a0, a1, . . . , an−1 and p0,
p1, . . . , pn.
Now we use (4) to get
∂α(p) = pn∂α(Xn)+ · · · + p1∂α(X)+ p0∂α(1),
= pn(a0Xn−1 + a1Xn−2 + · · · + an−2X + an−1)
+pn−1(a0Xn−2 + a1Xn−3 + · · · + an−3X + an−2)
+pn−2(a0Xn−3 + a1Xn−4 + · · · + an−4X + an−3)
...
+p2(a0X + a1)
+p1(a0).
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By insisting on ∂α(p) = −q = −(q0 + · · · + qn−1Xn−1), we are led to the equa-
tions
pna0 = −qn−1,
pna1 + pn−1a0 = −qn−2,
pna2 + pn−1a1 + pn−2a0 = −qn−3,
...
pnan−1 + pn−1an−2 + · · · + p1a0 = −q0.
Since pn /= 0, these equations force a unique selection for a0, . . . , an−1 starting from
the first equation pna0 = −qn−1 and working downwards. In conclusion we have
found a unique α to satisfy Xα2 + α ∗ p = 0 and ∂α(p) = −q. 
The following lemma, whose proof we omit, involves a standard use of Gauss’
lemma.
Lemma 4.9. If p, q are non-zero polynomials with deg q < degp, then the polyno-
mial f = Y 2 + pY + q is irreducible in K[X, Y ].
The next theorem links Lemmas 4.8 and 4.9 with generic matrices.
Theorem 4.10. Let p, q be non-zero polynomials in K[X] with deg q < degp.
There is a functional α in K[[X]] for which the matrix
D =
(
p −1
q 0
)
(45)
is the generic matrix of EndPα . In particular for any pair of non-zero polynomials
(p, q) such that deg q < degp there is a functional α such that EndPα has a generic
matrix D with traceD = p and detD = q.
Proof. Let α be constructed so that Xα2 + α ∗ p = 0 and q = −∂α(p), as Lemma
4.8 permits. With p, q as given, r = 1 and ∂α(1) = 0, Lemma 2.7 shows that ∂α
satisfies (25). Hence the polynomial f = Y 2 + pY + q belongs to the ideal I (∂α)
defined in (26). This quadratic and monic f is actually the generator of I (∂α), because
f is irreducible, as seen in Lemma 4.9. Thus f = fα , the minimal ploynomial of ∂α .
Thereby EndPα falls into the quadratic case. From its definition in (28) the generic
matrix of EndPα must be D as specified in (45). To see the last claim of the theorem
simply note that traceD = p and detD = q. 
Corrollary 4.11. The affine line as well as all equations of the form
p2Y
2 + (p1X − q1)Y = X3 − p0X2 + q0X, (46)
where p0, p1, p2, q0, q1 ∈ K,p2 /= 0 and at least one of q0 /= 0, q1 /= 0, are real-
ized.
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Proof. For the affine line, using any linear polynomial p and any non-zero, con-
stant polynomial q, the resulting D in (45) has deg traceD = 1. Then Proposition 4.4
kicks in.
As for the cubic (46) with p = p2X2 + p1X + p0 and q = q1X + q0, the result-
ing D in (45) has deg traceD = p and detD = q. After that Proposition 4.6 kicks in
to realize the cubic. 
Remark. Theorem 4.10 produces generic matrices of all possible traces and de-
terminants. Corollary 4.7 and Proposition 4.4 show that Theorem 4.10 builds all
EndPα’s with deg traceD  2. It is not known whether Theorem 4.10 builds all
possible isomorphism types of EndPα’s.
However, the quotient field K(X)[D] of each EndPα is defined up to isomor-
phism by the characteristic equation of D, namely D2 − (traceD)D + (detD)I = 0.
As this depends solely on traceD and detD, all of the possible quotient fields of
all possible EndPα’s are constructed through Theorem 4.10. Thus, up to birational
equivalence at least, we have a way of constructing every realizable curve.
5. Equations of realizable cubics
We recall that an affine curve is realized when its coordinate ring is EndPα for
some α. If the curve is given by a single polynomial equation f (X, Y ) = 0
we speak also of realizing the equation when the quotient ring K[X, Y ]/〈f 〉 is
isomorphic to some EndPα . Ideally we would like to know precisely which curves
are realized. In this section we shall content ourselves with a classification of the
cubic curves that are realized. Not all cubics are realized. For instance the cubic
(Y 2 −X + 2)X = 1 mentioned in the Introduction is not realized, simply because
its coordinate ring has non-scalar units, which is forbidden by Corollary 3.18.
Corollary 4.11 provides a family of realized cubics as well as a clue on what
cubics might be realizable.
Definition [26, p. 46]. An equation of the form
Y 2 + a1XY + a3Y − (X3 + a2X2 + a4X + a6) = 0, (47)
where a1, a2, a3, a4, a6 ∈ K is called a Weierstrass equation.
We also make the ad hoc definition of referring to the conditions
a6 = 0 and (a3, a4) /= (0, 0), (48)
as the restrictions on (47).
Theorem 5.1. Every Weierstrass equation is realized by some EndPα having
deg traceD = 2.
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Proof. Rescaling Y by √p2Y in (46) shows that the Weierstrass equation (47) with
restrictions (48) are so realized by virtue of Corollary 4.11. To check that every
Weierstrass equation is realized we simply verify that any affine algebra K[x, y]
with generators x, y satisfying (47) has alternative generators u, v satisfying (47) as
restricted by (48). A few linear changes of variables will do it.
Take A = K[x, y] such that
y2 + a1xy + a3y = x3 + a2x2 + a4x + a6.
Let θ be a root ofX3 + a2X2 + a4X + a6. Letw = x − θ to getA = K[w, y]where
y2 + b1wy + b3y = w3 + b2w2 + b4w,
where b1, b2, b3, b4 are scalars. As long as b3 /= 0 or b4 /= 0 we have our new gen-
erators of A satisfying (47) with the restrictions (48), and we are done. If both
b3 = 0 and b4 = 0,
we may as well assume that A = K]x, y], where
y2 + axy = x3 + bx2, (49)
for some a, b in K.
We now split the argument into cases according to the characteristic of K.
Suppose charK /= 2.
Let z = y + (a/2)x, so that A = K[x, z]. Then (49) becomes
z2 = x3 + cx2, where c = b + a
2
4
.
Now take λ in K such that λ3 + cλ2 = 1. Let u = x − λ, v = z− 1. Again A =
K[u, v] and from the equation on x, z we deduce
v2 + 2v = u3 + (3λ+ c)u2 + (3λ2 + 2cλ)u.
Since 2 /= 0 the generators u, v of A now satisfy a Weierstrass equation as restricted
by (48).
Next suppose charK = 2, with the situation as in (49).
Let u = x + 1 and v = y + λ where λ satisfies λ2 + aλ = b + 1. Then A =
K[u, v] and from (49) we get
(v + λ)2 + a(u+ 1)(v + λ) = (u+ 1)3 + b(u+ 1)2.
By using charK = 2 and λ2 + aλ = b + 1, this simplifies to
v2 + auv + av = u3 + (1+ b)u2 + (1+ aλ)u.
We cannot have both a = 0 and 1+ aλ = 0. Thus the equation satisfied by the new
generators u, v is Weierstrass as restricted by (48). 
At this point it may seem that the question of which cubic equations are realizable
has been answered. We saw that EndPα’s having deg traceD = 2 realize precisely
the cubics which define a Weierstrass equation (47).
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Suppose that f (X, Y ) is a polynomial and g(X, Y ) is cubic for which
g(X, Y ) = 0 is a Weierstrass equation. If K[X, Y ]/〈f 〉 ∼= K[X, Y ]/〈g〉, then the
curve f (X, Y ) = 0 is realized as well. Also realized are any irreducible equations
f (X, Y ) = 0 whose coordinate ring is K[X], for instance Y −Xn = 0 with n odd.
It would appear that these cover all of the possible cubic curves that are realized.
Before jumping to that conclusion we have to eliminate the possibility that some
EndPα with deg traceD > 2 may realize additional cubics not of the type we have
just mentioned. As already remarked the types of curves realized by those EndPα’s
having deg traceD > 2 remain a puzzle. We shall content ourselves with proving
that no other cubics are realized beyond the ones already accounted for.
Here is the general form of a cubic polynomial:
f (X, Y ) = a30Y 3 + a21Y 2X + a12YX2 + a03X3
+ a20Y 2 + a11YX + a02X2 + a10Y + a01X + a00, (50)
where at least one of a30, a21, a12, a03 is non-zero.
Lemma 5.2. If A = K[x, y] is an affine algebra such that f (x, y) = 0 for some
cubic f as in (50), then there are generators u, v of A such that
v3 + av2u+ bvu2 + q(u, v) = 0, (51)
where a, b ∈ K and q is at most a quadratic polynomial in K[X, Y ].
Proof. Once more a few linear changes of variables will do the trick. Scalar mul-
tiplications of x and y and their permutation if necessary will achieve the desired
generators, unless either
a30 /= 0, a03 /= 0 or a30 = 0, a03 = 0.
In case a30 /= 0, a03 /= 0 rescale y to get that
y3 + iy2x + jyx2 + kx3 + p(x, y) = 0,
where i, j, k ∈ K and p in K[X, Y ] is at most quadratic. Choose θ in K such that
θ3 + iθ2 + jθ + k = 0. Let v = y − θx, u = x. Then A = K[u, v] where u, v sat-
isfy (51).
In case a30 = 0, a03 = 0 we can permute x and y if need be and rescale one of
them, and thereby presume that
y2x + cyx2 + p(x, y) = 0,
for some c in K and some p in K[X, Y ] at most quadratic. Now choose θ in K such
that θ2 + cθ = 1, and put u = y − θx, v = x. Clearly A = K[u, v] and it can be
checked that u, v satisfy (51). 
Theorem 5.3. If f is a cubic polynomial and K[X, Y ]/〈f 〉 ∼= EndPα for some α,
then the trace of the generic matrix D of EndPα has degree 1 or 2.
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Proof. The isomorphism implies that EndPα is a 2-generated K-algebra with gen-
erators that satisfy a cubic equation. By using Lemma 5.2 we can take generators
ϕ,ψ whose cubic equation does not involve ϕ3. We write that equation as
t2(ψ)ϕ
2 + t1(ψ)ϕ + t0(ψ) = 0, (52)
where t0, t1, t2 ∈ K[X] with deg t1 < 3, deg t2 < 3 and deg t0 = 3. Since Eq. (52) is
cubic, the generators ϕ,ψ are not scalar, and thereby they are transcendental over K.
Let
F = K(X)[D].
By Corollary 3.7 this degree 2 extension of K(X) is the fraction field of EndPα . Be-
cause EndPα = K[ϕ,ψ], we obtain that F = K(ψ, ϕ). In (52) the situation t2(ψ) =
0 and t1(ψ) = 0 does not arise. For if it did arise, then t0(ψ) = 0 would force ψ to
be algebraic over K. Therefore (52) yields that ϕ is algebraic over K(ψ) of degree at
most 2, i.e.
[F : K(ψ)]  2.
Put
1 = deg traceψ.
From Propositions 3.12 and 3.15 we get
1  d = deg traceD  1.
We will show that
1  [F : K(ψ)]. (53)
After that we can assemble the above inequalities to get
1  d  1  [F : K(ψ)]  2,
from which it follows that d = 1 or d = 2.
In order to address (53) we recall that F has transcendence degree one over K.
Since ψ is transcendental over K it follows that the element X in F is algebraic over
the field K(ψ). Let Z be another indeterminate, and let m(Z) in K(ψ)[Z] be the
minimal polynomial of X over K(ψ). Clearly
degm(Z)  [F : K(ψ)].
To get (53) it suffices to prove that
1  degm(Z).
To obtain this inequality let hψ(X, Y ) in K(X)[Y ] be the characteristic polyno-
mial of ψ as described in (34). Write
hψ(X, Y ) = Y 2 − s(X)Y + t (X),
where s(X) = traceψ and t (X) = detψ . The polynomial hψ(X, Y ) is irreducible
over K(X), due to Proposition 3.4, and thus hψ(X, Y ) is irreducible in K[X, Y ].
Since ψ is transcendental over K the polynomial
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hψ(Z,ψ) = ψ2 − s(Z)ψ + t (Z)
is irreducible in K(ψ)[Z], due to Gauss’ Lemma. Upon noting that hψ(X,ψ) = 0
we get
hψ(Z,ψ) = m(Z),
up to a unit multiple from K. Finally, since ψ is transcendental over K we see, by
looking at degrees in Z, that
1 = deg s(Z)  deghψ(Z,ψ) = degm(Z),
as was desired. 
Remark. The proof of Theorem 5.3 yields a bit more. Picking up from (52) we
infer that any irreducible equation of the forms
t2(X)Y
2 + t1(X)Y + t0(X) = 0
is realized by some Pα only if deg traceD = 2 or deg traceD = 1. The degrees of
t0, t1, t2 are irrelevant. In particular Theorem 5.3 affords an alternate proof of Theo-
rem 4.5 on the non-realizability of hyperelliptic equations of odd degree greater than
3. The proof of Theorem 5.3 also reveals that hyperelliptic curves of even degree can
be realized only if they are isomorphic to curves given by Weierstrass equations.
Using Theorems 5.3 and 5.1 along with Propositions 4.4 and 4.6 we obtain in the
next theorem a classification of realizable cubic curves.
Theorem 5.4. A cubic curve is realized if and only if, up to isomorphism, it is the
affine line or it is defined by a Weierstrass equation as in (47).
Remark. As is well known, every cubic is birationally equivalent to a cubic with
a Weierstrass equation, see [14,26]. Our results on the realization of cubics would
be rounded out if we knew which cubics are isomorphic, as affine varieties, to cu-
bics with Weierstrass equations. For instance cubics whose coordinate rings have
non-scalar units are not Weierstrass.
The cyclic EndPα module V
We now tie together the main objects studied in this paper.
We are still in the quadratic case.
According to Proposition 1.3 EndPα is made up of those matrices that leave the
spaces V and V − invariant, and so these spaces are modules over EndPα . Also V −
is a maximal EndPα-submodule of V, because its codimension in V is one. Every
non-zero endomorphism is monic due to Proposition 1.4 or Corollary 3.5. Hence the
module V is torsion-free.
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Proposition 5.5. If α has generic matrix D of the form (45), then the EndPα-mod-
ule V is cyclic with generator
(0
1
)
. Furthermore V − = J(01).
Proof. We use Theorem 3.2 with r = 1. The endomorphisms of Pα are precisely
the matrices of the form ϕ = sD + (∂α(s)+ λ)I where s ∈ K[X] and λ ∈ K . Then
ϕ
(
0
1
)
=
(
s
λ− ∂α(s)
)
where s ∈ K[X] and λ ∈ K.
According to the definition of V in (9) such columns account for all of V.
Because ϕ ∈ J if and only if λ = 0, the definition of V − in (8) makes it clear that
V − = J(01). 
Let α be constructed to give a generic matrix D in the form (45). There is the
homomorphism of EndPα-modules
EndPα → V, where ϕ → ϕ
(
0
1
)
.
Since V is torsion-free and cyclic, this map is a module isomorphism. If M de-
notes the set of maximal ideals of EndPα and N the set of maximal submodules of
V, our isomorphism induces the bijection
 :M→N, where (M) = M
(
0
1
)
.
As noted in Proposition 5.5, (J) = V −.
The K-algebra EndPα sits inside the affine algebra K[X,D]. The function field
for both algebras is K(X)[D]. Supposing that deg traceD = 2, use Proposition 3.11
and (34) to write the characteristic polynomial of D over K(X) as
hD(X, Y ) = Y 2 − (p2X2 + p1X + p0)Y + (q1X + q0).
Theorem 3.19 along with Proposition 4.6 gives
EndPα = K[D,XD] ∼= K[X, Y ]/〈f 〉,
where
f (X, Y ) = p2Y 2 + (p1X − q1)Y −X3 + p0X2 − q0X,
with p2 /= 0 and at least one of q0 /= 0, or q1 /= 0. The equation f = 0 is a Weierst-
rass equation (47) as restricted by (48). On the other hand
K[X,D] ∼= K[X, Y ]/〈hD〉.
Since both algebras have the same function field K(X)[D], the two curves
Z(f ) = {(θ, µ) ∈ K2 : f (θ, µ) = 0}, Z(hD) = {(θ, µ) ∈ K2 : hD(θ, µ) = 0}
are birationally equivalent. This can be seen explicitly from the proof of Proposition
4.6. Indeed if (θ, µ) ∈ Z(hD), then (µ, θµ) ∈ Z(f ).
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The birational equivalence
 : Z(hD)→ Z(f ), where (θ, µ) → (µ, θµ)
is onto Z(f ) except for one element. Indeed, if q1 /= 0, then (0, q1/p2) ∈ Z(f ) but
not in the image of . While if q1 = 0, then q0 /= 0 and (0, 0) ∈ Z(f ) but not in the
image of .
Since EndPα ∼= K[X, Y ]/〈f 〉, there is also the classical bijection
= : Z(f )→M
given by the Nullstellensatz.
Thus we arrive at the composite
 ◦ ◦  : Z(hD)→ Z(f )→M→N,
which is injective and whose image omits just one element of N.
The potential usefulness of viewing points on a cubic given by a Weierstrass equa-
tion, and on an elliptic curve in particular, as maximal submodules of the EndPα-
module V remains to be seen.
A more precise problem raised by our results concerns the number of generators
of EndPα as a K-algebra.
The minimal number of generators of End Pα
Let minog(EndPα) stand for the minimal number of generators of EndPα as an
affine algebra over K. Theorem 3.19 assures us that EndPα can be generated by d
endomorphisms, where d = deg traceD.
Propositions 4.4 and 4.6 taken together with Theorem 3.19 yield our final result.
Proposition 5.6. In the quadratic case EndPα = 1 if and only if d = 1. If d = 2,
then minog(EndPα) = 2.
When d  3 we do not know minog(EndPα). Questions such as this are of inter-
est for arbitrary curves.
Let C be a curve for which the affine coordinate ring (C) ∼= EndPα . The fact
that EndPα is d-generated shows that C embeds in the affine space Kd . With d  3
the curve C is a space curve. To compute minog(EndPα) is the same as obtaining
the least value of m such that the affine space Km contains an isomorphic copy of
C. In [25] a space curve C is called planar provided the coordinate ring (C) is an
affine algebra that can be generated with two elements. Does Pα ever realize planar
curves when d  3?
Also following [25] we say that C is a complete intersection if the affine coor-
dinate ring (C) of C is isomorphic to K[X1, . . . , Xn]/P for some positive integer
n and some prime ideal P that is generated by n− 1 polynomials. A planar curve
is clearly a complete intersection. If d = 2 the curve realized by Pα is planar and
therefore a complete intersection. If d  3, we do not know if Pα realizes a complete
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intersection. For a discussion of such questions, in the context of arbitrary affine
curves, see [25].
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