We present the first direct calibration of strong-line metallicity diagnostics at significant cosmological distances using a sample at z 0.8 drawn from the DEEP2 Galaxy Redshift Survey. Oxygen and neon abundances are derived from measurements of electron temperature and density. We directly compare various commonly used relations between gas-phase metallicity and strong line ratios of O, Ne, and H at z 0.8 and z = 0. There is no evolution with redshift at high precision (∆ log O/H = −0.01 ± 0.03, ∆ log Ne/O = 0.01 ± 0.01). O, Ne, and H line ratios follow the same locus at z 0.8 as at z = 0 with 0.02 dex evolution and low scatter ( 0.04 dex). We speculate that offsets observed in the [N ii]/Ha versus [O iii]/Hβ diagram at high redshift are therefore due to [N ii] emission, likely as a result of relatively high N/O abundance. If this is indeed the case, then nitrogen-based metallicity diagnostics suffer from systematic errors at high redshift. Our findings indicate that locally calibrated abundance diagnostics based on α-capture elements can be reliably applied at z 1 and possibly at much higher redshifts.
INTRODUCTION
Gas-phase oxygen abundance (hereafter "metallicity") is a valuable yet elusive diagnostic of galaxy formation. Metallicity is driven by the production of heavy elements via star formation, and modulated by gaseous inflows and outflows (e.g., Tinsley & Larson 1978; Edmunds 1990; Erb 2008; Finlator & Davé 2008; Peeples & Shankar 2011) . Precise measurements of metallicity and its evolution with time, especially in combination with accumulated stellar mass and gas content, therefore provide information on the history of gas flows which regulate galaxy growth. This prospect has motivated vast efforts to characterize galaxy metallicity as a function of stellar mass and cosmic time (Erb et al. 2006; Maiolino et al. 2008; Mannucci et al. 2010; Richard et al. 2011; Belli et al. 2013; Henry et al. 2013; Zahid et al. 2013; Cullen et al. 2014; Wuyts et al. 2014; Sanders et al. 2015 , and many others), and to interpret the resultant data using theoretical models incorporating cosmologicallymotivated accretion and feedback (e.g., Brooks et al. 2007; Finlator & Davé 2008; Davé et al. 2011; Brook et al. 2012; Romeo Velonà et al. 2013; Obreja et al. 2014 ). Observationally there exists a mass-metallicity relation in the sense that galaxies with lower stellar masses have lower metallicity on average (e.g., Tremonti et al. 2004; Lequeux et al. 1979) . This is commonly attributed to metal-enriched outflows which are more efficient at removing gas from lowmass systems. The mass-metallicity relation evolves toward lower metallicity at higher redshifts (e.g., Maiolino et al. 2008; Zahid et al. 2013) , roughly commensurate with the increased gas fractions measured for modest samples (Tacconi et al. 2013) . Although progress towards quantifying the chemical evolution of galaxies over cosmic time is seemingly impressive, essentially all of the data-driven results described above rely on indirect estimates of metallicity and should be regarded with due skepticism. True measurements of nebular ionic abundances require observations of either recombination lines, or collisionally excited emission lines combined with knowledge of the temperature and density (e.g., Aller & Liller 1959; Tsamis et al. 2003; Stasińska 2004 ). This presents an observational challenge in that temperaturesensitive and recombination lines of heavy elements are fainter than the Balmer recombination lines of hydrogen by factors of 100 and 1000, respectively. This has motivated the development of more practical -although more uncertain -methods based on the flux ratios of Balmer lines and comparably bright collisionally excited metal lines. These "strong line" methods, first introduced by Jensen et al. (1976) and Pagel et al. (1979) , exploit the fact that various flux ratios are strongly correlated with direct measurements of metallicity. Relations between strong line ratios and metallicity can be calibrated either empirically from direct measurements of bright nearby objects, or through detailed photoionization modeling (e.g., Kewley & Dopita 2002; Dopita et al. 2013 ). Various such calibrations are now in widespread use and are virtually the only method used to estimate galaxy metallicities at high redshift.
Strong line methods can in principle be used to infer metallicities with an accuracy of σ(log O/H) ∼ 0.1-0.2 dex (e.g., Pettini & Pagel 2004; Maiolino et al. 2008 ). This uncertainty floor is limited by intrinsic scatter in metallicity at fixed strong line ratios. In practice, however, there is no clear consensus on the absolute metallicity scale: different published calibrations differ by up to 0.7 dex (Kewley & Ellison 2008 )! Nonetheless these discrepancies have not curtailed efforts to quantify relative metallicity evolution of galaxies up to redshifts z > 3 using consistent sets of calibrations. Another concern is whether strong line methods can be reliably applied at high redshifts at all, given that existing calibrations are based entirely on local galaxies and H ii regions. If the physical state of H ii regions evolves systematically with redshift, this will induce artificial evolutionary trends in metallicities inferred from arXiv:1504.02417v1 [astro-ph.GA] 9 Apr 2015 locally-calibrated diagnostics (e.g., Kewley et al. 2013) . Large spectroscopic surveys have now conclusively shown that emission line ratios of high redshift galaxies (z 1) are significantly offset from the locus formed by local galaxies. This is at least true for the "BPT diagram" (named for the authors Baldwin, Phillips, & Terlevich 1981) Steidel et al. 2014) . Other diagrams involving only oxygen, hydrogen, and sulfur lines do not show significant offsets, however. Since [N ii]/Hα and O3N2 = ([O iii]/Hβ)/([N ii]/Ha) are among the most commonly used strong-line metallicity indicators at high redshift (e.g., Erb et al. 2006; Steidel et al. 2014; Sanders et al. 2015) , their intrinsic evolution necessitates a quantitative revision of many previous results. Several possible causes for this evolution have been proposed (e.g., Kewley et al. 2013) and there is some evidence that elevated electron density may be at least partially responsible (Hainline et al. 2009; Shirazi et al. 2014) . In some cases the offsets are explained by a combination of star formation and AGN excitation (Wright et al. 2010; Newman et al. 2014) . However, integral field spectroscopic observations of lensed galaxies show that these offsets are present even for individual giant H ii regions (Jones et al. 2010 . At the very least it is clear that metallicities inferred from these diagnostics are not consistent with local samples nor even internally among high redshift samples (e.g., Steidel et al. 2014 ). Our study is motivated primarily by measurements of strong evolution in the BPT line ratio diagram and the associated unknown astrophysics. Ultimately we wish to understand the physical origin of evolution in nebular emission spectra, and to determine which (if any) strong line metallicity diagnostics can be calibrated for reliable use at high redshifts. These goals require accurate measurements of the physical properties of high redshift galaxies, particularly metallicity. In this paper we analyze a sample of galaxies at z 0.8 for which we obtain sensitive measurements of electron density and temperature from the nebular emission spectra. This provides direct metallicities which we compare with local galaxies analyzed in exactly the same manner. Our analysis relies principally on the temperature-sensitive [O iii] (Hoyos et al. 2005; Kakazu et al. 2007; Ly et al. 2014a,b; Amorín et al. 2014 ) as well as a handful at z > 1 (Yuan & Kewley 2009; Christensen et al. 2012; Brammer et al. 2012b; Stark et al. 2013; James et al. 2014; Maseda et al. 2014 ), but no effort has yet been attempted to calibrate strong line metallicity diagnostics beyond the local universe. This paper represents a significant first step and we hope that our work can soon be extended with welldefined samples at higher redshifts. This paper is structured as follows. Section 2 presents our sample selection and a brief discussion of sample bias mitigation. Measurements of physical properties (nebular reddening, electron temperature, electron density, and metallicity) are described in Section 3. Strong line metallicity calibrations are calculated in Section 4. Section 5 quantitatively compares the (lack of) redshift evolution in relations between observed emission line ratios and derived physical properties; this section constitutes the primary results of our work. We discuss some interesting implications and briefly summarize our findings in Sections 6 and 7 respectively. Throughout the paper we make use of the following notation conventions: unless stated other otherwise, [ (Oke 1974 ).
SAMPLE SELECTION AND ANALYSIS
We have carefully selected a sample of distant galaxies from the DEEP2 Galaxy Redshift Survey (DEEP2; Davis et al. 2003; Newman et al. 2013) which are suitable for temperature-based metallicity analysis. DEEP2 obtained redshifts for >50,000 galaxies at up to z 1.4 using the DEIMOS spectrograph on the Keck II telescope. The spectra typically span a wavelength range of ∼6500-9100Å with resolution R 5000. All spectra are corrected for telluric absorption and system throughput using methods developed by the DEEP2 team (Cooper et al. 2012) , and corrected for Milky Way extinction using the dust map of Schlegel, Finkbeiner, & Davis (1998) . We examined all galaxy spectra with secure redshifts (DEEP2 quality code Q = 3 or 4) such that the wavelength coverage spans at least 3626-4960Å in the rest frame, thereby including strong emission lines of [O ii] and [O iii] . For initial selection, we fit single Gaussian profiles to [O iii]λλ4959,5007 and require a combined signal-to-noise >80 (or >20 in [O iii]λ4959 for cases where the 5007 line is not covered). This yields 254 spectra with redshifts 0.72 < z < 0.87. After removing duplicate observations, spectra where a crucial emission line (either Hγ or [O iii]λ4363) fell in the DEIMOS chip gap, and spectra strongly affected by telluric absorption residuals, this sample is reduced to 196 galaxies. We identify 10 of these as containing an active galactic nucleus (AGN) on the basis of broad emission lines. For each spectrum we measure the flux and uncertainty of various emission lines using Gaussian profile fits. 
The hydrogen Balmer lines are affected by underlying stellar absorption, such that emission fluxes measured from a single-component fit will underestimate the true value. In general the stellar continuum is not strong enough to robustly measure Balmer absorption profiles for individual galaxies. We therefore constructed a composite from the median of all spectra, normalized to the continuum flux at rest frame 4150-4300Å. We fit the composite spectrum with a linear combination of simple stellar population templates from the library of González Delgado et al. (1999) , using the penalized pixel fitting method of Cappellari & Emsellem (2004) . The resulting average stellar spectrum is scaled to the continuum level of each galaxy in our sample and subtracted, and we re-fit the Balmer lines to determine the level of stellar absorption. The median correction for stellar absorption is 1.1-1.2Å in rest frame equivalent width for Hβ, Hγ, and Hδ. We correct the flux of each object for this absorption and include a conservative uncertainty of ±0.6Å (rest frame) to account for sample variance. This additional uncertainty is propagated throughout the analysis. The stellar absorption correction is typically small (median ∼6% in Hδ and ∼2% in Hβ) due to the large Balmer emission equivalent widths.
The T e sample
The goals of this work require a uniformly selected sample with accurate measurements of electron temperature and density from nebular emission line ratios. The parent DEEP2 sample of 186 star forming galaxies spans a range of emission line strengths, with more than an order of magnitude variation in the detection significance of [O iii]λλ4959,5007. Consequently there is a wide range in measurement precision for the temperature-sensitive ratio Figure 1 . We find a median flux ratio
100 (Figure 1 ). In the remainder of this paper we therefore predominantly analyze the sub-sample for which [O iii]λ5007 flux is ≥300 times larger than the uncertainty in [O iii]λ4363 flux (the "T e sample"). This ensures a >3σ detection of [O iii]λ4363 in most cases, although the actual significance is subject to both noise fluctuations and intrinsic physical variation. Ultimately this selection yields a sample of 32 galaxies with a median [O iii]λ4363 significance of 5.3σ. Example spectra spanning the range of [O iii]λ4363 fluxes are shown in Figure 2. The following analysis is based on this sample of 32 galaxies unless stated otherwise. To place our sample in the context of the general galaxy population, we show a color-magnitude diagram in Figure 3 . The T e sample lies in the star-forming "blue cloud" with representative luminosities and relatively blue colors compared to the population of star-forming galaxies at z 0.8. We refer interested readers to Ly et al. (2014b) for a more detailed discussion of stellar population properties and their relation to metallicity, which is beyond the scope of this paper. The T e sample is similar to the 28 DEEP2 galaxies analyzed by Ly et al. (2014b) , and indeed our samples overlap by ∼50%. The differences are that Ly et al. (2014b) require a >3σ detection of [O iii]λ4363 and coverage of [O iii]λ5007, and do not impose a restriction on R [O iii] precision. In terms of the Ly et al. (2014b) sample, those galaxies which also appear in the T e sample have representative stellar masses ( 10 8 − 10 9 M ) and relatively high metallicities, reflecting the different selection criteria.
Local comparison sample
We require an appropriate z = 0 reference sample to analyze the degree of evolution in physical properties. For this purpose we use the measurements of Izotov et al. (2006) , whose sample is selected based on Hβ luminosity. While the selection is not identical to the DEEP2 sample, it is similarly based on strong emission line fluxes and, crucially, does not explicitly select for detection of [O iii] For purposes of comparing strong emission line ratios, we also utilize the MPA-JHU catalog 3 of spectral measurements from Data Release 7 of the Sloan Digital Sky Survey (SDSS; Abazajian et al. 2009 ). We identify star forming galaxies according to their [N ii]/Hα and [O iii]/Hβ flux ratios using the classification scheme of Kauffmann et al. (2003) and select a sub-sample for which the following relevant lines are all detected at ≥10σ significance: Figure 4 is therefore representative of star forming galaxies in the local volume for the relevant range of emission line ratios.
Sample bias
We have been careful to construct a sample without imposing any explicit restriction on [O iii]λ4363 flux. (Izotov et al. 2006) , and the line ratios indicate no significant systematic offset compared to the larger SDSS sample. It is also apparent in Figure 4 that star forming galaxies at z 0.8 lie along the same locus as local galaxies in terms of these line ratios, with no significant offset and comparable scatter.
PHYSICAL PROPERTIES

Nebular extinction and reddening
Accurate correction for reddening is essential for the purposes of this study. We parameterize the reddening as a Cardelli et al. (1989) extinction curve with R V = 4.05, and determine the extinction and its uncertainty from a simultaneous fit to the Balmer lines Hβ, Hγ, and Hδ. Different Balmer line ratios generally give consistent results, agreeing within the formal 1σ uncertainty in 62% of the sample. We do not use lines of higher order than Hδ because they suffer from non-negligible contamination (by [Ne iii]λ3968 and Ca H in the case of H , and He i λ3889 in the case -Color-magnitude diagram of galaxies with secure 0.7 < z < 0.9 from the DEEP2 survey, using the photometric measurements presented in Coil et al. (2004) . B, R, and I magnitudes refer to the observed passbands (and apparent color) rather than the rest frame. Grey shading represents the square root of the number of objects in each bin. A clear bimodality is apparent, with the passive "red sequence" at B-R 2 and the star-forming "blue cloud" at B-R 2. Galaxies studied in this paper populate the blue cloud, with blue colors and approximately representative luminosities relative to the overall star forming population.
of Hζ) and increased sensitivity to stellar Balmer absorption. Balmer decrements and best-fit extinction A(V) for the z 0.8 sample are shown in Figure 5 . All emission lines are corrected for the best fit extinction, and its uncertainty is propagated throughout the following analysis. Balmer line fluxes provide tight constraints on the color excess E(B−V) = A(V)/R V for all galaxies in the T e sample. However, we cannot meaningfully constrain R V due to the limited rest-frame wavelength range of the DEEP2 spectra. Consequently the total extinction A(V) is uncertain, but this does not affect our results since we are concerned only with line ratios. Fortunately all de-reddened emission line ratios used in this work are insensitive to R V ( Figure 6 ) and are therefore robust. Future observations of Hα or Paschen series lines could be used to measure R V and provide accurate de-reddened emission line luminosities. Since many of the line ratios of interest are sensitive to reddening corrections (such as [O iii]/[O ii]), we have carefully considered possible associated systematic errors. One potential source of error is the correction for stellar Balmer absorption, which corresponds to an average increase of 1% in Hγ/Hβ and 3% in Hδ/Hβ for our sample. This is small compared to the total uncertainty in the line ratios (Figure 5 ) and does not introduce significant systematic errors. Even for an extreme case where the true stellar absorption has been underestimated by a factor of 2, the ratio of
,3729 would be within 0.02 dex of the true value (with smaller corrections for other line ratios). We also examined the effect of differential atmospheric refraction which may cause increasing slit losses at bluer wavelengths. We use the prescriptions of Filippenko The Te subsample has even higher line ratios on average but likewise shows no offset from the locus of galaxies at z 0, nor from the broader population at z 0.8. Broad-line AGN in the parent z 0.8 sample lie near the locus of star formation with a considerably larger scatter.
(1982) to calculate slit loss as a function of wavelength for the median seeing, airmass, and slit position angle of the DEIMOS observations. The expected effect is that the total extinction is underestimated by 0.01 dex, with [O ii] and [Ne iii] emission line fluxes underestimated by only 0.01 dex compared to the other emission lines used in this work. In summary, systematic errors in the de-reddened line ratios are expected to be 0.02 dex. Despite this small uncertainty we strive to use reddening-independent line ratios (i.e., with close wavelength spacing such as in Figure 4 ) wherever possible.
Electron temperature and density
Nebular electron temperatures and densities are derived using the IRAF nebular.temdens package. We first estimate temperatures T e from the R [O iii] ratio assuming an electron density n e = 100 cm −3 , and then calculate n e from the [O ii]λλ3727,3729 doublet ratio using the derived T e . This process is iterated and results in no significant change compared to uncertainty in the flux ratios. Importantly, we find values of n e < 400 cm −3 and T e < 2 × 10 4 K in all cases, as shown in Figure 7 . In this regime T e is insensitive to n e (<50 K variation). Density is weakly sensitive to T e in this regime and we account for this in the uncertainty of n e , although the effect on derived abundances is minimal ( 0.01 dex). The T e values we derive differ by <300 K from the analytic method used by Izotov et al. (2006) , resulting in <0.01 dex difference in the derived oxygen abundance. . We additionally fit the Balmer line ratios using extinction curves with various R V (dashed lines). We note that R V = 3.1 and 4.05 are typically assumed for the Milky Way (Cardelli et al. 1989 ) and for starburst galaxies (e.g., Calzetti et al. 2000) , respectively. The data are in excellent agreement and cannot constrain R V due to the short wavelength range probed, although different R V curves diverge rapidly at longer and shorter wavelengths. Future measurements of Hα or other features beyond the present wavelength range could therefore be used to determine R V . Figure 7 shows n e and T e of our sample and the local comparison sample. Notably, we find no evidence of evolution in these physical properties for galaxies with similar ratios of strong emission lines. We are unable to measure the singly ionized oxygen temperature from DEEP2 spectra. Instead we estimate T e ([O ii]) from measurements of T e ([O iii]) using the same method as Izotov et al. (2006) 3 K lower on average than those we adopt; this would result in a 0.02 dex increase in oxygen abundances for our sample.
Metallicity
Ionic abundances are derived from the density, temperature, and de-reddened line ratios of each galaxy in our sample. For consistency we adopt the analytical formulae used by Izotov et al. (2006) H + . No correction is made for higher ions, which are expected to account for <1% in all but three galaxies in our sample based on their O + /O 2+ ratios (Izotov et al. 2006) . We have also calculated abundances using the IRAF nebular.ionic package, and we find that IRAF produces lower metallicities by ∆ log O/H 0.03 dex. For neon, we convert from Ne 2+ /H + to total Ne/H using the same method as Izotov et al. (2006) . O/H and Ne/O abundances for our sample are shown in Figure 8 . Relative abundances of neon and oxygen are measured with higher precision than O/H and Ne/H, since Ne/O is less sensitive to the electron temperature.
Uncertainty
We have been careful to assess and mitigate potential sources of systematic uncertainty in deriving physical quantities. Ne/O abundance ratio measurements (Figure 8 ) provide an empirical estimate of the degree of both random and systematic uncertainty. Neon and oxygen are predominantly generated by the same nucleosynthetic processes, and consequently Ne/O abundance shows little variation in H ii regions and planetary nebulae spanning a wide range of metallicity and other physical properties (e.g. to estimates of reddening and differential refraction due to the relatively large wavelength separation of [Ne iii]λ3869 and [O iii]λλ4959,5007. We infer that there is minimal uncertainty arising from these and other effects, or else that both samples are affected by similar amounts. Most importantly this confirms that direct comparison of the two samples yields reliable results. We caution that studies employing different methods are not necessarily comparable (e.g., abundances derived from IRAF's nebular.ionic task differ systematically by 0.03 dex as discussed above). with O/H, we find that 24/32 galaxies are consistent (1σ) with the best-fit linear relation, also in agreement with statistical expectations. This sanity check confirms that uncertainties adopted for our sample are similar to the true measurement error.
STRONG-LINE ABUNDANCE DIAGNOSTICS
We construct a set of diagnostic relations between oxygen abundance derived in Section 3, expressed as 12 + log O/H, and the following strong emission line ratios:
Hβ . Since we find no evolution in these relations (Section 5.3), we derive them from the local comparison sample. Independent calibrations of the z 0.8 sample are fully consistent but with larger uncertainty. A calibration of the combined data sets also gives consistent results and does not substantially improve the precision. We anchor the metallicity calibrations to fits of
as a function of metallicity. These two relations are examined first because they are known to be monotonic, at least for local galaxies (e.g., Maiolino et al. 2008) . We fit the data using a functional form
where R is the line ratio and x = 12 + log O/H. The resulting fits have reduced χ 2 ν values larger than one, which we attribute to intrinsic scatter in these relations. Assuming that the estimated uncertainties are accurate, we calculate the intrinsic scatter σ int by solving for the expectation that
where σ meas is the measurement uncertainty and N is the number of degrees of freedom in the fit. The other line ratios exhibit significant higher-order trends and we therefore adopt a second-order polynomial relation
However, fitting log R to log O/H directly generally fails to capture the non-linear behavior, likely because of limited dynamic range and relatively large uncertainty in metallicity. Including higher order polynomial terms only exacerbates this problem. Therefore, we obtain metallicity calibrations by fitting the line ratios to
gives consistent results, but is subject to larger uncertainty arising from reddening corrections.) This provides improved fits since these strong emission line ratios are measured with much better precision than oxygen abundance. Combining these fits with the calibrations derived from Equation 1 gives a relation in the form of Equation 3. Intrinsic scatter is derived from Equation 2 in the same way as the other diagnostics. Best-fit relations for each strong line abundance diagnostic are shown in Figure 9 . . While these values are derived from the local comparison sample, results from the z 0.8 T e sample are consistent with the same coefficients and scatter. Higher order polynomial terms do not significantly improve the fit quality or derived scatter compared to the adopted results from Equations 1 and 3. We caution that these diagnostics are valid only within the range of abundances and line ratios probed by the analyzed data.
5. RESULTS
No evolution in temperature and density
Figure 7 demonstrates that T e and n e do not evolve significantly between z = 0 → 0.8 at fixed emission line ratios. We quantify this with linear fits to the data and measure median offsets ∆ log T e = −0.013 ± 0.014 and ∆ log n e = −0.05 ± 0.07 in the DEEP2 sample at z 0.8, relative to the local comparison sample at fixed [O iii]/Hβ. Similarly there are no significant differences in density or temperature relative to any other available line ratio, nor to the derived metallicity. [O iii]/Hβ is used here in order to address the possibility that systematically higher n e may cause elevated ratios of [O iii]/Hβ and [N ii]/Hα observed at high redshift (e.g., Kewley et al. 2013; Shirazi et al. 2014) . We find no evidence for such an effect at z = 0.8.
No evolution in Ne/O abundance
The relative abundances of neon and oxygen are shown in Figure 8 and have been discussed briefly in Section 3.4. We now consider the positive correlation between Ne/O and O/H and its implications for high redshift galaxies. Large samples of local galaxies indicate a slope ∆ log Ne/O ∆ log O/H = 0.097 ± 0.015 (Equation 30 of Izotov et al. 2006) , consistent with the data at z 0.8. We find no convincing evidence for evolution in either the slope or normalization of this relation: our T e sample is offset by a median ∆ log Ne/O = 0.011 ± 0.008 dex relative to the linear fit at z = 0. The cause of increasing Ne/O with O/H is not entirely clear, however. Izotov et al. (2006 Izotov et al. ( , 2011 attribute this relation to depletion of oxygen onto dust grains, implying ∼20% of interstellar oxygen in the solid state for the most metalrich galaxies in their sample. Alternatively, nucleosynthetic processes have been proposed to explain the variation in Ne/O (as discussed in, e.g., section 4.5 of Leisy & Dennefeld 2006) . We can test whether the dust depletion hypothesis is plausible by using nebular extinction (Section 3.1) as a proxy for dust content. Despite low measurement uncertainty there is no significant correlation between extinction and Ne/O in either the T e or local comparison samples, in contrast to the >3σ trend between O/H and Ne/O (Figure 8 ). Therefore Ne/O appears to be more fundamentally related to O/H than to dust content. This supports nucleosynthetic processes rather than dust depletion as the cause of variation in Ne/O, although we caution that knowledge of the dust-togas mass fractions would be needed for robust conclusions. The trend of increasing Ne/Ar with O/H (as pointed out by, e.g., Izotov et al. 2006) further suggests that nucleosynthetic yields of Ne and/or Ar vary with overall metallicity since neither of these noble gases is affected by dust depletion. Zeimann et al. (2015) have recently presented evidence for a ∼0.2 dex increase in [Ne iii]/[O iii] flux ratios at z 2 compared to local galaxies, although its origin is unclear. In contrast, we find that line ratios at z 0.8 are consistent with the locus of local star-forming galaxies (Figures 4,  9) . The T e and local comparison samples both have mean and median reddening-corrected log[Ne iii]/[O iii] = −1.11 with 0.05 dex scatter (not corrected for measurement uncertainty). The difference in sample mean is only 0.006±0.011 dex. The Zeimann et al. (2015) results therefore may indicate very rapid evolution from z 1 → 2, possibly from differences in nucleosynthetic yields, although this is difficult to reconcile with the lack of evolution at z < 1. Further measurements at z > 2 are needed to confirm whether neon emission is indeed enhanced and to determine the physical cause.
No evolution in strong-line abundance diagnostics
We now examine the quantitative relation between gasphase metallicity and strong emission line ratios as a function of redshift.
ratios are most easily compared since they vary monotonically with metallicity. We calculate expected metallicity for each galaxy in the T e sample based on measured line ratios and the best-fit relations derived from local galaxies (Table 1) , and compare the expected values with those derived in Section 3. We note that measurement uncertainty (particularly in [O iii]λ4363) results in a skewed metallicity distribution, such that the sample mean is biased toward higher values while the weighted mean is biased toward lower values. The median is robust, however, and we therefore use sample medians for comparison. The median offset at z 0.8 is ∆ log O/H = 0.01 ± 0.03
Other line ratios show similarly null evolution of typically −0.01 ± 0.03 dex. Averaging these measurements does not decrease the uncertainty, which is statistically limited by the sample size. We conclude that there is no evidence for evolution in metallicity at fixed line ratios from z = 0 → 0.8. Local calibrations of the strong line abundance diagnostics considered here therefore appear to be valid to at least z 1, within the measurement precision of 0.03 dex in log O/H.
No evolution in α-element emission line ratios
We show several line ratio diagnostic diagrams in Figure 10 . Qualitatively it is clear that galaxies in the T e sample at z 0.8 follow the same locus as local star-forming galaxies (as is also true for the parent DEEP2 sample, shown in Figure 4 ). This holds for de-reddened flux ratios of emission lines which are widely separated in wavelength The null evolution in line ratios is not surprising given the lack of any apparent evolution discussed previously in this section. However it is worth emphasizing given that very strong evolution is observed in the parameter space of
, and Balmer lines (with ∼0.2-0.4 dex offsets at z 2.3; Steidel et al. 2014; Shapley et al. 2015; Kewley et al. 2013) . These same galaxies show no evolution from the locus defined by [O ii], [O iii], and Balmer lines confirming that the non-evolution seen in Figure 10 holds to at least z 2. Evolution in [N ii]/Hα ratios at high redshift is therefore likely due to systematically higher N/O ratios at high redshift Masters et al. 2014) , arising from the complicated nucleosynthetic production of nitrogen. In contrast, α-capture elements such as oxygen and neon originate almost entirely from core-collapse supernovae and their production is thought to accurately trace the integrated star formation history with little scatter. Several authors have discussed how the average [O iii]/Hβ ratio of star forming galaxies increases with redshift. Possible explanations for this behavior include sample selection bias and evolution in various physical properties of H ii regions (such as ionization parameter, density, and metallicity; e.g., Juneau et al. 2014; Kewley et al. 2013) . While all of these effects are likely present, our results suggest a simple scenario in which galaxies at all redshifts populate a constant locus of α-element and hydrogen line ratios, with evolution in the density of galaxies along the locus (i.e., toward higher [O iii]/Hβ ratios at higher redshifts). The locus position is governed largely by metallicity as shown in Figure 10 . (Other properties such as ionization parameter are of course correlated with metallicity.) Therefore, evolution of the galaxy population simply reflects the overall increase in metallicity (O/H) over cosmic time, which has been quantified in numerous studies of evolution in the mass-metallicity relation (e.g., Maiolino et al. 2008; Zahid et al. 2013 , and many others). These studies indicate an evolution of ∼0.1-0.2 dex in metallicity at fixed stellar mass from z 0 → 0.8. This amounts to a change in [O iii]/Hβ ratios by 0.2 dex for typical galaxies. We note that in contrast to the diagrams in Figure 10 
Metallicity inferences at high redshift
The primary purpose of this paper is to present a set of strong-line metallicity diagnostics that can be accurately used at high redshifts. Ultimately the diagnostics given in Table 1 and Figure 9 are calibrated from local data since we find that data at z 0.8 give fully consistent results but with larger uncertainty. While this study is limited to z 0.8, galaxies at z 2.3 show no offset in the line ratios considered here ; but see also Zeimann et al. 2015 regarding [Ne iii]). We therefore consider it likely that these diagnostics are accurate up to z > 2 and perhaps even at all redshifts, although this has yet to be confirmed with direct T e -based measurements. We wish to emphasize that the diagnostics in Table 1 are only valid for the range of line ratios and metallicities probed by this work (12 + log O/H = 7.8-8.4). Figure 10 suggests that mild extrapolation may yield reasonable results but we do not endorse this. A broader consequence of the non-evolution in strong-line metallicity diagnostics (those in Table 1 and Figure 9 at least) is that any local calibration can be used to infer selfconsistent metallicity evolution from high redshift data. A variety of such calibrations exist in the literature based on different methods including the "direct" T e method, photoionization models, and recombination lines. Different methods are well known to give discrepant results (e.g., Blanc et al. 2015) and hence the true absolute metallicity scale remains under debate. Even the calibrations presented here are subject to systematic variation by up to 0.05 dex in metallicity depending on the adopted atomic pa- Table 1 ). All emission line ratios are corrected for nebular reddening although this correction is negligible for the left-most panel. Galaxies in the Te sample at z 0.8 (blue points), the local comparison sample (red points), and the broader population of star forming galaxies in SDSS (grey shading) all populate the same locus with low scatter ( 0.04 dex RMS). The Te sample is within 0.01 ± 0.01 dex of the locus defined by local galaxies indicating no significant evolution at z 1. The central panel is the "blue" diagnostic diagram with boundaries described by Lamareille (2010) . We caution that the star forming locus extends into the Seyfert 2 region at low metallicities (12 + log O/H 8.0).
T e -based analysis in this work demonstrates clearly that metallicity does not evolve at fixed strong line ratios, at least for the hydrogen and α-element lines considered here.
We advocate using multiple diagnostics simultaneously to infer metallicity from strong-line methods. It is clear from Figures 9 and 10 that the usefulness of various diagnostics is a strong function of their position along the locus of line ratios (i.e., metallicity). For example, O 32 gives a more precise constraint on metallicity than R 23 in the regime where O 32 > 1 (12 + log O/H < 8.4), while R 23 is the more precise indicator at higher metallicities. In any case the precision is clearly improved when using both in combination (rightmost panel of Figure 10 ). The best approach is of course to use all available diagnostics to infer metallicity, as was done for example in Belli et al. (2013) and Maiolino et al. (2008, with an excellent illustrative example in Figure 6 of that paper). One may also use observed (reddened) flux ratios combined with priors such as Hγ/Hβ = 0.47 to produce a 2-dimensional probability distribution in both reddening and metallicity (e.g., Maiolino et al. 2008) , which is more robust than adopting a fixed reddening estimate. We note that while [Ne iii]/[O iii] is insensitive to metallicity, it provides a valuable constraint and sanity check on the nebular reddening ( Figure 6 ). Knowledge of the intrinsic scatter is essential for combining multiple diagnostics: the scatter allows for a straightforward calculation of the likelihood of any metallicity and nebular reddening (i.e., the posterior probability distribution) from a given set of emission line ratios, from which the most likely metallicity and confidence intervals can be computed. It is for this reason that we list the intrinsic scatter in line ratios at fixed metallicity for each of our calibrations in Table 1 .
It is worth considering whether the precision of strong-line metallicity methods can be improved by introducing a second parameter. For example, photoionization models suggest that the intrinsic scatter in metallicity calibrations can be reduced by fitting for the ionization parameter in addition to metallicity (e.g., Kobulnicky & Kewley 2004; Blanc et al. 2015) . Typically the idea is to use e.g. R 23 primarily as an indicator of metallicity, with a correction for ionization parameter derived from additional line ratios such as O 32 . We conducted an empirical test by measuring the correlation between metallicity and offsets in the direction orthogonal to the best-fit loci shown in Figure 10 . There is a significant trend in the local comparison sample, in the sense that ∆ log O/H ∆ log R 23 = 1.89 ± 0.14 (
at constant O 32 . The error represents formal uncertainty in the best-fit slope and does not reflect the much larger sample variance. While this indicates a statistically significant secondary parameter, its effect is negligible: applying Equation 5 reduces the intrinsic scatter in inferred metallicity by only 3% compared to using the O 32 calibration alone. We therefore find no compelling reason at this time to include secondary trends between metallicity and offsets from the line ratio loci in Figure 10 when calculating metallicity using the strong-line calibrations presented here.
6.2. Prospects for T e -based metallicities at z > 2
As the first such work at cosmological distances, our investigation of strong-line metallicity diagnostics at z 0.8 provides helpful guidance for future efforts to undertake a similar study at higher redshifts. It is imperative to construct a sample which is complete in sensitivity, without regard to emission line detection significance as this induces a bias. for a sample with comparable (or lower) metallicity to that used here. Our sample of 32 galaxies yields a precision of 0.03 dex in the evolution of strong-line metallicity diagnostics, and hence even a modest sample of 10-15 galaxies would provide a measurement of evolution at the ∼0.05 dex level. Given the wealth of spectroscopic data now in hand from ground-and space-based surveys (e.g., Steidel et al. 2014; Shapley et al. 2015; Maseda et al. 2014) , it may be practical to construct such a sample at z 2 with careful pre-selection and moderately deep followup to obtain the requisite sensitivity to [O iii]λ4363.
6.3. Implications for evolution in the BPT diagram Figure 10 ). We therefore strongly suspect that evolution in the BPT diagram is due to [N ii]/Hα and not [O iii]/Hβ. A straightforward explanation is that N/O abundance ratios are systematically higher in high redshift galaxies at fixed α-element line ratios (i.e., fixed metallicity, as considered by Masters et al. 2014; Shapley et al. 2015; Steidel et al. 2014 ). This appears to be a plausible explanation, since relatively nearby galaxies with properties similar to high redshift samples (such as the "green peas" and "Lyman break analogs") have higher N/O than expected for their O/H metallicity (e.g., Izotov et al. 2011; Amorín et al. 2010 ). This can result from various effects related to high star formation rates such as metal-poor gaseous inflows, metal-rich outflows, and possibly a large population of Wolf-Rayet stars (e.g., Amorín et al. 2010; Masters et al. 2014; Andrews & Martini 2013 ). It is not yet known whether the galaxies in our sample at z 0.8 are offset from local galaxies in terms of [N ii]/Hα. Near-IR spectroscopic followup with Keck is ongoing to measure [N ii], Hα, temperature-sensitive [O ii]λλ7320,7330, and other diagnostic features. Data gathered from the followup campaign will provide accurate T e -based measurements of N/O and determine whether nitrogen abundance variations can plausibly explain systematic offsets toward higher [N ii]/Hα flux ratios as observed in high redshift galaxies.
CONCLUSIONS
We have examined the relation between various strong optical emission line ratios and direct T e -based measurements of metallicity (gas-phase oxygen abundance) in a homogeneous sample of star forming galaxies at z = 0.72-0.87 drawn from the DEEP2 survey. While these strong-line diagnostics are the principal method used to infer galaxy metallicities beyond the local volume, this work represents the first direct calibration at cosmological distances. Our results confirm that at least some of the commonly used diagnostics are valid up to z 1 and provide guidance for future studies at higher redshifts. Our main results are as follows:
• The relation between metallicity and strong emission lines of oxygen, hydrogen, and neon does not evolve between z = 0 → 0.8, to within our measurement precision of 0.03 dex in O/H (1σ). The relation between Ne/O and O/H abundance is likewise constant: we measure ∆ log Ne/O = 0.01 ± 0.01 at fixed O/H at z 0.8 relative to z = 0. Therefore, these locally calibrated strong-line metallicity diagnostics are valid to at least z 0.8, and they may remain accurate even at the highest redshifts.
• We present a set of calibrations between metallicity and strong line ratios with the intent of using multiple such diagnostics simultaneously. Our calibrations define a locus in the parameter space of
, and Balmer emission lines which is designed to closely follow the observed locus of star forming galaxies. Via these diagnostics, metallicity can be accurately inferred from the position of a galaxy on various two-dimensional line ratio diagrams (e.g., O 32 vs. R 23 ) with improved precision compared to using a single diagnostic such as R 23 . We include measurements of the intrinsic scatter so that multiple diagnostics can be combined to calculate a posterior probability distribution in metallicity (and nebular reddening), given a set of emission line ratios. We find evidence for a secondary parameter in the sense that metallicity is correlated with a galaxy's offset from the locus. However, including this offset as an additional parameter does not substantially reduce the scatter in our strong-line calibrations.
• Star forming galaxies at z 0.8 follow the same locus of oxygen, hydrogen, and neon emission line ratios as at z = 0, with offsets of ∼ 0.01 ± 0.01 dex and low scatter ( 0.04 dex). This is in contrast to the star formation locus of [N ii]/Hα versus [O iii]/Hβ, which has larger scatter and evolves with redshift (by 0.2 dex at z = 2). Our results as well as earlier work Masters et al. 2014) suggest that this evolution is exclusively in [N ii]/Hα, possibly caused by N/O abundance variations. Ongoing followup spectroscopy is needed to confirm or refute this hypothesis within our sample.
While this work represents an important first step toward confirming the validity of strong-line methods for inferring metallicity in high redshift galaxies, we are acutely aware of the limited range in redshift and metallicity probed by our T e sample. The narrow z = 0.72-0.87 is restricted solely by the availability of spectra with sufficient sensitivity, spectral resolution, and wavelength coverage. Extending this work to higher redshifts will require suitable spectra at near-infrared wavelengths. Encouragingly, near-IR spectra now exist for large samples of galaxies at z = 1-3.5 thanks to dedicated surveys with multiplexed instruments such as Keck/MOSFIRE, VLT/KMOS, and HST/WFC3 (e.g., Steidel et al. 2014; Kriek et al. 2014; Wisnioski et al. 2015; Brammer et al. 2012a ). These surveys are not deep enough to detect T e -sensitive emission lines, however, and so additional followup will be necessary for T e -based studies. It should already be practical to select modest sub-samples for efficient followup using a selection method similar to ours (see Figure 1) ([O ii] ) may provide a practical way to extend our study to higher metallicities. Stacked spectra are another possible way forward (e.g., Andrews & Martini 2013) . Throughout this work we have been careful to compare data at z 0 and z 0.8 using consistent methods. Our results regarding redshift evolution are therefore robust. However, we caution that our T e -based methods do not necessarily reflect the absolute metallicity scale. Different assumptions for ionization corrections, the T e ([O ii])-T e ([O iii]) relation, and atomic properties can plausibly change the derived metallicities by ∼0.05 dex. Different methods (e.g., based on photoionization modeling or recombination lines) suggest even larger differences of ∼0.2 dex. Discrepancies between these methods can plausibly be reconciled by spatial variations in temperature or by a non-Maxwellian electron energy distribution (e.g., Dopita et al. 2013) . If the cause can be identified and characterized, then optimistically the T e method and associated strong-line diagnostic calibrations can be updated to produce truly reliable metallicity measurements. For now, we can at least rule out any strong systematic evolution with redshift for the strong-line diagnostics considered here.
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