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ABSTRACT

My research has focused on the effects of surface-water flow on the quality of groundwater and surfacewater systems. For the first part of my research (Chapter 2), I studied the effects of surface flow system
changes in the water-conservation areas and canals in southeast Florida on the quality of groundwater in the
surficial aquifer system.
For the second part of my research, by developing analytical models using the superposition method, I
investigated the effects of bidirectional surface-water flow on the conservative contaminant concentrations
(Chapter 4) and mean residence time (Chapter 5) in streams and rivers as well as other surface water bodies.
Additionally, a supplemental chapter (Chapter 3) was added to this dissertation to validate the analytical
transport model by comparing the analytical solution from this research with the numerical solutions from
a numerical transport model developed in this study and the OTIS model by the USGS.
The surface flow system in southeast Florida has been changed in water-conservation areas and by
constructing canals with control structures to prevent flooding and seawater intrusion after the 1950s. These
changes may have altered groundwater quality of a surficial aquifer under the surface flow system, and also
have modified surface-water quality because of the control structures causing bidirectional surface-water
flow. The bidirectional surface-water flow is very common in flat areas like in Florida and other parts of
the world. However, surface-water systems with the bidirectional flow have rarely been investigated by an
analytical method due to the difficulty of applying spatially-varying initial conditions that change each time
a flow reversal occurs. To better understand the effects of surface flow system changes and bidirectional
flow on groundwater and surface-water quality, my research has been conducted as follows.
In Chapter 2, the effects of surface-water flow system changes caused by constructing the water-conservation
areas and canals in southeast Florida on groundwater quality was investigated with numerical modeling. Numerical simulation results indicate that the time for low TDS groundwater under the Atlantic Coastal Ridge
to reach equilibrium with high TDS surface water in the water-conservation areas and Everglades National
xii

Park are approximately seventy and sixty years, respectively. The high TDS groundwater would be restricted
to the water-conservation areas and the Park due to its slow eastward movement caused by small hydraulic
gradients in Rocky Glades and its mixing with the low TDS groundwater under the high-recharge area of
the Ridge. The flow or physical boundary conditions such as high recharge rates or low hydraulic conductivity layers may affect how the spatial distribution of groundwater quality in an aquifer will change when a
groundwater flow system reaches equilibrium with an associated surface water flow system.
In Chapter 3, we propose an analytical model for computing tracer concentration resulting from a continuous release of the conservative tracer during a forward cycle of bidirectional surface-water flow by solving
the one-dimensional advection-dispersion equation (ADE) in bidirectional surface-water flow field using
the superposition method. In this study, the analytical solution is obtained for a single flow reversal and
compared to numerical solutions. We found the analytical solution is in good agreement with the numerical
solutions (Root Mean Square Error of 0.0021), showing consistency between two numerical methods and
the analytical solution.
In Chapter 4, this study proposes a general method for computing contaminant concentrations resulting
from an instantaneous source by solving the ADE analytically for bidirectional surface-water flow problems
with initial and boundary conditions using the superposition method. Additionally, we propose a Lagrangian
approach utilizing a change of variables technique to validate the analytical solutions obtained from the
superposition method by comparing them to the solutions from the Lagrangian approach. It also investigates
the effects of bidirectional surface-water flow on contaminant transport processes in streams and rivers, as
well as in other surface water bodies.
In this study, we propose two analytical transport models for analyzing concentration profiles and breakthrough curves for equivalent unidirectional flow with a constant dispersion coefficient and bidirectional flow
with velocity-dependent dispersion coefficients. The results of this study indicate the concentration profiles
for bidirectional flow do not match the profiles for equivalent unidirectional flow except during even flow
cycles. The peak of the concentration profile for the bidirectional flow model is slightly lower than the peak
of the equivalent unidirectional model.
The bidirectional flow transport models predict multiple concentration peaks for concentration histories
as shown in breakthrough curves; however, the equivalent unidirectional model predicts only one concenxiii

tration peak. The effects of forward and reverse flows (positive and negative velocities, respectively) for
bidirectional surface-water flow on a breakthrough curve are different before and after a transition period
during which stream concentrations increase first and then decrease after a peak concentration within a flow
cycle. Before the transition period, the forward flow will increase concentrations, and the reverse flow will
decrease them; however, after the transition period, vice-versa. All the transition periods occur during forward flow periods (even flow cycles) when flow velocities are positive. As the evaluation locations move
toward the outlet, the transition period occurs later.
The bidirectional surface-water flow will cause the spatial and temporal concentration distributions of
a conservative contaminant in a control segment to change significantly, as shown in concentration profile
mismatches and multiple peak concentrations, such that the concentration distribution obtained by using
an analytical model with the assumption of equivalent unidirectional surface-water flow cannot replace the
concentration distribution from a bidirectional flow transport model in a bidirectional surface-water flow
system. Therefore, the spatial and temporal concentration distributions predicted by analytical and numerical simulations with the assumption of equivalent unidirectional surface-water flow may overestimate the
peak of concentration profiles and underestimate the peaks of breakthrough curves resulting from an instantaneous release of a point source in streams and rivers. Also, an analytical model with velocity-dependent
dispersion coefficients should be used for estimating the spatial and temporal concentration distribution of
a conservative contaminant in a control segment more accurately.
In Chapter 5, a quasi-analytical model is proposed to estimate the mean residence time for tracer particles
to spend inside a control segment of interest. For many environmental studies, estimating the mean residence
time of a conservative contaminant in a given water body is essential for predicting the time spent by the
contaminant transported in the surface water. In this chapter, the mean residence time is calculated using the
analytical solutions proposed in Chapter 4 to evaluate how the mean residence time will vary for bidirectional
surface-water flow compared with the solutions for equivalent unidirectional surface-water flow in streams
and rivers. The results of this study suggest the unidirectional model results in an approximately 15% error
in the estimated mean residence time as compared to the bidirectional model.
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CHAPTER 1
INTRODUCTION

1.1

Motivation

This dissertation deals with the effects of surface-water flow on the quality of groundwater in surficial
aquifer systems; it also investigates the effects of bidirectional surface-water flow on contaminant transport
processes in streams and rivers, as well as in other surface water bodies by developing analytical models using the superposition and change of variables methods. As a result of many complex and nonlinear physical,
chemical, and biological processes influencing contaminant transport in streams and rivers, numerical models are now widely used for prediction purposes. Still, analytical and quasi-analytical models are useful for
simplified analyses of various contaminant transport scenarios, particularly for comparatively long spatial
and time scales, when sufficient data are not available to develop a comprehensive numerical model, and for
validating numerical transport models.

1.1.1

The motivation for the first part of the research - the effects of surface water system
changes on groundwater quality

Groundwater and surface water are two interrelated elements of one natural resource, and impacts on either
of these elements in terms of its quantity or quality will necessarily alter the other. Therefore, high TDS
surface water can degrade groundwater quality of an underlying aquifer used for agricultural, industrial, and
municipal water needs, and render the aquifer unusable because of the cost of improving the groundwater
quality of a regional system. The groundwater quality parameters used for this study are conservative constituents such as chloride and TDS. This study investigates the long-term effects of high TDS surface water
resulting from anthropogenic changes on groundwater quality under the Atlantic Coastal Ridge in southeast
Florida.
It has been shown that increasing flow paths and residence times in regional groundwater flow systems
correlates with rising TDS concentrations. The TDS and specific conductance of groundwater are expected
1

to increase downgradient along a given flow line. In the surficial aquifer system of southeast Florida, however, the current groundwater flow system and the observed water quality distribution do not follow this
expected pattern; low TDS groundwater exists in the groundwater flow systems under the Atlantic Coastal
Ridge, which may include a significant component of relatively old groundwater due to their long flow paths
and residence times. The low specific conductance groundwater under the Ridge is associated with several
significant hydrologic features. First, its location generally coincides with the area where the Biscayne
aquifer has high horizontal transmissivities above 90,000 meter²/day. Second, its location corresponds to
the high recharge area of the ridge and the sandy flatlands to the west, and third, the low specific conductance water mass underlies the location of the prominent wet-season groundwater mound formed under the
ridge during the very high rainfall year of 1960, before completion of the flood control canals.
The coincident location of high transmissivity and high recharge, and the location of a seasonal predevelopment groundwater mound with low specific conductance in the Biscayne aquifer can lead to the
conclusion that the observed water quality distribution predates the construction of the surface water management system, and reflects pre-development conditions, which is the first hypothesis of the first part of
this dissertation. Therefore, in this study, the effects of surface water flow system changes caused by constructing water-conservation areas and canals in southeast Florida on groundwater quality under the Ridge
was investigated with numerical modeling.

1.1.2

The motivation for the rest of the research the effects of bidirectional surface-water
flow on surface-water quality

Water resources engineers or hydrogeologists, who are conducting surface-water or groundwater modeling
in flat areas like in Florida, are always faced with the complication of deciding whether the flow can be
assumed to be unidirectional without incurring significant errors. Then they must decide which direction
is upstream or downstream of a pipe with almost identical invert elevations to enter upstream and downstream node information into their surface-water models. If they find that the velocity (flow) is negative
after conducting numerical simulations, they know that the actual direction of flow is the opposite of what
they have assumed. In Florida, many believe that the direction of surface-water flow may be bidirectional,
which means continuous flow reversals: downstream (forward) flow alternated with upstream (reverse) flow
and vice versa repeatedly. Bidirectional surface-water flow can frequently occur in flat areas where the
water surface gradients of natural streams approach zero or in highly-managed drainage systems such as a
canal system with water control structures installed to prevent seawater intrusion from estuaries in southeast
2

Florida. In such a system, surface-water stages at the outlet may be higher than the stages at the inlet of the
system. However, the processes in bidirectional surface-water flow systems, in which the direction of flow is
not always towards the ultimate outlet over time, have rarely been investigated by an analytical method due
to the difficulty of applying spatially-varying initial conditions that change each time a flow reversal occurs.
One important question to ask is how the bidirectional surface-water flow affects concentration distribution in low-gradient streams and rivers. To answer the above question, in this part of the research we
developed analytical solutions of ADEs with bidirectional surface-water flow conditions using the superposition method and validated them by the change of variables technique. These analytical solutions allow us
to evaluate the effects of bidirectional flow as compared to the equivalent unidirectional flow, i.e., the unidirectional flow with a velocity equal to the time-averaged forward and reverse velocities of the bidirectional
flow.
Before the development of currently available acoustic instruments such as the Acoustic Velocity Meter
(AVM) and the Acoustic Doppler Current Profiler (ADCP), it was possible to measure flow/velocity in lowgradient streams and rivers. The problem has been that there is not a unique relationship between stage and
flow at a stream gauge. For this study, the field data of velocities measured by ADCP (Leonardi et al., 2015)
was used to determine analytical model parameters such as forward and reverse velocities. Bidirectional
surface-water flow or flow reversal, in which positive and negative velocities are measured in low-gradient
rivers has been reported in the literature (Clasen, 2018 and Leonardi et al., 2015).
The second part of my research hypothesizes that bidirectional surface-water flow will cause the spatial
and temporal concentration distribution of a conservative contaminant in a control segment to change significantly in concentration profiles and histories such that the concentration distribution obtained by using
an analytical model with the assumption of equivalent unidirectional surface-water flow cannot replace the
concentration distribution from a bidirectional flow transport model in a bidirectional surface-water flow system. Also, the third part of my research hypothesizes that the analytical model for equivalent unidirectional
surface-water flow provides a good estimation of the mean residence time of a contaminant resulting from a
point release compared to the mean residence time from the analytical model for bidirectional surface-water
flow

1.2

Objectives

The objectives for the first part of my research are (1) to estimate the time required for the groundwater
quality of the Biscayne aquifer to achieve equilibrium with the man-made canal system, (2) to predict
3

the distribution of groundwater quality in southeast Florida due to high TDS surface water present in the
water-conservation areas and Everglades National Park using a numerical groundwater flow and transport
model, (3) to compare groundwater quality distribution for post-development conditions with quasi-predevelopment distribution to evaluate how high TDS surface water concentration may affect groundwater
quality under Atlantic Coastal Ridge, (4) to conduct sensitivity analyses to determine how recharge will
affect groundwater quality in the Biscayne aquifer, and (5) to quantify high TDS surface water inflows from
the water-conservation areas and groundwater inflows from the lower east coast of Florida to the Park for
pre- and post-development conditions, which might have contributed to the degradation of marine biologic
communities in Florida Bay, part of the Park.
The objectives for the second part of my research are (1) to develop an analytical model using the superposition method for bidirectional surface-water flow problems resulting from a continuous release of a
contaminant during a forward cycle of bidirectional surface-water flow in streams and rivers and (2) to compare analytical solutions by the analytical model for a synthetic problem with a single flow reversal with
the numerical solutions by a new numerical transport model developed in this study and OTIS developed
by the USGS to examine the validity of analytical solutions obtained by the analytical model using the
superposition method.
The objectives for the third and fourth parts of my research are (1) to develop an analytical model for solving the ADE under bidirectional surface-water flow conditions using the superposition method to evaluate
how analytical solutions vary for bidirectional surface-water flow compared to the solutions for equivalent
unidirectional surface-water flow in streams and rivers (2) to validate the analytical solutions by the superposition method by comparing them to analytical solutions by the change of variables technique, and (3) to
calculate mean residence time using the solutions from a quasi-analytical model to evaluate how the mean
residence time varies for bidirectional surface-water flow relative to unidirectional surface-water flow under
time-variant flow conditions.

4

CHAPTER 2
PREDICTION OF GROUNDWATER QUALITY TRENDS RESULTING FROM
ANTHROPOGENIC CHANGES IN SOUTHEAST FLORIDA

2.1

Note to reader

This chapter has been previously published in Groundwater, 2018 56:46-61, and has been reproduced with
permission from National Ground Water Association. This paper was guided and co-authored by Dr. Mark
Stewart (School of Geosciences, University of South Florida) and was guided by Dr. Joseph Hughes.

2.2

Abstract

The effects of surface water flow system changes caused by constructing water-conservation areas and canals
in southeast Florida on groundwater quality under the Atlantic Coastal Ridge was investigated with numerical modeling. Water quality data were used to delineate a zone of groundwater with low total dissolved
solids (TDS) within the Biscayne aquifer under the ridge. The delineated zone has the following characteristics. Its location generally coincides with an area where the Biscayne aquifer has high transmissivities,
corresponds to a high recharge area of the ridge, and underlies a part of the groundwater mound formed
under the ridge prior to completion of the canals. This low TDS groundwater appears to be the result of
pre-development conditions rather than seepage from the canals constructed after the 1950s. Numerical
simulation results indicate that the time for low TDS groundwater under the ridge to reach equilibrium with
high TDS surface water in the water-conservation areas and Everglades National Park are approximately seventy and sixty years, respectively. The high TDS groundwater would be restricted to the water-conservation
areas and the park due to its slow eastward movement caused by small hydraulic gradients in Rocky Glades
and its mixing with the low TDS groundwater under the high-recharge area of the ridge. The flow or physical boundary conditions such as high recharge rates or low hydraulic conductivity layers may affect how
the spatial distribution of groundwater quality in an aquifer will change when a groundwater flow system
reaches equilibrium with an associated surface water flow system.
5

2.3

Introduction

Groundwater and surface water are two interrelated elements of one natural resource, and impacts on either of these elements in terms of its quantity or quality will necessarily alter the other (Winter et al.,
1998). Therefore, high TDS surface water can degrade groundwater quality of an underlying aquifer used
for agricultural, industrial, and municipal water needs, and render the aquifer unusable because of the cost of
improving the groundwater quality of a regional system. The groundwater quality parameters used for this
study are conservative constituents such as chloride and TDS. This study investigates the long-term effects
of high TDS surface water resulting from anthropogenic changes on groundwater quality under the Atlantic
Coastal Ridge in southeast Florida.
A watershed is an area of land that drains all the streams and rainfall to a common outlet and is surrounded
by ridges and hills that separate two watersheds (Bedient and Huber, 2001). The watershed consists of
surface water (lakes, streams, and wetlands) and underlying groundwater, and is important because the
stream flow and water quality of a river or canal are affected by what is happening in the land area. The
portion of stream flow that comes from the groundwater in a natural watershed is called “base flow,” which is
generally better water quality than stream flow. Surface water quality in a flow system is dependent on both
anthropogenic activities in the watershed and the contribution of base flow. Due to increasing anthropogenic
activities, the surface water and groundwater quality in the lowermost part of the watershed generally would
be worse than the water quality in the uppermost part of it.
In southeast Florida, canals were constructed to control floods during the wet season, to increase the
available land for agriculture, and to lower the water table in the early 1900s (Langevin, 2001). By the
1950s, excessive draining caused the water table to decrease 1 to 3 meters and induced saltwater intrusion,
endangering the freshwater resources of Biscayne aquifer (a part of the surficial aquifer system in southeast
Florida). To prevent further saltwater intrusion, water control structures were constructed near the mouth of
the canals to elevate inland groundwater levels. The major sources of surface water quality degradation in
southeast Florida are from the agricultural area upstream of the water-conservation areas. The surface water
and groundwater quality in the study area will depend on the surface water quality of the water-conservation
areas and Everglades National Park, a flow system controlled by a complex network of levees, canals, and
control structures, and the water quality of the groundwater flow system, including the Atlantic Coastal
Ridge located in the uppermost part of a watershed.
It has been shown that increasing flow paths and residence times in regional groundwater flow systems
correlates with rising TDS concentrations (Back 1966; Back and Hanshaw, 1970). The TDS and specific
6

conductance of groundwater are expected to increase downgradient along a given flow line. In Florida, this
is due to the dissolution of minerals that are present in the soil and rocks that compose the aquifer, which
increases TDS, calcium, and the Mg/Ca ratio. It is influenced by pH, temperature, the effects of other ions
in solution, and carbon dioxide content. The concentrations of chloride, sulfate, calcium, and magnesium
also increase downgradient.
In the surficial aquifer system of southeast Florida, however, the current groundwater flow system and the
observed water quality distribution do not follow this expected pattern; low TDS groundwater exists in the
groundwater flow systems under the Atlantic Coastal Ridge, which may include a significant component of
relatively old groundwater due to their long flow paths and residence times. The low specific conductance
groundwater under the ridge is associated with several significant hydrologic features. First, its location
generally coincides with the area where the Biscayne aquifer has high horizontal transmissivities in excess
of 90,000 m²/d. Second, its location corresponds to the high recharge area of the ridge and the sandy
flatlands to the west (Fish and Stewart, 1991), and third, the low specific conductance water mass underlies
the location of the prominent wet-season groundwater mound formed under the ridge during the very high
rainfall year of 1960, prior to completion of the flood control canals (Fish and Stewart, 1991).
The coincident location of high transmissivity and high recharge, and the location of a seasonal predevelopment groundwater mound with low specific conductance in the Biscayne aquifer can lead to the
conclusion that the observed water quality distribution predates the construction of the surface water management system, and reflects pre-development conditions, which is the first hypothesis of this paper. In
addition, the water quality distribution within the Biscayne aquifer does not appear to be the result of the
current flow system, as specific conductance decreases in the direction of the current groundwater flow under
the Atlantic Coastal Ridge.
The current surface water system includes an extensive network of drainage canals and water-conservation
areas constructed since the 1950s. The correspondence of the surface water management system and low
TDS groundwater concentrations under the Atlantic Coastal Ridge suggests there is a correlation between
the surface water system and low TDS concentrations below the ridge. The second hypothesis is that low
TDS groundwater concentrations may not be in equilibrium with the current surface water system, and it will
take some time for groundwater quality to reach equilibrium because the movement of groundwater occurs
as slow seepage through the pore spaces between particles of earth materials or through networks of fractures
in rocks (Sullivan et al., 2014). Therefore, if the above hypothesis is correct, low TDS groundwater under
the ridge can degrade slowly due to high TDS surface water in the water-conservation areas and Everglades
7

National Park.
The goal of this paper is to evaluate the effects of anthropogenic changes to surface water quality on
the groundwater quality under the Atlantic Coastal Ridge in southeast Florida. Therefore, the objectives
of this study are to (1) estimate the time required for the groundwater quality of the Biscayne aquifer to
achieve equilibrium with the man-made canal system, (2) predict the distribution of groundwater quality
in southeast Florida due to high TDS surface water present in the water-conservation areas and Everglades
National Park using a numerical groundwater flow and transport model, (3) compare groundwater quality
distribution for post-development conditions with quasi-pre-development ones to evaluate how high TDS
surface water concentration may affect groundwater quality under the ridge, (4) conduct sensitivity analyses
to determine how recharge will affect groundwater quality in the Biscayne aquifer, and (5) quantify high
TDS surface water inflows from the water-conservation areas and groundwater inflows from the lower east
coast of Florida to the park for pre- and post-development conditions, which might have contributed to
degradation of marine biologic communities in Florida Bay, part of the park.
In the following sections, the study area and pre- and post-development flow systems for this study are depicted. The previous and current water quality data evaluation and numerical simulations for quasi-pre- and
post-development conditions are used in this study. Numerical modeling was selected to test the hypotheses because the distribution of groundwater quality under the Atlantic Coastal Ridge depends on boundary
conditions such as groundwater recharge, canal stages, and surface water stages in the water-conservation
areas and Everglades National Park, and these conditions cannot be simulated using analytical methods due
to their complexities.

2.3.1

Study area

The study area (model boundary) is located mostly in Miami-Dade County with minor areas in Broward and
Monroe Counties in Florida (Figure 1). The Atlantic Coastal Ridge is a low elevation ridge on the eastern
coast and has high topographic elevations compared with other areas in southeast Florida (Figures 1 and 5).
The ridge is 3 to 16 km wide, reaching its largest width in Miami-Dade County. Its elevations range from
about 3 to 6.7 m above sea level in Miami-Dade and Broward Counties.
Inland from the Atlantic Coastal Ridge are the Everglades, which formerly extended from Lake Okeechobee to Florida Bay (Figure 1). The Everglades range in elevation from 1 to 3 m, and form a natural trough
between the ridge and higher lands to the west in Collier and Monroe Counties (Parker et al., 1955). The
ridge is cut by depressed, narrowed valleys or channels of low elevation called Transverse Glades that divide
8

it into high elevation islands and are covered with murky soils similar to those in the Everglades (Merritt,
1996). The Rocky Glades are located southeast of the Everglades (Figure 1) and look like the Everglades
except that hard limestone sticks out through the surface.
The Levee 31N is the eastern border of the northeastern Everglades National Park between Tamiami Canal
and Canal 113 and it runs south and is connected to Canal 111 (Figure 2). The water-conservation areas
3A and 3B are located in western Miami-Dade and Broward Counties and are predominately vast sawgrass
marsh dotted with tree islands, wet prairies, and aquatic sloughs. The most urban areas are located east of
Levee 31N and north of Canal 111.
Under pre-development conditions, surface water from Lake Okeechobee flowed southward as shallow
sheet flow. In the wet season (June-September), the Everglades overflowed the Atlantic Coastal Ridge
through low spots called transverse glades (Klein et al., 1975 and Merritt, 1996). As a result of very low
surface gradients and low transmissivities, groundwater flow rates beneath the Everglades are low, with TDS
values of groundwater being higher than groundwater under the ridge (Sonntag, 1987). Today, most of the
Everglades are diked or drained, and water levels are controlled by levees and pumping stations.
The Biscayne aquifer is a distinctive part of the surficial aquifer system and is a wedge-shaped aquifer approximately 50-70 km wide and approximately 170 km long (from northeast to southwest), ranging from 3
m thick inland at its western edge to over 70 m thick at the coastline. The Biscayne aquifer is defined on the
basis of its hydraulic properties as all contiguous units from the surface downward, which are at least about 3
m thick and have hydraulic conductivities greater than about 300 m/d (Fish, 1988; Fish and Stewart, 1991).
The lithostratigraphic units included in the Biscayne aquifer includes the Pleistocene Miami Limestone,
Key Largo Limestone, Fort Thompson and Anastasia Formations, and parts of the Pliocene upper Tamiami
Formation (Fish and Stewart, 1991 and Causaras, 1987). Most units in the Biscayne aquifer are limestones
or sandy limestones with some shelly sandstones (Causaras, 1985, 1987). These very transmissive formations with low gradients result in a large flow of water, but relatively slow transport of groundwater quality
constituents (Fish and Stewart, 1991).
In Miami-Dade and Broward Counties, the principal lithostratigraphic unit comprising the Biscayne
aquifer is the Fort Thompson Formation. Hydraulic conductivities of the Fort Thompson Formation in
central and eastern Miami-Dade County range from 5,000 to 18,000 m/d. High hydraulic conductivities
generally correspond to areas with extensive moldic porosity, with solution cavities generally less than five
centimeters in diameter, rather than the large-scale solution porosity (karst) characteristic of the early Tertiary Floridan aquifer (Miller, 1990). The thickest, most permeable sections of the Fort Thompson Formation
9

occur in central Miami-Dade County under and just west of the Atlantic Coastal Ridge. In this area, transmissivities of the Biscayne aquifer exceed 90,000 m²/d (Fish and Stewart, 1991). Estimated transmissivities
of the Biscayne aquifer are 28,000 m²/d or more in the southeast, southcentral, and part of coastal northeast
Broward County. However, transmissivities of the aquifer are lower to the north and west, reducing to less
than 7,000 m²/d over a large area in the northwest and north-central Broward County (Fish, 1988).
The gray limestone aquifer of the surficial aquifer system underlies the Biscayne aquifer and is an aquifer,
which is highly permeable (having a hydraulic conductivity of about 30 m/d), consisting of predominantly
gray, shelly limestone of the Pliocene Tamiami Formation (Fish, 1988; Fish and Stewart, 1991). However,
the study by Reese and Cunningham (2000) defined it according to hydraulic conductivity criteria. They
included the limestone and sandstone of the Ochopee Limestone Member (Ochopee) of the Tamiami Formation if hydraulic conductivities were moderate to very high (about 3 m/d or greater) and quartz sand
and sandstone of the unnamed formation that is contiguous to limestone beds at the base of the Ochopee
if hydraulic conductivities were high to very high (about 30 m/d or greater) or it included moldic porosity. In general, hydraulic conductivities of the gray limestone aquifer are comparatively lower than those
of the Biscayne aquifer and range from about 60 to 3,700 m/d. The gray limestone aquifer lies between
fine-grained siliciclastic units which act as semiconfining units. Eastward, the gray limestone grades into
high permeability shelly limestones which form the lower part of the Biscayne aquifer (Fish, 1988; Fish and
Stewart, 1991; Renken et al., 2005).

2.3.2

Pre- and post-development flow systems

Prior to the completion of the drainage canal system in the 1950s and 1960s, surface water in the Everglades
flowed south during the entire year like the current flow system. However, during the wet season, a part
of the surface water in the Everglades would also occasionally flow towards Biscayne Bay and the Atlantic
Ocean through the transverse glades along the Atlantic Coastal Ridge (Klein et al., 1975). As areas along
the ridge and the flatlands to the west were developed, the drainage canal system was extended to control
flooding, and levees were constructed to contain waters in the Everglades (Figure 2).
Investigations by Parker et al. (1955), Klein et al. (1975), and Merritt (1996) indicate that, prior to
the construction of the drainage system, a groundwater mound formed under the Atlantic Coastal Ridge
during the wet season. Groundwater levels in Miami-Dade County following heavy rainfall in 1960 may
be comparable to typical pre-development, wet season conditions. The drainage canal system in southern
Miami-Dade County was not yet completed in 1960, and heavy rainfall from two tropical storms formed
10

a groundwater mound under the ridge (Merritt, 1996). Groundwater flow under the ridge during the predevelopment wet season was both eastward toward the Atlantic Ocean, and westward toward the Everglades
(Figure 3a). During the pre-development dry season (December-April), the groundwater mound dissipated,
and groundwater flow under the ridge was eastward toward the Atlantic Ocean (Figure 3b, Parker et al.,
1955; Klein et al., 1975).
The drainage system was completed in 1967 and now may prevent the formation of a wet season groundwater mound under the Atlantic Coastal Ridge. Canals have lowered water table levels regionally, especially
during the wet season, and the general groundwater flow direction may be from the Everglades to the Atlantic Ocean throughout the year.

2.4

Methods
2.4.1

Description of the existing Biscayne aquifer model

Langevin (2001) developed a numerical model of the Biscayne aquifer to simulate groundwater discharge
to Biscayne Bay, southeast Florida. The SEAWAT code (Langevin and Guo, 2006), a variable density
version of MODFLOW (Harbaugh et al., 2000) and MT3D (Zheng, 1990), was used to simulate the complex variable-density groundwater flow patterns and groundwater salinity. The SEAWAT code solves the
variable-density groundwater flow and advective-dispersive solute transport equations (Guo and Langevin,
2002). These two equations are coupled through a linear equation of state.
This model is composed of 89 rows and 71 columns of cells in the horizontal direction and 11 layers
(Figure 4). The model covers most of Miami-Dade County and part of Broward and Monroe Counties
(Figure 2). The model simulates the period from January 1989 to August 1998 using 117 monthly stress
periods.
The cells representing Biscayne Bay were simulated with time-varying specified head boundary conditions and a TDS concentration of 35 kg/m³. In addition, the general head boundary package (Harbaugh
et al., 2000) was used to represent head dependent boundaries such as surface water stages in the waterconservation areas, Everglades National Park, and coastal lowlands interpolated from a triangular irregular
network (TIN) data model of groundwater heads and surface water stages with a TDS concentration of 0
kg/m³ except for boundary cells near the coast, which used a salt concentration of 35 kg/m³. The general
head boundary should be used cautiously to prevent it from representing a continuous supply of groundwater. The river package was used to represent primary canals (Figures 2 and 6). The concentration of TDS
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Figure 1.: Map of study locations, showing water bodies, Atlantic Coastal Ridge, Rocky Glades, Biscayne
aquifer, and model boundary (study area).
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Figure 2.: Map of southeastern counties, Florida, showing major canals and levees, Biscayne aquifer model
boundary, 1995 saltwater intrusion line (Langevin, 2003), water quality sites (the data is from the SFWMD,
2013), control structures, and well fields.
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Figure 3.: Schematic cross sections illustrating pre-development groundwater flow systems for (a) wet
season and (b) dry season conditions (Fish, 1988).
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for tidal canal segments east of salinity control structures is assumed to be the same as seawater (35 kg/m³).
However, the TDS concentration in the canals west of the salinity control structures is assumed to be 0
kg/m³. Initial TDS concentrations for areas east of the 1995 position of the freshwater-seawater interface
(Sonenshein, 1997) were specified to have seawater concentrations of 35 kg/m³ (Figure 2). Areas west of
the 1995 position of the freshwater-seawater interface were specified to have an initial TDS concentration
of 0 kg/m³.
Langevin (2001) calibrated the Biscayne aquifer model by adjusting input parameters until simulated values of the head, net recharge, canal baseflow, and position of saltwater interface closely matched observed
data. In addition, Langevin (2001) qualitatively checked simulated groundwater flow to make sure that the
model reasonably predicted groundwater discharge to Biscayne Bay. Even though this model estimated
submarine groundwater discharge to Biscayne Bay well, it required additional modifications to predict the
effects of high TDS surface water in water-conservation areas and Everglades National Park on the groundwater quality under the Atlantic Coastal Ridge and hence was revised in this study. Because there is no
way to calibrate a groundwater model to submarine groundwater discharge, the Biscayne aquifer model by
Langevin (2001) has high-levels of uncertainties with submarine groundwater discharges that are sensitive to
the treatment of Biscayne Bay as a boundary condition. These uncertainties related to submarine groundwater discharges, however, will not significantly influence modeling results from this study because the areas
of interest for this study are located far away from the coast where submarine groundwater discharges occur.

2.4.2

Chemical characteristics of water of the surficial aquifer system in the study area

The water quality of the surficial aquifer system in Miami-Dade County was characterized as part of the
regional aquifer study of Sonntag (1987). The water quality data for chloride were collected in the summer
of 1983 during the drilling of test holes at 31 sites throughout Miami-Dade County, and supplementary data
were collected during subsequent samplings in 1983 and 1984 (Sonntag, 1987). Additional water quality
data for chloride from two wells drilled in Miami-Dade County during 1981 and two wells drilled in southern
Broward County during 1981, as part of the Broward County phase of the investigation, were evaluated to
assess water quality trends during those periods (Figure 5).
Within the Biscayne aquifer, groundwater with low chloride concentrations is present under the Atlantic
Coastal Ridge and the sandy flatlands immediately to the west of the ridge. Within the surficial aquifer
system, which includes all units above the intermediate confining unit, low chloride waters generally extend
to the base of the aquifer under the west side of the ridge and in the gray limestone aquifer, but high chloride
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waters are found in the lower clastic unit under the Everglades and along the coastal margin.
Even though water quality data collected during the above periods (from 1981 to 1984) cover most of
the study area, these water quality data are not used in the revised Biscayne aquifer model because collection dates predate the model simulation period (January 1989 to August 1998). Surface water quality data
collected during 1998, which is the final year simulated in the existing Biscayne aquifer model, was downloaded from the South Florida Water Management District (SFWMD) website. There are one, five, and
six surface water quality sites within the water-conservation areas, Everglades National Park, and primary
canals, respectively, with data collected during 1998 (Figure 2). Water quality parameters available for these
sites include TDS, total phosphate, chloride, and specific conductance. Surface water quality data from the
SFWMD indicate that water quality parameters such as TDS and chloride in the water-conservation areas,
Everglades National Park, and primary canals near the water-conservation areas have higher values relative
to other areas except saltwater-intruded coastal areas within the Biscayne aquifer model domain.

2.4.3

Post-development Biscayne aquifer model

The Biscayne aquifer model developed by Langevin (2001) was used to quantify the rates and patterns of
submarine groundwater discharge to Biscayne Bay, estimate groundwater discharge, and estimate the position of freshwater-saltwater interface in the eastern part of the model domain. To investigate the effects of
high TDS groundwater in the water-conservation areas and Everglades National Park on groundwater quality under the Atlantic Coastal Ridge in southeast Florida, the existing Biscayne aquifer model (Langevin,
2001) was revised to simulate the advective-dispersive transport of a conservative constituent representing
high TDS water in the Biscayne aquifer recharged from surface water in the water-conservation areas and
park. TDS concentrations were also simulated and used to simulate the effects of salinity on fluid density.
The initial concentrations for the conservative constituent, which are assumed to have no effects on fluid
density, were assumed to be 0 kg/m³.
The conservative constituent was simulated using relative concentrations (C2 /C2max ), and they were
based on chloride concentrations observed in the water-conservation areas and Everglades National Park
during 1998 (C2max = 0.071 kg/m³). The conservative constituent concentrations for the general head
boundary cells in the water-conservation areas and park were specified to be 0.4 and 0.5, respectively (Figure
6). The conservative constituent concentrations were specified to be 1 and 0.5 for river boundary cells in the
water-conservation areas and park, respectively.
The revised Biscayne aquifer model was run for additional 91 years, to simulate the time required for the
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Biscayne aquifer to equilibrate to water quality conditions in the water-conservation areas and Everglades
National Park, which are equal to 100 years in total and are long enough to reach equilibrium (determined
by trial and error). Monthly recharge, evapotranspiration (ET), river, constant head, well, and general head
boundary conditions from 1996 were used to simulate base-case future conditions. Monthly boundary condition data were used to represent variations of two distinct rainfall patterns between the wet and dry seasons
in the model. Boundary condition data from 1996 were used because the annual average precipitation for
1996 was closest to average precipitation between 1989 and 1998 (Langevin, 2001).

2.4.4

Quasi-pre-development Biscayne aquifer model

Hydrologic data are sparse before the 1960s. As a result, it is impossible to develop a pre-development
numerical model using observed hydrologic data. Consequently, a quasi-pre-development model was developed to compare the effects of constructing primary canals and developing well fields in urban parts of the
study area on the water quality of a groundwater system by removing primary canals and well fields from
the post-development model. Hydrologic conditions (rainfall, ET, tidal and inflow boundaries, and water
levels in surface water features) were assumed to be the same in both the pre- and post-development models.

Figure 4.: Schematic of a vertical cross section illustrating groundwater model layers used for this study.
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Figure 5.: Chloride concentration (mg/L) values shown on the map are acquired from water quality data
collected as part of the regional aquifer study (Sonntag, 1987) from 1981 to 1984. The digital elevation map
shows the topography of the study area. Altitudes are referenced to the North American Vertical Datum
of 1988 and are obtained from a light detection and ranging (LIDAR) study (2015) conducted by SFWMD
(SFWMD, 2017). No altitudes from the LIDAR data are available for the west side of the study area.

18

Figure 6.: Map of general head and river concentration boundary conditions and monitoring well locations.
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2.5

Results and discussion
2.5.1

Chemical characteristics of groundwater of the Biscayne aquifer in the study area

The water quality study (Sonntag, 1987) indicates that groundwater quality under the Atlantic Coastal Ridge
was better than that in the water-conservation areas after the development of canal systems (Figure 5). In addition, surface water quality data from the SFWMD (SFWMD, 2013) indicate that water quality parameters
such as TDS and chloride in the water-conservation areas and primary canals near the water-conservation
areas have higher values relative to other areas within the Biscayne aquifer model domain.

2.5.2

Prediction of post-development water quality

Neither the current dry nor wet season flow systems can account for the observed low TDS groundwater
under the Atlantic Coastal Ridge. In the current wet and dry season flow systems, flow lines extend from the
Everglades to the ocean, through the area of low TDS groundwater under the ridge (See Figures 12 and 13).
The primary canal system that now drains the Atlantic Coastal Ridge might prevent the formation of a
groundwater mound during a wet season. If the present conditions are maintained, the low TDS water under
the ridge may stay intact even though high TDS water is present west of the ridge. Post-development model
results indicate eastward movement of high TDS groundwater should be contained to areas west of Rocky
Glades because of the low water table gradients and the low transmissivities west of the ridge and relatively
high recharge rates under the ridge (Figures 1 and 7).
The Rocky Glades region of Everglades National Park is the remains of a large karst wetland that divides
Taylor Slough and Shark River Slough (Figure 1). Since this region has low hydraulic gradients and is dry
during most of the dry season, it appears to prevent the high TDS surface water from the park from flowing
eastward.
Modeling results indicate that the conservative constituent concentrations are comparable during dry and
wet seasons. For the eastern part of the model, high TDS groundwater exists in the vicinity of primary
canals (Figure 7). In addition, the downstream end of the high TDS groundwater generally occurs upstream
of the salinity control structures located at the coast (Figures 2 and 7). Relatively high surface water stages
at salinity control structures induce groundwater recharge in the vicinity of the structure. In the southern
portion of the model, high TDS groundwater is confined to Everglades National Park as a result of high
recharge under the Atlantic Coastal Ridge and low hydraulic gradients in the Rocky Glades area.
To investigate the time required for the water quality of Biscayne aquifer in southeast Florida to achieve
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equilibrium with the man-made canal system, the conservative constituent concentrations were evaluated at
specified locations in the water-conservation areas, Everglades National Park, northwest and west well fields
(Figure 6). Modeling results also indicate that the equilibrium occurs within seventy and sixty years in the
water-conservation areas and park, respectively (Figure 8).

2.5.3

Quasi-pre-development water quality

Comparison of pre- and post-development results at the top of the Biscayne aquifer after 100 years shows
that the extent of high TDS groundwater in Everglades National Park is located further west of its extent
in the post-development model, which suggests that the effects of surface water features on groundwater
quality are localized (see Figures 6 and 8). High groundwater concentrations near Levees L-67A and L67C in the post-development conditions do not exist under pre-development conditions (Figure 9). The
eastern high TDS groundwater boundary under pre-development conditions is more linear than that under post-development conditions, which suggests that flow systems under post-development conditions are
more complicated than those under pre-development conditions. This high TDS groundwater near the levees indicates that constructing primary canals enhances surface water and groundwater interactions under
post-development conditions so that low quality surface water under post-development conditions has more
pronounced effects on groundwater quality than that under pre-development conditions.

2.5.4

Sensitivity to groundwater recharge

Sensitivity analyses were performed to evaluate the effects of recharge rates on groundwater quality by
varying the recharge values of the revised Biscayne aquifer model (base case). The recharge values of
the base case are increased 25% and decreased 25, 50, 75, and 90%. The sensitivity analyses indicate
that small changes in groundwater recharge (±25%) result in small changes in the conservative constituent
concentrations (Figure 10). Larger reductions in groundwater recharge (≥50%) result in large changes in
the conservative constituent concentrations. Decreased recharge values affect the conservative constituent
concentrations in the Atlantic Coastal Ridge and the sandy flatlands west of the ridge: (1) high recharge
rates under the ridge effectively control the eastward movement of high TDS surface water from the waterconservation areas and Everglades National Park and (2) they prevent degradation of low TDS groundwater
under the ridge.
The conservative constituent concentrations at the Northwest and West well fields are comparable to base
recharge rates with small changes in groundwater recharge (±25%) (Figure 11). However, the conservative
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constituent concentrations increase significantly, relative to base recharge rates, when larger reductions in
groundwater recharge (≥50%) occur (Figure 11). These results indicate that the high recharge areas have
significant effects on groundwater quality in the Biscayne aquifer.

2.5.5

Water budget analyses

Water budget analyses were performed to quantify the dry and wet season inflows and outflows between
the water-conservation areas, Everglades National Park, and areas east of the water-conservation areas and
park for pre- and post-development conditions. The model domain was divided into three zones: Zone 1
(lower east coast) is located east of the water-conservation areas and park (east of Levees 30 and 31N, and
Canal 111), Zone 2 includes the water-conservation areas (north of Tamiami Canal and west of Levee 30),
and Zone 3 (Everglades National Park) includes the park (south of Tamiami Canal, and west of L-31N and
Canal 111).
Water budget analyses indicate that development of the canal system has decreased annual average
monthly inflows from the lower east coast to the water-conservation areas and Everglades National Park
during the dry season by 62 and 59%, respectively. During the wet season, development of the canal system
has decreased annual average monthly inflows from the lower east coast to the water-conservation areas and
park by 75 and 63%, respectively. However, the annual average monthly inflows from the lower east coast
to the water-conservation areas and park are estimated to be approximately 1.8 and 10.9%, respectively, of
the total annual average monthly inflows to the water-conservation areas and park (which includes rainfall
and surface water inflow from upstream areas) under pre-development conditions. Under post-development
conditions, the portions of inflows from the lower east coast decrease to 0.4 and 4.3%, respectively, of the
total inflows to the water-conservation areas and park.
If the annual average monthly inflows from the lower east coast to Everglades National Park are assumed
to originate mainly from the Atlantic Coastal Ridge, which is closer to the park than other areas located
outside of the ridge and within the lower east coast, these results indicate that the annual average monthly
inflows from the ridge area to the park were large enough (10.9%) to change groundwater quality for the
park under pre-development conditions, but the portion of inflows from the ridge to the park among the
total inflows to the park under post-development conditions was decreased to 4.3%. This suggests that
construction of primary canals and levees in southeast Florida have decreased inflows from the ridge with
low TDS groundwater to the park, which could have degraded groundwater quality in the park.
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2.5.6

Ecological effects of post-development to Everglades National Park

Harvey and McCormick (2009) determined that the development of the Everglades has increased the proportion of surface water inflows to the water-conservation areas relative to precipitation from 18% to 33%.
The largest source of additional surface water inflows is canal drainage from the areas of former Everglades
wetlands that have been converted to agriculture in the Everglades agricultural area. The primary source
of dissolved constituents in canal drainage from the agricultural area is fertilizer additives and peat oxidation. It is the dissolved constituents in water drained from the agricultural area that has contributed to water
quality changes that are influencing sensitive biological communities in the water-conservation areas and
Everglades National Park.
Periphyton communities, which are used as indicators of water quality, are extremely sensitive to changes
in water chemistry. Due to increased dissolved constituent inputs to the water-conservation areas, the plant
and periphyton compositions have changed since the construction of the water-conservation areas. This has
caused changes in the dominant macrophyte species in the water-conservation areas and Everglades National
Park and has adverse effects on fish and invertebrates after long-term exposure to low quality surface water
(Harvey and McCormick, 2009).
Modeling results of this study indicate that groundwater quality in the Biscayne aquifer under the waterconservation areas and Everglades National Park depends on the surface water quality in water-conservation
areas and the park (Figures 7, 8, and 9). Within the park, high TDS surface water from the water-conservation
areas will affect only the western part of the park without affecting the eastern part of it. If surface water
quality in the water-conservation areas and the park remains constant, it would take approximately seventy
years for groundwater quality to equilibrate in these areas. The hydrologic restoration efforts that have been
implemented in the karstic Taylor Slough portion of the park using point source delivery of treated canal
water through a series of surface water retention basins (Sullivan et al., 2014) were not simulated in this
study. Therefore, it is expected that actual groundwater quality under the Atlantic Coastal Ridge will be
better than simulated in the current model due to the restoration of high TDS canal water to the park by
pumping. Nevertheless, the effects of additional recharge contributed by these restoration efforts in the park
on groundwater quality are expected to be minor due to the relatively small contribution these features will
make to groundwater recharge to the Biscayne aquifer in the areas east of the water-conservation areas and
park compared with the recharge due to rainfall.
In addition, comparison of water budgets from the revised Biscayne aquifer model with water budget
analyses (Sklar et al., 1999) completed by the SFWMD and measured flows for Water Year 2013 (Abtew and
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Ciuca, 2014) indicates that for pre- and post-development conditions the ratio of groundwater inflow from
the east (lower east coast) to Everglades National Park and surface water inflow from the water-conservation
area 3 to the park (groundwater/surface water) are 8 and 3%, respectively (Table 1). Therefore, groundwater
inflows from the east into the park are small and are not expected to have any adverse effects on groundwater
quality in the park.

Figure 7.: Comparison of simulated relative concentrations in model layer 2 from revised Biscayne aquifer
model results after 10, 30, 70, and 100 years of simulation for post-development conditions.

2.6

Conclusions

Modeling results conducted in this study indicate that high TDS/chloride concentrations in groundwater
west of the Rocky Glades area will be confined to this area as a result of low hydraulic gradients and
low transmissivities west of the Atlantic Coastal Ridge (Rocky Glades) and relatively high groundwater
recharge rates under the ridge. There are minor seasonal variations in the concentrations of a conservative
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Figure 8.: Plot of simulated relative concentrations from revised Biscayne aquifer model for postdevelopment conditions at Northwest and West well fields, water conservation areas (WCAs), and Everglades National Park (ENP).

Table 1: Water Budget Comparison of Surface and Groundwater Inflows for Pre- and Post-Development
Conditions.
Surface Water from
Groundwater from the
Percentage of
Water-Conservation
East (Lower East
QGW /QSW
Area 3 to Everglades
Coast) to Everglades
National Park
National Park
(107 m³/year) QSW
(107 m³/year) QGW
Pre-Development
149
11
8
Post-Development
151
5
3
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Figure 9.: Simulated relative concentrations in model layer 2 from quasi-pre-development Biscayne aquifer
model results after 100 years of simulation.
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Figure 10.: Plot of simulated relative concentration differences between base case and varying recharge
boundary conditions after 100 years of simulation. The recharge (RCH) values were increased 25% and
decreased 25, 50, 75, and 90%.
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Figure 11.: Plot of simulated relative concentration time series at Northwest and West well fields with
varying recharge boundary conditions. The recharge (RCH) values were increased 25% and decreased 25,
50, 75, and 90%.
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constituent used to simulate the transport of low quality groundwater derived from surface water in the waterconservation areas and Everglades National Park. Modeling results also indicate that equilibrium between
water quality in the surface water and groundwater systems would occur after approximately seventy years.
Despite the fact that the groundwater system of southeast Florida is dynamic and the system has been
extensively modified, the present water quality distribution reflects the present flow systems with groundwater recharge from precipitation being a dominant factor that controls the current and future groundwater
quality. This modeling study suggests that the observed water quality distribution is the direct result of a
current flow system.
A quasi-pre-development model was developed to evaluate the effects of constructing primary canals
in urban parts of the study area and developing well fields on groundwater quality. When quasi-predevelopment modeling results are compared with those of post-development modeling after 100 years of
simulation, the limits of high TDS groundwater in Everglades National Park for quasi-pre-development
conditions is located west of the extent simulated in the post-development model, which indicates that the
effects of man-made surface water features are localized and may not have had significant effects on groundwater quality in areas east of Everglades National Park.
A number of sensitivity analyses were performed to evaluate the effects of groundwater recharge from
the Atlantic Coastal Ridge on groundwater quality in the Biscayne aquifer. Sensitivity analyses indicate
that a relatively high recharge rate limits eastward movement of high TDS groundwater from the waterconservation areas and Everglades National Park.
Modeling results indicate that the annual average monthly inflows from the Atlantic Coastal Ridge to
Everglades National Park were notable under quasi-pre-development conditions, but the inflows for postdevelopment conditions were negligible. In addition, modeling results suggest that a decrease in monthly
inflow rates under post-development conditions are due to the construction of primary canals in southeast
Florida.
Previous Everglades research (Sullivan et al., 2014) has indicated that the construction of the man-made
canal system in southeast Florida has had adverse ecological effects on fish and invertebrate communities in
the Everglades. However, this modeling study suggests that high TDS canal water may not adversely impact
the eastern Everglades ecosystem due to the dominant effects of high groundwater recharge rates under the
Atlantic Coastal Ridge in southeast Florida.
These modeling results suggest that, for studies of other areas affected by anthropogenic changes similar
to those that have occurred in southeast Florida, the future groundwater quality of those areas depends on
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(1) flow boundary conditions such as recharge, evapotranspiration, and well, and (2) physical conditions
such as aquifer hydraulic gradients and transmissivities like that of Rocky Glades having low hydraulic
gradients. Since regional groundwater quality is the result of long-term average hydrologic conditions,
caution should be used in equating contemporaneous observations of the surface water stage, groundwater
head, and surface water quality with future groundwater quality trends in extensively modified or heavily
stressed flow systems.

2.7

Supporting Information

Figure 12.: Post-development water level contours after 100 years simulation for the dry season by the
revised Biscayne aquifer model of this study.
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Figure 13.: Post-development water level contours after 100 years simulation for the wet season by the
revised Biscayne aquifer model of this study.
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CHAPTER 3
A QUASI-ANALYTICAL SOLUTION FOR CONTAMINANT TRANSPORT RESULTING FROM
A CONTINUOUS SOURCE DURING A FORWARD CYCLE OF BIDIRECTIONAL
SURFACE-WATER FLOW

3.1

Note to reader

This chapter describes feasibility studies for which we developed a numerical transport code (Surface-Water
Transport - SWT) using the weighted finite difference, Crank-Nicolson, and TVD (Total Variation Diminishing) schemes and developed an analytical solution for contaminant transport resulting from a continuous
contaminant injection during a forward cycle of bidirectional surface-water flow. The main purpose of this
chapter is to validate the consistency of analytical and numerical solutions for concentration distribution in
a bidirectional flow system. In Chapters 4 and 5, we extend this method to the instantaneous point source
initial conditions. We note one-dimensional advection-dispersion equation (ADE) with constant coefficients
(cross-sectional area, dispersion coefficient, the absence of sink terms, etc.) is an approximation of transport
in real rivers, but the analytical solution of these equations is exact. Therefore, this solution can be used to
study the accuracy of numerical models based on the same ADE. Portions of this chapter will be used for a
future paper.
3.2

Abstract

In this chapter, we propose an analytical method for computing contaminant concentration distributions resulting from a continuous contaminant injection during a forward cycle of bidirectional surface-water flow
by solving the ADE for bidirectional surface-water flow problems with initial and boundary conditions using
the superposition method. In general, our analytical solution can be used to examine the accuracy of numerical solutions. The analytical solution is compared with the numerical solutions for a synthetic problem
with a single flow reversal. We use this inter-comparison study to check the consistency of our models. The
comparison of results indicates a good agreement between the numerical and analytical solutions (RMSE of
0.0021).
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3.2.1

Introduction

Contaminant transport processes in streams and rivers have been analyzed and predicted for several decades
using analytical methods (van Genuchten et al., 2013; Kazezyilmaz-Alhan, 2008) to solve the ADE under
the assumption of unidirectional surface-water flow. However, surface-water systems with bidirectional flow
have rarely been investigated by analytical methods due to the difficulty of applying spatially-varying initial
conditions that change each time a flow reversal occurs. Bidirectional surface-water flow can frequently
occur in flat areas where the topographic or water surface gradients of natural streams approach zero or in
highly managed drainage systems such as a canal system with water control structures installed to prevent
seawater intrusion from estuaries like in Florida (Langevin, 2001). In such a system, surface-water stages at
the outlet may be higher than the stages at the inlet of the system.
In this chapter, the first- or concentration-type inlet boundary condition is used to derive an analytical
solution for contaminant transport under bidirectional surface-water flow conditions by the superposition
method. This boundary condition is called the Dirichlet condition and prescribes a concentration at the
boundary. In our problem, we prescribe a constant (in time) nonzero concentration at the left boundary only
during a forward cycle of bidirectional surface-water flow. The forward flow is assumed from left to right.
During a flow reversal, the flow velocity gradually changes from maximum forward to maximum reverse
values (see Figure 20). However, for simplicity, we assume that the flow reversal occurs instantaneously.
In this study, the analytical solution is validated by comparing it with the numerical solutions for a synthetic problem with a single flow reversal. Since it is difficult to derive a closed-form analytical solution
for a bidirectional flow problem with a continuous contaminant injection during a forward cycle of bidirectional surface-water flow by the superposition method, the quasi-analytical solution was obtained through
numerical integration by using the quad function of Python programming language.
However, a closed-form analytical solution for contaminant transport from an instantaneous source can be
derived easily and is indispensable for predicting and analyzing contaminant transport processes in streams
and rivers because it can model many pollutant spill events (e.g., Delhez et al., 2004; Mazaheri et al., 2013;
De Smedt et al., 2005; De Smedt, 2006 and 2007; Schmalle and Rehmann, 2014; Worman, 2000).
Also, using an instantaneous source provides another benefit of a simple analytical solution which enables
us to calculate the concentration distributions for many flow reversals repeatedly until the remaining mass
in a system will be less than 5 percent of the initial mass. Therefore, we chose to derive an analytical
solution for contaminant transport resulting from an instantaneous source under time-variant flow conditions
as shown in Chapters 4 and 5.
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3.3

Methodology
3.3.1

Definition of forward and reverse flows for continuous source problems during a forward cycle of bidirectional surface-water flow

The bidirectional surface-water flow can be defined as a combination of forward and reverse flows (see
Figure 14). The forward (downstream) flow occurs when the direction of flow is from an inlet located at
the left end of the x-coordinate in a one-dimensional model domain to an outlet located at the right end
of the x-coordinate. Conversely, the reverse (upstream) flow occurs when the direction of flow is from the
inlet located at the right end of the x-coordinate to the outlet located at the left end of the x-coordinate of
the model domain. Therefore, a continuous contaminant injection source is located at the left end of the
x-coordinate during a forward cycle of bidirectional surface-water flow as described in the figure.
Since we want to make a velocity positive for reverse flow, we switch the origin of the x-coordinate for
reverse flow in the following manner. If a stream flows downstream (forward flow), the origin (x0 ) of the
abscissa (x-coordinate) for an analytical solution will be located at the left end of the x-coordinate as shown
in the figure. However, if a stream flows upstream (reverse flow), the origin (xrvs0 ) of the abscissa will be
located at the right end of the x-coordinate. The x-coordinate length (L) is the total stream length of interest
and “rvs” is short for reverse. The origins of forward and reverse flows are x0 and xrvs0 , respectively.

Figure 14.: Schematic diagram of finite model domains for continuous source problems during a forward
cycle of bidirectional surface-water flow

3.3.2

Initial and boundary conditions

Since numerical solutions, by their nature, can only be applied to a finite system, we shall provide an analytical solution for the finite system to compare it with numerical solutions for contaminant transport resulting
from a continuous source during a forward cycle of bidirectional surface-water flow. The analytical solution
for bidirectional surface-water flow (single reverse flow) can be separated into two problems (Problems 1
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and 2) with different time-dependent initial and boundary conditions. Problem 1 can represent the time
period before the reverse flow occurs (t < trvs ) while Problem 2 can represent the time period after the
reverse flow occurs (t > trvs ).
The initial condition for Problem 1 is given as follows.

C1 (x, t) = Ci (x, t) = 0; t = 0, x ≥ 0

(3.1)

The boundary conditions at x = 0 and x = L are given as:

C1 (x, t) = C0 (nonzero value); x = 0, trvs > t ≥ 0

(3.2)

∂C1 (x, t)
= DSBOU N D = 0; x = L, trvs > t ≥ 0
∂x

(3.3)

If DSBOU N D = 0, the above equation is called a zero gradient boundary condition.
f1 (x, trvs ) is defined to be a reverse form of C1 (x, trvs ) with
For the convenience of the calculation, C
respect to a longitudinal coordinate (x-coordinate) due to the x-coordinate origin switching mentioned in
the previous subsection.
Then, the initial condition for Problem 2 can be defined as described below:

f1 (x, t); t = trvs , xrvs ≥ 0
C2 (xrvs , t) = Ci (xrvs , t) = C

(3.4)

Since the location of the source is fixed at the left end of the model domain, if we assume the contaminant
never reaches x = L during the forward flow, the boundary conditions at xrvs = 0 and xrvs = L are given
as:

C2 (xrvs , t) = C0 = 0; xrvs = 0, t ≥ trvs

(3.5)

∂C2 (xrvs , t)
= DSBOU N D = 0; xrvs = L, t ≥ trvs
∂xrvs

(3.6)

where
 
C0 = inlet (source) boundary concentration LM3
 
Ci = initial concentration LM3
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C1 = concentration before a reverse flow occurs LM3
 
C2 = concentration after a reverse flow occurs LM3
DSBOU N D = a user-supplied value for the dispersive flux
t is time [T ] and x is the longitudinal coordinate [L]
trvs = the time when a reverse flow occurs[T ]
xrvs = L − x = the x-axis after a reverse flow occurs[T ]

3.4

A quasi-analytical solution for contaminant transport resulting from a continuous source during
a forward cycle of bidirectional surface-water flow with spatially-variable initial conditions using
superposition method
3.4.1

Governing equations

The one-dimensional transport of a conservative pollutant under time-variant flow conditions, in which flow
is bidirectional, can be described by the ADE as follows:
∂C
∂C
∂2C
= −v
+ DL 2 , x ∈ (0, L), t ∈ (0, T ]
∂t
∂x
∂x

(3.7)

subject to the initial condition as given in Eqs. (3.1) and (3.4):
and the finite boundary conditions can be rewritten as:

x = 0 and xrvs = L,

a(t)C(x, t) + b(t)

∂C(x, t)
= d(t),
∂x

(3.8)

a(t) = 1, b(t) = 0, d(t) = C0 , v(t) = VD , 0 < t ≤ trvs

(3.9)

a(t) = 0, b(t) = 1, d(t) = 0, v(t) = VU , trvs < t < T

(3.10)

x = L and xrvs = 0,

a(t)C(x, t) + b(t)

a(t) = 0, b(t) = 1, v(t) = VD , 0 < t ≤ trvs

∂C(x, t)
= 0,
∂x

(3.11)

(3.12)
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a(t) = 1, b(t) = 0, v(t) = VU , trvs < t < T

(3.13)

where
DL is the longitudinal dispersion coefficient accounting for molecular diffusion and hydrodynamic dish 2i
persion LT . The flow is reversed at time, trvs . The velocity, v = Q
A for downstream (forward) flow is VD ,
and for upstream (reverse) flow is VU , which is positive due to the x-coordinate origin switching.
3.4.2

An analytical solution for Problem 1 before flow reversal during t ≤ trvs

Van Genuchten (1981) derived analytical solutions for contaminant transport described by the advectiondispersion-reaction equation with a non-zero initial condition and semi-infinite boundary conditions using
the Laplace transform technique. Then it was used for finding analytical solutions for contaminant transport
with non-zero initial conditions (Wang et al., 2011). The analytical solution for contaminant transport with
semi-infinite boundary conditions is:
C(x, t) = C0 H(x, t) + M (x, t)

(3.14)

1
(ν − u)x
x − ut
1
(ν + u)x
x + ut
H(x, t) = exp[
]erf c( √
) + exp[
]erf c( √
)
2
2DL
2
2DL
2 DL t
2 DL t

(3.15)



1
M (x, t) = Ci exp(−λt) 1 − erf c
2



x − vt
√
2 DL t



1
− exp
2



vx
DL




erf c

x + vt
√
2 DL t


(3.16)

where
C0 and Ci are constants, and λ is the first-order rate constant. Here, erf c is the complementary error
p
function, and u = v 2 + 4λDL .
If we assume no dispersion occurs for x > L, the approximate outlet boundary condition for a finite
system is the same as the outlet boundary condition for a semi-infinite system as shown below.
∂C1 (∞, t)
∂C1 (L, t)
=
= 0; t ≥ 0
∂x
∂x

(3.17)

Therefore, Eqs. (3.15) and (3.16) can be used for a finite system. Additionally, if we ignore decay in a
stream for the sake of simplicity of an analytical solution, λ = 0. If λ = 0, then u = v. Therefore, Eq.
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(3.15) becomes:
1
1
x + vt
x − vt
νx
H(x, t) = erf c( √
) + exp[
)
]erf c( √
2
2
DL
2 DL t
2 DL t

(3.18)

Since Ci = 0, M (x, t) = 0. Therefore, the analytical solution for the continuous release of a pollutant
during t ≤ trvs is:
C0
C1 (x, t) =
2
3.4.3



VD x
x − VD t
x + VD t
) + exp[
)
erf c( √
]erf c( √
DL
2 DL t
2 DL t

(3.19)

A quasi-analytical solution for Problem 2 after a flow reversal during t > trvs

The initial concentration distribution at time, trvs for an analytical solution during t > trvs is given by:

C1 (x, trvs ) = f (x)

(3.20)

This initial concentration distribution is equivalent to an infinite number of instantaneous sources of mass
f (x)Adx along the x-coordinate between 0 and L. For each of these sources located a distance ξ from the
origin, the resulting concentration distribution (Chin, 2006) due to these sources is given from the solution
of the ADE by:


f (ξ)dξ
(x − ξ − vt)2
C2 (x, t) = √
exp −
4DL t
4πDL t

(3.21)

Using the principle of superposition to sum all the solutions for all the sources, results in the total solution.
Z
C2 (x, t) =
0

L



f (ξ)dξ
(x − ξ − vt)2
√
exp −
4DL t
4πDL t

(3.22)

Since the initial concentration distribution at time, trvs can be calculated from Eq. (3.19) along with the
x-coordinate origin switching due to reverse flow (negative velocity), the initial concentration distribution is
given by:

f (ξ) =

C0
2


erf c(

L − ξ − VD trvs
VD (L − ξ)
L − ξ + VD trvs
√
√
) + exp[
] erf c(
)
D
2 DL trvs
2 DL trvs
L


(3.23)

Therefore, the analytical solution for contaminant transport from no release of a pollutant during t > trvs
is:
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L

Z
C2 (x, t) =
0

C0
2


erf c(

L − ξ − VD trvs
VD (L − ξ)
√
) + exp[
]
DL
2 DL trvs

1
L − ξ + VD trvs
√
) p
·erf c(
2 DL trvs
4πDL (t − trvs )


(L − x − ξ − VU (t − trvs ))2
dξ (3.24)
· exp −
4DL (t − trvs )

Since Eq. (3.24) is an integral form which is very difficult to solve analytically, the quasi-analytical solution only for the first flow reversal was obtained numerically using the quad function of Python programming
language to compare with numerical solutions.

3.5

Discussion of results of the quasi-analytical and numerical solutions for contaminant transport
from a continuous source during a forward cycle of bidirectional surface-water flow
3.5.1

The application of the analytical method to a synthetic example (Synthetic Example 1)

In this subsection, the analytical solution as derived above for a synthetic example with a single flow reversal
is obtained by using the superposition method presented in this study and is compared with numerical
solutions to check the validity of the analytical solution. The numerical solutions for Synthetic Example 1
are acquired by a new numerical model (SWT) developed in this study and the OTIS (Runkel and Broshears,
1991; Runkel, 1998) model developed by the USGS. Even though the OTIS model is developed specifically
for small streams and rivers, this model was used to simulate the bidirectional surface-water flow problem
(Synthetic Example 1).
The contaminant transport model SWT (Python code) was developed to find numerical transport solutions, especially for bidirectional surface-water flow problems using several finite difference methods such
as the weighted finite difference, Crank-Nicolson, and TVD schemes (Zheng C. and Bennett G.D., 2002).
The weighted finite difference scheme includes explicit and implicit finite difference schemes depending on
the spatial and temporal weighting factors. For the SWT model, the reverse flow was simulated firstly by
entering a negative (flow) velocity directly into the model (Revision 5) and secondly by entering a positive
velocity into the model with a reversed initial concentration distribution from Problem 1 due to the origin
switching (Revision 6). If we switch the origin of x-coordinate from the left boundary to the right boundary
when reverse flow occurs to make a velocity positive, then we also need to reverse the initial concentration
distribution calculated at the end of Problem 1. This was implemented in Revision 6 of SWT model. How42

ever, for the OTIS model, the reverse flow was simulated only by entering a negative (flow) velocity directly
into the model.

3.5.2

Simulation setup

The stream parameters chosen for this example are total stream segment length of 600.0 m, cross-sectional
area A = 1.0 m2 , forward and reverse velocities of 36 m/hr and −36 m/hr, respectively, and dispersion
coefficient, DL = 720.0 m2 /hr. The reverse flow time (trvs ) and the inlet boundary concentration C0 are
assumed to be 5 hours and 1.0 mg/L, respectively. The total calculation or simulation time chosen for this
example is 20 hours.
For this example, concentration history was calculated at x = 195 m for forward flow and xrvs = L −
x = 600 − 195 = 405 m for reverse flow. Numerical solutions by these two models (SWT and OTIS)
were obtained using the Crank-Nicolson scheme. The cell size (4x) and transport time step (4t) for the
numerical models were 6 m and 3 minutes, respectively. If we want to increase the stability of numerical
solutions, we need to satisfy the Courant condition presented as γ < 1, where γ =

V 4t
4x

is Courant number

by changing a cell size and time step. The cell size and time step provided above were adjusted to reduce
the Courant number. The analytical solution for the concentration history was also calculated using Python
programming language.

3.5.3

Discussion of results for Synthetic Example 1

The comparison between analytical and numerical solutions is given below (Figure 15). The analytical
solution is compared with the numerical solutions for Synthetic Example 1 with a single flow reversal. The
comparison of results indicates that the analytical solution obtained by the proposed superposition method
for contaminant transport under bidirectional surface-water flow conditions is in good agreement with the
solutions by numerical methods (the Root Mean Square Error in the numerical solutions is approximately
0.0021). Also, this study indicates that the numerical solutions by two different methods of treating the
reverse flow, which enters it as a negative (flow) velocity directly into the model or enters it as a positive
velocity into the model with a reversed initial concentration distribution due to the origin switching, produce
the same results.
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Figure 15.: Comparison of numerical and analytical solutions for a bidirectional surface-water flow problem (Synthetic Example 1). The concentration history was calculated at x = 195 m for forward flow and
xrvs = L − x = 600 − 195 = 405 m for reverse flow.

44

3.6 Conclusions
The processes in bidirectional surface-water flow s ystems h ave r arely b een i nvestigated b y a n analytical
methods due to the difficulty of applying spatially-varying initial conditions that change each time a flow
reversal occurs. In this chapter, we propose an analytical model for computing tracer concentration resulting
from a continuous release of the conservative tracer during a forward cycle of bidirectional surface-water
flow by solving the one-dimensional ADE in bidirectional surface-water flow field using the superposition
method.
For the case of a continuous source boundary condition during a forward cycle of bidirectional surfacewater flow shown in this chapter, there is not a general analytical solution to the problem of time-varying
velocity and dispersion coefficient. T herefore, s inusoidally-varying v elocity p rofiles ca nnot be modeled.
However, if we assume that the velocity only takes on two values (one in the forward direction, one in the
reverse direction), and that transitions between the forward velocity and reverse velocity are instantaneous,
then we can derive an analytical solution using superposition method given in this chapter.
In this study, the analytical solution is obtained for a single flow r eversal a nd c ompared t o numerical
solutions. We found the analytical solution is in good agreement with the numerical solutions (RMSE of
0.0021), showing consistency between the two numerical methods and quasi-analytical method proposed in
this study.
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CHAPTER 4
ANALYTICAL SOLUTIONS FOR CONTAMINANT TRANSPORT RESULTING FROM AN
INSTANTANEOUS SOURCE UNDER TIME-VARIANT FLOW CONDITIONS

4.1

Note to reader

Portions of this chapter have been in preparation for publication. The author of this chapter of the dissertation
is the first author, and the second author is Dr. Alexandre Tartakovsky. Please note analytical solutions
for instantaneous source problems were verified by making sure that they satisfy the governing equations,
including initial and boundary conditions. Also, an analytical solution for a continuous source problem
during a forward cycle of bidirectional surface-water flow was validated by comparing it with numerical
solutions as shown in Chapter 3. Figure 17 was reproduced from Interplay between river discharge and
tides in a delta distributary, by Leonardi et al., 2015, Advances in Water Resources, 80:69-78.
4.2

Abstract

In this chapter, we propose a general method for computing contaminant concentrations resulting from
an instantaneous source by solving the advection-dispersion equation (ADE) analytically for bidirectional
surface-water flow problems with initial and boundary conditions using the superposition method. Additionally, we propose a Lagrangian approach utilizing a change of variables technique to validate the analytical
solutions obtained from the superposition method by comparing them to the solutions from the Lagrangian
approach. It also investigates the effects of bidirectional surface-water flow on contaminant transport processes in streams and rivers, as well as in other surface water bodies.
As a result of many complex and nonlinear physical, chemical, and biological processes influencing contaminant transport in streams and rivers, numerical models are now widely used for prediction purposes
(Anderson and Phanikumar, 2011; Runkel, 1998; Bencala, 1983). Still, analytical and quasi-analytical
models are useful for simplified analyses of various contaminant transport scenarios, particularly for comparatively long spatial and time scales, when sufficient data are not available to develop a comprehensive
numerical model, and for validating numerical transport models.
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In this study, we propose two analytical transport models for computing spatial and temporal concentration distributions for equivalent unidirectional flow with a constant dispersion coefficient and bidirectional
flow with velocity-dependent dispersion coefficients. The results of this study indicate the concentration
profiles for bidirectional flow do not match the profiles for equivalent unidirectional flow except during even
flow cycles. The peak of a concentration profile depends not only on time but also on velocity-dependent
dispersion coefficients. Therefore, the peak of a concentration profile for bidirectional flow is lower than for
unidirectional flow. Also, because of velocity-dependent dispersion coefficients, the concentration profile
for bidirectional flow is wider than for unidirectional flow.

The bidirectional flow transport models predict multiple concentration peaks for concentration histories
as shown in breakthrough curves; however, the equivalent unidirectional model predicts only one concentration peak. The effects of forward and reverse flows (positive and negative velocities, respectively) for
bidirectional surface-water flow on a breakthrough curve are different before and after a transition period
during which stream concentrations increase first and then decrease after a peak concentration within a flow
cycle. Before the transition period, the forward flow will increase concentrations, and the reverse flow will
decrease them; however, after the transition period, vice-versa. All the transition periods occur during forward flow periods (even flow cycles) when flow velocities are positive. As the evaluation locations move
toward the outlet, the transition period occurs later.

Based on the above conclusions, this study supports the hypothesis that bidirectional surface-water flow
will cause the spatial and temporal concentration distributions of a conservative contaminant in a control
segment to change significantly, as shown in concentration profile mismatches and multiple peak concentrations, such that the concentration distribution obtained by using an analytical model with the assumption
of equivalent unidirectional surface-water flow cannot replace the concentration distribution from a bidirectional flow transport model in a bidirectional surface-water flow system. Therefore, the spatial and temporal
concentration distributions predicted by analytical and numerical simulations with the assumption of equivalent unidirectional surface-water flow may overestimate the peak of concentration profiles and underestimate
the peaks of breakthrough curves resulting from an instantaneous release of a point source in streams and
rivers. Also, an analytical model with velocity-dependent dispersion coefficients should be used for estimating the spatial and temporal concentration distribution of a conservative contaminant in a control segment
more accurately.
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4.3

Introduction
4.3.1

Definition of forward and reverse flows, initial and boundary conditions, and hypotheses for instantaneous source problems

The same methodology proposed in Chapter 3 is also applied in this chapter. However, for this study,
boundary conditions for instantaneous source problems are defined over infinite domains (−∞ < x <
∞). In most environmental contamination events, pollutants are released very quickly and over a relatively
small area. Therefore, modeling such an event as an instantaneous point source problem is appropriate
in most cases. Also, contaminated stretches of a river are usually much smaller than the river length that
justifies modeling a river as an infinite domain. Also, solving the ADE on an infinite domain subject to
the instantaneous point source initial condition (see Figure 16) allows us to derive a closed-form analytical
solution for any number of flow reversals.
At the same time, a control segment (i.e., a river stretch of interest where one needs to estimate contaminant residence time) can be assigned a finite size as shown in Figure 16. Note that in an infinitely long
control segment, the residence time is infinite, i.e., a conservative contaminant will remain infinitely long in
an infinitely long stretch of a river. The forward flow is defined to occur when the direction of flow is from
an inlet located at the head of a control segment to an outlet where the stream segment of interest ends as
shown in Figure 16. Conversely, the reverse flow is defined to occur when the direction of flow is from the
outlet to the inlet.
The instantaneous point source initial condition is described by the Dirac delta function. This mathematical construction assumes that a conservative contaminant mass, m, can be instantaneously distributed over
an extremely small region, e.g. a point in a one-dimensional model or a cross-sectional area across the main
channel in a three-dimensional model. This initial condition is assumed to simplify analytical solutions.
When a flow reversal occurs, a flow velocity can be assumed to be a sinusoidal function of time. However,
for simplicity, an instantaneous flow reversal is assumed to occur in this study.
Also, if reverse flow occurs, for example, at time, T1 , the spatial distribution of the concentrations at that
time will be the initial condition for the ADE to predict the stream concentrations after T1 . The spatiallydistributed initial condition of a conservative contaminant is considered to be a distributed source, and the
principle of superposition is applied to sum all the solutions satisfying the ADE.
This study hypothesizes that bidirectional surface-water flow will cause the spatial and temporal concentration distribution of a conservative contaminant in a control segment to change significantly in concentra50

tion profiles and histories such that the concentration distribution obtained by using an analytical model with
the assumption of equivalent unidirectional surface-water flow cannot replace the concentration distribution
from a bidirectional flow transport model in a bidirectional surface-water flow system. To test the above
hypothesis, the objective of this study is to develop an analytical model by solving the ADE under timevariant (bidirectional) flow conditions using the superposition method to evaluate how stream concentration
distributions will vary for bidirectional surface-water flow compared with the distributions for equivalent
unidirectional surface-water flow with the assumption of forward flow only.

Figure 16.: Schematic diagram of infinite model domains for instantaneous source problems

4.3.2

Experimental investigation for bidirectional surface-water flow data

Even though observed concentrations for a bidirectional surface-water flow problem are not available to
validate the analytical approach proposed by this study, velocity data showing bidirectional surface-water
flow trends were measured using the Nortek Aquadopp current profiler along the Lower Apalachicola River
(Leonardi et al., 2015) located in the Florida panhandle at the terminus of the Apalachicola-ChattahoocheeFlint River system (see Figure 17). The velocity was measured at the distributary mouth of the river from
January 22 to March 12, 2013. This figure shows the ADCP location and cross-section at the mouth of the
river.
The field data set from the Lower Apalachicola River study was imported into Rstudio (software for
R programming language) and was analyzed using the OCE (Analysis of Oceanographic Data) package
for R programming language. Field measurements of velocity in a distributary of the Apalachicola Delta,
Florida, USA indicate there are bidirectional surface-water flow trends in low-gradient rivers in Florida
where velocities change from negative to positive or vice versa (see Figure 18). Based on the velocity
analysis from the field data, forward and reverse flow velocities and duration of flow reversal have been
estimated and used for the Lower Apalachicola River example in the following sections.
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Figure 17.: (A) Study area in the Apalachicola delta, Florida. (B) and (C) distributary mouth and location
of ADCP deployment; (D) cross-section of the river mouth; the black point shows the ADCP location at the
distributary mouth. Adapted from Interplay between river discharge and tides in a delta distributary, by
Leonardi et al., 2015, Advances in Water Resources, 80:69-78.
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Figure 18.: Velocity measurements for the period from January 22 to March 12, 2013
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4.4

Methodology
4.4.1

Governing transport equations

For this study, we considered the case where the tracer is uniformly distributed in the y and z directions
and advection and diffusion occur only in the x-direction. The one-dimensional transport of a conservative
contaminant under time-variant flow conditions can be described by the ADE as follows.
∂C
∂C
∂2C
= −v
+ D(v) 2 , x ∈ (−∞, ∞), t ∈ (0, T ]
∂t
∂x
∂x

(4.1)

where C is the solute concentration expressed as mass per unit volume of water (M L−3 ); t is time
(T ); v is the average longitudinal velocity (LT −1 ); x is the longitudinal coordinate (L); and D(v) is the
velocity-dependent longitudinal dispersion coefficient accounting for molecular diffusion and hydrodynamic
dispersion (L2 T −1 ). In general, the dispersion coefficient is different for forward and reverse flows. We
denote Df or and Drev as the dispersion coefficients for forward and reverse flows, respectively.
Eq. (4.1) is subject to the instantaneous source initial condition given by:

C(x, t = 0) =

M
δ(x − x0 )
A

(4.2)

where M is a conservative contaminant mass (M ); A is a constant cross-sectional area in the longitudinal
coordinate direction (L2 ); δ(x) is the Dirac delta function; and x0 is the location of the instantaneous release
of a mass (L). A tracer of mass is assumed to be well-mixed over y and z directions.
The simplest boundary conditions to obtain analytical solutions for Eq. (4.1) are defined over infinite
domains (−∞ < x < ∞ ). The boundary concentrations over infinite domains are defined as zeros to
remain bounded across the inlet and outlet locations as shown in Eq. (4.3). If we assume the average
positive (forward) and negative (reverse flow) velocities, Vpos and Vneg , respectively, are variable as a step
function each time a flow changes its direction, which means that both velocities remain constant during
each flow reversal, both of the average velocities can be defined as shown in Eqs. (4.4) and (4.5).

C(x = ±∞, t) = 0,

(4.3)

v(t) = Vpos , 0 < t < Tr

(4.4)
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v(t) = Vneg , Tr ≤ t < Tf

(4.5)

v(t) = Vpos , Tf ≤ t < Tr

(4.6)

where Tr and Tf (T ) are start times for negative (reverse flow) and positive (forward flow) velocities,
where r = 1, 3, 5, · · · , and f = 2, 4, 6, · · · , respectively. Vpos and Vneg (L/T ) are average forward and
reverse flow velocities, where pos = 1, 3, 5, · · · , and neg = 2, 4, 6, · · · , respectively.
In the following sections, the mathematical expressions of analytical solutions during each flow reversal
period are derived using Mathematica with the spatial concentration distribution right before each flow
reversal as spatially-varying initial concentrations.

4.4.2

Analytical solutions for equivalent unidirectional flow with a constant dispersion coefficient

Analytical solutions to the ADE in a moving fluid for equivalent unidirectional flow in streams and rivers are
given in many textbooks (Chin, 2006; Chapra, 1997). The analytical solutions for forward flow over infinite
domains during 0 < t are given below if a contaminant mass gets released instantly at some longitudinal
position x0 located downstream of the x-coordinate origin.
Cud (x, t) =



(x − x0 − Veq t)2
M
p
exp −
4Deq t
2A πDeq t

(4.7)

where
Cud is a concentration profile for equivalent unidirectional flow; Deq is a constant dispersion coefficient for equivalent unidirectional flow; Veq is an equivalent unidirectional velocity defined as Veq =
(T If Vpos +T Ir Vneg )
.
T If +T Ir

The dispersion coefficient for equivalent unidirectional flow is defined as:

Deq =

(T If Df or + T Ir Drev )
T If + T Ir

(4.8)

where T If and T Ir are time intervals for forward and reverse flows, respectively, Df or is a dispersion
coefficient for forward flow, and Drev is a dispersion coefficient for reverse flow. The details of how this
formula is determined are given in Subsection (4.6.2).
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4.4.3

An Analytical solution for the first forward flow

The analytical solutions for forward flow over infinite domains during 0 < t < T1 are given below if a
contaminant mass gets released instantly at some longitudinal position x0 located downstream of the xcoordinate origin.


M
(x − x0 − V1 t)2
√
exp −
4D1 t
2A πD1 t

C0, 1 (x, t) =

4.4.4

(4.9)

An Analytical solution for the first reverse flow with velocity-dependent dispersion coefficients

The analytical solutions for the first reverse flow in streams and rivers during T1 ≤ t < T2 can be obtained
using the principle of superposition (Chin, 2006). The initial concentration distribution at time T1 , when a
stream reverses its direction, can be calculated from the last time step of the first forward flow as:

C0, 1 (x, T1 ) = f (x)

(4.10)

This initial concentration distribution is equivalent to an infinite number of instantaneous sources of mass
f (x)Adx (M ) along the longitudinal coordinate (x-axis) between −∞ and ∞. For each of these sources
located a distance ξ from the origin, the concentration distribution due to these sources is given from the
solution of the ADE by:


f (ξ)dξ
(x − ξ − vt)2
C1, 2 (x, t) = √
exp −
4D2 t
4πD2 t

(4.11)

Using the principle of superposition to sum all the solutions for all the sources results in the total solution
as:
Z

∞

C1, 2 (x, t) =
−∞



(x − ξ − vt)2
f (ξ)
√
exp −
dξ
4D2 t
4πD2 t

(4.12)

Since the initial concentration distribution at time, T1 can be calculated from Eq. (4.9) by replacing t with
T1 , it is given by:

f (ξ) =

M
(−V1 T1 + ξ − x0 )2
p
exp[−
]
4A1, 2
2A πA1, 2

(4.13)

where
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A1, 2 = D1 T1 =

1
X

Di (Ti − Ti−1 )

(4.14)

i=1

T0 = 0

(4.15)

Because the average longitudinal velocity (velocity), v for this period of reverse flow is V2 , which is
negative, the analytical solutions during T1 ≤ t < T2 are:

Z

∞

C1, 2 (x, t) =
−∞

(−V1 T1 + ξ − x0 )2
M
p
exp[−
]
4A1, 2
2A πA1, 2

(x − ξ − V2 (t − T1 ))2
dξ (4.16)
·p
exp −
4D2 (t − T1 )
4πD2 (t − T1 )


1

Since Eq. (4.16) is an integral form, it can be solved numerically. However, a closed-form analytical solution
is derived to ease the repeated calculation of Eq. (4.16). Since exp(a) · exp(b) = exp(a + b), Eq. (4.16)
can be rearranged by:

C1, 2 (x, t) =

M
p
4πA A1, 2 D2 (t − T1 )


Z ∞
(−V1 T1 + ξ − x0 )2 (x − ξ − V2 (t − T1 ))2
·
exp −
−
dξ (4.17)
4D1 T1
4D2 (t − T1 )
−∞

The integral part of Eq. (4.17) can be calculated analytically as follows:

∞



(−V1 T1 + ξ − x0 )2 (x − ξ − V2 (t − T1 ))2
exp −
−
dξ
4A1, 2
4D2 (t − T1 )
−∞
p


2 πA1, 2 D2 (t − T1 )
(L1, 2 + t V2 − x + x0 )2
exp −
=p
(4.18)
4 [A1, 2 + D2 (t − T1 )]
A1, 2 + D2 (t − T1 )

Z

where

L1, 2 = T1 (V1 − V2 ) =

1
X

T (Vi − Vi+1 )

(4.19)

i=1

Then, the closed-form analytical solution is:
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(L1, 2 + t V2 − x + x0 )2
M
p
exp −
C1, 2 (x, t) =
4 [A1, 2 + D2 (t − T1 )]
2A π [A1, 2 + D2 (t − T1 )]
4.4.5

(4.20)

An Analytical solution for the second forward flow with velocity-dependent dispersion
coefficients

In the same way, shown in Section 4.4.4, the initial concentration distribution at time T2 for analytical
solutions during T2 ≤ t < T3 is given by:

C1, 2 (x, T2 ) = f (x)

(4.21)

Since the initial concentration distribution at time, T2 can be calculated from Eq. (4.20) by replacing t with
T2 , it is given by:

f (ξ) =



(L1, 2 + T2 V2 − ξ + x0 )2
M
p
exp −
4A2, 3
2A πA2, 3

(4.22)

where

A2, 3 = D1 T1 + D2 (T2 − T1 ) = A1, 2 + D2 (T2 − T1 ) =

2
X

Di (Ti − Ti−1 )

(4.23)

i=1

Because the velocity, v for this period of forward flow will be V3 , which is positive, the analytical solution
for bidirectional surface-water flow in streams and rivers during T2 ≤ t < T3 is:
Z

∞

C2, 3 (x, t) =
−∞



(L1, 2 + T2 V2 − ξ + x0 )2
M
p
exp −
4A2, 3
2A πA2, 3


1
(x − ξ − V3 (t − T2 ))2
·p
exp −
dξ (4.24)
4D3 (t − T2 )
4πD3 (t − T2 )

Eq. (4.24) can be rearranged in the same way in Section 4.4.4 by:

C2, 3 (x, t) =

M
p
4πA A2, 3 D3 (t − T2 )


Z ∞
(L1, 2 + T2 V2 − ξ + x0 )2 (x − ξ − V3 (t − T2 ))2
·
exp −
−
dξ (4.25)
4A2, 3
4D3 (t − T2 )
−∞

The integral part of Eq. (4.25) can be calculated analytically in the same way in Section 4.4.4 as follows:
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∞



(L1, 2 + T2 V2 − ξ + x0 )2 (x − ξ − V3 (t − T2 ))2
exp −
−
dξ
4A2, 3
4D3 (t − T2 )
−∞
p


2 πA2, 3 D3 (t − T2 )
(L2, 3 + tV3 − x + x0 )2
p
=
exp −
(4.26)
4 [A2, 3 + D3 (t − T2 )]
A2, 3 + D3 (t − T2 )

Z

where

L2, 3 = T1 (V1 − V2 ) + T2 (V2 − V3 ) =

2
X

T (Vi − Vi+1 )

(4.27)

i=1

Then, the closed-form analytical solution is:

C2, 3 (x, t) =

4.4.6

2A



(L2, 3 + tV3 − x + x0 )2
M
exp −
4 [A2, 3 + D3 (t − T2 )]
π [A2, 3 + D3 (t − T2 )]

p

(4.28)

Derivation of analytical solutions for the N th flow reversal with velocity-dependent
dispersion coefficients

Since we want to derive analytical solutions for the N th flow reversal, it is necessary to determine the
direction of flow such as forward or reverse flow during TN ≤ t < TN +1 . From the previous sections, the
N th flow reversal can be related to the type of flow, which is forward or reverse flow. If N is odd, the reverse
flow occurs, and if N is even, the forward flow occurs. Using Eq. (4.20) to Eq. (4.28), the closed-form
analytical solutions during TN ≤ t < TN +1 are denoted using summation notation:

"
#
(LN, N +1 + tVN +1 − x + x0 )2
M
p
CN, N +1 (x, t) =
exp −
4 [AN, N +1 + DN +1 (t − TN )]
2A π [AN, N +1 + DN +1 (t − TN )]

(4.29)

where
N = 1, 2, 3, ..., ∞
and

AN, N +1 =

N
X

Di (Ti − Ti−1 )

(4.30)

i=1

T0 = 0

(4.31)
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LN, N +1 =

N
X

Ti (Vi − Vi+1 )

(4.32)

i=1

To verify the general applicability of Eq. (4.29) for the N th flow reversal, the closed-form analytical
solution for the second reverse flow during T3 ≤ t < T4 , is derived using the same superposition method in
the previous sections. As shown in the previous sections, the initial concentration distribution at time T3 for
an analytical solution during T3 ≤ t < T4 is given by:

C2, 3 (x, T3 ) = f (x)

(4.33)

Since the initial concentration distribution at time, T3 can be calculated from Eq. (4.28) by replacing t with
T3 , it is given by:


(L2, 3 + T3 V3 − ξ + x0 )2
M
p
exp −
f (ξ) =
4A3, 4
2A πA3, 4

(4.34)

where

A3, 4 = D1 T1 + D2 (T2 − T1 ) + D3 (T3 − T2 ) = A2, 3 + D3 (T3 − T2 ) =

3
X

Di (Ti − Ti−1 )

(4.35)

i=1

Because the velocity, v for this period of reverse flow will be V4 , which is negative, the analytical solution
for bidirectional surface-water flow in streams and rivers during T3 ≤ t < T4 is:
Z

∞

C3, 4 (x, t) =
−∞



(L2, 3 + T3 V3 − ξ + x0 )2
M
p
exp −
4A3, 4
2A πA3, 4


1
(x − ξ − V4 (t − T3 ))2
·p
exp −
dξ (4.36)
4D4 (t − T3 )
4πD4 (t − T3 )

Eq. (4.36) can be rearranged in the same way in the previous sections by:

C3, 4 (x, t) =

M
p
4πA A3, 4 D4 (t − T3 )


Z ∞
(L2, 3 + T3 V3 − ξ + x0 )2 (x − ξ − V4 (t − T3 ))2
−
exp −
dξ (4.37)
4A3, 4
4D4 (t − T3 )
−∞
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The integral part of Eq. (4.37) can be calculated analytically in the same way in the previous sections as
follows:
∞



(L2, 3 + T3 V3 − ξ + x0 )2 (x − ξ − V4 (t − T3 ))2
exp −
−
dξ
4A3, 4
4D4 (t − T3 )
−∞
p


2 πA3, 4 D4 (t − T3 )
(L3, 4 + tV4 − x + x0 )2
=p
(4.38)
exp −
4 [A3, 4 + D4 (t − T3 )]
A3, 4 + D4 (t − T3 )

Z

where

L3, 4 = T1 (V1 − V2 ) + T2 (V2 − V3 ) + T3 (V3 − V4 ) =

3
X

Ti (Vi − Vi+1 )

(4.39)

i=1

Then, the closed-form analytical solution is:


(L3, 4 + tV4 − x + x0 )2
M
p
exp −
C3, 4 (x, t) =
4 [A3, 4 + D4 (t − T3 )]
2A π [A3, 4 + D4 (t − T3 )]

(4.40)

Substituting N = 3 into Eqs. (4.30) and (4.32) gives:

A3, 4 =

3
X

Di (Ti − Ti−1 ) = D1 T1 + D2 (T2 − T1 ) + D3 (T3 − T2 )

(4.41)

Ti (Vi − Vi+1 ) = T1 (V1 − V2 ) + T2 (V2 − V3 ) + T3 (V3 − V4 )

(4.42)

i=1

L3, 4 =

3
X
i=1

Substituting Eqs. (4.41) and (4.42) into Eq. (4.29) results in the same equation as shown in Eq. (4.40).
Therefore, Eq. (4.29) can be used for obtaining analytical solutions for any number of flow reversals.

4.4.7

Derivation of analytical solutions for the N th flow reversal with a constant dispersion
coefficient

Eq. (4.29) can be simplified to compute analytical solutions for a bidirectional flow problem with a constant
dispersion coefficient. If the constant dispersion coefficient is Deq , the dispersion coefficients for Eq. (4.29)
become Deq as follows:

D1 = D2 = ... = DN = Deq

(4.43)

where
61

N = 1, 2, 3, ..., ∞
For example, Eq. (4.20) can be converted to analytical solutions for the first reverse flow of a contaminant
transport problem with a constant dispersion coefficient as follows:
Because D1 = Deq , A1, 2 = D1 T1 = Deq T1 , and D2 (t − T1 ) = Deq (t − T1 ). Then Eq. (4.20) becomes:


(L1, 2 + t V2 − x + x0 )2
M
p
C1, 2 (x, t) =
exp −
4Deq t
2A πDeq t

(4.44)

In the same way, the closed-form analytical solution for the second forward flow with a constant dispersion coefficient is given by:


(L2, 3 + tV3 − x + x0 )2
M
p
C2, 3 (x, t) =
exp −
4Deq t
2A πDeq t

(4.45)

Generally, the closed-form analytical solutions for the N th flow reversal with a constant dispersion coefficient are given by:
"
#
(LN, N +1 + tVN +1 − x + x0 )2
M
p
CN, N +1 (x, t) =
exp −
4Deq t
2A πDeq t

(4.46)

Eq. (4.46) along with Eq. (4.32) is used for computing analytical solutions for a bidirectional flow
problem with a constant dispersion coefficient in the following subsections.

4.4.8

Verification of analytical solutions proposed for contaminant transport under timevariant flow conditions

The analytical solutions of the proposed equations [Eqs. (4.1) through (4.3)] are exact, i.e., they solve the
governing equations exactly. Therefore, since we want to verify these solutions, we need to show that they
satisfy the governing equations, including initial and boundary conditions. Eq. 4.20 was selected for this
purpose, and its verification was conducted using Mathematica (see Appendix A).
All the parameters for the verification are from the Lower Apalachicola River example. Firstly, substituting Eq. (4.20) into Eq. (4.1) shows that the analytical solutions satisfy the governing equation. Secondly,
the analytical solutions by Eq. 4.20 satisfy the infinite boundary conditions at t = 18 hours, in which the
analytical solutions are zero at positive and negative infinities. Thirdly, Eqs. (4.9) and (4.20) were used to
verify that the analytical solutions are the same at flow reversal time (e.g., 12 hours for the same example)
for unidirectional and bidirectional surface-water flows. Finally, since Eq. (4.9) is the definition of the
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Dirac delta function [Eq.(4.2)] such that the initial condition is also satisfied. Therefore, as shown in this
subsection and Appendix A, the analytical solutions obtained for this study satisfy the governing equations,
including initial and boundary conditions.

4.5

An alternative Lagrangian approach to the superposition method for a bidirectional flow problem: a change of variables technique

In this section, we would like to adopt a "Lagrangian" approach rather than a "Eulerian" approach like the
superposition method derived in the above subsections for a bidirectional flow problem. If we imagine we
are traveling with the solute plume, we are always located at the center of the solute plume and moves with
Rt
the plume. Therefore, for any arbitrary velocity function v(t), our location (xc ) will be xc = x0 + 0 v(t0 )dt0 ,
where x0 is the initial injection point. The equation implies that if we integrate the velocity function over
time, we know the location of the center of the plume. This method does not require any assumptions about
instantaneous velocity switches and can have any velocity function v(t) that we want.
Since we are moving with the center of the plume, what we observe is that the solute is spreading out
away from us over time as the plume travels, which is dispersion. If we have D(t) as a function of velocity,
and we have velocity as a function of time, then by extension, we have D(t) as a function of time t. This
Rt
means that the time-averaged dispersion coefficient at any time t would be Dtavg (t) = 1t 0 D(t0 )dt0 . This
change of variables approach allows for a rigorous derivation of the superposition method. In the following
subsections, based on the idea described above, the Lagrangian analytical solutions are derived in detail and
are verified using Mathematica (Appendix B).
4.5.1

Derivation of Lagrangian analytical solutions

The advection-diffusion equation for flow and transport with time-dependent velocity and dispersion coefficient in an infinite domain with an instantaneous point source is:
∂C
∂C
∂ 2 C(x, t)
+ v(t)
= D(t)
,
∂t
∂x
∂x2

x ∈ (−∞, ∞)

(4.47)

subject to the boundary conditions
C(−∞, t) = C(∞, t) = 0

(4.48)

and the initial condition
C(x, t = 0) =

M
δ(x − x0 ),
A

(4.49)
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where D(t) is a known function of |v(t)|. Note that bidirectional flow is a special case of Eq. (4.47).
The first step in solving this equation is to re-write this equation and initial and boundary conditions in
new variables:
0

Z

t

0

0

v(t )dt = x − vtavg t

x =x−
0

1
vtavg (t) =
t

Z

t

v(t0 )dt0

(4.50)

0

i.e.,
t

Z
vtavg t =

v(t0 )dt0

(4.51)

0

where
vtavg is a time-averaged velocity.
and
τ =t

(4.52)

as a diffusion equation with time-dependent diffusion equation:
∂C(x0 , τ )
∂ 2 C(x0 , τ )
= D(τ )
,
∂τ
∂x02

x0 ∈ (−∞, ∞)

(4.53)

subject to the boundary conditions
C(−∞, τ ) = C(∞, τ ) = 0

(4.54)

and the initial condition
C(x0 , τ = 0) =

M
δ(x0 − x0 ),
A

(4.55)

Because v(t) changes over time, the dispersion coefficient, D(t), also changes over time. The next step is
to re-write Eq. (4.58) as a diffusion equation with a unit diffusion coefficient by introducing a variable, T :
Z
T =

τ

D(τ 0 )dτ 0 = τ Dtavg (τ ),

(4.56)

0

where
1
Dtavg (τ ) =
τ

Z

τ

D(τ 0 )dτ 0

(4.57)

0

and Dtavg is a time-averaged dispersion coefficient.
In terms of the variable, T , the diffusion Eq. (4.58) and the corresponding initial and boundary conditions
as:
∂C(x0 , T )
∂ 2 C(x0 , T )
=
,
∂T
∂x02

x0 ∈ (−∞, ∞)

(4.58)
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subject to the boundary conditions
C(−∞, T ) = C(∞, T ) = 0

(4.59)

and the initial condition
C(x0 , T = 0) =

M
δ(x0 − x0 ).
A

(4.60)

The solution to this problem is:


(x0 − x0 )2
M
√
exp −
C(x , T ) =
4T
2A πT
0

(4.61)

In terms of τ , this solution has the form:


M
(x0 − x0 )2
p
C(x , τ ) =
exp −
4τ Dtavg (τ )
2A πτ Dtavg (τ )
0

(4.62)

and in the x and t variables, the solution is:


(x − vtavg t − x0 )2
M
p
exp −
C(x, t) =
4tDtavg (t)
2A πtDtavg (t)

(4.63)

i.e., using xc defined previously, the solution is:

C(x, t) =

4.5.2

2A



M
(x − xc )2
exp −
4tDtavg (t)
πtDtavg (t)

p

(4.64)

Square-wave and sinusoidal approaches for velocity profile and dispersion coefficient
estimation

Since we derive the analytical solution using the change-of-variables approach in the previous subsection,
this analytical solution should be valid for any arbitrary velocity function, including, but not limited to,
a "square-wave" for instantaneous flow reversal. Therefore, we define two velocity profiles to compare
the "square-wave" bidirectional case (instantaneous switches between forward and reverse velocities) to a
sinusoidally-varying velocity profile, which might be a better fit to the actual velocity data given in the
following subsections. This would give us some idea of how much error is introduced by the "squarewave" approach. That would be helpful for Chapter 3 because the sinusoidal approach cannot be applied
to time-dependent boundary conditions as shown in Chapter 3, we must use the square-wave approach
65

for a bidirectional flow problem with a constant source, which changes boundary conditions depending on
the direction of flow. Therefore, it would be nice to have some idea of how much error is introduced by
square-wave approximation. The solution for the "square-wave" velocity is just a special case of the general
solution.
For the square-wave approach, a square-wave velocity profile (Vsq ) can be calculated using the remainder
(rem) after the division of t/T (the dividend) by 2 (the divisor):

Vsq





Vpos



= Vneg





Veq

0 < rem < 1
(4.65)

1 < rem < 2
rem = 0

where
t = time in hours, Tr = duration of each flow cycle.
The sinusoidal velocity profile can be written as v(t) = A + B sin[wt/C)], where A, B, w, and C are
constants, which is the most general formula for a sine curve. We chose a sine function because a sine
function is a decent approximation to the data for the Apalachicola River example (see Figure 20).
For the sinusoidal approach used for this study, a sinusoidally-varying velocity profile (Vsin ) can be
calculated using a sine function by:

Vsin = Vavg + Vamp sin(πt/Tr )

(4.66)

where
A = Vavg =

(T If Vpos +T Ir Vneg )
,
T If +T Ir

and B = Vamp =

(T If Vpos −T Ir Vneg )
,
T If +T Ir

which is an amplitude of a sine

function, w = π, and C = Tr .
For the square-wave approach, the integral in Eq. (4.51) can be approximated by summing products of
velocity and time interval (dt) as follows:
Z
vtavg t =
0

t

v(t0 )dt0 =

n
X
T If Vsq (i − 1) + T Ir Vsq (i)
i=2

T If + T Ir

dt

(4.67)

Where
n is the total number of dt between times 0 and t.
For the sinusoidal approach, the integral in Eq. (4.51) can be approximated in the same way:
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t

Z
vtavg t =

0

0

v(t )dt =
0

n
X
T If Vsin (i − 1) + T Ir Vsin (i)

T If + T Ir

i=2

dt

(4.68)

Next, we need some model that relates D(t) to v(t). The model that we use in this study is from Wang
and Huai (2016). Eq. 48 of Wang and Huai (2016) can be used for estimating longitudinal dispersion
coefficients in natural rivers as follows:

D
= 17.648
Hu∗



B
H

0.3619 

U
u∗

1.16
(4.69)

i.e.,


Dsq = 17.648 Hu∗


Dsin = 17.648 Hu∗

B
H

0.3619 

B
H

0.3619 

|Vsq |
u∗

1.16
(4.70)

|Vsin |
u∗

1.16
(4.71)

where
Dsq = square-wave longitudinal dispersion coefficient; Dsin = sinusoidally-varying longitudinal dispersion coefficient; H = mean water depth of the river; u∗ = (gHs)1/2 = shear velocity of the open channel
flow with g being the acceleration of gravity and s the slope of the energy grade line; B = stream width; U
= mean speed of flow.
The time-averaged dispersion coefficient can be approximated for the square-wave approach by:

n

1 X
17.648 Hu∗
Dsq (t) = Dtavg (t) =
n · dt
i=1



B
H

0.3619 
n

|Vsq (i)|
u∗

1.16

1X
=
17.648 Hu∗
n
i=1

dt


B
H

0.3619 

|Vsq (i)|
u∗

1.16
(4.72)

The time-averaged dispersion coefficient can be approximated for the sinusoidal approach by:
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n

Dsin (t) = Dtavg (t) =

1 X
17.648 Hu∗
n · dt


|Vsin (i)| 1.16
dt
u∗
 0.3619 

n
B
|Vsin (i)| 1.16
1X
(4.73)
=
17.648 Hu∗
n
H
u∗



i=1

B
H

0.3619 

i=1

4.5.3

Verification of analytical solutions proposed for contaminant transport under timevariant flow conditions by a change of variables technique

The analytical solutions of the proposed equations [Eqs. (4.47) through (4.49)] are exact, i.e., they solve
the governing equations exactly. Therefore, since we want to verify these solutions, we need to show that
they satisfy the governing equations, including initial and boundary conditions. Verification of Eq. 4.64 was
conducted using Mathematica (see Appendix B).
All the parameters for the verification are from the Lower Apalachicola River example. Firstly, substituting Eq. (4.64) into Eq. (4.47) shows that the analytical solutions satisfy the governing equation. Secondly,
the analytical solutions by Eq. 4.64 satisfy the infinite boundary conditions at t = 18 hours, in which the
analytical solutions are zero at positive and negative infinities. Finally, since Eq. (4.9) is the definition of
the Dirac delta function [Eq.(4.2)] such that the initial condition is also satisfied. Therefore, as shown in
this subsection and Appendix B, the analytical solutions obtained for this study by the change of variables
technique satisfy the governing equations, including initial and boundary conditions.

4.6

Discussion of results of the analytical solutions for contaminant transport under time-variant
flow conditions
4.6.1

The Lower Apalachicola River example with mixed diurnal and semi-diurnal flow reversal period

In this subsection, the analytical solutions for the Lower Apalachicola River example with mixed diurnal and
semi-diurnal flow reversal period are obtained by using Eq. (4.29) presented in this study to investigate how
the solutions are different for unidirectional and bidirectional surface-water flows with a constant dispersion
coefficient and velocity-dependent dispersion coefficients in the ADE.
Since Eq. (4.29) adds a term each time flow changes its direction, the expression for the analytical solutions should be continuously changing per each flow reversal. The analytical solutions for unidirectional and
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bidirectional surface-water flows were implemented using Python programming language (see Appendix C)
to compute concentration distributions and generate graphs in Python.

4.6.2

Dispersion coefficient estimation

A way to determine dispersion coefficient, Deq , for unidirectional flow is to choose a value that will enable
the "equivalent unidirectional model" to match either the peak concentration or the second central spatial
moment of the concentration profile curve. In this study, we decided to match peak concentrations, which is
relatively easy. If we do this, then the bidirectional concentration profiles and the "equivalent" unidirectional
concentration profiles will look quite similar, especially at the end of an even number of flow cycles.
The method used to determine Deq is to match the denominator of the exponential function in Eq. (4.7)
with the denominator in Eq. (4.29). Therefore, Deq t = AN,N +1 + DN +1 (t − TN ). This means that to get a
perfect match, Deq would have to vary with time t; however, we want a constant value. If the time-varying
case has only Df or and Drev , then the equation simplifies to be a time-weighted average of the forward and
reverse values. Furthermore, if the forward and reverse cycles are the same lengths of time, then it simplifies
to:Deq = 0.5(Df or + Drev ), which is the arithmetic mean. This enables the "equivalent" unidirectional
model to exactly match the bidirectional model at the end of even (reverse) cycles (24 hr, 48 hr, etc.). At the
end of an odd (forward) cycle, the profiles do not match exactly, but they are not way off.
For bidirectional flow, Eq. (4.69) is used to calculate time-dependent dispersion coefficients. The stream
parameters chosen for the Lower Apalachicola River example to determine dispersion coefficients are shown
in Table 2. The slope of the energy grade line (EGL) is assumed to be the same with the slope of the channel,
which is 0.04 % obtained from Google Earth. The stream width was determined to be 43 m using 1999
imagery using the same method. The mean velocity and depth are determined by analyzing velocity data
measured using the Nortek Aquadopp Current Profiler along the Lower Apalachicola River (Leonardi et al.,
2015). The dispersion coefficients for forward and reverse flows (bidirectional flow) were calculated using
Excel as shown in Table 2.
Table 2: Stream parameters used for dispersion coefficient calculation.
Type of Flow
B (m) U (m/hr) H (m) Slope of EGL D (m2 /hr)
Forward Flow
43
766
0.25
0.0004
29,585
Reverse Flow
43
283
0.25
0.0004
9,320
Unidirectional Flow
43
241.5
0.25
0.0004
19,453

69

4.6.3

Bidirectional model setup

The stream parameters chosen for the Lower Apalachicola River example are the total stream segment
length of 24, 840.0 m (15 miles), the cross-sectional area of A = 32.0 m2 , the average forward and reverse
velocities of 766.0 m/hr and −283.0 m/hr, and the dispersion coefficients for forward and reverse flows
of 29, 585 m2 /hr and 9, 320 m2 /hr, respectively. The cross-sectional area is calculated by multiplying the
stream width of 43 m by the maximum water depth of 0.75 m (Leonardi et al., 2015). The control segment
is from −L = −12, 420.0 m, which is half of the total stream segment, to L = 12, 420.0 m. Based on the
analysis of the first 96 hours of velocity data starting from January 22, 2013 (see Figure 19) and measured
using the Nortek Aquadopp Current Profiler along the Lower Apalachicola River, the average velocities for
forward and reverse flows have been determined.
The duration of each flow reversal is determined to be 12 hours based on the same velocity data. Also,
the total stream segment length (15 miles) was determined based on the duration (12 hours) of each flow
reversal to prevent contaminants in the river from being flushed out completely before the first flow reversal.
Since the boundary conditions for an instantaneous source problem are defined over infinite domains
(see Eq. 4.3), parts of a conservative pollutant can exit the control segment if an instantaneous source
is released at the inlet of the control segment. Therefore, a trial and error approach was used to determine the release location where the pollutant never exits the control segment. Based on the trial and error method, the instantaneous source of 5 kg was determined to be released at x0 = −11, 420 m located
at least 1, 000 m away from the inlet of the control segment initially to prevent it from exiting the segment. For this example, the same distance (1, 000 m) or farther from the outlet boundary as used at the
inlet boundary was selected (x = 11, 420 m) for the last evaluation point. The stream concentrations at
x = −2, 400, 3810, and 11, 420 m are plotted for breakthrough curves. These evaluation points were selected between the release point and the most downstream evaluation point.
Since the number of flow reversals for this example should be limited for calculation purposes, the number
has been determined to be eight, which lasts 96 hours, when the remaining mass in the control segment will
be less than 5 percent of the initial mass (5 kg). The time step and total calculation time chosen for this
example are 120 hours and 0.04 hour (2.4 minutes), respectively. The calculations start with 12 hours of
forward flow; then 12 hours of reverse flow, then another 12 hours of forward flow, etc., and always end with
forward flow for the rest of the time (between 96 and 120 hours) for this example.
The solution obtained under the assumption that the domain is infinite breaks down for a control segment
located near the river mouth. Our solution for a finite domain should be used for such problems. Even
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Figure 19.: Velocity measurements for the first 96 hours from January 22, 2013
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though the flow data for the Lower Apalachicola River example were measured from the river mouth, these
data are the only available data, and the flow data upstream of the river mouth (e.g., at Three Brothers site
of Figure 17) can be estimated if cross-sectional areas can be obtained through GIS information. However,
we assume that the river slope between the river mouth and Three Brothers site is assumed to be flat and
cross-sectional areas between them are also the same such that the flow data between the two locations are
the same.

4.6.4

Equivalent unidirectional model setup

In the equivalent unidirectional flow model, the equivalent advection velocity is computed as a timeweighted velocity, Veq =

(T If Vpos +T Ir Vneg )
.
T If +T Ir

Other stream parameters for unidirectional flow calcula-

tions are the same as in the bidirectional flow model. For this example, an equivalent velocity is equal
to Veq = 241.5 m/hr with T If = T Ir = 12 hrs.

Peclet number for the Lower Apalachicola River example
The Peclet number (Pe ) is the ratio between the rate of advective transport and the rate of diffusive/dispersive
transport which can be written as:

Pe =

Lc U
Davg

(4.74)

where Lc (L) is a characteristic length; U (LT −1 ) is an average speed; and Davg is an average dispersion
coefficient.
Eq. (4.74) is used for calculating the Peclet number for the Lower Apalachicola River example. With
Lc = 24, 840 m, U = 524.5 m/hr, and Davg = 0.5(29, 585 + 9, 320) = 19, 453 m2 /hr, the Peclet
number for this example is approximately 670, which is much bigger than 10 and indicates that the firstderivative (advection) dominates the second-derivative (dispersion) in Eq. (4.1). Therefore, for one of the
analyses performed in this study, we assume that a dispersion coefficient is constant and independent of flow
velocities; hence it is the same for forward and reverse flows (bidirectional flow) and unidirectional flow.

4.6.5

Alternative Lagrangian model setup

For the square-wave approach for the Lower Apalachicola River example, Eq. (4.65) is used for creating a
square-wave velocity profile (see Figure 20). For a square-wave velocity profile, the values of 766 m/hr for
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forward flow (Vpos ) and −283 m/hr for reverse flow (Vneg ) are chosen for this study. For C = Tr , a value
of 12 hours is used. Using the square-wave velocities (Vsq ) calculated above, the time-averaged velocity
(Dsq = Dtavg ) is calculated by Eq. (4.72).
For the sinusoidal approach, Eq. (4.66) is used for creating a sinusoidal velocity profile. For calculating
A = Vavg and B = Vamp , the values of 1, 400 m/hr for forward flow ( Vf or ) and −500 m/hr for reverse
flow ( Vrev ) are chosen for this study. For C = Tr , the same value of 12 hours is used. Using the sinusoidal
velocity (Vsin ) calculated above, the time-averaged velocity (Dsin = Dtavg ) is calculated by Eq. (4.73).
The analytical solutions for bidirectional surface-water flow using the square-wave and sinusoidal approaches were implemented using MATLAB programming language (see Appendix D) to compute concentration distributions and generate graphs in MATLAB.

4.6.6

Discussion of results for the Lower Apalachicola River example: Analyses of concentration profiles

In this study, we consider analytical unidirectional and bidirectional solutions with constant and velocitydependent dispersion coefficients, which are listed in Table 2. The constant (equivalent) dispersion coefficient (Deq ) is computed by averaging the forward and reverse dispersion coefficients as described in
the subsection 4.6.2. Figures 21 and 22 show spatial concentration profiles from equivalent unidirectional
and bidirectional surface-water flow transport models with a constant dispersion coefficient and velocitydependent dispersion coefficients evaluated at time t = 18 hours, respectively when the forward flow (positive velocity) occurs for the bidirectional flow model. Flow reversals in these calculations occur every 12
hours. For the constant dispersion coefficient model, the magnitude of peak concentrations is the same in
both unidirectional and bidirectional models, but the positions are different, as in Figure 21. However, under the velocity-dependent dispersion coefficient assumption, for the same time t, the magnitudes of peak
concentrations are slightly different in the unidirectional and bidirectional models. In Figure 22, we see that
the peak concentration (around 0.069 mg/l) for bidirectional flow is lower than for unidirectional flow. The
comparison of Figures 21 and 22 clearly shows the importance of considering the velocity dependence of
the dispersion coefficient.
The analytical solution obtained from the superposition method is validated by the analytical solutions
by the Lagrangian approach (see Figure 23). For bidirectional flow with time-dependent velocity (instantaneous switching between forward and reverse velocities, we compare the concentration profiles from the
Lagrangian and superposition approaches at time t = 18 hours, and find that they are exactly matched.
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Figure 20.: Comparison of square-wave and sinusoidal velocity profiles against measured velocities
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Figure 21.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
unidirectional and bidirectional surface-water flows evaluated at time t = 18 hours. The instantaneous
source of 5 kg is released at x0 = −11, 420 m, and a flow reversal occurs at t = 12 hours. A constant
dispersion coefficient of 19, 453 m2 /hr is used for both unidirectional and bidirectional flow models.
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Figure 22.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
unidirectional and bidirectional surface-water flows evaluated at time t = 18 hours. The instantaneous
source of 5 kg is released at x0 = −11, 420 m, and a flow reversal occurs at t = 12 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent
dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr for forward and reverse flows, respectively, are
used for bidirectional flow model.
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For the Lagrangian approach, a time-averaged dispersion coefficient is used. Therefore, the superposition
approach is a valid method for estimating concentration profiles at a given time.
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Figure 23.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
bidirectional surface-water flow by Lagrangian and superposition methods evaluated at time t = 18 hours.
The instantaneous source of 5 kg is released at x0 = −11, 420 m, and a flow reversal occurs at t = 12 hours.
Since we know the change of variables (Lagrangian) approach is valid, we could use it to compare
the "square-wave" bidirectional case (instantaneous switches between forward and reverse velocities) to
a sinusoidally-varying velocity profile to have some idea of how much error is introduced by square-wave
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approximation. As the concentration profiles (see Figure 24) at an evaluation time of 18 hours show, the
square-wave approach overestimates concentrations near peak concentration compared to the sinusoidal
method. However, for other locations, the estimated concentration values by the square-wave velocity assumption are in good agreement with the concentration values by the sinusoidal approach.
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Figure 24.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
bidirectional surface-water flow by sinusoidal Lagrangian and square-wave superposition methods evaluated
at time t = 18 hours. The instantaneous source of 5 kg is released at x0 = −11, 420 m, and a flow reversal
occurs at t = 12 hours.
To better understand the concentration profiles in Figure 25 at the second flow reversal time for unidirectional and bidirectional flows from the analytic models with a constant dispersion coefficient, let’s consider
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the analytical solutions for the concentrations in unidirectional and bidirectional models at t = 24 hours
when the second forward flow occurs. The concentration profile at time t = 24 hours from the equivalent
unidirectional model with a constant dispersion coefficient can be obtained by:



(x − x0 − Veq 24)2
M
p
Cud (x, t = 24) =
exp −
4Deq 24
2A πDeq 24


(x − x0 − 12(Vpos + Vneg ))2
M
p
(4.75)
exp −
=
4Deq 24
2A πDeq 24
where Veq = 241.5 m/hr is the equivalent (average) unidirectional velocity. The concentration profile
at time t = 24 hours from the bidirectional model (Eq. 4.45) with a constant dispersion coefficient can be
obtained by:



(x − x0 + 12(Vpos − Vneg ) − 24 Vpos )2
M
p
Cbd (x, t = 24) =
exp −
4Deq 24
2A πDeq 24


(x − x0 − 12(Vpos + Vneg ))2
M
p
=
exp −
(4.76)
4Deq 24
2A πDeq 24
where Vpos and Vneg are the positive (forward) and negative (reverse) velocities, respectively; Cbd is a
concentration profile for bidirectional flow. Since we define the equivalent unidirectional velocity as Veq =
0.5(Vpos + Vneg ) if we assume forward and reverse flow time intervals are the same, the two concentration
profiles are exactly the same at time t = 24 hours. The two concentration profiles are exactly the same
at times corresponding to two flow reversals (t = 24 hours), four flow reversals (t = 48 hours), etc.
The two equations above demonstrate that the concentration profiles from the equivalent unidirectional and
bidirectional models with a constant dispersion coefficient at even flow reversals are exactly the same. If
we compare the unidirectional model with a constant dispersion coefficient to the bidirectional model with
velocity-dependent dispersion coefficients, the two concentration profiles for unidirectional and bidirectional
flows are also exactly the same (see Figure 26).
Figures 27 and 28 show concentration profiles obtained from the equivalent unidirectional and bidirectional analytical models with constant and velocity-dependent dispersion coefficients, respectively, during
reverse flow at time t = 30 hours. Under the constant dispersion coefficient assumption, the peak concentrations are the same (around 0.058 mg/l) for both unidirectional and bidirectional flow models. For
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Figure 25.: Comparison of spatial concentration solutions for the Lower Apalachicola River example
for unidirectional and bidirectional surface-water flows evaluated at time t = 24 hours. The instantaneous source of 5 kg is released at x0 = −11, 420 m, and two flow reversals occur every 12 hours from
t = 12 hours to t = 24 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both unidirectional and bidirectional flow models.
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Figure 26.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
unidirectional and bidirectional surface-water flows evaluated at time t = 24 hours. The instantaneous
source of 5 kg is released at x0 = −11, 420 m, and two flow reversals occur every 12 hours from t =
12 hours to t = 24 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional
flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr for forward
and reverse flows, respectively, are used for bidirectional flow model.
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the velocity-dependent dispersion coefficient model, the peak concentration (around 0.055 mg/l) for bidirectional flow is lower than for unidirectional flow. The concentration distribution in a bidirectional flow
solution is wider than in the equivalent unidirectional flow solution. However, the general concentration
profiles are the same as shown in Figures 21 and 22.
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Figure 27.: Comparison of spatial concentration solutions for the Lower Apalachicola River example
for unidirectional and bidirectional surface-water flow conditions evaluated at time t = 30 hours. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and two flow reversals occur every 12 hours
from t = 12 hours to t = 24 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
unidirectional and bidirectional flow models.
As shown in Figure 25, the two concentration profiles are exactly the same at times corresponding to even
flow reversals for equivalent unidirectional and bidirectional models with a constant dispersion coefficient.
To understand the concentration profiles when odd numbers of flow reversals (36, 60, 84 hours) occur for
equivalent unidirectional and bidirectional flow models with a constant dispersion coefficient, the concentration profiles at time t = 60 hours corresponding to five flow reversals are provided in Figure 29. This
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Figure 28.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
unidirectional and bidirectional surface-water flow conditions evaluated at time t = 30 hours. The instantaneous source of 5 kg is released at x0 = −11, 420 m, and two flow reversals occur every 12 hours from
t = 12 hours to t = 24 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr for
forward and reverse flows, respectively, are used for bidirectional flow model.
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figure indicates the two concentration profiles are quite different for equivalent unidirectional and bidirectional flow models with a constant dispersion coefficient at odd number of flow reversals. Also, for the
velocity-dependent dispersion coefficient model (see Figure 30), the two concentration profiles and peak
concentrations for unidirectional and bidirectional flows are slightly different due to the velocity-dependent
dispersion coefficients. However, the difference between peak concentrations decreases over time when we
compare Figure 29 with Figure 30.
The two proposed analytical models indicate that the concentration profiles from the equivalent unidirectional surface-water flow model lag behind the profiles from the bidirectional surface-water flow model. The
distances between peak concentrations for bidirectional and equivalent unidirectional flow models become
the largest at odd numbers of flow reversals.
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Figure 29.: Comparison of spatial concentration solutions for the Lower Apalachicola River example
for unidirectional and bidirectional surface-water flow conditions evaluated at time t = 60 hours. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and five flow reversals occur every 12 hours
from t = 12 hours to t = 60 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
unidirectional and bidirectional flow models.
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Figure 30.: Comparison of spatial concentration solutions for the Lower Apalachicola River example for
unidirectional and bidirectional surface-water flow conditions evaluated at time t = 60 hours. The instantaneous source of 5 kg is released at x0 = −11, 420 m, and five flow reversals occur every 12 hours from
t = 12 hours to t = 60 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr for
forward and reverse flows, respectively, are used for bidirectional flow model.

4.6.7

Discussion of results for the Lower Apalachicola River example: Analyses of breakthrough curves

Figures 31 through 38 show the breakthrough curves at locations x = -2,400 m, 3,810 m, and 11,420 m
from the equivalent unidirectional and bidirectional surface-water flow transport models with constant and
velocity-dependent dispersion coefficients. The effects of forward and reverse flows (positive and negative
velocities, respectively) for bidirectional surface-water flow on the breakthrough curves are evaluated in this
study.
Because the average/equivalent velocity of Veq = 241.5 m/hr between forward and reverse flows is
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used for the equivalent unidirectional flow transport model with a constant dispersion coefficient, the two
peak concentrations from the bidirectional flow transport model with a constant dispersion coefficient at
the evaluation point at -2,400 m (see Figure 31) are higher than the peak concentration from the equivalent
unidirectional surface-water flow model. The three peak concentrations from the bidirectional flow transport
model with a constant dispersion coefficient are approximately 0.09, 0.06, and 0.01 mg/l, and the peak
concentration from the equivalent unidirectional flow transport model is approximately 0.05 mg/l. The
concentration values for bidirectional flow at even flow reversals (e.g., at times t = 24 hours and t = 48
hours) are exactly the same with the values for equivalent unidirectional flow.
In the same way, for the bidirectional flow transport model with velocity-dependent dispersion coefficients, the two peak concentrations for bidirectional flow at the same evaluation point (see Figure 32) are
higher than the peak concentration from the equivalent unidirectional surface-water flow model; however,
they are lower than the peak concentrations for bidirectional flow model with a constant dispersion coefficient. The three peak concentrations from the bidirectional flow transport model with velocity-dependent
dispersion coefficients are approximately 0.07, 0.058, and 0.01 mg/l. In this case, the concentration values
for bidirectional flow at the two even flow reversals (at times t = 24 hours and t = 48 hours) are the same
with the values for equivalent unidirectional flow, too.
The effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional
surface-water flow on a breakthrough curve are different before and after a transition period during which
stream concentrations increase first and then decrease after a peak concentration within a flow cycle. For
example, as shown in Figures 31 and 32, the transition period for this case is from 24 to 36 hours. Before
the transition period, the forward flow increases the concentrations, and the reverse flow decreases them;
however, after the transition period, vice-versa. All the transition periods occur during forward flow periods
(even flow cycles) when flow velocities are positive. The maximum concentrations from equivalent unidirectional and bidirectional flow transport models with constant and velocity-dependent dispersion coefficients
at this evaluation point occur at 12 hours.
The breakthrough curve obtained from the superposition method is validated by the breakthrough curve by
the Lagrangian approach (see Figure 33). For bidirectional flow with time-dependent velocity (instantaneous
switching between forward and reverse velocity, we compare the breakthrough curves from the Lagrangian
and superposition approaches at a location x = −2, 400 m and find that they are exactly matched. For the
Lagrangian approach, a time-averaged dispersion coefficient is used. Therefore, the superposition approach
is a valid method for estimating a breakthrough curve at a given location.
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Figure 31.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = −2, 400 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Figure 32.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = −2, 400 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 3202 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model.
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Figure 33.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = −2, 400 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Since we know the change of variables (Lagrangian) approach is valid, we could use it to compare
the "square-wave" bidirectional case (instantaneous switches between forward and reverse velocities) to
a sinusoidally-varying velocity profile to have some idea of how much error is introduced by square-wave
approximation for breakthrough curves. As the breakthrough curves (see Figure 34) at an evaluation of
x = −2, 400 m show, the square-wave approach overestimates concentrations near peak concentration
compared to the sinusoidal method. However, for other times, the estimated concentration values by the
square-wave velocity assumption are in good agreement with the concentration values by the sinusoidal
approach.
The two peak concentrations from the bidirectional flow transport model with a constant dispersion coefficient at the evaluation point at 3,810 m (see Figure 35) are higher than the peak concentration from the
equivalent unidirectional surface-water flow model. The three peak concentrations from the bidirectional
flow transport model are approximately 0.05, 0.042, and 0.018 mg/l, and the peak concentration from the
equivalent unidirectional flow transport model is 0.04 mg/l. The concentration values for bidirectional flow
at even flow reversals (e.g., at times t = 48 hours and t = 72 hours) are exactly the same with the values for
equivalent unidirectional flow.
In the same way, for the bidirectional flow transport model with velocity-dependent dispersion coefficients, the two peak concentrations for bidirectional flow at the same evaluation point (see Figure 36) are
higher than the peak concentration from the equivalent unidirectional surface-water flow model. The three
peak concentrations from the bidirectional flow transport model are approximately 0.048, 0.041, and 0.018
mg/l. For this case, the concentration values for bidirectional flow at the two even flow reversals (at times
t = 48 hours and t = 72 hours) are the same with the values for equivalent unidirectional flow, too.
The transition period for this case is from 48 to 60 hours, which belongs to a forward flow period. The
maximum concentrations from equivalent unidirectional and bidirectional flow transport models with constant and velocity-dependent dispersion coefficients at this evaluation point occur at 36 hours.
The only peak concentration between 72 and 84 hours from the bidirectional flow transport model with
a constant dispersion coefficient at the evaluation point at 114,20 m (see Figure 37) is higher than the peak
concentration from the equivalent unidirectional surface-water flow model. The three peak concentrations
from the bidirectional flow transport model are approximately 0.018, 0.038, and 0.032 mg/l, and the peak
concentration from the equivalent unidirectional flow transport model is approximately 0.034 mg/l. The
concentration values for bidirectional flow at even flow reversals (e.g., at times t = 72 hours and t = 96
hours) are exactly the same with the values for equivalent unidirectional flow.
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Figure 34.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = −2, 400 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Figure 35.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = 3, 810 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Figure 36.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = 3, 810 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model.
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In the same way, for the bidirectional flow transport model with velocity-dependent dispersion coefficients, the only peak concentration between 72 and 84 hours for bidirectional flow at the same evaluation
point (see Figure 38) are higher than the peak concentration from the equivalent unidirectional surface-water
flow model. The three peak concentrations from the bidirectional flow transport model are approximately
0.019, 0.038, and 0.032 mg/l. For this case, the concentration values for bidirectional flow at the first and
second even flow reversals (at times t = 72 and t = 96hours) are exactly the same with the values for
equivalent unidirectional flow.
The transition period for this case is from 72 to 84 hours, which belongs to a forward flow period. All the
transition periods occur during forward flow periods. As the evaluation point moves toward the outlet, the
transition period occurs later. The maximum concentrations from equivalent unidirectional and bidirectional
flow transport models with constant and velocity-dependent dispersion coefficients at this evaluation point
occur between 72 and 84 hours. The bidirectional models with constant and velocity dependent dispersion
coefficients produce very similar breakthrough curves.

4.7

Conclusions

The processes in bidirectional surface-water flow systems have rarely been investigated by analytical methods due to the difficulty of applying spatially-distributed initial conditions that change each time a flow
reversal occurs. In this study, we propose a general method for computing stream concentrations resulting
from an instantaneous source by solving the advection-dispersion equation (ADE) analytically for bidirectional surface-water flow problems with initial and boundary conditions using the superposition and change
of variables methods. It also investigates the effects of bidirectional surface-water flow on contaminant
transport processes in streams and rivers, as well as in other surface water bodies.
In this study, we derive analytical solutions for concentration profiles from the equivalent unidirectional
and bidirectional flow models with constant and velocity-dependent dispersion coefficients. For the analytical models with a constant dispersion coefficient, the peaks of the concentration profiles are the same in
unidirectional and bidirectional models. However, for the velocity-dependent bidirectional model, the peak
of the concentration profile for bidirectional flow model is slightly lower than the peak of the equivalent
unidirectional model. Therefore, the analytical solutions from the bidirectional flow models with constant
and velocity-dependent dispersion coefficients are different. Even though the Peclet number is large for
the Lower Apalachicola River example, one must consider the velocity dependence of the dispersion coefficients. Hence, only the differences between equivalent unidirectional and bidirectional solutions with
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Figure 37.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = 11, 420 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Figure 38.: Comparison of concentration history for the Lower Apalachicola River example for unidirectional and bidirectional surface-water flows evaluated at the longitudinal coordinate x = 11, 420 m. The
instantaneous source of 5 kg is released at x0 = −11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model.
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velocity-dependent dispersion coefficients are discussed in the following.
The results of this study indicate the concentration profiles for bidirectional flow do not match the profiles
for equivalent unidirectional flow except during even flow cycles. The concentration profiles show that
the distances between peak concentrations for bidirectional and equivalent unidirectional flows increase the
most during odd cycles and that the equivalent unidirectional flow moves a tracer downstream slower than
the bidirectional flow except during even cycles when concentration profiles match exactly. The velocity
of equivalent unidirectional flow is computed as a time-weighted average of forward and reverse velocities
of bidirectional flow. Therefore, this study indicates that the equivalent unidirectional flow model cannot
replace the bidirectional flow model.
In this study, the breakthrough curves from the equivalent unidirectional and bidirectional surface-water
flow transport models with constant and velocity-dependent dispersion coefficients was analyzed, and the
effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional surfacewater flow on the breakthrough curves were evaluated. The bidirectional flow transport models predict multiple concentration peaks for concentration histories as shown in breakthrough curves; however, the equivalent unidirectional model predicts only one concentration peak. For the constant and velocity-dependent
dispersion models, the concentration values for bidirectional flow at even flow reversals are exactly matched
with the values for equivalent unidirectional flow.
The effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional
surface-water flow on a breakthrough curve are different before and after a transition period during which
stream concentrations increase first and then decrease after a peak concentration within a flow cycle. Before
the transition period, the forward flow will increase concentrations and reverse flow will decrease them;
however, after the transition period, vice-versa. All the transition periods occur during forward flow periods
(even flow cycles) when flow velocities are positive. As the evaluation locations move toward the outlet, the
transition period occurs later.
We present the change of variables (Lagrangian) approach as an alternative to the superposition approach
to derive a bidirectional solution for a problem with time-independent boundary conditions. The comparison
of the results from the change of variables and superposition approaches provides the following conclusions:
(1) In the case of an instantaneous mass injection in an infinite domain, there is a general analytical solution
for time-varying velocity and dispersion coefficient. Therefore we could model, for instance, sinusoidallyvarying velocity with the accompanying time-varying dispersion coefficient. This is probably the preferable
approach when it is available because the actual data look more or less sinusoidal. (2) When we can compare
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the sinusoidal case to the instantaneous square-wave case, we see that the solutions do not agree perfectly,
but they are not too far off. Therefore, the instantaneous square-wave approximation is acceptable when
the more general (sinusoidal) solution is not available. (3) There are further levels of simplification and
approximation, like assuming that the dispersion coefficient is not velocity-dependent, or choosing a single
constant value of velocity rather than a time-varying velocity. These further simplifications are reasonable
under some circumstances like breakthrough curves evaluated away from the instantaneous source, but not
so great under other circumstances like the breakthrough curves closer to the instantaneous source.
Based on the above conclusions, this study supports the hypothesis that bidirectional surface-water flow
will cause the spatial and temporal concentration distributions of a conservative contaminant in a control
segment to change significantly, as shown in concentration profile mismatches and multiple peak concentrations, such that the concentration distribution obtained by using an analytical model with the assumption
of equivalent unidirectional surface-water flow cannot replace the concentration distribution from a bidirectional flow transport model in a bidirectional surface-water flow system. Therefore, the spatial and temporal
concentration distributions predicted by analytical and numerical simulations with the assumption of equivalent unidirectional surface-water flow may overestimate the peak of concentration profiles and underestimate
the peaks of breakthrough curves resulting from an instantaneous release of a point source in streams and
rivers. Also, an analytical model with velocity-dependent dispersion coefficients should be used for estimating the spatial and temporal concentration distribution of a conservative contaminant in a control segment
more accurately.
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CHAPTER 5
QUASI-ANALYTICAL SOLUTIONS FOR CONTAMINANT RESIDENCE TIME UNDER
TIME-VARIANT FLOW CONDITIONS

5.1

Note to reader

Portions of this chapter have been in preparation for publication. The author of this chapter of the dissertation
is the first author, and the second author is Dr. Alexandre Tartakovsky.

5.2

Abstract

For many environmental studies, estimating the mean residence time of a conservative contaminant in a
given water body is essential for predicting the time spent by the contaminant transported in the surface
water. In the previous chapter, we propose a general method for computing contaminant concentrations
by solving the ADE analytically for a bidirectional surface-water flow problem with initial and boundary
conditions using the superposition method. In this chapter, the mean residence time is calculated using the
analytical solutions to evaluate how the mean residence time will vary for bidirectional surface-water flow
compared with the solutions for equivalent unidirectional surface-water flow in streams and rivers. The
results of this study suggest the unidirectional model results in an approximately 15% error in the estimated
mean residence time as compared to the bidirectional model.

5.3

Introduction

Nowadays, the residence time is the most widely used concept to estimate the age of surface water in infinite
water bodies for many environmental studies; it is a very useful measure of understanding the influence of
the hydrodynamic processes on aquatic systems. It is defined as the time a parcel of water leaves the control
segment of interest. Even if the velocity is continuously directed to the right (unidirectional surface-water
flow), some particles that have been flushed out can re-enter the control segment because of dispersion;
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hence, if the velocity is directed not only to the right but also to the left (bidirectional surface-water flow),
more particles that have exited may come into the control segment.

Strict residence time is the time taken by a particle that goes out of the control segment for the first time.
This definition means that, as soon as particles leave the control segment, they should be completely ignored.
If the particles go through a substantial change of their properties when leaving the control segment, the strict
residence time is appropriate to represent the dynamics of water bodies. For example, if one comes after
some organic material in an anaerobic stream segment, leaving the control segment indicates entering an
aerobic segment that allows rapid bacterial activity. Coming back into the anaerobic segment would be so
different that counting them any longer is not appropriate.

However, in this study, a conservative pollutant such as chloride or TDS is a constituent of interest without
accounting for zero-order production and first-order decay. Also, if the boundaries of the control segment
are artificial so that they do not coincide with dramatic changes, then the residence time approach is more
desirable than the strict residence time. If the purpose of a study is to quantify the time during which a
segment is exposed to a contaminant accidentally spilled into the control segment, accounting the fraction
of the contaminant that returns to the control segment and using the residence time approach are more
appropriate. Also, the strict residence time approach would underestimate the duration of the pollution
event. Therefore, the residence time approach is appropriate for this study.

In this chapter, the stream concentrations calculated in the previous chapter are used for estimating mean
residence time; then, the similar methodology proposed in Chapter 4 for calculating stream concentrations
is applied for estimating the mean residence time of a contaminant in streams and rivers.

This study hypothesizes that the analytical model for equivalent unidirectional surface-water flow provides a good estimation of the mean residence time of a contaminant resulting from a point release compared
to the mean residence time from the analytical model for bidirectional surface-water flow. To test the above
hypothesis, the objective of this study is to calculate mean residence time of a contaminant transported in
streams and rivers using quasi-analytical solutions to evaluate how the mean residence time obtained from
the bidirectional surface-water flow model varies when compared to the residence time from the equivalent
unidirectional surface-water flow model.
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5.4

Methodology
5.4.1

Derivation of residence time in a control segment x ∈ [−L, L] for an equivalent unidirectional surface-water flow problem with a constant dispersion coefficient

According to Eq. 4 of Delhez et al. (2004), the mean residence time is given by:
Z

∞

m̃(t)dt

θ̄ =

(5.1)

0

where

m̃(t) =

m(t)
=
m(t0 )

Z

∞

−∞

A
C(x, t)d(x)dx
M

(5.2)

m̃(t) can be defined as the normalized mass of a conservative contaminant remaining in the system at
time t after a point release or as the normalized cumulative distribution of residence times. Here,

d[−L,L] (x) =



1 ∀x ∈ [−L, L]

(5.3)


0 elsewhere
Eq. (5.3) is the characteristic function of the control segment [−L, L]. Since the boundary conditions
for this study are defined over infinite domains, the downstream (outlet) boundary of the control segment
should be relatively far away from the coastal area, in which the concentration boundary condition needs to
be redefined as a fixed value due to the mixing of stream water with the infinite resource of seawater.
For equivalent unidirectional surface-water flow (forward flow only), the concentrations can be calculated
using Eq. (4.7) as follows:

C(x, t) =

A

p



(x − x0 − Veq t)2
M
exp −
4Deq t
4πDeq t

(5.4)

The mass (m̃) of contaminant remaining at time t from a point release can be calculated as shown below
using Eq. (5.2):
Z

∞

m̃(t) =
−∞



(x − x0 − Veq t)2
1
p
exp −
d(x)dx
4Deq t
4πDeq t

(5.5)

Combining Eqs. (5.3) and (5.5), one gets:
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L

Z



(x − x0 − Veq t)2
1
exp −
dx
4Deq t
4πDeq t

m̃(t) =

(5.6)

p

−L

To calculate the remaining mass (m̃), the integral of the exponential part of Eq. (5.6) can be obtained
analytically as follows:

L



(x − x0 − Veq t)2
exp −
dx
4Deq t
−L

Z

"

=

p

#
"
#!
L + x0 + Veq t
−L + x0 + Veq t
p
p
πDeq t erf
− erf
(5.7)
4Deq t
4Deq t

"

#
#!
"
L + x0 + Veq t
−L + x0 + Veq t
p
p
erf
− erf
4Deq t
4Deq t

1
m̃(t) =
2

(5.8)

The mean residence time can be calculated by substituting Eq. (5.8) into Eq. (5.1):
Z

∞

∞

Z
m̃(t)dt =

θ̄ =
0

0

1
2

"

#
"
#!
L + x0 + Veq t
−L + x0 + Veq t
p
p
erf
− erf
dt
4Deq t
4Deq t

(5.9)

The mean residence time calculated by Eq. (5.9) can be validated using the equation (Eq. 17) proposed
by Delhez et al. (2004) as shown below:
L − x0 Deq
+ 2
θ̄ =
Veq
Veq
5.4.2




Veq (L + x0 )
1 − exp −
Deq

(5.10)

Derivation of residence time in a control segment x ∈ [−L, L] for a bidirectional
surface-water flow problem with velocity-dependent dispersion coefficients

For bidirectional surface-water flow, the concentration distribution for each time period when the flow
changes its direction is:
C(x, t) = Ci,i+1 (x, t) Ti ≤ t < Ti+1

(i = 0, 1, ..., N )

(5.11)

where T0 = 0 and TN +1 = ∞. Then, we define the remaining mass during Ti ≤ t < Ti+1 as follows:
Z

∞

m̃i,i+1 (t) =
−∞

A
Ci,i+1 (x, t)d(x)dx
M

(5.12)
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Accordingly, the mean residence time can be defined as a sum of the remaining masses for all flow reversals:
N Z
X

θ̄ =

Ti+1

m̃i,i+1 (t)dt

(5.13)

Ti

i=0

For N flow reversals, we get it in series as follows:

Z

T1

Z

T2

Z

m̃2,3 (t)dt+
T2

T1

0

T3

m̃1,2 (t)dt +

m̃0,1 (t)dt +

θ̄ =

Z

TN

... +

Z

∞

m̃N −1,N (t)dt +
TN −1

m̃N,N +1 (t)dt (5.14)
TN

When i = 0, i.e., T0 = 0 ≤ t < T1 (forward flow), the concentration history can be calculated using Eq.
(4.9):

C0,1 (x, t) = C(x, t)

(5.15)

The mass (m̃0,1 ) of contaminant remaining at time T1 after a point release will be the same as shown below
using Eq. (5.8).





L + x0 + V1 t
−L + x0 + V1 t
√
√
erf
− erf
4D1 t
4D1 t

1
m̃0,1 (t) =
2

(5.16)

The mean residence time for 0 ≤ t ≤ T1 can be obtained by numerical integration
Z

T1

T1

Z
m̃0,1 (t)dt =

1
2

0

0






−L + x0 + V1 t
L + x0 + V 1 t
√
√
erf
− erf
dt
4D1 t
4D1 t


(5.17)

When i = 1, i.e., during T1 ≤ t < T2 (reverse flow), the concentration history can be calculated using
Eq. (4.20):

C(x, t) = C1,2 (x, t) =

2A



(L1, 2 + t V2 − x + x0 )2
M
exp −
4 [A1, 2 + D2 (t − T1 )]
π [A1, 2 + D2 (t − T1 )]

p

(5.18)

Then, we define the remaining mass during T1 ≤ t < T2 as follows:
Z

L

m̃1,2 (t) =
−L

A
C1,2 (x, t)dx
M

(5.19)
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The integral of the exponential part of Eq. (5.19) can be obtained analytically as follows:

L


(L1, 2 + t V2 − x + x0 )2
exp −
dx
4 [A1, 2 + D2 (t − T1 )]
−L
"
#
"
#!
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−L + L1, 2 + t V2 + x0
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(5.21)

The mean residence time during T1 ≤ t ≤ T2 can be obtained by numerical integration:

Z

T2

Z

T2

m̃1,2 (t)dt =
T1

T1

1
2

"

L + L1, 2 + t V2 + x0
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4 [A1, 2 + D2 (t − T1 )]

#

"

−L + L1, 2 + t V2 + x0
− erf p
4 [A1, 2 + D2 (t − T1 )]

#!
dt (5.22)

When i = 2, i.e., during T2 ≤ t < T3 (forward flow), the concentration history can be calculated using
Eq. (4.40):



(L2, 3 + tV3 − x + x0 )2
M
p
exp −
C(x, t) = C2,3 (x, t) =
4 [A2, 3 + D3 (t − T2 )]
2A π [A2, 3 + D3 (t − T2 )]

(5.23)

Then, we define the remaining mass during T2 ≤ t < T3 as follows:
Z

L

m̃2,3 (t) =
−L

A
C2,3 (x, t)dx
M

(5.24)

The integral of the exponential part of Eq. (5.23) can be obtained analytically as follows:
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L



(L2, 3 + t V3 − x + x0 )2
exp −
dx
4 [A2, 3 + D3 (t − T2 )]
−L
"
#
"
#!
q
L + L2, 3 + t V3 + x0
−L + L2, 3 + t V3 + x0
= π [A2, 3 + D3 (t − T2 )] erf p
− erf p
4 [A2, 3 + D3 (t − T2 )]
4 [A2, 3 + D3 (t − T2 )]

Z

(5.25)
"

#
"
#!
L + L2, 3 + t V3 + x0
−L + L2, 3 + t V3 + x0
− erf p
erf p
4 [A2, 3 + D3 (t − T2 )]
4 [A2, 3 + D3 (t − T2 )]

1
m̃2,3 (t) =
2

(5.26)

The mean residence time during T2 ≤ t ≤ T3 can be obtained by numerical integration:

Z

T3

Z

T3

m̃2,3 (t)dt =
T2

T2

1
2

#
#!
"
L + L2, 3 + t V3 + x0
−L + L2, 3 + t V3 + x0
erf p
− erf p
dt
4 [A2, 3 + D3 (t − T2 )]
4 [A2, 3 + D3 (t − T2 )]
"

(5.27)
The mass (m̃i,i+1 ) of contaminant remaining at time Ti+1 after a point release can be formulated based
on the previous derivations of m̃0,1 , m̃1,2 , and m̃2,3 as shown below:

1
m̃i,i+1 (t) =
2

"

#
"
#!
L + Li, i+1 + t Vi+1 + x0
−L + Li, i+1 + t Vi+1 + x0
erf p
− erf p
(5.28)
4 [Ai, i+1 + Di+1 (t − Ti )]
4 [Ai, i+1 + Di+1 (t − Ti )]

where i = 1, 2, 3, ..., N .
Since we want to verify the above equation, the mass (m̃3,4 ) of contaminant remaining at time T4 after
a point release will be derived in the same way as shown above. When i = 3, i.e., during T3 ≤ t < T4
(reverse flow), the concentration as defined in Eq. (4.40) is:

C(x, t) = C3, 4 (x, t) =

2A



(L3, 4 + tV4 − x + x0 )2
M
exp −
4 [A3, 4 + D4 (t − T3 )]
π [A3, 4 + D4 (t − T3 )]

p

(5.29)

Then, we define the remaining mass during T3 ≤ t < T4 as follows:
Z

L

m̃3,4 (t) =
−L

A
C3,4 (x, t)dx
M

(5.30)
107

The integral of the exponential part of Eq. (5.31) can be obtained analytically as follows:

L


(L3, 4 + t V4 − x + x0 )2
exp −
dx
4 [A3, 4 + D4 (t − T3 )]
−L
"
#
"
#!
q
L + L3, 4 + t V4 + x0
−L + L3, 4 + t V4 + x0
= π [A3, 4 + D4 (t − T3 )] erf p
− erf p
4 [A3, 4 + D4 (t − T3 )]
4 [A3, 4 + D4 (t − T3 )]

Z



(5.31)

1
m̃3,4 (t) =
2

#
"
#!
−L + L3, 4 + t V4 + x0
L + L3, 4 + t V4 + x0
− erf p
erf p
4 [A3, 4 + D4 (t − T3 )]
4 [A3, 4 + D4 (t − T3 )]
"

(5.32)

The mean residence time during T3 ≤ t ≤ T4 can be obtained by numerical integration:

Z

T4

Z

T4

m̃3,4 (t)dt =
T3

T3

1
2

#
"
#!
−L + L3, 4 + t V4 + x0
L + L3, 4 + t V4 + x0
− erf p
dt
erf p
4 [A3, 4 + D4 (t − T3 )]
4 [A3, 4 + D4 (t − T3 )]
"

(5.33)
Substituting i = 3 into Eq. (5.28), one gets:
1
m̃3,4 (t) =
2

#
"
#!
−L + L3, 4 + t V4 + x0
L + L3, 4 + t V4 + x0
− erf p
erf p
4 [A3, 4 + D4 (t − T3 )]
4 [A3, 4 + D4 (t − T3 )]
"

(5.34)

Since Eq. (5.34) is equal to Eq. (5.32), Eq. (5.28) can be used for calculating the mean residence time for
N flow reversals.

5.4.3

Derivation of remaining mass in a control segment x ∈ [−L, L] for a bidirectional
surface-water flow problem with a constant dispersion coefficient

Eq. (5.28) can be simplified to compute remaining mass for a bidirectional flow problem with a constant/equivalent dispersion coefficient. If the constant dispersion coefficient is Deq , the dispersion coefficients for Eq. (5.28) become Deq as follows:

D1 = D2 = ... = DN = Deq

(5.35)

where
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N = 1, 2, 3, ..., ∞
For example, Eq. (5.21) can be converted to compute remaining mass for the first reverse flow of a
contaminant transport problem with a constant dispersion coefficient as follows:
Because D1 = Deq , A1, 2 = D1 T1 = Deq T1 and D2 (t − T1 ) = Deq (t − T1 ). Then Eq. (4.20) becomes:
1
m̃1,2 (t) =
2

"

#
"
#!
L + L1, 2 + t V2 + x0
−L + L1, 2 + t V2 + x0
p
p
erf
− erf
4Deq t
4Deq t

(5.36)

In the same way, the remaining mass for the second forward flow with a constant dispersion coefficient is
given by:
1
m̃2,3 (t) =
2

"

#
"
#!
L + L2, 3 + t V3 + x0
−L + L2, 3 + t V3 + x0
p
p
erf
− erf
4Deq t
4Deq t

(5.37)

Generally, the remaining mass for the N th flow reversal with a constant dispersion coefficient is given by:

m̃i,i+1 (t)

5.5

=

1
2

"

#
"
#!
L + Li, i+1 + t Vi+1 + x0
−L + Li, i+1 + t Vi+1 + x0
p
p
erf
− erf
(5.38)
4Deq t
4Deq t

Discussion of results of quasi-analytical solutions for contaminant residence time and remaining
mass in a control segment
5.5.1

Introduction of the Lower Apalachicola River example

In this subsection, the methodology developed in the previous section is applied to compute mean residence
time for the Lower Apalachicola River example using field measurements of velocity in a distributary of
the Apalachicola Delta, Florida, USA. After the concentrations for the Lower Apalachicola River example
were calculated as shown in Chapter 4, the mean residence time is evaluated by integrating Eq. (5.28) over
time per each flow reversal and summing each integration up to the time of infinity. Likewise, because
Eq. (5.28) adds a term each time flow changes its direction, the expression given by the integration of Eq.
(5.28) should be continuously changing per each flow reversal, which is time-consuming to derive a closedform solution each time the flow changes its direction. Therefore, the quad function of Python is used for
numerical integration to calculate the mean residence time for a bidirectional surface-water flow problem.
However, analytical expressions for the mass remaining in a surface-water flow system resulting from an
instantaneous point release for a bidirectional surface-water flow problem are derived analytically in this
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study.

5.5.2

Analytical model setup

The stream parameters chosen for this example are the same as written in Subsection 4.6.1. Since we
propose two analytical transport models for computing spatial and temporal concentration distributions for
equivalent unidirectional and bidirectional flows with a constant dispersion coefficient calculated with an
equivalent velocity for all types of flows and velocity-dependent dispersion coefficients for different types
of flows as analyzed in Chapter 4, the results of the mean residence time and the mass remaining in a surfacewater flow system from the two transport models with constant and velocity-dependent dispersion coefficients are compared for equivalent unidirectional and bidirectional flow approaches to determine whether
the equivalent unidirectional flow approach can replace the bidirectional flow approach.

5.5.3

Discussion of results for the Lower Apalachicola River example

Figure 39 shows the spatial distribution of the mean residence time as a function of the contaminant source
location obtained from equivalent unidirectional and bidirectional models with a constant dispersion coefficient. The range of the mean residence time for bidirectional surface-water flow is from 0.2 hours to 89.8
hours with an average of 39.7 hours; while the range for equivalent unidirectional surface-water flow is
from 0.2 hours to 102.5 hours with an average of 51.4 hours (see Table 3). These results indicate that the
mean residence time distribution for bidirectional flow is parallel to the mean residence time distribution for
unidirectional surface-water flow except the release locations closer to the outlet; however, as a point release
location is closer to the outlet of the control segment, the mean residence times get closer to each other.
The average mean residence time for this example is around 12 hours longer for equivalent unidirectional
surface-water flow than bidirectional surface-water flow.
Table 3: Mean residence time (MRT) for the Lower Apalachicola River example from a constant dispersion
coefficient model.
Type of flow
Min. MRT (hours) Max. MRT (hours) Avg. MRT (hours)
unidirectional surface-water flow
0.2
102.5
51.4
bidirectional surface-water flow
0.2
89.8
39.7

Figure 40 shows the spatial distribution of the mean residence time for equivalent unidirectional and
bidirectional surface-water flow conditions from the analytical models with constant and velocity-dependent
dispersion coefficients with respect to contaminant source locations. The range of the mean residence time
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Figure 39.: Comparison of the spatial distribution of the mean residence time for the Lower Apalachicola
River example for equivalent unidirectional and bidirectional surface-water flow conditions. The instantaneous source of 5 kg is released at various locations of the control segment between x = −12, 420 m and
x = 12, 420 m with eight flow reversals occur every 12 hours from t = 12 hours to t = 96 hours. A
constant dispersion coefficient of 19, 453 m2 /hr is used for both equivalent unidirectional and bidirectional
flow models.
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for bidirectional surface-water flow is from 0.2 hours to 89.8 hours with an average of 39.9 hours; while
the range for unidirectional surface-water flow is from 0.2 hours to 102.5 hours with an average of 51.4
hours (see Table 4). In the same way, these results indicate that the mean residence time distribution for
bidirectional surface-water flow is almost parallel to the mean residence time distribution for unidirectional
surface-water flow except the release locations closer to the outlet; however, as a point release location is
closer to the outlet of the control segment, the mean residence times get closer to each other. The average
mean residence time for this example is around 12 hours longer for equivalent unidirectional surface-water
flow than bidirectional surface-water flow. Therefore, the equivalent unidirectional transport model with a
constant dispersion coefficient provides reasonable mean residence time compared to the bidirectional model
with velocity-dependent dispersion coefficients. Furthermore, even though the transport model with the
assumption of equivalent unidirectional flow overestimates the mean residence time, it provides reasonable
mean residence times.
Table 4: Mean residence time (MRT) for the Lower Apalachicola River example from velocity-dependent
dispersion coefficients model.
Type of flow
Min. MRT (hours) Max. MRT (hours) Avg. MRT (hours)
unidirectional surface-water flow
0.2
102.5
51.4
bidirectional surface-water flow
0.2
89.8
39.9

Figures 41 and 42 show the evolution of the mass of a conservative contaminant remaining in the control
segment for equivalent unidirectional and bidirectional surface-water flows from the two analytical models
with constant and velocity-dependent dispersion coefficients when the instantaneous source of 5 kg is released at x0 = −11, 420 m. Figure 41 shows the evolution of the remaining mass over time for equivalent
unidirectional and bidirectional surface-water flows from the analytical models with a constant dispersion
coefficient. The remaining mass for bidirectional flow at even flow reversals (e.g., at time t = 96 hours) is
exactly the same with the masses for equivalent unidirectional flow. In the same way, for the bidirectional
flow transport model with velocity-dependent dispersion coefficients, the remaining mass for bidirectional
flow at the same evaluation point (see Figure 42) is the same with the remaining mass from the equivalent
unidirectional surface-water flow model, too.
Figures 43 and 44 show the evolution of the mass of a conservative contaminant remaining in the control
segment for equivalent unidirectional and bidirectional surface-water flows from the two analytical models
with constant and velocity-dependent dispersion coefficients when the instantaneous source of 5 kg is released at x0 = −5, 700 m. Figure 43 shows the evolution of the remaining mass over time for equivalent
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Figure 40.: Comparison of the spatial distribution of the mean residence time for the Lower Apalachicola
River example for equivalent unidirectional and bidirectional surface-water flow conditions. The instantaneous source of 5 kg is released at various locations of the control segment between x = −12, 420 m and
x = 12, 420 m with eight flow reversals occur every 12 hours from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model and velocity-dependent
dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr for forward and reverse flows, respectively, are
used for the bidirectional flow model.
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Figure 41.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flows. The
instantaneous source of 5 kg is released at x0 = −11, 420 m and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Figure 42.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flows. The
instantaneous source of 5 kg is released at x0 = −11, 420 m and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model.
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unidirectional and bidirectional surface-water flows from the analytical models with a constant dispersion
coefficient. The remaining mass for bidirectional flow at even flow reversals (e.g., at time t = 72 hours) is
exactly the same with the masses for equivalent unidirectional flow. In the same way, for the bidirectional
flow transport model with velocity-dependent dispersion coefficients, the remaining mass for bidirectional
flow at the same evaluation point (see Figure 44) is the same with the remaining mass from the equivalent
unidirectional surface-water flow model, too.
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Figure 43.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flows. The
instantaneous source of 5 kg is released at x0 = −5, 700 m and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
Figures 45 and 46 show the evolution of the mass of a conservative contaminant remaining in the control
segment for equivalent unidirectional and bidirectional surface-water flows from the two analytical models with constant and velocity-dependent dispersion coefficients when the instantaneous source of 5 kg is
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Figure 44.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flows. The
instantaneous source of 5 kg is released at x0 = −5, 700 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model.

117

released at x0 = 0 m. Figure 45 shows the evolution of the remaining mass over time for equivalent
unidirectional and bidirectional surface-water flows from the analytical models with a constant dispersion
coefficient. The remaining mass for bidirectional flow at even flow reversals (e.g., at time t = 48 hours) is
exactly the same with the masses for equivalent unidirectional flow. In the same way, for the bidirectional
flow transport model with velocity-dependent dispersion coefficients, the remaining mass for bidirectional
flow at the same evaluation point (see Figure 46) is the same with the remaining mass from the equivalent
unidirectional surface-water flow model, too.
The effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional
surface-water flow on the remaining mass in the system are as expected; the forward flow decreases the mass
remaining in the control segment, but the reverse flow increases it over time.
Figures 47 and 48 show the evolution of the mass of a conservative contaminant remaining in the control
segment for equivalent unidirectional and bidirectional surface-water flows from the two analytical models
with constant and velocity-dependent dispersion coefficients when the instantaneous source of 5 kg is released at x0 = 11, 420 m. As the release point moves downstream towards the outlet, the duration of initial
constant mass (5 kg) decreases quickly as seen in Figures 47 and 48. The evolution of the mass in the control segment from the two analytical models with constant and velocity-dependent dispersion coefficients
are almost identical.

5.6

Conclusions

Mean residence time is estimated using analytical bidirectional and unidirectional analytical solutions using
constant and velocity-dependent dispersion coefficients. The results of this study suggest the following
conclusions.
Our solutions for the mean residence time as a function of the contaminant source location indicate that the
equivalent unidirectional model overestimates the mean residence times by over 15% for the contaminant
sources located away from the outlet of the control river segment. On the other hand, the bidirectional
solutions with constant and velocity-dependent dispersion coefficients provide similar estimates of the mean
residence time regardless of the source location. Our main conclusion is that for predicting mean residence
time, it is important to use the bidirectional flow model. For the considered (large) Peclet number, the
bidirectional solution for the mean residence time can be simplified by assuming a constant dispersion
coefficient without compromising the solution’s accuracy.
The effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional
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Figure 45.: Comparison of the evolution of the mass of the contaminant in the control segment for the Lower
Apalachicola River example for equivalent unidirectional and bidirectional surface-water flow conditions.
The instantaneous source of 5 kg is released at x0 = 0 m and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models.
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Figure 46.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flow conditions. The instantaneous source of 5 kg is released at x0 = 0 m and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model.
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Figure 47.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flows. The
instantaneous source of 5 kg is released at x0 = 11, 420 m and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A constant dispersion coefficient of 19, 453 m2 /hr is used for both
equivalent unidirectional and bidirectional flow models. This figure shows only 36 hours of calculations.
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Figure 48.: Comparison of the evolution of the mass of the contaminant in the control segment for the
Lower Apalachicola River example for equivalent unidirectional and bidirectional surface-water flows. The
instantaneous source of 5 kg is released at x0 = 11, 420 m, and eight flow reversals occur every 12 hours
from t = 12 hours to t = 96 hours. A dispersion coefficient of 19, 453 m2 /hr is used for equivalent unidirectional flow model, and velocity-dependent dispersion coefficients of 29, 585 m2 /hr and 9, 320 m2 /hr
for forward and reverse flows, respectively, are used for bidirectional flow model. This figure shows only 36
hours of calculations.
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surface-water flow on the remaining mass in the system are as expected; the forward flow decreases the mass
remaining in the control segment, but the reverse flow increases it over time. As the release point moves
downstream towards the outlet, the duration of the initial constant mass decreases quickly. The evolution of
the mass in the control segment from the two bidirectional models with constant dispersion coefficient and
velocity-dependent dispersion coefficients are almost identical.
This study indicates there is an overall decreasing trend of the mass remaining in the control segment;
even though there are ups and downs of the mass remaining in the segment due to bidirectional surface-water
flow. The equivalent unidirectional analytical solution is much simpler than the quasi-analytical bidirectional
solution and can be used for the design of remediation strategies and other applications where the errors of
15-20% are tolerable.
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CHAPTER 6
CONCLUDING REMARKS

Modeling results of Chapter 2 conducted in this study indicate that high TDS/chloride concentrations in
groundwater west of the Rocky Glades area will be confined to this area as a result of low hydraulic gradients and low transmissivities west of the Atlantic al Ridge (Rocky Glades) and relatively high groundwater
recharge rates under the Ridge. There are minor seasonal variations in the concentrations of a conservative constituent used to simulate the transport of low-quality groundwater derived from surface water in
the water-conservation areas and Everglades National Park. Modeling results also indicate that the equilibrium between water quality in the surface water and groundwater systems would occur after approximately
seventy years.
These modeling results suggest that, for studies of other areas affected by anthropogenic changes similar
to those that have occurred in southeast Florida, the future groundwater quality of those areas depends on
(1) flow boundary conditions such as recharge, evapotranspiration, and well, and (2) physical conditions
such as aquifer hydraulic gradients and transmissivities like that of Rocky Glades having low hydraulic
gradients. Since regional groundwater quality is the result of long-term average hydrologic conditions,
caution should be used in equating contemporaneous observations of the surface water stage, groundwater
head, and surface water quality with future groundwater quality trends in extensively modified or heavily
stressed flow systems.
In Chapter 3, we propose an analytical model for computing tracer concentration resulting from a continuous release of the conservative tracer during a forward cycle of bidirectional surface-water flow by solving
the one-dimensional ADE in the bidirectional surface-water flow field using the superposition method. In
this study, the analytical solution is obtained for a single flow reversal and compared to numerical solutions.
We found the analytical solution is in good agreement with the numerical solutions (Root Mean Square
Error of 0.0021), showing consistency between two numerical methods and the analytical solution.
For the case of a constant-concentration boundary condition shown in this chapter, there is not a general analytical solution to the problem of time-varying velocity and dispersion coefficient. Therefore,
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sinusoidally-varying velocity profiles cannot be modeled. However, if we assume that the velocity only
takes on two values (one in the forward direction, one in the reverse direction), and that transitions between
the forward velocity and reverse velocity are instantaneous, then we can derive an analytical solution using
superposition method given in this chapter.
In Chapter 4, we derive analytical solutions for concentration profiles from the equivalent unidirectional
and bidirectional flow models with constant and velocity-dependent dispersion coefficients. For the analytical models with a constant dispersion coefficient, the peaks of the concentration profiles are the same in
unidirectional and bidirectional models. However, for the velocity-dependent bidirectional model, the peak
of the concentration profile for the bidirectional flow model is slightly lower than the peak of the equivalent
unidirectional model. Therefore, the analytical solutions from the bidirectional flow models with constant
and velocity-dependent dispersion coefficients are different. Even though the Peclet number is large for
the Lower Apalachicola River example, one must consider the velocity dependence of the dispersion coefficients. Hence, only the differences between equivalent unidirectional and bidirectional solutions with
velocity-dependent dispersion coefficients are discussed in the following.
The results of this study indicate the concentration profiles for bidirectional flow do not match the profiles
for equivalent unidirectional flow except during even flow cycles. The peak of the concentration profile from
the bidirectional flow model is slightly lower than the peak from the equivalent unidirectional flow model.
The concentration profiles show that the distances between peak concentrations for bidirectional and equivalent unidirectional flows increase the most during odd flow cycles and that the equivalent unidirectional
flow moves a tracer downstream slower than the bidirectional flow except during even flow cycles when
concentration profiles match exactly. The velocity of equivalent unidirectional flow is computed as a timeweighted average of forward and reverse velocities of bidirectional flow. Therefore, this study indicates that
the equivalent unidirectional flow model cannot replace the bidirectional flow model.
In this study, the breakthrough curves from the equivalent unidirectional and bidirectional surface-water
flow transport models with constant and velocity-dependent dispersion coefficients were analyzed, and the
effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional surfacewater flow on the breakthrough curves were evaluated. For the constant and velocity-dependent dispersion
models, the concentration values for bidirectional flow at the two even flow reversals are exactly matched
with the values for equivalent unidirectional flow.
The bidirectional flow transport models predict multiple concentration peaks for concentration histories
as shown in breakthrough curves; however, the equivalent unidirectional model predicts only one concen125

tration peak. The effects of forward and reverse flows (positive and negative velocities, respectively) for
bidirectional surface-water flow on a breakthrough curve are different before and after a transition period
during which stream concentrations increase first and then decrease after a peak concentration within a flow
cycle. Before the transition period, the forward flow will increase concentrations, and the reverse flow will
decrease them; however, after the transition period, vice-versa. All the transition periods occur during forward flow periods (even flow cycles) when flow velocities are positive. As the evaluation locations move
toward the outlet, the transition period occurs later.
We present the change of variables (Lagrangian) approach as an alternative to the superposition approach
to derive a bidirectional solution for a problem with time-independent boundary conditions. The comparison
of the results from the change of variables and superposition approaches provides the following conclusions:
(1) In the case of an instantaneous mass injection in an infinite domain, there is a general analytical solution
for time-varying velocity and dispersion coefficient. Therefore we could model, for instance, sinusoidallyvarying velocity with the accompanying time-varying dispersion coefficient. This is probably the preferable
approach when it is available because the actual data look more or less sinusoidal. (2) When we can compare
the sinusoidal case to the instantaneous square-wave case, we see that the solutions do not agree perfectly,
but they are not too far off. Therefore, the instantaneous square-wave approximation is acceptable when
the more general (sinusoidal) solution is not available. (3) There are further levels of simplification and
approximation, like assuming that the dispersion coefficient is not velocity-dependent, or choosing a single
constant value of velocity rather than a time-varying velocity. These further simplifications are reasonable
under some circumstances like breakthrough curves evaluated away from the instantaneous source, but not
so great under other circumstances like the breakthrough curves closer to the instantaneous source.
Based on the above conclusions, this study supports the hypothesis that bidirectional surface-water flow
will cause the spatial and temporal concentration distributions of a conservative contaminant in a control
segment to change significantly, as shown in concentration profile mismatches and multiple peak concentrations, such that the concentration distribution obtained by using an analytical model with the assumption
of equivalent unidirectional surface-water flow cannot replace the concentration distribution from a bidirectional flow transport model in a bidirectional surface-water flow system. Therefore, the spatial and temporal
concentration distributions predicted by analytical and numerical simulations with the assumption of equivalent unidirectional surface-water flow may overestimate the peak of concentration profiles and underestimate
the peaks of breakthrough curves resulting from an instantaneous release of a point source in streams and
rivers. Also, an analytical model with velocity-dependent dispersion coefficients should be used for estimat126

ing the spatial and temporal concentration distribution of a conservative contaminant in a control segment
more accurately.
In Chapter 5, The results of this study suggest the following conclusions. Our solutions for the mean
residence time as a function of the contaminant source location indicate that the equivalent unidirectional
model overestimates the mean residence times by over 15% for the contaminant sources located away from
the outlet of the control river segment. On the other hand, the bidirectional solutions with constant and
velocity-dependent dispersion coefficients provide similar estimates of the mean residence time regardless
of the source location. Our main conclusion is that for predicting mean residence time, it is important to use
the bidirectional model. For the considered (large) Peclet number, the bidirectional solution for the mean
residence time can be simplified by assuming a constant dispersion coefficient without compromising the
solution’s accuracy.
The effects of forward and reverse flows (positive and negative velocities, respectively) for bidirectional
surface-water flow on the remaining mass in the system are as expected; the forward flow decreases the mass
remaining in the control segment, but the reverse flow increases it over time. As the release point moves
downstream towards the outlet, the duration of the initial constant mass decreases quickly. The evolution
of the mass in the control segment from the two analytical models with constant dispersion coefficient and
velocity-dependent dispersion coefficients are almost identical.
This study indicates there is an overall decreasing trend of the mass remaining in the control segment;
even though there are ups and downs of the mass remaining in the segment due to bidirectional surface-water
flow. The equivalent unidirectional analytical solution is much simpler than the quasi-analytical bidirectional
solution and can be used for the design of remediation strategies and other applications where the errors of
15-20% are tolerable.
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CHAPTER 7
THE LIMITATIONS AND ADVANTAGES OF THE PROPOSED BIDIRECTIONAL MODELS

7.1

The limitations of the proposed bidirectional models by superposition and the change of variables methods

The proposed bidirectional flow transport models are the following limitations:
• In our models, we assume that the advection velocity (v) and dispersion coefficient (D) only depend on
time and do not vary in space. This imposes the following limitations:
– The cross-sectional area (A) must be constant in space.
– The dispersion coefficient (D) must be constant in space.
– The river must be nearly flat.
• We note that the constant velocity constraint could be relaxed if the volumetric flux Q(t) = A(x, t)v(x, t)
does not vary in space.
• Also, we assume that the transport is conservative, i.e., we do not consider any chemical reactions and
disregard mass exchange with river bed, groundwater, and air.
• Since we want to obtain an analytical solution, the variations of velocity in time must be described by a
function, i.e., sine function, step function, etc. If the functional form cannot be accurately fitted to the
time-varying velocity profile, then the velocity must be integrated numerically.
• The cross-sectional area within a river segment should be constant. However, a long stretch of river can
be separated into many segments with different cross-sectional areas as necessary to represent the entire
river better. The first segment must have an instantaneous source initial condition, and the rest of the
segments should have spatially-varying initial conditions, which can be handled by the superposition
method.
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• Since we are using a one-dimensional model, therefore, we disregard concentration variations in the
directions perpendicular to the flow direction.
• The solution obtained under the assumption that the domain is infinite breaks down for a control segment
located near the river mouth. Our solution for a finite domain should be used for such problems.

7.2

The advantages of the proposed bidirectional models

The proposed bidirectional flow transport models are the following advantages:
• When the assumptions listed above are valid, our analytical solutions can provide more accurate concentration profiles and histories than equivalent unidirectional analytical flow transport models and numerical models.
• They can predict multiple concentration peaks for concentration histories; however, the equivalent unidirectional model predicts only one concentration peak.
• They can be used for simplified (initial or approximate) analyses of various contaminant transport scenarios or alternative pollution scenarios, particularly for comparatively long spatial and time scales,
when sufficient data are not available to develop an extensive numerical model.
• They are useful for validating more comprehensive numerical transport models.
• Stability conditions for numerical solutions suggest that errors are not amplified as the computation
progresses; hence, the numerical models have to meet the Courant condition and diffusion number
(λ), which is defined to be λ =

D4t
4x

< 12 , not to oscillate. Also, the numerical models have numerical

dispersion, which are the effects of spatial and temporal discretization; even though there is no numerical
dispersion for the Synthetic Example 1 in Chapter 3, numerical solutions may require high-resolution
numerical methods such as TVD and Godunov schemes. However, the analytical models proposed
in this study do not have any stability criteria to meet or errors associated with spatial and temporal
discretization.
• They can be used for conducting sensitivity analyses to investigate the effects of numerous parameters
such as dispersion coefficient, or processes on contaminant transport in streams and rivers.
• They can be used for extrapolating results over large temporal and spatial scales where the solutions
from numerical models are almost impossible.
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• They can serve as screening models, providing standard solutions for more complicated transport processes that cannot be solved analytically.
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APPENDIX A
VERIFICATION OF ANALYTICAL SOLUTIONS FOR CONTAMINANT TRANSPORT
RESULTING FROM AN INSTANTANEOUS SOURCE BY THE SUPERPOSITION METHOD
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In[1]:=

(* verify that the solution Eq.(4.19) for the first flow reversal satisfies the differential equation
by substituting it into Eq.(4.1). for Lower Apalachicola River example *)
(* define variables *)
(* x0 = source location-m *)
x0 = - 11 420
(* a = x-sectional area-m2 *)
a = 32
(* d = dispersion coeff-m2 hr-1 *)
d1 = 29 585
d2 = 9320
(* m = mass-g *)
m = 5000
(* t1 = first flow reversal time-hour *)
t1 = 12
(* define velocities *)
(* v1 = forward velocity *)
v1 = 766
(* v2 = reverse velocity *)
v2 = - 283
(* L12 of Eq. (4.19) *)
l = t1 (v1 - v2)
(* A12 of Eq. (4.19) *)
a12 = d1 t1
(* define Eq. (4.19) *)

c[x_, t_] = m / (2 a Sqrt[Pi (a12 + d2 (t - t1))]) Exp

Out[1]=
Out[2]=

;

- 11 420

32

29 585

Out[4]=

9320

Out[5]=

5000

Out[6]=

12

Out[7]=

766

Out[9]=

4 (a12 + d2 (t - t1))

(* check if the solutions-Eq.(4.19) satisfies Eq. (4.1). *)
Simplify[D[c, t]  - v2 D[c, x] + D[D[c, x], x]]

Out[3]=

Out[8]=

- (l + v2 t - x + x0)2

- 283

12 588

Out[10]=

355 020

Out[12]=

True
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In[13]:=

(* verification of continuity of analytical solutions
at t1-first flow reversal time for Lower Apalachicola River example *)
(* define variables *)
(* x = location of evaluation-m *)
x = 3810
(* x0 = source location-m *)
x0 = - 11 420
(* a = x-sectional area-m2 *)
a = 32
(* d = dispersion coeff-m2hr-1 *)
d1 = 29 585
d2 = 9320
(* m = mass-g *)
m = 5000
(* t1 = first flow reversal time-hour *)
t1 = 12.0
(* define velocities *)
(* v1 = forward velocity *)
v1 = 766
(* v2 = reverse velocity *)
v2 = - 283
(* L12 term of Eq. (4.19) *)
l = t1 (v1 - v2)
(* a12 term of Eq. (4.19) *)
a12 = d1 t1
(* the constant of Eq. (4.6) *)

const0 = m 

2a

Pi d1 t1

(* the constant of Eq. (4.19) *)

const = m 

2a

Pi (a12 + d2 (t1 - t1))

(* check the solutions at t =
0.5 hr are the same for unidirectional and bidirectional equations. *)
c0 = const0 Exp

c1 = const Exp
Out[13]=
Out[14]=
Out[15]=

3810

- 11 420

- (v1 t1 - x + x0)2
4 d1 t1



- (l + v2 t1 - x + x0)2
4 (a12 + d2 (t1 - t1))



32

Out[16]=

29 585

Out[17]=

9320
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Out[18]=

5000

Out[19]=

12.

Out[20]=

766

Out[21]=
Out[22]=

- 283

12 588.

Out[23]=

355 020.

Out[24]=

0.0739756

Out[25]=

0.0739756

Out[26]=

Out[27]=

5.24239 × 10-13
5.24239 × 10-13
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(* verification of boundary conditions for analytical solutions Lower Apalachicola River example *)
(* define variables *)
(* x = location of evaluation-m *)
(* x0 = source location-m *)
x0 = - 11 420
(* a = x-sectional area-m2 *)
a = 32
(* d = dispersion coeff-m2hr-1 *)
d1 = 29 585
d2 = 9320
(* m = mass-g *)
m = 5000
(* t1 = the first flow reversal time-hour *)
t1 = 12
(* t = evaluation time-hour *)
t = 18
(* define velocities *)
(* v1 = forward velocity *)
v1 = 766
(* v2 = reverse velocity *)
v2 = - 283
(* L12 term of Eq. (4.19) *)
l = t1 (v1 - v2)
(* A12 term of Eq. (4.19) *)
a12 = d1 t1
(* the constant of Eq. (4.19) *)

const = m 

2a

Pi (a12 + d2 (t - t1))

(* check infinite boundary conditions are to be zeros. *)
Limitconst Exp

- (l + t v2 - x + x0)2

4 (a12 + d2 (t - t1))

, x  ∞
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Limitconst Exp

- (l + t v2 - x + x0)2

4 (a12 + d2 (t - t1))

, x  - ∞
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Out[ ]=

- 11 420

32
Out[ ]=

29 585
Out[ ]=

9320
Out[ ]=

5000
Out[ ]=

12
Out[ ]=

18
Out[ ]=

766
Out[ ]=

Out[ ]=

- 283

12 588
Out[ ]=

355 020
Out[ ]=
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Verification_LAR_BC_rev1.nb

125
48
Out[ ]=

5

2283 π

0
Out[ ]=

0
Out[ ]=
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APPENDIX B
VERIFICATION OF ANALYTICAL SOLUTIONS FOR CONTAMINANT TRANSPORT
RESULTING FROM AN INSTANTANEOUS SOURCE BY THE CHANGE OF VARIABLES
TECHNIQUE
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(* verify that the solution Eq.4.62 for the first flow reversal 12 hours satisfies the differential equation
by substituting it into Eq.(4.45). for Lower Apalachicola River example *)
(* define variables *)
(* a = x-sectional area-m2 *)
a = 32
(* xc = location of plume (m) at 12 hours from the revised MATLAB model *)
xc = - 2280.44999999997
(* d = time-averaged dispersion coeff for squarewave approachm2 hr-1 at 12 hrs from the revised MATLAB model*)
d = 29 221.8176515762
(* m = mass-g *)
m = 5000
(* v = velocity mhr at 12 hrs for square-wave approach*)
v = 241.5
(* define Eq. 4.62 *)
c[x_, t_] = m  2 a Sqrt[Pi t d] Exp

- (x - xc)2

;
4 td
(* check if the solutions-Eq.4.62 satisfies Eq. (4.45). *)
Simplify[D[c, t] ⩵ - v D[c, x] + d D[D[c, x], x]]

Out[1]=

32

Out[2]=

- 2280.45

Out[3]=

29 221.8

Out[4]=

5000

Out[5]=

12

Out[6]=

241.5

Out[8]=

True
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In[9]:=

(* verification of boundary conditions for analytical solutions for
the first flow reversal 12 hours- Lower Apalachicola River example *)
(* define variables *)
(* x = location of evaluation-m *)
(* a = x-sectional area-m2 *)
a = 32
(*xc=location of plume (m) at 18 hours from the revised MATLAB model*)
xc = - 3952.22499999998
(*d=time-averaged dispersion coeff for squarewave approachm2 hr-1 at 18 hrs from the revised MATLAB model*)
d = 22 624.4423969777
(*m=mass-g*)
(* m = mass-g *)
m = 5000
(* t = evaluation time-hour *)
t = 18
(* define velocities *)
(* v1 = forward velocity at 18 hrs *)
v1 = 766
(* the constant of Eq. 4.62 *)
const = m  2 a

Pi t d



(* check infinite boundary conditions are to be zeros. *)
- ( x - xc)2
, x → ∞
Limitconst Exp
4 td
- ( x - xc)2
Limitconst Exp
, x → - ∞
4 td
Out[9]=

32

Out[10]=

- 3952.22

Out[11]=

22 624.4

Out[12]=

5000

Out[13]=

18

Out[14]=

766

Out[15]=

0.0690701

Out[16]=

0.

Out[17]=

0.
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APPENDIX C
PYTHON CODE FOR THE ANALYTICAL MODELS BY THE SUPERPOSITION METHOD
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APPENDIX D
MATLAB CODE FOR THE LAGRANGIAN MODEL
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%%%
%%% Main program to generate breakthrough curves using Lagrangian approach
%%% proposed by Jeff Cunningham
%%%
xeval = -2400; % evaluation distance in meters
caltime = 120;
% total calculation time in hours
t_bt = 1:caltime;
% define time in hours
tlength = length(t_bt);
C_square_bt = ones([tlength, 1]);
D_savg = ones([tlength, 1]);
% sinusoidal approach
C_sinusoidal_bt = ones([tlength, 1]);
% call the function
for i = 1:tlength
[C_bc, C_sin_bc, D_square_avg] = Quanghee(i, xeval);
C_square_bt(i)= C_bc;
C_sinusoidal_bt(i)= C_sin_bc;
D_savg(i) = D_square_avg;
end
%%% write concentration histories for sqare-wave approach
fileID = fopen('bc_square_JC.txt','w');
for i = 1:tlength
fprintf(fileID,'%10d %12.8f %10.5f\n', t_bt(i), C_square_bt(i), ...
D_savg(i));
end
fclose(fileID);
%%% write concentration histories for sinusoidal approach
fileID = fopen('bc_sinusoidal_JC.txt','w');
for i = 1:tlength
fprintf(fileID,'%10d %12.8f %10.5f\n', t_bt(i), C_sinusoidal_bt(i));
end
fclose(fileID);
%%% generate graphs
figure(1);
orient('LandScape');
set(1, 'PaperPosition', [1.0 1. 9. 6.5]);
plot(t_bt, C_square_bt, 'LineWidth', 1.5);
grid on;
xlabel('t (hours)');
ylabel('concentration (mg/L)');
set(gca, 'FontSize', 14);
% title(['Concentration histories for time-dependent velocity: '...
%
'square-wave (instantaneous) vs sinusoidal approach']);
hold on;
plot(t_bt, C_sinusoidal_bt, '--', 'LineWidth', 1.5);
legend(' square-wave approach', ' sinusoidal approach');
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hold off;
function [C_bc, C_sin_bc, D_square_avg] = Quanghee(time, xeval)
%%%%
%%%%
The input parameter 'time' is the time of interest, measured in hr
%%%%

%%%%
%%%%
Some constants and preliminary stuff
%%%%
x = -12420 : 12420;
% length of the river
xlength = length(x);
% number of x points
dt = 0.1;
% time interval, in hours
t = 0 : dt : time;
% time, in hours
veclength = length(t); % number of time points
interval = 12;
% time interval, in hours
v_forward = 766;
% velocity, m/hr
v_reverse = -283;
% velocity, m/hr
v_avg = 0.5*(v_forward + v_reverse);

%%%%
%%%%
velocity profile for instantaneous switches
%%%%
i.e., "square wave" velocity history
%%%%
v_square = ones([veclength, 1])*v_avg;
for i = 1:veclength
% after 96 hrs, forward flow occurs until the end (120 hrs) of calcs
if i > 960
v_square(i) = v_forward;
else
temp = mod(t(i)/interval, 2);
if (temp>0)&&(temp<1)
v_square(i) = v_forward;
elseif (temp>1)&&(temp<2)
v_square(i) = v_reverse;
end
end
end
% figure(1);
% plot(t, v_square);

%%%%
%%%%
%%%%

sinusoidal velocity profile
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% amplitude = 0.5*(v_forward - v_reverse);
% v_sinusoidal = v_avg + amplitude*sin(pi*t/interval);
% using max velocity
v_for_max = 1400;
v_rvs_min = -500;
v_avg_max = 0.5*(v_for_max + v_rvs_min);
amplitude = 0.5*(v_for_max - v_rvs_min);
v_sinusoidal = v_avg_max + amplitude*sin(pi*t/interval);
%hold on;
%plot(t, v_sinusoidal);
% hold off;

%%%%
%%%%
injection of mass
%%%%
x0 = -11420;
% point of injection, m
M = 5000;
% mass injected, g
A = 32.0;
% cross-sectional area, m2

%%%%
%%%%
dispersion coefficient
%%%%
g = 9.81*3600*3600;
% m/hr^2
s = 0.0004;
H = 0.25;
% depth, m
B = 43.;
% width, m
u_star = sqrt(g*H*s);
D_square = H*u_star*17.648*((B/H)^0.3619)*((abs(v_square)/u_star).^1.16);
D_sinusoidal = H*u_star*17.648*((B/H)^0.3619)* ...
((abs(v_sinusoidal)/u_star).^1.16);
%
%
%
%
%

figure(2);
plot(t, D_square);
hold on;
plot(t, D_sinusoidal);
hold off;

%%%%
%%%%
Jeff's method, step 1:
%%%%
Find the location of the plume at given time
%%%%
x_center = x0;
for i = 2:veclength
x_center = x_center + dt*0.5*(v_square(i-1) + v_square(i));
% sinusoidal approach
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x_center_sin = x_center + dt*0.5*(v_sinusoidal(i-1) + v_sinusoidal(i));
end

%%%%
%%%%
Jeff's method, step 2:
%%%%
Find the time-averaged value of D
%%%%
D_square_avg = sum(D_square)/veclength;
D_sinusoidal_avg = sum(D_sinusoidal)/veclength;

%%%%
%%%%
Jeff's method, step 3:
%%%%
Plot the concentration profile at given time
%%%%
C_square = (M/(2*A*sqrt(pi*D_square_avg*time))) * exp(-(x-x_center).^2 ...
/ (4*D_square_avg*time));
C_sinusoidal = (M/(2*A*sqrt(pi*D_sinusoidal_avg*time))) * ...
exp(- (x-x_center_sin).^2 / (4*D_sinusoidal_avg*time));
%%% determine output concentration values at given time
for i = 1:xlength
if x(i) == xeval
C_bc = C_square(i);
C_sin_bc = C_sinusoidal(i);
end
end

end
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