Abstract The paper studies the relationship between logic programs with the stable model semantics and difference logic recently considered in the Satisfiability Modulo Theories framework. Characterizations of stable models in terms of level rankings are developed building on simple linear integer constraints allowed in difference logic. Based on the characterizations translations are devised which map normal programs to difference logic formulas capturing stable models of a program as satisfying valuations of the resulting formula. The translations make it possible to use a solver for difference logic to compute stable models of logic programs.
Classical propositional logic has been used in a similar way to solve search problems in areas like planning and computed aided verification [7, 16, 17] . There is a close relationship between stable models of (propositional) logic programs and models of classical propositional logic. Clark [6] has proposed a mapping of a logic program to a set of classical formulas (completion of the program) and it has been shown that for a wide class of programs, where rules involving recursively defined atoms are not allowed, stable models of a program coincide with the classical models of its completion [11, 12] . Ben-Eliyahu and Dechter [3] have developed a polynomial size translation which is capable of translating also recursive rules to propositional logic such that classical models of the translation correspond to stable models of the original program. However, the correspondence between classical models and stable models is not one-to-one but there can be multiple classical models for a stable model. Other polynomial size mappings have been developed, see for example [21] . An alternative approach is to use incremental translations based on loop formulas [18, 22] . However, these translations are exponential in the worstcase [20] . The work by Janhunen [14, 15] seems to provide the most compact translation of normal programs to propositional clauses which guarantees a one-toone correspondence between the stable models of a program and classical models of its translation. The size of the translation is O(m log n) where m is the length of the program and n is the number of atoms in the program. Translations to propositional logic can be used to implement stable model computation using software tools for solving propositional satisfiability (SAT) problems which have advanced very rapidly in recent years (see, for example, http://www.satcompetition.org/). Consequently, there has been a considerable effort to develop systems based on SAT solvers, for example, using incremental translations based on loop formulas [18, 22] or compact direct translations [14, 15] .
In recent years extensions of the SAT problem have been studied quite extensively, in particular, in the SMT (Satisfiability Modulo Theories) framework [4, 28] . In this paper we consider an extension of SAT called difference logic where propositional logic is extended by allowing simple linear constraints of the form x i + k ≥ x j where x i , x j are integer variables and k is an integer constant. Difference logic is interesting because such linear constraints enable to express differences x j − x i ≤ k which are useful in various applications and because efficient implementation techniques are becoming available in the SMT framework [8, 27] . Regular SMT competitions (http://www.smtcomp.org/) have accelerated the development of solvers considerably in recent years. The competitions have included explicit problem divisions for difference logic making it possible to compare the performance of solvers directly on difference logic. This paper studies the relationships between logic programs with the stable model semantics and difference logic with the aim to pave the way for a more extensive integration of SMT and other constraint satisfaction technique and ASP methods, in line with work started, e.g., in [2, 25] .
The rest of the paper is organized as follows. In Section 2 we review basic concepts of normal logic programs and the stable model semantics. Section 3 introduces difference logic and Section 4 develops new characterizations of stable models using linear constraints allowed in difference logic. Section 5 then presents translations of logic programs to difference logic based on the characterizations such that stable models of a program correspond to satisfying valuations of its translation.
Stable models
We consider normal propositional logic programs with the stable model semantics [13] . Such programs consist of normal rules of the form
where each a, b i , c j is a ground atom. Given a rule r of the form (1) − (r). We write At(P) for the set of atoms that appear in a program P. Models of a program are subsets of At(P). A set of atoms M is said to satisfy an atom a if a ∈ M and a negative literal not a if a ∈ M (denoted by M |= a and M |= not a,
Stable models of a program are sets of atoms which satisfy all the rules of the program and are justified by the rules. This is captured using the concept of a reduct. For a program P and a set of atoms M, the reduct P M is defined by
The reduct P M does not contain any negative literals and, hence, has a unique subset minimal set of atoms satisfying it.
Definition 1 A set of atoms M is a stable model of a program P iff M is the unique minimal set of atoms satisfying P M .
We also employ a related concept of a supported model [1] . A set of atoms M is a supported model of a program P iff M |= P and for every atom a ∈ M there is a rule r ∈ P such that H(r) = a and M |= B(r). We define for any program P and M ⊆ At(P), the set of support rules P M = {r ∈ P | M |= B(r)}. Any stable model M ⊆ At(P) of a normal logic program P is also a supported model of P but the converse does not hold in general [23] .
Difference logic
In this paper we investigate the relationship of normal logic programs and difference logic as presented, e.g., in [27] . Let P = {p 1 , p 2 , . . . , p n } be a set of propositional atoms and X = {x 1 , x 2 , . . . , x m } a set of integer variables. The set of atomic formulas of difference logic consists of propositions in P and linear constraints of the form x i + k ≥ x j where k is an arbitrary integer constant and x i , x j ∈ X . The set of difference logic formulas F is the smallest set that contains the atomic formulas and is closed under negation (¬) and conjunction (∧). Other Boolean connectives (∨, →, ↔) can be defined in the usual way in terms of ¬ and ∧, for example, φ 1 → φ 2 is a shorthand for ¬(φ 1 ∧ ¬φ 2 ). Hence, for instance,
is a formula in difference logic.
A valuation τ consists of a pair of functions τ P : P → {⊥, } and τ X : X → Z where Z is the set of integers. A valuation is extended to all formulas in F by defining
and applying the usual rules for the Boolean connectives. A formula φ ∈ F is satisfied by a valuation τ iff τ (φ) = and a set of formulas is satisfied by a valuation if every formula in the set is. For example, given a valuation τ where
As difference logic contains classical propositional logic as a special case, it is easy to see that given a formula φ ∈ F , the satisfiability problem (deciding whether there is a satisfying valuation for φ) is NP-complete. See, for example, [8, 27] for SMT based techniques for solving the satisfiability problem.
Characterizing stable models using linear constraints
In this section we develop characterizations of stable models where the idea is to use simple linear constraints of the form x i + k ≥ x j allowed in difference logic. First, we define the notion of a level ranking of a model as a mapping from the atoms in the model to natural numbers satisfying a particular ranking constraint and show how stable models can be captured in terms of such rankings. A similar characterization of stable models for ground programs has been discussed in [10] and generalized to programs with variables in [12] based on well-founded partial orders. Such a characterization has also been employed in [3] to translate logic programs to propositional logic such that stable models of a program correspond to classical models of its translation. It should be noticed that level rankings do not characterize stable models uniquely and then, for example, when using the translation in [3] there can be multiple corresponding classical models of the translation for a stable model of the original program. We use the characterization based on level rankings as a starting point which is then extended to obtain a tighter notion of rankings, strong level rankings, which are shown to be unique for each stable model.
Definition 2
Let M be a set of atoms and P a normal program. A function lr : M → N is a level ranking of M for P iff for each a ∈ M, there is a rule r ∈ P M such that H(r) = a and for every b ∈ B + (r), lr(a) − 1 ≥ lr(b ).
In earlier work [10, 12] it is established that for a supported model a level ranking guarantees that the model is stable. We give an alternative proof of this result where we use the T P (·) operator to construct a tight level ranking for a model. This ranking is employed later in the paper in the proof of Theorem 2.
Theorem 1 Let M be a supported model of a finite normal program P. Then M is a stable model of P iff there is a level ranking of M for P.
Proof Let M be a supported model of P.
(⇒) Suppose M is a stable model of P. We can construct a level ranking lr of M for P using the T P M (·) operator which is defined for a program P as T P (I) = {H(r) | r ∈ P, I |= B(r)}. For this operator define
and for i = 0, 1, 2, . . .
Now we assign lr(a)
which implies that lr is a level ranking. (⇐) Suppose there is a level ranking lr of M for P. We show that then M is the minimal model of P M which implies that M is a stable model of P. As M is a model of P, it is a model of P M . Assume that there is a set of atoms M ⊂ M such that M |= P M . Consider now an atom a ∈ M − M with the smallest level ranking lr(a). As M is a supported model, there is a rule r in P such that H(r) = a and M |= B(r) and for every
This implies that M is not a model of P M , a contradiction. Hence, M is the minimal model of P M which implies that M is a stable model of P.
It should be noticed that for a stable model there can be multiple level rankings.
Example 1 Consider a program
For mapping logic programs to difference logic we are interested in finding a tighter connection between rankings and stable models such that for each stable model there is a unique corresponding ranking. Such a ranking can be obtained by adding two further conditions on level rankings. Such rankings satisfying the two additional requirements are called strong level rankings.
Definition 3
Let M be a set of atoms and P a normal program. A function lr : M → N is a strong level ranking of M for P iff for each a ∈ M the following conditions hold:
1. There is a rule r ∈ P M such that H(r) = a and for every
If there is a rule r ∈ P M such that H(r) = a and B + (r) = ∅, then lr(a) = 1. 3. For every rule r ∈ P M such that H(r) = a and B + (r) = ∅, there is some b ∈ B + (r) with lr(b ) + 1 ≥ lr(a).
Consider again Example 1. The ranking lr 1 is not a strong level ranking of M for P because of the rule p 3 ← p 1 , for which lr
However, lr 2 is a strong level ranking.
It turns out the each stable model has a strong level ranking. In fact, the construction in the proof of Theorem 1 produces a strong level ranking of a stable model.
Theorem 2 Let M be a supported model of a normal program P. Then M is a stable model of P iff there is a strong level ranking of M for P.
(⇒) Suppose M is a stable model of P. We show that the level ranking lr produced by the construction in the proof of Theorem 1 is a strong level ranking. For this it remains to show that also Conditions 2 and 3 in Definition 3 are satisfied by lr. Condition 2 holds because if there is a rule r ∈ P M such that H(r) = a and B + (r) = ∅, then clearly a ∈ T P M ↑1 = T P M (∅) and then lr(a) = 1. To show that Condition 3 holds consider a ∈ M. Then for some i, a ∈ T P M ↑i but a ∈ T P M ↑(i − 1) and lr(a) = i. Take a rule r ∈ P M such that H(r) = a and B + (r) = ∅ but assume that for all
, a contradiction. Hence, there is some b ∈ B + (r) with lr(b ) + 1 ≥ lr(a) and Condition 3 holds for every a ∈ M. (⇐) If there is a strong level ranking of M for P, then it is a level ranking and, hence, by Theorem 1 M is a stable model of P.
Moreover, strong level rankings are unique.
Proposition 1 Let M be a supported model of a finite normal program P. If there is a strong level ranking of M for P, then the ranking is unique.
Proof Assume that there are two strong level rankings lr 1 and lr 2 of M for P. We show by induction on k that for every a ∈ M, lr 1 (a) = k iff lr 2 (a) = k.
(k = 1) First we observe that for any strong level ranking lr and for any a ∈ M, lr 1 (a) = 1 iff there is a rule r ∈ P M such that H(r) = a and B + (r) = ∅. From right to left this is implied directly by Condition 2 and the other direction by Condition 1 as if there is no rule r ∈ P M such that H(r) = a and B + (r) = ∅, then lr 1 (a) > 1 as a ∈ M. Hence, for every a ∈ M, lr 1 (a) = 1 iff lr 2 (a) = 1. 
So we have established that
holds.
On the other hand, as lr 2 is a strong level ranking and a ∈ M, there is a rule r ∈ P M with H(r) = a and for all b ∈ B + (r),
By (2) and (3) 
and for all r ∈ P M ,
where max ∅ = 0 to cover rules r with B + (r) = ∅.
Level numberings differ from level rankings as they are defined using the concepts of minimum and maximum of a set of integers and also involve rules in addition to atoms. In contrast to this, (strong) level rankings are defined using simple linear constraints which are directly available in difference logic enabling a compact mapping of the (strong) level ranking conditions to difference logic formulas. Moreover, level rankings refer only to the atoms of the program. However, a strong level ranking induces a numbering on the rules that coincides with the level numbering. 
Then if lr is a strong level ranking of M for P, then for each atom a ∈ M it holds that
Proof Let lr be a strong level ranking of M for P. Consider an atom a ∈ M. Then there is a rule r ∈ P M such that H(r) = a and for every
By Condition 3 for every rule r ∈ P M such that H(r) = a and B + (r) = ∅ there is b ∈ B + (r) with lr(b ) + 1 ≥ lr(a). Hence, max{lr(b ) | b ∈ B + (r)} + 1 ≥ lr(a) and, thus, lr(r) ≥ lr(a). Hence,
Then by (7) and (8) lr(a) = min{lr(r) | r ∈ P M , H(r) = a}.
Theorem 3 Every strong level ranking when extended to rules as in (6) is a level numbering and every level numbering when restricted to atoms is a strong level ranking.
Proof Let lr be a strong level ranking. Extend this ranking to rules as given in (6) . Then by Lemma 1 it is a level numbering as defined in Definition 4. Let # by a level numbering. We show that when restricting the mapping # to atoms a strong level ranking is obtained by establishing that Conditions 1-3 for strong level rankings hold.
Let a ∈ M. Then #a = k for some k. Consider the rule r ∈ P M with a = H(r) such that #r = k. For this rule for every b ∈ B + (r), #r − 1 ≥ #b by construction and, hence, #a − 1 = #r − 1 ≥ #b , for every b ∈ B + (r). Thus, Condition 1 holds. Condition 2 holds because if there is a rule r ∈ P M such that H(r) = a and B + (r) = ∅, then #r = 1 and #a = 1.
Consider a rule r ∈ P M such that H(r) = a and B + (r) = ∅. Then there is some b ∈ B + (r) such that #r = #b + 1 and, hence, #b + 1 = #r ≥ #a. Hence, also Condition 3 holds.
In [14, 15] level numberings are used as the basis of a compact mapping of logic programs to classical propositional formulas in such a way that classical models correspond directly to stable models of the original program. The result above shows that strong level rankings can be used in a similar way but less integer variables are needed as rankings of rules can be eliminated.
Exploiting strongly connected components
We end the section by showing how stable models can be characterized using fewer linear constraints by exploiting the positive dependency graph of the program and its strongly connected components. A similar approach is also used in [14] to achieve a compact translation from normal rules to propositional clauses. The positive dependency graph G P of a normal program P has as its nodes the set of atoms in P and as edges each pair ( p, q) such that there is a rule r ∈ P with H(r) = p and q ∈ B + (r). The strongly connected components (SCCs) of G P partition the nodes of the graph in maximal sets of atoms such that for every two atoms in a SCC one atom is reachable from the other and vice versa in G P . We denote by SCC(a) the set of atoms in the SCC including a and call a SCC consisting of a single atom trivial. For a program P, we denote by NT(P) the set of atoms in the non-trivial SCCs, i.e., NT(P) = {a ∈ At(P) | SCC(a) = {a}}.
Example 2 Consider the program P:
The positive dependency graph of this program is given in Fig. 1 . It has only one non-trivial SCC {c, d} and three trivial SCCs {a}, {b }, and {e}. Hence, NT(P) = {c, d}.
In the proofs we exploit the fact that the SCCs of a program can be ordered in a sequence
such that for all i = 1, 2, . . . , there is no edge in the positive dependency graph G P from an atom in S i to an atom in S j with j > i. For instance, the SCCs in Example 2 can be ordered in this way in a sequence: {c, d}, {a}, {b }, {e}. In order to simplify the treatment slightly we assume that programs have been simplified by removing all rules with H(r) ∈ B + (r). Such tautological rules can be eliminated without changing the set of stable models. Now level rankings can be defined with fewer linear constraints by exploiting the SCCs of the program.
Definition 5
Let M be a set of atoms and P a normal program. A function lr : M ∩ NT(P) → N is a SCC level ranking of M for P iff for each a ∈ M ∩ NT(P) there is a rule r ∈ P M such that H(r) = a and for every b ∈ B + (r) ∩ SCC(a), lr(a) − 1 ≥ lr(b ).
Also in this case if a supported model has a SCC level ranking, then it is a stable model. 
Theorem 4 Let M be a supported model of a finite normal program P. Then M is a stable model of P iff there is a SCC level ranking of M for P.

Proof
(⇒) Suppose M is a stable model of P. We can construct a SCC level ranking lr of M for P using the construction in the proof of Theorem 1 by processing the SCCs in a sequence (9) . In particular, given a non-trivial SCC S l in the sequence, take the rules P(S l ) = {r ∈ P | H(r) ∈ S l }, simplify P(S l ) by removing rules with a ∈ (B + (r) ∩ (S 1 ∪ · · · ∪ S l−1 )) − M and removing positive body atoms a ∈ M ∩ (S 1 ∪ · · · ∪ S l−1 ) from the remaining rules and then taking the reduct w.r.t. M to obtain the program P (S l )
M . Then we assign lr(a)
We can show by induction on i = 1, 2, . . . that for all a ∈ S i , if a ∈ M ∩ NT(P), there is a rule r ∈ P M such that H(r) = a and for every b ∈ B + (r) ∩ SCC(a), lr(a) − 1 ≥ lr(b ) using the approach in the proof of Theorem 1. (⇐) Given a level ranking we can show that a supported model is a stable model as in the proof of Theorem 1 arguing again inductively on the sequence of SCCs
Similarly, we can define strong level rankings by focusing on atoms in non-trivial SCCs.
Definition 6
Let M be a set of atoms and P a normal program. A function lr : M ∩ NT(P) → N is a strong SCC level ranking of M for P iff for each a ∈ M ∩ NT(P) the following conditions hold:
1. There is a rule r ∈ P M such that H(r) = a and for every b ∈ B + (r) ∩ SCC(a), lr(a) − 1 ≥ lr(b ). 
Theorem 5 Let M be a supported model of a normal program P. Then M is a stable model of P iff there is a strong SCC level ranking of M for P.
Proof (⇒) This direction can be established by induction on the sequence (9) of SCCs using the technique in the proof of Theorem 2. (⇐) If there is a strong SCC level ranking of M for P, then it is a SCC level ranking and, hence, by Theorem 2 M is a stable model of P.
Also strong SCC level rankings are unique.
Proposition 2 Let M be a supported model of a finite normal program P. If there is a strong SCC level ranking of M for P, then the ranking is unique.
Proof The proposition can be established by induction on a sequence (9) of SCCs using the technique in the proof of Proposition 1.
Translating logic programs to difference logic
Using the characterization in Theorem 1 we develop mappings from logic programs to difference logic such that stable models of a program are captured by the valuations of the resulting difference logic formula. We start by presenting a mapping T diff (P) based on level rankings and then show how it can be extended to exploit strong level rankings and the SCC structure of the program. The mapping T diff (P) of a logic program P to difference logic based on level rankings consists of two parts: the standard Clark's completion CC(P) [6] of P and ranking constraints R(P).
The completion CC(P) consists of the set of following formulas for each atom a ∈ At(P):
-if a does not appear as the head of any rule in P, the formula ¬a is included and if there is a rule having a as the head but the body empty, the formula a is added. -Otherwise the formula
is included for an atom a which has k ≥ 1 rules of the form (1) and, furthermore, for each such rule (1) the formula The translation of a program P to difference logic is the set of the formulas T diff (P) = CC(P) ∪ R(P). It turns out that there is a close correspondence between the satisfying valuations of T diff (P) and the stable models of P.
Theorem 6 Let P be a finite normal program. (i) If a set of atoms M is a stable model of P, then there is a satisfying valuation τ of
is a stable model of P.
Proof
(i) If M is a stable model of P, then it is a supported model of P and, hence, gives a satisfying valuation τ for the completion CC(P). By Theorem 1 there is a level ranking lr of M. If we set for every atom a ∈ M, τ X (x a ) = lr(a), then it can be shown straightforwardly that the resulting valuation τ satisfies also R(P) and, hence, T diff (P) such that M = {a ∈ At(P) | τ (a) = }.
(ii) If there is a satisfying valuation τ of T diff (P), then M = {a ∈ At(P) | τ (a) = } is a supported model of P as τ satisfies CC(P). It can be established that if atoms a ∈ M are mapped to natural numbers lr(a) according to their valuations τ X (x a ), this gives a level ranking of M for P because τ also satisfies R(P). Then by Theorem 1 M is a stable model of P.
Example 3 Consider a program P:
The completion CC(P) is
q ↔ p ∧ ¬r and the ranking constraints R(P) are
The translation T diff (P) has a satisfying valuation τ where τ ( p) = τ (q) = ⊥ and, hence, P has a stable model {}. Notice that there is no satisfying valuation τ where τ ( p) = τ (q) = because then in that valuation also τ (x p − 1 ≥ x q ) = τ (x q − 1 ≥ x p ) = should hold which is impossible. Theorem 6 implies that by employing the translation we can compute stable models using a solver for difference logic. If we want to employ the characterization based on strong level rankings in Theorem 2, it is enough to extend the translation with formulas capturing Conditions 2 and 3 in Definition 3.
The set of formulas R S (P) capturing the additional requirements of strong level rankings includes for every atom a: -for each rule r i with H(r i ) = a and B + (r i ) = ∅, the formula
where z is a new integer variable used in all of these rules, 1 bd i a is the new atom introduced for this rule in CC(P) and x b s are integer variables associated to each atom b in the program introduced in R(P).
1 Condition 2 is not expressed exactly as stated in Definition 3 because equality to a constant cannot be conveniently expressed in difference logic. However, the formula included guarantees that satisfying valuations correspond to stable models uniquely up to the starting level of the ranking as will be explained below.
The set of formulas R S (P) can be added to the translation T diff (P) without compromising the correctness by Theorem 2.
Corollary 1 Let P be a finite normal program.
(i) If a set of atoms M is a stable model of P, then there is a satisfying valuation τ of
The effect of adding R S (P) is that the family of satisfying valuations is limited considerably. In particular, satisfying valuations correspond to stable models uniquely up to the starting level of the ranking, i.e., for a stable model M of P there is a satisfying valuation τ of T diff (P) ∪ R S (P) which is unique up to the level ranking assigned to atoms in M supported with rules having no positive body literals. This means that in τ the part τ P assigning truth values to propositional atoms is unique and the part τ X evaluating the integer variables x b such that b ∈ M is unique up to the value assigned to the variable z and, hence, to every x a for an atom a having a supporting rule r with H(r) = a and B + (r) = ∅.
Exploiting strongly connected components
The translations presented above can be condensed using SCC level rankings. For describing the approach it is convenient to separate recursive and non-recursive rules for an atom a ∈ NT(P) and to employ the concept of external support. We define the set of recursive rules for an atom a by RR(a) = {r ∈ P | H(r) = a, B + (r i ) ∩ SCC(a) = ∅} and non-recursive rules by nonRR(a) = {r ∈ P | H(r) = a, B + (r i ) ∩ SCC(a) = ∅}. Hence, RR(a) is the set of those rules defining a which contain positive body literals belonging to the same SCC as a, i.e., body literals which are defined recursively in terms of a. Then nonRR(a) are the rest of the rules defining a.
Example 4 For the program P in Example 2 the set of recursive rules RR(c) for the atom c is External support for an atom a is formalized by introducing a new propositional atom ext a which is true in a valuation satisfying the completion exactly when the body of at least one of the non-recursive rules in nonRR(a) is satisfied.
Using SCC level rankings the set of required ranking constraints can be reduced considerably because it is sufficient to state ranking constraints only on atoms NT(P) in non-trivial SCCs and recursive rules. This means, for example, that for programs without any recursive rules no ranking constrains are needed.
Hence, the ranking constraints R(P) contain for each atom a ∈ NT(P), the formulas
where x b s are integer variables associated to each atom b in NT(P). 2 For an atom a ∈ NT(P) the constraint requires that if a is true in a valuation, then it has external support or there is some supporting recursive rule where the recursively defined positive body literals satisfy the ranking condition.
The set of formulas capturing the additional requirements for strong level rankings R S (P) includes for every atom a ∈ NT(P),
-the formula
-and for each rule r i ∈ RR(a), the formula
where Formula (12) corresponds to Condition 2 in Definition 3 and (13) to Condition 3 stating that for each supporting recursive rule for a there is a recursively defined body literal b whose ranking is at most one smaller than that of a.
It can be shown that the set of formulas CC(P) ∪ R(P) ∪ R S (P) simplified by exploiting SCCs as described above captures stable models similarly as stated in Corollary 1. 2 If nonRR(a) = ∅, then for (10) the formula ¬ext a is used.
Notice that NT(P) = {c, d} and there only three recursive rules. Hence, the ranking constraints R(P) are ¬ext c c → ext c ∨ bd e }, respectively. They correspond to the supported models M 1 = {b , c, d}, M 2 = {a, c, d} and M 3 = {e}, respectively. However, there is no satisfying valuation of the translation CC(P) ∪ R(P) ∪ R S (P) corresponding to M 1 . If all atoms in M 1 are assigned , then τ (ext c ) = τ (ext d ) = ⊥ and, hence, because the ranking constraints R(P) need to be satisfied, τ (x c − 1 ≥ x d ) = and τ (x d − 1 ≥ x c ) = hold, which is impossible. However, the supported models M 2 and M 3 are stable models as there are satisfying valuations of the translation CC(P) ∪ R(P) ∪ R S (P) corresponding to them.
Conclusions
The paper studies the relationship between normal logic programs with the stable model semantics and difference logic. We devise characterizations of stable models using level rankings and strong level rankings which are based on simple linear integer constraints of the form x i + k ≥ x j allowed in difference logic. Based of the characterizations we develop translations of normal programs to difference logic which capture stable models of a program as satisfying valuations of the resulting difference logic formula.
There are several interesting topics of further research. The translations to difference logic open up the possibility of using difference logic solvers to compute stable models and experimental work is needed to evaluate the potential of this approach. The translation makes it possible to embed rule based reasoning directly into SMT systems that support difference logic. This could be a promising way to integrate ASP and SMT techniques. The translations developed in the paper provide a basis for embedding normal logic program rules to the SMT framework. However, unless the polynomial hierarchy collapses, the approach developed here cannot be directly extended to disjunctive rules with the stable model semantics because the complexity and expressivity of disjunctive programs is higher than that of difference logic.
