The performance of simulated annealing (S-A) in nonlinear kinetic parameter estimation was studied and compared with the classical Levenberg Á/Marquardt (L Á/M) algorithm. Both methods were tested in the estimation of kinetic parameters using a set of three kinetic models of progressively higher complexity. The models describe the catalytic wet air oxidation of phenol carried out in a small-scale trickle bed reactor. The first model only considered the phenol disappearance reaction, while the other two included oxidation intermediate compounds. The number of model parameters involved increased from 3 to 23 and 38, respectively, for the three models. Both algorithms gave good results for the first model, although the L Á/M was superior in terms of computation time. In the second case the algorithms achieved convergence, but S-A resulted in a better criterion and kinetic parameters with physical meaning. In the more complex model, only S-A was capable of achieving convergence, whereas the L Á/M failed. For the second and third model the solution of S-A could be further improved, when used as an initial guess for the L Á/M algorithm. #
Introduction
Chemical process design and simulation requires precise knowledge of kinetic parameters. In general, they are obtained by fitting a set of experimental data obtained at specific operation conditions to a rate equation. The simplest approach to this problem, as presented by several classical chemical reactor design textbooks (Fogler, 1992; Froment & Bischoff, 1990) , is based on an adequate reparameterisation of the kinetic equation, followed by a linear regression step. Currently, this procedure is being severely criticised, as it may lead to erroneous results (Asprey & Naka, 1999; Buzzi-Ferraris, 1999) .
As computational power increases, nonlinear parameter estimation methods have become an alternative to this procedure. According to these methods, the kinetic equations do not need to be linearised before fitting the experimental data. Among these methods, the Levenberg Á/Marquardt (LÁ/M) algorithm is the most commonly used. LÁ/M is a gradient-based method, which exhibits rapid quadratic convergence. The major drawback of this algorithm is that convergence to local minima frequently occurs when poor initial guess values are provided. For example, several thermodynamic parameters included in the DECHEMA data bank, which were obtained via local optimisation methods, were proved not to correspond to the best fit (Gau & Stadtherr, 1999) . A common practice to deal with the local convergence problem is to test different initial guess parameters. However, as the number of involved parameters increases, the probability to find an initial guess suitable for all parameters decreases.
The following step in parameter estimation is the implementation of global optimisation methods. These methods permit to find the global minimum of the objective function, on cost of a significantly higher computational time. Global optimisation methods can be divided in deterministic (e.g. Schnepper & Stadtherr, 1996; Esposito & Floudas, 1998) and stochastic (e.g. Corana, Marchesi, Martini & Ridella, 1987; Cardoso, Salcedo & Azevedo, 1996; Belohlav, Zamostny, Kluson & Volf, 1997; Zamostny & Belohlav, 1999) . Deterministic methods guarantee convergence to the global minimum within the defined parameter space. However, they require advanced programming skills, while stochastic methods are much simpler from a programming point of view. The latter randomly scan the entire parameter space and they theoretically converge to the global minimum for infinite number of function evaluations. In any case, they are less sensitive to the starting guess values than classical gradient methods. The application of stochastic algorithms for the calculation of initial values for local optimisation methods, has also been tested with promising results (Wolf & Moros, 1997; Moros, Kalies, Rex & Scaffarczyk, 1996) . In view of the above considerations and due to the scarce application of these algorithms in kinetic parameter estimation, this study aims to test the efficiency of a stochastic algorithm called simulated annealing (S-A). Goffe, Ferrier and Rogers (1994) describe the version of the algorithm that was used. The source code could be freely downloaded from http://www.netlib.org.
Optimisation algorithms
The L Á/M algorithm employed in this study was selected from the IMSL libraries. In particular the DBCLSF subroutine, which uses a modified L Á/M algorithm to solve nonlinear least squares problems with a trust region approach (Visual Numerics, 1997) .
The problem is stated in a general form as:
Given an initial guess of the parameters x, the search direction is calculated as:
where J is the Jacobian with respect to the free variables and m the L Á/M parameter. An advantage of the L Á/M algorithm is that permits a direct calculation of the variance covariance matrix V. If the experimental errors are independent and normally distributed with a constant variance s 2 then (Fletcher, 1987) :
In this case an estimator of s 2 is given by SSE/(m(/n ) where SSE is the sum of squared errors (SSE), m is the number of observations and n the number of parameters.
On the other hand, S-A is a random search method first applied to thermodynamic calculations for the states of n -body frozen systems (Metropolis, Rosenbluth, Rosenbluth, Teller & Teller, 1953) , and later used in combinatorial optimisation (Kirkpatrik, Gellat & Vecchi, 1983; Press, Flannery, Teukolsky & Vetterling, 1986 ). However, it has recently been extended to continuous optimisation (Corana et al., 1987; Goffe et al., 1994; Cardoso et al., 1996) . S-A starts defining an objective function, called 'energy' (E ) and an auxiliary parameter termed 'temperature' (T ). Then, the E of an initial parameter set is calculated. Afterwards, a new set is generated from the previous by a random perturbation of the parameters, and the new E is calculated. If the new E is lower than the previous one, the new set is accepted. Furthermore, the new set can also be accepted if the E is higher with a probability P . This can be given by the Maxwell Á/ Boltzmann distribution, P 0/exp((/DE /kT ), DE being the energy difference, revealing the thermodynamic root of this method, although other possible criteria exist. The used acceptance criterion is called the Metropolis criterion. The procedure, i.e. the generation of a new parameter set, followed by the control of acceptance, is repeated for a certain number of iterations, while maintaining T constant. Subsequently, T is reduced and the procedure restarts, taking as initial parameter set the optimum encountered in the previous temperature. The probability that an uphill movement is accepted decreases and vanishes as T goes to zero. Theoretically, the method converges to the global minimum although this can only be affirmed under several restrictions (Locatelli, 2000) .
Model reaction
The catalytic wet air oxidation (CWAO) of phenol was chosen as a case study due to the large kinetic parameter number involved. CWAO is a process for the treatment of aqueous effluents with an organic loading, which is too low for incineration and too high for biologic treatment (Mishra, Mahajani & Joshi, 1995) . During the process, the effluent is oxidised in the aqueous phase in the presence of a gaseous source of oxygen and a solid catalyst.
Phenol oxidation follows a sequence of parallel and consecutive reactions. Devlin and Harris (1984) presented a detailed reaction network, which included more than 20 possible intermediate products and 30 possible reactions. In a recent work carried out in our laboratory, Fortuny, Bengoa, Font, Castells and Fabregat (1999) studied the catalytic degradation of phenol over a CuO/g-Al 2 O 3 catalyst in an integral trickle bed reactor (TBR). The experimental design included tests over a wide range of space times, at three different temperatures (120, 140 and 160 8C) and three different oxygen partial pressures (6, 9 and 12 bar). The exit stream was analysed and the set of concentration versus space time profiles were obtained for all detected compounds. Analysis was carried out by means of HPLC and seven intermediate oxidation products were detected. The principal compounds detected were acetic acid, oxalic acid and formic acid, while dihydric phenol, benzoquinone, maleic acid, malonic acid were also measured in concentrations even of three orders of magnitude lower than those of phenol. Further details about the experimental procedure and set up are given in Fortuny et al. (1999) .
Parameter estimation
Parameter estimation was carried out by a typical integration Á/optimisation coupling procedure. As L Á/M algorithm is optimised for least squares minimisation, the SSE was chosen as objective function for the comparison between the two algorithms. The ideal plug flow pseudo-homogeneous model served to describe the TBR (Froment & Bischoff, 1990) :
Where C is the compound concentration vector, R is the net production or destruction rate vector (i.e. the algebraic summation of the rates in which the compound is produced and destructed), t is the space time and r l is the liquid density.
Integration was carried out by the Gear method. Phenol degradation was considered to follow simple power law kinetics (Eq. (5)), while the rest of reactions were expected to follow Langmuir Á/Hinshelwood kinetics (Eq. (6)).
Preliminary results showed that when no reparameterisation was applied none of the algorithms could obtain a good fit. This was due to the different orders of magnitude that existed in the frequency factor k 0i and the adsorption pre-exponential factor K 0i . A first simple reparameterisation was done by estimating the log(k 0i ) instead of k 0i , keeping the rest of parameters without any transformation. The LÁ/M algorithm did not converge with this reparameterisation. Therefore, a more sophisticated procedure was implemented, as proposed by Buzzi-Ferraris (1999) :
In this equation T * is a mean value in the temperature range of the experimental data and was set equal to 140 8C (413 K). The calculated parameters are a i and b i . From this expression the frequency factor and the activation energy (or preexponential factor and heat of adsorption in the case of adsorption constants) can be directly deduced.
It should be pointed out that in all cases the parameter space was restricted to values with physical meaning. All parameters were considered positive, apart from heats of adsorption for which only negative values are reasonable. This restriction was necessary, for models 2 and 3, to exclude better mathematical solutions containing parameters that physically have no sense.
Results and discussion

Model 1: one-reaction network
In a first attempt, only the phenol degradation reaction was taken into account. Fortuny, Ferrer, Bengoa, Font and Fabregat (1995) found an activation energy close to 85 kJ/mol and an oxygen order of 0.5 for this reaction. These values were taken as initial guess for both algorithms. The frequency factor initial guess was set to 10 11 . In this case, only three parameters were fitted and the two algorithms practically converged to the same solution, as shown in Table 1 . The obtained parameters were found to be statistically significant as can be deduced from the calculated errors for 95% interval of confidence. The L Á/M algorithm needed only 10 2 function evaluations while S-A needed more than 10 5 . This was expected as L Á/M algorithm is already implemented successfully for similar optimisation problems. In addition, it should be noted that the solution found was not exactly that of Fortuny et al. (1995) using the same experimental data set. This is due to the fact that the procedure followed in the present work was different, i.e. all parameters were identified simultaneously. In the former case non-linear regression was applied to obtain the reaction constant for each temperatureÁ/pressure set and consequently the activation energy and reaction order were calculated by means of linear regression. This significant discrepancy is in (Asprey & Naka, 1999) .
Model 2: five-reaction network
As a result of phenol degradation, a number of intermediate compounds are formed prior to the formation of carbon dioxide. There is no obvious reason why the degradation rates of these compounds are equal to that of phenol. Thus, a model accounting not only for phenol, but also for the main intermediate compounds, should be a significant improvement compared with the previous model.
The first step towards this detailed description of the effluent composition consists in incorporating the main carboxylic acids formed, such as acetic acid, oxalic acid and formic acid. In addition, a lump accounting for all quinone like compounds was included, due to their elevated biotoxicity. The resulting reaction scheme is shown in Fig. 1 . It involves five reactions and five modelled compounds so that the number of model parameters increases to 23.
Due to the lack of any specific kinetic data in the literature available for the reactions considered, the same initial guess values used in Model 1 were selected for all the five reactions. Furthermore, arbitrary initial values were considered for the adsorption constants. In particular (/6 kJ/mol was used for heat of adsorption and 10 1.5 for the respective preexponential factor. The L Á/M algorithm converged to a SSE value of 2200, while S-A reached a better value of 1880, although it needed almost 100 times more function evaluations, as shown in Table 2 . For comparison purposes the profiles obtained with the two algorithms for acetic acid at 6 bar are presented in Fig. 2 . It can be seen that the profiles obtained by S-A are better than those of L Á/M, although these are also satisfactory.
However, the superiority of the performance of S-A is further supported from the inspection of the calculated parameters, presented in Tables 3 and 4 . LÁ/M obtained a solution in which the oxygen order for all reactions, except for phenol oxidation, as well as the heats of adsorption of oxalic and acetic acid were zero. These results do not have physical sense at all and disagree with experimental observations for similar reaction systems (Mishra et al., 1995) . On the other hand, both algorithms obtained a similar solution for the reaction phenol degradation reaction, which also agrees with the solution obtained in Model 1. In addition, the activation energies obtained for the reactions for the degradation of oxalic and formic acid were also close. Finally, the values found by the two algorithms for the activation energies of the reactions corresponding to the destruction of the quinone like pseudocomponent differed by a factor of 2.
To improve the performance of S-A and to calculate the statistical significance of the S-A solution, the L Á/M algorithm was initialised with the S-A solution (termed L Á/M*). This led to a decrease of 5% of the objective function. As example, the corresponding concentration Á/space time profiles of acetic acid were also given in Fig. 2 , confirming the close agreement between S-A and L Á/M*. However, some of the obtained frequency and preexponential factors as well as oxygen reaction orders showed important differences from the S-A solution, as can be seen from Tables 3 and 4. It should be pointed out that it was not possible to calculate the statistical significance of these parameters using Eq. (3). The differences in the orders of magnitude of the included compounds invalid the assumption of constant s 2 and led to unreasonably small error estimates. Alternatively, the errors reported in Tables  3 and 4 were calculated using the formulation employed in multivariable linear regression, with 95% confidence interval.
Model 3: eight-reaction network
After modelling the principal compounds generated by the oxidation of phenol, the last step is to fit all detected compounds. The reaction pathway proposed is given in Fig. 3 . Now, the total number of parameters involved raised to 38, while differences of up to three orders of magnitude existed in the concentration ranges of the compounds to be fitted.
In the first place, the initial guess of Model 1 was extended to this model. In this case L Á/M did not converged in any attempt, while S-A was progressing very slowly. Thus, in order to improve the performance of both algorithms, an initial parameter set was created based on the solution of Model 2. For the reactions that are included in both models the initial guess was the solution previously encountered. For the reaction of dihydric quinone oxidation the parameters were taken as intermediate values of reaction 2 and 3 of Model 2. For the maleic acid and malonic acid the initial guess was the solution for reaction 3 of the Model 2. This was selected because maleic acid and malonic acid destruction reactions are expected to have activation energies lower than the rest of carboxylic acids, given that they appear only as traces. In this case S-A managed to converge to a reasonable solution with an objective function of 1970, while the LÁ/M stayed far from a reasonable optimum. Further improvement was achieved when the S-A solution was fed to the L Á/M algorithm, resulting in a criterion of 1650. The improved solution mainly differed in the values of frequency and preexponential factors, as observed for model 2. The reported errors have been also calculated by a linear approximation for 95% confidence interval.
The quality of the fitting obtained from S-A using the SSE criterion was acceptable for high concentration profiles, e.g. Fig. 4a for phenol, while predictions of low concentration compounds were mostly unacceptable, e.g. Fig. 5a for maleic acid. L Á/M* considerably improved maleic acid profiles, as can be seen from the same figures. In order to improve the low concentration compound estimation, the Relative Least Squares criterion was employed in the optimisation procedure. As a result, this caused a considerable improvement in the fitting of low concentration profile compounds, as shown in Fig. 5b , but as expected high concentration profiles were poorly predicted, as seen in Fig. 4b . In this case LÁ/M* could not improve the predicted profiles. In an attempt to balance the counter effects of these two commonly used criterions, the minimisation of the absolute sum of errors was tested. As can be verified from Fig. 4c and Fig. 5c , the predictions of high concentration profiles were then very satisfactory, maintaining the quality of the fit of low concentration profiles. Both S-A with the sum of absolute errors, and L Á/M* with the SSE performed well.
The calculated parameters are presented for S-A in Tables 5 and 6 . The parameters corresponding to phenol degradation are similar to those calculated by Model 2. On the other hand, the parameters of reactions 3, 4, 7, and 8 of Model 3, deviate from the corresponding of Model 2 (reactions 2 Á/5, respectively), however, they exhibit similar tendencies. The activation energy for oxalic acid oxidation remains higher than that of formic acid. In the same way, the activation energy of reaction Table 3 Frequency factors, activation energies and reaction orders for Model 2 using S-A, L Á/M and L Á/M* Oxygen order (1) The L Á/M* has been initiated with the S-A solution. a Reaction index as in Fig. 1.  b The frequency factor for reaction 1 is in (l/kg cat h), while for the rest reactions is in (mol/kg cat h).
3 is higher than that of reaction 4 as in Model 2. Similar behaviour is exhibited by the oxygen orders. In order to indicate the quality of the model fitting, the full set of profiles obtained for acetic acid are presented in Fig. 6 , as representative of high concentration compounds, while in Fig. 7 are presented the profiles corresponding to dihydric phenols, as representative of low concentration compounds. Finally, a good agreement is achieved between experimental Chemical Oxygen Demand values and those calculated based on the composition predicted by the model (Fig. 8) . This can be considered as a measure of the global model performance. Detailed discussions on the obtained Table 4 Adsorption parameters for each adsorbed compound for Model 2 using S-A, L Á/M and L Á/M* (1)
Component
Preexponential factor (l/mol) Heat of adsorption (kJ/mol) (1) The L Á/M* has been initiated with the S-A solution. Finally, it should be mentioned that all calculations were carried out in a personal computer at 700 MHz. The time necessary for obtaining the final S-A results varied from around 30 min in the case of the simple model to around 10 h in the most complex model. However, this time cost is highly compensated by the ability of S-A to find a satisfactory solution even for the more complex reaction schemes, where L Á/M algorithm was proved to fail.
Conclusions
S-A was successfully applied to perform nonlinear kinetic parameter estimation. The classical L Á/M algorithm was found advantageous when only few parameters must be optimised, and a sound initial estimate was provided. On the other hand, only S-A was able to fit well experimental data to the most detailed model, for which the L Á/M algorithm exhibit insuperable problems to converge. Thus, the elevated computational cost of S-A algorithm is largely compensated by its robustness. In case of complex reaction networks, a progressive model building was found necessary to assure convergence within a reasonable computational time. The obtained S-A solution can be further improved by subsequent application of the L Á/M algorithm. In addition, this Fig. 3 . b The frequency factor for reaction 1 is in (l/kg cat h), while for the rest reactions is in (mol/kg cat h). approach permits calculation of the statistical significance of the parameters. Also, the form of the objective function may be of importance for the overall quality of prediction when there exist differences in the order of magnitude of the experimental concentrations. In such a case, S-A applied to the sum of absolute errors, or L Á/ M* with SSE criterion have shown to reasonably match both high and low concentration compounds. 
