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Abstract
Learning from class-imbalanced data continues to be a common and challenging problem in su-
pervised learning as standard classification algorithms are designed to handle balanced class distribu-
tions. While different strategies exist to tackle this problem, methods which generate artificial data
to achieve a balanced class distribution are more versatile than modifications to the classification
algorithm. Such techniques, called oversamplers, modify the training data, allowing any classifier
to be used with class-imbalanced datasets. Many algorithms have been proposed for this task, but
most are complex and tend to generate unnecessary noise. This work presents a simple and effective
oversampling method based on k-means clustering and SMOTE oversampling, which avoids the gen-
eration of noise and effectively overcomes imbalances between and within classes. Empirical results
of extensive experiments with 71 datasets show that training data oversampled with the proposed
method improves classification results. Moreover, k-means SMOTE consistently outperforms other
popular oversampling methods. An implementation is made available in the python programming
language.
1 Introduction
The class imbalance problem in machine learning describes classification tasks in which classes of data are
not equally represented. In many real-world applications, the nature of the problem implies a sometimes
heavy skew in the class distribution of a binary or multi-class classification problem. Such applications
include fraud detection in banking, rare medical diagnoses, and oil spill recognition in satellite images,
all of which naturally exhibit a minority class (Chawla et al., 2002; Kotsiantis et al., 2006, 2007; Galar
et al., 2012).
The predictive capability of classification algorithms is impaired by class imbalance. Many such algo-
rithms aim at maximizing classification accuracy, a measure which is biased towards the majority class.
A classifier can achieve high classification accuracy even when it does not predict a single minority class
instance correctly. For example, a trivial classifier which scores all credit card transactions as legit will
score a classification accuracy of 99.9% assuming that 0.1% of transactions are fraudulent; however in
this case, all fraud cases remain undetected. In conclusion, by optimizing classification accuracy, most
algorithms assume a balanced class distribution (Provost, 2000; Kotsiantis et al., 2007).
Another inherent assumption of many classification algorithms is the uniformity of misclassification costs,
which is rarely a characteristic of real-world problems. Typically in imbalanced datasets, misclassifying
the minority class as the majority class has a higher cost associated with it than vice versa. An example
of this is database marketing, where the cost of mailing to a non-respondent is much lower than the lost
profit of not mailing to a respondent (Domingos, 1999).
Lastly, what is referred to as the “small disjuncts problem” is often encountered in imbalanced datasets (Galar
et al., 2012). The problem refers to classification rules covering only a small number of training examples.
The presence of only few samples make rule induction more susceptible to error (Holte et al., 1989). To
illustrate the importance of discovering high quality rules for sparse areas of the input space, the example
1
ar
X
iv
:1
71
1.
00
83
7v
2 
 [c
s.L
G]
  1
2 D
ec
 20
17
of credit card fraud detection is again considered. Assume that most fraudulent transactions are pro-
cessed outside the card owner’s home country. The remaining cases of fraud happen within the country,
but show some different exceptional characteristic, such as a high amount, an unusual time or recurring
charges. Each of these other characteristics applies to only a very small group of transactions, which by
itself is often vanishingly small. However, adding up all these edge cases, they can make up a substantial
portion of all fraudulent transactions. Therefore, it is important that classifiers pay adequate attention
to small disjuncts (Holte et al., 1989).
Techniques aimed at improving classification in the presence of class imbalance can be divided into three
broad categories1: algorithm level methods, data level methods, and cost-sensitive methods.
Solutions which modify the classification algorithm to cope with the imbalance are algorithm level tech-
niques (Kotsiantis et al., 2006; Galar et al., 2012). Such techniques include changing the decision thresh-
old and training separate classifiers for each class (Kotsiantis et al., 2006; Chawla et al., 2004).
In contrast, cost-sensitive methods aim at providing classification algorithms with different misclassifica-
tion costs for each class. This requires knowledge of misclassification costs, which are dataset-dependent
and commonly unknown or difficult to quantify. Additionally, the algorithms must be capable of in-
corporating the misclassification cost of each class or instance into their optimization. Therefore, these
methods are regarded as operating both on data and algorithm level (Galar et al., 2012).
Finally, data-level methods manipulate the training data, aiming to change the class distribution to-
wards a more balanced one. Techniques in this category resample the data by removing cases of the
majority classes (undersampling) or adding instances to the minority classes by means of duplication or
generation of new samples (oversampling) (Kotsiantis et al., 2006; Galar et al., 2012). Because under-
sampling removes data, such methods risk the loss of important concepts. Moreover, when the number
of minority observations is small, undersampling to a balanced distribution yields an undersized dataset,
which may in turn limit classifier performance. Oversampling, on the other hand, may encourage over-
fitting when observations are merely duplicated (Weiss et al., 2007). This problem can be avoided by
adding genuinely new samples. One straightforward approach to this is synthetic minority over-sampling
technique (SMOTE), which interpolates existing samples to generate new instances.
Data-level methods can be further discriminated into random and informed methods. Unlike random
methods, which randomly choose samples to be removed or duplicated (e.g. Random Oversampling,
SMOTE), informed methods take into account the distribution of the samples (Chawla et al., 2004).
This allows informed methods to direct their efforts to critical areas of the input space, for instance to
sparse areas (Nickerson et al., 2001), safe areas (Bunkhumpornpat et al., 2009), or to areas close to the
decision boundary (Han et al., 2005). Consequently, informed methods may avoid the generation of noise
and can tackle imbalances within classes.
Unlike algorithm-level methods, which are bound to a specific classifier, and cost-sensitive methods,
which are problem-specific and need to be implemented by the classifier, data-level methods can be
universally applied and are therefore more versatile (Galar et al., 2012).
Many oversampling techniques have proven to be effective in real-world domains. SMOTE is the most
popular oversampling method that was proposed to improve random oversampling. There are multiple
variations of SMOTE which aim to combat the original algorithm’s weaknesses. Yet, many of these
approaches are either very complex or alleviate only one of SMOTE’s shortcomings. Additionally, few
of them are readily available in a unified software framework used by practitioners.
This paper suggests the combination of the k-means clustering algorithm in combination with SMOTE to
combat some of other oversampler’s shortcomings with a simple-to-use technique. The use of clustering
enables the proposed oversampler to identify and target areas of the input space where the generation
of artificial data is most effective. The method aims at eliminating both between-class imbalances and
within-class imbalances while at the same time avoiding the generation of noisy samples. Its appeal is the
widespread availability of both underlying algorithms as well the effectiveness of the method itself.
While the proposed method could easily be extended to cope with multi-class problems, the focus of
this work is placed on binary classification tasks. When working with more than two imbalanced classes,
1The three categories are not exhaustive and new categories have been introduced, such as the combination of each of
these techniques with ensemble learning (Galar et al., 2012).
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different aspects of classification, as well as evaluation, must be considered, which is discussed in detail
by Ferna´ndez et al. (2013).
The remainder of this work is organized as follows. In section 2, related work is summarized and currently
available oversampling methods are introduced. Special attention is paid to oversamplers which - like
the proposed method - employ a clustering procedure. Section 3 explains in detail how the proposed
oversampling technique works and which hyperparameters need to be tuned. It is shown that both
SMOTE and random oversampling are limit cases of the algorithm and how they can be achieved. In
section 4, a framework aimed at evaluating the performance of the proposed method in comparison with
other oversampling techniques is established. The experimental results are shown in section 5, which is
followed by section 6 presenting the conclusions.
2 Related Work
Methods to cope with class imbalance either alter the classification algorithm itself, incorporate misclas-
sification costs of the different classes into the classification process, or modify the data used to train the
classifier. Resampling the training data can be done by removing majority class samples (undersampling)
or by inflating the minority class (oversampling). Oversampling techniques either duplicate existing ob-
servations or generate artificial data. Such methods may work uninformed, randomly choosing samples
which are replicated or used as a basis for data generation, or informed, directing their efforts to areas
where oversampling is deemed most effective. Among informed oversamplers, clustering procedures are
sometimes applied to determine suitable areas for the generation of synthetic samples.
Random oversampling randomly duplicates minority class instances until the desired class distribution
is reached. Due to its simplicity and ease of implementation, it is likely to be the method that is most
frequently used among practitioners. However, since samples are merely replicated, classifiers trained
on randomly oversampled data are likely to suffer from overfitting2 (Batista et al., 2004; Chawla et al.,
2004).
In 2002, Chawla et al. (2002) suggested the SMOTE algorithm, which avoids the risk of overfitting faced
by random oversampling. Instead of merely replicating existing observations, the technique generates
artificial samples. As shown in figure 1, this is achieved by linearly interpolating a randomly selected
minority observation and one of its neighboring minority observations. More precisely, SMOTE executes
three steps to generate a synthetic sample. Firstly, it chooses a random minority observation ~a. Among
its k nearest minority class neighbors, instance ~b is selected. Finally, a new sample ~x is created by
randomly interpolating the two samples: ~x = ~a+w× (~b−~a), where w is a random weight in [0, 1].
Figure 1: SMOTE linearly interpolates a randomly selected minority sample and one of its k = 4 nearest
neighbors
However, the algorithm has some weaknesses dealing with imbalance and noise as illustrated in figure 2.
One such drawback stems from the fact that SMOTE randomly chooses a minority instance to oversample
with uniform probability. While this allows the method to effectively combat between-class imbalance,
2Overfitting occurs when a model does not conform with the principle of parsimony. A flexible model with more pa-
rameters than required is predisposed to fit individual observations rather than the overall distribution, typically impairing
the model’s ability to predict unseen data (Hawkins, 2004). In random oversampling, overfitting may occur when classi-
fiers construct rules which seemingly cover multiple observations, while in fact they only cover many replicas of the same
observation (Batista et al., 2004).
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the issues of within-class imbalance and small disjuncts are ignored. Input areas counting many minority
samples have a high probability of being inflated further, while sparsely populated minority areas are
likely to remain sparse (Prati et al., 2004).
Another major concern is that SMOTE may further amplify noise present in the data. This is likely
to happen when linearly interpolating a noisy minority sample, which is located among majority class
instances, and its nearest minority neighbor. The method is susceptible to noise generation because it
doesn’t distinguish overlapping class regions from so-called safe areas (Bunkhumpornpat et al., 2009).
Finally, the algorithm does not specifically enforce the decision boundary. Instances far from the class
border are oversampled with the same probability as those close to the boundary. It has been argued that
classifiers could benefit from the generation of samples closer to the class border (Han et al., 2005).
Figure 2: Behavior of SMOTE in the presence of noise and within-class imbalance
Despite its weaknesses, SMOTE has been widely adopted by researchers and practitioners, likely due
to its simplicity and added value with respect to random oversampling. Numerous extensions of the
technique have been developed, which aim to eliminate its disadvantages. Such extensions typically
address one of the original method’s weaknesses. They may be divided according to their claimed goal
into algorithms which aim to emphasize certain minority class regions, intend to combat within-class
imbalance, or attempt to avoid the generation of noise.
Focussing its attention on the decision boundary, borderline-SMOTE1 belongs to the category of methods
emphasizing class regions. It is the only algorithm discussed here which does not employ a clustering
procedure and is included due to its popularity. The technique replaces SMOTE’s random selection of
observations with a targeted selection of instances close to the class border. The label of a sample’s
k nearest neighbors is used to determine whether it is discarded as noise, selected for its presumed
proximity to the class border, or ruled out because it is far from the boundary. Borderline-SMOTE2
extends this method to allow interpolation of a minority instance and one of its majority class neighbors,
setting the interpolation weight to less than 0.5 so as to place the generated sample closer to the minority
sample (Han et al., 2005).
Cluster-SMOTE, another method in the category of techniques emphasizing certain class regions, uses
k-means to cluster the minority class before applying SMOTE within the found clusters. The stated
goal of this method is to boost class regions by creating samples within naturally occurring clusters of
the minority class. It is not specified how many instances are generated in each cluster, nor how the
optimal number of clusters can be determined (Cieslak et al., 2006). While the method may alleviate
the problem of between-class imbalance, it does not help to eliminate small disjuncts.
Belonging to the same category, adaptive semi-unsupervised weighted oversampling (A-SUWO) intro-
duced by Nekooeimehr and Lai-Yuen (2016), is a rather complex technique which applies clustering
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to improve the quality of oversampling. The approach is based on hierarchical clustering and aims at
oversampling hard-to-learn instances close to the decision boundary.
Among techniques which aim to reduce within-class imbalance at the same time as between-class im-
balance is cluster-based oversampling. The algorithm clusters the entire input space using k-means.
Random oversampling is then applied within clusters so that: a) all majority clusters, b) all minority
clusters, and c) the majority and minority classes are of the same size (Jo and Japkowicz, 2004). By
replicating observations instead of generating new ones, this technique may encourage overfitting.
With a bi-directional sampling approach, Song et al. (2016) combine undersampling the majority class
with oversampling the minority class. K-means clustering is applied separately within each class with
the goal of achieving within- and between-class balance. For clustering the majority class, the number
of clusters is set to the desired number of samples (equal to the geometric mean of instances per class).
The class is undersampled by retaining only the nearest neighbor of each cluster centroid. The minority
class is clustered into two partitions. Subsequently, SMOTE is applied in the smaller cluster. A number
of iterations of clustering and SMOTE are performed until both classes are of equal size. It is unclear
how many samples are added at each iteration. Since the method clusters both classes separately, it is
blind to overlapping class borders and may contribute to noise generation.
The self-organizing map oversampling (SOMO) algorithm transforms the input data into a two-dimensional
space using a self-organizing map, where safe and effective areas are identified for data generation.
SMOTE is then applied within clusters found in the lower dimensional space, as well as between neigh-
boring clusters in order to correct within- and between-class imbalances (Douzas and Bacao, 2017).
Aiming to avoid noise generation, a clustering-based approach called CURE-SMOTE uses the hierarchical
clustering algorithm CURE to clear the data of outliers before applying SMOTE. The rationale behind
this method is that because SMOTE would amplify existing noise, the data should be cleared of noisy
observations prior to oversampling (Ma and Fan, 2017). While noise generation is avoided, possible
imbalances within the minority class are ignored.
Finally, Santos et al. (2015) cluster the entire input space with k-means. Clusters with few representatives
are chosen to be oversampled using SMOTE. The algorithm is different from most oversampling methods
in that SMOTE is applied regardless of the class label. The class label of the generated sample is copied
from the nearest of the two parents. The algorithm thereby targets dataset imbalance, rather than
imbalances between or within classes and cannot be used to solve class imbalance.
In summary, there has been a lot of recent research aimed at the improvement of imbalanced dataset
resampling. Some proposed methods employ clustering techniques before applying random oversampling
or SMOTE. While most of them manage to combat some weaknesses of existing oversampling algorithms,
none have been shown to avoid noise generation and alleviate imbalances both between and within classes
at the same time. Additionally, many techniques achieve their respective improvements at the cost of
high complexity, making the techniques difficult to implement and use.
3 Proposed Method
The method proposed in this work employs the simple and popular k-means clustering algorithm in
conjunction with SMOTE oversampling in order to rebalance skewed datasets. It manages to avoid the
generation of noise by oversampling only in safe areas. Moreover, its focus is placed on both between-
class imbalance and within-class imbalance, combating the small disjuncts problem by inflating sparse
minority areas. The method is easily implemented due to its simplicity and the widespread availability
of both k-means and SMOTE. It is uniquely different from related methods not only due to its low
complexity but also because of its effective approach to distributing synthetic samples based on cluster
density.
3.1 Algorithm
K-means SMOTE consists of three steps: clustering, filtering, and oversampling. In the clustering step,
the input space is clustered into k groups using k-means clustering. The filtering step selects clusters
for oversampling, retaining those with a high proportion of minority class samples. It then distributes
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the number of synthetic samples to generate, assigning more samples to clusters where minority samples
are sparsely distributed. Finally, in the oversampling step, SMOTE is applied in each selected cluster to
achieve the target ratio of minority and majority instances. The algorithm is illustrated in figure 3.
Figure 3: K-means SMOTE oversamples safe areas and combats within-class imbalance3
The k-means algorithm is a popular iterative method of finding naturally occurring groups in data which
can be represented in a Euclidean space. It works by iteratively repeating two instructions: First, assign
each observation to the nearest of k cluster centroids. Second, update the position of the centroids so
that they are centered between the observations assigned to them. The algorithm converges when no
more observations are reassigned. It is guaranteed to converge to a typically local optimum in a finite
number of iterations (MacQueen, 1967). For large datasets where k-means may be slow to converge, more
efficient implementations could be used for the clustering step of the k-means SMOTE, such as mini-
batch k-means as proposed by (Sculley, 2010). All hyperparameters of k-means are also hyperparameters
of the proposed algorithm, most notably k, the number of clusters. Finding an appropriate value for k
is essential for the effectiveness of k-means SMOTE as it influences how many minority clusters, if any,
can be found in the filter step.
Following the clustering step, the filter step chooses clusters to be oversampled and determines how many
samples are to be generated in each cluster. The motivation of this step is to oversample only clusters
dominated by the minority class, as applying SMOTE inside minority areas is less susceptible to noise
generation. Moreover, the goal is to achieve a balanced distribution of samples within the minority class.
Therefore, the filter step allocates more generated samples to sparse minority clusters than to dense
ones.
The selection of clusters for oversampling is based on each cluster’s proportion of minority and majority
instances. By default, any cluster made up of at least 50 % minority samples is selected for oversampling.
3The rectification of the decision boundary in the lower left of the image is desired because the two majority samples
are considered outliers. The classifier is thus able to induce a simpler rule, which is less error prone.
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This behavior can be tuned by adjusting the imbalance ratio threshold (or irt), a hyperparameter of
k-means SMOTE which defaults to 1. The imbalance ratio of a cluster c is defined as majorityCount(c)+1minorityCount(c)+1 .
When the imbalance ratio threshold is increased, cluster choice is more selective and a higher proportion
of minority instances is required for a cluster to be selected. On the other hand, lowering the threshold
loosens the selection criterion, allowing clusters with a higher majority proportion to be chosen.
To determine the distribution of samples to be generated, filtered clusters are assigned sampling weights
between zero and one. A high sampling weight corresponds to a low density of minority samples and
yields more generated samples. To achieve this, the sampling weight depends on how dense a single
cluster is compared to how dense all selected clusters are on average. Note that when measuring a
cluster’s density, only the distances among minority instances are considered. The computation of the
sampling weight may be expressed by means of five sub-computations:
1. For each filtered cluster f , calculate the Euclidean distance matrix, ignoring majority samples.
2. Compute the mean distance within each cluster by summing all non-diagonal elements of the
distance matrix, then dividing by the number non-diagonal elements.
3. To obtain a measure of density, divide each cluster’s number of minority instances by its average mi-
nority distance raised to the power of the number of featuresm: density(f) = minorityCount(f)averageMinorityDistance(f)m .
4. Invert the density measure as to get a measure of sparsity, i.e. sparsity(f) = 1density(f) .
5. The sampling weight of each cluster is defined as the cluster’s sparsity factor divided by the sum
of all clusters’ sparsity factors.
Consequently, the sum of all sampling weights is one. Due to this property, the sampling weight of a
cluster can be multiplied by the overall number of samples to be generated to determine the number of
samples to be generated in that cluster.
In the oversampling step of the algorithm, each filtered cluster is oversampled using SMOTE. For
each cluster, the oversampling procedure is given all points of the cluster along with the instruction to
generate ‖samplingWeight(f)× n‖ samples, where n is the overall number of samples to be generated.
Per synthetic sample to generate, SMOTE chooses a random minority observation ~a within the cluster,
finds a random neighboring minority instance~b of that point and determines a new sample ~x by randomly
interpolating ~a and ~b. In geometric terms, the new point ~x is thus placed somewhere along a straight
line from ~a to ~b. The process is repeated until the number of samples to be generated is reached.
SMOTE’s hyperparameter k nearest neighbors, or knn, constitutes among how many neighboring mi-
nority samples of ~a the point ~b is randomly selected. This hyperparameter is also used by k-means
SMOTE. Depending on the specific implementation of SMOTE, the value of knn may have to be ad-
justed downward when a cluster has fewer than knn+ 1 minority samples. Once each filtered cluster has
been oversampled, all generated samples are returned and the oversampling process is completed.
The proposed method is distinct from related techniques in that it clusters the entire dataset regardless
of the class label. An unsupervised approach enables the discovery of overlapping class regions and may
aid the avoidance of oversampling in unsafe areas. This is in contrast to cluster-SMOTE, where only
minority class instances are clustered (Cieslak et al., 2006) and to the aforementioned combination of
oversampling and undersampling where both classes are clustered separately (Song et al., 2016). Another
distinguishing feature is the unique approach to the distribution of generated samples across clusters:
sparse minority clusters yield more samples than dense ones. The previously presented method cluster-
based oversampling, on the other hand, distributes samples based on cluster size (Jo and Japkowicz,
2004). Since k-means may find clusters of varying density, but typically of the same size (MacQueen,
1967), distributing samples according to cluster density can be assumed to be an effective way to combat
within-class imbalance. Lastly, the use of SMOTE circumvents the problem of overfitting, which random
oversampling has been shown to encourage.
3.2 Limit Cases
In the following, it is shown that SMOTE and random oversampling can be regarded as limit cases of
the more general method proposed in this work. In k-means SMOTE, the input space is clustered using
k-means. Subsequently, some clusters are selected and then oversampled using SMOTE. Considering
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Input: X (matrix of observations)
y (target vector)
n (number of samples to be generated)
k (number of clusters to be found by k-means)
irt (imbalance ratio threshold)
knn (number of nearest neighbors considered by SMOTE)
de (exponent used for computation of density; defaults to the number of features in X)
begin
// Step 1: Cluster the input space and filter clusters with more minority
instances than majority instances.
clusters← kmeans(X)
filteredClusters← ∅
for c ∈ clusters do
imbalanceRatio← majorityCount(c)+1minorityCount(c)+1
if imbalanceRatio < irt then
filteredClusters← filteredClusters ∪ {c}
end
end
// Step 2: For each filtered cluster, compute the sampling weight based on its
minority density.
for f ∈ filteredClusters do
averageMinorityDistance(f)← mean(euclideanDistances(f))
densityFactor(f)← minorityCount(f)
averageMinorityDistance(f)de
sparsityFactor(f)← 1densityFactor(f)
end
sparsitySum←∑f∈filteredClusters sparsityFactor(f)
samplingWeight(f)← sparsityFactor(f)sparsitySum
// Step 3: Oversample each filtered cluster using SMOTE. The number of samples to
be generated is computed using the sampling weight.
generatedSamples← ∅
for f ∈ filteredClusters do
numberOfSamples← ‖n× samplingWeight(f)‖
generatedSamples← generatedSamples ∪ {SMOTE(f, numberOfSamples, knn}
end
return generatedSamples
end
Algorithm 1: Proposed method based on k-means and SMOTE
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the case where the number of clusters k is equal to 1, all observations are grouped in one cluster. For
this only cluster to be selected as a minority cluster, the imbalance ratio threshold needs to be set
so that the imbalance ratio of the training data is met. For example, in a dataset with 100 minority
observations and 10,000 majority observations, the imbalance ratio threshold must be greater than or
equal to 10,000+1100+1 ≈ 99.02. The single cluster is then selected and oversampled using SMOTE; since
the cluster contains all observations, this is equivalent to simply oversampling the original dataset with
SMOTE. Instead of setting the imbalance ratio threshold to the exact imbalance ratio of the dataset, it
can simply be set to positive infinity.
If SMOTE did not interpolate two different points to generate a new sample but performed the random
interpolation of one and the same point, the result would be a copy of the original point. This behavior
could be achieved by setting the parameter “k nearest neighbors” of SMOTE to zero if the concrete
implementation supports this behavior. As such, random oversampling may be regarded as a specific
case of SMOTE.
This property of k-means SMOTE is of very practical value to its users: since it contains both SMOTE
and random oversampling, a search of optimal hyperparameters could include the configurations for those
methods. As a result, while a better parametrization may be found, the proposed method will perform
at least as well as the better of both oversamplers. In other words, SMOTE and random oversampling
are fallbacks contained in k-means SMOTE, which can be resorted to when the proposed method does
not produce any gain with other parametrizations. Table 1 summarizes the parameters which may be
used to reproduce the behavior of both algorithms.
k irt knn
SMOTE 1 ∞
Random Oversampling 1 ∞ 0
Table 1: Limit case configurations
4 Research Methodology
The ultimate purpose of any resampling method is the improvement of classification results. In other
words, a resampling technique is successful if the resampled data it produces improves the prediction
quality of a given classifier. Therefore, the effectiveness of an oversampling method can only be assessed
indirectly by evaluating a classifier trained on oversampled data. This proxy measure, i.e. the classifier
performance, is only meaningful when compared with the performance of the same classification algorithm
trained on data which has not been resampled. Multiple oversampling techniques can then be ranked
by evaluating a classifier’s performance with respect to each modified training set produced by the
resamplers.
A general concern in classifier evaluation is the bias of evaluating predictions for previously seen data.
Classifiers may perform well when making predictions for rows of data used during training, but poorly
when classifying new data. This problem is also referred to as overfitting. Oversampling techniques have
been observed to encourage overfitting, which is why this bias should be carefully avoided during their
evaluation. A general approach is to split the available data into two or more subsets of which only one
is used during training, and another is used to evaluate the classification. The latter is referred to as the
holdout set, unknown data, or test dataset.
Arbitrarily splitting the data into two sets, however, may introduce additional biases. One potential
issue that arises is that the resulting training set may not contain certain observations, preventing the
algorithm from learning important concepts. Cross-validation combats this issue by randomly splitting
the data many times, each time training the classifier from scratch using one portion of the data before
measuring its performance on the remaining share of data. After a number of repetitions, the classifier can
be evaluated by aggregating the results obtained in each iteration. In k-fold cross-validation, a popular
variant of cross-validation, k iterations, called folds, are performed. During each fold, the test set is
one of k equally sized groups. Each group of observations is used exactly once as a holdout set. K-fold
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cross-validation can be repeated many times to avoid potential bias due to random grouping (Japkowicz,
2013).
While k-fold cross validation typically avoids the most important biases in classification tasks, it might
distort the class distributions when randomly sampling from a class-imbalanced dataset. In the presence
of extreme skews, there may even be iterations where the test set contains no instances of the minority
class, in which case classifier evaluation would be ill-defined or potentially strongly biased. A simple
and common approach to this problem is to use stratified cross-validation, where instead of sampling
completely at random, the original class distribution is preserved in each fold (Japkowicz, 2013).
4.1 Metrics
Of the various assessment metrics traditionally used to evaluate classifier performance, not all are suitable
when the class distribution is not uniform. However, there are metrics which have been employed or
developed specifically to cope with imbalanced data.
Classification assessment metrics compare the true class membership of each observation with the pre-
diction of the classifier. To illustrate the alignment of predictions with the true distribution, a confusion
matrix (figure 4) can be constructed. Possibly deriving from medical diagnoses, a positive observation
is a rare case and belongs to the minority class. The majority class is considered negative (Japkowicz,
2013).
Figure 4: Confusion matrix
When evaluating a single classifier in the context of a finite dataset with fixed imbalance ratio, the
confusion matrix provides all necessary information to assess the classification quality. However, when
comparing different classifiers or evaluating a single classifier in variable environments, the absolute
values of the confusion matrix are non-trivial.
The most common metrics for classification problems are accuracy and its inverse, error rate.
Accuracy =
TP + TN
P +N
; ErrorRate = 1−Accuracy (1)
These metrics show a bias toward the majority class in imbalanced datasets. For example, a naive
classifier which predicts all observations as negative would achieve 99% accuracy in a dataset where only
1% of instances are positive. While such high accuracy suggests an effective classifier, the metric obscures
the fact that not a single minority instance was predicted correctly (He and Garcia, 2009).
Sensitivity, also referred to as recall or true positive rate, explains the prediction accuracy among minority
class instances. It answers the question “How many minority instances were correctly classified as such?”
Specificity answers the same question for the majority class. Precision is the rate of correct predictions
among all instances predicted to belong to the minority class. It indicates how many of the positive
predictions are correct (He and Garcia, 2009).
The F1-score, or F-measure, is the (often weighted) harmonic mean of precision and recall. In other
terms, the indicator rates both the completeness and exactness of positive predictions (He and Garcia,
2009; Japkowicz, 2013).
F1 =
(1 + α)× (sensitivity × precision)
sensitivity + α× precision =
(1 + α)× (TPP × TPPP )
TP
P + α× TPPP
(2)
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The geometric mean score, also referred to as g-mean or g-measure, is defined as the geometric mean of
sensitivity and specificity. The two components can be regarded as per-class accuracy. The g-measure
aggregates both metrics into a single value in [0, 1], assigning equal importance to both (He and Garcia,
2009; Japkowicz, 2013).
g-mean =
√
sensitivity × specificity =
√
TP
P
× TN
N
(3)
Precision-recall (PR) diagrams plot the precision of a classifier as a function of its minority accuracy.
Classifiers outputting class membership confidences (i.e. continuous values in [0, 1]) can be plotted as mul-
tiple points in discrete intervals, resulting in a PR curve. Commonly, the area under the precision-recall
curve (AUPRC) is computed as a single numeric performance metric (He and Garcia, 2009; Japkowicz,
2013).
The choice of metric depends to a great extent on the goal their user seeks to achieve. In certain practical
tasks, one specific aspect of classification may be more important than another (e.g. in medical diagnoses,
false negatives are much more critical than false positives). However, to determine a general ranking
among oversamplers, no such focus should be placed. Therefore, the following unweighted metrics are
chosen for the evaluation.
• g-mean
• F1-score
• AUPRC
4.2 Oversamplers
The following list enumerates the oversamplers used as a benchmark for the evaluation of the proposed
method, along with the set of hyperparameters used for each. The optimal imbalance ratio is not obvious
and has been discussed by other researchers (Provost, 2000; Estabrooks et al., 2004). This work aims at
creating comparability among oversamplers; consequently, it is most important that oversamplers achieve
the same imbalance ratio. Therefore, all oversampling methods were parametrized to generate as many
instances as necessary so that minority and majority classes count the same number of samples.
• random oversampling
• SMOTE
– knn ∈ {3, 5, 20}
• borderline-SMOTE1
– knn ∈ {3, 5, 20}
• borderline-SMOTE2
– knn ∈ {3, 5, 20}
• k-means SMOTE
– k ∈ {2, 20, 50, 100, 250, 500}
– knn ∈ {3, 5, 20,∞}
– irt ∈ {1,∞}
– de ∈ {0, 2, numberOfFeatures}
• no oversampling
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4.3 Classifiers
For the evaluation of the various oversampling methods, several different classifiers are chosen to ensure
that the results obtained can be generalized and are not constrained to the usage of a specific classifier.
The choice of classifiers is further motivated by the number of hyperparameters: classification algorithms
with few or no hyperparameters are less likely to bias results due to their specific configuration.
Logistic regression (LR) is a generalization of linear regression which can be used for binary classification.
Fitting the model is an optimization problem which can be solved using simple optimizers which require
no hyperparameters to be set (McCullagh, 1984). Consequently, results achieved by LR are easily
reproducible, while also constituting a baseline for more sophisticated approaches.
Another classification algorithm referred to as k-nearest neighbors (KNN) assigns an observation to the
class most of its nearest neighbors belong to. How many neighbors are considered is determined by the
method’s hyperparameter k (Fix and Hodges Jr., 1951).
Finally, gradient boosting over decision trees, or simply gradient boosting machine (GBM), is an ensemble
technique used for classification. In the case of binary classification, one shallow decision tree is induced
at each stage of the algorithm. Each tree is fitted to observations which could not be correctly classified
by decision trees of previous stages. Predictions of GBM are made by majority vote of all trees. In this
way, the algorithm combines several simple models (referred to as weak learners) to create one effective
classifier. The number of decision trees to generate, which in binary classification is equal to the number
of stages, is a hyperparameter of the algorithm (Friedman, 2001).
As further explained in section 4.5, various combinations of hyperparameters are tested for each classifier.
All classifiers are used as implemented in the python library scikit-learn (Pedregosa et al., 2011) with
default parameters unless stated otherwise. The following list enumerates the classifiers used in this
study along with a set of values for their respective hyperparameters.
• LR
• KNN
– k ∈ {3, 5, 8}
• GBM
– numberOfTrees ∈ {50, 100, 200}
4.4 Datasets
To evaluate k-means SMOTE, 12 imbalanced datasets from the UCI Machine Learning Repository (Lich-
man, 2013) are used. Those datasets containing more than two classes were binarized using a one-versus-
rest approach, labeling the smallest class as the minority and merging all other samples into one class.
In order to generate additional datasets with even higher imbalance ratios, each of the aforementioned
datasets was randomly undersampled to generate up to six additional datasets. The imbalance ratio of
each dataset was increased approximately by multiplication factors of 2, 4, 6, 10, 15 and 20, but only if a
given factor did not reduce a dataset’s total number of minority samples to less than eight. Furthermore,
the python library scikit-learn (Pedregosa et al., 2011) was used to generate ten variations of the artificial
“MADELON” dataset, which poses a difficult binary classification problem (Guyon, 2003).
Table 2 lists the datasets used to evaluate the proposed method, along with important characteristics.
The artificial datasets are referred to as simulated. Undersampled versions of the original datasets
are omitted from the table. All datasets used in the study are made available at https://github.com/
felix-last/evaluate-kmeans-smote/releases/download/v0.0.1/uci_extended.tar.gz for the pur-
pose of reproducibility.
4.5 Experimental Framework
To evaluate the proposed method, the oversamplers, metrics, datasets, and classifiers discussed in this
section are used. Results are obtained by repeating 5-fold cross-validation five times. For each dataset,
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Dataset # features # instances # minority instances # majority instances imbalance ratio
breast tissue 9 106 36 70 1.94
ecoli 7 336 52 284 5.46
glass 9 214 70 144 2.06
haberman 3 306 81 225 2.78
heart 13 270 120 150 1.25
iris 4 150 50 100 2.00
libra 90 360 72 288 4.00
liver disorders 6 345 145 200 1.38
pima 8 768 268 500 1.87
segment 16 2310 330 1980 6.00
simulated1 20 4000 25 3975 159.00
simulated2 20 4000 23 3977 172.91
simulated3 20 4000 23 3977 172.91
simulated4 20 4000 26 3974 152.85
simulated5 20 4000 23 3977 172.91
simulated6 200 3000 20 2980 149.00
simulated7 200 3000 19 2981 156.89
simulated8 200 3000 15 2985 199.00
simulated9 200 3000 13 2987 229.77
simulated10 200 3000 22 2978 135.36
vehicle 18 846 199 647 3.25
wine 13 178 71 107 1.51
Table 2: Summary of datasets used to evaluate and compare the proposed method
every metric is computed by averaging their values across runs. In addition to the arithmetic mean, the
standard deviation is calculated.
To achieve optimal results for all classifiers and oversamplers, a grid search procedure is used. For this
purpose, each classifier and each oversampler specifies a set of possible values for every hyperparameter.
Subsequently, all possible combinations of an algorithm’s hyperparameters are generated and the algo-
rithm is executed once for each combination. All metrics are used to score all resulting classifications,
and the best value obtained for each metric is saved.
To illustrate this process, consider an example with one oversampler and one classifier. The following
list shows each algorithm with several combinations for each parameter.
• SMOTE
– knn: 3,6
• GBM
– numberOfTrees: 10, 50
The oversampling method SMOTE is run two times, generating two different sets of training data. For
each set of training data, the classifier LR is executed twice. Therefore, the classifier will be executed
four times. The possible combinations are:
• knn = 3, numberOfTrees = 10
• knn = 3, numberOfTrees = 50
• knn = 6, numberOfTrees = 10
• knn = 6, numberOfTrees = 50
If two metrics are used for scoring, both metrics score all four runs; the best result is saved. Note that
one metric may find that the combination knn = 3, numberOfTrees = 10 is best, while a different
combination might be best considering another metric. In this way, each oversampler and classifier
combination is given the chance to optimize for each metric.
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5 Experimental Results
In order to conclude whether any of the evaluated oversamplers perform consistently better than others,
the cross-validated scores are used to derive a rank order, assigning rank one to the best performing
and rank six to the worst performing technique (Demsˇar, 2006). This results in different rankings for
each of five experiment repetitions, again partitioned by dataset, metric, and classifier. To aggregate the
various rankings, each method’s assigned rank is averaged across datasets and experiment repetitions.
Consequently, a method’s mean rank is a real number in the interval [1.0, 6.0]. The mean ranking results
for each combination of metric and classifier are shown in figure 5.
By testing the null hypothesis that differences in terms of rank among oversamplers are merely a matter
of chance, the Friedman test (Friedman, 1937) determines the statistical significance of the derived mean
ranking. The test is chosen because it does not assume normality of the obtained scores (Demsˇar,
2006). At a significance level of a = 0.05, the null hypothesis is rejected for all evaluated classifiers and
evaluation metrics. Therefore, the rankings are assumed to be significant.
Figure 5: Mean ranking of evaluated oversamplers for different classifiers and metrics
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The mean ranking shows that the proposed method outperforms other methods with regard to all
evaluation metrics. Notably, the technique’s superiority can be observed independently of the classifier.
In six out of nine cases, k-means SMOTE achieves a mean rank better than two, whereas in the other
three cases the mean rank is at least three. Furthermore, k-means SMOTE is the only technique with a
mean ranking better than three with respect to F1 score and AUPRC. This observation suggests that
k-means SMOTE improves classification results even when other oversamplers accomplish a similar rank
as classifying without oversampling.
Generally, it can be observed that - aside from the proposed method - SMOTE, borderline-SMOTE1, and
borderline-SMOTE2 typically achieve the best results, while not oversampling usually earns the worst
rank. Remarkably, LR achieves a similar rank without oversampling as with SMOTE with regard to
AUPRC, while both are only dominated by k-means SMOTE. This indicates that the proposed method
may improve classification results even when SMOTE is not able to achieve any improvement versus the
original training data.
For a direct comparison to the baseline method, SMOTE, the average optimal scores attained by k-means
SMOTE for each dataset are subtracted by the respective scores reached by SMOTE. The resulting score
improvements achieved by the proposed method are summarized in figures 6 and 7.
Figure 6: Mean score improvement of the proposed
method versus SMOTE across datasets
Figure 7: Maximum score improvement of the pro-
posed method versus SMOTE
The KNN classifier appears to profit most from the application of k-means SMOTE, where maximum
score improvements of more than 0.2 are observed across all metrics. The biggest mean score improve-
ments are also achieved using KNN, with a 0.034 average improvement with regard to the AUPRC
metric. It can further be observed that all classifiers benefit from the application of k-means SMOTE.
With one exception, maximum score improvements of more than 0.1 are achieved for all classifiers and
metrics.
Taking a closer look at the combination of classifier and metric which, on average, benefit most from
the application of the proposed method, figure 8 shows the AUPRC achieved by the two methods in
conjunction with the KNN classifier for each dataset. Although absolute scores and score differences
between the two methods are dependent on the choice of metric and classifier, the general trend shown
in the figure is observed for all other metrics and classifiers, which are omitted for clarity.
In the large majority of cases, k-means SMOTE outperforms SMOTE, proving the relevance of the
clustering procedure. Only in 2 out of 71 datasets tested there were no improvements through the use of
k-means SMOTE. On average, k-means SMOTE achieves an AUPRC improvement of 0.034. The biggest
gains of the proposed method appear to be occurring in the score range of 0.2 to 0.8. On the lower end
of that range, k-means SMOTE achieves an average gain of more than 0.2 compared to SMOTE in the
“glass6” dataset. Prediction of dataset “vehicle15” is improved from an AUPRC of approximately 0.35
to 0.5. The third biggest gain occurs in the “ecoli6” dataset, where the proposed method obtains a score
of 0.8 compared to less than 0.7 accomplished by SMOTE. The score difference among oversamplers
is smaller at the extreme ends of the scale. For nine of the simulated datasets, KNN attains a score
very close to zero independently of the choice of the oversampler. Similarly, for the datasets where an
AUPRC around 0.95 is attained (“libra”, “libra2”, “iris”, “iris6”), gains of k-means SMOTE are less
than 0.02.
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Figure 8: Performance of KNN classifier trained on data oversampled with SMOTE (left) and k-means
SMOTE (right)
The discussed results are based on 5-fold cross-validation with five repetitions, using tests to assure sta-
tistical significance. Mean ranking results show that oversampling using k-means SMOTE improves the
performance of different evaluated classifiers on imbalanced data. In addition, the proposed oversampler
dominates all evaluated oversampling methods in mean rankings regardless of the classifier. Studying
absolute gains of the proposed algorithm compared to the baseline method, it is found that all classifiers
used in the study benefit from the clustering and sample distribution procedure of k-mean SMOTE. Ad-
ditionally, almost all datasets profit from the proposed method. Generally, classification problems which
are neither very easy nor very difficult profit most, allowing significant score increases of up to 0.26. It is
therefore concluded that k-means SMOTE is effective in generating samples which aid classifiers in the
presence of imbalance.
6 Conclusion
Imbalanced data poses a difficult task for many classification algorithms. Resampling training data
toward a more balanced distribution is an effective way to combat this issue independently of the choice
of the classifier. However, balancing classes by merely duplicating minority class instances encourages
overfitting, which in turn degrades the model’s performance on unseen data. Techniques which generate
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artificial samples, on the other hand, often suffer from a tendency to generate noisy samples, impeding
the inference of class boundaries. Moreover, most existing oversamplers do not counteract imbalances
within the minority class, which is often a major issue when classifying class-imbalanced datasets. For
oversampling to effectively aid classifiers, the amplification of noise should be avoided by detecting safe
areas of the input space where class regions do not overlap. Additionally, any imbalance within the
minority class should be identified and samples are to be generated as to level the distribution.
The proposed method achieves these properties by clustering the data using k-means, allowing to focus
data generation on crucial areas of the input space. A high ratio of minority observations is used as
an indicator that a cluster is a safe area. Oversampling only safe clusters enables k-means SMOTE to
avoid noise generation. Furthermore, the average distance among a cluster’s minority samples is used
to discover sparse areas. Sparse minority clusters are assigned more synthetic samples, which alleviates
within-class imbalance. Finally, overfitting is discouraged by generating genuinely new observations using
SMOTE rather than replicating existing ones.
Empirical results show that training various types of classifiers using data oversampled with k-means
SMOTE leads to better classification results than training with unmodified, imbalanced data. More
importantly, the proposed method consistently outperforms the most widely available oversampling tech-
niques such as SMOTE, borderline-SMOTE, and random oversampling. The biggest gains appear to
be achieved in classification problems which are neither extremely difficult nor extremely simple. The
results are statistically robust and apply to various metrics suited for the evaluation of imbalanced data
classification.
The effectiveness of the algorithm is accomplished without high complexity. The method’s components,
k-means clustering and SMOTE oversampling, are simple and readily available in many programming
languages, so that practitioners and researchers may easily implement and use the proposed method in
their preferred environment. Further facilitating practical use, an implementation of k-means SMOTE
in the python programming language is made available (see https://github.com/felix-last/kmeans_
smote) based on the imbalanced-learn framework (Lemaˆıtre et al., 2017).
A prevalent issue in classification tasks, data imbalance is exhibited naturally in many important real-
world applications. As the proposed oversampler can be applied to rebalance any dataset and inde-
pendently of the chosen classifier, its potential impact is substantial. Among others, k-means SMOTE
may, therefore, contribute to the prevention of credit card fraud, the diagnosis of diseases, as well as the
detection of abnormalities in environmental observations.
Future work may consequently focus on applying k-means SMOTE to various other real-world problems.
Additionally, finding optimal values of k and other hyperparameters is yet to be guided by rules of thumb,
which could be deducted from further analyses of the relationship between optimal hyperparameters for
a given dataset and the dataset’s properties.
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