Two major stages stages in language identification systems can be identified: the language modeling stage, where the distinctive features of languages are determined and stored in models, and the classification stage, in which the model of the (partial) input document is compared to the reference language models. The language model most similar to the input document represents the language of the document. We describe the best-known modeling and classification techniques known in literature, and identify one disadvantage in them: the need to create a model of the entire document, even though the language can be identified with a small number of features. To avoid this, we introduce a new language identification technique that is based on Monte Carlo sampling. We show that, by determining the language of a large enough number of random features, we can determine the document language to be the language which result most often from these features. Whether the amount of samples is sufficiently large can be determined by calculating the standard error of the samples. Finally, we discuss some pilot experiments where we compare this new technique with others.
Introduction
In multi-lingual environments, the need for automatic language identification often arises. Identifying the language of a piece of text is a prerequisite for subsequent processing, such as indexing, categorization, and keyword extraction. For instance, morphologically-based stemming, which is highly language dependent, has proved important in improving information retrieval. Likewise, any system that filters out stopwords must identify the language to pick the correct stopwords list. Language identification systems have been reported to have nearly perfect performance (Cavnar and Trenkle 1994 , Dunning 1994 , Grefenstette 1995 , Sibun and Reynar 1996 . As such, it is one of the most successful types of text classification (van Rijsbergen 1979) . This paper consists of five sections. In the next section, we identify two major stages in language identifiers: the modeling stage, where the distinctive features of a language or a document are determined, and the classification stage, where the document's features are compared to those of all available languages. We describe all major modeling and classification techniques, with their respective (dis)advantages. To resolve one specific disadvantage, we introduce a new classification technique, based on Monte Carlo sampling, in section 3. In the following section, we describe and discuss the experiments we conducted with the various modeling and classification techniques, and finally, in section 5, we come to the conclusion of this paper. 
Previous Work
Language identifiers consist of two major stages. These stages are graphically depicted in figure 1. At the top of this figure, we see the modeling stage. During this stage, the language-specific features of a text are learned and stored in a model. First, as can be seen on the upper left-hand side in this figure, the distinctive features for each language in a multi-lingual corpus are determined and stored in a language model. Later, seen on the upper right-hand side, the features of a specific text are determined and stored in a document model. The exact modeling method depends on the modeling technique used (see below).
At the bottom of this figure, the classification stage is shown. During this stage, the document model is compared to the language models. The language model which is most similar to the document model is then selected, and represents the language of the document. The actual comparison method depends on the classification technique used (see section 2.2).
We will discuss the techniques used at these stages in separate sections.
Modeling techniques
In the modeling stage, language models are created from a corpus of training documents, and document models are created from an input document. The two main modeling techniques focus on common words and character N-grams respectively. We will discuss these techniques separately.
Common Words Technique
Common words such as determiners, conjunctions and prepositions seem good clues for guessing a language (Johnson 1993) . From a corpus of documents in a certain language, the most frequent words are determined and placed in a model for this language. Each word has a significance score based on the frequency of that particular word in the corpus. By dividing this frequency by the total frequency of all words, we give each word a probability, and we can see the language model as a probability distribution. Table 1 shows the most frequent common words for 10 European languages, as obtained in experiments described by Grefenstette (1995) .
The disadvantage of this technique is that, though common words occur enough in larger texts, they might not occur in a shorter input text.
N-Gram Technique
The second modeling technique is based on character N-grams (Cavnar and Trenkle 1994, Grefenstette 1995) .
1 Similarly to the common words technique, this technique assembles a language model from a corpus of documents in a particular language; the difference being that the model consists of character N-grams instead of complete words. Likewise, each N-gram has a frequency score. To make the distinction between inner-word N-grams and N-grams at the beginning and end of each word, the N-grams are padded with blanks ( ). For instance, the word TEXT would result in the following N-grams: bi-grams:
T, TE, EX, XT, T tri-grams: TE, TEX, EXT, XT quad-grams: TEX, TEXT, EXT As can be seen from this list, the disadvantage that holds for the common words technique does not hold for the N-gram technique, since even a single word contains multiple N-grams.
2 Additionally, character N-grams have proved to perform very well when dealing with noisy input (Suen 1979) . Table 2 shows the most frequent trigrams for five European languages, as obtained in experiments described by Grefenstette (1995) .
The disadvantage of the N-gram modeling technique is that N-grams are not very distinctive. In table 2, for instance, multiple trigrams occur in more than one column. Common words, on the other hand, are much more distinctive, as can be seen in table 1.
Classification techniques
When language and document models have been generated, the document model is compared with the reference language models. The result of this stage is one or more languages; this also serves as the output of the language identifier as a whole. 
Rank order statistics
This technique, as described by Cavnar and Trenkle (1994) , determines how far out of place an N-gram is in the language models from its place in a document model. Since this technique operates on the relative indices of features (words or N-grams), these need to be sorted in order of frequency. How this technique is applied to N-gram features is shown in figure 2. For each N-gram in a document model, its counterpart in a language model is located, and then calculated how far out of place it is. If an N-gram is not in the language model, it takes a maximum out-of-place value, which is equal to the amount of Ngrams in the model. The sum of all of the out-of-place values for all N-grams is the distance measure for the document from the language. The language model with the smallest distance from the document represents the language of the document. Sibun and Reynar (1996) report the use of a well-known information theoretic measure for language identification: mutual information statistics. 3 The mutual information between two probability distributions reflects the amount of additional information necessary to encode the second distribution using an optimal code generated for the first distribution. It is a useful measure of similarity between probability distributions. Mutual information ranges from 0 to ∞, with the minimum generated when the two distributions are identical. The equation for the mutual information statistics is:
Mutual Information statistics
Applying this technique to language identification is straightforward: we simply use the above equation to calculate the distance between the language model generated for a document with the model generated for each language, and pick the language with the lowest distance. Thus, we can rewrite the previous equation as follows, where L is a language and D is a document.
The language model with the lowest mutual information statistic constitutes the language of the document.
Monte Carlo Classification
In the previous section, we have presented the standard techniques for modeling and classifying input within a language identification system. In this section, we will present a new classification method, which is based on Monte Carlo sampling. We will first discuss the motivation for this technique. Next, we give some background statistics, and finally, we present the Monte Carlo technique.
Motivation
A major drawback of the classification techniques described in section 2.2 is the necessity to create a complete document model. In order to produce this model, we need to determine the features for the entire document. This seems a waste of effort, since-as Grefenstette (1995) shows-the language of a document can be determined with 93% accuracy with as little data as the trigrams of three words. This issue can be resolved by taking the features of a large enough subset of the document (Grefenstette 1995 , Dunning 1994 ; or by limiting the amount of N-grams (Cavnar and Trenkle 1994) . However, by taking such a subset, there is a risk that the subset of the document model does not contain enough languagecharacteristic features.
Thus, instead of creating a complete, static model of (a fixed-size subsection of) the document, we create a dynamic model of the document: we increase it's size until it is sufficiently characteristic.
Method
This subsection describes the statistical method used in the Monte Carlo language identification technique. Basically, any statistics-based language identifier seeks the most probable language given a certain document. In other words, it seeks to maximize P (L|D), where L is a language, and D is a document. Using Bayes' law, we rewrite this as equation 1, below. Since the denominator is the same for all languages, and since all languages are equally probable, we need only maximize P (D|L). Thus, we can rewrite 1 as 2:
Thus, by calculating the maximum probability of a document given a language, we calculate the most probable language given that document. Since both document and languages are represented by a model, and since models are probability distributions for features (see 2.1.1), this is equal to:
So, by iteratively determining the language from a large number of random features from a document, we can determine the language of this document to be the language which results most often from these random features. The most probable language can be estimated as accurately as desired by making the number of samples sufficiently large. According to the Law of Large Numbers, the language that was selected most often converges to the most probable language. Methods that estimate the probability of an event by taking random samples are known as Monte Carlo methods (Meyer 1956 ).
We can determine whether the amount of samples is sufficiently large by calculating the standard error σ of the samples. The standard error is defined as the squared root of the variance of the underlying probability distribution, divided by the number of samples:
Since, language identification uses a Bernoulli distribution 4 , the variance is defined as:
Thus, the standard error for language identification is:
Standard values for standard errors include 0.01 or 0.05. We can expect N-grams to be equally distributed across the entire document, meaning that every N-gram is as likely to appear at the start of the document, as it is to appear in the middle or at the end. Thus, we can simply sample N-grams from the beginning of the document.
Experiments
To test the performance of the new classification technique, and to compare it with others, we conducted several experiments. In these experiments, we compared all combinations of modeling and classification techniques. In other words, we compared the following language identifiers:
• Rank order statistics identifier with common words,
• Rank order statistics identifier with N-grams,
• Mutual information statistics identifier with common words,
• Mutual information statistics identifier with N-grams,
• Monte Carlo identifier with common words,
• Monte Carlo identifier with N-grams.
Test Environment
The performance of the language identifications method was evaluated using the corpus available on the ECI CD-ROM. 5 This CD-ROM contains text in various languages; we only used the first million characters of text in each of the following languages: Danish, Dutch, English, French, German, Italian, Norwegian, Portuguese, Spanish, and Swedish.
We used a blind testing method, dividing the corpus into a 90% training set, and a 10% test set. We carried out ten experiments, each using a different split of training and test set. Depending on the modeling technique being tested, the training set was converted into words or N-grams, enriched with their model frequencies. We filtered out all but 400 of the most frequent features. The test set served as input that was classified using the language models generated from the training set. In each of the ten experiments, we varied the amount of input data from 10 characters to 500 characters. The output from the language identifier was compared with the language of the test input, and the performance of each method was calculated as being the number of correct identifications divided by the total amount of identifications.
Additionally, we measured the elapsed time (in milliseconds) it took to run the ten experiments. These measurements were obtained while doing the experiments on a 700 MHz Pentium III computer, running the Linux operating system. The whole experiment setting was implemented in the Java programming language.
Results
The results we obtained for the performance scores are displayed in figure 3 . On the horizontal axis, the amount of input is specified; on the vertical axis, the performance (i.e. the number of correct identifications divided by the total amount of identifications). There are a few interesting things to note in this figure. First, the Rank Order classification method has the best overall performance; the Monte Carlo method scores slightly less. The Mutual Information method scores worst, especially when combined with the common words modeling technique. Since this technique is heavily dependent on a probability distribution, and because such Rank Order using N-grams Rank Order using words Monte Carlo using N-grams Monte Carlo using words Relative Entropy using N-grams Relative Entropy using words a distribution can only be generated with larger amounts of data, this behavior can be expected. Secondly, both with the Rank Order and Monte Carlo techniques, the N-gram modeling method performs best with small amounts of input (i.e. less than 100 characters of input). This can be expected, since any text contains more N-grams than words, and thus it is more likely that language discriminating features are present. However, the Common Words technique performs slightly better with larger amounts of input (i.e. more than 350 characters of input). Since common words are more distinctive than N-grams, this type of behavior can also be expected. Figure 4 shows the amount of time necessary to complete the 10 experiments, on a logarithmic scale. The most important item in this figure is the large amount of time required for the Rank Order method, especially compared to the other two classification method. As a comparison: when using N-grams as features and with an input of 200 characters, the Rank Order method took approximately 2 minutes per 10 experiments, as compared 1.4 seconds with the Monte Carlo method or 800 milliseconds with the Mutual Information method.
Another thing that can be seen in this figure is the fact that the N-gram modeling technique takes longer than the common words technique. Since the creation of N-grams is computationally more expensive than the creation of words, this can be expected.
Generally, we can say that the N-gram modeling method is somewhat slower, but performs best with little input, and that the Rank Order classification technique Rank Order using N-grams Rank Order using words Monte Carlo using N-grams Monte Carlo using words Relative Entropy using N-grams Relative Entropy using words scores best, but is very slow. The Monte Carlo sampling method scores slightly less, and is much faster. The Mutual Information technique scores worst, especially when used with common words.
Conclusion
We have identified two major stages in language identification: the modeling stage and the classification stage. In the modeling stage, the most frequent words or character N-grams are identified and stored in a model. In the classification stage, the model of the input document is compared to the reference language models: the most similar language model represents the language of the document. We discussed the best-known modeling and classification techniques. We introduced a novel classification method, which is based on Monte Carlo sampling. The advantage of this new technique is that it samples features from the document, and stops sampling when the language has been identified. We performed several experiments, comparing the new technique to those known in literature, and show that the Monte Carlo technique performs somewhat less than the best-performing classification technique, but is much faster.
