In order to forecast the quality of cotton yarn based on the cotton fiber indexes more accurately, a yarn quality forecasting model based on Mind Evolutionary Algorithm (MEA) was used to optimize the BP neural network prediction of yarn strength and yarn evenness. The model adopts the Mind Evolutionary Algorithm to complete the BP network weights and threshold optimization, giving full play to the advantages of this method in the field of global optimization. The results show that the BP neural network prediction model based on Mind Evolutionary Algorithm to optimize is superior to the single BP neural network prediction model.
INTRODUCTION
Spinning process is a typically complicated industrial process, which can be disturbed by many factors. The quality of yarn is not only affected by process parameters, equipment and other factors, but also the interaction between various factors. With the development of intelligent technology, in order to ________________________ improve the yarn quality, many scholars use different methods to model and forecast the yarn quality and reset the parameter setting by analyzing the prediction results. In numerous methods of yarn quality prediction research, Artificial Neural Network has become one of the leading prediction methods by virtue of its strong self-learning ability and fast searching ability of complex nonlinear system. For example, Models for predicting ring yarn hairiness are built using backpropagation neural network algorithm and linear regression analysis. It reveals a very good performance in prediction, better than that of the linear model. The selected neural model is expected to be used as a 'predictor model' in a large scale industrial application [1] . Neural networks have been used as a tool for modeling an industrial process. The problem chosen is one of predicting the properties of cotton yarn from the fiber properties. When the input data are known to correlate with each other, principal component analysis can be used to improve the performance of neural networks [2] . Domestic and foreign scholars have used many methods to predict yarn quality. The methods are summarized into three categories: traditional statistical forecasting methods [3] [4] , grey prediction model [5] . GA has been used to solve the optimization problem by searching the best combination of fiber properties that can translate into reality a yarn with the desired quality [6] .
MIND EVOLUTION ALGORITHM
The traditional BP neural network training algorithm is mainly based on the gradient, the network learning process is slow to converge, learning process training for a long time, it is easy to fall into the local optimum and the network initial weight, learning rate and momentum parameters are extremely sensitive [7] [8] . Although the BP Algorithm with Genetic Optimization Algorithm is better than the single BP neural network Algorithm in accuracy and the convergence speed of training improved, the genetic algorithm is complex, such as selection, replication, crossover, mutation, and the training time of the neural network scale and complexity are exponential growth [9] . The Particle Swarm Algorithm (PSO) optimized by particle swarm optimization has the characteristics of simple principle and easy implementation, but there are some defects such as lack of systematization and normalized theoretical basis, early maturing and weakness of convergence [10] .
Evolutionary Algorithm is a new random search algorithm, which is developing rapidly in recent years. The algorithm combines computer science with biological evolution, which is characterized by group search, which has been successfully applied to solve complex combinatorial optimization problems. However, this algorithm such as premature and slow convergence speed defects. Aiming at the existing problem of evolutionary algorithms, the Evolutionary Algorithm was proposed in 1998 by Chengyi Sun et al. in 1998.
The algorithm follows with the concept of "group", "individual" and "environment" of genetic algorithm, and introduces the concept of "convergence", "alienation" process, the two processes can effectively improve the efficiency of the algorithm search. Through its powerful global optimization ability, the Mind Evolutionary Algorithm can make up the stochastic defects of the BP Network in the network structure and the weight parameter selection effectively, reduce the solution space of the neural network structure, and improve the convergence of the algorithm in the neural network optimization application speed. And the mind evolutionary algorithm is proved to have obvious superiority in solving numerical optimization and non-numerical optimization problems. The system framework of Mind Evolutionary Algorithm is shown in Figure 1 . 
BP NEURAL NETWORK MODEL
BP neural network is a multi-layer feedforward neural network, the main feature is the signal forward transmission, the error back propagation. If the expected output difference of the output layer is too large, the network weights parameter and thresholds are adjusted by error back propagation. As the structure is simple, adjustable parameters, training algorithms, operable models, has been widely used in practice. BP neural network topology shown in Figure  2 .
The structure of the BP neural network is shown in the Fig 2, including the input layer, the hide layer and the output layer. Between the layers is a fully connected form, but there is no connection between the same layer of neurons. When a training sample for BP neural network is trained, the activation value of the neuron propagates from the input layer through the middle layer to the output layer, and the input layer obtains the input response of the network. Then according to the error between the actual output value and the target output value, the connection weight between the intermediate layer and the output layer, the threshold value, the connection weight between the input layer and the middle layer are adjusted in turn from the output layer threshold, the error gradually decreases, so that from the output layer back to the input layer.
With the continuous correction of this error, the correct response rate of the network to the input mode is continuously improved. The learning process and steps of the three-layer BP neural network are as follows:
Step 1: Randomly initialize the connection weights and thresholds ωij, νjt, θj and γt on interval [-1,1];
Step 2: Extract a random set of input and target samples available to the network;
Step 3: Calculate the input vector and output vector for the middle layer:
Step 4: Calculate the input and output of the output layer:
Step 5: Calculate the error of each unit of the output layer:
Step 6: Calculate the errors of the elements in the middle layer:
Step 7: Correct the connection weights νjt and the threshold βt:
0 < α <1
Step 8: Fix the connection weights and the threshold:
0 < β <1
Step 9: Randomly take a set of learning samples for training, return to step 3 until all the sample training is complete;
Step 10: Does the iteration number or training error meet the requirements? No: Return to step 2: Yes: End the training.
In this study, a three-layer multi-input single-output model is used X 1 , X 2 ... Xn are neural network input values, Y is the output value, Wij and Wj represent the network weights. This study will affect the yarn strength of 14 fiber factors as input, 14 fiber factors are the spinning uniformity index (X 1 ), micronaire (X 2 ), maturity (X 3 ), the upper half of the average length (X 4 ), the length uniformity (X 5 ), short fiber content (X 6 ), the strength (X 7 ), the elongation (X 8 ), the reflectance (X 9 ), the yellowness (X 10 ), miscellaneous (X 11 ), neps(X 12 ), fiber fineness (X 13 ), type (X 14 ) as inputs, yarn strength (Y 1 ) and stem CV % (Y 2 ) as outputs. The number of nodes in the hidden layer is calculated by the following formula: 
In the formula, m is 14, n is 1. By calculating that the size of S is approximately 7, the number of nodes in the hidden layer is initially selected as 7. BP neural network implicit layer excitation function is f(x)=1/(1+e-x), the number of iterations: 100, learning rate: 0.1, BP neural network construction function newff.
BASIC PRINCIPLES OF MIND EVOLUTION ALGORITHM (MEA)
Located in the D-dimensional solution space, randomly generated a certain size of the individual M=(m1,m2...mn), the fitness function of the algorithm is used to characterize the adaptability of the individual to the environment and according to the strength of the adaptive ability. In the D-dimensional solution space, the individual Mi(i<=n) and the temporary individual Nj(j<=n) and then around Mi and Nj, some new individuals are generated around each individual to get a number of superior subgroups Si and Temporal subgroup Tj, the convergence of each sub-group operation, the so-called convergence, within the sub-group range, the individual to become the winner of the competition process, in the convergence process, if not produce a new winner, The group is already mature [9] . The optimal individual score among the mature subgroups was selected as the subgroup. After all sub-groups are mature, perform alienation operations on subgroups. The so-called alienation, that is, in the entire solution space, the sub-groups to become the winner and competition, and constantly explore the solution of the new point in the process of space [9] . In the process of alienation, the subgroups are continuously replaced by the subgroups of the superior subgroups, discarded and the individuals in the subgroups that are ultimately retained are released, the global optimal individuals are calculated.
MIND EVOLUTION ALGORITHM SPECIFIC DESIGN STEPS
(1) Training set and test set generation In this paper, two sets of cotton data collected from a spinning mill in Zhengzhou are taken as examples. Among them, there are 21 sets of data in J32, 24 data of J40, 3 sets of data from J32 randomly selected as test set, and randomly selected 4 sets of data in J40 Set, the remaining data as a training set. Using Matlab mathematical software tools to build a specific model. (2) The initial population generation: The evolutionary algorithm uses the initpop_genergate (popsize, S1, S2, S3, P, T) to generate the initial population, where popsize represents the population size, S1 represents the number of neurons input in the neural network, S2 represents the number of neurons in the hidden layer, The number of output neurons, P is the training sample set input matrix, and T is the training set sample output matrix. Using the subpop_genergate (center, SG, S1, S2, S3, P, T) function to produce the superior population and the temporary subpopulation. Where center is the subgroup center; SG is the size of the subpopulation.
The population size of the thought evolutionary algorithm is set to 200, and the number of subspecies and temporary subpopulations is 5, the subgroup size is 20, the length of the individual is 113, and the number of iterations is 10.
(3) Subgroup convergence and alienation operations: When the score of the temporary subgroup is higher than the winning subgroup, the winning subgroup will be replaced, and the individual in the group will be released, and the released individual will search again and form a new temporary group globally. When the score of the temporary subgroup is lower than that of the winning subgroup, the temporary subgroup will be discarded, and the individual is released, thus forming a new temporary group again, thus ensuring the number of temporary subgroups unchanged. (4) Analysis of the optimal individual training BP neural network: When the iteration stop condition is satisfied, the optimal individuals will be analyzed and analyzed as the weights and thresholds of the BP neural network into the training sample set. (5) Simulate the test set to predict the conclusion: After the training is completed, the model is applied to the test sample set and the conclusion is drawn.
EXPERIMENTAL RESULTS AND ANALYSIS
The optimal weights and thresholds of the optimal individuals are selected as the neural network, and the BP neural network prediction model is established. The final prediction results are shown in Table 1 . Figure 3 It can be seen from Table 1 that the average relative error of the single BP neural network model is 2.22% for the yarn strength, and the BP neural network model optimized by the Mind Evolutionary Algorithm predicts an average relative error of 1.79%, which is lower than the prediction error 0.43%. For the yarn stem, the average relative error of the single BP neural network model is 1.76%. The BP neural network model optimized by the Mind Evolutionary Algorithm predicts an average relative error of 0.54%, which is 1.22% lower than the former prediction error. The results show that the predictive model based on the evolutionary optimization algorithm is better than the single BP neural network prediction model.
CONCLUSION
In this experiment, the BP neural network model and the BP neural network model optimized based on the evolutionary algorithm are used to predict the yarn strength and the yarns evenness. The results show that the BP neural network model based on the Mind Evolution Algorithm is superior to the single BP neural network prediction model. But the experimental data size is not large enough, the forecasting model can be applied to the actual production yet to be further explored.
