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In this paper, we investigate the potential of caching
to improve quality of reception (QoR) in the context of
continuous media applications over best-eort networks.
Specically, we investigate the inuence of parameters such
as loss rate, jitter, delay and area in determining a proxy's
cache contents. We propose the use of a exible cost
function in caching algorithms and develop a framework
for benchmarking continuous media caching algorithms.
The cost function incorporates parameters in which, an
administrator and or a client can tune to inuence a
proxy's cache. Traditional caching systems typically base
decisions around static schemes that do not take into
account the interest of their receiver pool. Based on the
exible cost function, an improvised Greedy Dual (GD)
algorithm called GD-multi has been developed for layered
multiresolution multimedia streams. The eectiveness of
the proposed scheme is evaluated by simulation-based per-
formance studies. Performance of several caching schemes
are evaluated and compared with those of the proposed
scheme. Our empirical results indicate GD-multi performs
well despite employing a generalized caching policy.
Keywords : Caching, Continuous Media
1 Introduction
It is evident that the rapid growth of the Internet has
brought about much diversity in the types of Internet ap-
plications developed. As best-eort based packet switched
networks (e.g. the Internet) provide no guarantees on the
quality of service (QoS), applications have to make up for
the Internet's inadequacies using end-to-end solutions. By
end-to-end solutions, we refer to solutions that only involve
nodes on the edge of the network. An example of this design
principle is the transmission control protocol (TCP), which
accounts for most of today's Internet traÆc. The reason
behind TCP's pervasiveness is that it is most suitable for
applications that work with elastic data (e.g., telnet, FTP,
HTTP), which is what the Internet was intended to carry.
By the term elasticity, we refer to the application's toler-
ance towards the network's variances in bandwidth and de-1
0-7695-0981-9/01 lay. Continuous media or streaming media applications on
the other hand tend to be inelastic, as they require timely
and in-order delivery qualities [1]. There has been much
interest in using the Internet for streaming media prod-
ucts (e.g. Real Network's Real-Player, Apple's QuickTime
Player), which require such qualities to guarantee accurate
playback at the clients. We refer to these applications un-
der the class of soft real-time applications, as they require
loose delay and bandwidth bounds on the information de-
livered. To compensate for the unreliable nature of packet
switched networks, end-to- end techniques such as buer-
ing, pseudo-streaming, aggressive lossy compression [2], pe-
riodic broadcasting [3], traÆc shaping [4], rate-based trans-
port protocols [1], multicasting [5], transcoding and forward
error correction (FEC) [2, 6] have been applied or suggested.
While there is no doubt that these techniques help to con-
ceal transient delivery problems, they do not help much in
the face of true network congestion. One extreme technique
is to reengineer the network layer infrastructure to provide
QoS provisioning for dierent classes of traÆc, in the form
of integrated or dierentiated services. Even if the Internet
does evolve to a hybrid state, there will still be continued in-
terest in best-eort delivery for several reasons; i) Resource
reservation does not come free and some people may not be
willing to pay the premium. ii) Channels may not always
be available (e.g. during peak hours) and having the option
to revert to best-eort delivery is better than not having
any service at all. Moreover, this paradigm shift will not
take place swiftly as changes in the network layer require an
Internet-wide eort to maintain interoperability. The main
advantage with end-to-end solutions is that they do not re-
quire changes or additions to be propagated throughout the
network at the same time. One end-to-end approach in re-
lieving bandwidth bottleneck is the use of caching. Proxy
caches [7] reduce duplicate information passing through the
network and enhance scalability by serving nearby clients
on behalf of the server. In short, network caching is used to
improve QoR by placing a server nearer to clients. In doing
so, processing availability at the servers increases and net-
work bandwidth consumption reduces, while reception at
the clients improves. Continuous media caching is useful in
stored multimedia retrieval situations, as it lessens the bur-
den on the network and improves the QoR at the clients. We
propose to enhance the scope of continuous media caching
schemes through the introduction of a exible cost func-$10.00 (c) 2001 IEEE 1
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policy. The rest of the paper proceeds as follows. Section
2 discusses related work, while the remainder of the paper
discusses our work. Sections 3 and 4 detail the proposed
cost functions and simulation models respectively. Finally
we discuss simulation results, future work and present our
conclusions in the remainder of the paper.
2 Related Work
Many factors can inuence the quality of CM. In this sec-
tion, we discuss techniques relating to improving QoS in CM
from an end-to-end networking viewpoint. CM objects can
be eÆciently delivered to many viewers by using multicast.
However, straight multicast requires the viewers to be view-
ing the object at the same time. Viewers who 'miss' the start
of a session would need to either form new multicast groups
or wait a maximum of t seconds (where t is the duration of
a CM object) before viewing the object. Whilst the former
technique increases availability, it can potentially congest
the link on the server if too many groups are formed. To
reduce the waiting time in the latter approach, broadcasting
methods can be applied. The idea is to split up a CM object
into multiple segments and transmit the information along
dierent multicast groups/channels. This is referred to as
the data-scheduling problem [8]. Chiueh and Lu [3] propose
a technique whereby the waiting time is linearly dependant
upon the number of channels available. Pyramid [9] and
fast broadcasting [10] are techniques that require client-side
caching but reduce the waiting time exponentially. Tseng
et al. [11] propose an extension to the fast-broadcasting
scheme by allowing allocated channel bandwidth to dynam-
ically change on-the-y. The tradeo with such schemes is
that VCR-like functionality is limited to the content cached
by the client. Due to the nature of many modern compres-
sion techniques, streaming compressed multimedia tends to
produce bursty traÆc, which further increases the unpre-
dictability in QoR in best eort networks. While constant
bit rate (CBR) encoding techniques exist, variable bit rate
(VBR) encoding oers higher gain. Smoothing strategies re-
duce the burden on the network by shaping traÆc to form
ows that are more predictable. The smoothing timescale
depends on the type of application. In general, the larger
the smoothing timescale the more constant the output of the
'smoother'. Videocast or non-interactive applications such
as movies where high delays are tolerable would suit longer
timescales compared to interactive video- conferencing ap-
plications. Thus, smoothing of prerecorded VBR streams
oer the qualities of VBR streams without the side eects
of bursty delivery. The amount of buering required at
the client is proportional to the timescale of the smooth-
ing process. Due to the above-mentioned issues, Rexford et
al. [4] propose an online approach to smoothing by placing
the smoothing service at proxies. Proxies are in an excel-
lent position to improve QoS, as they are typically closer
to the recipient than the actual content providers are. Web
caching proxies [7] for instance service local requests on be-
half of the actual server (given if the actual information is2
0-7695-0981-9/01 $available) saving the Internet's bandwidth. In the context of
CM, services such as transcoding [2] and distillation [6] have
been suggested. For instance, a proxy can transparently
down-sample streams and encode FEC information along
wireless links. While these techniques can improve QoR,
caching and its variants are the only congestion-tolerant so-
lutions. Prefetching [7] and replication [8] schemes attempt
to improve caching further by proactive retrieval methods.
Caching and delivering CM introduces issues unique from
Web caching, namely very large les, dierent metrics in
determining utility of objects, dierent protocols and ac-
cess patterns. The goals in CM caching are similar to those
of web caching- reduce redundant traÆc, decrease access
latency and increase availability. Issues in caching involve
transparency, compatibility, consistency, management and
architecture. There has been much work in the direction of
determining and factoring invariants in client access char-
acteristics into web caching algorithms. For instance, Bres-
lau et al. [12] found weak correlations between the access
frequency of web pages and their respective size and weak
correlations between access frequency and rate of change.
In addition, they found client access distributions to be
Zipf-like. Their observations from separate investigations
on Web characteristics found additional invariants- docu-
ment life spans, rate of broken links, rate of redirects, page
requests per site, reading time per site, timeouts, self simi-
lar traÆc and traÆc types. Traditional caching schemes are
typically based around one or more of the above-mentioned
observations. For instance, the SIZE replacement policy [13]
is based around the observation that Web clients typically
access small documents [14] and retrieval times are domi-
nated by startup latencies rather than available bandwidth.
Similar LRU-style replacement policies such as LRU-MIN
[15] and LRU-Threshold [15] exploit the nature of local-
ity reference with bias towards small documents in Web
accesses. Cost-aware [16] schemes measure the utility of
caching an object by factoring in multiple measurements
such as transfer time and expiration times. Using a mod-
ied GD algorithm, Cao and Irani [16] compute utility by
deriving various retrieval costs over le sizes. Cao and Irani
[16] demonstrated that GD-Size performed well compared
to LRU. In general, GD-Size derives the utility of an object
by determining cost in terms of hit ratio, byte hit ratio, la-
tency reduction, hop reductions and weighted reduction per
unit size. This approach is similar to approximating the
optimal set of objects to retain in the fractional knapsack
problem. The Hierarchical-GD [17] algorithm, also adapted
from GD, optimizes object placement in a distributed hi-
erarchical cache. The Hybrid algorithm [18] uses measure-
ments such as reference count, startup latency and band-
width consumption in computing cost. Bolot and Hoschka
[19] employ time series analysis to model and forecast Web
traÆc to derive a weighted utility function based on size, ac-
cess frequency and transfer time. Other cost based schemes
include Least Relative Value(LRV) [20] and a server-assisted
scheme [21]. Despite the above mentioned progress in Web
caching, there is no generalized benchmark for Web caching
algorithms. Competitive analysis [22] is a popular approach
in benchmarking caching algorithms. In competitive anal-10.00 (c) 2001 IEEE 2
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paring it against an optimal oine algorithm given a worst-
case access sequence. The online algorithm is said to be
k-competitive if a ratio k can be derived, which denes how
badly the online algorithm performs against the oine one.
While useful, the nature of competitive analysis or any ab-
stracted techniques tend to overlook many low level details.
Trace-driven simulation is another benchmarking technique.
For instance, using traces, Feldmann et al. [23] made three
main observations; i) caching persistent connections yield
greater latency reductions than those from caching data ii)
aborted transfers lead to signicant bandwidth consump-
tion due to proxies persisting downloads. iii) Hit ratios can
be signicantly reduced by documents containing cookies.
One limitation with traces is that they may result in trace-
specic results, losing generality. Observations by Williams
and Abrams [13] show that the SIZE algorithm performs
better than LRU, while Lorenzetti et al. [20] observed that
LRU performs better with regard to byte-hit-rates. Work in
determining Internet CM traÆc characteristics is still em-
pirical. Mena and Heidemann [24] provide some insights
about the nature of Internet CM traÆc by attempting to
characterize Realaudio traÆc in terms of per ow charac-
teristics and aggregate users. This study concluded that au-
dio traÆc diers from HTTP, FTP and telnet signicantly.
Earlier work by Thompson et al. [25] on analyzing Internet
traÆc over an OC-3 link observed that Realaudio UDP traf-
c comprised only between 0.5% and 2.5% of traÆc on the
link. Mena and Heidemann [24] observed that their traces
had higher values and theorized that this discrepancy was
likely due to the increasing popularity of Realaudio sites.
The dynamic nature of the Internet makes it diÆcult to
apply traces into simulations without more sophisticated
understanding about such traÆc. One assumption that we
can safely make is that CM les are signicantly large com-
pared to Web les. This would impede caching performance
if classical caching schemes are used, which base around bi-
nary eviction decisions. Rejaie et al. [1] suggest a partial
caching scheme by evicting the enhancement layers of lay-
ered CM les. Gruber at al. [26] propose caching prexes
of Realaudio les to reduce startup latencies. In addition,
Web caching policies will not work well for CM due to dif-
ferences in traÆc requirements. However, this scheme may
prove insuÆcient since the CM data is very susceptible to
uctuations in bandwidth capacity, delay, and packet loss.
3 Methodology
In this section, we provide a detailed discussion of our ob-
jectives and techniques employed to achieve them.
3.1 Objectives
Our work focuses on an eviction policy that uses receiver
interest to inuence a proxy's cache. The concept of re-
ceiver interest is similar to the SCUBA protocol [5] used for
multicast conferencing applications, where participants of a3
0-7695-0981-9/01 group may indicate their level of interest from the streams
they receive. In the context of CM caching, we achieve the
same goal by using a generic multi-parametric cost function
to derive the utility of caching an object. The objective is
to observe if the proxy is able to cache the appropriate ob-
jects by looking at the proportion of hits served out by the
proxy on a per server basis. In addition, we observe how
these caching policies aect QoR at the clients.
3.2 Measuring QoR
This section deals with the factors that contribute to
QoR in the context of delivering layered CM over a best
eort network. In particular, we are concerned with
the following factors- loss rate, delay, jitter and area.
In a modern wired network, packet loss is usually an
indication of congestion. Due to the tight constraints of
CM, loss recovery congestion control techniques are rarely
used. Instead, it would be better to dierentiate between
transient congestion and true congestion as a basis for
designing CM congestion control techniques. Unlike data
such as text and executables, it is acceptable to lose a
few packets (with slight degradation) without aecting
too much of the viewing experience. When loss becomes
unacceptable, the congestion control mechanism has to
adapt accordingly. In the context of layered multimedia,
the congestion control mechanism can react to congestion
by sending fewer layers. With this in mind, we argue that
a more accurate approach for determining loss in layered
CM transmissions is to determine true losses. True loss
is measured in the following fashion; in addition to lost
packets, Each time a packet is lost, we determine the
number of packets that 'depend' (e.g. enhancement layer
packets without their corresponding base layer packet) on
the packet and aggregate the amount (in addition to the
lost packet) to our true loss metric. Thus, we dene loss
rate in the following manner;
Loss Rate =True Loss/(Packets received + True Loss)
An excellent method of coping with bandwidth heterogene-
ity is to encode a CM object into as many layers as possible.
Although this strategy may induce more true losses (i.e.
due to the higher number of enhancement layers), having
more layers allows ner grain rate adaptation to be carried
out which in turn decreases the disparity in quality when
switching between layers. One factor related to loss rate is
area. Area for each session is computed as follows,
area =
n
X
i=1
(t
i
  t
i 1
)l
i
=(t
n
  t
0
)l
max
(1)
where, i) t
i
denotes a time instance, ii) l
i
denotes the num-
ber of layers the client was receiving between t
i
and t
i 1
,
iii) l
max
denotes the number of layers the current object is
encoded with and iv) t
n
 t
0
represents the total duration of
the session. As we can see, a session may experience low area
measurements even if loss rates are low. Delay aects QoR
in terms of an application's responsiveness to the user. Tak-
ing a VCR-like application as an example, startup latency$10.00 (c) 2001 IEEE 3
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our simulations, we measure delay as the one-way propaga-
tion time from the source to the recipient. While one-way
propagation delay is diÆcult to measure in real networks
(round trip time is used normally used), we argue that using
one-way propagation time does not aect the outcomes of
comparative studies. Jitter is caused by variances in packet
processing times at the routers. Buering techniques are
used to compensate this problem. Buer sizes that are too
small will not be able to conceal the jitter. On the other
hand, having larger buers increases startup latencies (in-
cluding scanning operations) since the application has to ll
the buer before proceeding. We measure jitter as the dier-
ence between the inter-departure and inter-arrival times of
packet pairs. Techniques such as inter-stream synchroniza-
tion, signal to noise ratio or other application level methods
have not been used in this research. However, we feel that
these four parameters represent a decent measure of QoR
and are suÆcient to demonstrate the utility of our exible
caching scheme.
3.3 Caching Schemes
The GD caching algorithm [27] and its variants have been
used in the past for enhancing information access in two-
level memory hierarchy systems. In this section, we de-
scribe the GD-algorithm based schemes for improving QoR
of CM objects in computer networks. GD-based algorithms
compute the utility of caching objects by considering cost
and recency (algorithm in Figure 1). We propose four GD-
based schemes- GD- lossrate, GD-delay, GD-bitrate and
GD-multi. The rst three schemes use the corresponding
parameter as a measure of utility, whereas GD-multi uses a
combination of parameters. Without loss of generality, we
will use the GD-delay caching scheme, which employs de-
lay as its cost parameter to demonstrate the GD algorithm
used for single-parametric schemes. The cost of retrieval
and utility of an object p are given by C(p) and H(p) respec-
tively. When object p has to be fetched from the original
server, GD-delay only considers delay, hence O(p)=C(p).
For single parameter algorithms, C(p) is determined by the
corresponding parameter. If there is not enough space in
the cache, GD-delay evicts objects in increasing order of
H(x) until there is suÆcient space in the cache to store ob-
ject p (where x refers to a cached object). When an object
x is evicted, GD-delay reduces the utility of the remaining
cached objects by H(x). On the other hand if the object p is
already in cache, GD-delay restores p's utility to its original
retrieval cost O(p). In a similar fashion, loss rate and bi-
trate can be used as cost parameters to execute GD-lossrate
and GD-bitrate algorithms respectively.
Unlike the single parameter approaches mentioned earlier,
GD-multi's cost function C(p), considers multiple param-
eters. To allow multiple parameters to be considered, we
propose a two phase approach in computing C(p). The rst
phase involves a normalization process, which normalizes
the values of each parameter considered, and the second
involves combining these normalized values. We propose4
0-7695-0981-9/01 Let p be the requested object. Let X be the set of continuous
media objects in the proxy's cache. H(p) refers to the utility of
caching object p. O(p) refers to the original retrieval cost for
fetching p from the server. C(p) denotes the cost function used for
computing the retrieval cost of an object.
1. L = 0
2. If p is already cached
3. H(p) = O(p)
4. If p is not cached
5. While there is not enough space
6. Evict q from X where q = min H(x) where x 9 X
7. 8a 9 X, H(a) = H(a) - H(q)
8. H(p) = O(p) = C(p); C(p) for GD-multi is computed in
algorithm in Figure 2
9. Insert p into cache
Figure 1: Algorithm: Greedy Dual algorithm used for GD-
lossrate, GD-delay, GD bitrate and GD-multi
two methods for normalizing monitored parameters using
- i) tolerance values and ii) averages. In both cases, we
assign a normalizing cost factor that varies the normalized
result between 0 and 1. The algorithm in Figure 2 depicts
the GD-multi cost function C(p), which computes cost over
a tuple M which is a set of pre-normalized measurements,
such as loss rate and jitter. We explain the algorithm
with the following example. Without loss of generality, we
use the delay parameter to demonstrate the normalization
process. In the following analysis, M
d
, T
d
, and N
d
repre-
sent measured delay, tolerance value and normalized delay
respectively. N
d
is an assigned normalizing cost factor
(0  N
d
 1) for delay based on measured delay for a
particular session. If delay has an assigned tolerance value,
N
d
is computed as follows;
N
d
=
8
<
:
0 : if M
d
< T
d
M
d
  T
d
=CT
d
: if M
d
 CT
d
1 : if M
d
> CT
d
(2)
where C is a constant. On the other hand, if there is no
assigned tolerance value for delay, N
d
is computed using
averages as follows;
N
d
=

1 : if M
d
> CA
d
M
d
=CA
d
: if M
d
 CA
d
(3)
where A
d
is the average of the measured values. In a similar
fashion, normalized factors for bitrate, loss, jitter can be
computed. However, with area measurements, since higher
area values indicate 'better' results (see Equation 1), M
a
,
the measured result for area is adjusted by, M
a
= 1:0 M
a
.
These normalized values are combined to form a single
measure of utility by using a weighted function. As an
example, we will discuss the case when GD-multi considers
loss, delay, jitter and area. Suppose N
l
, N
d
, N
j
and N
a
represent the normalized values for loss, delay, jitter and
area respectively, and W
l
, W
d
, W
j
and W
a
represent
corresponding weights. O(p) is derived as follows;$10.00 (c) 2001 IEEE 4
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W
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) + (N
d
W
d
) + (N
j
W
j
) + (N
a
W
a
)
where W
l
+W
d
+W
j
+W
a
= 1
(4)
C(p)=0 8M
i
9M
if M
i
has an assigned tolerence value T
i
N
i
=
(
0 : if M
i
< T
i
M
i
  T
i
=CT
i
: if M
i
 CT
i
1 : if M
i
> CT
i
else
N
i
=

1 : if M
i
> CA
i
M
i
=CA
i
: if M
i
 CA
i
C(p) = C(p) + W
i
N
i
where
i. C(p) denotes the utility of caching object p,
ii. M denotes the tuple of measurements at the client,
iii. M
i
is an element in M,
iv. T
i
denotes the tolerance value for measurement M
i
,
v. C is a constant,
vi. A
i
denotes the average observed values for a parameter i,
vii. N
i
denotes the normalized observed value
viii. W
i
denotes a weight assigned to parameter i
Figure 2: Algorithm: Cost function C(p) used for GD-multi
4 Simulation Model
The following modules were coded into the NS simulator
to benchmark the caching schemes; a client pool, a rate-
adaptive congestion control module, a network topology, a
caching proxy, a server pool and a le request pool. NS pro-
vides the capability to tune the network layer (i.e. topology
and link characteristics) easily. The rest of the modules were
coded into the simulator. The function of the client pool
module is to generate requests and continuous media ob-
jects. Adjustable parameters in the client pool include client
pool size and access characteristics. The clients are respon-
sible for reacting to network congestion using the congestion
control module. Each client is attached to a unique conges-
tion control module. The function of the le request pool
is to generate a pool of unique presentations that the client
pool uses to request the server pool. A presentation is an
object, which describes the continuous media streams that
have to be played out concurrently during a single session.
This is analogous to the characteristics of continuous appli-
cations where a presentation may consist of an audio and a
few video streams. In the context of the real-time streaming
protocol (RTSP), presentation objects are similar to replies
to DESCRIBE messages in [26]. These streams need not
come from the same server. Adjustable parameters in the
page pool module consist of a number of presentations, the
average number of streams in a presentation, the average
bitrate and number of layers in each stream. As congestion
control is fully receiver-driven, the servers do not participate
much in the congestion control process. The servers basi-
cally respond to requests made by the client pool. Figure
3 depicts how the dierent modules interact. The CM Pool5
0-7695-0981-9/01 $Proxy Application Layer Server Application LayerClient Application Layer
Internet Protocol Network Layer
Rate Adaptive Transport Layer
CM Pool Generator
Servce Client/Proxy
requests
Request generation
Record Session Statistics
Collect Session Statistics
Cache Module
Client/Server Redicrection
Stream 1
Stream 2
Stream 3
Stream N
Layer 1
Layer 2
Layer M
CM Presentation X
CM Cong
Figure 3: Modules in the simulation architecture.
Generator is central to all application layer modules as it
determines the clients' access characteristics and maintains
all information pertaining to CM objects. A CM presenta-
tion consists of one or more streams of data that need to
be played out concurrently. Each stream is further divided
into one or more layers that clients subscribe to depending
on the state of the network. The CM Cong module (see Fig-
ure 4) is responsible for determining the allowable bitrate
coming into the client. Using the information, the client
module can then ascertain the maximum number of layers
it can subscribe to for each stream. The CM Cong module
has three states: STEADY, MEASUREMENT and CON-
GESTION. The CM Cong remains in the STEADY state
if it detects no congestion. At every time interval D
s
, CM
Cong increases the allowable bitrate by Æ. On detection of
packet loss, CM Cong switches to the MEASUREMENT
state and will return to the STEADY state if the conges-
tion was only transient. If the CM Cong module experiences
true congestion, it reaches the CONGESTION state. When
it rst enters the CONGESTION state, CM Cong drops the
bitrate by a factor of  and ignores any further loss for a
period of D
c
. The CLIENT module in turn recomputes the
allowable number of layers that can be subscribed to based
on the adjusted rate. The reason that the client ignores the
STEADY
MEASUREMENT CONGESTION
L
(L < Thres).(T >= Tm + Dm)
(L >= Thres).(T >- Tm + Dm)
(L < Thres)
(T >= Ts + Ds)
(T >= Tc + Dc)
(T < Tc + Dc)
L - Packet Loss
Thres - Packet Loss Threshold
T - Current Time
Tx - Time when state changed
to state x
Dx - Duration
Figure 4: CM Cong congestion control state diagram
dropped packets immediately after congestion detection is
to allow any feedback to be propagated back to the sender
before taking any further loss measurements. In addition,10.00 (c) 2001 IEEE 5
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s
is increased so that it would take the client longer to gain
additional bandwidth. The idea is to determine the optimal
number of layers that a client can subscribe to without os-
cillating too much between layers. Figure 5 depicts the re-
lation between allowable bitrate and the number of layers.
Initially, the rate of increase is high (Figure 5, t
1
), but as the
client experiences congestion, t
2
and t
3
start to widen. The
Bandwidth
Time
Levels subscribed Bandwidth requirement
for level x
t1
L3
L2
L1
t2
t3CC
CC
tx - time between bandwidth
      increament
CC - Congestion control period Lx  - Layer x
Maximum allow rate
derived by transport
protocol
Figure 5: Allowable levels in relation to allowable band-
width
nodes are connected in a parking-lot-like conguration as
shown in Figure 6. This topology allows the user to cong-
ure the depth of the network by varying the link bandwidth
and propagation delay along the network. When a client
decides to start a streaming session, it sends PLAY packets
(similar to RTSP SETUP messages) on to the proxy, which
in turn forwards the request to the appropriate servers if the
requested le is not locally available. ADJUST packets are
sent to adjust the number of layers subscribed to in an open
connection. CLOSE packets are sent when the client closes
the connection. CMCACHE packets are sent from the client
to the proxy to report on the quality of the observed stream.
The information in these packets contributes to the receiver
interest that a proxy gathers from the client pool. In ad-
dition, we model an FTP connection with the source and
receiver attached to the two ends of the network to induce
higher variability in the network. Due to the unreliable na-
ture of the transport protocol used to carry the CM data,
an actual proxy will have to recover any lost packets in or-
der to keep a perfect copy of a CM stream. In the current
simulations, we use an FTP session to model this recovery
process and at the same time induce jitter in the network
and plan to use a more accurate recovery model in future
versions since the former is inaccurate.
4.1 Simulation Parameters
The objective of our simulations is to determine if our cost
functions utilizing the GD algorithm are able to provide de-
sired QoR requirements. We used the Least Recently Used
(LRU) algorithm and variations of GD in our simulations.
We simulated the worst-case scenario by simulating a net-
work without any caching proxies (NOCACHE), and the
best-case scenario (OPT) using a proxy with innite cache
in order to establish performance bounds within our simu-6
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compare our results against those of LRU, as it is the most
commonly used caching algorithm used today. LRU per-
forms well when requests exhibit high locality of reference.
However, LRU disregards the cost of accesses, assuming that
costs are equal in all accesses. The uniqueness of the GD
algorithm is that it gives all requested objects at least a
chance before considering eviction (see algorithm in Figure
1). We used loss rate, delay, jitter and area as cost param-
eters in the GD-multi simulations. We compared the char-
acteristics of GD-multi against GD-lossrate and GD-delay
by running two simulations with biased cost functions, GD-
multi-lossrate and GD-multi-delay. This was achieved by
adjusting the weights of our cost function to the 'preferred'
parameter. The link attributes in all our simulations are
depicted in Figure 6.
R0 R1 R2 R3Client Pool
Tsi TsP
S0
S1 S2 S3
S4
Ts Tsi P Rx SxTCP Source TCP Sink Proxy Router x Server x
10Mb, 2000ms
1000MB, 1ms
2Mb, 1ms 1.5Mb, 50ms 1Mb, 100ms
10Mb, 1ms 10Mb, 1ms
10Mb, 1ms
0.5Mb, 50ms
10Mb, 1ms
10Mb, 1ms
10Mb, 1ms
ADJUST, PLAY, CLOSE, CMCACHE packets
DATA packets
Figure 6: Simulation link parameters
The client pool size varies between 10 and 60 clients.
Uniform distributions were used for all other parameters,
namely, session duration, client inter-request time and
server request distribution and objects placement distribu-
tion. We assume that all streams are smoothed, thus ex-
hibiting CBR-like inter-departure rates. To induce jitter,
we place an FTP source and sink at opposite ends of the
network's backbone. We conducted six simulations cover-
ing 24 hours of simulated time. The number of streams
per presentation varied from 1 to 4 whereas the number of
layers in each stream was in the range 1 and 12. Stream
durations were between 20 and 300 seconds. The bitrate of
each stream was distributed over 1000 to 200000 bps. Frame
sizes were between 200 and 2000 bytes. Given this setup,
each server would have approximately the same number of
objects in bytes. GD-multi-lossrate and GD-multi-delay re-
quired a few extra parameters. In the GD-multi-lossrate
simulations, we set the weights statically for loss rate, delay,
jitter and area to 0.7, 0.1, 0.1, 0.1 respectively. Delay toler-
ance was set to 2000ms. In the GD-multi-delay simulations,
we set the weights statically for loss rate, delay, jitter and
area to 0.1, 0.7, 0.1, 0.1 respectively. Delay tolerance was
set to 400ms. The constant C was set to 2 for all normaliz-
ing functions. We compare our simulation results for LRU
against GD-multi, GD-Delay, GD-lossrate, OPT and NO-
CACHE. Apart from locality, GD-Delay (GD-lossrate) only
consider a single parameter, delay (loss rate). Finally, we
simulated GD-bitrate which takes bandwidth consumption
into account. Since, the distribution of les and requests
were uniformly spread, GD-bitrate should not display any
bias, in terms of server hit proportion. The meaning of
hit proportion can be best explained with an example; the10.00 (c) 2001 IEEE 6
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portion of served objects of i that could be served locally by
the proxy. The purpose for comparing GD-multi against the
single parameter cost functions is to observe how it performs
with dierent weights applied.
5 Results
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Figure 7: Average loss rate characteristics
bitrate
delay
lossrate
multi-lossrate
multi-delay
LRU
1015
2025
3035
4045
5055
60
Client Pool Size
11.522.533.544.55 Cache Size (2^y * 100)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Delay (seconds)
Figure 8: Average delay characteristics (in seconds)
Client Pool Size
Metric 10 20 30 40 50 60
Loss Rate 0.05 0.08 0.15 0.22 0.28 0.32
Delay 0.59 0.73 0.85 0.96 1.05 1.11
Jitter 0.02 0.02 0.03 0.04 0.06 0.07
Area 0.98 0.89 0.80 0.75 0.73 0.71
Table 1: Lower bound average values derived from simula-
tion with no cache
We focused our analysis on two main areas. Firstly, we
examined the proportion of hits per server based on the
various schemes. Secondly, we looked at the dierences in
QoR based on loss, delay, jitter and area. The purpose is
to observe how the cost functions aect hit proportion and
how they in turn aect QoR at the clients. We used the7
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Figure 9: Average jitter characteristics
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Figure 11: Hit proportion distribution for LRU and GD-
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Metric 10 20 30 40 50 60
Loss Rate 0.00 0.00 0.00 0.00 0.00 0.00
Delay 0.10 0.06 0.04 0.04 0.03 0.03
Jitter 0.00 0.00 0.00 0.00 0.00 0.00
Area 1.00 0.99 0.99 0.99 0.99 0.99
Table 2: Upper bound average values derived from simula-
tion with innite cache.
network topology and link characteristics described in Fig-
ure 6 in all scenarios. The client pool generated between
8000+ and 50000+ requests depending on the client pool
size. Tables 1 and 2 show the lower and upper bound values
for the parameters measured in the simulations. Eects of
cache size and client pool size on loss rate, delay and jitter
and area are shown in gures 7, 8, 9, and 10 respectively.
For all plots, 'Cache Size' values are in terms of megabytes.
Predictably, all schemes behave well at low client pool size
and/or high cache size. Figure 11 shows the hit proportion
prole for LRU and GD-bitrate. Since requests were uni-
form in nature, it was expected that LRU and GD-bitrate
exhibited no bias in hit proportion (see Figure 11). For all
caching schemes, hit-proportions tend to converge to a uni-
form ratio as cache size increases (see gures 13 and 14).
This was expected due to the increase in byte-hit propor-
tion (see Figure 12). Byte-hit proportion is calculated as
the proportion of DATA packets in bytes transmitted at the
proxy over the number of DATA packets in bytes transmit-
ted. Since the links in Figure 6 were congured with lesser
bandwidth with increasing server index, we should expect
higher hit proportion values for higher server index values
with caching schemes biased towards loss rate. We should
expect a similar eect on delay-biased schemes with the ex-
ception of higher hit proportion at server 0. Initially, we
simulated the single parameter versions Greedy Dual (i.e.,
GD-delay and GD-lossrate) to determine if Greedy Dual
was an appropriate base for our proposed multi parameter
cost function used in GD-multi. We computed average hit
proportion over client sizes for GD-lossrate and GD-delay,
which are depicted in Figures 13 and 14 respectively. Like-
wise, we collected results for GD-multi-lossrate and GD-
multi-delay (see Figure 15 and 16) to compare against their
single parameter counterparts. The hit proportion proles
in Figures 13 and 14 indicate that Greedy Dual reacted
according to the 'intentions' of each scenario. We see sim-
ilar results for GD-multi-lossrate and GD-multi-delay (see
Figure 15 and 14). Comparing GD-delay and GD-multi-
delay (see Figures 14 and 16); we see more hits initially on
server 0, with the least on server 1 and subsequently more
hits especially along servers 3 and 4. Hit proportion dif-
ferences between GD-delay and GD-multi-delay were quite
similar compared to the dierences between GD-lossrate
and GD-multi-lossrate. Comparing GD-lossrate and GD-
multi-lossrate, we can see that GD-multi-lossrate is caching
less objects in server 4 compared to GD-lossrate. In general,
we see signicant dierences in hit proportion proles be-
tween all GD based schemes compared to LRU with the ex-9
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in GD-bitrate since the bitrate requirement of the streams
was uniformly distributed. Figures 13 through 16 depict
the eect of hit proportion with respect to cache size. In
these plots, as cache size increases, hit proportion across the
servers converge toward a uniform-like distribution. In re-
lation to the byte-hit proportion plots in Figure 12, it infers
that given a large cache size, Greedy Dual tends to exhibit
little bias. In addition, GD requires a suitable cache size to
perform better than LRU. We reinforce this observation by
comparing dierences in loss rates, delay and area in Fig-
ures 7, 8 and 10. The largest variations come from cache
sizes at 1.6GB (y=4). At 200MB (y=1), dierences be-
tween the various caching schemes are insignicant. There
was little dierence with cache sizes of 3.2GB since byte
hit proportion (see Figure 12) was above 80%. Figures 7
through 10 depict the overall average in QoR. For loss rate
and delay measurements (see Figure 7 and 8), LRU and GD-
bitrate exhibited 'neutral' properties compared to the other
GD-based schemes. GD-lossrate and GD-multi-lossrate per-
formed best in loss rates (see Figure 7) and area comparisons
(see Figure 10) while GD-delay and GD-multi-delay per-
formed best in delay comparisons (see Figures 8). However,
there was higher variability (see Figure 17) in delay obser-
vations compared to the rest. In general, dierences in jitter
were insignicant as there was insuÆcient jitter induced in
the topology. However, we have shown our point about the
benets of receiver driven caching. Despite having signi-
cantly dierent hit proles, the GD algorithm performs well
against LRU especially with increasing cache sizes.
6 Current and Future Work
Several extensions to the current model are immediately
applicable and being considered. Since CM objects are or-
ders of magnitude larger than Web objects, partial caching
schemes make excellent extensions to classical caching.
With layered CM, an obvious direction is to consider evict-
ing enhancement layers. Another direction that we are con-
sidering is performing analytical studies on client usage pat-
terns. For instance, prex caching can be extended to deter-
mining the segments where VCR operations are commonly
operated on and caching those segments. In addition, we are
also considering hybrid eviction policies for multiple media
types such as DCT and lossless encoded objects. One issue
that we have not addressed thoroughly is the normalizing
function. A side eect of using constants to normalize (see
algorithm in Figure 2) the various metrics may result in un-
fairness between dierent metrics. We believe the constant
C in our equations can be replaced by a more suitable rst
or second order statistic. We are actively pursing this issue.
In addition, work is underway in enhancing our costs func-
tions to consider le sizes and bandwidth consumption. One
strategy that we have considered is to mimic the fractional
knapsack approach, which is to divide costs by either le
sizes or bandwidth. Another course of work under consid-
eration is to adapt our models to distributed architectures
and wireless environments.10.00 (c) 2001 IEEE 9
onal Conference on System Sciences - 20017 Conclusion
In this paper, we have shown the benets of using gener-
alized cost functions with the GD algorithm and using re-
ceiver interest to drive the hit distribution of a cache. The
area of caching has seen many benets in many areas. We
stress the point that network caches should provide greater
exibility, allowing users the more options in inuencing
the cache. Streaming services (e.g. broadcast.com, netra-
dio.com) are making steady gains into the Internet com-
munity and caching is an excellent method of coping with
increasing demands on the Internet. The huge advantage
that we see in a receiver driven approach to caching is that
it separates popularity from caching parameters. By that,
we mean users decide on the parameter set they nd that
aects their applications most. This approach is most suit-
able for the dynamic nature of the Internet since it does not
make any hard assumptions on users' needs.
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