1. Introduction
===============

In recent 2 decades, electronic and information technology have become increasingly important and popular in vision research, and the advancements in computer science have allowed the development of accurate and precise equipment that can evaluate cognitive processes.^\[[@R1]\]^ Among these techniques, eye tracking and event-related potentials (ERPs) have been widely used in the field of behavioral research. Both techniques can refine cognitive modeling through the precise description of progress over time.^\[[@R2]\]^

Eye movement (EM) measurements provide a complementary approach to capture cognitive processes with high resolution. Eye tracking technology offers the possibility of capturing visual behavior information in real time and obtaining gaze position within stimuli.^\[[@R3],[@R4]\]^ Recently, this technology has become increasingly accurate and user-friendly, and it has been extended to various fields and applications,^\[[@R5],[@R6]\]^ such as memory,^\[[@R7]\]^ categorizing,^\[[@R8]\]^ sequence learning,^\[[@R9]\]^ face perception,^\[[@R10]\]^ motion perception,^\[[@R11]\]^ object perception,^\[[@R12]--[@R14]\]^ and social cognition.^\[[@R15]\]^ However, one of the major difficulties in interpreting EMs is determining whether fixations or saccades represent deeper or more superficial processing. Researchers can only rely on temporal variables such as gaze duration, fixation locations (e.g., salient vs nonsalient features) and saccadic behavior (e.g., reading regression or skipping) to determine the nature of information processing.

Electroencephalography (EEG) is a well-established noninvasive technique for brain monitoring with high temporal resolution and relatively low cost.^\[[@R16]\]^ The limitations of ERP involve, for instance, (a) corneo-retinal distortions in the EEG findings, (b) eye muscular artifacts, and (c) ERP component overlap during free viewing.^\[[@R17],[@R18]\]^ Several techniques such as multisource component analysis^\[[@R19]\]^ and regression-based methods^\[[@R20]\]^ have been developed to process the ocular artifacts; however, researchers usually exclude the contaminated EEG segments to avoid data loss.^\[[@R21]\]^ To avoid the ocular artifacts caused by excessive saccadic EMs such as blinks and saccades, stimuli are presented in isolation and subjects are instructed to keep their eyes fixated on the display to avoid unnecessary EMs, which, however, causes many difficulties, especially for reading or visual scene perception. Another more serious difficulty with the ERP paradigm is that these isolated stimuli are presented with unnatural, long intervals, which prevent overlap between cognitive processes.^\[[@R22]\]^

For these reasons, combining eye tracking and EEG has been considered by scientists.^\[[@R1],[@R2]\]^ This approach has commonly been implemented using 3 methods: (1) measuring ERPs and electrooculograms (EOG) simultaneously,^\[[@R23]\]^ (2) measuring EMs and ERPs with an eye tracker separately,^\[[@R24]\]^ and (3) measuring ERPs and EMs simultaneously with an eye tracker.^\[[@R25],[@R26]\]^ The last approach is the most commonly used method for the eye-fixation related brain potentials (EFRPs), which was first introduced by Kazai and Yagi.^\[[@R27]\]^ Based on EEG measurements of electrical brain activity in response to eye-fixations, the EFRP technique has been measured by synchronizing the measures from an infrared eye tracker and an EEG; this permits recording of data simultaneously.^\[[@R25],[@R26],[@R28]\]^ For instance, Kamienkowski et al^\[[@R29]\]^ studied about visual search with a combined EEG and eye tracking method in which they presented a novel approach to match the critical properties of 2 conditions (targets/distractors). This approach can be readily adapted to other paradigms to investigate EEG components during free eye-movements Winslow et al^\[[@R16]\]^ combined EEG and eye tracking to study visual search using eye fixations to generate ERPs during a visual search task. The EFRP technique has 3 advantages compared with the 2 previous techniques. One of the most important advantages is its ability to directly couple gaze information with ERPs for the same participant, the same stimulus, and at the same time. Another advantage is to obtain EEG signals in a natural context. In the studies using the EFRP technique, the participants are allowed to move their gaze freely onto any complex stimuli such as reading or viewing pictures, so that experimental settings that allow for a strong ecological validity can be used. Lastly, in the EFRP analyses, the separation of the ERP components may be highly valuable and informative for labeling fixations.^\[[@R1],[@R2]\]^ By combining eye location information and EEG signals, the EFRP technique can also perform more brain--machine interface applications and more accurate cognitive activities, which is conducive to the development of assistive technology.

Each psychological experiment has its purpose and requirements, and many differences exist among hardware and software platforms; accordingly, it is particularly important to choose a suitable co-registration method for an experimental study, and determine its accuracy. Several studies have focused on the accuracy of eye tracking experiments performed on Tobii series platforms, which helps researchers decide what eye tracker is appropriate for the range of tasks and the skill level of the researchers and is a cost-effective solution. Weigle and Banks^\[[@R30]\]^ presented a sample protocol for determining whether a gaze-tracking device accurately reports the location of the user\'s gaze when the user is instructed to look at a moving target. Morgante et al^\[[@R31]\]^ evaluated the temporal and spatial accuracy of data from the Tobii T60XL eye tracker using visual latency and spatial accuracy tasks. Creel found some sources of inconsistencies in the Tobii eye tracker and proposed several corrective measures and general suggestions regarding timing during eye-tracked data collection.^\[[@R31],[@R32]\]^

However, few researchers focus on the issues that stem from the temporal alignment of electrophysiological and behavioral data sampled with different devices at different sampling rates. The best solution for timing inconsistency is that all information should be collected with the same clock to ensure that all signals are registered on the same time scale.^\[[@R32]\]^ For many types of eye trackers including the Tobii systems, however, the second best solution can be employed; the 2 clocks of EEG and the eye tracker must be co-registered by external software at both the start and end time points during the experiments. Tobii Pro Studio does not appear to directly generate and transfer synchronous signals to third-party software similar to the EEG signal. Therefore, *Tobii Technology AB* provides all of the previously described co-registration methods to cover the shortages. Tobii trackers have not often been used in EFRP research due to their relatively low sampling rates and difficulties with interfacing. However, since many labs including our lab own their Tobii equipment, improved methods for synchronizing this hardware with EEG would clearly be useful (We would like to state that this study was not conducted in cooperation with *Tobii Technology AB*).

Here, we focus on the relevant issue, which is the temporal alignment of electrophysiological and behavioral data. This is a technically complex issue, as the 2 sets of data are acquired with devices running different internal clocks. Ideally one would sample electrophysiological and behavioral data with the same device and the same sampling rate. As this is not impractical in a way, researchers have to use other hardware and software based synchronization methods. Hardware methods include transistor--transistor logic (TTL) pulses to trigger the sampling onset, and software methods include the timing synchronization protocols. These hardware and software might have their own internal latencies; therefore, we need to determine the temporal accuracy of the co-registration of an eye tracker and EEG. The temporal accuracy of co-registration refers to the timing of EMs relative to the EEG results and is a function of the processing capacity and software of computers, the sampling rates of the behavioral equipment, and the network transmission speed.

In the next sections, we describe in detail 4 types of co-registration of the Tobii eye tracker and EEG as well as their degrees of temporal accuracy (or temporal error). Furthermore, based on our results, we also provide some reasonable proposals for cognitive and psychological research requiring the EFRP technique, and we introduce and discuss the feasibility of potential solutions.

2. Methods
==========

2.1. Overview of the methods
----------------------------

Figure [1](#F1){ref-type="fig"} depicts the EFRP experimental setup (Fig. [1](#F1){ref-type="fig"}), which consisted of 2 computers connected through respective parallel or serial ports.^\[[@R2]\]^ The *Eye Tracker Computer*, which was connected to the eye tracker server over a local area network (LAN), was devoted to presenting stimuli and acquiring EMs. The *EEG Computer*, which was connected to the EEG server, collected the EEG signals. The 2 systems were coupled by sending a synchronization signal (TTL trigger) as soon as the stimulus was presented on the monitor and the participant made a response. The synchronization signals enabled the EM and EEG data to be recorded simultaneously and produced an accurate timestamp matching the offline data. Therefore, the most important consideration was ensuring that both signals were sampled at the same rate. However, many commercially available brands of EEG equipment and eye trackers exist. Their sampling frequencies are usually different; thus, each of the companies uses its own methods to solve the problem of co-registration of EEG and eye tracking signals. To compensate for the timing accuracy of the EFRP, this report intends to describe several measures for combining the eye tracker (the Tobii Pro TX300, for instance) and the EEG (the Blackrock series, for instance) data and testing their temporal accuracy as well as accounting for reasons for their varying degrees of accuracy. Furthermore, we briefly outline potential corrective measures and discuss potential solutions.

![Experimental setup for recording EFRPs. 2 computers were connected through a TTL trigger. The eye tracker server was physically embedded in the experimental-presentation monitor. The *Eye Tracker Computer* was connected to the eye tracker server over a LAN and devoted to presenting stimuli and collecting EM information. The *EEG Computer* was connected to the EEG server and devoted to collecting the EEG signals. EEG = electroencephalography, EFRP = eye-fixation related brain potential, EM = eye movement, LAN = local area network, TTL = transistor--transistor logic.](medi-96-e6444-g001){#F1}

2.2. System configuration
-------------------------

The eye tracker was a Tobii Pro TX300 (developed by *Tobii Technology AB, Danderyd, Sweden*) with a 300 Hz sampling rate (binocular) and a maximum total system latency of 10 ms.^\[[@R33]\]^ The eye tracker server was integrated into the base of the monitor, which was a 23-inch thin film transistor liquid crystal display with a screen resolution of 1920 × 1080 pixels and screen response time of 5 ms (which was required according to the Tobii Pro TX300 brochure). The eye tracker server was connected to an eye tracker computer running Tobii Pro Studio (bundled software for the Tobii eye tracker and used for presenting stimuli and recording gaze data) and E-Prime.

The EEG device was Cerebus multichannel neuro data recording system (hardware transformed into an EEG device for human-use, developed by *Blackrock Microsystem Inc., Salt Lake, UT, USA*) that included a 128-Channel Neural Signal Processor with a 1000 Hz sampling rate and 0.1 to 500 Hz analog band-pass. The EEG server was connected to an EEG computer running Cerebus Central Software, which recorded the EEG signals from the electro-cap and TTL coupling triggers from the eye tracker computer.

The computers were Dell computers (*Dell Inc*., *Round Rock, TX, USA*) running Windows 7 Ultimate (x64) with a 3.10-GHz Intel Core i5--3450 CPU, a 1-TB (7200 rpm) hard drive, an 8-GB RAM, and an NVIDIA GeForce GT 630 graphics card.

2.3. Procedure
--------------

Twenty blank pictures (1920 × 1080 pixels, jpeg formats) were presented on the display monitor in all tests. No participant was eye tracked in the study because this was a timing test for co-registration, which was minimally affected by artificial subjective factors. Our research was just a test of 2 behavioral recording devices without any human participants, so I would like to confirm that our study did not utilize human subjects. Ethical approval was waived or not necessary.

All responses were controlled by keyboard-controlling software, which transferred simulated keyboard signals to make the stimuli begin and end within 3-second, 4-second, or 5-second intervals. Each evaluation consisted of 4 blocks of 20 trials (presenting 20 pictures). Three blocks of each evaluation presented the stimuli for 3-second, 4-second, and 5-second intervals, while the fourth block presented the stimuli for 3-second, 4-second, and 5-second intervals periodically.

2.4. Ethical statement
----------------------

Our research was just a test of 2 behavioral recording devices without any human participants, so it is confirmed that our study did not utilize human subjects, and the ethical approval was waived and not necessary.

2.5. Algorithmic methods of the temporal error
----------------------------------------------

The temporal error (corresponding to the temporal accuracy) was obtained as shown in Fig. [2](#F2){ref-type="fig"}. Two timelines represent the time processes of the EM and EEG signals. The timestamps of the starting point (when the stimuli were onset by pressing the keys) and the end point (when the keys were pressed) are also shown in the figure. We denote the timestamps of markers (TTL triggers) recorded by eye tracker as *R*, and these recorded by EEG as *S*, i.e.

![Sample figure showing how the temporal error on 2 synchronous timelines was calculated---only align the first starting point. Line *R* represents the timeline of eye tracker, whereas Line *S* represents the timeline of EEG. The 2 timelines represent the raw data of the timelines. The starting times of the timelines were aligned, so that Line *R* was converted to Line *R′* and Line *S* was converted to Line *S′*. Then, each temporal error was expressed as *S′ -- R′* *=* *s*~*1*~*′ -- r*~*1*~*′, s*~*2*~*′ -- r*~*2*~*′, ..., s*~*n*~*′ -- r*~*n*~*′*. EEG = electroencephalography.](medi-96-e6444-g002){#F2}

*R* = *r*~1~, *r*~2~, ..., *r*~*n*~;

*S* = *s*~1~, *s*~2~, ..., *s*~*n*~.

In order to align the starting times of the 2 sets of clock times, we subtract out the starting times from each set of clock times to make the both clocks started at zero, that is,

*R*′ = *r*~1~ -- *r*~1~, *r*~2~ -- *r*~1~, ..., *r*~*n*~ -- *r*~1~ = *r*~1~′, *r*~2~′, ..., *r*~*n*~′;

*S*′ = *s*~1~ -- *s*~1~, *s*~2~ -- *s*~1~, ..., *s*~*n*~ -- *s*~1~ = *s*~1~′, *s*~2~′, ..., *s*~*n*~′.

Therefore, each temporal error was expressed as,

*S*′ -- *R*′ = *s*~1~′ -- *r*~1~′, *s*~2~′ -- *r*~2~′, ..., *s*~*n*~′ -- *r*~*n*~′.

which we called cumulative temporal error (CTE).

Since the previous algorithmic method of temporal error was based on that the starting time points were aligned, lacking of consideration of the delays of the subsequent time points and their accumulation. Therefore, we also employed another method to represent the temporal error.

The timestamps from eye tracker and EEG were also denoted as *R* and *S,* respectively, as described previously, then each timestamp from the 2 sets of data subtracted its previous timestamp to make the starting time of each presentation-period align, in other words, we compare the difference of the duration of each stimulus presentation from the eye tracker and the EEG. As shown in Fig. [3](#F3){ref-type="fig"}, we denote the duration of each stimulus presentation from the eye tracker and the EEG as *RT*~*r*~ and *RT*~*s*~, that is,

![Sample figure showing how the temporal error on 2 synchronous timelines was calculated---align each starting point. Line *R* represents the timeline of eye tracker, whereas Line *S* represents the timeline of EEG. The 2 timelines represent the raw data of the timelines. The starting time of each presentation-period was aligned, so that Line *S* was converted to Line *S*'. Then, each temporal error was expressed as *RT*~*r*~ -- *RT*~*s*~ *=* (*s*~*2*~ -- *s*~*1*~) -- (*r*~*2*~ -- *r*~*1*~), (*s*~*3*~ -- *s*~*2*~) -- (*r*~*3*~ -- *r*~*2*~)*, ...,* (*s*~*n*~ -- *s*~*n-1*~) -- (*r*~*n*~ -- *r*~*n-1*~). EEG = electroencephalography.](medi-96-e6444-g003){#F3}

*RT*~*r*~ = *r*~2~ -- *r*~1~, *r*~3~ -- *r*~2~, ..., *r*~*n*~ -- *r*~*n*−1~

*RT*~*s*~ = *s*~2~ -- *s*~1~, *s*~3~ -- *s*~2~, ..., *s*~*n*~ -- *s*~*n*−1~

Then, each temporal error was expressed as

*RT*~*r*~ -- *RT*~*s*~ = (*s*~2~ -- *s*~1~) -- (*r*~2~ -- *r*~1~), (*s*~3~ -- *s*~2~) -- (*r*~3~ -- *r*~2~), ..., (*s*~*n*~ -- *s*~*n*−1~) -- (*r*~*n*~ -- *r*~*n*−1~)

which we called reaction temporal error (RTE).

2.6. Co-registration methods
----------------------------

Experimental flexibility varies for different eye trackers. For instance, the Tobii series (developed by Tobii Technology AB, Stockholm, Sweden) has its own proprietary software, Tobii Pro Studio. Tobii Pro Studio is used to design and implement experimental procedures, and it works well for designs such as fixed-duration trial presentation. Other experimental designs, however, such as the paradigms of combining eye tracking and EEG, cannot be implemented with Tobii Pro Studio alone. This has forced many researchers to use other software with eye tracker interfaces to conduct cognitive or psychological experiments. Since Tobii Pro Studio is not able to send synchronization signals directly, Tobii provided several co-registration methods using the E-Prime Eye Tracking Extensions for Tobii, which allows one to combine E-Prime\'s experimental design and stimulus presentation with Tobii Pro Studio\'s eye-tracking data collection and visualization. The extensions include 2 package calls: Tobii Eye Tracker (TET) package Call, contains a set of instructions that interact directly with the Tobii eye tracker server; and the ClearView Package Call, which contains a set of instructions that interact with Tobii Pro Studio, for example, it instructs Tobii Pro Studio to start recording. In this section, we briefly describe 2 co-registration methods using E-Prime extensions for Tobii as the instructions from the *Tobii Eye Tracking and E-Prime integration* Whitepaper (for details, please read the Tobii eye tracker manuals).^\[[@R34]--[@R36]\]^ In addition, we also modified and improved instructive methods from the manual, and specially employed Tobii Pro Analytics software development kit (SDK) to write a co-registration program to implement the synchronization of the EEG and Tobii eye tracker. The original code can be found in supplemental materials online.

For each method, we calculated its mean value and standard deviation of temporal accuracy. We conducted the Levene\'s test to determine whether the tests for equal variances of the 4 methods were acceptable, if were rejected (*P* \< 0.05), then all temporal errors were tested in relation to each other with the Wilcoxon rank sum test to indicate significant differences. We used R program for statistical computing (R version 3.2.0, Copyright 2015 The R Foundation for Statistical Computing).

2.7. Method 1: E-Prime with a TET package was run on a single computer
----------------------------------------------------------------------

E-Prime was run on a Dell computer and communicated with the Tobii eye tracker server over a LAN (TCP/IP protocol). Once the key was pressed (represents the stimulus onset or ending), E-Prime sent a TTL trigger (or synchronization signal) to the EEG server to implement co-registration of the EMs and EEG. The picture stimuli were presented using E-Prime with a TET package. This allowed E-Prime to present stimuli, connect to the eye tracker server, and collect gaze data such as the timestamp, gaze position related to the current calibration, and distance between the subjects' eyes and the eye tracker^\[[@R34]--[@R36]\]^ (Fig. [4](#F4){ref-type="fig"}).

![Experimental setup for E-Prime with a TET package on a single computer. E-Prime software with a TET package were run on a single computer and communicated with the Tobii Eye Tracker Server. The E-Prime was used to display the stimuli and record the eye movement data, and send TTL triggers to the EEG server to implement synchronization. EEG = electroencephalography, TET = tobii eye tracker, TTL = transistor--transistor logic.](medi-96-e6444-g004){#F4}

2.8. Method 2: Tobii Pro Studio and E-Prime with a ClearView package were run on 2 different computers
------------------------------------------------------------------------------------------------------

As described in the manual, E-Prime and Tobii Pro Studio software were run on 2 different computers.^\[[@R34]--[@R36]\]^ A Dell computer ran E-Prime, presented the stimuli and sent command signals to the Tobii Pro Studio software to start and stop the Tobii Pro Studio recording and insert event markers into the recording. Moreover, Tobii Pro Studio on the other Dell computer collected the gaze data and captured the stimulus video from E-Prime with an external video capture card (Datapath Vision RGB-E1S, developed by Datapath Ltd, Derby, UK). In other words, the second computer captured the stimuli presented by E-Prime and mapped gaze coordinates within Tobii Pro Studio. The 2 computers were linked together via an Ethernet hub. The eye tracker and EEG were coupled by sending TTL triggers from E-Prime once the keys were pressed, as described previously (Fig. [5](#F5){ref-type="fig"}).

![Experimental setup for Tobii Pro Studio and E-Prime with a ClearView package on 2 different computers. E-Prime software with a ClearView package and Tobii Pro Studio software were run on 2 different computers and communicated with the Tobii Eye Tracker Server as well as between each other over a LAN network (TCP/IP protocol). The stimuli presented by the E-Prime on the eye tracker\'s display also were recorded by the Tobii Pro Studio and synchronized with the gaze data. The stimulus recording was done via a RGB video capture card installed on the Tobii Studio computer. In addition, the E-Prime computer was used to send TTL triggers to the EEG server for synchronization. EEG = electroencephalography, LAN = local area network, TCP/IP = transmission control protocol/internet protocol, TTL = transistor--transistor logic.](medi-96-e6444-g005){#F5}

2.9. Method 3: Tobii Pro Studio and E-Prime with a TET package and a ClearView package were run on a single computer
--------------------------------------------------------------------------------------------------------------------

Based on the 2 combining methods described previously, we combine the 2 types of E-Prime Extension for Tobii, which allows researchers to use E-Prime\'s flexibility to design the stimulus presentation and accurate timing with Tobii Studio\'s visualizations and calculation of metrics based on Areas Of Interest (AOIs). Furthermore, we implement this combining method on a single computer for improvement and convenience. A Dell computer ran E-Prime with a TET package and a ClearView package, presented the stimuli, and collected gaze information from the Tobii eye tracker server; it sent command signals to the Tobii Pro Studio software to start and stop the Tobii Pro Studio recording and insert event markers into the recording. Moreover, Tobii Pro Studio was used to record the stimulus video from E-Prime and collect the gaze data. The eye tracker and EEG were coupled by sending TTL triggers from E-Prime as soon as the stimulus was presented on the display and the key was pressed, as described previously (Fig. [6](#F6){ref-type="fig"}).

![Experimental setup for Tobii Pro Studio and E-Prime with a TET package and a ClearView package on a single computer. Tobii Pro Studio software and E-Prime software with a TET package and a ClearView package were run on the same computer and communicated with the Tobii Eye Tracker Server. The stimuli presented by the E-Prime on the eye tracker\'s display also were recorded by the Tobii Pro Studio and synchronized with the gaze data. In addition, the E-Prime computer was used to send TTL triggers to the EEG server for synchronization. EEG = electroencephalography, TET = tobii eye tracker, TTL = transistor--transistor logic.](medi-96-e6444-g006){#F6}

2.10. Method 4: the Tobii eye tracker and EEG were directly coupled by Tobii Pro Analytics SDK
----------------------------------------------------------------------------------------------

The Tobii Pro Analytics SDK contains core features that browse for and connect to Tobii eye tracker server, calibrate the eye tracker to the user\'s eyes, and subscribe to a stream of eye tracking data that includes full access to and control over the high-resolution clock synchronization between the client computer and the eye tracker. The SDK supports platforms such as Windows, Linux and Mac OS, and languages such as .NET Framework, Python, C++ and MATLAB.^\[[@R37]\]^

We employed Tobii Pro Analytics SDK for MATLAB to write a co-registration program with the functions of presenting stimuli, recording responses and gaze data, and sending synchronization signals to the EEG server. A Dell computer ran this co-registration program, which sent a TTL trigger to Cerebus Central Software as soon as the stimulus was presented on the display and the key was pressed, and recorded the gaze data from the Tobii eye tracker server (Fig. [7](#F7){ref-type="fig"}). It is our intent to make the code script freely available to all interested researchers.

![Experimental setup for combining method based on Tobii Pro Analytics SDK. The test computer ran the program based on Tobii Pro Analytics SDK for MATLAB to present stimuli, record the responses and eye movement data, and specially send TTL triggers to the EEG server for synchronization. SDK = software development kit, TTL = transistor--transistor logic.](medi-96-e6444-g007){#F7}

3. Results
==========

3.1. Evaluation 1
-----------------

In Method 1, we used E-Prime for stimulus presentation and collection of gaze data, as well as to send TTL triggers to the Cerebus EEG server. At the end of the experiments, gaze information including EM timestamps was obtained from E-Prime, while EEG information, including the synchronous TTL triggers, was obtained from the EEG software. The temporal error was obtained by comparing the timestamps of the following 2 sets of data: (a) from E-Prime, a combined file that contained data regarding eye tracking timestamps (300 Hz) as well as the event markers of the stimulus start and end points and (b) from Cerebus Central Software, a combined file that contained the EEG timestamps (1000 Hz) as well as the synchronous TTL triggers transferred from E-Prime. Data for each task and each trial are shown in Fig. [8](#F8){ref-type="fig"}, and the results of the CTE were M = 68.2 ms, SD = 38.6 ms, and range = 3 to 142 ms, whereas these of the RTE were M′ = 6.2 ms, SD′ = 7.0 ms, and range = -- 10 to 26 ms (Fig. [8](#F8){ref-type="fig"}).

![Temporal errors of the 4 tasks in Method 1. The *x*-axis shows the trial number (1--20), and the *y*-axis shows the temporal error in ms. (A) The cumulative temporal errors of the 4 different presentation-period tasks are shown. (B) The reaction temporal errors of the 4 different presentation-period tasks are shown.](medi-96-e6444-g008){#F8}

3.2. Evaluation 2
-----------------

In Method 2, E-Prime was used to display the stimuli and send TTL triggers to the Cerebus EEG server, while Tobii Pro Studio was used to record the stimulus video from E-Prime and collect the gaze data. The evaluation consisted of a comparison of the following 2 sets of data: (a) from Tobii Pro Studio, a combined file that contained data regarding eye tracking timestamps (300 Hz) as well as the event markers of stimulus start and end points and (b) from Cerebus Central Software, a combined file that contained the EEG timestamps (1000 Hz) as well as the synchronous TTL triggers from E-Prime. The results of the CTE were M = 216.4 ms, SD = 127.2 ms, and range = 22 to 485 ms, whereas these of the RTE were M′ = 20.1 ms, SD′ = 14.7 ms, and range = -- 16 to 66 ms (Fig. [9](#F9){ref-type="fig"}).

![Temporal errors of the 4 tasks in Method 2. The *x*-axis shows the trial number (1--20), and the *y*-axis shows the temporal error in ms. (A) The cumulative temporal errors of the 4 different presentation-period tasks are shown. (B) The reaction temporal errors of the 4 different presentation-period tasks are shown.](medi-96-e6444-g009){#F9}

3.3. Evaluation 3
-----------------

The procedure for analysis was similar to that described in Evaluation 2. Data for each task and each trial are shown in Fig. [10](#F10){ref-type="fig"}, and the results of the CTE were M = 48.3 ms, SD = 82.0 ms, and range = -- 122 to 192 ms, whereas these of the RTE were M′ = 4.0 ms, SD′ = 86.1 ms, and range = -- 176 to 166 ms (Fig. [10](#F10){ref-type="fig"}).

![Temporal errors of the 4 tasks in Method 3. The *x*-axis shows the trial number (1--20), and the *y*-axis shows the temporal error in ms. (A) The cumulative temporal errors of the 4 different presentation-period tasks are shown. (B) The reaction temporal errors of the 4 different presentation-period tasks are shown.](medi-96-e6444-g010){#F10}

3.4. Evaluation 4
-----------------

In Method 4, a manual program (based on Tobii Pro Analytic SDK for MATLAB) was employed to present stimuli, collect the gaze data, and send the synchronous TTL triggers, whereas the Cerebus Central Software recorded the EEG signals as well as the synchronous TTL triggers from the Tobii eye tracker. The evaluation consisted of 2 sets of data from the manual program and Cerebus Central Software, and the results of the temporal error were M = -- 2.0 ms, SD = 17.3 ms, and range = -- 43 to 46 ms, whereas these of the RTE were M′ = -- 0.01 ms, SD′ = 9.2 ms, and range = -- 17 to 16 ms (Fig. [11](#F11){ref-type="fig"}).

![Temporal errors of the 4 tasks in Method 4. The *x*-axis shows the trial number (1--20), and the *y*-axis shows the temporal error in ms. (A) The cumulative temporal errors of the 4 different presentation-period tasks are shown. (B) The reaction temporal errors of the 4 different presentation-period tasks are shown.](medi-96-e6444-g011){#F11}

3.5. General comparison of the 4 co-registration methods
--------------------------------------------------------

Because the tests for equal variances of the 4 methods were rejected (Levene\'s test, *P* \< 0.05), all temporal errors were tested in relation to each other with the Wilcoxon rank sum test. In Fig. [12](#F12){ref-type="fig"}A and B, except between Method 1 and Method 3, the CTEs and RTEs of other methods between each other had statistically significant differences (Wilcoxon rank sum test, *P* \< 0.001); in addition, although the mean value of Method 3\'s RTE was nearly equal to that of Method 4\'s RTE, the standard deviation of Method 3\'s RTE was much higher than that of Method 4\'s RTE. According to the above results, Method 4 (Tobii eye tracker and EEG were directly coupled by Tobii Pro Analytics SDK) has the highest temporal accuracy (Fig. [12](#F12){ref-type="fig"}).

![The temporal error box plot of the 4 co-registration methods. The *x*-axis shows the 4 co-registration method numbers, and the *y*-axis shows the temporal error in ms. (∗∗ *P* \< 0.001). (A) The cumulative temporal errors of the 4 methods are shown. The *y*-axis ranges from 0 to 300 ms. (B) The reaction temporal errors of the 4 different presentation-period tasks are shown. The *y*-axis goes from 0 to 40 ms in units of 1 ms, then shows a "break" (//), and then continues from 40 ms to 100 ms in units of 60 ms.](medi-96-e6444-g012){#F12}

Compared with the latter 2 co-registration methods, the results of the first 2 methods had a different feature, which was that the latencies were gradually accumulated over trials, as their CTE were linearly increasing in a degree. In addition, the mean results of Method 1 and Method 3 were similar, however, the CTE of Method 1 appeared to grow without bounds over trials, and Method 3 had a higher standard deviation. Both CTE and RTE of Method 4 had a stable performance.

4. Discussion
=============

Researchers who would like to obtain the EEG results during free viewing tasks such as reading and visual scene perception must be faced with some technical and data-analytical problems. Dimigen et al^\[[@R17]\]^ identified 4 major challenges, of which the first one is the requirement for accurate and precise co-registration of gaze position. To solve this problem, for many paradigms, the researcher may need to know the timing of the co-registration of EEG and eye tracking signals. Accurate timing of their co-registration is critical in studies that involve reading and visual scene perception.^\[[@R38]--[@R43]\]^ This occurs because a risk of drawing incorrect conclusions about the cognitive capacities exists if inaccurate timing is present.

The 2 packages mentioned previously---TET and ClearView---allowed E-Prime to connect the eye tracker server and the EEG server, and the 2 systems were coupled by sending a synchronization signal through their parallel or serial ports as soon as the stimulus was presented on the display. Method 1 and Method 2 were implemented according to the Tobii manual\'s description; however, the CTEs of these 2 methods appeared to grow without bounds over trials, and had higher temporal errors (hundred-millisecond orders of CTE), which would not meet most EFRP experimental demands. Therefore, a third co-registration method was implemented based on the previous instructive methods from the manual; Method 3, which had a similar CTE value of Method 1 and did not appear to grow without bounds over trials as Method 1 did, may be allowed to be one of the combining methods. Many commercial corporations including Tobii do not want to disclose their proprietary software designs for recording EMs or for providing visualization of data analysis. However, this is usually contrary to the purposes of researchers who also would like to understand exactly how the system works or to reconstruct the system to meet specific experimental requirements.^\[[@R32]\]^ To overcome the limitations above, we used Tobii Pro Analytics SDK to write a co-registration program for cognitive research methods that require the EFRP technique. Furthermore, the degree of temporal accuracy was higher when compared to other combination measures, as shown in the previous sections. The direct connection to the eye tracker by the SDK and the reduced influence of external factors may explain this higher temporal accuracy.

When conducting precise time studies, many influences can cause timing errors. For instance, undesired processes running in the computer may interrupt running programs and cause an exceptional delay. The amount of time required for the computer to search the files stored in the memory is another consideration. Second, during the synchronous period, the responding times of the eye tracker and the EEG may be different according to the network status, and the synchronization between the host and the client can therefore be affected. Third, even though the 2 devices are started simultaneously, there can be offsets due to their different running rates.^\[[@R33]\]^ Lastly, a built-in delay is inherent in the process of a computer updating the monitor and displaying new pictures on the screen.^\[[@R44]\]^ In other words, time also depends on the monitor\'s refresh frequency (a typical rate for most monitors is 60 Hz, or approximately 16.7 ms) when a saccade starts during an eye tracker\'s sampling phase.

To some extent, clock drift of co-registration can be corrected simply by various solutions. First, the timestamps from the eye tracker server and the EEG server are required to be obtained simultaneously at both the starts and ends of the experiment and trials included, which can be implemented by the co-registration methods as described above or other appropriate solutions.^\[[@R32]\]^ There are many solutions available for obtaining these time clocks. For instance, the Psychtoolbox-3 in MATLAB provides a function of GetSecs() that can collect the current computer time clocks. Besides, the Tobii Pro Analytics SDK provided by Tobii also has some effective and user-friendly functions that can achieve similar functionality (see the guidance manual of Tobii for detailed usage).^\[[@R37]\]^

After the clock times from EEG and eye tracker are available, the following methods can be implemented for clock drift correction. First, it needs to be determined whether the clock drift of the 2 sets of clock times exists (the 2 left columns in Table [1](#T1){ref-type="table"}). Then, each timestamp (including the starting time, end time and other middle time points, which indicates the time of a block start/end) for each column is required to subtract the starting time, so that the 2 sets of clocks take the Zero as the starting point. As shown from the 2 middle columns in Table [1](#T1){ref-type="table"}, the end time points are different, so the clock drift of the 2 clocks exists. Second, the clock drift can be corrected by employing a linear transformation to implement the 2 clocks in the same units. Using the information presented in Table [1](#T1){ref-type="table"}, each time points from eye tracker should be multiplied by 1.11 (11,100 ms/10,000 ms). Then, the 2 clocks will display the same clock units (the 2 right columns in Table [1](#T1){ref-type="table"}) and can be correctly interdigitated for the following analysis.

###### 

Schematic table showing how to correct for clock drift.
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The open source EYE-EEG toolbox has been around for some years and it is the software that has been most often used and cited in published EFRP research. EYE-EEG is a plugin for the open-source MATLAB toolbox EEGLAB developed with the goal to facilitate integrated analyses of electrophysiological and oculomotor data. While it does not support Tobii, it already implements the data-realignment based on start and end markers that is theoretically proposed as a new solution here. EYE-EEG also implements more advanced options, for example, optimized clock alignment by means of a linear regression model that considers all recorded time markers in both systems for optimal alignment, not just the start and end marker (as proposed here, see Table [1](#T1){ref-type="table"}). Given that EYE-EEG is well-documented and used by different EFRP groups, it is rather high-accuracy solutions for non-Tobii hard- and software.

The EFRP technology, as with each new technological method, has its own problems and challenges. Further studies are required to confirm the effects of various factors that affect the synchronization signal components. In particular, future research is needed to determine how to remove the influence of pre-saccades and micro-saccades in the fixations as well as in the analysis of overlapping processes to extract the effective ERP components. This will require continuous efforts and breakthroughs in the technique.

An important issue regarding the limitations of this investigation should be raised at the end of the article. We have not yet systematically evaluated other eye trackers and EEG equipment for timing accuracy. In addition, our evaluations were performed with a specific model of eye tracker and EEG, and a specific operating system on specific computers. The extent to which the specific timing accuracy values that we reported above will extend to other eye trackers and EEG equipment is not known.
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