Resonant inelastic soft x-ray scattering maps for the water molecule are simulated by combining quantum chemical calculations of x-ray spectroscopy with ab initio molecular dynamics. The resonant inelastic scattering intensity is computed using the Kramers-Heisenberg formalism which accounts for channel interference and polarisation anisotropy. Algebraic diagrammatic construction and density functional theory based approaches for the calculation of the x-ray transition energies and transition dipole moments of the absorption and emission processes are explored. Conformational sampling of both ground and core-excited intermediate states allows the effects of ultra-fast dynamics on the computed maps to be studied. Overall, it is shown how resonant inelastic scattering maps can be simulated with a computationally efficient protocol that can be extended to investigate larger systems.
Introduction
The ongoing development of synchrotron and free-electron laser sources has led to continued advances in spectroscopic techniques using x-rays. The use of x-rays as effective structural probes and their applicability to study ultrafast chemical processes underpins a growth in both experimental and theoretical research. [1] [2] [3] [4] [5] One fast developing technique is resonant inelastic x-ray scattering (RIXS), 6 which is a two step procedure wherein the initial state of the system is excited to an intermediate core-excited state and emission from this state leads to the final state. For direct scattering, RIXS can be viewed as synonymous with resonant x-ray emission (RXES). RIXS combines the element specific nature of x-ray spectroscopic techniques with the flexibility to probe different intermediate states, and furthermore, RIXS is not limited by the optical selection rules.
Recently, RIXS studies have been reported for a range of molecules. [7] [8] [9] [10] [11] [12] The focus of this paper is the water molecule. X-ray absorption and x-ray emission studies have played a central role in an on-going debate regarding the structure of liquid water, [13] [14] [15] which has led to the concept of high density and low density water structures. [16] [17] [18] The first non-resonant XES study of gas phase water was reported by Guo et al. 19 More recently, gas phase RIXS spectra of H 2 8 RIXS studies have also shown that control and selection of vibrational excitation can be achieved by selectively tuning core-excited molecular bands. 20, 21 Gas-phase water often serves as a precursor to examining liquid water and a number of studies have investigated the RIXS of liquid water. 19, [22] [23] [24] [25] [26] Computational simulations can play an important role in understanding and interpreting RIXS spectra measured in experiment. Quantum chemical methods are routinely used to simulate x-ray absorption and emission spectra. For example, x-ray absorption spectra can be computed using static-exchange, transition potential and Bethe-Salpeter methods. [27] [28] [29] [30] [31] [32] X-ray absorption spectra can also be computed using time-dependent density functional theory (TDDFT) [33] [34] [35] [36] [37] [38] [39] as well as wavefunction based methods that include electron correlation. [40] [41] [42] [43] It has been shown that accurate non-resonant x-ray emission spectra can be simulated within the framework of equation of motion coupled cluster theory including single and double excitations (EOM-CCSD) and TDDFT by using a reference determinant that describes the core-ionised state. These approaches have been used to study water clusters 44 and organic and inorganic systems, [45] [46] [47] and recently the x-ray emission spectroscopy of liquid water. 48 More simply, x-ray emission spectra can be determined directly from a Kohn-Sham DFT calculation, where the transition energy is evaluated as the difference between the orbital energies of the valence and core orbitals, and the associated intensity can be determined from the transition matrix element between the initial and final states f ∝ | φ c |μ|φ v | 2 .
Here a valence orbital (φ v ) is taken to be the initial state and the final state is a core orbital (φ c ). Recently, it has been shown that this approach can provide accurate x-ray emission spectra when the DFT calculation is performed with a short-range corrected exchange-correlation functional. 49, 50 This approach was extended to simulate RXES in a two-step procedure where a reference determinant describing the intermediate core-excited state is used in the Kohn-Sham DFT calculation.
It was necessary to average over a number of structures from a molecular dynamics simulation in the core-excited state to achieve agreement with experiment.
In comparison to calculations of x-ray absorption and emission spectra, the application of quantum chemical based methods to simulate RIXS is considerably less well developed. RIXS can be simulated based upon the formalism of Kramers and Heisenberg who introduced electronic coherence effects between two photon transitions in atomic systems. 51 Their formalism was later developed by Gel'mukhanov and co-workers, [52] [53] [54] who incorporated consideration of the polarisation anisotropy and channel interference between the excitation and resonant emission processes.
The interaction between the linearly polarised incident photon, the orientation of the molecule and the transition dipole moments between the core electron excitation and the subsequent collapse of the valence electrons to the core all result in an angular dependence of the intensity of resonant emission and the overall RIXS cross-section. An overview of this approach is available elsewhere. 55 Calculations of the RXES of liquid water have been reported. 24, 56 These studies use small water clusters to represent different hydrogen bonding environments present in liquid water. The intensities of the bands in the emission spectra were determined using a group theory formalism 56 and from the p orbital population of the excited atom. 24 It has been established that vibrational interference effects can play an important role in x-ray emission spectroscopy, 57, 58 The Kramers-Heisenberg formalism has been used to describe vibrational interference effects in the x-ray emission spectrum of the water dimer, and this work is summarised in the review by Nilsson et al. 59 The intermediate state representation (ISR) within ADC 60 provides a framework for describing excited states and determining excited state properties. 61 Very recently, Rehn et al. 62 developed a ADC/ISR scheme to provide a first principles description of inelastic scattering through the integration of complex polarisation propagator theory into the Kramers-Heisenberg (KH) equation.
Determining RIXS 'maps' reported in experimental studies 8 presents several challenges to quantum chemical based calculations. It is necessary to have a reliable description of the both the excitation and emission processes, the resulting RIXS cross-sections need to be determined via (for example) the KH equation and these intensities need to be combined to give a resulting map.
A further complicating factor is that consideration of nuclear dynamics can be important, and the dynamics of the core-excited intermediate state may differ significantly from the ground state. Ideally this should be achieved using approaches that can be applied to relatively large systems. A semiclassical approximation to the KH equation has been introduced for the modelling of corehole induced dynamics. 63 In this approach the initial conditions are sampled from the quantum zero-point position and momentum distributions of the OH vibration and it has been applied to study liquid methanol and ethanol, 64, 65 in addition to water. 63 Recently, this approach has been extended to consider resonant x-ray emission. 66 In this study, we simulate the RIXS spectrum of a water molecule using an approach that explicitly considers the intermediate state. The vibrational degrees of freedom are sampled by averaging over structures derived from ab initio molecular dynamics (AIMD) simulations 67 for both the ground and intermediate states and the use of both wavefunction and DFT based methods to describe the absorption and emission processes is explored.
Method and Computational Details
An overview of the different steps in determining the RIXS maps are as follows, with further details of the calculations described subsequently 1. AIMD simulations are performed for the ground and core-excited states and the structures sampled from each simulation.
2. The absorption and emission energies and associated transition dipole moments are determined using electronic structure calculations.
3. The RIXS intensities for the different absorption and emission energies are determined from the KH equation.
4.
Normalised spectra for each structure are fitted to independent 2-dimensional Gaussian functions and summed and renormalised to produce a RIXS map.
Ab Initio Molecular Dynamics Simulations
AIMD calculations were performed using DFT with the B3LYP exchange-correlation functional and aug-cc-pCVTZ basis set. The inclusion of core-valence correlation functions in the basis set has been shown to be important for describing core-excited states. 68 The purpose of these simulations is to provide representative structures for the ground and core-excited states. Simulations were performed for the ground state and 4a 1 and 2b 2 core-excited states. It is known that the 4a 1 undergoes ultra-fast dissociation, as a consequence of this and the lifetime of the core-excited state being approximately 3.6 fs, a short simulation time of 3.8 fs is used for 4a 1 and 2b 2 core-excited state simulations. In practice, the life-time of the intermediate state is not fixed and is represented by an exponential decay. Consequently, it is possible for the intermediate state to have a longer lifetime than the typical 3.6 fs. Furthermore, it is also possible for the water molecule to dissociate on a faster time scale depending on the initial conditions. When comparing the computed spectra with experiment (see later) we also consider the presence of fully dissociated H + -OH − . The water molecule represents an example of where the nuclear dynamics of the intermediate state are very different from the ground state, making explicit consideration of the molecular dynamics of the core-excited intermediate state necessary. The core-excited state simulations were run using the maximum overlap method (MOM) 69 to prevent variational collapse. MOM calculations start with an initial guess formed by removing one selected core orbital from the spin-beta space of the converged neutral orbitals, and then preserves the excited hole state from collapsing by maintaining maximum overlap of orbitals between successive iterations of the self-consistent field (SCF) procedure. In the application of MOM to study core-excited states it can be useful to consider the overlap with the initial guess, rather than the previous iteration of the SCF calculation. 70 Ground state dynamics were run for a longer simulation period of 13.2 fs, capturing the full extent of the ground state conformations. All simulations were initiated with thermally derived velocities a using a temperature of 383 K, consistent with the experimental conditions. 8 It has been shown that for dissociative states large zero-point energy in the OH stretch can have a significant influence on the resulting dynamics. 63 However, in this study we do not explicitly consider sampling of the initial conditions from the quantum distributions. For the DFT calculations, 40 structures were sampled at equally spaced time intervals from each simulation. The different simulation times for the core-excited and ground state dynamics results in time-steps of 0.096 fs and 0.24 fs, for the core-excited and ground state simulations, respectively. For the ADC calculations, only 10 structures were sampled for each simulation owing to the comparatively high cost of ADC calculations.
To maximise the extent of conformational sampling and the channel interference between initial and final states, each individual ground state structure was linked to each core excited state struc-ture through the KH equation for both core-excited states. This results in 3200 spectra of unique coordinate combinations for the DFT calculations.
Electronic Structure Calculations
Electronic structure calculations were performed based upon the ADC and DFT methods using the aug-cc-pCVTZ basis set. Within the framework of the ADC method, core-excited states can be determined using the core-valance separation (CVS) approach where the coupling between the valance and core is assumed to be zero. Further details of this method have been reported. 43, 71 Core-excited states were determined for the ground state structures using the extended second order CVS-ADC (CVS-ADC(2)-x) method as recommended by Neville et al. 72 The ground state wavefunction of ADC(2) is calculated by second order Møller-Plesset perturbation theory (MP2).
In the approach used here, the resonant emission energies and their associated transition dipole moments were calculated by performing ADC(2)-x on a core excited wavefunction generated by using MOM and MP2. The CVS approximation is not required because the relevant transition energies are negative.
For the DFT calculations, x-ray absorption energies and transition dipole moments were determined for the ground state structures using TDDFT within the Tamm-Dancoff approximation (TDA). 73 The SRC1-R1 exchange-correlation functional 74 was used, this functional has been shown to be accurate for core-excited states for a range of systems. 38, [75] [76] [77] Two different approaches were investigated for the calculation of the emission spectra for the different intermediate states. In the first approach, the emission energies and transition dipole moments are determined directly from the Kohn-Sham DFT calculation using the following
The associated intensity can be determined from the transition matrix element between the initial and final states
where a valence orbital (φ v ) is taken to be the initial state and the final state is a core orbital (φ c ).
It has also been shown that this method gives good agreement with experiment for RIXS spectra when used in conjunction with the B3LYP functional. 49 In addition, the emission spectra where determined using TDDFT with the TDA and B3LYP functional. In these calculations the relevant core-excited determinant is used as the reference for the TDDFT calculation. All electronic structure calculations were performed using the QCHEM software package. 78 The calculations do not include relativistic effects. For the oxygen K-edge it is common to include a correction of +0.3 eV to account for relativistic effects. 79 This correction has been included in the calculated energies and the one dimensional spectra compared with experiment.
Kramers-Heisenberg Equation
The RIXS intensities can be determined from the transition energies and transition dipole moments of the excitation and emission processes using the KH equation. Here we follow the formalism presented by Gel'mukhanov and co-workers which accounts for channel interference and polarisation anisotropy effects. 62 The unpolarised intensity I o can be derived from the channel interference between scattering channels,
where
The index k refers to the core orbital, and the labels v and n refer to the virtual orbital the core electron is excited to and the occupied orbital an electron collapses to, respectively. α is equal to 137 −1 and Γ is the broadening associated with the lifetime of the core-excited state and has a value of 0.1 eV. 80 This term is assumed to be constant and not dependent on the nuclear coordinates 81 and it determines the amount of interference between different intermediate channels 58 and provides a limit to the resolution of the spectra. ω vk and d vk are the transition energy and transition dipole moment for the core→virtual orbital excitation, while ω nk (ν) and d nk are the transition energy and transition dipole moment for the occupied→core orbital transition. The emission energy is dependent on the nature of the intermediate state since there will be variation in screening effects between the different states. 82 ω is the energy of the emitted photon, for simple single core orbital molecules such as water, this will equal ω nk . However in more complex systems with increased scattering channels this will not necessarily be the case. The intensity can be expressed as a function of the angle between the polarization vector of the linearly polarised incident beam and the propagation direction of the outgoing photon (θ ). In this work θ is set 45 degrees to be consistent with experimental conditions. 8
The perpendicular and parallel (I ⊥ (θ ) and I (θ )) components of the intensity can be determined using the anisotropy parameter R,
and
φ is the angle between absorption and emission dipole moments. Since the water has only one core orbital there is no core channel scattering which simplifies the formalism, as detailed in reference. 62 Map Generation 
Results and Discussion
The structural changes that occur during the AIMD simulations have a critical role in the appearance of the simulated RIXS spectra. The lifetime of the core-excited states is of the order of femtoseconds enabling the ultra-fast dissociation phenomena often attributed to core-excited states to be probed. The dissociation of the water molecule in the 4a 1 core-excited state has been observed in x-ray fragment diffraction and Auger spectroscopy studies. 83, 84 The length of the AIMD simulations for the core-excited states is 3.8 fs which reflects the lifetime of this state, and Table 1 summarises the changes in the O-H bond lengths that occur during the AIMD simulations for the 4a 1 and 2b 2 core-excited states. For both core-excited states the O-H bond lengths increase during the simulations. In the 4a 1 intermediate state the lengthening of the bonds is asymmetric with one bond stretching more. This represents the early stages of dissociation and for longer simulations dissociation is observed. We note that the AIMD simulations performed will not account for nonadiabatic effects and hence an accurate estimation of the core-lifetime is not to be expected. In contrast to for 4a 1 , the 2b 2 state has a more symmetric extension of the bonds. The RIXS spectra that result from sampling the structures from these dynamics simulations will reflect the changing symmetry of the water molecule that occurs during the relaxation in the intermediate state. Detailed analysis of the x-ray absorption and x-ray emission spectra of water are reported elsewhere. 24, 56 In the water molecule, the three highest occupied valence orbitals are the 1b 2 , 3a 1 and 1b 1 orbitals, while the two lowest unoccupied orbitals are the 4a 1 and 2b 2 orbitals. The RIXS spectrum measured in experiment 8 considers the two higher energy 2b 1 and 5a 1 in addition to the 4a 1 and 2b 2 states. In our calculations, the MOM procedure is unable to describe the 5a 1 state, and in this study we focus on the lower energy 4a 1 and 2b 2 intermediate states. The calculation of higher lying states is problematic for this approach, however, progress in overcoming these limitations is being made. 85 Table 2 shows the core-excitation energies calculated at the equilibrium ground state structure for CVS-ADC(2)-x and TDDFT methods. The CVS-ADC(2)-x values underestimate the experimental values by 1.0 eV however, this underestimation is consistent for the two states. Consequently, the energy difference between the two states is predicted correctly. An advantage of DFT based calculations is that they can be more readily applied to study larger systems, owing to their lower computational cost. TDDFT excitation energies have been computed with the SRC1-R1 exchange-exchange correlation functional. 74 This functional is designed for the calculation of core-excitation energies and the calculated excitation energies are closer to experiment. Although, the separation between the two states is predicted less accurately. is the computationally least expensive of the three methods and has the potential to be applied to study much larger systems. The transition energies computed with TDDFT are too high owing to self interaction error in DFT, 45, 87 and a shift of -9 eV has been applied to the transition energies shown. Once this shift is applied, the TDDFT calculations provide a good description of the emission energies.
The structures extracted from the AIMD simulations have C s symmetry, and the orbitals of a 1 and b 1 symmetry will have a symmetry and b 2 orbitals will be a . However, in the calculated RIXS maps we retain the C 2v point group labels. The evolving nature of the molecular orbitals and associated transition dipole moments during the molecular dynamics simulations will be reflected in the channel interference and the polarisation anisotropy effects of resonant emission. These effects are important for an accurate description of the RIXS intensity and are described by the KH equation. In a RIXS experiment of a gas-phase sample, the molecules will have random orientation and the incident x-ray beam is linearly polarised by the undulator source with the detector positioned at a fixed angle from the polarisation vector (45 degrees in this case 8 ). The probability of excitation will depend on the relationship between the polarisation vector and the transition dipole moment between the core and unoccupied valence excited state. Furthermore, the intensity of the emission will be dependant on the symmetry of the intermediate state.
The simulated RIXS spectral maps based upon ADC, DFT and TDDFT methods are shown in Figures 1-3 . For each method, maps are presented based upon the single equilibrium structure and when averaging over conformation is included. This allows the effect of nuclear dynamics and the different computational methodologies to be assessed. In the computed RIXS maps, the intensity is color-coded as a function of absorption and emission intensities and can be compared directly with the experimental data reported previously. 8 There are a number of features observed in experiment that can be used to assess the accuracy of the computational simulations. For the 3a −1 1 and 1b −1 1 states there is a shift to higher energy with increasing excitation energy, while the 1b −1 2 emission band only has a small shift. This is referred to as the spectator shift and arises from screening effects and from the angular isotropy of the emission process. 82 The most intense peak in the map is the 1b −1 1 band for the 2b 2 intermediate state. A further feature of the maps is the evidence of nuclear dynamics, with additional features visible for the 4a 1 state. These features were associated with OH fragments formed following dissociation in the intermediate state. There is a small spectator shift in the energy of the 3a 1 emission band but not for the 1b −1 1 band. can be used more readily. Consequently, it is informative to establish how these methods perform for the simulation of RIXS maps. Figure 2 shows the RIXS map generated using TDDFT to describe the absorption process and the properties of the emission determined directly from the Kohn-Sham DFT calculation. The map for a single conformation shows that this approach pro-vides a qualitatively correct description. The absorption and emission energies for the spectral bands are consistent with experiment, and the correct peak is identified as the most intense. The largest discrepancy for this method is the energies of the elastic peaks, which are too high. On the inclusion of conformational sampling the peaks are broadened significantly, particularly in the 4a 1 emission line, and spectator shifts are observed for the 3a −1 1 and 1b −1 1 bands. A key observation is that the effects of ultra-fast dissociative are evident in the simulations for the 4a 1 intermediate state.
In the AIMD simulation for the 4a 1 intermediate state the water molecule is not fully dissociated.
The experimental spectrum shows distinct features associated with OH − arising from a fully dissociated water molecule. We will return to discuss these features later. One potential improvement in the simulation protocol would involve multiple AIMD simulations for the core-excited states, each started at different ground state conformations. Such an approach has been used in AIMD investigations combined with Auger spectroscopy, 88 but would result in a significant increase in computational cost. A more complete sampling of initial conditions has also other studies. 63 Other avenues for improvements would be the use of high level quantum nuclear dynamical methods such as the variational multi-configurational Gaussian (vMCG) method. 89 Using TDDFT to describe the emission process also provides a good description of the RIXS maps, with the relative energies and intensities of the peaks predicted accurately (see Figure 3 ).
However, the computed energies are systematically too high, which is associated with the selfinteraction error present with the B3LYP exchange-correlation functional. 45 However, this error is systematic and applying a constant shift to the emission energies of about -9 eV brings the map into alignment with the experiment. An advantage of the TDDFT approach is that the relative energies of the elastic scattering peaks relative to the spectator peaks is predicted correctly. Figure 4 illustrates the variation of the resonant x-ray emission spectra along core-excited trajectories for the 4a 1 and 2b 2 core-excited states. The spectra for the dynamics (blue curves) along with the spectra for the ground state equilibrium starting structure (red curve). This shows how the A number of observations can be made. Firstly, for all states the emission energies increase as the structure changes in the core-excited state, and this effect is largest for the 1b −1 2 state. As discussed previously, there is a important difference between the structures in the intermediate 4a 1 Figure 6 shows the spectra for the three methods that include 25% of OH − . This proportion of OH − was chosen to achieve the correct relative heights of the two components of the 1b −1 1 band. OH − gives bands at about 526 eV (1e −1 ) and 522 eV (3a −1 ). A further consequence of introducing OH − is that the relative intensity of the 3a −1 1 band is reduced since OH − does contribute at this energy, and this has the effect of improving the computed spectra. Overall, once a constant energy shift is applied to the emission energies, TDDFT provides an accurate description in comparison with experiment and ADC. The magnitude of this shift can be determined from comparison with ∆SCF calculations, which means that TDDFT provides a potentially accurate approach that can be applied to study larger systems. 
Conclusions
This study has shown how soft inelastic scattering maps can be simulated through a combination of electronic structure x-ray spectroscopy calculations and AIMD, with the RIXS intensities evaluated using the Kramers-Heisenberg formalism. Incorporating averaging over conformation, explicitly considering the core-excited intermediate state, is necessary to achieve an accurate representation of experimental data. For the water molecule, spectator shifts in the emission bands are observed and evidence of ultra-fast dynamics, particularly for the dissociative 4a 1 state are observed. The three approaches used to describe the emission process, namely ADC(2)-x, Kohn-Sham DFT and TDDFT with the B3LYP exchange-correlation functional all provide a similar response to the nuclear dynamics. The DFT methods are computationally less expensive and can be more readily applied to study large systems and to incorporate extensive conformational sampling. Once a constant shift is applied to the emission energy scale, TDDFT is able to describe both inelastic and elastic scattering, while for Kohn-Sham DFT no energy shift is required but the energy of the elastic scattering bands are not predicted accurately. Furthermore, Kohn-Sham DFT tends to underestimate the energy separation between the 1b −1 1 band and the lower energy bands. For the 4a 1 state good agreement with experiment can be achieved if a proportion of dissociated water molecules (OH − ) is included. Consequently, TDDFT provides a potentially accurate approach that can be applied to study larger systems. The challenge for the methodology is the MOM procedure can fail to prevent variational collapse for high lying core-excited states and progress in this aspect is required to improve the robustness of the approach.
