We consider the efficient implementation of the Cholesky solution of symmetric positive-definite dense linear systems of equations using packed storage. We take the same starting point as that of LINPACK and LAPACK, with the upper (or lower) triangular part of the matrix stored by columns. Following LINPACK and LAPACK, we overwrite the given matrix by its Cholesky factor. We consider the use of a hybrid format in which blocks of the matrices are held contiguously and compare this to the present LAPACK code. Code based on this format has the storage advantages of the present code but substantially outperforms it. Furthermore, it compares favorably to using conventional full format (LAPACK) and using the recursive format of Andersen et al. [2001].
INTRODUCTION
It was apparent by the late 1980s, when the Level-3 BLAS [Dongarra et al. 1990] were designed, that blocking would be needed to obtain high performance on computers with multilevel memory systems (see, for example, Calahan [1986] , IBM [1986] , and Gallivan et al. [1987] ). This approach is now firmly established. More recently, it has been recognized that the most significant Level-3 BLAS is GEMM which performs the computation
where A, B, and C are matrices held in conventional full storage, op(A) is A or A T , op(B) is B or B T , and α and β are scalars. Agarwal et al. [1994] and, later, Whaley et al. [2000] , point out that this can be performed particularly efficiently when op(A) = A T and op(B) = B on any cache-based machine if A is small enough to remain in the level-1 cache while the columns of B and C are read into the cache and the changed columns of C are written out. The cache does not need to be big enough to hold all three arrays; rather, it needs to be big enough to hold A and a few columns of B and C. This mode of working is called "streaming". Note that it requires B and C to be held by columns. Multiplying by A T rather than A facilitates the calculation of inner products. If A is too big for the cache or B or C is not held by columns, the benefits of streaming may be obtained by making copies in contiguous memory of blocks of a suitable size. We will refer to this as "data copy". For very large matrices, this will be an insignificant overhead, but for medium-sized blocks arising within a bigger calculation such as Cholesky factorization, the data-copy overhead may be significant.
On a computer with a single level of cache, it is easy enough to choose a suitable block size. With more than one level of cache, nested blocking is desirable and Gustavson [1997] , Chatterjee et al. [1999] , Valsalam and Skjellum [2002] , and Frens and Wise [1997] achieve this by recursive nesting, which allows advantage to be taken of cache at all levels and has the added advantage that there is no need to choose a block size. In Waśniewski et al. [1998] , Andersen et al. [2001] , and Andersen et al. [2002] , the recursive blocking is applied to triangular matrices in full and packed storage format.
In designing the Level-3 BLAS, Dongarra et al. [1990] chose not to address packed storage schemes for symmetric, Hermitian, or triangular matrices because 'such storage schemes do not seem to lend themselves to partitioning into blocks. . . Also packed storage is required much less with large memory machines available today'. In this article, our aim is to demonstrate that packing is possible without any loss of performance. While memories continue to get larger, problems that people solve get larger, too, and there will always be an advantage in saving storage. We achieve this by using a blocked-hybrid format in which each block is held contiguously in memory. It avoids the data copies that are inevitable when Level-3 BLAS are applied to matrices held conventionally in rectangular arrays. Note, too, that many data copies may be needed for the same submatrix in the course of a Cholesky factorization [Gustavson 1997 ]. The rest of the article is organized as follows. Our proposed blocked-hybrid format for a lower-triangular matrix is explained in Section 2. How Cholesky factorization and solution of equations can be implemented using this format is described in Sections 3 and 4, respectively. In Section 5, we similarly consider the upper-triangular case. A kernel code for triangular factorization of the blocks on the diagonal of our blocked form is needed and we explain this in Section 6. The results of performance testing, with comparisions against conventional full format (LAPACK) and the recursive format of Andersen et al. [2001] , are given in Section 7. We also show the (much inferior) performance of the LAPACK code for packed format that relies on Level-2 BLAS. Our conclusions are drawn in Section 8.
LOWER-PACKED FORMATS
The form of packed storage used by LINPACK [Dongarra et al. 1979 ] is that the upper-triangular part is held by columns. The Level-2 BLAS [Dongarra et al. 1988] and LAPACK [Anderson et al. 1999 ] permit the lower-triangular or upper-triangular part to be held by columns. We refer to these as the lower-and upper-packed formats, respectively. We show an example of the lower-packed format in Figure 1 (a), with blocks of size 3 superimposed. In this and all the other figures that illustrate formats, we show where each matrix element is stored within the array that holds it.
It is apparent that the blocks are not suitable for passing to the BLAS since the stride between elements of a row is not uniform. We therefore propose to rearrange each trapezoidal block column so that it is stored by blocks with each block in row-major order, as illustrated in Figure 1 (b) . Unless the order is an integer multiple of the block size, the final block will be shorter than the rest. Later in this section, we will explore alternative formats. We assume that the block size is chosen so that a block fits comfortably in level-1 cache. We defer discussion of the upper-packed format to Section 5.
If the matrix order is n and the block size is nb, this rearrangement may be performed efficiently in place with the aid of a buffer of size n × nb. For each block column, we copy the data to the buffer, reordering it so that it is held by rows in packed format, then copy the data back, overwriting the original block column. To reduce cache misses, the blocks are copied one by one, with each copy completed before the next is commenced. Within each block, we access the columns, one by one and copy each to its new position. Little cache memory will be needed for the original columns, and the whole block in the buffer should remain in the cache until its last column has been formed. On some machines, there is an efficiency gain from the use of the Level-1 BLAS COPY [Lawson et al. 1979 ] which copies vectors with uniform strides and uses loop unrolling.
It would have been easier to perform this rearrangement had we held each block by columns, as illustrated in Figure 2(a) , or the whole rectangular part of each block column by columns, as illustrated in Figure 2 (b) and used by Duff and Reid [1996] . We explain in the next section why we expect that holding the blocks by columns will be less efficient.
We use the same block form for holding the Cholesky factor which of course means that new codes are needed for forward and back substitution. We could have rearranged the matrix back to the packed format used by LINPACK and LAPACK but the blocking is also helpful during forward and back substitution, particularly for multiple right-hand sides where the blocking allows the use of Level-3 BLAS.
BLOCK CHOLESKY FACTORIZATION
The Cholesky factorization of a symmetric and positive-definite matrix A usually takes the form
where L is a lower-triangular matrix. If the same partitioning is applied to the rows and columns of A and the rows and columns of L, the resulting blocks A ij and L ij , with i and j in the range 1 to l , satisfy the relation
which allows the diagonal blocks L jj of L to be found from the equation Fig. 3 . LL T implementation for lower-blocked-hybrid format. The BLAS calls take the forms
and the off-diagonal blocks L ij (i > j ) to be found from the equation
We will assume that the first l − 1 blocks are of size nb and that the final block is of size at most nb, so that l = n/nb .
1
We have some choice over the order in which these operations are performed and how they are grouped. For the lower-blocked-hybrid form, it is natural to calculate the blocks column by column as shown in Figure 3 . Each of the computation lines in the figure can be implemented by a single call of a Level-3 BLAS or LAPACK subroutine, and we show which as a comment. However, it may be better to make a direct call to an equivalent "kernel" routine that is fast because it has been specially written for matrices that are held in contiguous memory and are of a form and size that permits efficient use of the level-1 cache. We discuss this further in Section 6.
For large problems, the most significant computation is that of GEMM which is performed on matrices held in contigous memory and is actually called for the transpose of the equation in Figure 3 , that is,
Note that L jk is held by rows, and A T ij and L T ik are held by columns. The operation can therefore be applied efficiently with streaming, as explained in Section 1, without any data rearrangement. This is why we have not chosen either of the alternative formats of Figure 2 . Similarly, the format of Figure 1(b) is favorable for the call of SYRK; in fact, L jk should remain in the cache for the call of SYRK and all the calls of GEMM in the loop that follows. Similarly, the array that holds first A jj and then L jj will remain resident in the cache during the factorization of A jj by POTRF and throughout the TRSM call, during which the rows are streamed into the cache as A ij and out of the cache as L ij .
The fact that our blocks are held contiguously is significant. Without this (see, for example, Figure 2 (b)) either the cache is used less efficiently with unneeded data brought in, or a preliminary rearrangement is needed.
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For the operations with A jj , use of the subroutines SYRK and POTRF requires that a temporary full-format copy of A jj be made at the beginning of the main loop. POTRF overwrites this by L jj , which is used by TRSM, and then packed to overwrite A jj . A buffer of size nb × nb is needed for the full-format copy.
A further merit of the lower-blocked-hybrid format (Figure 1(b) ) is that all the operations
, ∀i > j may be performed in a single call of GEMM that involves multiplying a matrix of order n − j × nb by nb by a matrix of order nb by nb. This is possible since the whole trapezoidal block column is held by rows, which means that all the rectangular blocks of the block column can be passed as a single matrix to GEMM. Similarly, the equation
may be solved with a single call of TRSM for a matrix of order n − j × nb by nb. We summarize the resulting code in Figure 4 . The data format allows both GEMM and TRSM to perform their operations with streaming and without data copying, but we have no guarantee that library versions that are written for more general situations will do this.
The LAPACK subroutine POTRF performs block Cholesky factorization of a symmetric positive-definite matrix held in full format (see LAPACK Users' Guide [Anderson et al. 1999, pp. 29 and 295] ). We show in Figure 5 how POTRF is organized. The subroutine POTF2 is an unblocked version of POTRF. Note that Figures 4 and 5 are very similar. The difference is that the inner do loop of Figure 4 has been replaced by single calls of SYRK and GEMM, possible with the full format since any off-diagonal submatrix can be passed directly to a Level-3 BLAS as a rectangular matrix. For a large problem, most of the work is done by GEMM, and passing it a bigger problem gives it more scope for optimization. However, there is the disadvantage that the matrix that is sent to it is not in contiguous memory. It is our belief that most implementations of Level-3 BLAS begin with a data copy for each block of each operand to put it in contiguous memory and for each block of the result to return it to its original format. For this reason, we expect that the code for the blocked-hybrid format will usually be faster (as well as needing about half the memory).
SOLVING EQUATIONS USING A BLOCK CHOLESKY FACTORIZATION
Given the Cholesky factorization (2), we may solve the equation
by forward substitution
followed by back-substitution
If the rows of B, Y , and X are partitioned in the same way as A and L, equations (7) and (8) take the form
and
where l = n/nb . We begin by discussing the important special case where B has only one column. This, of course, means that B i , Y i , and X i are all blocks that have a single column. If L is held in lower-blocked-hybrid format, the forward substitution may be performed by subtracting L ij Y j from B i as soon as Y j is available, using a single call of GEMV as shown in the first part of Figure 6 . The back-substitution can be performed with a single call of GEMV for each summation as shown in the second part of Figure 6 . The whole of L must be accessed once during forward substitution and once during back-substitution, and in both cases, the whole of the rectangular part of each block column is accessed in a single call of GEMV. Similar code could be applied in the case where B has m > 1 columns, with TRSM replacing TPSV (this will require making a copy of L jj in full storage) and GEMM replacing GEMV. However, the blocks B i , Y i , and X i would not occupy contiguous memory so there is scope for improving the performance.
If the number of columns m is modest, we therefore make a copy of B as a block matrix with each block B i held contiguously by columns and the blocks held contiguously as illustrated in Figure 7 .
Code for forward substitution and back-substitution is shown in Figure 8 . Each of the operations L ij Y j and L T ij X i is performed by a separate call of GEMM, but each submatrix involved is held contiguously and streaming is available. Finally, X is copied back to overwrite the original B.
The overhead of copying all the diagonal blocks L jj to full storage may be halved if we have a buffer that is big enough to hold them all, so that they are already available for the back-substitution. The size needs to be n × nb which is the same as we used in Section 2. Of course, this means that we need two buffers, one of size n × nb for the diagonal blocks, and one of size n × m for the right-hand sides.
For very small numbers of columns, say 2 or 3, the copying overhead probably means that it is better to handle each column separately as in Figure 6 . For very large numbers of columns, we simply apply the same process of forward substitution and back-substitution ( Figure 8 ) to successive blocks of columns. In our code, we allow for a different block size mb. Buffers of total size n × (nb + mb) are needed. Note that with two buffers, the overhead of copying the diagonal blocks is incurred only once for all the forward substitutions and back-substitutions on all the block columns.
For very big problems, the block size mb is probably best chosen to be similar to nb for two reasons. The first is simply that making it much bigger would substantially increase the total buffer size. The second is that for a very big problem, the factorized matrix has to be moved from memory or level-3 cache for each block of mb columns, a total data movement of about n 2 m mb reals. Meanwhile, if n×mb is too big for level-2 cache, the data movement for the right-hand side averages at about n 2 × mb reals for each block step of the forward or backsubstitution to give a total of about (n × mb) × n nb
reals. It follows that the data movement is balanced with mb = nb and will be increased if either mb or nb is increased at the expense of the other.
If the problem is big but not such that the level-2 cache cannot hold n × nb reals, there are likely to be performance advantages in chosing the block size mb to be larger than nb (or even equal to m). This is because each of the blocks of the factorized matrix is accessed once for each block column of B. Increasing mb therefore reduces level-2 cache movement provided there is still room in level-2 cache for n × mb reals.
UPPER-PACKED FORMATS
We will now consider the Cholesky factorization of a matrix in upper-packed format (see Figure 9 (a)). Our chosen blocked-hybrid format is illustrated in Figure 9 (b). It is ordered by block columns which allows us to get the same desirable properties for the rearrangement that we had for the lower-packed format (Section 2). The individual blocks are ordered by columns to permit efficient calls of Level-3 BLAS. A consequence is that the rearrangement code runs a little faster than for the lower-packed hybrid format since the entries of each column of each block are contiguous before and after rearrangement.
LAPACK returns the matrix U of the U T U factorization, so we first consider how this may be done with a blocked-hybrid format. We then consider 
the alternative of using a backwards pivot sequence, that is, performing a UU T factorization. From the error analysis point of view, this is equally satisfactory; both are unconditionally stable for a symmetric positive-definite matrix. The UU T factorization has performance advantages but is unsuitable if compatibility with LAPACK is needed.
The algorithm we have chosen may be obtained by transposing every matrix in Figure 3 and interchanging i with j to obtain Figure 10 . The outer loop is over block rows, and within it, there is a block outer product. Note also the similarity with the way the LAPACK subroutine POTRF performs a block U T U factorization of a matrix held in upper-full format, see Figure 11 .
If we use the upper-blocked-hybrid format of Figure 9 (b), we now get all the same desirable properties for level-1 cache usage, but we cannot combine the GEMM calls in the inner loop into one call since the blocks are not held contiguously. Note, however, that the same block U T ki is used for each call in the inner loop so this will remain resident in level-1 cache for all the calls in the inner loop. Similarly, the TRSM calls cannot be merged but the block U T ii will remain resident in level-1 cache.
We anticipate that the effect of the blocks not being contiguous in memory will be quite minor, and this is borne out by the results in Section 7 where we see that the code for the upper-packed hybrid format is only sightly slower than that for the lower-packed hybrid format. There are more procedure calls, but each does a significant amount of work so the call itself is a small overhead. There will also be some unnecessary data movement to and from the cache at the edges of the blocks but this will be small compared with that needed for the blocks themselves. Finally, if the level-2 cache is not big enough for the whole matrix but is big enough (with a reasonable margin) for a block row, the pivot block row will be resident in level-2 cache for all the operations associated with the block pivot even though the blocks are not contiguous.
To get contiguous blocks, we considered rearranging the blocks so that they are held by block rows, see Figure 12 (a). Actually, this rearranged form is also the lower-blocked-hybrid format representation of the matrix (see Figure 1(b) ), since any ordering of the upper triangular entries a ij , i ≤ j , of a symmetric matrix A is also an ordering of its lower triangular entries a ji , i ≤ j . Hence, if we did this rearrangement, we could apply a code implementing the algorithm of Figure 3 and thereby get all the desirable properties of that algorithm. However, we rejected this approach because of the difficulty of constructing an efficient inplace code for rearrangement. The best rearrangement algorithm that we found requires an additional integer array of length the total number of blocks, and we estimate that it would run about twice as slowly as our present rearrangement code.
For solving sets of equations, similar considerations apply for the upperblocked-hybrid format to those discussed in Section 4. The code for many righthand sides is illustrated in Figure 13 . The code for a single right-hand side is very similar, again with GEMM replaced by GEMV and TRSM replaced by TPSV. Note that we are not able to combine calls of GEMV with this data format.
If it is acceptable to reverse the pivot order, that is, perform a UU
where U is upper triangular, we can get the desirable properties without an additional rearrangement. Now we have the relation
which allows the diagonal blocks U jj to be found from the equation
and the off-diagonal blocks U ij (i < j ) to be found from the equation
We now need to loop through the block columns in reverse order as illustrated in Figure 14 . Again, each of the computation lines in the figure can be implemented by a single call of a Level-3 BLAS or LAPACK subroutine or an equivalent kernel routine and we show which as a comment. If each block is held by rows, see Figure 12 (b), we get all the desirable properties of the Figure 3 algorithm for level-1 cache usage, and we can merge the BLAS calls in the inner loops into single calls. There is the disadvange that we will need to permute the diagonal block A jj before passing it to POTRF and permute the factor when packing it back.
For the use of a UU T factorization to solve a set of equations, similar considerations apply for the upper-blocked-hybrid format to those discussed in Section 4. Here, we need to perform a back-substitution, followed by a forward substitution, see Figure 15 . The disadvantage of having to permute the diagonal block may be avoided by reversing the order within each block and of the blocks within each block column. We do not reverse the order of the block columns themselves since this does not impact the efficiency of the algorithm and allows the rearrangement to blocked-hybrid format to be performed independently for each block column. The format is illustrated in Figure 16 . This means that we can apply the algorithm depicted in Figure 3 to PAP T by adding the appropriate offset to all the addresses in each block column. And for forward and back-substitution, the code in Figure 8 will work by adding the appropriate offset to all addresses in each block column.
LEVEL-3 CHOLESKY KERNEL SUBROUTINES
For each of our block factorizations (see Figures 3, 4 , and 10), we have employed the LAPACK subroutine POTRF to factorize the diagonal blocks held in upper full format. This is itself a block algorithm and is summarized in Figure 11 . We expect its block size to be about the same as ours. This means that a significant proportion of its computation, or perhaps all of it, is performed by POTF2. This is unsatisfactory since it uses Level-2 BLAS. The purpose of this section is to consider alternatives that use Level-3 BLAS.
In this section, we still use the notation A for the matrix, n for its order, and LL T and U T U for its Cholesky factorizations, but these refer to a diagonal block of the overall computation. There should be no confusion since the discussion is confined to factorizing a block. If should be borne in mind that n will be modest, small enough for the computation to reside in level-1 cache.
The subroutine POTRF uses full storage mode, that is, it requires n 2 memory locations even though it only accesses n(n + 1)/2 matrix elements. The rest of the locations are not used. We have chosen to follow this for our alternatives because all of our algorithms rely on SYRK and TRSM, and because it allows Level-3 BLAS to be used on submatrices without any further data movement.
Recently, four papers focusing on recursive Cholesky algorithms were published, Gustavson [1997] , Waśniewski et al. [1998] , Gustavson and Jonsson [2000] , and Andersen et al. [2001] . These papers demonstrate that full storage data format recursive Cholesky algorithms can be developed using Level-3 BLAS for almost all the computations and can take advantage of cache at all levels. The appendices of the first and fourth papers contain Fortran 77 and Fortran 90 implementations of the algorithms.
For the upper-packed format, these recursive algorithms rely on partitioning the matrices A and U into submatrices:
where A 11 and U 11 are p× p and p = n/2 . Of course, only the upper-triangular parts of A 11 and A 22 are stored. The matrices U 11 and U 22 are upper triangular and the matrices A 12 and U 12 are square or nearly square (of size p × n − p). We arrive at a recursive algorithm by simple algebraic manipulations on the partitioning indicated, see Figure 17 . Note that the only floating-point operations that are performed outside calls to TRSM and SYRK are the calculation of n square roots.
In Figure 17 , the recursion continues all the way down to the single diagonal elements. During the factorization of very small matrices close to the end of the recursion, there are very few floating-point operations in comparison to the number of subroutine calls, administrative, and fixed-point calculations in the recursively called subroutine. This makes the factorization relatively inefficient. A way to alleviate this inefficiency is to inline the code for these By choosing the recursive division of the coefficient matrix differently, it is possible to make sure that the final factorization at the leaves of the recursion is a 4×4 matrix in all cases except the final leaf. This is done by always choosing p to be a multiple of 4. It means that a special inlined code can be used for the 4 × 4 case. Of course, when n is not a multiple of 4, there must be some code that handles a single block that is smaller than 4 × 4.
Another possibility is to use a block algorithm with a very small block size kb, designed to fit in registers. To avoid procedure call overheads for a very small computation, we replace all calls to BLAS by inline code. This means that it is not advantageous to perform a whole block row of GEMM updates at once and a whole block row of TRSM updates at once (see last two lines of the loop in Figure 11 ) . This leads to the algorithm summarized in Figure 18 .
We have found the block size kb = 2 to be suitable. The key loop is the one that corresponds to GEMM. For this, the code in Figure 19 is suitable. The block A i, j is held in the four variables, t11, t12, t21, and t22. We reference the underlying array directly, with A i, j held from a(ii,jj). It may be seen that a total of 8 local variables are involved which hopefully the compiler will arrange to be held in registers. The loop involves 4 memory accesses and 8 floating-point operations.
On some processors, faster execution is possible by having an inner GEMM loop that updates A i, j and A i, j +1 . The variables aki and aki1 need only be loaded once so we now have 6 memory accesses and 16 floating-point operations and need 14 local variables, hopefully in registers. We found that this algorithm gave very good performance (see Section 7). We will make our implementation of this kernel available in a companion article, but alternatives should be considered. A version of a recursive Cholesky algorithm was programmed and added to the ATLAS library by Whaley et al. [2000] . The LAPACK library can be updated to use this new recursive subroutine by using a simple script from the ATLAS subdirectory (ATLAS/doc/LAPACK.txt; the ATLAS library can be found at http://www.netlib.org/atlas/). Further, every computer hardware vendor is interested in having good and well-tuned software libraries.
We recommend that all the alternatives of the previous paragragh be compared. Our kernel routine is available if the user is not able to perform such a comparison procedure or has no time to do it. Finally, note that LAPACK, ATLAS, and the development of computer vendor software are ongoing activities. The implementation that is the slowest today might be the fastest tomorrow.
PERFORMANCE
For our performance testing, we have used the computers listed in Table I with the compilers listed in Table II and the libraries listed in Table III . We measure the speeds in Mflops, that is, millions of floating-point operations per second.
Apart from those in Table XVI , each speed was obtained by running the code repeatedly until at least a second and a half had elapsed and then calculating the average speed. This gives reasonably reliable figures, though some of the final digits shown in the tables varied when runs were repeated. Timing the IBM runs gave us particular problems. In normal running, the shared level-2 cache results in the speed of any of the codes we tested varied by up to about 30% according to the activity of the sharing processor. This made it impossible to conduct detailed comparisons between the algorithms. We therefore ran on a quiet machine which means that the speeds we report are optimistic for normal runs. Further problems that we never properly understood were encountered for timing the solution for a single right-hand side (Table XVI) . In this case, we ran on a different (slightly improved) machine, used the real-time clock and took the best speed from a small number of executions. Note that the results were accurate; it was just the timing that gave us problems.
Kernels
We begin by considering the alternatives for the Cholesky kernel subroutine (Section 6). We consider orders 40, 72, and 100 since these will typically allow the computation to fit comfortably in level-1 cache. For each computer, we have compared -the optimized LAPACK implementation provided by the vendor, if available, or otherwise the ATLAS optimized code; -the published LAPACK source code compiled with the highest level of optimization; -the recursive code of Section 6; -the mini-blocked code of the end of Section 6 with all blocks of size 2 × 2; and -the mini-blocked code of the end of Section 6 with blocks of sizes 2 × 2 and 2 × 4.
It can be seen from the results in Table IV that the mini-blocked code with blocks of sizes 2×2 and 2×4 is remarkably successful. In all six cases, it significantly outperforms the compiled LAPACK code and the recursive algorithm. It outperforms the vendor's optimized codes except on the IBM platform at order 100. If compared with the mini-blocked code with all blocks of size 2 × 2, the performance is significantly better on the SUN (about 20% times better except at order 72), slightly better on the Alpha (about 15% times better), and much the same on the other four.
For our remaining performance testing, we use the vendor's optimized kernel on the IBM and the mini-blocked code with blocks of sizes 2 × 2 and 2 × 4 on the others. 
Factorization
The LAPACK subroutine PPTRF performs Cholesky factorization of a symmetric positive-definite matrix held in unblocked packed format and the LA-PACK subroutine PPTRS solves corresponding sets of equations using the factorization (see LAPACK Users' Guide [Anderson et al. 1999, pp. 29 and 301] ).
Equations (2) to (5) remain applicable if we take all the blocks to have size 1. For the upper-packed format, the source-code implementation of PPTRF uses the Level-2 BLAS TPSV for each column of U to solve the triangular set of equations that determine its off-diagonal entries (see equation (5)). For the lower-packed format, PPTRF uses the Level-2 BLAS SPR [Dongarra et al. 1988 ] to perform a rank-1 update of the remaining matrix. In both cases, the code is inefficient because the Level-2 BLAS involve an amount of data movement through the cache that is proportional to the number of arithmetic operations performed.
We have written Fortran 90 subroutines HPPTF and HPPTS with the same objectives for the blocked-hybrid format as PPTRF and PPTRS have for the unblocked packed format, and their argument lists are very similar. In addition, the subroutines PPHPP and HPPPP perform in-place rearrangements between the formats, using the ideas discussed in Section 2. These subroutines are available in the companion algorithm Andersen et al. [2005] . We have used the computers listed in Table I with the libraries listed in Table III to compare our blocked-hybrid codes with the full-format, codes in LAPACK and the recursive packed codes of Andersen et al. [2001] . Note that the full-format code does most of its work in calls of GEMM for subarrays that are not held contiguously in memory and the recursive packed code does most of its work in calls of GEMM for arrays that are held contiguously but may be too large for level-1 cache. In both cases, the performance is therefore marred by GEMM doing data copying before starting its actual computation and, possibly, upon completion of that computation.
We compiled the LAPACK source codes with the highest level of optimization available and called the vendor-supplied BLAS. We believe that this is what most users will do, but we also ran the vendor-supplied LAPACK codes or the ATLAS LAPACK codes on the Intel Pentium III where vendor codes were unavailable.
For the block size nb in the blocked-hybrid codes, we have experimented with the values 40, 72, 100, and 200. The first three were used in Section 7.1. We added nb = 200 to see what would happen with a larger value.
The speeds for factorization, including rearrangement to the packed hybrid format, on the IBM Power4 are shown in Table V . Since a square matrix of order 72 occupies 41.5K bytes of memory, this is the biggest of our nb values to permit full advantage of streaming to be taken in calls of GEMM. However, this value rarely gives the best speed. For small n, the kernel performance is of overriding importance. For n ≥ 640, the packed matrix does not fit into level-2 cache, see Table VI , so a larger value of nb will reduce the movement from level-3 cache. Our conclusion from the results of Table V is that if we want the simplicity of using a single block size, nb = 100 is suitable for this machine but note that higher performance is available for large n with nb = 200.
Similar performance figures for the SUN Ultra III and HP Itanium 2 are shown in Tables VII and VIII. In both cases, the kernel performance again is of overriding importance for small n. On the SUN, the level-2 cache is important for large n (the packed matrix does not fit in level-2 cache for n ≥ 1600). On the HP Itanium 2, the level-3 cache is important, too. In both cases, our conclusion is that nb = 200 is suitable, if we want the simplicity of using a single block size. Tables 8, 9 and 10 of Andersen et al. [2004] show the speed variation with nb on our other (older and slower) platforms, and they show similar patterns. We conclude that suitable values for nb are 100 for the SGI Origin 2000, 200 for the Alpha EV6, and 40 for the Intel Pentium III.
Having chosen nb values, we now make comparisons with other algorithms and show the rearrangement overheads. In Table IX , we show factorization speeds on the IBM Power4 computer. The first two rows show the performance of the LAPACK code PPTRF for the lower-and upper-packed formats when compiled with full optimization and calling the vendor-supplied BLAS. Their performance deteriorates markedly as n increases beyond 640. We believe that this is because they are using Level-2 BLAS. None of the other codes have this defect. It is clear that using Level-2 BLAS is not a good strategy. The ESSL library contains an equivalent code for the lower-packed format, and we show its speed in the third line of the table. Part of this code is based on the work of Gustavson and Jonsson [2000] .
The next four lines show the speeds of comparable codes for the full format and provide our benchmark. We aim to get similar performance while saving storage with a packed format. We note that the vendor codes are much faster for small n which is probably because the LAPACK code uses Level-2 BLAS ( POTF2) to factorize the blocks on the diagonal, but only slightly faster for n ≥ 1000 where the speed of GEMM is of prime importance. There are two rows for each of the recursive and hybrid formats, according to whether the overheads of rearrangement to this format are included. Whether rearrangment will be needed in practice will vary from case to case. Where the data is generated by computer code, it may be equally efficient to generate it in the chosen format. We do not include rearrangement of the factor back to ordinary packed format since the recursive or hybid format is more suitable for forward and back-substitution.
The two lines in Table IX labeled "Packed Hybrid + L" and "Packed Hybrid + U" do not show exactly the same times as the rows labelled "nb = 100" in Table V because they come from separate runs, but the differences are very small.
The recursive algorithms achieve performance that approaches that of the LAPACK full codes when the order is large. This is because both are then doing most of their work in significant calls of the Level-3 BLAS GEMM and hence are able to take advantage of cache at all levels. However, for smaller n, their performance is poor, probably because of the larger ratio of procedure calls to actual computation. Of course, we could have created another hybrid algorithm by switching to the kernel at size nb instead of using special code for size 4 or less, but trying this would have been beyond the scope of this article. Note too that the merit of not needing to choose a block size would have been lost.
The hybrid algorithm is much faster than the recursive algorithm for small n, significantly faster for medium n, and slightly faster for large n.
If we compare the lower-packed hybrid code with the compiled lower-full LAPACK code, we see that it is always faster, and significantly so for small n. We see this as very encouraging. Furthermore, it is slightly faster than the vendor packed code except for small n. It is sometimes faster than the vendor full code and would have been faster for all n ≥ 1600 if we had switched to nb = 200 at n = 1600 (see Table V ). The hybrid code for the upper-packed format does not permit us to combine calls of GEMM so we expect it not to perform quite so well as the lower-packed format but the difference is slight, and it is faster for small n.
The rearrangement overheads are shown as percentages in Table X . We see that it is tiny for large n but can be quite significant for small n. The higher percentage overhead for the hybrid code is a consequence of the greater speed of the hybrid code and not an inherent inefficiency of the rearrangement. The very small overhead for the upper-packed hybrid case for small n deserve an explanation. This is because the upper-packed and upper-blocked-hybrid formats are identical if there is only one block, that is, if n ≤ nb. Thus the overheads arise only from the procedure call and some simple tests. On the other hand, for the lower-blocked-hybrid format (Figure 1) , the block has to be rearranged from being held by columns to being held by rows.
We show in Tables XI and XII, factorization speeds on the SUN and HP Itanium 2 in the same format as that of Table IX . Here we do not show the vendor LAPACK speeds since they were very similar to the corresponding speeds for the compiled codes. Once again, the packed LAPACK codes perform poorly, the recursive codes are competitive with the full LAPACK codes for large n but not for small n, and the packed hybrid codes significantly outperform the packed recursive codes for small n. On the SUN, the hybrid performance is slightly better than that of the recursive code for large n, except in one case where the difference is within the timing uncertainty. However, on the HP Itanium 2, the recursive code is faster than the hybrid code for large n, perhaps because it can take advantage of all three levels of cache. We show in Tables 16, 17 , and 19 of Andersen et al. [2004] corresponding factorization speeds on our other computers. The performance of the upperhybrid code is on the whole is better than that of the lower-hybrid code which is contrary to our expectation.
We do not show separate tables for the rearrangement overheads because they are similar to those on the IBM (Table X) .
When we compare the hybrid code with the full LAPACK code, we see that it is faster in more than half the cases with some particularly marked improvements for small n.
Solution With Many Right-Hand Sides
We next consider the solution for many right-hand sides of a system whose matrix is already factorized. In Table XIII , we show the speed on the IBM Power4 for max(100, n/10) right-hand sides. There is no rearrangement of the matrix here since we assume that its factorization has been retained in its recursive or hybrid packed form. For all our values of n, the LAPACK codes using the packed formats perform worse than the other codes. The hybrid codes give performance that is always at least as good as the recursive codes and is much better for small n.
We show comparable figures for the other systems in Tables XIV and XV,  and Tables 22, 23, 25 of Andersen et al. [2004] . We see that the performance of the packed LAPACK codes is poor in every case and is always inferior to the other codes. The hybrid codes always give performance that is reasonally close to that of the full code. It is slightly inferior for small n, but slightly superior for large n. On the SUN, Sgi Origin, and HP Alpha, the recursive codes are inferior to the hybrid codes for small n, but superior for large n; this is particularly marked on the SUN. For the HP Itanium 2, the recursive code is remarkably successful, consistently outperforming the full code and the hybrid code. On the Pentium III, the full, recursive, and hybrid codes have broadly comparable performance. We are very pleased to see that the performance of the hybrid code continues to improve as n gets very large, which demonstrates the success of working with blocks of mb columns and rearranging each to the form illustrated in Figure 7 . We believe that this explains why the packed hybrid codes outperform the Full LAPACK codes for large n on the SUN, Origin, Alpha, and Itanium. For n ≤ nb, the rearrangement probably does not speed up the solution since the columns of B are already contiguous in memory, but we have not written special code that avoids the rearrangement in this case.
Solution with One Right-Hand Side
Finally, we have measured the speeds while solving for a single right-hand side for a system whose matrix is already factorized. The results are shown in Tables  XVI to XVIII and Tables 28, 29, 31 of Andersen et al. [2004] . It is inherently more difficult to obtain a high speed when n is large since the matrix will need to be read into cache once for forward substitution and once for back-substitution. It should therefore be possible for the packed codes to execute faster than the full codes. For the LAPACK codes, this is quite often the case; it is particularly so for large n on the Itanium and Sgi Origin. However, on the SUN, the packed LAPACK codes do not perform well. For small n, the hybrid codes give consistently better performance than the recursive codes, and they are broadly comparable with the packed LAPACK codes.
For large n, the recursive code is usually better than the hybrid code. When compared to the best LAPACK code, the recursive code is usually slightly slower but is much faster on the Sgi Origin and Itanium. Where the packed LAPACK code performs well, consideration should be given to rearranging the factorized matrix back to the packed format.
SUMMARY AND CONCLUSIONS
Our primary goal when we commenced this work was to investigate how much better the recursive algorithm performed than a simple blocking algorithm. We expected it to be better since it can take advantage of all levels of cache, but we did not know by how much. What we have found is that it tends to be inferior for systems of small order where a single well-chosen block size can take good advantage of level-1 cache, often by a factor of about 3-4 for our implementations. For large systems, performance of the recursive algorithm is similar on the SUN and Sgi, worse on the IBM, Alpha, and better only on the Itanium and Pentium. An advantage of the recursive method, of course, is that no choice of block size is needed.
On balance, we therefore see that the hybrid algorithm performs better than the recursive algorithm. Also, we see that it often outperforms the full-storage LAPACK code.
In the course of this investigation, we have considered carefully exactly how the blocks should be chosen to permit taking good advantage of level-1 cache during factorization and solution to allow rapid rearrangement to the block form without undue use of temporary memory. We noted that where the data is generated by computer code, it may be equally efficient to generate it in the chosen format so that no rearrangement is needed.
We have also developed some new kernel codes for the Cholesky factorization of the diagonal blocks because the LAPACK kernel POTF2 is unsatisfactory since it uses Level-2 BLAS. We obtained remarkably fast performance for our kernel by using mini-blocks of order 2 in standard Fortran code.
