u set of simple but typical examples that illustrute the upplication of that methodology to problems of computer perfbrmunce.
Figure 1 A queue with two
A diagram of a queue is provided in Figure 1 . The waiting room and a waiting of a queue may be subdivided into a set of local classes, each of classes). Classes such as priority may also be used by the queue room that is organized into two classes which may have its own workload characteristics (workload WAITING QUEUE SERVEKS ROOM DISCIPLINE a job places a work demand (or service demand) on the queue. The work demand is a random variable that is generated by a stochastic process. The method to be discussed here requires that a process be a renewal process, which is to say that successive work demands are independent samples drawn from a distribution, called the Work Demand Distribution (WDD), as illustrated by Figure 2 .
Figure z A work demand is as-
Note that each class may have its own WDD. Work demands are signed to a newly armeasured in such units as numbers of instructions (path lengths), or numbers of bytes to be transmitted (record size), or called work rate or service rate. Examples of rate units are Mila * second (KBPS), baud or rate of telegraphic transmission, or other such quantities. We allow the rate to be a function of the queue size.
Jobs are scheduled to receive service by a rule called queue discipline, and stay at the queue until all work is done. Completed jobs depart instantly. The queue discipline may subdivide the work into several slices (e.g., round robin scheduling). In the case of multiple servers, the queue discipline also assigns servers. The queue discipline may make use of the local classes (e.g., priority), and/or the discipline may impose an ordering on the jobs in the waiting room (e.g., order of arrival).
Our definition of the service mechanism differs somewhat from the standard queuing literature where service times and their distributions are more customary. In the simple case of constant work rate C and First Come First Served (FCFS), Last Come First Served (LCFS), Priority (PR), or Infinite Servers (IS) queue discipline, service times T, and work demands m are simply related by the following expression:
C T = m (1)
A large literature exists on the single-queue solution, which is available under quite general assumptions; an excellent introduction is given in Reference 1.
A set of queues-as just described -each having its own distinct service mechanism. An arrival process that describes job arrival at the network (open network) ; or a fixed set of jobs that stays indefinitely in the network (closed network). A rule, called routing, that governs the way jobs proceed through the network.
It is often convenient to view routing as a sequence of decisions that are made upon arrival and after each service completion. For example, a routing may specify that a class i job after service completion at queue n may join queue m as a class j job. Schematically, such a transition may be depicted by the arrow as shown in Figure 3 .
If all classes have distinct names, queue names need not be given to uniquely specify a transition. The transition of Figure 3 is designated by the following notation:
Here the rectangular boxes symbolize queues, and the ovals are classes within the queues. Routing imposes a structure on the queuing system that may be represented by a directed graph, an example of which is given in Figure 4 . The routing may define classes of nodes, such that no transitions can occur from one class into another. Such classes are termed chains. Without loss of generality, we can assume that routing transitions are instantaneous. A routing rule is said to be stare independent if the sequential decisions are not influenced by queue sizes or service processes. The term stochastic routing or probabilistic routing refers to a state-independent routing rule by which, after each service completion, a successor class is selected at random.
Denote a stochastic routing transition formally as follows:
where p is the probability that class j is chosen as successor of class i. As a consequence of the way in which a network of queues is defined, the event that a job is simultaneously at more than one queue is prohibited.
The queuing network model, as previously discussed, is a very general one, and simulation is the principal method for its solution. Thus, further restrictions must be imposed to make the NO. 4 -1976 problem yield to a mathematical analysis. In this section, a class of queuing networks, called separable queuing networks, is defined and discussed. Such networks are also termed locally balanced networks or networks that have a product-form solution. Since the solution of the single-queue problem is available under rather general assumptions, such as the G I / G /~ queue-a single resource system with a general independent arrival process, general service process, and one server -one might expect that a network solution could be synthethized from such general individual queue solutions. This decomposition approach does not work in general, however, since the superposition of output processes of queues that feed another queue is far more general than the renewal input process on which the G I / G /~ solution is based. Some approximate methods that ignore the structure of the sum process have been ~uggested.~
The only way to obtain a general class of queuing network models that is not computationally limited is to impose further restrictions, such that the solution of the balance equations can be obtained a priori. Such networks are called separable because the balance equations can be solved by separation of variables techniques. A rather large class of separable networks is discussed in References 4-6, and that class of queue networks is now outlined.
There are N queues labeled 1, 2, . . ., N that are organized into M classes, 1, 2 , . . ., M .
Jobs proceed through the queues, according to a stochastic routing rule, by means of which the routing may be decomposable into chains that are either open and driven by Poisson streams or closed with a fixed population. A queue has one or several identical servers that are specified by their work rate, which may be a function of the local queue size. The following queue disciplines and Work Demand Distributions (WDD) are admissible: workload) is illustrated in Figure 5 .
B. A Preemptive Resume Last Come First Served (LCFSPR)
with general, class-dependent WDDS is illustrated in Figure 6 .
pendent WDDS serves all jobs at the queue simulta-
neously with an individual rate that is inversely proportional to the queue size. Figure 7 illustrates a processorshared queue in which three jobs are executing simultaneously, each one with an individual rate of C / 3 . Note that the work demands are sampled from two different distributions. If a new job arrives, each job executes at an individual rate of C/4. The processor-shared queue discipline may be viewed as a limiting case of round-robin scheduling, where the quantum size shrinks to zero. It is a particularly interesting feature of the solution of separable networks that only the mean work demand enters into the solu-
D. NO queuing with class-dependent general delay time dis-
tion. Thus, in those cases where a general distribution is allowed, the form of this distribution is irrelevant. We call such queue disciplines robust; LCFSPR, PS, and IS are robust, whereas FCFS is not. We shall show later in this paper that robustness is very important in practice. The theory of separable queuing networks allows essentially the evaluation of the joint queue size distribution. The following are performance measures that can be obtained:
Marginal queue size distribution. 
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SECOND CHANCE tocol, he can call for a detailed explanation by querying with Figure 9 Routing description HOW. After the comment is printed, the user is given a second statements chance to answer properly.
All input data are thoroughly checked for validity. Errors are detected at the earliest possible moment. An error message is (left column) and with explicit probabilities (right column). Simple routing description statements can be linked together as shown in Figure 10 . In this fashion, it is often possible to define a whole chain in just one line. Note that the chaining of statements is optional. When the chaining of routing description statements is used, each "to part" serves as a "from part" of the next arrow. Besides the dialogue mode, there is a set of functions designed EIW to define a Q N E T~ environment.
DEFCH to define a routing chain. DEFQ to define a queue. UT utilization.
All functions provide data and sequencing checks. For more details we refer to the user's description' of QNET4.
Methods of analyzing a central computer installation
Discussed now are example models for various aspects of a central computer installation, such as the one portrayed in Figure  11 The work of the CPU is divided into system tasks and application tasks. A running application program is frequently interrupted because the CPU has to perform a system service. The nature of such an interruption is, in general, too complex to be taken into account in a high-level model. The system "overhead" is treated summarily by assigning to the processor an efective work rate. Such an effective work rate has to be furnished by measurement and/or empirical models. In order for 
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computer systems.' The last line in Figure 14 , which is the amount of CPU time used, is also a message to acknowledge that the system is now ready to list results.
It is important to note that both the distribution of think times and the distribution of path length can be general. Only in the case of FCFS queuing at the CPU is one forced to make an exponential assumption.
The next example attempts to bring greater realism to the finite source system model by considering two subsystems, e.g., IMS and APL. Such systems can be represented by two closed chains, as shown in Figure 16 . Assume that both chains are of the same priority level at the CPU and assume the following parameter values:
Number 
REISER IBM SYST J
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THlNK TlME IMS 3 The SETUP protocol for the two-chain finite source model is given in Figure 17 , and the results obtained by EVAL are shown in Figure 18 . Note that in the output, queue length, throughput, and response times are broken down into classes.
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In the two-chain model, we have made use of the class and two-chain chain concepts in order to model heterogeneous workloads and finite disjoint subsystems. The absence, however, of priority queue source disciplines from the class of separable networks has forced the model assumption that both APL and IMS are on the same priority level. In many instances, such an assumption is not realistic. For example, assume that the APL system takes preemptive priority over the IMS system. Thus, the APL system "sees" the full processing rate C of the CPU, a premise that permits the construction of an individual finite source model similar to the basic finite source model in Figure 13 . The IMS system receives the remaining work capacity that on the average is given by the following equation:
where U,,, is the utilization obtained from the APL model. The processing of IMS transactions, however, is not homogeneous; bursts of processing alternate with idle periods. If we ignore the effects of this nonhomogeneity, we can construct a second finite source model for IMS with a processing rate given by Equation 4 . This decomposition of the original problem into parts that are compatible with the QNET4 class of networks is shown schematically in Figure 19 .
Clearly the assumption of smoothed processing in the lowpriority model introduces an error that can be estimated by replacing the finite source with an infinite (or Poisson) source and using results of the Poisson arrival process, exponential service process, one server, with priority discipline (MIMIIIPRI) queue theory. There results the following expression for the relative error of the mean waiting time:
where m3 is the mean path length APL, m4 is the mean path length IMS, and
reveals that E is always positive, which means that the smoothing out of the IMS processing produces optimistic results for the response times. The error, however, never exceeds one-hundred percent and remains small if p3 is small (light APL load), and/or if the APL path length is much shorter than the IMS path length.
In most practical cases, high-priority transactions tend to be shorter than low-priority transactions, and, hence m3/m4 < 1. In We have compared the analytical modeling ( Q N E T~) approximate solution with simulation results obtained by a queuing network simulation method that is known as APLOMB.~' Results summarized in Table 1 show that the simple hierarchical Q N E T~ model is as accurate as simulating 100,000 transactions. Execution times of APLOMB simulations compared with Q N E T~ are in the approximate ratio of fifty to one. The three numbers in the APLOMB row represent a 95 percent confidence interval with a point estimate.
Multiprogramming was introduced to increase resource utilization by overlapping CPU processing with 1l0 operations. A simple cyclic queue model to evaluate multiprogramming performance is among the earliest analytic computer models." This cyclic queue model has been generalized into the so-called centra] server modeL1'
We now concentrate on the subsystem CPU, I/O, and dispatcher as shown in Figure 20 , where MP-Q is a multiprogramming queue. The level of multiprogramming must be carefully controlled in order to optimize performance, and is typically much smaller than the number of source terminals.
In the central server model, interest does not focus on source terminals and job queue (JOB-Q) scheduling. In fact, a fixed level of multiprogramming K is assumed. It is also useful to break up the multiprogramming queue into a CPU queue and several device queues, as illustrated for a typical central server model with N rlo devices in Figure 2 
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scheduling disciplines tend to be more robust than the FCFS discipline. Additionally, deviations from the exponential distribution at the CPU (coefficient of variation greater than one) and at the I/O devices (coefficient of variation less than one) have an opposite effect on performance measures and tend to cancel each other. The central server example considered here has been kept simple. Clearly, chains and classes can be used to model a heterogeneous workload, and decomposition may be used in the case of priorities.
The finite source model and the central server model both represent certain aspects of the basic computer installation shown in Figure 11 . We shall now combine both models to arrive at a more realistic representation of the overall system. For simplicity, assume that the workload consists of statistically identical jobs that are generated by a set of K terminals. Jobs join the sys- tem in one job queue. There are M initiators that select jobs from the job queue for inclusion in the multiprogramming set. Clearly the number of initiators puts an upper limit on the multiprogramming level. Figure 24 represents the hypothetical finitesource-central-server computer system.
Typically, the number of active sources is much greater than the number of initiators (i.e., K > M ) . An attempt to map the system structure of Figure 24 into a Q N E T~ model immediately raises the problem of limiting the level of multiprogramming to at most M .
Use of a decomposition technique is again recommended. Observe that time constants of terminals and the scheduler are typically one or two orders of magnitude larger than those of the CPU and r/o devices. Therefore, the CPU-I/O subsystem reaches equilibrium much faster than subsystems that consist of terminals and the job queue. Therefore, try to represent the CPU-I/O complex by one equivalent queue in the terminal-scheduler submodel. The rate of this equivalent queue is obtained from a central server model. The throughput of the central server model determines the rate of the equivalent queue. Since throughput depends on the level of multiprogramming, we have a queuedependent server in the finite source model that represents terminals and schedulers. This hierarchical decomposition is shown schematically in Figure 25 . We call the finite source model the outer model and the central server model the inner model. The inner model of Figure 25 is the same as the one of Figure 22 .
The hierarchical decomposition of Figure 25 is also a possible device to combine QNET4 with simulation. Suppose there is a complicated algorithm for the computation of priorities in the job queue. If the goal is to evaluate such an algorithm, one cannot use Q N E T~ for the outer model. Given that the central server model is adequate, one can reduce the complexity of a simulation model and its necessary running time by representing the cpu-rlo complex by an equivalent queue exactly as in Figure   25 . Savings are particularly great if the time constants of outer and inner models differ markedly (which is the necessary condition for the hierarchical decomposition to work).
An error analysis of the hierarchical model is difficult. Under the additional assumptions of an infinite source and a single rlo de- vice, an analytical solution has been obtained." This solution confirms the intuitively appealing requirement that the inner model be faster than the outer model. For a given and fixed load and CPU and I/O device, we find that the exact solution converges to the one of the hierarchical QNET4 models if the average number of I/O accesses tends to infinity. (As a consequence, the speeds of the CPU and I/O device also tend to infinity.)
