Abstract-This work proposes a simple but effective attention mechanism, namely Skip Attention (SA), for monaural singing voice separation (MSVS). First, the SA, embedded in the convolutional encoder-decoder network (CEDN), realizes an attentiondriven and dependency modeling for the repetitive structures of the music source. Second, the SA, replacing the popular skip connection in the CEDN, effectively controls the flow of the low-level (vocal and musical) features to the output and improves the feature sensitivity and accuracy for MSVS. Finally, we implement the proposed SA on the Stacked Hourglass Network (SHN), namely Skip Attention SHN (SA-SHN). Quantitative and qualitative evaluation results have shown that the proposed SA-SHN achieves significant performance improvement on the MIR-1K dataset (compared to the state-of-the-art SHN) and competitive MSVS performance on the DSD100 dataset (compared to the state-of-the-art DenseNet), even without using any data augmentation methods.
I. INTRODUCTION

M
USIC source separation (MSS) is one of the fundamental research areas for music signal processing. Monaural singing voice separation (MSVS) is an important examplar of MSS, which aims to separate the singing voice (vocals) and the background musical accompaniment from a single channel mixture signal. The traditional largely unsupervised methods provide effective frameworks for MSVS such as [1] . Recently, the data-driven method, especially the Deep Neural Network (DNN) based methods [2] , [3] , have emerged and provided state-of-the-art performance for MSVS. There are generally three basic structures to construct DNNs: Feed-Forward Network (FFN) [4] , Recurrent Neural Network (RNN) [5] , and Convolutional Neural Network (CNN) [6] , [7] . Recently the RNN and CNN have been combined to improve the MSS [8] , [9] . Since the CNN is effective for feature extraction in timefrequency (T-F) domain, the state-of-the-art methods usually employ the convolutional encoder-decoder networks (CEDNs) for MSVS, e.g., the U-net [10] and the Stacked Hourglass Network (SHN) [11] . In these CEDNs, the input spectrogram is compressed (by the encoder) into a bottleneck layer to obtain a lower dimensional descriptor and then the descriptor is reexpanded to the size of the target spectrogram (by the decoder) [10] . In addition, with the help of additional skip connections (or similar structures), the CEDNs can recreate fine and lowlevel details for high-quality MSVS. However, in spite of their popularities, several issues need to be addressed to improve the current CEDNs.
First, music relies heavily on its repetitions to build the logical structure and meaning [12] . These repetitions made of recurring elements may appear at various levels of the music, e.g., from very basic elements (individual notes, timber, or pitch) to larger structures (e.g., chords) [13] . These multi-scale repetitions effectively distinguish the musical accompaniment from the vocals which are less redundant and mostly harmonic [14] . Therefore, effectively modeling the repetitive structures in the mixture signal would be a promising solution for DNN based MSVS. Since the repetitive structures can be observed as the similarities between different regions in the T-F representations (e.g., magnitude spectrogram), the MSVS methods need to attend to the different T-F regions in order to capture the dependencies across different frequencies in the mixture. However, the convolution operator that has a local receptive field can only model the repeating patterns locally. To deal with this problem, current CEDNs try to pass the input (mixture) through multiple convolutional layers, to form a cascade framework for MSVS. Unfortunately, according to [15] , the optimization algorithms used in these CEDNs are usually not effective in capturing the dependencies across multiple layers, especially for those complicated repetitive musical structures.
Second, it is well known that even a minor linear shift in the T-F representations could introduce significant distortions on vocal and music perception [10] . Thus current CEDNs usually have skip or similar connections to pass the low-level vocal and musical features from the input to the output, to obtain highlevel precise details for the estimated sources [10] , [11] . Such direct connections, however, also allow the input features to circumvent the screening of the bottleneck layer, which is a necessary step to extract the essential singing voice and music features through dimensionality reduction. As a result, these direct (or skip) connections may weaken the encoder-decoder bottleneck structure and degrade the separation performance.
To address the above issues, this work proposes a Skip Attention (SA) mechanism for MSVS by including a post-processing layer in the CEDN to refine the multiresolution encoder/decoder 1070-9908 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. structure and control the information flow between the encoding and decoding layers. First, the SA, as a non-local operation in the multiresolution CEDN, can use cues from all time-frequency regions to select the relevant features from both the input and output of the CEDN and hence efficiently model the multi-scale repetitive structures of the music source. Second, the proposed SA also introduces an inter-attention mechanism to replace the direct or skip connections between the input and the output in current CEDNs. This mechanism allows the input and reconstructed output to interact with each other and thus effectively controls the input low-level (vocal and musical) information flow to the output: each feature will be enhanced or suppressed through this inter-attention. Thus, this inter-attention mechanism will selectively allow the relevant low-level details of the vocal and music sources to pass through, and meanwhile, keep the bottleneck structure of CEDNs working effectively to extract essential vocal or musical features. One of the prior works related to this work is the Transformer [16] , which includes the "encoder-decoder attention" layers: the queries come from the decoder, and the keys and values come from the encoder. Similar designs can be found in [17] - [19] for machine translation. However, compared to these works, the proposed SA utilizes a different "encoder-decoder attention" mechanism: we use queries from the encoder, and the keys and values are constructed by concatenating both the outputs of the decoder and the inputs of the encoder. This special mechanism is designed to achieve two goals: (i) modeling the repetitive structures in the musical source; (ii) controlling the flow of the input low-level (vocal and musical) information to the output by attending to both the decoder and encoder. Besides, instead of replacing the convolutional structure with attention mechanisms as the transformer does, we improve the bottleneck structure of the CEDNs by replacing its skip connection with the SA (that is the reason why we name the proposed mechanism as 'skip' attention).
II. THE PROPOSED METHOD
A. Skip Attention Mechanism
In an encoder-decoder structure shown in Fig. 1 , we assume that the input is an internal time-frequency feature En ∈ R N ×T ×d , and the reconstructed output is De ∈ R N ×T ×d , where N is the number of frequency bins, T is the number of time frames, and d is the number of channels. To capture the dependency across frequencies, we fix the h to compute the attention matrix in frequency-channel. Specifically, for each h (1 ≤ h ≤ T ), the two inputs for SA are
The specific steps for computing SA are: 
2) Skip Attention: We use the projected query E Q h to produce a scaled dot-product attention matrix (denoted as V att,h ) over the projected keys [D
The attention matrix V att,h will be processed with masking and softmax-function [16] (denoted as Softm in Eq. (6)) to form the skip attention SA h for h,
Intuitively, the nonlinear softm in SA h operates on matrix V att,h , which includes two types of attention: (1) the interattention between the input E h and output D h ; (2) the selfattention of the input E h , that is,
According to Eq. (7), the operation softm (V att,h ) in Eq. (6) considers the above two attentions as a whole and hence enables SA h to select suitable features from the feature combined matrix (6)), where both the input and the output features of the CEDN are included. As a result, the SA layer, as a post-processing step in the CEDN, provides a flexible mechanism for selecting features from the input, the output, or both. While in the original CEDN, the input will be added directly to the output via a skip connection, i.e., all the input and output features are mixed together without effective feature selection.
Finally, we apply the residue connection and layer normalization [23] (denoted as LN in Eq. (8)) as follows,
3) Addition: The normalized skip-attention SA h and the output of the decoder D h are added as the final output for h.
B. Skip Attention Stacked Hourglass Network
As an example, we use the proposed SA to enhance the popular SHN [11] , which is made of several stacked Hourglass Networks (HNs). Specifically, within each HN, multiple SAs are added as the post-processing layers for multiresolution feature extraction (see Fig. 2 ). For a fair comparison, the architecture of the SA-SHN shown in Fig. 3 follows the SHN, where the input magnitude spectrogram is passed through the initial convolutional layers and then fed to the four SA driven Hourglass Fig. 2 . The SA driven Hourglass Network (denoted as SA-HN in Fig. 3 ), where C n m is the convolutional layers with filter size of m × m and output channels of n, the D is 2 × 2 max pooling, and U is 2 × 2 upsampling. Fig. 3 . The SA-SHN: the initial step includes C 64 7 C 128 3 C 128 3 C 128 3 C 256 3 , where C n m is the convolutional layers with filter size of m × m and output channels of n; the SA-HN represents the SA driven Hourglass Network in Fig. 2 ; s represents the number of separated sources; M ij (1 ≤ i ≤ s) represents the i-th source mask for the j-th layer; ... presents the second or more layer.
Networks to output masks for each source. In Fig. 3 , each layer (with the output mask M ij for the i-th source in the j-th layer, 1 ≤ i ≤ s) can be iterated (stacked) many times and s is the number of sources to separate (e.g., s = 2 for MSVS). The loss function L 1,1 norm in [11] , [24] is adopted for a fair comparison. Formally, given the magnitude X of the mixture, the i-th ground truth source Y i , and the predicted mask for the i-th source in the j-th module M ij , the loss function [11] is defined as,
, where denotes element-wise multiplication of the matrix and D is the number of the SA driven Hourglass Networks.
III. EXPERIMENTS
We followed the experimental settings in [11] to evaluate the proposed SA-SHN for MSVS and MSS. The input was the magnitude spectrogram of the mixture calculated by ShortTime Fourier Transform (STFT) with a window size of 1024 and a hop size of 256. The SA-SHN was trained to predict soft masks for s sources. By multiplying the predicted masks with the magnitude spectrogram of the mixture, the estimated magnitude spectrogram of each source was obtained. The time domain sources were obtained via inverse STFT applied to each estimated magnitude spectrogram and the phase spectrogram of the mixture.
The performance of different methods was evaluated on two popular datasets: MIR-1K [25] and DSD100 [26] . For a fair comparison on the MIR-1K, we followed the evaluation conditions in [11] , [20] , [21] : 175 clips performed by 'abjones' and 'amy' were used for training and the other 825 clips were used for testing. For MSVS on the DSD100, we followed [11] to convert all sources to monophonic and then we added three sources except for the vocals together to form the musical components (Acc.) source.
Both the proposed SA-SHN and the baseline SHN were trained using Adam optimizer [27] with an initial learning rate of 10 −4 and a batch size of 1. We trained these two networks with 60,000 iterations for the MIR-1K dataset and with 600,000 iterations for the DSD100 dataset, and the learning rate is decreased to 2 × 10 −5 when 80% of the training is finished. No data augmentation was applied during training for both datasets as in [11] . The computational efficiency of the SA-SHN is slightly lower than the SHN, e.g., in four-layer case, the training/testing took approximately 3 hours/15 minutes for the SHN and 5 hours/20 minutes for the SA-SHN on the MIR-1K dataset using a single GPU (GeForce GTX 1080 Ti). For quantitative evaluation, the separation performance was measured by BSS-EVAL toolkit [28] with respect to three criteria, i.e., source-to-distortion ratio (SDR), source-to-interferences ratio (SIR), and sources-to-artifacts ratio (SAR). We also use Normalized SDR (NSDR) [29] , Global SIR (GSIR), Global SAR (GSAR), and Global NSDR (GNSDR) [11] , [21] to evaluate the results.
A. MIR-1K Dataset
The quantitative evaluation results on MIR-1K dataset are shown in Table I . We trained the SA-SHN (s = 2 for MSVS) with varying layer numbers from 1 to 4. In the following we use SA-SHN-n to represent n layer SA-SHN and SHN-n to represent n layer SHN. It can be seen in Table I that our SA-SHN-1 (even with only one layer) significantly outperformed the original SHN-4 (the best previous method on the MIR-1K dataset) and the other methods for all evaluation criteria, except for GSIR for Acc. The proposed SA-SHN reached its highest performance with 4 layers.
In Table II , we compare the separation performance for all the song clips 1 obtained by the proposed SA-SHN-4 and the SHN-4 in [11] . As suggested by [30] , the mean (Mean) SDR with its standard deviation (SD) alone were not sufficient to measure the vocal performance, we thus adopted the median (Med.) with its median absolute deviation (MAD), which were more robust against outliers. From Table II , it can be seen that the SA-SHN-4 was superior to SHN-4 in most statistics. Fig. 4 , the SA-SHN-4 recovered much more original vocal harmonics compared to the SHN-4. In particular, the vocal spectrogram of the SHN-4 around 1∼2 s and 4∼6 s had lost a large amount of harmonic details, while the proposed SA-SHN-4 recovered most of these fine details. This phenomenon is attributed to the SA, which successfully controls the essential low-level vocal information to flow to the output. On the other hand, for Acc. spectrogram in Fig. 5 (the song clip of stool_1_04) , we can see that the Acc. obtained by SHN-4 around 5∼6.5 s missed one important frequency component around 1000 Hz, while the SA-SHN-4 almost recaptured all the frequency components of the ground truth Acc. around 5∼6.5 s, including the frequency component around 1000 Hz, which verified the effectiveness of the proposed SA.
B. DSD100 Dataset
For the MSVS task on DSD100, we set s = 2 to evaluate the proposed SA-SHN-1 to SA-SHN-4. In order to compare with the previous reported MSVS methods, we compared SDRs for all songs in the DSD100 dataset and then computed median values, which are listed in Table III . Compared with the state-of-the-art MM-DenseNet [35] , the proposed SA-SHN-4 achieved 0.44 dB improvement for Vocals and 0.50 dB for Acc.
For the MSS task on DSD100, we set s = 4 to evaluate the proposed method (SA-SHN-4). It can be seen from Table IV that the SA-SHN-4 was superior to SHN-4 in most metrics. We also compare our SA-SHN-4 with some other methods, as shown in Table V . The SA-SHN-4 greatly improved the separation performance of SHN-4 for Vocals (1.04 dB gain), and slightly improvement for other sources (0.09 dB for Drums, 0.03 dB for Other and 0.01 dB for Bass). Besides, the vocal separation performance of the SA-SHN-4 is 0.21 dB higher than that of the state-of-the-art MM-DenseNet [35] . This seems to suggest that the proposed method is more effective for repetitive music and harmonic vocals, but less effective for non-repetitive sounds, such as bass and drums.
IV. CONCLUSION
In this letter, we proposed a novel skip attention (SA) mechanism for MSVS. The proposed SA implements an attentiondriven and dependency modeling for the repetitive structures of music sources. In addition, it effectively controls the flow of the low-level (vocal and musical) features in the encoder-decoder structure, which not only can improve the bottleneck structure to extract more essential vocal or musical features but also retrieve those fine and low-level details for high-quality source estimation. Experimental results have shown the effectiveness of the proposed SA-SHN on two different datasets.
