Abstract. We show that for at least 37.73% of the primitive Dirichlet characters χ of large prime modulus, the central value L(1/2, χ) does not vanish. The previous best known proportion was 3 8 (37.5%).
Introduction
We revisit the work [7] of the authors on the nonvanishing of Dirichlet L-functions. It was proved there that when p is a large enough prime, for at least three-eighths of the primitive Dirichlet characters χ of modulus p, we have L( 1 2 , χ) = 0. For prime moduli (arguably the most interesting case) this was the best result towards the well-known conjecture that L( 1 2 , χ) should never be zero. In this paper, we introduce a new ingredient which enables us to improve upon our previous result. where M = p θ for some θ > 0, τ χ is the Gauss sum, and
It was shown in [8] that the above choice for y m yields a nonvanishing proportion of 2θ 1+2θ . Thus a longer mollifier results in a better nonvanishing proportion. Michel and VanderKam were able to take θ < 1 4 , which gave the nonvanishing proportion 1 3 , while in [7] the authors were able to take θ < 3 10 , which gave the nonvanishing proportion 3 8 . The mollification process in [8] involves the evaluation of the first and second mollified moments
where the sums are over the even primitive characters (the case of the odd characters being similar).
Our new idea is to replace M 0 (χ) with a more general mollifier comprising of sums of unequal lengths
where R = p α for some α > 0 and M = p θ as before. (Equivalently, we could take one sum of length p θ1 and the other of length p θ2 .) Our goal now is to evaluate the first and second mollified moments
The mollified second moments T 2 and S 2 are harder to treat than the mollified first moments T 1 and S 1 . Let S(x, y; p) = u mod p uu≡1 mod p e xu + yu p denote the Kloosterman sum. In [8] , when (2.1) is substituted into (2.3) and the square expanded, the cross terms involving the Gauss sum are the hardest to treat. After some tranformations involving Poisson summation, these cross terms lead to the problem of proving an estimate of the shape
, the problem is precisely to break the "trivial" estimate given by inserting Weil's bound for Kloosterman sums. This seems like a natural barrier. To do better and take M > p 1 4 , one must be able to detect cancellation between the Kloosterman sums. The strategy in [7] was to glue together some of the variables, writing h = nkm 1 , and then to apply Hölder's inequality, getting
h mod p m2∼M
where ν(h) denotes the number of ways of writing h as nkm 1 
Thus while the first h-sum in (2.7) counts about M 3 elements, the second h-sum has been extended to a complete sum mod p. This is a wasteful step, but not too bad because M 3 is at least p 4 . In this way, we get the upper bound
For the innermost h-sum, we get from [5, Proposition . It was not explicitly shown in [7] , but other choices of Hölder exponents do not yield good results.
With our new mollifier M (χ), the crucial estimate to show will be roughly
The point is that when we glue together h = nkm 1 , we have allowed ourselves some flexibility to increase the length of m 1 , and therefore have h cover more elements mod p. This way, when we extend the sum over h to a complete sum mod p, it is not so wasteful. However it is not clear a priori whether or not this will give a better result because as we take R larger, we must take M smaller. That is, when we make one of the sums comprising the mollifier longer, the other sum will need to be shorter in order to maintain control of the error terms. It turns out that this approach does yield a better proportion of nonvanishing.
Mollified moments
In this section we describe how to apply the mollification process of [8] and [7] with the new mollifier (2.4). Both these works use the mollifier (2.4) with R = 1 (equivalently, α = 0), so that the sums have equal length M = p θ . The main terms of the mollified first and second moments T 1 and T 2 yield a nonvanishing proportion of 2θ 1+2θ . We first examine the mollification to find the corresponding proportion of nonvanishing when a mollifier with unequal length sums is used instead.
3.1. Mollified first moment. The asymptotic evaluation of the mollified first moment T 1 given in (2.2) may be found in [8, equation (9) ]. We do not need to recall its exact form. It is shown there that, for T 1 , the main term is a constant which is contained in the contribution of the two terms defined by m = 1, i.e. (y 1 + With this condition, which will be ensured by (3.9), the same asymptotic for T 1 will hold for S 1 .
3.2.
Mollified second moment. For the second mollified moment, inserting (2.4) into (2.3) and expanding, we see that S 2 given in (2.6) equals
The standard first step in the evaluation of S 2 , or equivalently of (3.1) and (3.2), comprises of firstly proving the approximate functional equation (see [7, 
where
secondly inserting (3.3) into (3.1) and (3.2), and thirdly invoking for (n 1 n 2 , p) = 1 the approximate identities (see [8, equation (17) 
where as usual e(x) = e 2πix . The output will be representations of (3.1) and (3.2) as quadruple sums which we then separate into main terms and error terms. The smooth function V has the effect of imposing the condition n 1 n 2 ≤ p 1+ǫ on the variables n 1 and n 2 , because on moving the line of integration we infer that V (x) ≪ c x −c for any c > 0. For (3. are evaluated starting from the standard first step just described. It is shown there that this sum is asymptotic to a constant, which is a linear function in 1 θ , provided θ < 1 2 . This is [8, equation (16) ] with k = 0 and P 0 (t) = t. We do not need to recall the exact form of this main term.
We now consider (3.1). The above standard first step implies that (3.1) equals
It is shown in [8, section 6.1] that (3.4) yields a constant main term which is contained in the contribution of the terms with m 1 m 2 = 1.
We consider the terms with m 1 m 2 > 1 in dyadic intervals. Let (3.5)
arbitrary coefficients y m1 , y m2 and any fixed smooth functions f 1 , f 2 compactly supported on the positive reals, all with absolute values bounded by p ǫ . We remark that the definition of B(M 1 , M 2 , N 1 , N 2 ) is slightly different from our previous work [7] ; still we choose the same notation because of the similarity. On putting f (n 1 , n 2 ) = V (
with coefficients y m1 , y m2 and the smooth function f all having absolute values bounded by p ǫ . In Section 4, specifically Corollary 4.5, we shall establish the bound
It will thus follow that, under the assumption (3.9), the terms with
. These conditions also ensure that each component of our two-piece mollifier has length less than p In summary, the point to note is that it is only the main term of (3.2) which depends on the length of mollifier, and it is a linear function of the reciprocal of the length as noted above. The rest of the main terms, that of (3.1) and of the first mollified moment, arise from the initial terms of the mollifier and do not depend on the mollifier length.
3.3. Nonvanishing proportion. We are in a position to derive the proportion of nonvanishing as a function of the lengths of the mollifier components. . This is given in the last equation of [8, page 146] , by putting k = 0, P 0 (t) = t, and ∆ = 2θ sincê q = (q/π) . Now it is easy to see that if R > 1, by linearity one would have in place of this the proportion given in (3.10).
Error term
In this section we set out to prove the estimate (3.8) for the sum B(M 1 , M 2 , N 1 , N 2 ) given by (3.7) under the condition (3.6). Now there are two natural ways to proceed. In (3.7), on applying Poisson summation in n 2 after first separating into residue classes modulo p, we get the following estimate.
Proof. This is given by [8, equation (27) ], or equivalently [7, equation (2-6) ]. This bound does not hold if M 1 M 2 = 1, but that case is excluded.
In (3.7), if we instead separate n 1 into residue classes modulo p and apply Poisson summation, denoting the dual variable by k, then we get Kloosterman sums as follows.
Proof. See [7, equation (3-5) ]. The contribution of k = 0 is shown on [7, page 8] 
We can estimate (4.1) as follows.
Proof. This is an immediate consequence of [7, Lemma 3 .2], but we review the proof. We glue together h = kn 2 m 1 and apply Hölder's inequality as described in Section 2. Provided Finally, we are ready to prove
In [7] , the mollifier had sums both of length p 0.3−ǫ . Thus in the current set up, one sum is longer than before, while the other sum is shorter. The combined length M 2 R = p (0.61237...)−ǫ is larger than the previous combined length. Our 
