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A theory of Kondo lattices is developed for the t-J model on a square lattice. The spin sus-
ceptibility is described in a form consistent with a physical picture of Kondo lattices: Local spin
fluctuations at different sites interact with each other by a bare intersite exchange interaction,
which is mainly composed of two terms such as the superexchange interaction, which arises from
the virtual exchange of spin-channel pair excitations of electrons across the Mott-Hubbard gap,
and an exchange interaction arising from that of Gutzwiller’s quasi-particles. The bare exchange
interaction is enhanced by intersite spin fluctuations developed because of itself. The enhanced
exchange interaction is responsible for the development of superconducting fluctuations as well as
the Cooper pairing between Gutzwiller’s quasi-particles. On the basis of the microscopic theory,
we develop a phenomenological theory of low-temperature superconductivity and pseudo-gaps in
the under-doped region as well as high-temperature superconductivity in the optimal-doped region.
Anisotropic pseudo-gaps open mainly because of dγ-wave superconducting low-energy fluctuations:
Quasi-particle spectra around (±pi/a, 0) and (0,±pi/a), with a the lattice constant, or X points at
the chemical potential are swept away by strong inelastic scatterings, and quasi-particles are well
defined only around (±pi/2a,±pi/2a) on the Fermi surface or line. As temperatures decrease in the
vicinity of superconducting critical temperatures, pseudo-gaps become smaller and the well-defined
region is extending toward X points. The condensation of dγ-wave Cooper pairs eventually occurs
at low enough temperatures when the pair breaking by inelastic scatterings becomes small enough.
PACS numbers: 74.20.-z, 71.10.-w, 75.10.Lp
I. INTRODUCTION
It is an important issue to elucidate the mechanism of
high-temperature (high-Tc) superconductivity occurring
on CuO2 planes.
1,2,3,4,5 Cooper pairs can be bound by an
exchange interaction.6 According to an early theory,7,8
one of the most possible mechanisms is the condensation
of dγ-wave Cooper pairs bound by the superexchange
interaction. Because the on-site Hubbard repulsion is
strong in high-Tc cuprate oxides, theoretical critical tem-
peratures Tc for conventional Bardeen-Cooper-Schrieffer
(BCS) superconductivity or the condensation of isotropic
s-wave Cooper pairs must be very low. As long as the su-
perexchange interaction is antiferromagnetic and it works
mainly between nearest neighbors, theoretical Tc’s for the
dγ wave are much higher than those for other waves.
Many experiments imply that the condensation of dγ-
wave Cooper pairs occurs in the cuprate oxides.9,10
The hole11 doping for which observed Tc’s show a max-
imum is called an optimal doping; dopings are classified
into over- and under-doped ones according to whether
they are less or more than the optimal one. Both of
normal and superconducting states in the optimal- and
over-doped regions can be explained within the theo-
retical framework of the early theory.8 However, super-
conductivity in the under-doped region significantly de-
viates from the prediction of the early theory. Ob-
served Tc’s decrease with decreasing hole dopings, al-
though theoretical Tc’s never decrease. Superconducting
gaps ǫG(0) at T = 0 K keep increasing with decreasing
hole dopings.12,13,14,15,16,17,18,19,20 Experimental ratios of
ǫG(0)/kBTc are much large than 4.28 given by the early
theory.8
Normal states above Tc are anomalous in the under-
doped region; many experiments imply or show the
opening of pseudo-gaps in quasi-particle spectra. For
example, the longitudinal nuclear magnetic relaxation
(NMR) rate 1/T1T becomes smaller as temperatures
T are lowered.21 According to angle resolved photoe-
mission spectroscopy (ARPES),12,13,14,15 quasi-particle
spectra at the chemical potential are swept away around
(±π/a, 0) and (0,±π/a), with a the lattice constant.
Scanning tunneling spectroscopy (STS) directly shows
the opening of pseudo-gaps.16,17,18,19,20 Pseudo-gaps
start to open around the so called mean-field critical tem-
perature defined by18,19 Tc0 ≃ ǫG(0)/4kB, which is much
higher than Tc in the under-doped region.
The anisotropy of pseudo-gaps deduced from ARPES
is similar to that of dγ-wave superconducting gaps. One
may argue that the opening of pseudo-gaps must be a
precursor of that of superconducting gaps. On the other
hand, the development of pseudo-gaps with decreasing
T is not monotonic in several STS data;19,20 the magni-
tude of pseudo-gaps shows a maximum at a temperature
between Tc and Tc0 and it decreases with decreasing T
below the temperature. One may also argue that pseudo-
gaps must be suppressed by superconductivity. It is one
of the most important issues to clarify how or whether
the opening of pseudo-gaps above Tc is related with that
of superconducting gaps below Tc.
The cuprate oxides with no hole dopings are Mott-
Hubbard’s insulators. Even if holes are doped, they must
lie in the strong-coupling regime defined by U/W & 1,
with U the Hubbard repulsion and W the bandwidth.
The Hartree-Fock approximation, the random-phase ap-
2proximation (RPA) and their more or less improved the-
ories such as the self-consistent renormalization (SCR)
theory starting from RPA,22 the fluctuation exchange
(FLEX) approximation starting from RPA and so on are
never any relevant approximations for the cuprate oxides;
they are relevant only for weakly correlated electron liq-
uids in the weak-coupling regime defined by U/W ≪ 1.
Hubbard’s23 and Gutzwiller’s24 are within the single-
site approximation (SSA) and are relevant for U/W & 1.
When we take both of them,25 we can argue that the
density of states must be of a three-peak structure,
Gutzwiller’s quasi-particle band at the chemical potential
between the lower and upper Hubbard bands. This spec-
ulation was confirmed in another SSA theory;26 a narrow
band, which is nothing but Gutzwiller’s band, appears
at the top of the lower Hubbard band when the electron
density is less than half-filling. Gutzwiller’s band is re-
sponsible for metallic behavior, and the Mott-Hubbard
splitting occurs in both metallic and insulating phases.
The validity of the SSA theories, Hubbard’s and
Gutzwiller’s, implies that local fluctuations are responsi-
ble for the three-peak structure. Local fluctuations are
rigorously considered in one of the best SSA’s that in-
clude all the single-site terms.27 Such an SSA is reduced
to determining and solving selfconsistently the Anderson
model,28 which is one of the simplest effective Hamilto-
nians for the Kondo problem. The Kondo problem has
already been solved,30,31,32,33,34,35,36 so that many useful
results are available. One of the most essential physics in-
volved in the Kondo problem is that a localized magnetic
moment is quenched by local quantum spin fluctuations
so that the ground states is a singlet30 or a normal Fermi
liquid.32,33 The Kondo temperature TK is defined as a
temperature or energy scale of local quantum spin fluc-
tuations. The so called Abrikosov-Suhl or Kondo peak
in the Kondo problem corresponds to Gutzwiller’s band.
Their bandwidth is of the order of kBTK , with kB the
Boltzmann constant. On the basis of the mapping to
the Kondo problem, we argue that lattice systems must
show a metal-insulator crossover as a function of T : They
are nondegenerate Fermi liquids at T ≫ TK because lo-
cal thermal spin fluctuations are dominant, while they
are Landau’s normal Fermi liquids at T ≪ TK because
local quantum spin fluctuations are dominant and mag-
netic moments are quenched by them. Local-moment
magnetism occurs at T ≫ TK while itinerant-electron
magnetism occurs at T ≪ TK . Superconductivity can
only occur at T ≪ TK .
The superexchange exchange interaction was originally
derived for Mott-Hubbard’s insulators.37,38,39,40,41 One
may suspect that it must work only in insulating phases.
On the other hand, it was recently shown from a field the-
oretical approach that it arises from the virtual exchange
of spin-channel pair excitation of electrons across the
Mott-Hubbard gap.42,43 Gutzwiller’s band plays no role
in this exchange process. It is unquestionable that the su-
perexchange interaction works even in metallic phases as
long as the Mott-Hubbard splitting exists. An exchange
interaction arising from the virtual exchange of spin-
channel pair excitations of Gutzwiller’s quasi-particles
also plays a role in metallic phases.42,43
A perturbative treatment of exchange interactions in-
cluding the above two ones starting from an unperturbed
state constructed in the SSA is nothing but a theory of
Kondo lattices. Because the SSA is rigorous for Landau’s
normal Fermi liquids in infinite dimensions,29 it can also
be formulated as a 1/d expansion theory, with d the spa-
tial dimensionality. The theory has already been applied
to various phenomena occurring in strongly correlated
electron liquids, not only high-Tc superconductivity
44,45
but also itinerant-electron ferromagnetism,43, the Curie-
Weiss law of itinerant-electron magnets,46 field-induced
ferromagnetism or metamagnetism,47 itinerant-electron
antiferromagnetism,48 and so on. The early theory7,8 of
high-Tc superconductivity is also within a first approxi-
mate framework of the theory of Kondo lattices.
Because of anomalous properties of the under-doped
region, not a few people speculate that a novel mech-
anism must be responsible for high-Tc superconductiv-
ity. On the other hand, we confirmed in solving the
Kondo problem that adiabatic or analytical continuity
is one of the most important concepts in physics.34,35,49
It is, of course, one of the basic assumptions of Landau’s
Fermi-liquid theory. The theory of Kondo lattices also
relies on this concept. There is no phase transition or no
symmetry change between high-Tc superconductivity in
the optimal-doped region and low-Tc superconductivity
in the under-doped region. Then, analytical continuity
tells us that the theory of Kondo lattices, which can ex-
plain superconductivity in the over- and optimal-doped
regions, must apply to low-Tc superconductivity in the
under-doped region. One of the purposes of this paper is
to apply the theory of Kondo lattices to low-Tc supercon-
ductivity and pseudo-gaps in the under-doped region.
This paper is organized as follows: In Sec. II, a the-
ory of Kondo lattices is developed for the t-J model. On
the basis of the microscopic theory developed in Sec. II,
a phenomenological theory of low-Tc superconductivity
and pseudo-gaps is developed in Sec. III, where several
parameters are phenomenologically determined instead
of completing self-consistent procedures involved in the
microscopic theory. Discussions are given in Sec. IV.
Conclusions are given in Sec. V.
II. THEORY OF KONDO LATTICES
We consider the t-J model on a square lattice:
H = −
∑
ijσ
tija
†
iσajσ −
1
2
J
∑
〈ij〉
(si · sj)
+U∞
∑
i
a†i↑ai↑a
†
i↓ai↓, (2.1)
with si =
1
2
∑
αβ
(
σαβx , σ
αβ
y , σ
αβ
z
)
a†iαaiβ , with σx, σy and
σz the Pauli matrixes, and the summation over 〈ij〉 re-
stricted to nearest neighbors. Here, notations are conven-
tional. The second term is the superexchange interaction.
3Because we are interested in the cuprate oxides, we as-
sume that J ≃−(0.10-0.15)eV and the transfer integral
between nearest-neighbors is t1≃(0.4-0.5)eV:
J/|t1| ≃ −(0.2–0.3). (2.2)
The third term is introduced to exclude any doubly oc-
cupied sites, so that U∞/|t1| → +∞. Because no phase
transition is possible at nonzero temperatures in two di-
mensions, we assume that weak three dimensionality ex-
ists but the reduction of Tc due to it is small.
When Landau’s normal Fermi liquid is considered, the
single-particle self-energy is divided into single-site and
multi-site terms: Σσ(iεn,k) = Σ˜σ(iεn) + ∆Σσ(iεn,k).
The single-site term Σ˜σ(iεn) is identical to the self-
energy for a mapped Anderson model, which should be
self-consistently determined and solved.28 The multi-site
term is divided into two terms:
∆Σσ(iεn,k) = ∆Σσ(k) + ∆Σ
′
σ(iεn,k), (2.3)
where the first term is independent of energies iεn and
∆Σ′σ(iεn,k)→ 0 in the limit of |εn| → +∞.
First, we construct an unperturbed state in a renor-
malized SSA, where not only Σ˜σ(iεn) but also ∆Σσ(k)
are included. Then, the single-particle Green function is
described in such a way that
G(0)σ (iεn,k) =
1
iεn+µ−E(k)−Σ˜σ(iεn)−∆Σσ(k)
, (2.4)
where µ is the chemical potential, and E(k) =
−2∑l tlηls(k) is the dispersion relation of electrons, with
tl the lth nearest-neighbor one of the transfer integral tij
and ηls(k) the form factor of the lth nearest neighbors:
η1s(k) = cos(kxa) + cos(kya), (2.5a)
η2s(k) = cos[(kx + ky)a] + cos[(kx − ky)a], (2.5b)
and so on, with a the lattice constant. The mapping
condition to the Anderson model is given by28
1
N
∑
k
G(0)σ (iεn,k) = G˜σ(iεn), (2.6)
with N the number of lattice sites and G˜σ(iεn) the Green
function of the Anderson model; the on-site interaction
of the Anderson model should also be infinitely large.
The single-site term is expanded in such a way that
Σ˜σ(iεn) = Σ˜0+
(
1−φ˜γ
)
iεn+
(
1−φ˜s
)1
2
gµBH+ · · ·, (2.7)
in the presence of infinitesimally small fields H , with g
being the g factor and µB the Bohr magneton. The ex-
pansion (2.7) is accurate for |εn|/kBTK ≪ 1; we approx-
imately use it for |εn|/kBTK . 1. The Wilson ratio,
which appears in the Kondo problem, is defined by
W˜s = φ˜s/φ˜γ . (2.8)
Because charge fluctuations are suppressed, W˜s → 2 in
the limit of half-filling or n → 1,32,34,35 with n the elec-
tron density per site. Theories in SSA give approximate
values of φ˜γ ≃ 1/|1 − n].24,26 The dispersion relation of
quasi-particles in the unperturbed state is given by
ξ0(k) =
1
φ˜γ
[
E(k) + Σ˜0 +∆Σσ(k)− µ
]
, (2.9)
and the Green functions are given by G
(0)
σ (iεn,k) =
(1/φ˜γ)g
(0)
σ (iεn,k) + (incoherent part), with
g(0)σ (iεn,k) =
1
iεn − ξ0(k) + iγ sgn(εn) , (2.10)
being the coherent part describing quasi-particles; the
incoherent part describes the lower and upper Hubbard
bands. Here, a phenomenological life-time width γ is
introduced; sgn(x) is defined in such a way that sgn(x) =
−1 for x < 0 while sgn(x) = 1 for x > 0.
When the irreducible polarization function in spin
channels is denoted by πs(iωl,q), the susceptibility of
the t-J model, which does not include the conventional
factor 14g
2µ2B , is given by
χs(iωl,q) =
2πs(iωl,q)
1− [12J(q) + U∞]πs(iωl,q) , (2.11)
with
J(q) = 2Jη1s(q). (2.12)
The irreducible polarization function is also divided into
single-site and multi-site terms: πs(iωl,q) = π˜s(iωl) +
∆πs(iωl,q). The single-site term π˜s(iωl) is identical to
that of the Anderson model, so that the susceptibility of
the Anderson model is given by
χ˜s(iωl) =
2π˜s(iωl)
1− U∞π˜s(iωl) . (2.13)
An energy scale of local quantum spin fluctuations or the
Kondo temperature is defined by
kBTK = 1/
[
χ˜s(0)
]
T→+0
. (2.14)
Because U∞|χ˜s(iωl)| → +∞ and U∞|χs(iωl,q)| → +∞,
Eq. (2.11) can also be written in another form:
χs(iωl,q) =
χ˜s(iωl)
1− 14Is(iωl,q)χ˜s(iωl)
, (2.15)
with
Is(iωl,q) = J(q) + 2U
2
∞∆πs(iωl,q). (2.16)
This expression is consistent with a physical picture of
Kondo lattices: Local spin fluctuations at different sites
interact with each other by an intersite exchange inter-
action. Then, we call Is(iωl,q) an exchange interaction.
4According to the Ward relation,50 the irreducible
single-site three-point vertex function in spin channels
is given by λ˜s(iεn, iεn+iωl; iωl) = φ˜s [1−U∞π˜s(iωl)] or
λ˜s(iεn, iεn + iωl; iωl) = 2φ˜s/U∞χ˜s(iωl), (2.17)
for εn/kBTK → +0 and ωl/kBTK → +0. We approxi-
mately use Eq. (2.17) for nonzero εn and ωl. Then, the
so called spin-fluctuation mediated interaction in the lon-
gitudinal spin channel is given by[
U∞λ˜s(0, 0; 0)
]2
[χs(iωl,q)−χ˜s(iωl)] = φ˜2s
1
4
I∗s (iωl,q),
(2.18)
with
1
4
I∗s (iωl,q) =
1
4Is(iωl,q)
1− 14Is(iωl,q)χ˜s(iωl)
(2.19a)
=
1
4
Is(iωl,q) +
[
1
4
Is(iωl,q)
]2
χs(iωl,q).
(2.19b)
In Eq. (2.18), the single-site term is subtracted because
it is considered in SSA. The interaction in the transver-
sal channels is also given by Eq. (2.18); the spin space
is isotropic in our system. Because of Eqs. (2.18) and
(2.19), we call Is(iωl,q) a bare exchange interaction,
I∗s (iωl,q) an enhanced one, and φ˜s an effective three-
point vertex function.
The bare exchange interaction (2.16) is mainly com-
posed of three terms:
Is(iωl,q) = J(q) + JQ(iωl,q)− 4Λ(iωl,q). (2.20)
The first term is the superexchange interaction (2.12).
The second term is an exchange interaction arising from
the virtual exchange of pair excitations of quasi-particles.
When Eq. (2.17) is made use of, its lowest-order term in
intersite processes is given by42
1
4
JQ(iωl,q) =
W˜ 2s
χ˜2s(0)
[
P (iωl,q)− P0(iωl)
]
, (2.21)
with
P (iωl,q) = −kBT
∑
εn
1
N
∑
kσ
g(0)σ (iεn + iωl,k+ q)
×g(0)σ (iεn,k). (2.22)
The summation over εn can be analytically carried out
as is shown in Eq. (A.1). Here, the single-site term,
P0(iωl) = (1/N)
∑
q P (iωl,q), is subtracted because it
is considered in SSA. The third term corresponds to the
so called mode-mode coupling term in the SCR theory.22
Because the ω-linear imaginary term in P0(ω+i0) is can-
celled by that in 1/χ˜s(ω + i0),
42 Eq. (2.15) is approxi-
mately given by
χs(ω + i0,q) =
1
1/χ˜s(0)− 14I ′s(ω + i0,q)
, (2.23)
FIG. 1: Feynman diagrams for the multi-site self-energy. A
solid lines stands for g
(0)
σ (iεn,k), a wavy line for I
∗
s (iωl,q),
and a solid circle for W˜s. Diagram (a) gives the sum of
∆Σσ(k) and ∆Σ
(AF )
σ (iεn,k). All the orders of two types of di-
agrams such as (b) and (c) are considered for ∆Σ
(SC)
σ (iεn,k).
for |ω| . kBTK ; the exchange interaction is given by
I ′s(ω+i0,q) = J(q) + J
′
Q(ω+i0,q)− 4Λ(0,Q), (2.24a)
1
4
J ′Q(ω+i0,q) =
W˜ 2s
χ˜2s(0)
[
P (ω+i0,q)− P0(0)
]
, (2.24b)
with Q = (±π/a,±π/a).
As is shown in Eq. (2.3), there are two types of multi-
site self-energy corrections. One is the Fock term due to
the superexchange interaction. When only the coherent
part is considered, it is calculated in such a way that
1
φ˜γ
∆Σσ(k) =
3
4
W˜ 2s
kBT
N
∑
εnq
J(q)eiεn0
+
g(0)σ (iεn,k+q)
= 2JΞη1s(k), (2.25)
with
Ξ =
3
4
W˜ 2s
kBT
N
∑
εnp
η1s(p)e
iεn0
+
g(0)σ (iεn,p). (2.26)
Here, the factor 3 appears because of three spin channels.
According to Gutzwiller’s,24 φ˜γ → +∞ in the limit of
n → 1 and the bandwidth of quasi-particles vanishes.
When the Fock term is included, however, the bandwidth
is about |J | in the unperturbed state even in the limit of
n→ 1, if there is no disorder.
So far the unperturbed state is constructed in a renor-
malized SSA where Σ˜σ(iεn) and ∆Σσ(k) should be self-
consistently calculated. Next, ∆Σ′σ(iεn,k) in Eq. (2.3)
is perturbatively considered in terms of Is(iωl,q) or
I∗s (iωl,q). We consider two types of corrections shown in
Fig. 1: ∆Σ′σ(iεn,k) = ∆Σ
(AF )
σ (iεn,k) + ∆Σ
(SC)
σ (iεn,k).
One arises from antiferromagnetic spin fluctuations:
1
φ˜γ
∆Σ(AF )σ (iεn,k) =
kBT
N
∑
ωlq
W˜ 2s UAF (iωl,q)
×g(0)σ (iεn+iωl,k+q), (2.27)
with
UAF (iωl,q) =
3
4
[
I∗s (iωl,q)− J(q)
]
. (2.28)
Here, the superexchange interaction J(q), which gives
the Fock term, is subtracted.
5The other arises from dγ-wave superconducting fluc-
tuations. We define a reducible polarization function of
dγ-wave particle-particle or Cooper-pair channel by
Πσσ′ (iωl,q) =
1
N
∑
pk
ηdγ (p) ηdγ (k)
∫ 1/kBT
0
dτeiωlτ
×
〈
a(p+ 1
2
q)σ(τ)a(−p+ 1
2
q)−σ(τ)a
†
(−k+ 1
2
q)−σ′
a†
(k+ 1
2
q)σ′
〉
,
(2.29)
with
ηdγ(k) = cos(kxa)− cos(kya). (2.30)
Cooper pairs are bound with the enhanced exchange in-
teraction (2.19). It is expanded in such a way that
I∗s (iωl,q) = I
∗
0 (iωl) + 2
∑
i
I∗i (iωl)ηis(q). (2.31)
Because the nearest-neighbor I∗1 (iωl) plays a major role,
we only consider it and we ignore other ones. When
only ladder diagrams such as those shown in Figs. 1(b)
and (c) are considered, fluctuations of different waves are
decoupled from each other, so that Πσσ′ (iωl,q) satisfies
the following coupled equation:
Πσσ(iωl,q)=πdγ(iωl,q)+
1
2
πdγ(iωl,q)I
∗
1 φ˜
2
sΠσ−σ(iωl,q)
−1
4
πdγ(iωl,q)I
∗
1 φ˜
2
sΠσσ(iωl,q), (2.32a)
Πσ−σ(iωl,q) =
1
2
πdγ(iωl,q)I
∗
1 φ˜
2
sΠσσ(iωl,q)
−1
4
πdγ(iωl,q)I
∗
1 φ˜
2
sΠσ−σ(iωl,q). (2.32b)
Here, relations of Πσ−σ(iωl,q) = Π−σσ(iωl,q) and
Πσσ(iωl,q) = Π−σ−σ(iωl,q) as well as
2η1(k− p) = η1s(k)η1s(p) + ηdγ(k)ηdγ(p)
+ηx(k)ηx(p) + ηy(k)ηy(p), (2.33)
with ηx(k) =
√
2 sin(kxa) and ηy(k) =
√
2 sin(kya), are
made use of; the energy dependence of I∗1 (iωl) is ignored
and I∗1 = 〈Re[I∗1 (ω + i0)]〉 is an average over a low-energy
region such as |ω| . kBTK ; πdγ(iωl,q) = π∗dγ(iωl,q)/φ˜2γ ,
with
π∗dγ(iωl,q) = −
kBT
N
∑
εnk
η2dγ (k) g
(0)
σ (iεn,k+
1
2q)
×g(0)σ (−iεn − iωl,−k+ 12q). (2.34)
The summation over εn can be analytically carried out
as is shown in Eq. (A.2). As is discussed in Sec. I, Tc’s for
the dγ wave are much higher than Tc’s for other waves,
so that low-energy fluctuations of the dγ wave dominate
over those of other waves. Then, we consider only them.
A superconducting susceptibility for the dγ wave is given
by
χ∗dγ(iωl,q) ≡ φ˜2s [Πσσ(iωl,q)−Πσ−σ(iωl,q)]
=
W˜ 2s π
∗
dγ(iωl,q)
1 + 34I
∗
1 W˜
2
s π
∗
dγ(iωl,q)
. (2.35)
The self-energy correction is given by
1
φ˜γ
∆Σ(SC)σ (iεn,k) = −
kBT
N
∑
ωlq
W˜ 2s η
2
dγ(k+
1
2q)
×Udγ(iωl,q)g(0)σ (−iεn−iωl,−k−q), (2.36)
with
Udγ(iωl,q) =
(
3
4
I∗1
)2
χ∗dγ(iωl,q). (2.37)
In Eqs. (2.35) and (2.37), the factor 3 appears together
with I∗1 because of three spin channels.
The Green function renormalized by antiferromag-
netic and superconducting fluctuations is given by
Gσ(iεn,k) = gσ(iεn,k)/φ˜γ + (incoherent part), with
gσ(iεn,k) =
[
1
g
(0)
σ (iεn,k)
− 1
φ˜γ
∆Σ′σ(iεn,k)
]−1
, (2.38)
with ∆Σ′σ(iεn,k) = ∆Σ
(AF )
σ (iεn,k) + ∆Σ
(SC)
σ (iεn,k).
The density of states for quasi-particles is given by
ρ∗(ε) =
1
N
∑
k
ρ∗k(ε), (2.39)
with
ρ∗k(ε) = Im
(
− 1
π
)
gσ(ε+ i0,k). (2.40)
III. SEMI-PHENOMENOLOGICAL THEORY
A. High-Tc superconductivity
On the basis of the formulation in Sec. II, we develop
a phenomenological theory. First, we consider the un-
perturbed state. The dispersion relation ξ0(k) of quasi-
particles in the unperturbed state is expanded as
ξ0(k) = µ
∗ −
∑
i
2t∗i ηis(k). (3.1)
Although the expansion coefficients such as µ∗, t∗1, t
∗
2,
and so on should be self-consistently determined, we treat
them as phenomenological parameters. We assume that
t∗1 > 0, t
∗
2 = −0.3t∗1, (3.2)
and we ignore other t∗l ’s. Eq. (3.2) is consistent with ex-
periment. Furthermore, we treat t∗1 as an energy unit for
the sake of simplicity, although it depends on tempera-
tures, electron densities and so on.
The density of states for quasi-particles in the unper-
turbed state is given by
ργ(ε) =
1
N
∑
k
(
− 1
π
)
Img(0)σ (ε+ i0,k). (3.3)
6According to the Fermi-surface sum rule,51 the electron
density is given by that of quasi-particles, so that in the
limit of T → +0 and γ → +0
n = 2
kBT
N
∑
εnk
eiεn0
+
g(0)σ (iεn,k)
= 2
∫
dεργ=0(ε)fγ(ε) = 2
∫
dεργ(ε)fγ=0(ε), (3.4)
with
fγ(ε) =
1
2
+
1
π
Im
[
ψ
(
1
2
+
γ − iε
2πkBT
)]
. (3.5)
with ψ(z) the di-gamma function. Note that ργ=0(ε) =
(1/N)
∑
k δ[ε− ξ0(k)] and fγ=0(ε) = 1/[eε/kBT + 1].
We assume Eq. (3.4) even for nonzero T and γ.
Nonzero γ’s are introduced, partly, for the convenience
of numerical processes. Fig. 2(a) shows ργ(ε) for several
γ. As long as γ’s are rather small such as γ/|t∗1| . 0.3,
we expect that essential features are never wiped out by
such γ. Fig. 2(b) shows n as a function of µ∗, Fig. 2(c)
shows µ∗ as a function of n, and Fig. 2(d) shows Fermi
surfaces for γ = 0 and several n.
According to Fermi-liquid relations34,35 and the map-
ping condition (2.6), it follows that
[
χ˜s(0)
]
T→+0
=
2W˜sργ(0) in the limit of γ → 0. In almost half-filling
cases (n ≃ 1), W˜s ≃ 2, as is discussed in Sec. II. Ac-
cording to Fig. 2(a), it follows that ργ(0) ≃ 0.2/|t∗1|
and kBTK ≃ 1.2|t∗1|, unless the chemical potential is in
the vicinity of the two-dimensional van Hove singularity
or γ’s are extremely large. The specific heat coefficient
due to local spin and charge fluctuations is given by34,35
γ˜C = (2/3)k
2
Bφ˜γργ(0).
We take the following phenomenological expressions
for susceptibilities:
χs(ω + i0,Q+ q) =
χs(0,Q)κ
2
s
κ2s + (qa)
2 − iω/Γs
, (3.6a)
χ∗dγ(ω + i0,q) =
χ∗dγ(0, 0)κ
2
dγ
κ2dγ + (qa)
2 + cωω − iω/Γdγ
, (3.6b)
with Q = (±π/a,±π/a).
According to an analysis of experimental data,52
χs(0,Q) = 75 states/eV, 1/κs ≃ 2.3 and ωSF = Γsκ2s ≃
14 meV; κs = 0.43, Γs = 74 meV and χs(0,Q)Γsκ
2
s =
1.1. In the optimal-doped region, the specific-heat coef-
ficient is about 14 mJ/mol K2, so that |t∗1| ≃ 50 meV.
Then, we assume
χs(0,Q)Γsκ
2
s ≃ 1, κs ≃ π/8, Γs/|t∗1| ≃ 1, (3.7)
for the optimal-doped region.
When the dispersion relation of quasi-particles is given,
it is straightforward to calculate polarization functions.
For example, Fig. 3 shows P (ω + i0,q). Then, we can
estimate some of parameters appearing in Eq. (3.6a). Ac-
cording to Eqs. (2.23) and (2.24a), it follows that
1
χs(0,Q)Γsκ2s
= − W˜
2
s
χ˜2s(0)
Im
[
∂P (ω+i0, 0)
∂ω
]
ω=0
, (3.8a)
1
χs(0,Q)κ2s
= −1
4
J +
W˜ 2s
χ˜2s(0)
[
∂P (0,Q+q)
∂(qa)2
]
q=0
. (3.8b)
Parameters estimated from Fig. 3 together with Eq. (3.8)
for γ/|t∗1| = 0.3, n = 0.9 and kBT/|t∗1| = 0.1 are consis-
tent with those given by Eq. (3.7).
Fig. 4 shows π∗dγ(ω + i0,q). There exists an ω-linear
real term in 1/π∗dγ(ω + i0,q), as is shown in Fig. 4(c).
We ignore it and we assume that cω = 0 in Eq. (3.6b);
nonzero cω can never play any crucial role in physi-
cal properties examined in this paper. According to
Eqs. (2.35) and (3.6b), it follows that
W˜ 2s
χ∗dγ(0, 0)Γdγκ
2
dγ
= −Im
[
∂
∂ω
1
π∗dγ(ω+i0, 0)
]
ω=0
, (3.9a)
W˜ 2s
χ∗dγ(0, 0)κ
2
dγ
=
[
∂
∂(qa)2
1
π∗dγ(0,q)
]
q=0
. (3.9b)
Then, it follows from Figs. 4(c) and (d) that
χ∗dγ(0, 0)Γdγκ
2
dγ ≃ W˜ 2s /2, Γdγ/|t∗1| ≃ 1/2, (3.10a)
for γ/|t∗1| = 0.3, n = 0.9 and kBT/|t∗1| = 0.1;
χ∗dγ(0, 0)Γdγκ
2
dγ ≃ W˜ 2s /3, Γdγ/|t∗1| ≃ 1/20, (3.10b)
for γ/|t∗1| = 3, n = 0.9 and kBT/|t∗1| = 0.1.
Note that there are crucial differences between effects
of γ on spin and Cooper-pair channel fluctuations: J
appears in Eq. (3.8) but it does not in Eq. (3.9); the ω-
linear imaginary term becomes small with increasing γ in
the spin channel, as is shown in Fig. 3(a), while it does
not in the Cooper-pair channel, as is shown Fig. 4(c). For
larger γ’s, Γs’s are larger but Γdγ ’s are smaller. Small
Γdγ ’s play a crucial role in the formation of pseudo-gaps
studied in Sec. III B.
When we take Eq. (3.6), the energy integration in
Eqs (2.27) and (2.36) can be analytically carried out:
7FIG. 2: Single-particle properties of the unperturbed state for T = 0 K, t∗1 > 0 and t
∗
2 = −0.3t
∗
1 . (a) Density of states for
quasi-particles ργ(ε), (b) the electron density n as a function of the effective chemical potential µ
∗, and (c) µ∗ as functions of
n. In these three figures, solid, dotted, broken, dot-broken and two-dot-broken lines are for γ/|t∗1| = 10
−3, 0.1, 0.3, 1 and 3,
respectively. (d) Fermi surfaces for γ = 0 and 19 electron densities such as n = 0.1× i, with 1 ≤ i ≤ 19 being an integer. Dotted
lines show those for n =0.5, 1.0 and 1.5. More than half-filling cases (n > 1) can be treated, if we take the hole11 picture.
FIG. 3: Spin-channel polarization functions: (a) P (ω + i0,Q)|t∗1 | and (b) P (+i0,Q + q)|t
∗
1|, with Q = (±pi/2,±pi/2), for
n = 0.9 and kBT/|t
∗
1| = 0.1; γ/|t
∗
1| = 0.3, 1 and 3 are assumed, respectively, in (1), (2) and (3). In Fig. 3(a), solid and dotted
lines show the real and imaginary parts, respectively; In Fig. 3(b), solid and dotted lines show those for q ‖ (1, 0) and q ‖ (1, 1),
respectively; the polarization functions are almost isotropic around Q. (c) [P (+i0,q)−P0(+i0)]|t
∗
1| for kBT/|t
∗
1| = γ/|t
∗
1| = 0.1,
and (d) [P (+i0,q) − P0(+i0)]|t
∗
1 | for kBT/|t
∗
1| = γ/|t
∗
1| = 0.3; solid, dotted, broken, dot-broken and two-dot-broken lines are
for n = 1, 0.9, 0.8, 0.7 and 0.6, respectively. Because P (+i0,q)’s have peaks at wave-numbers different from Q for small n,
effective κs’s had better been estimated from Figs. 3(c) and (d) instead of Fig. 3(b).
1
φ˜γ
∆Σ
(AF )
1 (ε+ i0,k) = gAF
1
N
∑
|q|≤qc
S
(
ε, ξ(k+Q+ q),Γs
[
κ2s + (qa)
2
])
, (3.11a)
1
φ˜γ
∆Σ
(SC)
1 (ε+ i0,k) = gSC
1
N
∑
|q|≤qc
1
4
η2dγ(k+
1
2q)S
(
ε,−ξ(k+ q),Γdγ
[
κ2dγ + (qa)
2
])
(3.11b)
≃ gSC
[
1
4
η2dγ(k)
]
1
N
∑
|q|≤qc
S
(
ε,−ξ(k+ q),Γdγ
[
κ2dγ + (qa)
2
])
, (3.11c)
with
gAF = 3
[
1
4
Is(ω + i0,Q)W˜s
]2
χs(0,Q)Γsκ
2
s, gSC = 4
(
3
4
I∗1 W˜s
)2
χ∗dγ(0, 0)Γdγκ
2
dγ , (3.12)
S(ε, x,Γ) = −
kBT
Γ
1
ε+ iγ − x+ iΓ
+
1
2pi
[
−ψ
(
Γ
2pikBT
)
+ ψ
(
−iε+ ix+ γ
2pikBT
)]
1
ε+ iγ − x− iΓ
+
1
2pi
[
ψ
(
−iε+Γ
2pikBT
+
1
2
)
− ψ
(
Γ
2pikBT
)
− ψ
(
ix+γ
2pikBT
+
1
2
)
+ ψ
(
−iε+ix+γ
2pikBT
)]
1
ε+iγ−x+iΓ
+
1
2pi
[
−ψ
(
−iε+ Γ
2pikBT
+
1
2
)
+ ψ
(
−ix+ γ
2pikBT
+
1
2
)]
1
ε− iγ − x+ iΓ
. (3.13)
8FIG. 4: Polarization functions of dγ-wave Cooper-pair channel: (a) pi∗dγ(ω+i0, 0)|t
∗
1|, (b) pi
∗
dγ(+i0,q)|t
∗
1|, (c) 1/pi
∗
dγ(ω+i0, 0)|t
∗
1 |
and (d) 1/pi∗dγ(+i0,q)|t
∗
1| for n = 0.9 and kBT/|t
∗
1| = 0.1. In Figs. 4(a) and (c), solid and dotted lines show real and imaginary
parts, respectively. In Figs. 4(b) and (d), solid and dotted lines show those for q ‖ (1, 0) and q ‖ (1, 1), respectively; the
polarization functions are almost isotropic. In (1), (2) and (3), γ/|t∗1 | = 0.3, 1 and 3 are assumed, respectively. As γ’s increase,
the ω-linear imaginary term of 1/pi∗dγ(ω + i0, 0) increases while its q-quadratic term decreases.
Because only low-energy antiferromagnetic fluctuations are crucial in Eq. (3.11a), we use instead of Eq. (2.28)
UAF (ω+i0,q) =
3
4
[
Is(iωl,q)− J(q)
]
+
3
42
I2s (iωl,q)χs(iωl,q) ≃ 3
[
1
4
Is(0,Q)
]2
χs(ω+i0,q). (3.14)
Because we use the phenomenological forms, we restrict
the summation over q in Eqs. (3.11) and we assume that
qca = π/3. (3.15)
Because qc is rather small, we approximately use
Eq. (3.11c) instead of Eq. (3.11b). In this approximation,
there are two interesting properties: When κs = κdγ and
Γs = Γdγ , it follows that
1
gAF
∆Σ(AF )σ (+i0,kX) = −
1
gSC
[
∆Σ(SC)σ (+i0,kX)
]∗
,
(3.16a)
for X points defined by kX = (±π/a,±π/a). In deriving
Eq. (3.16a), two relations of S(0, x,Γ) = S∗(0,−x,Γ) and
ξ(kx + qx, ky + qy) = ξ(kx + qy ± π/a, ky + qx ± π/a) for
k = kX are made use of. The other is
∆Σ(SC)σ (ε+ i0,k) = 0, (3.16b)
for k ‖ kM , with kM defined by kM = (±π/a, 0) and
(0,±π/a). It is certain that the renormalization by dγ-
wave superconducting fluctuations is anisotropic.
The electron density is crucial for the nesting of the
Fermi surface and the spin susceptibility. Because we use
the phenomenological form (3.6a) for the spin suscepti-
bility, however, the electron density itself is never crucial.
Then, we assume n = 0.9 here and in the following part of
this paper. Fig. 5(a) shows ∆Σ
(AF )
σ (ε+i0,kX), Fig. 5(b)
shows ∆Σ
(AF )
σ (ε+i0,kM/2), and Fig. 5(c) and Fig. 6 show
∆Σ
(SC)
σ (ε+i0,kX). Fig. 7 shows the imaginary parts of
their static components (ε = +i0) or inelastic life-time
widths of quasi-particles.
Because |t∗1| ≃ 50 meV,
|t1/t∗1| ≃ 10 (3.17)
in the optimal-doped region. If only the superexchange
interaction as large as Eq. (2.2) is considered, it follows
that |Is(0,Q|)/4|t∗1| > |J |/|t∗1| = (2-3) and |I∗1 |/|t∗1| >
|J |/|t∗1| = (2-3). When we take Eqs. (3.7) and (3.10a),
gAF = (12-27)W˜
2
s |t∗1|2 and gSC = (4.5-10)W˜ 4s |t∗1|2. If
we take W˜s ≃ 2, gAF ≃ (48-100)|t∗1|2 and gSC ≃
(72-160)|t∗1|2. On the other hand, observed temperature
dependence of resistivity implies
(1/φ˜γ)Im ∆Σσ(+i0,k) ≃ −(1-2)kBT, (3.18)
in the optimal-doped region, so that gAF and gSC should
be much smaller than these. For example, if we take
W˜s ≃ (0.7-1), (3.19)
gAF ≃ 8(t∗1)2 and gSC ≃ 2(t∗1)2. Then, it follows from
Figs. 7(a) and (b) that
(1/φ˜γ)Im ∆Σ
(AF )
σ (+i0,k) ≃ −kBT, (3.20a)
for k = kX and k = kM/2; it follows from Fig. 7(a) that
(1/φ˜γ)Im ∆Σ
(SC)
σ (+i0,kX) ≃ −kBT. (3.20b)
Eq. (3.20) is consistent with Eq. (3.18). As long as W˜s ≃
2, we cannot explain observed resistivity of the optimal-
doping region.
There is a similar drawback for theoretical super-
conducting critical temperatures Tc. According to
Eq. (2.35), Tc’s are given by
1 +
3
4
I∗1 W˜
2
s π
∗(0, 0) = 0. (3.21)
The imaginary part of the self-energy has a reduction
effect of Tc. Because its static part plays the most crucial
9FIG. 5: Self-energy corrections: (a) Σ
(AF )
σ (iε + i0,kX)|t
∗
1|/φ˜γgAF and (b) Σ
(AF )
σ (iε + i0,kM/2)|t
∗
1 |/φ˜γgAF for n = 0.9,
κs = pi/8 and Γs/|t
∗
1| = 1; (c) Σ
(SC)
σ (iε + i0,kX)|t
∗
1|/φ˜γgSC for n = 0.9, κdγ = pi/8 and Γdγ/|t
∗
1 | = 1. In (1), (2), (3) and (4),
kBT/|t
∗
1| = 0.1, 0.3, 1 and 3 are assumed, respectively; solid and dotted lines show the real and imaginary parts.
FIG. 6: Self-energy corrections: Σ
(SC)
σ (iε + i0,kX)|t
∗
1|/φ˜γgSC for n = 0.9, κdγ = pi/8 and smaller Γdγ ’s; (a) Γdγ/|t
∗
1| = 1/4,
(b) Γdγ/|t
∗
1| = 1/8, and (c) Γdγ/|t
∗
1| = 1/16. In (1), (2), (3) and (4), kBT/|t
∗
1| = 0.1, 0.3, 1 and 3 are assumed, respectively;
solid and dotted lines show the real and imaginary parts.
role, we consider it as the pair breaking. Because it is
almost linear in T as is shown in Fig. 7, we assume a
phenomenological form:
γ = c0
[
c1 + (1− c1)1
4
η2dγ(k)
]
kBT. (3.22)
Fig. 8 shows Tc for three cases of c1 = 0, 1/2 and 1
as a function of c0. The reduction of Tc is as large as
Tc0/Tc ≃ 2 for c0 ≃ (1-2), with Tc0 critical temperatures
in the absence of any pair breaking. If we take
I∗1 W˜
2
s /|t∗1| = −(1.5-3), (3.23)
observed Tc in the optimal-doped region can be ex-
plained. Eq. (3.23) is satisfied when we take Eq. (3.19).
In the formulation in Sec. II, g
(0)
σ (iεn,k) appear
in Feynman diagrams. These g
(0)
σ (iεn,k) had better
be renormalized into gσ(iεn,k) in an improved theory.
When this renormalization is made,45 φ˜γ is renormalized
into φγ(k) and W˜s into Ws(k) ≡ φ˜s/φγ(k). The energy
derivative of the intersite self-energy is estimated from
results shown in Figs. 5 and 6, so that Ws(k) must be
significantly smaller than W˜s ≃ 2.53 In this paper, how-
ever, we simply treat W˜s as another phenomenological
parameter; we assume Eq. (3.19), that is, W˜s ≃ (0.7-1).
B. Pseudo-gaps and low-Tc superconductivity
The following four properties are crucial for the
under-doped region. (i) Observed superconducting gaps
ǫG(0) at T = 0 K increase with decreasing hole
dopings.12,13,14,15,16,17,18,19,20 It implies an increase of the
Cooper-pair interaction, that is, the enhanced exchange
interaction I∗1 . It is also theoretically argued in Sec. IV
that I∗1 increases with decreasing hole dopings. (ii) As
is discussed in Sec. III A, the energy scale of supercon-
ducting fluctuations Γdγ is smaller for a larger life-time
width γ of quasi-particles. (iii) The life-time width γ is
larger for smaller Γdγ or when low-energy superconduct-
ing fluctuations are developed, as is shown in Fig. 7. (iv)
As hole dopings decrease, cuprate oxides are closer to an
antiferromagnetic phase and inelastic scatterings by anti-
ferromagnetic fluctuations more substantially contribute
to γ. Then, we claim that the under-doped region can be
characterized by large γ and small Γdγ , or large life-time
widths of quasi-particles and low-energy superconducting
fluctuations.
An increase of γ causes a decrease of Γdγ and the de-
crease of Γdγ causes an increase of γ. Because of this co-
operative effect, an increase of I∗1 and a development of
antiferromagnetic fluctuations with decreasing hole dop-
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FIG. 7: Inelastic life-time widths: Figs. 7(a) and (c) show Im
[
∆Σ
(AF )
1 (+i0,kX)
]
|t∗1|/φ˜γgAF , which is equal to
−Im
[
∆Σ(SC)(+i0,kX)
]
∗
|t∗1|/φ˜γgSC when their corresponding parameters are the same between the two channels; Figs. 7(b)
and (d) show Im
[
∆Σ
(AF )
1 (+i0,kM/2)
]
|t∗1|/φ˜γgAF . In each figure, n = 0.9 and γ/|t
∗
1| = 0.3 are assumed; solid, dotted, broken,
dot-broken and two-dot-broken lines are for Γs/|t
∗
1| = 1, 1/2, 1/4, 1/8 and 1/16, respectively. In Figs. 7(a) and (b), κs is
assumed to be independent of T : (1) κs = pi/4, (2) κs = pi/8, and (3) κs = pi/12. In Figs. 7 (c) and (d), κs is given by
Eq. (4.2); (1) κ0 = pi/4, (2) κ0 = pi/8, and (3) κ0 = pi/12.
FIG. 8: Superconducting Tc as a function of the T -linear co-
efficient c0: (1) γ = c0kBT , (2) γ = c0kBT
[
1 + η2dγ(k)/4
]
/2,
and (3) γ = c0kBTη
2
dγ(k)/4. Solid, dotted, and broken lines
show Tc for I
∗
1 W˜
2
s /|t
∗
1 | = −1,−2, and −3, respectively.
ings causes an increase of γ and it eventually causes a
large decrease of Γdγ and a large increase of γ. Al-
though this cooperative effect should be examined in a
self-consistent way, we treat Γdγ as another phenomeno-
logical parameter; we assume that it is as small as
1/64 . Γdγ/|t∗1| . 1/2. (3.24)
in the under-doped region.
The life-time width γ makes the ω and q dependences
of P (ω + i0,q) small, as is shown in Figs. 3(a) and (b).
Then, the ω dependence of 1/χs(ω + i0,q) is small in
the under-doped region. However, its q dependence can
never be as small as that of 1/χ∗dγ(ω+ i0,q), because the
q dependence of the superexchange interaction is never
suppressed by γ. Therefore, Γs’s must be large rather
than small in the under-doped region. However, we as-
sume for the sake of simplicity that Γs/|t∗1| = 1 even in
the under-doped region.
Although gAF and gSC for the under-doped region are
larger than those for the optimal-doped one, we assume
similar values to those for the optimal-doped one:
gAF = 8(t
∗
1)
2, gSC = 2(t
∗
1)
2. (3.25)
Figs. 9(a)-(d) show relative intensities of quasi-
particles at the chemical potential, ρ∗k(0), in a fourth of
the Brillouin zone for four cases such as (a) Γdγ/|t∗1| =
1/64, (b) Γdγ/|t∗1| = 1/32, (c) Γdγ/|t∗1| = 1/16, and
(d) Γdγ/|t∗1| = 1/2; other parameter are γ = 0.3|t∗1|,
kBT/|t∗1| = 0.1 and κs = κdγ = π/8. When Γdγ are
small, spectral intensities are swept away and are almost
vanishing aroundX points, (±π/a, 0) and (0,±π/a), as is
shown in Fig. 9(a). The vanishing of quasi-particle spec-
tra around X points is because of large life-time widths.
When Γdγ are large, on the other hand, life-time widths
are small and the Fermi surface or the Fermi line forms
a closed line, as is shown in Fig. 9(d).
Fig. 10(a) shows the density of states for quasi-
particles, ρ∗(ε), together with ργ=0.3|t∗
1
|(ε) for compar-
ison, as a function of ε for four values of Γdγ : Γdγ/|t∗1| =
1/64, 1/32, 1/16, and 1/2; other parameter are the same
as those for Fig. 9. Pseudo-gap develop as Γdγ decrease.
Figs. 11 and 12 show relative intensities of ρ∗k(ε) as a
function of ε and k. Parameters used for Figs. 11 and 12
are the same as those used for Figs. 9(d) and (a), respec-
tively; Fig. 11 presumably corresponds to the optimal-
doped region and Fig. 12 to the under-doped region. A
weakly dispersive band around X points in Fig. 11(a)
is because of saddle points in the dispersion relation of
quasi-particles. The spectra shown in Figs. 11(a)-(d) are
rather normal because life-time widths are small. On the
other hand, we can see interesting and anomalous prop-
erties in Figs. 12(a)-(d) because life-time widths large.
Large pseudo-gaps open around X points, and almost
dispersionless peaks or flat bands appear along Γ-X be-
low and above the chemical potential, as is shown in
Fig. 12(a). Such flat bands much below the chemical po-
tential must correspond to observed flat bands.15 Pseudo-
gaps become smaller as wavenumbers are closer to kM/2,
as is shown in Figs. 12(b)-(d).
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FIG. 9: Relative intensities ρk(0) as functions of kx and ky for n = 0.9, kBT/|t
∗
1| = 0.1, κs = κdγ = (pi/8), Γs/|t
∗
1 | = 1,
gAF = 8|t
∗
1|
2 and gSC = 2|t
∗
1|
2: (a) Γdγ/|t
∗
1| = 1/64, (b) Γdγ/|t
∗
1 | = 1/32, (c) Γdγ/|t
∗
1| = 1/16, and (d) Γdγ/|t
∗
1| = 1/2.
When Γdγ are small, quasi-particles are well defined only around k = (pi/2a, pi/2a). Lighter parts have large intensities. The
well-defined region extends toward to (pi/a, 0) and (0, pi/a) as Γdγ becomes larger.
FIG. 10: Density of states ρ∗(ε). In Fig. 10(a), parame-
ters are the same as those for Fig. 9: solid, dotted, broken
and dot-broken lines correspond to Fig. 9(a), (b), (c) and
(d), respectively. In Fig. 10(b), we assume that Γs/|t
∗
1 | = 1,
Γdγ/|t
∗
1| = 1/64 and κs = κdγ = (pi/8)
√
10kBT/|t∗1|; solid,
dotted, broken and dot-broken lines are for kBT/|t
∗
1| = 0.3,
0.2, 0.1 and 0.05, respectively. In both of Figs. 10(a) and (b),
ργ(ε) for γ/|t
∗
1| = 0.3 is shown in a two-dot-broken line for
comparison. In Fig. 10(a), pseudo-gaps become larger with
decreasing Γdγ . In Fig. 10(b), they become smaller with de-
creasing T .
IV. DISCUSSIONS
In an improved theory, the effective transfer integral
t∗1 of quasi-particles is further renormalized by antiferro-
magnetic and superconducting fluctuations. In this pa-
per, however, we treat t∗1 for the unperturbed state as one
of phenomenological parameters and we take it as the
energy unit. Therefore, T -dependences discussed in this
paper are qualitative.
Low-Tc superconductivity in the under-doped region
can be explained by large inelastic life-time widths of
quasi-particles. For example, (1/φ˜γ)Im ∆Σσ(+i0,kX) ≃
−(10-20)kBT for parameters used to obtain Fig. 12. As
is shown in Fig. 8, the reduction of Tc is very large for
such large life-time widths.
When superconducting gaps as large as ǫG(T ) open,
spin and superconducting low-energy fluctuations with
|ω| . ǫG(T ) are depressed and the pair breaking caused
by the fluctuations must also be depressed. There-
fore, the development of ǫG(T ) must be very rapid
with decreasing T . This argument is consistent with
experiment.19,20 It also implies that the reduction of
ǫG(0) by inelastic scatterings must be very small, so that
ǫG(0)
kBTc
=
ǫG(0)
kBTc0
Tc0
Tc
≃ 4Tc0
Tc
, (4.1)
with Tc0 critical temperatures in the absence of any pair
breaking. In Sec. III A, we argue that Tc0/Tc ≃ 2 in the
optimal region, so that ǫG(0)/kBTc ≃ 8. This number
8 is consistent with experiment.19 It is quite reasonable
that ǫG(0)/kBTc > 8 or ǫG(0)/kBTc ≫ 8 in the under-
doped region.
It is likely that κ2s and κ
2
dγ decrease almost linearly in
T with decreasing T and they vanish at critical tempera-
tures, TN and Tc, for antiferromagnetism and supercon-
ductivity, respectively. Then, we assume that both of TN
and Tc are zero or very low, so that
κs = κ0
√
10kBT/|t∗1|, κdγ = κ0
√
10kBT/|t∗1|. (4.2)
We ignore the T -dependence of Γs and Γdγ . Figs. 7(c)
and (d) show inelastic life-time widths of quasi-particles
for three cases of κ0 = π/4, π/8 and π/12. It decreases
sublinearly in T rather than linearly. It is likely that
resistivity varies in Tα with α < 1 in the under-doped
region. It is desirable to develop a microscopic theory in
order to predict a precise number of the exponent.
One may argue that the opening of pseudo-gaps is evi-
dence for the formation of preformed Cooper pairs above
Tc. If this scenario is the case, pseudo-gaps must increase
with decreasing T at any temperature region. Exper-
imentally, however, pseudo-gaps decrease with decreas-
ing T at a temperature range close to Tc.
19,20 This ob-
servation contradicts the above scenario. Instead, it is
a piece of evidence that the opening of pseudo-gaps is
because spectral intensities of quasi-particles around X
points are swept away by inelastic scatterings. Fig. 10(b)
shows ρ∗(ε), together with ργ=0.3|t∗
1
|(ε) for comparison,
as a function of ε for four cases such as kBT/|t∗1| = 0.3,
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FIG. 11: Relative intensities of ρk(ε). Parameters are the same as those for Fig. 9(d), and they correspond to those for the
optimal-doped region except for the electron density n = 0.9. Lighter parts have large intensities.
FIG. 12: Relative intensities of ρk(ε). Parameters are the same as those for Fig. 9(a), and they correspond to those for the
under-doped doping region; the electron density is assumed to be n = 0.9. Lighter parts have large intensities.
0.2, 0.1, and 0.05; we also assume Eq. (4.2) with κ0 = π/8
as well as Γs/|t∗1| = 1 and Γdγ/|t∗1| = 1/64. The decrease
of κdγ causes an increase of pseudo-gaps, if other param-
eters are constant. In Fig. 10(b), however, the magnitude
of pseudo-gaps decreases with decreasing T because the
decrease of life-time widths dominates that of κdγ . This
result is consistent with experiment.19,20
It is reasonable that κ2dγ is much smaller below Tc0
than it is above Tc0 ≃ ǫG(0)/(4kB) or that the coefficient
of the linear T term in κ2dγ is quite different between
below and above Tc0. If this is actually the case, pseudo-
gaps start to open around Tc0. It is desirable to study
the T -dependences of Γdγ and κdγ in order to predict the
T -dependence of pseudo-gaps.
When Eq. (3.6a) is assumed, the longitudinal NMR
rate is given by
1
T1T
∝ 1
N
∑
q
lim
ω→+0
Im
χs(ω+i0,q)
ω
=
χs(0,Q)
Γs
. (4.3)
Because life-time widths are large in the under-doped
region, Γs’s are also large there. When the opening of
pseudo-gaps is mainly caused by superconducting fluc-
tuations, χs(0,Q) must be reduced and Γs must be en-
hanced. It is interesting to examine if the development
of superconducting fluctuations can actually explain ob-
served reduction of 1/T1T .
21 It is difficult to explain the
reduction of χs(0,q) and 1/T1T by the development of
antiferromagnetic spin fluctuations.
Experimentally, the so called kink structure is observed
in the dispersion relation of quasi-particles determined
by ARPES experiment.54 Very tiny kink structures can
be seen around the chemical potential in Figs. 11(c)
and 12(c); they are too tiny to explain ARPES exper-
iment. When pseudo-gaps or superconducting gaps are
developed, spectra of antiferromagnetic and supercon-
ducting fluctuations may have certain gap-like structures,
which are often called resonance modes. It is interest-
ing to examine if such resonance modes actually exist in
χs(ω + i0,q) and χ
∗
dγ(ω + i0,q). One may argue that
what cause pseudo-gap must cause the kink structure.
It is interesting to examine effects of superconducting
fluctuations extending in the wavenumber space, whose
energies are rather high, as large as kBTK or of the order
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FIG. 13: (a) Nearest neighbor Re
[
|t∗1|P1(ω + i0)
]
and (b)
next-nearest neighbor Re
[
|t∗1|P2(ω + i0)
]
as a function of ω
and n for kBT/|t
∗
1| = 0.1 and γ/|t
∗
1| = 1.
FIG. 14: (a) Nearest neighbor Re
[
X1(ω)
]
and (b) next-
nearest neighbor Re
[
X2(ω)
]
. Note that the directions of κs
and ω axes are opposite to each other between (a) and (b).
of the bandwidth of quasi-particles.
Cooper pairs of the dγ wave are mainly bound by the
enhanced exchange interaction. It is divided into the bare
one and the enhanced part, as is shown in Eq. (2.19b).
As is shown in Eq. (2.20), the bare one is further divided
into three terms. The first term is the superexchange
interaction. It is antiferromagnetic, and it is as large as
|J/t∗1| ≃ (2–3). (4.4)
The second term is the exchange interaction arising from
the virtual exchange of pair excitations of quasi-particles:
1
4
JQ(ω + i0,q) =
2W˜ 2s
χ˜2s(0)
+∞∑
i=1
Pi(ω + i0)ηis(q), (4.5)
with
Pi(ω + i0) =
1
N
∑
q
P (ω + i0,q)ηis(q). (4.6)
Fig. 13(a) shows nearest-neighbor Re
[
P1(ω + i0)
]
, and
Fig. 13(b) shows next-nearest-neighbor Re
[
P2(ω + i0)
]
.
The nearest-neighbor one is antiferromagnetic for almost
half-filling and is stronger as the electron density is closer
to half-filling. However, it is less effective than the su-
perexchange interaction:
2W˜ 2s
χ˜2s(0)
|P1(+i0)|
|t∗1|
. 0.1. (4.7)
It is interesting that Re
[
P1(ω + i0)
]
is ferromagnetic for
n < 0.7. The ferromagnetic exchange interaction must
play a role in the reduction of Tc in the over-doped re-
gion. The third term is the so called mode-mode coupling
term −Λ(ω + i0,q). This term works as an repulsive in-
teraction for dγ-wave Cooper pairs. The enhanced part
of Eq. (2.19b) is approximately given by[
1
4Is(0,Q)
]2
χs(ω + i0,q), (4.8)
with
χs(ω + i0,q) = χs(0,Q)κ
2
s
+∞∑
i=0
Xi(ω + i0)ηis(q), (4.9)
Xi(ω + i0) =
1
N
∑
q
ηis(q)
κ2s + (qa)
2 − iω/Γs . (4.10)
Fig. 14 shows nearest-neighbor Re
[
X1(ω+ i0)
]
and next-
nearest-neighbor Re
[
X2(ω + i0)
]
. The nearest-neighbor
one is also antiferromagnetic. As the electron density
is closer to half-filling, κs’s become smaller so that the
enhanced part is stronger. It is also less effective than
the superexchange interaction:[
1
4
Is(0,Q)
]2
χs(0,Q)κ
2
s
|t∗1|
|Re[X1(ω+i0)]| . 0.5, (4.11)
for |ω| ≃ kBTK . We can argue from Eqs. (4.4), (4.7)
and (4.11) that the superexchange interaction is the main
part of the pairing interaction in high-Tc cuprate oxides,
and that the total pairing interaction is larger as the
electron density is closer to half-filling.
In the weak-coupling Hubbard model, the spin-
fluctuation mediated pairing interaction is given by
U2χs(ω + i0,q). (4.12)
Not a few people claim that Cooper pairs must be
bound by Eq. (4.12) in high-Tc cuprate oxides. However,
this pairing mechanism cannot apply to the cuprate ox-
ides, which certainly lie in the strong-coupling regime.
Eq. (4.12) relevant in the weak-coupling regime is cer-
tainly smoothly connected with the pairing mechanism
by Eq. (2.18) or (2.19) relevant in the strong-coupling
regime. However, Eq. (4.12) is physically different from
Eqs. (2.18) and (4.8), even if it is similar to them in ap-
pearance. Because Eq. (4.12) arises from the virtual ex-
change of low-energy pair excitations of quasi-particles,
it can also be called an exchange interaction. If we call
the superexchange interaction a spin-fluctuation medi-
ated interaction, on the other hand, it sounds impertinent
because the energy scale of spin fluctuations responsible
for the superexchange interactions is as large as the Hub-
bard repulsion U and is much larger than the effective
Fermi energy of quasi-particles.
V. CONCLUSION
A theory of Kondo lattices is developed for the t-
J model. On the basis of the microscopic theory, a
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phenomenological theory of high-Tc superconductivity
in cuprate oxides is developed; parameters are phe-
nomenologically determined instead of completing the
self-consistent procedures involved in the microscopic
theory.
In the strong-coupling regime, electrons are mainly
renormalized by local quantum spin fluctuations so
that the density of states is of a three-peak structure,
Gutzwiller’s quasi-particle band at the chemical potential
between the lower and upper Hubbard bands. Two bare
exchange interactions between quasi-particles are rele-
vant: One is the superexchange interaction, which arises
from the virtual exchange of spin-channel pair excita-
tions of electrons between the lower and upper Hubbard
bands, and the other is the exchange interaction aris-
ing from that of spin-channel pair excitations of quasi-
particles themselves. Gutzwiller’s quasi-particles are fur-
ther renormalized by antiferromagnetic and supercon-
ducting fluctuations caused by intersite exchange inter-
actions. The sum of bare exchange interactions including
the two are enhanced by low-energy antiferromagnetic
fluctuations into the enhanced one. The condensation of
dγ-wave Cooper pairs bound by the enhanced exchange
interaction is responsible for high-Tc superconductivity
in the optimal-doped region.
In the under-doped region, inelastic scatterings by
dγ-wave superconducting low-energy fluctuations cause
large life-time widths of quasi-particles around X points;
they are almost linear or sublinear in T . Anisotropic
pseudo-gaps open because spectral intensities of quasi-
particles around X points are swept away by strong in-
elastic scatterings. The development of pseudo-gaps with
decreasing T cannot be monotonic; their magnitude must
decrease at temperatures close to Tc. Superconductiv-
ity eventually occurs when the pair breaking by inelas-
tic scatterings becomes small enough at low enough T ’s.
Superconducting gaps ǫG(0) at T = 0 K are never much
reduced, because low-energy antiferromagnetic and su-
perconducting fluctuations are substantially suppressed
by the opening of ǫG(0)’s themselves and, in particular,
because their thermal fluctuations vanish at T = 0 K.
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APPENDIX
The summations over εn in Eqs. (2.22) and (2.34) can be analytically carried out. When the analytical continuation
such as iωl → ω + i0 is made, they are given by
P (ω + i0,q) =
1
iπN
∑
k
R[ω, ξ(k+ q), ξ(k)], (A.1)
π∗dγ(ω + i0,q) =
1
i2πN
∑
k
η2dγ(k)R
[
ω, ξ
(
k+ 12q
)
,−ξ (−k+ 12q)] , (A.2)
with
R(ω, ξ1, ξ2) =
1
ω − ξ1 + ξ2
[
−ψ
(
1
2
+
−iω + iξ1 + γ
2πkBT
)
+ ψ
(
1
2
+
iξ2 + γ
2πkBT
)
−ψ
(
1
2
+
−iω − iξ2 + γ
2πkBT
)
+ ψ
(
1
2
+
−iξ1 + γ
2πkBT
)]
+
1
ω − ξ1 + ξ2 + i2γ
[
ψ
(
1
2
+
−iω + iξ1 + γ
2πkBT
)
− ψ
(
1
2
+
−iξ2 + γ
2πkBT
)
+ψ
(
1
2
+
−iω − iξ2 + γ
2πkBT
)
− ψ
(
1
2
+
iξ1 + γ
2πkBT
)]
, (A.3)
∗ Electronic address: fohkawa@phys.sci.hokudai.ac.jp 1 J. G. Bednortz and K. A. Mu¨ller, Z. Phys. B64, 189 (1986)
15
2 M. K. Wu, J. R. Ashburn, C. J. Torng, P. H. Hor, R. L.
Meng, L. Gao, Z. J. Huang, Y. Q. Wang and C. W. Chu,
Phys. Rev. Lett. 58, 908 (1987).
3 H. Maeda, Y. Tanaka, M. Fujimoto and T. Asano, Jpn. J.
Appl. Phys. 27, L209 (1988).
4 Z. Z. Sheng and A. H. Hermann, Nature 332, 138 (1988).
5 Y. Tokura, T. Takagi and S. Uchida, Nature 337, 345
(1989).
6 J. E. Hirsch, Phys. Rev. Lett. 54, 1317 (1985).
7 F. J. Ohkawa, Jpn. J. Appl. Phys. 26, L652 (1987).
8 F. J. Ohkawa, J. Phys. Soc. Jpn. 56, 2267 (1987).
9 Y. Kitaoka, K. Ishida, G.-q. Zheng, S. Ohsugi and K.
Asayama, J. Phys. Chem. Solid. 54, 1385 (1993):
10 D. A. Wollman, D. J. Van Harlingen, W. C. Lee, D. M.
Ginsberg, and A. J. Leggett, Phys. Rev. Lett. 71, 2134
(1993).
11 Holes doped in Mott-Hubbard’s insulators are deficiencies
of electrons from the half-filling, while holes doped in nor-
mal insulators are those from the complete-filling.
12 H. Ding, T. Yokota, J. C. Campuzano, T. Takahashi, M.
Randeria, M. R. Norman, T. Mochiku, K. Kadowaki and
J. Giapinzakis, Nature 382, 51 (1996).
13 J. M. Harris, Z.-X. Shen, P. J. White, D. S. Marshall, M.
C. Schabel, J. N. Eckstein and I. Bozovic, Phys. Rev. B
54, R15665 (1996);
14 A. G. Loeser, Z.-X. Shen, D. S. Dessau, D. S. Marshall, C.
H. Park, P. Fournier and A. Kapitulnik, Science 273, 325
(1996).
15 A. Ino, C. Kim, M. Nakamura, T. Yoshida, T. Mizokawa,
A. Fujimori, Z.-X. Shen, T. Kakeshita, H. Eisaki and S.
Uchida, Phys. Rev. B 65, 094504 (2002)
16 Ch. Renner, B. Revaz, J.-Y. Genoud, K. Kadowaki and Ø.
Fischer, Phys. Rev. Lett. 80, 149 (1998).
17 M. Oda, K. Hoya, R. Kubota, C. Manabe, N. Momono, T.
Nakano and M. Ido, Physica C 281, 135 (1997).
18 T. Nakano, N. Momono, M. Oda and M. Ido, J. Phys. Soc.
Jpn. 67, 2622 (1998).
19 R. M. Dipasuphil, M. Oda, N. Momono and M. Ido, J.
Phys. Soc. Jpn. 71, 1535 (2002).
20 T. Ekino, Y. Sezaki and H. Fujii, Phys. Rev. B 60, 6916
(1999).
21 H. Yasuoka, T. Imai and T. Shimizu, Springer Series in
Solid State Science 89, String correlation and Supercon-
ductivity Springer-Verlag, New York, 1989, p.254.
22 T. Moriya, Spin Fluctuations in itinerant Electron Mag-
netism, Springer Series in Solid-State Science 56, Springer-
Verlag, Berlin Heidelberg New York Tokyo, 1985.
23 J. Hubbard, Proc. Roy. Soc.A276, 238 (1963); ibid.A281,
401 (1964).
24 M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963); Phys.
Rev. 134, A293 (1963); ibid. A137, 1726 (1965).
25 The configuration of up- and down-spin electrons fluctu-
ates. A characteristic energy scale of the fluctuations is
kBTK . When high-energy single-particle excitations such
as |ε| ≫ kBTK are considered, we can regard the config-
uration as being almost static. The problem is reduced to
one for static disordered systems, which can be treated in
the coherent potential approximation (CPA). Hubbard’s
is equivalent to CPA and is relevant for |ε| ≫ kBTK . On
the other hand, Gutzwiller’s is a variational theory and is
relevant for |ε| . kBTK .
26 F. J. Ohkawa, J. Phys. Soc. Jpn. 58, 4156 (1989).
27 Single-site terms should be renormalized by intersite effects
in an eventual theory. Then, various SSA’s are possible
depending on the renormalization.
28 F. J. Ohkawa, Phys. Rev. B 44, 6812 (1991); J. Phys. Soc.
Jpn. 60, 3218 (1991); ibid. 61, 1615 (1991).
29 W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62, 324
(1989).
30 K. Yosida, Phys. Rev. 147, 223 (1966),
31 P. W. Anderson, J. Phys. C 3, 2436 (1970).
32 K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975).
33 P. Nozie`res, J. Low. Temp. Phys. 17, 31 (1974).
34 K. Yamada, Prog. Theor. Phys. 53, 970 (1975); ibid 54,
316 (1975).
35 K. Yosida and K. Yamada, Prog. Theor. Phys. 53, 1286
(1975).
36 For reviews on the exact theory by the Bethe method,
see for example, N. Andrei, K. Furuya and J. H. Lowen-
stein, Rev. Mod. Phys. 55, 331 (1983); A. M. Tsvelick
and P. B. Wiegmann, Adv. Phys. 32, 453 (1983); A. Okiji
and N. Kawakami, Springer Series in Solid State Science
(Springer, Berlin, 1988), Vol. 77, p 63; P. Schlottmann,
Phys. Rep. 118, 1 (1989).
37 H. A. Kramers, Physica 1, 182 (1934).
38 P. W. Anderson, Phys. Rev. 79, 350 (1950); ibid. 115, 2
(1959).
39 J. B. Goodenough, Phys. Rev. 100, 564 (1955); J. Phys.
Chem. Solids 6, 287 (1958).
40 J. Kondo, Prog. Theor. Phys. 18, 541 (1957).
41 J. Kanamori, J. Phys. Chem. Solids 10, 87 (1959).
42 F. J. Ohkawa, J. Phys. Soc. Jpn. 67, 525 (1998).
43 F. J. Ohkawa, Phys. Rev. B 65, 174424 (2002).
44 F. J. Ohkawa, J. Phys. Soc. Jpn. 61, 631 (1992); J. Phys.
Soc. Jpn. 61, 952 (1992); J. Phys. Soc. Jpn. 61, 1157
(1992); Physica B 281-282, 859 (2000); J. Phys. Soc. Jpn.
69, Suppl. A, 13 (2000).
45 F. J. Ohkawa, Phys. Rev. B59, 8930 (1999).
46 E. Miyai and F. J. Ohkawa, Phys. Rev. B 61, 1357 (2000).
47 H. Satoh and F. J. Ohkawa, Phys. Rev. B 57, 5891 (1998);
ibid. B 63, 184401 (2001).
48 F. J. Ohkawa, J. Phys. Soc. Jpn. 67, 535 (1998); Phys.
Rev. B 66, 014408 (2002).
49 See for example, P. W. Anderson, Basic Notions of Con-
densed Matter Physics, Frontier in Physics, Lecture Note
Series 55, The Benjamin/Cummings Publishing Company.
Inc. 1983.
50 J. C. Ward, Phys. Rev. 68, 182 (1950).
51 J. M. Luttinger, Phys. Rev. 119, 1153 (1960).
52 P. Monthoux and D. Pines, Phys. Rev. B 49, 4261 (1994).
53 Multi-site vertex corrections consistent with multi-site self-
energy corrections should be considered to satisfy the Ward
relation.50
54 A. Lanzara, P. V. Bogdanov, X. J. Zhou, S. A. Keller, D.
L. Feng, E. D. Lu, T. Yoshida, H. Eisaki, A. Fujimori, K.
Kishio, J.-I. Shimoyama, T. Noda, S. Uchida, Z. Hussain
and Z.-X. Shen, Nature 412, 510 (2001).
