Reliability methods are probabilistic algorithms for quantifying the effect of uncertainties in simulation input on response metrics of interest. In particular, they compute approximate response function distribution statistics (probability, reliability, and response levels) based on specified probability distributions for input random variables. In this paper, second-order approaches are explored for both the forward reliability analysis of computing probabilities for specified response levels (the reliability index approach (RIA)) and the inverse reliability analysis of computing response levels for specified probabilities (the performance measure approach (PMA)). These new methods employ second-order Taylor series limit state approximations and second-order probability integrations using analytic, numerical, or quasi-Newton limit state Hessians, and are compared with the traditional second-order reliability method (SORM) as well as two-point limit state approximation methods. These reliability analysis methods are then employed within reliability-based design optimization (RBDO) studies using bi-level and surrogate-based formulations. These RBDO formulations employ analytic sensitivities of response, reliability, and second-order probability levels with respect to design variables that either augment or define distribution parameters for the uncertain variables. Relative performance of these reliability analysis and design algorithms are presented for a number of computational experiments performed using the DAKOTA/UQ software. Results indicate that second-order methods can be both more accurate through improved probability estimates and more efficient through accelerated convergence rates.
I. Introduction
Reliability methods are probabilistic algorithms for quantifying the effect of uncertainties in simulation input on response metrics of interest. In particular, they perform uncertainty quantification (UQ) by computing approximate response function distribution statistics based on specified probability distributions for input random variables. These response statistics include response mean, response standard deviation, and cumulative or complementary cumulative distribution function (CDF/CCDF) response level and probability/reliability level pairings. These methods are often more efficient at computing statistics in the tails of the response distributions (events with low probability) than sampling-based approaches since the number of samples required to resolve a low probability can be prohibitive. Thus, these methods, as their name implies, are often used in a reliability context for assessing the probability of failure of a system when confronted with an uncertain environment.
A number of classical reliability analysis methods are discussed in Ref. 15 , including Mean-Value First-Order SecondMoment (MVFOSM), First-Order Reliability Method (FORM), and Second-Order Reliability Method (SORM). More recent methods which seek to improve the efficiency of FORM analysis through limit state approximations include the use of local and multipoint approximations in Advanced Mean Value methods (AMV/AMV+ 31 ) and Two-point Adaptive Nonlinearity Approximation-based methods (TANA 28, 34 ), respectively. Each of the FORM-based methods can be employed for "forward" or "inverse" reliability analysis through the reliability index approach (RIA) or performance measure approach (PMA), respectively, as described in Ref. 27 .
The capability to assess reliability is broadly useful within a design optimization context, and reliability-based design optimization (RBDO) methods are popular approaches for designing systems while accounting for uncertainty. RBDO approaches may be broadly characterized as bi-level (in which the reliability analysis is nested within the optimization, e.g. Ref.
3), sequential (in which iteration occurs between optimization and reliability analysis, e.g. Refs. 8,33), or unilevel (in which the design and reliability searches are combined into a single optimization, e.g. Ref. 2) . Bi-level RBDO methods are simple and general-purpose, but can be computationally demanding. Sequential and unilevel methods seek to reduce computational expense by breaking the nested relationship through the use of iterated or simultaneous approaches.
II. Reliability Method Formulations

A. Mean Value
The Mean Value method (MV, also known as MVFOSM in Ref. 15 ) is the simplest, least-expensive reliability method because it estimates the response means, response standard deviations, and all CDF/CCDF response-probability-reliability levels from a single evaluation of response functions and their gradients at the uncertain variable means. This approximation can have acceptable accuracy when the response functions are nearly linear and their distributions are approximately Gaussian, but can have poor accuracy in other situations.
With the introduction of second-order limit state information, a second-order mean can be calculated. This is commonly combined with a first-order variance, since second-order variance involves higher order distribution moments (skewness, kurtosis) which are often unavailable. The expressions for approximate response mean µ g , approximate response standard deviation σ g , response target to approximate probability/reliability level mapping (z → p, β), and probability/reliability target to approximate response level mapping (p,β → z) are
β ccdf =z − µ g σ g (4) z = µ g − σ gβcdf (5) z = µ g + σ gβccdf (6) respectively, where x are the uncertain values in the space of the original uncertain variables ("x-space") and g(x) is the limit state function (the response function for which probability-response level pairs are needed). The CDF reliability index β cdf , CCDF reliability index β ccdf , first-order CDF probability p(g ≤ z), and first-order CCDF probability p(g > z) are related to one another through
p(g > z) = Φ(−β ccdf ) (8)
β ccdf = −Φ −1 (p(g > z)) (10) β cdf = −β ccdf (11) p(g ≤ z) = 1 − p(g > z) (12) where Φ() is the standard normal cumulative distribution function. A common convention in the literature is to define g in such a way that the CDF probability for a response level z of zero (i.e., p(g ≤ 0)) is the response metric of interest. The formulations in this paper are not restricted to this convention and are designed to support CDF or CCDF mappings for general response, probability, and reliability level sequences.
B. MPP Search Methods
All other reliability methods solve a nonlinear optimization problem to compute a most probable point (MPP) and then integrate about this point to compute probabilities. The MPP search is performed in uncorrelated standard normal space ("u-space") since it simplifies the probability integration: the distance of the MPP from the origin has the meaning of the number of input standard deviations separating the mean response from a particular response threshold. The transformation from correlated non-normal distributions (x-space) to uncorrelated standard normal distributions (u-space) is denoted as u = T (x) with the reverse transformation denoted as x = T −1 (u). These transformations are nonlinear in general, and possible approaches include the Rosenblatt, 25 Nataf, 7 and Box-Cox 4 transformations. The nonlinear transformations may also be linearized, and common approaches for this include the Rackwitz-Fiessler 23 two-parameter equivalent normal and the Chen-Lind 6 and Wu-Wirsching 30 three-parameter equivalent normals. The results in this paper employ the Nataf nonlinear transformation which occurs in the following two steps. To transform between the original correlated x-space variables and correlated standard normals ("z-space"), the CDF matching condition is used:
where F () is the cumulative distribution function of the original probability distribution. Then, to transform between correlated z-space variables and uncorrelated u-space variables, the Cholesky factor L of a modified correlation matrix is used:
where the original correlation matrix for non-normals in x-space has been modified for z-space.
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The forward reliability analysis algorithm of computing CDF/CCDF probability/reliability levels for specified response levels is called the reliability index approach (RIA), and the inverse reliability analysis algorithm of computing response levels for specified CDF/CCDF probability/reliability levels is called the performance measure approach (PMA). 27 The differences between the RIA and PMA formulations appear in the objective function and equality constraint formulations used in the MPP searches. For RIA, the MPP search for achieving the specified response levelz is formulated as
and for PMA, the MPP search for achieving the specified reliability/probability levelβ,p is formulated as
where u is a vector centered at the origin in u-space and g(x) ≡ G(u) by definition. In the RIA case, the optimal MPP solution u * defines the reliability index from β = ± u * 2 , which in turn defines the CDF/CCDF probabilities (using Eqs. 7-8 in the case of first-order integration). The sign of β is defined by
where G(0) is the median limit state response computed at the origin in u-space (where β cdf = β ccdf = 0 and first-order p(g ≤ z) = p(g > z) = 0.5). In the PMA case, the sign applied to G(u) (equivalent to minimizing or maximizing G(u)) is similarly defined byββ
and the limit state at the MPP (G(u * )) defines the desired response level result. When performing PMA with specifiedp, one must computeβ to include in Eq. 16. While this is a straightforward onetime calculation for first-order integrations (Eqs. 9-10), the use of second-order integrations complicates matters since thē β corresponding to the prescribedp is a function of the Hessian of G (see Eq. 33), which in turn is a function of location in u-space. A generalized reliability index (Eq. 48), which would allow a one-time calculation, may not be used since equality with u T u is not meaningful. Theβ target must therefore be updated in Eq. 16 as the minimization progresses (e.g., using Newton's method to solve Eq. 33 forβ givenp and κ i ). This works best whenβ can be fixed during the course of an approximate optimization, such as for the AMV 2 + and TANA methods described in Section II.B.1. For PMA without limit state approximation cycles (i.e., PMA SORM), the constraint must be continually updated and the constraint derivative should include ∇ uβ , which would require third-order information for the limit state to compute derivatives of the principal curvatures. This is impractical, so the PMA SORM constraint derivatives are only approximated analytically or estimated numerically. Potentially for this reason, PMA SORM has not been widely explored in the literature.
Limit state approximations
There are a variety of algorithmic variations that can be explored within RIA/PMA reliability analysis. First, one may select among several different limit state approximations that can be used to reduce computational expense during the MPP searches. Local, multipoint, and global approximations of the limit state are possible. Ref. 11 focused on local first-order limit state approximations. This paper will focus on local second-order and multipoint approximations:
5. a multipoint approximation in x-space. This approach involves a Taylor series approximation in intermediate variables where the powers used for the intermediate variables are selected to match information at the current and previous expansion points. Based on the two-point exponential approximation concept (TPEA 12 ), the two-point adaptive nonlinearity approximation (TANA-3 34 ) approximates the limit state as:
where n is the number of uncertain variables and:
and x 2 and x 1 are the current and previous MPP estimates in x-space, respectively. Prior to the availability of two MPP estimates, x-space AMV+ is used.
6. a multipoint approximation in u-space. The u-space TANA-3 approximates the limit state as:
where:
and u 2 and u 1 are the current and previous MPP estimates in u-space, respectively. Prior to the availability of two MPP estimates, u-space AMV+ is used.
7. the MPP search on the original response functions without the use of any approximations.
The Hessian matrices in AMV 2 and AMV 2 + may be available analytically, estimated numerically, or approximated through quasi-Newton updates. The quasi-Newton variant of AMV 2 + is conceptually similar to TANA in that both approximate curvature based on a sequence of gradient evaluations. TANA estimates curvature by matching values and gradients at two points and includes it through the use of exponential intermediate variables and a single-valued diagonal Hessian approximation. Quasi-Newton AMV 2 + accumulates curvature over a sequence of points and then uses it directly in a second-order series expansion. Therefore, these methods may be expected to exhibit similar performance.
The selection between x-space or u-space for performing approximations depends on where the approximation will be more accurate, since this will result in more accurate MPP estimates (AMV 2 ) or faster convergence (AMV 2 +, TANA). Since this relative accuracy depends on the forms of the limit state g(x) and the transformation T (x) and is therefore application dependent in general, DAKOTA/UQ supports both options. A concern with approximation-based iterative search methods (i.e., AMV 2 + and TANA) is the robustness of their convergence to the MPP. It is possible for the MPP iterates to oscillate or even diverge. However, to date, this occurrence has been relatively rare, and DAKOTA/UQ contains checks that monitor for this behavior. Another concern with TANA is numerical safeguarding. First, there is the possibility of raising negative x i or u i values to nonintegral p i exponents in Eqs. 25, 27-29, and 31-32. This is particularly likely for u-space. Safeguarding techniques include the use of linear bounds scaling for each x i or u i , offseting negative x i or u i , or promotion of p i to integral values for negative x i or u i . In numerical experimentation, the offset approach has been the most effective in retaining the desired data matches without overly inflating the p i exponents. Second, there are a number of potential numerical difficulties with the logarithm ratios in Eqs. 26 and 30. In this case, a safeguarding strategy is to revert to either the linear (p i = 1) or reciprocal (p i = −1) approximation based on which approximation has lower error in
Probability integrations
The second algorithmic variation involves the integration approach for computing probabilities at the MPP, which can be selected to be first-order (Eqs. 7-8) or second-order integration. Second-order integration involves applying a curvature correction. 5, 17, 18 Breitung applies a correction based on asymptotic analysis:
where κ i are the principal curvatures of the limit state function (the eigenvalues of an orthonormal transformation of ∇ 2 u G, taken positive for a convex limit state) and β p ≥ 0 (select CDF or CCDF probability correction to obtain correct sign for β p ). An alternate correction in Ref. 17 is consistent in the asymptotic regime (β p → ∞) but does not collapse to first-order integration for β p = 0:
where ψ() = To invert a second-order integration and compute β p given p and κ i (e.g., for second-order PMA as described in Section II.B, Newton's method can be applied using the recursion
in order to drive f (β p ) → 0, where for Breitung's correction (Eq. 33)
is used (again, select CDF or CCDF probability to obtain nonnegative β 0 p ), and a backtracking line search is employed to provide globalization of Newton's method by verifying reduction in f (β p ).
Combining the no-approximation option of the MPP search with first-order and second-order integration approaches results in the traditional first-order and second-order reliability methods (FORM and SORM). Additional probability integration approaches can involve importance sampling in the vicinity of the MPP, 17, 32 but are outside the scope of this paper. While second-order integrations could be performed anywhere a limit state Hessian has been computed, the additional computational effort is most warranted for fully converged MPPs from AMV 2 +, TANA, and SORM, and is of reduced value for MVSOSM or AMV 2 . The results in this paper follow this guidance in that all probabilities presented for AMV 2 +, TANA, and SORM are second-order, and all probabilities presented for MVSOSM and AMV 2 are first-order.
Hessian approximations
To use a second-order Taylor series or a second-order integration when second-order information (∇
u G, and/or κ) is not directly available, one can estimate the missing information using finite differences or approximate it through use of quasi-Newton approximations. These procedures will often be needed to make second-order approaches practical for engineering applications.
In the finite difference case, numerical Hessians are commonly computed using either first-order forward differences of gradients using
to estimate the i th Hessian column when gradients are analytically available, or second-order differences of function values using
to estimate the ij th Hessian term when gradients are not directly available. This approach has the advantage of locallyaccurate Hessians for each point of interest (which can lead to quadratic convergence rates in discrete Newton methods), but has the disadvantage that numerically estimating each of the matrix terms can be expensive.
Quasi-Newton approximations, on the other hand, do not reevaluate all of the second-order information for every point of interest. Rather, they accumulate approximate curvature information over time using secant updates. Since they utilize the existing gradient evaluations, they do not require any additional function evaluations for evaluating the Hessian terms. The quasi-Newton approximations of interest include the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update
which yields a sequence of symmetric positive definite Hessian approximations, and the Symmetric Rank 1 (SR1) update
which yields a sequence of symmetric, potentially indefinite, Hessian approximations. B k is the k th approximation to the Hessian ∇ 2 g, s k = x k+1 − x k is the step and y k = ∇g k+1 − ∇g k is the corresponding yield in the gradients. The selection of BFGS versus SR1 involves the importance of retaining positive definiteness in the Hessian approximations; if the procedure does not require it, then the SR1 update can be more accurate if the true Hessian is not positive definite. In both cases, an initial scaling of y T k y k /y T k s k I is used for B 0 prior to the first update 22 and safeguarding against numerical failures is required. A common safeguard for BFGS is to use the damped BFGS approach when the curvature condition y T k s k > 0 is (nearly) violated. 22 However, while this is appropriate for Newton-like optimization algorithms, numerical experience indicates that the damped BFGS update can degrade performance when the steps generated are not generally Newton-like, resulting in frequent violations of the curvature condition. A more effective approach in this case is to ignore the curvature condition and simply safeguard against small denominators in Eq. 40, skipping the update if |y
In the SR1 case, the update is similarly skipped when the denominator in Eq. 41 is small, in particular when
Optimization algorithms
The next algorithmic variation involves the optimization algorithm selection for solving Eqs. 15 and 16. The HasoferLind Rackwitz-Fissler (HL-RF) algorithm 15 is a classical approach that has been broadly applied. It is a Newtonbased approach lacking line search/trust region globalization, and is generally regarded as computationally efficient but occasionally unreliable. DAKOTA/UQ takes the approach of employing robust, general-purpose optimization algorithms with provable convergence properties. This paper employs the sequential quadratic programming (SQP) and nonlinear interior-point (NIP) optimization algorithms from the NPSOL 13 and OPT++ 21 libraries, respectively.
Warm Starting of MPP Searches
The final algorithmic variation involves the use of warm starting approaches for improving computational efficiency. Ref. 11 describes the acceleration of MPP searches through warm starting with approximate iteration increment, with z/p/β level increment, and with design variable increment. Warm started data includes the expansion point and associated response values and the MPP optimizer initial guess. Projections are used when an increment in z/p/β level or design variables occurs. Warm starts were consistently effective in Ref. 11 and are adopted for all computational experiments in this paper.
III. Reliability-Based Design Optimization
Reliability-based design optimization (RBDO) methods are used to perform design optimization accounting for reliability metrics. The reliability analysis capabilities described in Section II provide a rich foundation for exploring a variety of RBDO formulations. This paper will present second-order methods for bi-level and sequential RBDO.
A. Bi-level RBDO
The simplest and most direct RBDO approach is the bi-level approach in which a full reliability analysis is performed for every optimization function evaluation. This involves a nesting of two distinct levels of optimization within each other, one at the design level and one at the MPP search level.
Since an RBDO problem will typically specify both thez level and thep/β level, one can use either the RIA or the PMA formulation for the UQ portion and then constrain the result in the design optimization portion. In particular, RIA reliability analysis mapsz to p/β, so RIA RBDO constrains p/β:
And PMA reliability analysis mapsp/β to z, so PMA RBDO constrains z:
where z ≥z is used as the RBDO constraint for a cumulative failure probability (failure defined as z ≤z) but z ≤z would be used as the RBDO constraint for a complementary cumulative failure probability (failure defined as z ≥z). It is worth noting that DAKOTA is not limited to these types of inequality-constrained RBDO formulations; rather, they are convenient examples. DAKOTA supports general optimization under uncertainty mappings 9 which allow flexible use of statistics within multiple objectives, inequality constraints, and equality constraints.
An important performance enhancement for bi-level methods is the use of sensitivity analysis to analytically compute the design gradients of probability, reliability, and response levels. When design variables are separate from the uncertain variables (i.e., they are not distribution parameters), then the following first-order expressions may be used:
where it is evident from Eqs. 11-12 that
In the case of second-order integrations, Eq. 46 must be expanded to include the curvature correction. For Breitung's correction (Eq. 33),
where ∇ d κ i has been neglected and β p ≥ 0 (see Section II.B.2). Other approaches assume the curvature correction is nearly independent of the design variables, 24 which is equivalent to neglecting the first term in Eq. 47. To capture second-order probability estimates within an RIA RBDO formulation using well-behaved β constraints, a generalized reliability index can be introduced where, similar to Eq. 9,
for second-order p cdf . This reliability index is no longer equivalent to the magnitude of u, but rather is a convenience metric for capturing the effect of more accurate probability estimates. The corresponding generalized reliability index sensitivity, similar to Eq. 46, is
where ∇ d p cdf is defined from Eq. 47. Even when ∇ d g is estimated numerically, Eqs. 44-49 can be used to avoid numerical differencing across full reliability analyses. When the design variables are distribution parameters of the uncertain variables, ∇ d g is expanded with the chain rule and Eqs. 44 and 45 become
where the design Jacobian of the transformation (∇ d x) may be obtained analytically for uncorrelated x or semi-analytically for correlated x (∇ d L is evaluated numerically) by differentiating Eqs. 13 and 14 with respect to the distribution parameters. Eqs. 46-49 remain the same as before. For this design variable case, all required information for the sensitivities is available from the MPP search. Since Eqs. 44-51 are derived using the Karush-Kuhn-Tucker optimality conditions for a converged MPP, they are appropriate for RBDO using AMV 2 +, TANA, and SORM, but not for RBDO using MVSOSM or AMV 2 .
B. Sequential/Surrogate-based RBDO
An alternative RBDO approach is the sequential approach, in which additional efficiency is sought through breaking the nested relationship of the MPP and design searches. The general concept is to iterate between optimization and uncertainty quantification, updating the optimization goals based on the most recent probabilistic assessment results. This update may be based on safety factors 33 or other approximations.
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A particularly effective approach for updating the optimization goals is to use the p/β/z sensitivity analysis of Eqs. 44-51 in combination with local surrogate models. 35 In Ref. 11, first-order Taylor series approximations were explored, and in this paper, second-order Taylor series approximations are investigated. In both cases, a trust-region model management framework 14 is used to adaptively manage the extent of the approximations and ensure convergence of the RBDO process. Surrogate models are used for both the objective function and the constraints, although the use of constraint surrogates alone is sufficient to remove the nesting.
In particular, RIA trust-region surrogate-based RBDO employs surrogate models of f and p/β within a trust region
and PMA trust-region surrogate-based RBDO employs surrogate models of f and z within a trust region ∆ k centered at d c :
where the sense of the z constraint may vary as described previously. The second-order information in Eqs. 52-53 will typically be approximated with quasi-Newton updates.
IV. Computational Experiments
The algorithmic variations of interest in second-order reliability analysis include the limit state approximation approaches (MVSOSM, x-/u-space AMV 2 , x-/u-space AMV 2 +, x-/u-space TANA, and SORM), integration approaches (first-/second-order), Hessian calculation approaches (analytic, finite difference, BFGS, or SR1), and MPP optimization algorithm selections (SQP or NIP). RBDO algorithmic variations of interest include use of bi-level or sequential approaches, use of RIA or PMA formulations for the underlying UQ, and the specific z/p/β mappings that are employed. Relative performance of these algorithmic variations will be presented in this section for a number of computational experiments performed using the DAKOTA/UQ software.
29 DAKOTA/UQ is the uncertainty quantification component of DAKOTA, 10 an open-source software framework for design and performance analysis of computational models on high performance computers. Deployment of these algorithms to realistic engineering problems is explored separately in Ref. 1 through the probabilistic analysis and design of micro-electro-mechanical systems (MEMS).
A. Lognormal ratio
This test problem has a limit state function defined by the ratio of two lognormally-distributed random variables.
The distributions for both x 1 and x 2 are Lognormal(1, 0.5) with a correlation coefficient between the two variables of 0.3.
Uncertainty quantification
For RIA, 24 response levels (. , and 1.75) are mapped into the corresponding cumulative probability levels using first-order (for MVSOSM and AMV 2 ) or second-order (for AMV 2 +, TANA, and SORM) integrations. For PMA, these 24 probability levels (the fully converged first-order or second-order results from RIA FORM/SORM) are mapped back into the original response levels. As described in Section II.B, second-order PMA with prescribed probability levels involves the use of updating schemes forβ in Eq. 16 and is the more challenging PMA case. Tables 1 and 3 show the computational results for each of the primary RIA and PMA method variants using analytic limit state gradients and Hessians, and Tables 2 and 4 show the computational results for RIA and PMA with AMV 2 + using either numerical Hessians or quasi-Newton Hessian updates. Duplicate function evaluations (detected by DAKOTA's evaluation cache) are not included in the totals, an AMV 2 +/TANA convergence tolerance of u (k+1) − u (k) 2 < 10 −4 is used to give comparable accuracy to the SORM converged results, and an asterisk ( * ) is used to indicate when one or more levels fails to converge to full accuracy. The RIA p error norms and PMA z error norms are measured relative to the corresponding fully-converged FORM or SORM results. That is, the inherent reliability analysis errors (e.g., RIA SORM p error norm of 0.05469 and PMA SORM z error norm of 0.03775) relative to a Latin Hypercube reference solution of 10 6 samples are not included in order to avoid obscuring the relative errors. Figure 1 overlays the computed CDF values for each of the eight primary method variants corresponding to Tables 1 and 3 as well as the Latin Hypercube reference solution (any unconverged CDF values, as denoted by * in the tables, are omitted for clarity). Figure 2 displays the convergence rates for different x-space MPP search methods in converging to the first RIA or PMA level.
It is evident that, relative to the fully-converged SORM results, MVSOSM has relatively poor accuracy across the full range. AMV 2 is reasonably accurate over the full range, although with mild offsets from the target response levels, and AMV 2 + and TANA have full accuracy with reductions in expense (on average) relative to SORM. For this problem, AMV 2 + with analytic Hessians and TANA are comparable, and x-space AMV 2 + is the top performer. When approximating Hessians for AMV 2 +, numerical Hessians are accurate although too expensive to be competitive, whereas SR1 quasi-Newton updates are accurate, competitive, and superior to BFGS updates (it is more important to accurately estimate curvature than to retain positive definiteness). For second-order PMA, the AMV 2 + approaches consistently find the correct solution, whereas SORM and TANA approaches have minor convergence difficulties (for the first probability level only). When looking more closely at convergence for the first RIA and PMA levels, Figure 2 shows rates that are quadratic in nature for second-order RIA, but which are more linear in nature for the successful PMA methods due to thep →β updates. Quadratic rates (and more consistent convergence) would be expected for PMA with prescribedβ levels. Finally, optimizer selection has a large effect when not employing approximations, and the NIP option can be seen to significantly outperform the SQP option and remain competitive with the approximation-based approaches.
In comparison with first-order method performance presented in Ref. 11 , most of the new second-order methods show significant improvement. With the addition of analytic Hessians, AMV 2 shows improved accuracy (e.g., a 5x reduction in RIA z offset error on average) and AMV 2 + shows faster convergence (e.g., a 35% reduction in function evaluations for x-space AMV 2 +). More importantly for practical applications, quasi-Newton SR1 x-space AMV 2 + shows a 24% reduction in expense over first-order AMV+ with no additional data requirements.
B. Short column
This test problem involves the plastic analysis and design of a short column with rectangular cross section (width b and depth h) having uncertain material properties (yield stress Y ) and subject to uncertain loads (bending moment M and axial force P ). 20 The limit state function is defined as:
The distributions for P , M , and Y are Normal(500, 100), Normal(2000, 400), and Lognormal(5, 0.5), respectively, with a correlation coefficient of 0.5 between P and M (uncorrelated otherwise). The nominal values for b and h are 5 and 15, respectively. are mapped into the corresponding cumulative probability levels using first-order (for MVSOSM and AMV 2 ) or second-order (for AMV 2 +, TANA, and SORM) integrations. For PMA, these 43 probability levels (the fully converged first-order or second-order results from RIA FORM/SORM) are mapped back into the original response levels (using updating schemes in the second-order case forβ(p)). Tables 5 and 7 show the computational results for each of the primary RIA and PMA method variants using analytic limit state gradients and Hessians, and Tables 6 and 8 show the computational results for RIA and PMA with AMV 2 + using either numerical Hessians or quasi-Newton Hessian updates. The RIA p error norms and PMA z error norms are measured relative to the corresponding fully-converged FORM or SORM results. That is, the inherent reliability analysis errors (e.g., RIA SORM p error norm of 0.01593 and PMA SORM z error norm of 0.2181) relative to a Latin Hypercube reference solution of 10 6 samples are omitted in order to avoid obscuring the relative errors. Figure 3 overlays the computed CDF values for each of the eight primary method variants corresponding to Tables 5 and 7 as well as the Latin Hypercube reference solution. case from the target response levels. In the RIA case, AMV 2 + and TANA have full accuracy and AMV 2 + with analytic Hessians reduces expense by a factor of 2.1 on average in comparison to TANA and by a factor of 3.5 on average in comparison to SORM. For PMA, AMV 2 + with analytic Hessians is both the most robust and the most efficient approach. For AMV 2 + with approximated Hessians, SR1 updating is again the best approach. In comparison with first-order AMV+ performance presented in Ref.
Uncertainty quantification
11, AMV
2 + for RIA reduces function evaluation counts by 36% with analytic Hessians and by 31% in the quasi-Newton SR1 case, on average. For PMA, where the secondorder case is more challenging than the first-order case in converging to a prescribedp, AMV 2 + reduces function evaluation counts by 27% for PMA with analytic Hessians, but increases function evaluation counts by 34% in the quasi-Newton SR1 case, on average.
Reliability-based design optimization
The short column example problem is also amenable to RBDO. An objective function of cross-sectional area and a target reliability index of 2.5 are used in the design problem:
It is important to note that only a single response/probability mapping is needed for each uncertainty analysis (instead of the 43 used previously in generating a full CDF). As is evident from the UQ results shown in Figure 3 , the nominal design of (b, h) = (5, 15) is infeasible (p(g ≤ 0) > 0.9) and the optimization must add material to obtain the target reliability at the optimal design (b, h) = (8.669, 25.00). Eq. 56 corresponds to an RIAz → β approach, whereas an RIAz → p approach would constrain p and PMAβ → z andp → z approaches would constrain z. The second-order cumulative probability corresponding to the optimal solution (used for level specification in PMAp → z and for the constraint allowable in RIĀ z → p) is p(g ≤ 0) = 0.005992, which is relatively close to the corresponding first-order probability of 0.006210. Table 9 shows the results for fully-analytic bi-level second-order RBDO employing the gradient expressions for z, β, and p (Eqs. 44-45 and 47). Constraint violations are raw norms (not normalized by allowable). SQP is used for optimization at both levels. In this case, MVSOSM and AMV 2 variants for RIA/PMA RBDO are not allowed, since the sensitivity expressions require a fully-converged MPP. The function evaluation tabulations indicate that AMV 2 +-based RBDO significantly outperforms SORM-based RBDO by a factor of 6.2 on average. Applying reliability constraints is more computationally efficient than applying probability constraints in the RIA RBDO formulation of Eq. 42 (expense reduced by a factor of 2.0 on average), since β tends to be more linear and well-scaled than p; however, only the formulations employing p capture the second-order probability corrections. That is, second-order RBDO with probability constraints is more challenging and expensive, but can be more precise in achieving desired probabilistic performance. Table 10 shows the results for sequential RBDO using a trust-region surrogate-based approach with an initial trust region size of 20%. The surrogates are second-order Taylor-series using the same analytic gradients of z, β, and p in combination with SR1 quasi-Newton Hessian updates. The sequential case is consistently more efficient than the fullyanalytic bi-level case, with expense reduced by 31% on average for this default initial trust region case. With tuning of the initial trust region, an initial size of 80% solves the problem in as few as 35 function evaluations. Relative to first-order sequential RBDO performance presented in Ref. 11, second-order approaches (analytic second-order Taylor-series at the reliability level and quasi-Newton second-order Taylor-series at the design level) save 8.7% on average and can be more precise. 
C. Cantilever beam
The next test problem involves the simple uniform cantilever beam 26, 33 shown in Figure 4 . Random variables in the problem include the yield stress R of the beam material, the Young's modulus E of the material, and the horizontal and vertical loads, X and Y , which are modeled with normal distributions using N(40000, 
or when scaled:
Uncertainty quantification
For RIA, 11 levels (0.0 to 1.0 in 0.1 increments) are employed for each limit state function (g S and g D ) and are mapped into the corresponding cumulative probability levels using first-order (for MVSOSM and AMV 2 ) or second-order (for AMV 2 +, TANA, and SORM) integrations. For PMA, these probability levels (the fully converged first-order or secondorder results from RIA FORM/SORM) are mapped back into the original response levels (using updating schemes in the second-order case forβ(p)). Tables 11 and 13 show the computational results for each of the primary RIA and PMA method variants using analytic gradients and Hessians, and Tables 12 and 14 show the computational results for RIA and PMA with AMV 2 + using either numerical Hessians or quasi-Newton Hessian updates. In this problem, since all uncertain variables are normally distributed and uncorrelated, the x-space and u-space linearization approaches are equivalent. The RIA p error norms and PMA z error norms are measured relative to the corresponding fully-converged FORM or SORM results. That is, the inherent reliability analysis errors (e.g., RIA SORM p error norm of 0.02943 and PMA SORM z error norm of 0.04198) relative to a Latin Hypercube reference solution of 10 6 samples are not included in order to avoid obscuring the relative errors. Figure 5 overlays the computed CDF values for each of the method variants as well as the Latin Hypercube reference solution (any unconverged CDF values as denoted by * in the tables are omitted for clarity). by 10% for PMA with analytic Hessians, but increases function evaluation counts by 35% in the quasi-Newton SR1 case, on average.
Reliability-based design optimization
The design problem is to minimize the weight (or, equivalently, the cross-sectional area) of the beam subject to the displacement and stress constraints. If the random variables are fixed at their means, the resulting deterministic design problem (with constraints g S ≤ 0 and g D ≤ 0) has the solution (w, t) = (2.352, 3.326) with an objective function of 7.824. When seeking reliability levels of 3.0 for these constraints, the design problem becomes: min wt
which has the solution (w, t) = (2.451, 3.884) with an objective function of 9.520. This formulation corresponds to an RIAz → β approach, whereas an RIAz → p approach would constrain p and PMAβ → z andp → z approaches would constrain z. The second-order complementary cumulative probabilities corresponding to the optimal solution (used for level specification in PMAp → z and for the constraint allowable in RIAz → p) are p(g S > 0) = 0.001350 and p(g D > 0) = 0.001145, which are equal and similar, respectively, to the corresponding first-order probabilities of 0.001350. Table 15 shows the results for fully-analytic bi-level second-order RBDO employing the gradient expressions for z, β, and p (Eqs. 44-45 and 47). Constraint violations are raw norms (not normalized by allowable), and SQP is used for optimization at both levels. AMV 2 +-based RBDO reduces expense relative to SORM-based RBDO by a factor of 2.9 on average. β-based formulations are again more computationally efficient, but lack the precision of second-order probability integrations. Table 16 shows the results for sequential RBDO using a trust-region surrogate-based approach with an initial trust region size of 20%. The surrogates are again second-order Taylor-series using analytic gradients of z, β, and p in combination with SR1 quasi-Newton Hessian updates. The sequential case is more efficient than the fully-analytic bi-level case, with expense reduced by 41% on average. With tuning of the initial trust region, an initial size of 10% solves the problem in as few as 75 function evaluations. Relative to first-order sequential RBDO performance presented in Ref. 11, second-order approaches (analytic second-order Taylor-series at the reliability level and quasi-Newton second-order Taylor-series at the design level) save 29% on average and can be more precise.
D. Steel Column
The final test problem involves the trade-off between cost and reliability for a steel column. 20 The cost is defined as
where b, d, and h are the means of the flange breadth, flange thickness, and profile height, respectively. Nine uncorrelated random variables are used in the problem to define the yield stress F s (lognormal with µ/σ = 400/35 MPa), dead weight load P 1 (normal with µ/σ = 500000/50000 N), variable load P 2 (gumbel with µ/σ = 600000/90000 N), variable load P 3 (gumbel with µ/σ = 600000/90000 N), flange breadth B (lognormal with µ/σ = b/3 mm), flange thickness D (lognormal with µ/σ = d/2 mm), profile height H (lognormal with µ/σ = h/5 mm), initial deflection F 0 (normal with µ/σ = 30/10 mm), and youngs modulus E (weibull with µ/σ = 21000/4200 MPa). The limit state has the following analytic form:
where
and the column length L is 7500 mm.
Reliability-based design optimization
This design problem demonstrates design variable insertion into random variable distribution parameters through the design of the mean flange breadth, flange thickness, and profile height. The following RBDO formulation maximizes the reliability subject to a cost constraint: 132. This corresponds to an RIĀ z → β approach, where the RIAz → p approach would minimize p and the PMAβ → z andp → z approaches would maximize z. The second-order cumulative probability corresponding to the optimal solution (used for PMAp → z) is p(g ≤ 0) = 0.001309, which differs significantly from the corresponding first-order probability of 8.678e-4. Table 17 shows the results for fully-analytic bi-level second-order RBDO employing the gradient expressions for z, β, and p (Eqs. 47-51). Constraint violations are raw norms (not normalized by allowable), and SQP and NIP are used for optimization at the design and MPP search levels, respectively. With the use of NIP at the reliability level, the benefits of AMV 2 +-based RBDO relative to SORM-based RBDO are less pronounced, with average reductions in expense of 17% on average. β-based formulations are again more computationally efficient (although less precise with the omission of second-order probability integrations) and are also more robust since second-order PMA withp had some difficulty: while it located the correct optimal solution, the final response level (marked with "*") was incorrect due to inaccuratep →β inversions. Table 18 shows the results for sequential RBDO using a trust-region surrogate-based approach with an initial trust region size of 20%. The surrogates are second-order Taylor-series using analytic gradients of z, β, and p in combination 
V. Conclusions
The effectiveness of first-order approximations, both in limit state linearization within reliability analysis and in surrogate-based RBDO, has led to additional work in second-order approximations which seek improved accuracy in probability integrations and improved computational efficiency through accelerated convergence rates.
This paper explores second-order RIA and PMA formulations using various limit state approximation (MVSOSM, x-/uspace AMV 2 , x-/u-space AMV 2 +, x-/u-space TANA, and SORM), probability integration (first-order or second-order), Hessian approximation (finite difference, BFGS, or SR1), and MPP optimization algorithm (SQP or NIP) selections. When performing thep → z PMA mapping, an updating scheme forβ is used to account for changes in the limit state curvature.
Reliability analysis results for the lognormal ratio, short column, and cantilever test problems indicate several trends.
MVSOSM and AMV 2 are significantly less expensive than AMV 2 +, TANA, and SORM, but come with corresponding reductions in accuracy. In combination, these methods provide a useful spectrum of accuracy and expense that allow the computational effort to be balanced with the precision desired for particular applications. In addition, support for forward and inverse mappings (RIA and PMA) provide the flexibility to support different UQ analysis needs. The AMV 2 + approaches were shown to be the most efficient for second-order RIA analysis and both the most robust and the most efficient for second-order PMA analysis with prescribed probability levels. Analytic Hessians were highly effective in AMV 2 +, but since they are often unavailable in practical applications, finite-difference numerical Hessians and quasiNewton Hessian approximations were also demonstrated, with SR1 quasi-Newton updates being shown to be sufficiently accurate and competitive with analytic Hessian performance. Relative to first-order AMV+ performance, AMV 2 + with analytic Hessians had consistently superior efficiency, and AMV 2 + with quasi-Newton Hessians had improved performance in most cases (it was more expensive than AMV+ only when a more challenging second-orderp problem was being solved).
An important question is how Taylor-series based limit state approximations (such as AMV+ and AMV 2 +) can frequently outperform the best general-purpose optimizers (such as SQP and NIP). The answer likely lies in the exploitation of the structure of the RIA and PMA MPP problems. By approximating the limit state but retaining u T u explicitly, specific problem structure knowledge is utilized in formulating a mixed surrogate/direct approach.
These reliability analysis capabilities provide a substantial foundation for RBDO formulations, and bi-level and sequential RBDO approaches have been investigated. Both approaches have utilized analytic gradients for z, β, and second-order p with respect to augmented and inserted design variables, and sequential RBDO has additionally utilized a trust-region surrogate-based approach to manage the extent of the second-order Taylor-series approximations.
RBDO results for the short column, cantilever, and steel column test problems build on the reliability analysis trends. In bi-level and sequential RBDO, the AMV 2 + approaches were consistently more efficient than the SORM-based approaches. In addition, sequential RBDO approaches demonstrated computational savings over the corresponding bi-level RBDO approaches. The combination of sequential RBDO using AMV 2 + was the most effective of all of the approaches. With initial trust region size tuning, RBDO computational expense for these test problems was shown to be as low as approximately 40 function evaluations per limit state (35 for a single limit state in short column, 75 for two limit states in cantilever, and 45 for a single limit state in steel column). Second-order RBDO with probability constraints was shown to be more challenging and expensive, but could be more precise in achieving the desired probabilistic performance.
Overall, second-order reliability analysis and design approaches appear to serve multiple synergistic needs. The same Hessian information that allows for more accurate probability integrations can also be applied to making MPP solutions more efficient and more robust. Conversely, limit state curvature information accumulated during an MPP search can be reused to improve the accuracy of probability estimates. Future algorithmic directions include sequential RBDO with mixed surrogate and direct models (for probabilistic and deterministic components, respectively). Initial deployment of these algorithmic capabilities within Sandia labs is targeting probabilistic analysis and design of micro-electro-mechanical systems (MEMS).
