Abstract. In this literature, the symmetric inverse generalized eigenvalue problem with submatrix constraints and its corresponding optimal approximation problem are studied. A necessary and sufficient condition for solvability is derived, and when solvable, the general solutions are presented.
That implies that (1.3) is equivalent to
(2.4) Problem 1.1 can be solved by computing the solutions K 1 , M 1 , K 2 and M 2 of (2.3) and (2.4) .
Suppose that the singular value decomposition of X 2 has been computed
where U = [U 1 , U 2 ] ∈ O(n − r), V = [V 1 , V 2 ] ∈ O(p), Σ = diag(σ 1 , . . . , σ s ), σ i > 0, i = 1, . . . , s, s = rank(X 2 ), U 1 ∈ R (n−r)×s , V 1 ∈ R p×s . Similarly, suppose that the following singular value decompositions have been computed
T , (2.6)
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As we discussed above, the general solution of Problem 1.1 can be derived by solving (2.3) and (2.4). Lemma 2.3 has presented the solvability condition and the general solution (if exists) of (2.3). Now we study (2.4) . DefineL = P 2 L T ,W = U 2 W T , and
Substitute (2.11) and (2.12) into (2.4), to get
with respect to unknown real symmetric matrices K 2 and M 2 . Repeatedly applying Lemma 2.1 and equations (2.5)-(2.8), and (2.13) has a symmetric solution K 2 if and only if
2.14)
Equation (2.14) has a symmetric solution M 2 if and only if
Now we prove that (2.16) always holds. Lemma 2.2 will be repeatedly used without being mentioned in the following analysis. Equation (2.16) has a solutionL if and only if
Recalling the SVD of (X 2 ΛX †
)
T as in (2.8), (2.18) can be rewritten aŝ
We can see that (2.19) is always solvable and the expression of its general solution is
whereŶ ∈ R (n−r)×r is arbitrary. That means (2.18) always holds and consequently there must exist a matrixL satisfying (2.16). Now substitute (2.20) into (2.16), to get The general solution of (2.21) has the form 
arbitrary. Similarly, if (2.14) and (2.15) hold, then (2.13) has a symmetric solution
where
arbitrary. 
where Now we study Problem 1.2 under the condition that the solution set S E of Problem 1.1 is not empty. Firstly, recall an useful result in [15] .
Lemma 2.5. [15] Suppose that A ∈ R q×m , ∆ ∈ R q×q , and Γ ∈ R m×m , where 
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For given matrices K a ∈ R n×n and M a ∈ R n×n in Problem 1.2, define
∈ SR (n−r)×(n−r) . Given two matrices C, D and a matrix set S, the notation ||C − A|| 2 + ||D − B|| 2 = min means that ||C − A|| 2 + ||D − B|| 2 is minimized by (A, B) ∈ S; i.e.,
Theorem 2.6. Under the conditions of Theorem 2.4 and assuming thatŶ ,Ỹ and H M2 are unique solutions of (2.15) and (2.17), Problem 1.2 has a unique solution
where 
Proof. Equation (1.4) is equivalent to
With the partitions (2.1) and (2.25) in mind, we have
Then (2.26) holds if and only if
By Lemma 2.5, (2.27) holds if and only if To end this section, we consider a sufficient condition that
under which (2.2) is reduced to
i.e.,
To solve (2.29) for symmetric matrices K 2 and M 2 is the symmetric inverse eigenvalue problem without constraints. Dai [7] studied this problem and gave an efficient algorithm for it by using QR-like decomposition with column pivoting and least squares techniques. Here we present the expression of the general symmetric solution only by generalized inverse and SVD. Theorem 2.8. Suppose X 2 and Λ are known and the singular value decomposition of X 2 is (2.5). Then (2.29) has a symmetric solution and
11 ΣΛ
21 ΣΛ
11
where M 
22 , M
22 are two arbitrary symmetric matrices, Λ
Proof. Substitute (2.5) into (2.29).
Before we consider Problem 1.2 under the condition (2.28), we give some notation.
. Theorem 2.9. If K 0 X 1 = M 0 X 1 Λ and K 1 = 0, M 1 = 0, Problem 1.2 has a solution and
11 ΣΛ 
with W being arbitrary.
Proof. It is clear that ||K − K a || 2 + ||M − M a || 2 = min if and only if 
Remark 2.10. For details about solving min
3. A special case. In this section, we consider one simple but not easy case of Problem 1.1 and Problem 1.2.
Problem 3.1. Given p eigenpairs by (X, Λ), where X ∈ R n×p and Λ ∈ R p×p is a block diagonal matrix with 2-by-2 blocks or single real eigenvalues on its main diagonal, and K 0 ∈ SR r×r . Find a real matrix K ∈ SR n×n such that
where K( [1, r] ) is the r × r leading principal submatrix of K.
where S E is the solution set of Problem 3.1.
Let X ∈ R n×p and K ∈ SR n×n have the partitions as in (2.1) and the singular value decomposition of X 2 be given as in (2.5).
Theorem 3.3. Suppose that K 0 ∈ SR r×r , X ∈ R n×p , and Λ ∈ R p×p are given as in Problem 3.1. Then Problem 3.1 is solvable if and only if
hold. 
and H ∈ SR (n−r)×(n−r) are arbitrary.
Proof. Applying (2.1), (3.1) is equivalent to the following two equations
By Lemma 2.2, (3.5) has a solution K 1 if and only if
in which case,
where Y ∈ R r×(n−r) is arbitrary. Substitute (3.7) into (3.6),
By Lemma 2.1, there exists a symmetric matrix K 2 satisfying (3.8) if and only if
Substitute (3.7) into (3.9), to get 
where L ∈ R r×(n−r) is arbitrary. Substituting (3.13) into (3.7), we have
2 . So we can see that the condition (3.10) is equivalent to (3.3) . At this point, we have found the necessary and sufficient condition for the solvability of Problem 3. 2 ) T (X 1 Λ − K 0 X 1 ) T X 1 . So we have case that the mass matrix is unit, there is a formula of the general solution which is inexpensive to compute and can be used routinely in practice.
