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Abstract
In machine learning, the notion of multi-armed bandits refers to a class of online learning
problems, in which an agent is supposed to simultaneously explore and exploit a given set of
choice alternatives in the course of a sequential decision process. In the standard setting,
the agent learns from stochastic feedback in the form of real-valued rewards. In many
applications, however, numerical reward signals are not readily available—instead, only
weaker information is provided, in particular relative preferences in the form of qualitative
comparisons between pairs of alternatives. This observation has motivated the study of
variants of the multi-armed bandit problem, in which more general representations are used
both for the type of feedback to learn from and the target of prediction. The aim of this
paper is to provide a survey of the state of the art in this field, referred to as preference-
based multi-armed bandits or dueling bandits. To this end, we provide an overview of
problems that have been considered in the literature as well as methods for tackling them.
Our taxonomy is mainly based on the assumptions made by these methods about the data-
generating process and, related to this, the properties of the preference-based feedback.
Keywords: Multi-armed bandits, online learning, preference learning, ranking, top-k
selection, exploration/exploitation, cumulative regret, sample complexity, PAC learning
1. Introduction
Multi-armed bandit (MAB) algorithms have received considerable attention and have been
studied quite intensely in machine learning in the recent past. The great interest in this
topic is hardly surprising, given that the MAB setting is not only theoretically challenging
but also practically useful, as can be seen from its use in a wide range of applications. For
example, MAB algorithms turned out to offer effective solutions for problems in medical
treatment design (Lai and Robbins, 1985; Kuleshov and Precup, 2014), online advertise-
ment (Chakrabarti et al., 2008), and recommendation systems (Kohli et al., 2013), just to
mention a few.
The multi-armed bandit problem, or bandit problem for short, is one of the simplest
instances of the sequential decision making problem, in which a learner (also called decision
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maker or agent) needs to select options from a given set of alternatives repeatedly in an
online manner—referring to the metaphor of the eponymous gambling machine in casinos,
these options are also associated with “arms” that can be “pulled”. More specifically, the
agent selects one option at a time and observes a numerical (and typically noisy) reward
signal providing information on the quality of that option. The goal of the learner is to
optimize an evaluation criterion such as the error rate (the expected percentage of playing
a suboptimal arm) or the cumulative regret (the expected difference between the sum of the
rewards actually obtained and the sum of rewards that could have been obtained by playing
the best arm in each round). To achieve the desired goal, the online learner has to cope with
the famous exploration/exploitation dilemma (Auer et al., 2002a; Cesa-Bianchi and Lugosi,
2006; Lai and Robbins, 1985): It has to find a reasonable compromise between playing the
arms that produced high rewards in the past (exploitation) and trying other, possibly even
better arms the (expected) reward of which is not precisely known so far (exploration).
The assumption of a numerical reward signal is a potential limitation of the MAB
setting. In fact, there are many practical applications in which it is hard or even impossible
to quantify the quality of an option on a numerical scale. More generally, the lack of precise
feedback or exact supervision has been observed in other branches of machine learning, too,
and has led to the emergence of fields such as weakly supervised learning and preference
learning (Fu¨rnkranz and Hu¨llermeier, 2011). In the latter, feedback is typically represented
in a purely qualitative way, namely in terms of pairwise comparisons or rankings. Feedback
of this kind can be useful in online learning, too, as has been shown in online information
retrieval (Hofmann, 2013; Radlinski et al., 2008). As another example, think of crowd-
sourcing services like the Amazon Mechanical Turk, where simple questions such as pairwise
comparisons between decision alternatives are asked to a group of annotators. The task is
to approximate an underlying target ranking on the basis of these pairwise comparisons,
which are possibly noisy and partially noncoherent (Chen et al., 2013). Another application
worth mentioning is the ranking of XBox gamers based on their pairwise online duels; the
ranking system of XBox is called TrueSkillTM (Guo et al., 2012).
Extending the multi-armed bandit setting to the case of preference-based feedback, i.e.,
the case in which the online learner is allowed to compare arms in a qualitative way, is
therefore a promising idea. And indeed, extensions of that kind have received increasing
attention in the recent years. The aim of this paper is to provide a survey of the state of
the art in the field of preference-based multi-armed bandits (PB-MAB). After recalling the
basic setting of the problem in Section 2, we provide an overview of methods that have
been proposed to tackle PB-MAB problems in Sections 3 and 4. Our taxonomy is mainly
based on the assumptions made by these methods about the data-generating process or,
more specifically, the properties of the pairwise comparisons between arms. Our survey
is focused on the stochastic MAB setup, in which feedback is generated according to an
underlying (unknown but stationary) probabilistic process; we do not cover the case of an
adversarial data-generating processes, except briefly in Section 5, although this setting has
recently received a lot of attention, too (Ailon et al., 2014a; Cesa-Bianchi and Lugosi, 2012,
2006).
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2. The Preference-based Multi-Armed Bandit Problem
The stochastic MAB problem with pairwise comparisons as actions has been studied un-
der the notion of “dueling bandits” in several papers (Yue and Joachims, 2009; Yue et al.,
2012). Although this term has been introduced for a concrete setting with specific modeling
assumptions (Sui et al., 2018), it is meanwhile used more broadly for variants of that setting,
too. Throughout this paper, we shall use the terms “dueling bandits” and “preference-based
bandits” synonymously.
Consider a fixed set of arms (options) A = {a1, . . . , aK}. As actions, the learning
algorithm (or simply the learner or agent) can perform a comparison between any pair of
arms ai and aj, i.e., the action space can be identified with the set of index pairs (i, j) such
that 1 ≤ i ≤ j ≤ K. We assume the feedback observable by the learner to be generated by
an underlying (unknown) probabilistic process characterized by a preference relation
Q = [qi,j]1≤i,j≤K ∈ [0, 1]K×K .
More specifically, for each pair of actions (ai, aj), this relation specifies the probability
P (ai ≻ aj) = qi,j (1)
of observing a preference for ai in a direct comparison with aj. Thus, each qi,j specifies a
Bernoulli distribution. These distributions are assumed to be stationary and independent,
both across actions and iterations. Thus, whenever the learner takes action (i, j), the
outcome is distributed according to (1), regardless of the outcomes in previous iterations.
The relation Q is reciprocal in the sense that qi,j = 1−qj,i for all i, j ∈ [K] = {1, . . . ,K}.
We note that, instead of only observing strict preferences, one may also allow a comparison
to result in a tie or an indifference. In that case, the outcome is a trinomial instead of a
binomial event. Since this generalization makes the problem technically more complicated,
though without changing it conceptually, we shall not consider it further. Busa-Fekete et al.
(2013, 2014b) handle indifference by giving “half a point” to both arms, which, in expecta-
tion, is equivalent to deciding the winner by tossing a coin. Thus, the problem is essentially
reduced to the case of binomial outcomes.
We say arm ai beats arm aj if qi,j > 1/2, i.e., if the probability of winning in a pairwise
comparison is larger for ai than it is for aj. Clearly, the closer qi,j is to 1/2, the harder it
becomes to distinguish the arms ai and aj based on a finite sample set from P (ai ≻ aj).
In the worst case, when qi,j = 1/2, one cannot decide which arm is better based on a finite
number of pairwise comparisons. Therefore,
∆i,j = qi,j − 1
2
appears to be a reasonable quantity to characterize the hardness of a PB-MAB task (what-
ever goal the learner wants to achieve). Note that ∆i,j can also be negative (unlike the
value-based setting, in which the quantity used for characterizing the complexity of a multi-
armed bandit task is always positive and depends on the gap between the means of the best
arm and the suboptimal arms).
3
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2.1 Pairwise probability estimation
The decision making process iterates in discrete steps, either through a finite time horizon
T = [T ] = {1, . . . , T} or an infinite horizon T = N. As mentioned above, the learner is
allowed to compare two actions in each iteration t ∈ T. Thus, in each iteration t, it selects
an index pair 1 ≤ i(t) ≤ j(t) ≤ K and observes{
ai(t) ≻ aj(t) with probability qi(t),j(t)
aj(t) ≻ ai(t) with probability qj(t),i(t)
The pairwise probabilities qi,j can be estimated on the basis of finite sample sets. Consider
the set of time steps among the first t iterations, in which the learner decides to compare
arms ai and aj , and denote the size of this set by n
t
i,j. Moreover, denoting by w
t
i,j and w
t
j,i
the frequency of “wins” of ai and aj , respectively, the proportion of wins of ai against aj
up to iteration t is then given by
q̂ ti,j =
wti,j
nti,j
=
wti,j
wti,j + w
t
j,i
.
Since our samples are assumed to be independent and identically distributed (i.i.d.), q̂ ti,j is a
plausible estimate of the pairwise probability (1). Yet, this estimate might be biased, since
nti,j depends on the choice of the learner, which in turn depends on the data; therefore, n
t
i,j
itself is a random quantity. A high probability confidence interval for qi,j can be obtained
based on the Hoeffding bound (Hoeffding, 1963), which is commonly used in the bandit
literature. Although the specific computation of the confidence intervals may differ from
case to case, they are generally of the form [q̂ ti,j ± cti,j ]. Accordingly, if q̂ ti,j − cti,j > 1/2,
arm ai beats arm aj with high probability; analogously, ai is beaten by arm aj with high
probability, if q̂ ti,j + c
t
i,j < 1/2.
2.2 Evaluation criteria
The goal of the online learner is usually stated as minimizing some kind of cumulative regret.
Alternatively, in the “pure exploration” scenario, the goal is to identify the best arm (or the
top-k arms, or a ranking of all arms) both quickly and reliably. As an important difference
between these two types of targets, note that the regret of a comparison of arms depends on
the concrete arms being chosen, whereas the sample complexity penalizes each comparison
equally.
It is also worth mentioning that the notion of optimality of an arm is far less obvious in
the preference-based setting than it is in the value-based (numerical) setting. In the latter,
the optimal arm is simply the one with the highest expected reward—more generally, the
expected reward induces a natural total order on the set of actions A. In the preference-
based case, the connection between the pairwise preferences Q and the order induced by
this relation on A is less trivial; in particular, the latter may contain preferential cycles.
We shall postpone a more detailed discussion of these issues to subsequent sections, and for
the time being simply assume the existence of an arm ai∗ that is considered optimal.
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2.3 Cumulative regret
In a preference-based setting, defining a reasonable notion of regret is not as straightforward
as in the value-based setting, where the sub-optimality of an action can be expressed easily
on a numerical scale. In particular, since the learner selects two arms to be compared in an
iteration, the sub-optimality of both of these arms should be taken into account. A com-
monly used definition of regret is the following (Yue and Joachims, 2009, 2011; Urvoy et al.,
2013; Zoghi et al., 2014a): Suppose the learner selects arms ai(t) and aj(t) in time step t.
Then, the cumulative regret incurred by the learner A up to time T is
RTA =
T∑
t=1
rt =
T∑
t=1
∆i∗,i(t) +∆i∗,j(t)
2
. (2)
This regret takes into account the optimality of both arms, meaning that the learner has
to select two nearly optimal arms to incur small regret. Note that this regret is zero if the
optimal arm ai∗ is compared to itself, i.e., if the learner effectively abstains from gathering
further information and instead fully commits to the arm ai∗ .
2.4 Regret bounds
In a theoretical analysis of a MAB algorithm, one is typically interested in providing a
bound on the (cumulative) regret produced by that algorithm. We are going to distinguish
two types of regret bound. The first one is the expected regret bound, which is of the form
E
[
RT
] ≤ B(Q,K, T ) , (3)
where E [·] is the expected value operator, RT is the regret accumulated till time step
T , and B(·) is a positive real-valued function with the following arguments: the pairwise
probabilities Q, the number of arms K, and the iteration number T . This function may
additionally depend on parameters of the learner, however, we neglect this dependence here.
The expectation is taken with respect to the stochastic nature of the data-generating process
and the (possible) internal randomization of the online learner. The regret bound (3) is
technically akin to the expected regret bound of value-based multi-armed bandit algorithms
like the one that is calculated for UCB (Auer et al., 2002a), although the parameters used
for characterizing the complexity of the learning task are different.
The bound in (3) does not inform about how the regret achieved by the learner is
concentrated around its expectation. Therefore, we consider a second type of regret bound,
namely one that holds with high probability. This bound can be written in the form
P
(
RT < B(Q,K, T, δ)
)
≥ 1− δ .
For simplicity, we also say that the regret achieved by the online learner is O(B(Q,K, T, δ))
with high probability.
2.5 Sample complexity
The sample complexity analysis is considered in a “pure exploration” setup where the
learner, in each iteration, must either select a pair of arms to be compared or terminate
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and return its recommendation. The sample complexity of the learner is then the number
of pairwise comparisons it queries prior to termination, and the corresponding bound is
denoted B(Q,K, δ). Here, 1− δ specifies a lower bound on the probability that the learner
terminates and returns the correct solution1. Note that only the number of the pairwise
comparisons is taken into account, which means that pairwise comparisons are equally
penalized, independently of the suboptimality of the arms chosen.
The recommendation of the learner depends on the task to be solved. In the simplest
case, it consists of the best arm. However, as will be discussed in Section 4, more complex
predictions are conceivable, such as a complete ranking of all arms.
The above sample complexity bound is valid most of the time (more than 1 − δ of the
runs). However, in case an error occurs and the correct recommendation is not found by the
algorithm, the bound does not guarantee anything. Therefore, it cannot be directly linked
to the expected sample complexity. In order to define the expected sample complexity, the
learning algorithm needs to terminate in a finite number of steps with probability 1. Under
this condition, running a learning algorithm on the same bandit instance results in a finite
sample complexity, which is a random number distributed according to an unknown law
P : N −→ [0, 1]. The distribution P has finite support, since the algorithm terminates in a
finite number of steps in every case. By definition, the expected sample complexity of the
learning algorithm is the finite mean of the distribution P. Moreover, the worst case sample
complexity is the upper bound of the support of P.
2.6 PAC algorithms
In many applications, one is willing to gain efficiency at the cost of optimality: The al-
gorithm is allowed to return a solution that is only approximately optimal, though it is
supposed to do so more quickly. For standard bandit problems, for example, this could
mean returning an arm the expected reward of which deviates by at most some ǫ from the
expected reward of the optimal arm.
In the preference-based setup, approximation errors are less straightforward to define.
Nevertheless, the sample complexity can also be analyzed in a PAC-framework as originally
introduced by Even-Dar et al. (2002) for value-based MABs. A preference-based MAB
algorithm is called (ǫ, δ)-PAC preference-based MAB algorithm with a sample complexity
B(Q,K, ǫ, δ), if it terminates and returns an ǫ-optimal arm with probability at least 1− δ,
and the number of comparisons taken by the algorithm is at most B(Q,K, ǫ, δ). If the
problem is to select a single arm, ǫ-optimality could mean, for example, that ∆i∗,j < ǫ,
although other notions of approximation can be used as well.
2.7 Explore-then-exploit algorithms
Most PB-MAB algorithms for optimizing regret are based on the idea of decoupling the
exploration and exploitation phases: First, the algorithm tries to identify the best arm with
high probability, and then fully commits to the arm found to be best for the rest of the
time (i.e., repeatedly compares this arm to itself). Algorithms implementing this principle
are called “explore-then-exploit” algorithms.
1. Here, we consider the pure exploration setup with fixed confidence. Alternatively, one can fix the horizon
and control the error of the recommendation (Audibert et al., 2010; Bubeck et al., 2011, 2013).
6
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Such algorithms need to know the time horizon T in advance, since being aware of the
horizon, the learning algorithm is able to control the regret incurred in case it fails to identify
the best arm. More specifically, assume a so-called exploratory algorithm A to be given,
which is able to identify the best arm ai∗ with probability at least 1−δ. By setting δ to 1/T ,
algorithm A guarantees that P
(
î∗ = i∗
)
> 1− 1/T if it terminates before iteration step T ,
where î∗ is the arm index returned by A. Thus, if A terminates and commits a mistake, i.e.,
î∗ 6= i∗, then the expected regret incurred in the exploitation phase is 1/T · O(T ) = O(1),
since the per-round regret is upper-bounded by 1 and the exploitation phase consists of at
most T steps. Consequently, the expected regret of an explore-then-exploit algorithm is
E[RT ] ≤ (1− 1/T )E[RTA] + (1/T )O(T ) = O
(
E[RTA] + 1
)
.
Note that the inequality is trivially valid if A does not terminate before T .
The same argument as given above for the case of expected regret also holds for high
probability regret bounds in the explore-then-exploit framework. In summary, the perfor-
mance of an explore-then-exploit algorithm is bounded by the performance of the explo-
ration algorithm. More importantly, since the per round regret is at most 1, the sample
complexity of the exploration algorithm readily upper-bounds the expected regret; this fact
was pointed out by Yue and Joachims (2011) and Yue et al. (2012). Therefore, like in the
case of value-based MABs, explore-then-exploit algorithms somehow blur the distinction
between the “pure exploration” and regret optimization setting.
However, in a recent study (Zoghi et al., 2014a), a novel preference-based MAB algo-
rithm is proposed that optimizes the cumulative regret without decoupling the exploration
from the exploitation phase (for more details see Section 3.1). Without decoupling, there is
no need to know the horizon in advance, which allows one to provide a horizonless regret
bound that holds for any time step T .
The regret defined in (2) reflects the average quality of the decision made by the learner.
Obviously, one can define a more strict or less strict regret by taking the maximum or
minimum, respectively, instead of the average. Formally, the strong and weak regret in
time step t are defined, respectively, as
rtmax = max
{
∆i∗,i(t),∆i∗,j(t)
}
,
rtmin = min
{
∆i∗,i(t),∆i∗,j(t)
}
.
From a theoretical point of view, when the number of pairwise comparisons is bounded by
a known horizon, these regret definitions do not lead to a fundamentally different problem.
Roughly speaking, this is because most of the methods designed for optimizing regret seek
to identify the best arm with high probability in the exploration phase, based on as few
samples as possible.
3. Learning from Coherent Pairwise Comparisons
As explained in Section 2.1, learning in the PB-MAB setting essentially means estimating
the pairwise preference matrix Q, i.e., the pairwise probabilities qi,j. The target of the
agent’s prediction, however, is not the relation Q itself, but the best arm or, more generally,
a ranking ≻ of all arms A. Consequently, the least assumption to be made is a connection
7
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between Q and ≻, so that information about the former is indicative of the latter. Or,
stated differently, the pairwise probabilities qi,j should be sufficiently coherent, so as to
allow the learner to approximate and eventually identify the target (at least in the limit
when the sample size grows to infinity). For example, if the target is a ranking ≻ on A,
then the qi,j should be somehow coherent with that ranking, e.g., in the sense that ai ≻ aj
implies qi,j > 1/2.
While this is only an example of a consistency property that might be required, different
consistency or regularity assumptions on the pairwise probabilities Q have been proposed
in the literature—needless to say, these assumptions have a major impact on how PB-
MAB problems are tackled algorithmically. In this section and the next one, we provide an
overview of approaches to such problems, categorized according to these assumptions (see
Figure 1).
3.1 Axiomatic approaches
We begin this section by collecting various assumptions on pairwise preferences that can be
found in the literature. As will be seen later on, by exploiting the (preference) structure
imposed by these assumptions, the development of efficient algorithms will become possible.
– Total order over arms: There is a total order ≻ on A, such that ai ≻ aj implies
∆i,j > 0.
– Strong stochastic transitivity : For any triplet of arms such that ai ≻ aj ≻ ak, the
pairwise probabilities satisfy ∆i,k ≥ max (∆i,j,∆j,k).
– Relaxed stochastic transitivity : There is a γ ≥ 1 such that, for any triplet of arms
such that ai ≻ aj ≻ ak, the pairwise probabilities satisfy γ∆i,k ≥ max {∆i,j,∆j,k}.
– Stochastic triangle inequality : For any triplet of arms such that ai ≻ aj ≻ ak, the
pairwise probabilities satisfy ∆i,k ≤ ∆i,j +∆j,k.
– Existence of a Condorcet winner : An arm ai is considered a Condorcet winner if
∆i,j > 0 for all j ∈ [K], i.e., if it beats all other arms in a pairwise comparison.
– Specific structural constraints on the preference matrix: We will see an example of
such constraint in subsection 3.1.6.
Note that the first assumption of a total order with arms separated by positive margins
ensures the existence of a unique best arm, which in this case coincides with the Condorcet
winner. Also note that strong stochastic transitivity is recovered from the relaxed stochastic
transitivity for γ = 1. Prior to describing the methods, we summarize the assumptions,
targets, and goals they consider in in Table 3.1.
3.1.1 Interleaved filtering
Assuming a total order over arms, strong stochastic transitivity, and the stochastic triangle
inequality, Yue et al. (2012) propose an explore-then-exploit algorithm. The exploration
step consists of a simple sequential elimination strategy, called Interleaved Filtering
8
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Preference-based (stochastic) MAB
Coherent Q
Section 3
Arbitrary Q
Section 4
Axiomatic approaches
Interleaved filtering (Yue et al.,
2012)
Beat-the-mean (Yue and Joachims,
2011)
Knockout tournaments
(Falahatgar et al., 2017b)
Sequaential elimination
(Falahatgar et al., 2017a)
Single elimination tournament
(Mohajer et al., 2017)
Successive elimination
(Jamieson et al., 2015)
RUCB (Zoghi et al., 2014a)
Relative confidence sampling
(Zoghi et al., 2014b)
MergeRUCB (Zoghi et al., 2015b)
Relative minimum empirical diver-
gence (Komiyama et al., 2015)
Verification based solution (Karnin,
2016)
Winner stays (Chen and Frazier,
2017)
Utility functions
Gradient descent
(Yue and Joachims, 2009)
Multiple-Point gradient descent
(Zhao and King, 2016)
Stochastic mirror descent
(Kumagai, 2017)
Reduction to value-based MAB
(Ailon et al., 2014b)
Multisort
(Maystre and Grossglauser,
2017)
Statistical models
Mallows (Busa-Fekete et al.,
2014a)
Plackett-Luce (Szo¨re´nyi et al.,
2015)
Preference-based racing
(Busa-Fekete et al., 2013)
PAC rank elicitation
(Busa-Fekete et al., 2014b)
Voting bandits (Urvoy et al., 2013)
Copeland confidence bound
(Zoghi et al., 2015a)
Copeland winners relative min-
imum empirical divergence
(Komiyama et al., 2016)
Double Thompson sampling
(Wu and Liu, 2016)
Sparse Sparring
(Balsubramani et al., 2016)
Generic tournament solutions
(Ramamohan et al., 2016)
Active ranking (Heckel et al., 2016)
Figure 1: A taxonomy of (stochastic) PB-MAB algorithms.
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Algorithm Assumptions Target Goal of learner
Interleaved filter-
ing (Yue et al.,
2012)
Total order over arms,
strong stochastic transi-
tivity and stochastic tri-
angle inequality
Best arm Expected regret
minimization
Beat the mean
(Yue and Joachims,
2011)
Total order over arms,
relaxed stochastic tran-
sitivity and stochastic
triangle inequality both
relative to the best arm
Best arm High probability
regret and sample
complexity min-
imization in the
PAC setting
Knockout
tournaments
(Falahatgar et al.,
2017b)
Strong stochastic tran-
sitivity and stochastic
triangle inequality
Best arm and best
ranking in the PAC
setting
Sample complexity
minimization
Sequential
elimination
(Falahatgar et al.,
2017a)
Strong stochastic tran-
sitivity
Best arm and best
ranking in the PAC
setting
Sample complexity
minimization
Single elimina-
tion tournament
(Mohajer et al.,
2017)
Total order over arms Top-k ranking Sample complexity
minimization
Successive
elimination
(Jamieson et al.,
2015)
A specific type of struc-
tural constraints on the
preference matrix
Borda winner with
high probability
Sample complexity
minimization
Preference-
based UCB
(Zoghi et al.,
2014a)
Existence of a Con-
dorcet winner
Condorcet winner Expected and high
probability regret
minimization
Relative confi-
dence sampling
(Zoghi et al.,
2014b)
Existence of a Con-
dorcet winner
Condorcet winner Regret minimiza-
tion
MergeRUCB
(Zoghi et al.,
2015b)
Existence of a Con-
dorcet winner
Condorcet winner High probability
regret minimiza-
tion
Relative min-
imum empir-
ical divergence
(Komiyama et al.,
2015)
Existence of a Con-
dorcet winner
Condorcet winner Regret minimiza-
tion
Verification based
solution (Karnin,
2016)
Existence of a Con-
dorcet winner
Condorcet winner Sample complexity
minimization
Winner stays
(Chen and Frazier,
2017)
Existence of a Con-
dorcet winner or a total
order over the arms
Condorcet winner Expected weak and
strong regret mini-
mization
Table 1: Axiomatic approaches for the dueling bandits problem.
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(IF), which identifies the best arm with probability at least 1 − δ. The IF algorithm
successively selects an arm which is compared to other arms in a one-versus-all manner.
More specifically, the currently selected arm ai is compared to the rest of the active (not
yet eliminated) arms. If an arm aj beats ai, that is, q̂i,j + ci,j < 1/2, then ai is eliminated,
and aj is compared to the rest of the (active) arms, again in a one-versus-all manner. In
addition, a simple pruning technique can be applied: if q̂i,j − ci,j > 1/2 for an arm aj at
any time, then aj can be eliminated, as it cannot be the best arm anymore (with high
probability). After the exploration step, the exploitation step simply takes the best arm âi∗
found by IF and repeatedly compares âi∗ to itself.
The authors analyze the expected regret achieved by IF. Assuming the horizon T to be
finite and known in advance, they show that IF incurs an expected regret
E
[
RTIF
]
= O
(
K
minj 6=i∗ ∆i∗,j
log T
)
.
3.1.2 Beat the mean
In a subsequent work, Yue and Joachims (2011) relax the strong stochastic transitivity prop-
erty and only require relaxed stochastic transitivity for the pairwise probabilities. Further,
both the relaxed stochastic transitivity and the stochastic triangle inequality are required
to hold only relative to the best arm, i.e., only for triplets where i is the index of the best
arm ai∗ .
With these relaxed properties, Yue and Joachims (2011) propose a preference-based
online learning algorithm called Beat-The-Mean (BTM), which is an elimination strategy
resembling IF. However, while IF compares a single arm to the rest of the (active) arms in
a one-versus-all manner, BTM selects an arm with the fewest comparisons so far and pairs
it with a randomly chosen arm from the set of active arms (using the uniform distribution).
Based on the outcomes of the pairwise comparisons, a score bi is assigned to each active
arm ai, which is an empirical estimate of the probability that ai is winning in a pairwise
comparison (not taking into account which arm it was compared to). The idea is that
comparing an arm ai to the “mean” arm, which beats half of the arms, is equivalent to
comparing ai to an arm randomly selected from the active set. One can deduce a confidence
interval for the bi scores, which allows for deciding whether the scores for two arms are
significantly different. An arm is then eliminated as soon as there is another arm with a
significantly higher score.
In the regret analysis of BTM, a high probability bound is provided for a finite time
horizon. More precisely, the regret accumulated by BTM is
O
(
γ7K
minj 6=i∗ ∆i∗,j
log T
)
with high probability. This result is stronger than the one proven for IF, in which only the
expected regret is upper bounded. Moreover, this high probability regret bound matches
with the expected regret bound in the case γ = 1 (strong stochastic transitivity). The
authors also analyze the BTM algorithm in a PAC setting, and find that BTM is an
(ǫ, δ)-PAC preference-based learner (by setting its input parameters appropriately) with
a sample complexity of O(γ6K
ǫ2
log KNδ ) if N is large enough, that is, N is the smallest
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positive integer for which N =
⌈
36γ6
ǫ2 log
K3N
δ
⌉
. One may simplify this bound by noting
that N < N ′ =
⌈
864γ6
ǫ2 log
K
δ
⌉
. Therefore, the sample complexity is
O
(
γ6K
ǫ2
log
Kγ log(K/δ)
δǫ
)
.
3.1.3 Knockout tournaments
Falahatgar et al. (2017b) assume strong stochastic transitivity and stochastic triangle in-
equality and consider the goals of finding the best arm as well as the best ranking in the
PAC setting. More specifically, for any given ǫ, δ > 0, the algorithm for the best arm must
output an arm i such that, with probability at least 1− δ, for all j 6= i,∆i,j ≥ −ǫ, and the
algorithm for the best ranking must output, with probability at least 1 − δ, a ranking r
such that ∆i,j ≥ −ǫ whenever ri > rj.
For the best arm problem they propose the KNOCKOUT algorithm, which is based on
Knockout tournaments and has a sample complexity of O (K
ǫ2
(1 + log 1δ )
)
. The KNOCK-
OUT algorithm takes as input the set of all arms and runs in rounds, in which arms are
randomly paired. At the end of each round, the size of the input is halved while ensuring
that the maximum arm in the output set is comparable to the maximum arm in the input
set, i.e., the ∆-value corresponding to them is no more than ǫ.
For the best ranking problem, the authors propose the Binary-Search-Ranking algo-
rithm, which uses O
(
K logK(log logK)3
ǫ3
)
comparisons for δ = 1K . This algorithm comprises
three major steps. In the first step, it randomly selects a set of arms of size K(logK)x , called
anchors, and ranks them using a procedure called Rank-x—an (ǫ, δ)-PAC ranking algo-
rithm, which for any x > 1, uses O (K
ǫ2
(logK)x log Kδ
)
comparisons, while at the same time
creating K(logK)x − 1 bins between each two successive anchors. Then, in the second step, a
random walk on a binary search tree is used to assign each arm to a bin. Finally, in the
last step, the output ranking is produced. To this end, the arms that are close to an anchor
are ranked close to it, while arms that are distant from two successive anchors are ranked
using Rank-x.
3.1.4 Sequential elimination
Seeking the same goals as Falahatgar et al. (2017b), but this time only requiring the prop-
erty of strong stochastic transitivity, Falahatgar et al. (2017a) present the Seq-Eliminate
algorithm for the best arm problem, which uses O(K) comparisons. The algorithm adopts
a sequential elimination technique to find the best arm. More specifically, it starts by se-
lecting a running arm at random, and keeps comparing it to another random competing
arm until the better of the two is determined. It then proceeds to the next competition
stage, after setting the winner from the last stage as the new running arm and eliminating
the loser. The algorithm stops as soon as only a single arm remains.
For the best ranking problem however, the authors show that any algorithm needs
Ω(K2) comparisons by considering a model for which they reduce the problem of finding
1/4-ranking to finding a coin with bias 1 among K(K−1)2 − 1 other fair coins and showing
that any algorithm requires quadratically many comparisons.
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The authors also consider the Borda-score metric without any assumptions. The Borda
score of an arm ai is s(ai) =
1
K
∑
j qi,j, which gives its probability of winning against a
randomly selected arm from the rest of arms. An arm ai such that s(i) = maxj s(j) is
called Borda maximal or winner. An arm ai such that s(i) ≥ maxj s(j)− ǫ is called ǫ-Borda
maximal. A permutation a1, . . . , an such that for all 1 ≤ j ≤ n−1, s(aj) ≥ s(aj+1) is called
a Borda ranking. A permutation a1, . . . , an such that for all 1 ≤ j ≤ k ≤ n, s(aj) ≥ s(ak)−ǫ
is called an ǫ-Borda ranking.
They show that the problem of finding an ǫ-Borda maximum can be solved using linearly
many comparisons by showing that PAC optimal algorithms for the standard MAB setting
can be used to solve the Borda score setting using the so-called Borda reduction of the
dueling bandits to the standard MAB problem, in which drawing a sample from an arm i
is simulated by dueling it with another randomly selected arm.
For the problem of finding an ǫ-Borda ranking, they present an algorithm that requires
O(K logK) comparisons. The algorithm first approximates the Borda scores of all arms
with an additive error of ǫ/2, then second ranks the arms based on these approximate scores.
3.1.5 Single elimination tournament
Under the assumption of the existence of a total order over the arms, Mohajer et al. (2017)
study the top-k ranking problem, in which the goal is to find the top-k out of the K arms
in order, and the top-k partitioning problem, where of interest is only the set of the top-k
arms, using the error rate performance metric.
They first characterize an upper bound on the sample size required for both problems,
and demonstrate the benefit in sample complexity of active over passive ranking.
Then, they present the Select algorithm for identifying the top arm, which can be seen
as a customized Single-elimination tournament, consisting of multiple layers, where in each
layer, pairs of arms are randomly built first, and on the basis of pairwise comparisons, one
arm is retained and the other one is eliminated. This process is repeated until the top arm
is identified. They subsequently show that the algorithm Select finds the top arm with
high probability and has sample complexity O(K log logK
∆2
1,2
).
Lastly, they generalize the Select to the Top algorithm, which works for both top-k
ranking and partitioning, by first splitting the arms into k sub-groups, then identifying the
top arm in each sub-group using Select, and finally forming a short list that includes all
winners from the sub-groups. For the formed list, they build a heap data structure, from
which they extract the top-k arms one after another, while whenever a top arm is extracted
from its list, the second top arm from that list is identified and reinserted into the short
list. The Top algorithm achieves the sample complexity O
(
(K+k log k)max{log k,log logK}
∆k
)
,
where ∆k = mini∈[k]minj:j≥i∆
2
i,j in the case of ranking and ∆k = ∆
2
k,k+1 in the case of
partitioning.
3.1.6 Successive elimination
Jamieson et al. (2015) focus on the pure exploration problem of finding the best arm ac-
cording to the Borda criterion and consider a specific type of structural constraints on the
preference matrix; a sparsity model in which there are a small set of top candidates that
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are similar to each other, and a large set of irrelevant candidates, which would always lose
in a pairwise comparison against one of the top candidates.
They first show that, in such a situation, the Borda reduction in which the number of
samples required only depends on the Borda scores, but not on the individual entries of
the preference matrix may result in very poor performance. Subsequently, they propose the
Successive Elimination with Comparison Sparsity (SECS) algorithm which automatically
exploits this kind of structure by determining which of two arms is better on the basis
of their performance with respect to a sparse set of comparison arms, leading to signifi-
cant sample complexity improvements compared to the Borda reduction scheme. Basically,
SECS implements the successive elimination strategy of Even-Dar et al. (2006) together
with the Borda reduction and an additional elimination criterion that exploits sparsity.
More specifically, SECS maintains an active set of arms of potential Borda winners, and
at each time, it chooses an arm uniformly at random and compares it with all the arms in
the active set. The algorithm terminates when only one arm remains.
3.1.7 Preference-based UCB
In a work by Zoghi et al. (2014a), the well-known UCB algorithm (Auer et al., 2002a) is
adapted from the value-based to the preference-based MAP setup. One of the main ad-
vantages of the proposed algorithm, called RUCB (for Relative UCB), is that only the
existence of a Condorcet winner is required. The RUCB algorithm is based on the “opti-
mism in the face of uncertainty” principle, which means that the arms to be compared next
are selected based on the optimistic estimates of the pairwise probabilities, that is, based on
the upper bounds q̂i,j + ci,j of the confidence intervals. In an iteration step, RUCB selects
the set of potential Condorcet winners for which all q̂i,j + ci,j values are above 1/2, and
then selects an arm ai from this set uniformly at random. Finally, ai is compared to the
arm aj, j = argmaxℓ 6=i q̂i,ℓ + ci,ℓ, that may lead to the smallest regret, taking into account
the optimistic estimates.
In the analysis of the RUCB algorithm, horizonless bounds are provided, both for the
expected and high probability regret. Thus, unlike the bounds for IF and BTM, these
bounds are valid for each time step. Both the expected regret bound and high probability
bound of RUCB are O(K2 +K log T ). However, while the regret bounds of IF and BTM
only depend on minj 6=i∗ ∆i∗,j, the constants are now of different nature, despite being still
calculated based on the ∆i,j values. Therefore, the regret bounds for RUCB are not directly
comparable with those given for IF and BTM. Moreover, the regret bound for IF and BTM
is derived based on the so-called explore-and-exploit technique which requires the knowledge
of the horizon in advance, whereas regret bounds for RUCB, both the high probability and
expectation one, are finite time bounds, thus they hold for any time step T .
3.1.8 Relative confidence sampling
Zoghi et al. (2014b) consider the cumulative regret minimization setting assuming the ex-
istence of a Condorcet winner. They propose the relative confidence sampling (RCS) al-
gorithm, whose goal is to reduce cumulative regret by being less conservative than existing
methods when eliminating arms from comparison. More specifically, RCS proceeds in two
phases. First, the results of the comparisons conducted so far are used to simulate a round-
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robin tournament among the arms, in which posterior distributions over the expected value
of each arm are maintained and sampling is performed from those posteriors to determine
a champion, which is then compared in a second phase against a challenger deemed to
have the best chance of beating it. As more comparisons are conducted, it becomes more
likely that the best arm is selected as both champion and challenger, causing regret to fall
over time. The authors present experimental results on learning to rank datasets but no
theoretical guarantees for the algorithm.
3.1.9 MergeRUCB
Zoghi et al. (2015b) consider the problem of finding the Condorcet winner while minimiz-
ing the total regret accumulated, when the number of arms is large. To reduce the overall
number of comparisons carried out, they use the MergeRUCB algorithm which proceeds,
in a similar divide-and-conquer strategy as the merge sort algorithm, by first grouping the
arms in small batches and then processing them separately before merging them together.
Further, because of the stochasticity of the feedback the algorithm gets, the local compar-
isons between two arms within each batch are run multiple times before eliminating loosing
arms based on upper confidence bounds of the preference probabilities. When the procedure
encounters similar arms, the best arm in the batch is used to eliminate them, and if only
similar arms are present in a batch or its size becomes small, then the latter is merged with
another one with more variety. The process ends when only a single arm remains, that is
guaranteed, with high probability, to be the Condorcet winner.
Under the assumptions, that there is no repetition of arms, unless they are uninfor-
mative, i.e., they provide no useful information and lose to all others, and that at most
a third of the arms are uninformative, they provide theoretical performance guarantees in
terms of high probability bounds on the total regret accumulated by the algorithm, which
is logarithmic in the number of time-steps T and linear in K, taking the form O(K log T )
improving upon the regret bound of RUCB by eliminating the K2 factor.
3.1.10 Relative minimum empirical divergence
Komiyama et al. (2015) assume that the preference matrix has a Condorcet winner, and pro-
pose the Relative Minimum Empirical Divergence (RMED) algorithm that is inspired by the
Deterministic Minimum Empirical Divergence (DMED) algorithm (Honda and Takemura,
2010). RMED is based on the empirical Kullback-Leibler (KL) divergence between Bernoulli
distributions with parameters corresponding to the probability that one arm being pre-
ferred to another one and draws arms that are likely to be the Condorcet winner with high
probability. Based on the information divergence, they show a regret bound of the form
O(K log T ) for RMED, which is optimal in the sense that its constant factor matches the
asymptotic lower bound under the Condorcet and also the total order assumption.
They also provide the RMED2 algorithm, which shares its main routine with RMED,
but differs from it in the way how it selects the comparison target of the first selected arm.
More specifically, RMED2 tries to select the arm that is most likely the Condorcet winner
for most rounds, and explores from time to time in order to reduce the regret increase when
it fails to estimate the true Condorcet winner correctly. For ease of analysis, they further
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propose the algorithm RMED2 Fixed Horizon (RMED2FH), which is a static version of
RMED2, and show that it is asymptotically optimal under the Condorcet assumption.
3.1.11 Verification based solution
Karnin (2016) considers the problem of finding the best arm in stochastic MABs in the
pure exploration setting with the goal of minimizing the sample complexity, focusing on
the scenario where the failure probability is very small, and presents the Explore-Verify
framework for improving the performance of the task in multiple generalizations of the
MAB setting, including dueling bandits with the Condorcet assumption. The framework is
based on the fact that in MAB problems with structure, the task of verifying the optimality
of a candidate is easier than discovering the best arm, which leads to a design in which first
the arms are explored and a candidate best arm is obtained with probability 1−κ for some
constant κ, and then it is verified whether the found arm is indeed the best with confidence
1 − δ. If the exploration procedure was correct, the sample complexity will be the sum of
the one of the exploration algorithm which is independent of δ, and the one of the easier
verification task which depends on δ. Thus, for small values of δ, the savings are large,
regardless whether the sample complexity is dominated by that of the verification task, or
by that of the original task with a constant failure probability.
In concrete terms for the setting of dueling bandits with the Condorcet assumption in
the high confidence regime, the exploration procedure queries all pairs until it finds, for each
suboptimal arm ai, an arm aj with qi,j < 1/2; the exploration algorithm provides as output
the identity of the optimal arm, together with the identity of an arm aj(ai) that beats ai by
the largest gap for each sub-optimal arm ai. The verification procedure proceeds from the
above advice by making sure that for each allegedly sub-optimal ai, the arm aj(ai) indeed
beats it. This exploration verification algorithm leads to a sample complexity that is an
improvement of the one from (Komiyama et al., 2015) by more than Kǫ for large δ and
ǫ ∈ (0, 1).
3.1.12 Winner stays
Chen and Frazier (2017) study the dueling bandit problem in the Condorcet winner setting,
and consider two notions of regret: strong regret, which is 0 only when both arms pulled are
the Condorcet winner; and the weak regret, which is 0 if either arm pulled is the Condorcet
winner. They propose the Winner Stays (WS) algorithm with variations for each kind of
regret. WS for weak regret (WS-W) which runs in a sequence of rounds, in each of which,
pairs of arms play each other in a sequence of iterations, and the winner from an iteration
plays in the next iteration against a randomly selected arm from those that have not yet
played in the round. At the end of a round, the winner is considered first in the next
round. And WS for strong regret (WS-S), which uses WS-W as a subroutine and in which
each round consists of an exploration phase, whose length increases exponentially with the
number of phases and an exploitation phase.
The authors prove that WS-W has expected cumulative weak regret that is constant
in time, with dependence on the number of arms K given by O(K2) under the Condorcet
winner setting, and O(K logK) under the total order setting, and that WS-S has expected
cumulative strong regret that is O(K2+K log T ) under the Condorcet winner setting, and
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O(K logK+K log T ) under the total order setting, both of which have optimal dependence
on T . Further, they also consider utility-based extensions of weak and strong regret, and
show that their bounds also apply here, with a small modification. It is worth to mentiom
that even if the regret bound of these algorithms are not optimal, they are unique in a sense
that the Gambler’s ruin problem is used to upper bound the number of pull of sub-optimal
arms, whereas all regret optimization algorithm which we review in this study, make use of
the Chernoff bound in some way,
3.2 Regularity through latent utility functions
The representation of preferences in terms of utility functions has a long history in decision
theory (Fishburn, 1970). The idea is that the absolute preference for each choice alternative
can be reflected by a real-valued utility degree. Obviously, such degrees immediately impose
a total order on the set of alternatives. Typically, however, the utility degrees are assumed
to be latent and not directly observable.
3.2.1 Gradient descent
In (Yue and Joachims, 2009), a preference-based stochastic MAB setting is introduced in
which the pairwise probabilities are directly derived from the (latent) utilities of the arms.
More specifically, the authors assume a space S of arms, which is not necessarily finite2.
The probability of an arm a ∈ S beating arm a′ ∈ S is given by
P(a ≻ a′) = 1
2
+ δ(a, a′)
where δ : S × S → [−1/2, 1/2]. Obviously, the closer the value of the function δ is to 0,
the harder it becomes to compare the corresponding pair of arms. The authors furthermore
assume the pairwise δ-values to be connected to an underlying (differentiable and strictly
concave) utility function u : S → R:
1
2
+ δ(a, a′) = σ
(
u(a)− u(a′)) ,
where σ : R→ [0, 1] is called link function, as it establishes a connection between the pair-
wise probabilities and utilities. This function is assumed to satisfy the following conditions:
limx→∞ σ(x) = 1 and limx→−∞ σ(x) = 0, σ(x) = 1 − σ(−x), σ(0) = 1/2. An example of
such a function is the logistic function given by σ(x) = 1/(1 + exp(−x)), which was used
by Yue and Joachims (2009).
The problem of finding the optimal arm can be viewed as a noisy optimization task
(Finck et al., 2011). The underlying search space is S, and the function values cannot be
observed directly; instead, only noisy pairwise comparisons of function values (utilities) are
available. In this framework, it is hard to have a reasonable estimate for the gradient. There-
fore, the authors opt for applying an online convex optimization method (Flaxman et al.,
2005), which does not require the gradient to be calculated explicitly, and instead optimizes
2. This space corresponds to our set of arms A. However, as we assume A to be finite, we use another
notation here.
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the parameter by estimating an unbiased gradient approximation. This optimization algo-
rithm is an iterative search method that proceeds in discrete time step 1, ..., t, .... In time
step t, assume that the current point is at ∈ S. Then it draws a random direction ut from
the unit ball uniformly, and calculates PS(at+ δut), with PS(·) denoting the projection into
S, and δ an exploratory learning step parameter.
In the theoretical analysis of the proposed method, called Dueling Bandit Gradient
Descent (DBGD), the regret definition is similar to the one in (2), and can be written as
RT =
T∑
t=1
δ(a∗, at) + δ(a∗, a
′
t) .
Here, however, the reference arm a∗ is the best one known only in hindsight. In other words,
a∗ is the best arm among those evaluated during the search process.
Under a strong convexity assumption on δ, an expected regret bound for the proposed
algorithm is derived. More specifically, assuming the search space S to be given by the
d-dimensional ball of radius R, the expected regret is
E[RT ] ≤ 2T 3/4
√
10RdL ,
where L is the Lipschitz constant of δ.
3.2.2 Multiple-point gradient descent
In an attempt to improve the performance of the DBGD algorithm (Yue and Joachims,
2009), which may suffer from large variance due to the fact that exploration is performed
based on one exploratory parameter that is a sum of the current parameter at and a real
multiple of a stochastic uniform vector ut, Zhao and King (2016) propose two extensions
of DBGD, a Dual-Point Dueling Bandit Gradient Descent (DP-DBGD) method and a
Multi-Point Deterministic Gradient Descent (MP-DGD) method, which construct gradient
exploration from multiple directions within one time step.
More specifically, DP-DBGD extends the exploration in DBGD to two exploratory
parameters constructed by two opposite stochastic directions at+ δut and at − δut, instead
of only one exploring parameter, to reduce the variance of the gradient approximation.
MP-DGD constructs a set of deterministic standard unit basis vectors for exploration,
and updates the parameter by walking along the combination of exploratory winners from
the basis ones, where the winner vectors are the ones that perform better than the current
parameter.
3.2.3 Stochastic mirror descent
Kumagai (2017) studies the utility-based dueling bandit problem imposing convexity and
smoothness assumptions for the utility function, which are stronger than those in (Yue and Joachims,
2009), and which guarantee the existence of a unique minimizer of the utility function, and
other assumptions on the link function, which are weaker than those in (Ailon et al., 2014b)
and satisfied by common functions, including the logistic function used in (Yue and Joachims,
2009), the linear function used in (Ailon et al., 2014b), and the Gaussian distribution func-
tion.
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Motivated by the fact that Yue and Joachims (2009) use a stochastic gradient descent
algorithm for the dueling bandits problem, the authors propose to use a stochastic mirror
descent algorithm, which achieves near optimal order in convex optimization. They first
reduce the dueling bandit problem to a locally-convex optimization problem and then show
that the regret of dueling bandits and function optimization under noisy comparisons are
essentially equivalent.
The proposed algorithm, called Noisy Comparison-based Stochastic Mirror Descent
(NC-SMD), achieves a regret bound of O (√T log T ) in expectation, which is optimal
except for a logarithmic factor.
3.2.4 Reduction to value-based MAB
Ailon et al. (2014b) propose various methodologies to reduce the utility-based PB-MAB
problem to the standard value-based MAB problem. In their setup, the utility of an arm is
assumed to be in [0, 1]. Formally, u : S → [0, 1], and the link function is a linear function
σlin(x) =
1
2x. Therefore, the probability of an arm a ∈ S beating another arm a′ ∈ S is
P(a ≻ a′) = 1 + u(a)− u(a
′)
2
,
which is again in [0, 1]. The regret considered is the one defined in (2), where the reference
arm ai∗ is the globally best arm with maximal utility.
In (Ailon et al., 2014b), two reduction techniques are proposed for a finite and an infinite
set of arms. In both techniques, value-based MAB algorithms such as UCB (Auer et al.,
2002a) are used as a black box for driving the search in the space of arms. For a finite
number of arms, value-based bandit instances are assigned to each arm, and these bandit
algorithms are run in parallel. More specifically, assume that an arm i(t) is selected in
iteration t (to be explained in more detail shortly). Then, the bandit instance that belongs
to arm i(t) suggests another arm j(t). These two arms are then compared in iteration
t, and the reward, which is 0 or 1, is assigned to the bandit algorithm that belongs to
i(t). In iteration t + 1, the arm j(t) suggested by the bandit algorithm is compared, that
is, i(t + 1) = j(t). What is nice about this reduction technique is that, under some mild
conditions on the performance of the bandit algorithm, the preference-based expected regret
defined in (2) is asymptotically identical to the one achieved by the value-based algorithm
for the standard value-based MAB task.
For infinitely many arms, the reduction technique can be viewed as a two player game.
A run is divided into epochs: the ℓ-th epoch starts in round t = 2ℓ and ends in round
t = 2ℓ+1 − 1, and in each epoch the players start a new game. During the ℓth epoch, the
second player plays adaptively according to a strategy provided by the value-based bandit
instance, which is able to handle infinitely many arms, such as the ConfidenceBall algorithm
by Dani et al. (2008). The first player obeys some stochastic strategy, which is based on
the strategy of the second player from the previous epoch. That is, the first player always
draws a random arm from the multi-set of arms that contains the arms selected by the
second player in the previous epoch. This reduction technique incurs an extra log T factor
to the expected regret of the value-based bandit instance.
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3.2.5 Multisort
Maystre and Grossglauser (2017) address the ranking problem when comparison outcomes
are generated from the Bradley-Terry (BT) (Bradley and Terry, 1952) probabilistic model
with parameters θ = (θ1, . . . , θK) ∈ RK+ , which represent the utilities of the arms. Using
the BT model, the probability that an arm ai is preferred to aj is given by
P(ai ≻ aj) = 1
1 + exp[−(θi − θj)] .
Thus, they end up with a utility-based MAB instance with the logistic link function as in
(Yue and Joachims, 2009).
Under the assumption that the distance between adjacent parameters is stochastically
uniform across the ranking, they first show that the output of a single call of theQuickSort
algorithm (Hoare, 1962) is a good approximation to the ground-truth ranking in terms of
the quality of a ranking estimate by its displacement with respect to the ground truth
measured by the Spearman’s footrule distance given by F (σ, τ) =
∑n
i=1 |σ(i)− τ(i)|, where
σ(i) and τ(i) are the ranks of i according to the rankings σ and τ respectively. Then they
show that the aggregation of O(log5K) independent runs of QuickSort using Copeland’s
method (Copeland, 1951), in which the arms are increasingly sorted by their scores given
by the total number of pairwise wins, can recover the ground truth everywhere, except at
a vanishing fraction of the items, i.e., all but a vanishing fraction of the arms are correctly
ranked, based on which they propose an active-learning strategy that consists of repeatedly
sorting the items. More specifically, for a budget of c pairwise comparisons, they run
QuickSort repeatedly until the budget is exhausted to get a set of c comparison pairs and
their outcomes while ignoring the produced rankings themselves, and then they induce the
final ranking estimate from the ML estimate over the set of all the c pairwise comparison
outcomes.
3.3 Regularity through statistical models
Since the most general task in the realm of preference-based bandits is to elicit a ranking
of the complete set of arms based on noisy (probabilistic) feedback, it is quite natural to
establish a connection to statistical models of rank data (Marden, 1995).
The idea of relating preference-based bandits to rank data models has been put forward
by Busa-Fekete et al. (2014a), who assume the underlying data-generating process to be
given in the form of a probability distribution P : SK → [0, 1]. Here, SK is the set of all
permutations of [K] (the symmetric group of order K) or, via a natural bijection, the set
of all rankings (total orders) of the K arms.
The probabilities for pairwise comparisons are then obtained as marginals of P. More
specifically, with P(r) the probability of observing the ranking r, the probability qi,j that
ai is preferred to aj is obtained by summing over all rankings r in which ai precedes aj :
qi,j = P(ai ≻ aj) =
∑
r∈L(rj>ri)
P(r) (4)
where L(rj > ri) = {r ∈ SK | rj > ri} denotes the subset of permutations for which the rank
rj of aj is higher than the rank ri of ai (smaller ranks indicate higher preference). In this
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setting, the learning problem essentially comes down to making inference about P based on
samples in the form of pairwise comparisons.
3.3.1 Mallows
Busa-Fekete et al. (2014a) assume the underlying probability distribution P to be a Mallows
model (Mallows, 1957), one of the most well-known and widely used statistical models of
rank data (Marden, 1995). The Mallows model or, more specifically, Mallows φ-distribution
is a parameterized, distance-based probability distribution that belongs to the family of
exponential distributions:
P(r | θ, r˜) = 1
Z(φ)
φd(r,r˜) (5)
where φ and r˜ are the parameters of the model: r˜ = (r˜1, . . . , r˜K) ∈ SK is the location
parameter (center ranking) and φ ∈ (0, 1] the spread parameter. Moreover, d(·, ·) is the
Kendall distance on rankings, that is, the number of discordant pairs:
d(r, r˜) =
∑
1≤i<j≤K
I{ (ri − rj)(r˜i − r˜j) < 0 } ,
where I{·} denotes the indicator function. The normalization factor in (5) can be written
as
Z(φ) =
∑
r∈SK
P(r | θ, r˜) =
K−1∏
i=1
i∑
j=0
φj
and thus only depends on the spread (Fligner and Verducci, 1986). Note that, since d(r, r˜) =
0 is equivalent to r = r˜, the center ranking r˜ is the mode of P(· | θ, r˜), that is, the most
probable ranking according to the Mallows model.
In (Busa-Fekete et al., 2014a), three different goals of the learner, which are all meant
to be achieved with probability at least 1 − δ, are considered, depending on whether the
application calls for the prediction of a single arm, a full ranking of all arms, or the entire
probability distribution:
– The MPI problem consists of finding the most preferred item i∗, namely the item
whose probability of being top-ranked is maximal:
i∗ = argmax
1≤i≤K
Er∼P I{ri = 1} = argmax
1≤i≤K
∑
r∈L(ri=1)
P(r)
– The MPR problem consists of finding the most probable ranking r∗:
r∗ = argmax
r∈SK
P(r)
– The KLD problem calls for producing a good estimate P̂ of the distribution P, that
is, an estimate with small KL divergence:
KL
(
P, P̂
)
=
∑
r∈SK
P(r) log
P(r)
P̂(r)
< ǫ
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In the case of Mallows, it is easy to see that r˜i < r˜j implies qi,j > 1/2 for any pair of
items ai and aj. That is, the center ranking defines a total order on the set of arms: If
an arm ai precedes another arm aj in the (center) ranking, then ai beats aj in a pairwise
comparison3. Moreover, as shown by Mallows (1957), the pairwise probabilities can be
calculated analytically as functions of the model parameters φ and r˜ as follows: Assume
the Mallows model with parameters φ and r˜. Then, for any pair of items i and j such that
r˜i < r˜j , the pairwise probability is given by qi,j = g(r˜i, r˜j , φ), where
g(i, j, φ) = h(j − i+ 1, φ)− h(j − i, φ)
with h(k, φ) = k/(1 − φk). Based on this result, one can show that the “margin”
min
i 6=j
|1/2 − qi,j|
around 1/2 is relatively wide; more specifically, there is no qi,j ∈ ( φ1+φ , 11+φ). Moreover, the
result also implies that qi,j−qi,k = O(ℓφℓ) for arms ai, aj , ak satisfying r˜i = r˜j−ℓ = r˜k−ℓ−1
with 1 < ℓ, and qi,k − qi,j = O(ℓφℓ) for arms ai, aj , ak satisfying r˜i = r˜j + ℓ = r˜k + ℓ + 1
with 1 < ℓ. Therefore, deciding whether an arm aj has higher or lower rank than ai (with
respect to r˜) is easier than selecting the preferred option from two candidates aj and ak for
which j, k 6= i.
Based on these observations, one can devise an efficient algorithm for identifying the
most preferred arm when the underlying distribution is Mallows. The algorithm proposed
in (Busa-Fekete et al., 2014a) for the MPI problem, called MallowsMPI, is similar to the
one used for finding the largest element in an array. However, since a stochastic environment
is assumed in which the outcomes of pairwise comparisons are random variables, a single
comparison of two arms ai and aj is not enough; instead, they are compared until
1/2 /∈ [ q̂i,j − ci,j, q̂i,j + ci,j ] . (6)
This simple strategy finds the most preferred arm with probability at least 1−δ for a sample
complexity that is of the form O
(
K
ρ2 log
K
δρ
)
, where ρ = 1−φ1+φ .
For the MPR problem, a sampling strategy called MallowsMerge is proposed, which
is based on the merge sort algorithm for selecting the arms to be compared. However, as
in the case of MPI, two arms ai and aj are not only compared once but until condition (6)
holds. The MallowsMerge algorithm finds the most probable ranking, which coincides
with the center ranking of the Mallows model, with a sample complexity of
O
(
K log2K
ρ2
log
K log2K
δρ
)
,
where ρ = 1−φ1+φ . The leading factor of the sample complexity of MallowsMerge differs
from the one of MallowsMPI by a logarithmic factor. This was to be expected, and
3. Recall that this property is an axiomatic assumption underlying the IF and BTM algorithms. Interest-
ingly, the stochastic triangle inequality, which is also assumed by Yue et al. (2012), is not satisfied for
Mallows φ-model (Mallows, 1957).
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simply reflects the difference in the worst case complexity for finding the largest element in
an array and sorting an array using the merge sort strategy.
The KLD problem turns out to be very hard for the case of Mallows, and even for small
K, the sample complexity required for a good approximation of the underlying Mallows
model is extremely high with respect to ǫ. In (Busa-Fekete et al., 2014a), the existence of
a polynomial algorithm for this problem (under the assumption of the Mallows model) was
left as an open question.
3.3.2 Plackett-Luce
Szo¨re´nyi et al. (2015) assume the underlying probability distribution is a Plackett-Luce
(PL) model (Plackett, 1975; Luce, 1959). The PL model is parametrized by a vector θ =
(θ1, θ2, . . . , θK) ∈ RK+ . Each θi can be interpreted as the weight or “strength” of the option
oi. The probability assigned by the PL model to a ranking represented by a permutation
π ∈ SK is given by
Pθ(π) =
K∏
i=1
θπ−1(i)
θπ−1(i) + θπ−1(i+1) + . . .+ θπ−1(K)
. (7)
The product on the right-hand side of (7) is the probability of producing the ranking π in
a stagewise process: First, the item on the first position is selected, then the item on the
second position, and so forth. In each step, the probability of an item to be chosen next is
proportional to its weight. Consequently, items with a higher weight tend to occupy higher
positions. In particular, the most probable ranking (i.e., the mode of the PL distribution)
is simply obtained by sorting the items in decreasing order of their weight:
τ = argmax
π∈SK
Pθ(π) = argsort
k∈[K]
{θ1, . . . , θK} (8)
The authors consider two different goals of the learner, which are both meant to be
achieved with high probability. In the first problem, called PACI (for PAC-item), the goal
is to find an item that is almost as good as the Condorcet winner, i.e., an item j such that
|∆i⋆,j| < ǫ, where i⋆ is the Condorcet winner, for which they devise the PLPAC algorithm
with a sample complexity of O(K logK).
The second goal, called AMPR (approximate most probable ranking), is to find the
approximately most probable ranking r, i.e., there is no pair of items 1 ≤ i, j ≤ K, such
that r⋆i < r
⋆
j , ri > rj and ∆i,j > ǫ, where r
⋆ = argmaxr∈SK P(r), for which they propose the
PLPAC-AMPR algorithm, whose sample complexity is of order O(K log2K).
Both algorithms are based on a budgeted version of the QuickSort algorithm (Hoare,
1962), which reduces its quadratic worst case complexity to the order O(K logK), and in
which the pairwise stability property is provably preserved (the pairwise marginals obtained
from the distribution defined by the QuickSort algorithm coincide with the marginals of
the PL distribution).
4. Learning from Noncoherent Pairwise Comparisons
The methods presented in the previous section essentially proceed from a given target, for
example a ranking ≻ of all arms, which is considered as a “ground truth”. The preference
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feedback in the form of (stochastic) pairwise comparisons provide information about this
target and, consequently, should obey certain consistency or regularity properties. This is
perhaps most explicitly expressed in Section 3.3, in which the qi,j are derived as marginals
of a probability distribution on the set of all rankings, which can be seen as modeling a
noisy observation of the ground truth given in the form of the center ranking.
Another way to look at the problem is to start from the pairwise preferences Q them-
selves, that is to say, to consider the pairwise probabilities qi,j as the ground truth. In
tournaments in sports, for example, the qi,j may express the probabilities of one team ai
beating another one aj. In this case, there is no underlying ground truth ranking from
which these probabilities are derived. Instead, it is just the other way around: A ranking
is derived from the pairwise comparisons. Moreover, there is no reason for why the qi,j
should be coherent in a specific sense. In particular, preferential cyclic and violations of
transitivity are commonly observed in many applications.
This is exactly the challenge faced by ranking procedures, which have been studied quite
intensely in operations research and decision theory (Moulin, 1988; Chevaleyre et al., 2007).
A ranking procedure R turns Q into a complete preorder relation ≻R of the alternatives
under consideration. Thus, another way to pose the preference-based MAB problem is to
instantiate ≻ with ≻R as the target for prediction—the connection between Q and ≻ is
then established by the ranking procedure R, which of course needs to be given as part of
the problem specification.
Formally, a ranking procedure R is a map [0, 1]K×K → CK , where CK denotes the set of
complete preorders on the set of alternatives. We denote the complete preorder produced
by the ranking procedure R on the basis of Q by ≻RQ, or simply by ≻R if Q is clear from
the context. Below we present some of the most common instantiations of the ranking
procedure R:
– Copeland’s ranking (CO) is defined as follows (Moulin, 1988): ai ≻CO aj if and only
if di > dj , where di = #{k ∈ [K] | 1/2 < qi,k} is the Copeland score of ai. The
interpretation of this relation is very simple: An option ai is preferred to aj whenever
ai “beats” more options than aj does.
– The sum of expectations (SE) (or Borda) ranking is a “soft” version of CO: ai ≻SE aj
if and only if
qi =
1
K − 1
∑
k 6=i
qi,k >
1
K − 1
∑
k 6=j
qj,k = qj . (9)
– The idea of the random walk (RW) ranking is to handle the matrix Q as a transition
matrix of a Markov chain and order the options based on its stationary distribution.
More precisely, RW first transforms Q into the stochastic matrix S = [si,j]K×K where
si,j = qi,j/
∑K
ℓ=1 qi,ℓ. Then, it determines the stationary distribution (v1, . . . , vK) for
this matrix (i.e., the eigenvector corresponding to the largest eigenvalue 1). Finally,
the options are sorted according to these probabilities: ai ≻RW aj iff vi > vj . The
RW ranking is directly motivated by the PageRank algorithm (Brin and Page, 1998),
which has been well studied in social choice theory (Cohen et al., 1999; Brandt and Fischer,
2007) and rank aggregation (Negahban et al., 2012), and which is widely used in many
application fields (Brin and Page, 1998; Kocsor et al., 2008).
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Algorithm Target Goal of learner
Preference-based racing
(Busa-Fekete et al.,
2013)
Top-k arms with respect to
the Copeland, Borda, and
Random walk ranking proce-
dures with high probability
Sample complexity minimiza-
tion
PAC rank elicitation
(Busa-Fekete et al.,
2014b)
Ranking of all arms with
respect to the Copeland and
Borda ranking procedures
along with the NDP and
MRD measures in the PAC
setting
Sample complexity minimiza-
tion
Voting bandits
(Urvoy et al., 2013)
Copeland and Borda winners Sample complexity minimiza-
tion
Copeland confidence
bound (Zoghi et al.,
2015a)
Copeland winner Regret minimization
Copeland winners
relative minimum
empirical divergence
(Komiyama et al.,
2016)
Copeland winner Regret minimization
Double Thompson
sampling (Wu and Liu,
2016)
Copeland winner Regret minimization
Sparse sparring
(Balsubramani et al.,
2016)
Von Neumann winner Regret minimization
General tourna-
ment solutions
(Ramamohan et al.,
2016)
Copeland set, the top cycle,
uncovered set, and Banks set
Regret minimization
Active ranking
(Heckel et al., 2016)
Borda ranking Sample complexity minimiza-
tion
Table 2: Approaches for the dueling bandits problem with noncoherent pairwise compar-
isons.
In Table 4, we summarize the assumptions, targets, and goals considered in the ap-
proaches for the dueling bandits problem with noncoherent pairwise comparisons, prior to
elaborating on the methods.
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4.1 Preference-based racing
The learning problem considered by Busa-Fekete et al. (2013) is to find, for some k < K, the
top-k arms with respect to the CO, SE, and RW ranking procedures with high probability.
To this end, three different learning algorithms are proposed in the finite horizon case,
with the horizon given in advance. In principle, these learning problems are very similar
to the value-based racing task (Maron and W., 1994; Maron and Moore, 1997), where the
goal is to select the k arms with the highest means. However, in the preference-based
case, the ranking over the arms is determined by the ranking procedure instead of the
means. Accordingly, the algorithms proposed by Busa-Fekete et al. (2013) consist of a
successive selection and rejection strategy. The sample complexity bounds of all algorithms
are of the form O(K2 log T ). Thus, they are not as tight in the number of arms as those
considered in Section 3. This is mainly due to the lack of any assumptions on the structure
of Q. Since there are no regularities, and hence no redundancies in Q that could be
exploited, a sufficiently good estimation of the entire relation is needed to guarantee a good
approximation of the target ranking in the worst case.
4.2 PAC rank elicitation
In a subsequent work by Busa-Fekete et al. (2014b), an extended version of the top-k se-
lection problem is considered. In the PAC rank elicitation problem, the goal is to find a
ranking that is “close” to the ranking produced by the ranking procedureR with high prob-
ability. To make this problem feasible, more practical ranking procedures are considered.
In fact, the problem of ranking procedures like Copeland is that a minimal change of a value
qi,j ≈ 12 may strongly influence the induced order relation ≻CO. Consequently, the number
of samples needed to assure (with high probability) a certain approximation quality may
become arbitrarily large. A similar problem arises for ≻SE as a target order if some of the
individual scores qi are very close or equal to each other.
As a practical (yet meaningful) solution to this problem, the relations ≻CO and ≻SE are
made a bit more “partial” by imposing stronger requirements on the order. To this end, let
d∗i = # {k | 1/2 + ǫ < qi,k, i 6= k} denote the number of options that are beaten by ai with a
margin ǫ > 0, and let s∗i = # {k : |1/2 − qi,k| ≤ ǫ, i 6= k}. Then, the ǫ-insensitive Copeland
relation is defined as follows: ai ≻COǫ aj if and only if d∗i + s∗i > d∗j . Likewise, in the case
of ≻SE, small differences of the qi are neglected and the ǫ-insensitive sum of expectations
relation is defined as follows: ai ≻SEǫ aj if and only if qi + ǫ > qj.
These ǫ-insensitive extensions are interval (and hence partial) orders, that is, they are
obtained by characterizing each option ai by the interval [d
∗
i , d
∗
i + s
∗
i ] and sorting intervals
according to [a, b] ≻ [a′, b′] iff b > a′. It is readily shown that ≻COǫ ⊆≻COǫ′ ⊆≻CO for
ǫ > ǫ′, with equality ≻CO0 ≡≻CO if qi,j 6= 1/2 for all i 6= j ∈ [K] (and similarly for SE).
The parameter ǫ controls the strictness of the order relations, and thereby the difficulty of
the rank elicitation task.
As mentioned above, the task in PAC rank elicitation is to approximate ≻R without
knowing the qi,j. Instead, relevant information can only be obtained through sampling
pairwise comparisons from the underlying distribution. Thus, the options can be compared
in a pairwise manner, and a single sample essentially informs about a pairwise preference
between two options ai and aj. The goal is to devise a sampling strategy that keeps the size
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of the sample (the sample complexity) as small as possible while producing an estimation
≻ that is “good” in a PAC sense: ≻ is supposed to be sufficiently “close” to ≻R with high
probability. Actually, the algorithms in (Busa-Fekete et al., 2014b) even produce a total
order as a prediction, i.e., ≻ is a ranking that can be represented by a permutation τ of
order K, where τi denotes the rank of option ai in the order.
To formalize the notion of “closeness”, appropriate distance measures are applied that
compare a (predicted) permutation τ with a (target) order ≻. In (Busa-Fekete et al.,
2014b), the following two measures are used: The number of discordant pairs (NDP), which
is closely connected to Kendall’s rank correlation (Kendall, 1955), and can be expressed as
follows:
dK(τ,≻) =
K∑
i=1
∑
j 6=i
I{τj < τi}I{ai ≻ aj}
The maximum rank difference (MRD) is defined as the maximum difference between the
rank of an object ai according to τ and ≻, respectively. More specifically, since ≻ is a
partial but not necessarily total order, τ is compared to the set L≻ of its linear extensions4:
dM(τ,≻) = min
τ ′∈L≻
max
1≤i≤K
|τi − τ ′i |
The authors propose four different methods for the two ǫ-sensitive ranking procedures, along
with the two distance measures described above. Each algorithm calculates a surrogate
ranking based on the empirical estimate of the preference matrix whose distance can be
upper-bounded again based on some statistics of the empirical estimates of preference. The
sampling is carried out in a greedy manner in every case, in the sense that those arms
are compared which are supposed to result in a maximum decrease of the upper bound
calculated for the surrogate ranking.
An expected sample complexity bound is derived for the ǫ-sensitive Copeland ranking
procedure along with the MRD distance in a similar way like in (Kalyanakrishnan, 2011;
Kalyanakrishnan et al., 2012). The bound is of the form O (R1 log (R1δ )), where R1 is a task
dependent constant. More specifically, R1 depends on the ∆i,j values, and on the robustness
of the ranking procedure to small changes in the preference matrix (i.e., on how much the
ranking produced by the ranking procedure might be changed in terms of the MRD distance
if the preference matrix is slightly altered). Interestingly, an expected sample complexity can
also be derived for the ǫ-insensitive sum of expectations ranking procedure along with the
MRD distance with a similar flavor as for the ǫ-sensitive Copeland ranking procedure. The
analysis of the NDP distance is more difficult, since small changes in the preference matrix
may strongly change the ranking in terms of the NDP distance. The sample complexity
analysis for this distance has therefore been left as an open question.
4.3 Voting bandits
Urvoy et al. (2013) consider a setup similar to the one of Busa-Fekete et al. (2014b). Again,
a ranking procedure is assumed that produces a ranking over the arms, and the goal of the
learner is to find a maximal arm according to this ranking (instead of the top-k). Note
4. τ ∈ L≻ iff ∀ i, j ∈ [K] : (ai ≻ aj)⇒ (τi < τj)
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that a ranking procedure only defines a complete preorder, which means there can be more
than one “best” arm. The authors propose an algorithm called SAVAGE as a general
solution to this problem, which can be adapted to various ranking procedures. Concretely,
two procedures are used in their study: the Copeland procedure, in which case the maximal
arm is termed the Copeland winner, and the sum of expectations (or Borda counts), where
the best arm is called the Borda winner. Moreover, they also devise a method to find the
Condorcet winner, assuming it exists—a problem that is akin to the axiomatic approaches
described in Subsection 3.1.
The sample complexity of the implementations in (Urvoy et al., 2013) are of order K2 in
general. Just like in (Busa-Fekete et al., 2014b), this is the price to pay for a “model-free”
learning procedure that does not make any assumptions on the structure of the preference
matrix. The analysis of the authors is more general, because they also investigate the
infinite horizon case, where a time limit is not given in advance.
4.4 Copeland confidence bound
Zoghi et al. (2015a) present two algorithms for the Copeland dueling bandit problem. Copeland
Confidence Bound (CCB), which is designed for small numbers of arms, is inspired by
RUCB (Zoghi et al., 2014a). CCB is based on the principle of “optimism followed by
pessimism”. More specifically, it maintains optimistic estimates of the preference matrix,
which are used to choose an optimistic Copeland winner, and pessimistic estimates, which
are used to choose an opponent that is believed likely to discredit the hypothesis that the
first chosen arm is indeed a Copeland winner. On the basis of the comparisons thus pro-
duced, the algorithm successively removes non-Copeland winners, i.e., alternative that are
highly improbable to be a Copeland winner.
The second algorithm is Scalable Copeland Bandits (SCB), which works better for large-
scale problems, and is based on an arm-identification algorithm that identifies a Copeland
winner with high probability. More specifically, a KL-based arm-elimination algorithm is
used, which implements an elimination tournament with confidence regions based on the
KL-divergence between probability distributions.
Assuming that the number of Copeland winners and the number of losses of each
Copeland winner are bounded, and that there are no ties, i.e., qi,j 6= 0.5 for all pairs
(ai, aj), i 6= j, the authors provide algorithm-specific bounds on the cumulative regret with
respect to a Copeland winner. Here, the regret incurred by the learner when comparing ai
and aj is 2cp(a1) − cp(ai) − cp(aj), where a1 is a Copeland winner and cp(ai) = diK−1 the
normalized Copeland score. The regret bound of CCB takes the form O(K2 + K log T ),
while SCB achieves an expected regret bound of O(K logK log T ).
4.5 Copeland winners relative minimum empirical divergence
Komiyama et al. (2016) consider Copeland dueling bandits and propose the Copeland Win-
ners Relative Minimum Empirical Divergence (CW-RMED) algorithm. Like the relative
minimum empirical divergence algorithm (cf. Section 3.1.10), it is inspired by the DMED
algorithm (Honda and Takemura, 2010) for solving the standard MAB problem. Regret
minimization is considered as a cost minimization problem and reduced to a linear opti-
mization problem with an exponential number of constraints, for which the authors consider
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a suboptimal solution that runs in time almost the same as the time for sorting. To ad-
dress the complexity issue of CW-RMED, the authors further devise Efficient CW-RMED
(ECW-RMED), another algorithm that essentially differs from CW-RMED in the amount
of exploration, and in which an optimal solution of the linear optimization problem can be
computed efficiently.
The authors define the regret in the same way as Zoghi et al. (2015a), except for a
constant factor, and derive an asymptotic regret lower bound of a strongly consistent al-
gorithm. Besides, under the assumption of uniqueness of the optimal solution, they derive
an asymptotically optimal regret bound for CW-RMED, which is based on the minimum
amount of exploration for identifying a Copeland winner. Moreover, they show that ECW-
RMED has a regret bound that is close to optimal in general, and has exactly the same
leading logarithmic constant as CW-RMED when the Copeland winners are not unique.
4.6 Double Thompson sampling
Wu and Liu (2016) propose the Double Thompson Sampling (D-TS) algorithm as well as an
enhanced version of it (D-TS+) for Copeland dueling bandits, including Condorcet bandits
as a special case. D-TS relies on Thompson sampling (Thompson, 1933; Agrawal and Goyal,
2013; Kaufmann et al., 2012; Chapelle and Li, 2011) to choose an optimal action that max-
imizes the expected reward according to the agent’s current belief (randomly drawn accord-
ing to the current prior). Moreover, to avoid engaging in suboptimal comparisons, it utilizes
the idea of confidence bounds and eliminates arms that are unlikely to be the winner. More
specifically, it maintains a posterior distribution for the preference matrix, and chooses the
pair of arms for comparison according to two sets of samples, independently drawn from
the posterior distributions, which are then updated according to the comparison results.
Under the assumption that all distinct pairwise probabilities are different from 1/2, the
authors show that for Copeland dueling bandits, D-TS, achieves expected cumulative regret
bounds of O(K2 log T ), with the regret as defined by Zoghi et al. (2015a). Using the fact
that the distribution of the samples only depends on the historic comparison results and not
on the time step t, and referring to a back substitution argument, they further refine this
bound to O(K log T +K2 log log T ) for Condorcet and a special class of Copeland dueling
bandits.
Since D-TS breaks ties randomly, and thus tends to explore all potential winners, its
regret scales with the number of winners. The authors therefore propose an enhanced version
of D-TS, referred to as D-TS+, which achieves the same regret bound, but performs better
in practice, especially in the case of multiple winners. This is accomplished by a strategy
for carefully breaking ties according to estimated regret.
4.7 Sparse sparring
Balsubramani et al. (2016) adopt a game-theoretic view of dueling bandits. They introduce
the matrix P , whose entry at position (i, j) is the expected outcome of a duel between arms
ai and aj, where the outcome is +1 if ai wins and −1 if aj wins. P thus defined is skew-
symmetric and specifies a zero-sum game. Therefore, von Neumann’s Minmax theorem for
zero-sum games implies the existence of a probability vector w, the von Neumann winner,
which is a Maxmin strategy for the game P . That is, an action that is chosen at random
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according to the distribution defined by w will win a duel against any other action with
probability at least 1/2. The authors then aim for algorithms the performance of which
approach the performance of the von Neumann winner. They define the cumulative regret
up to time T as maxk∈K
∑T
t=1(Pk,i(t) + Pk,j(t))/2.
Under the assumptions of uniqueness of the von Neumann winner and sparsity (there is
only a small set of “good” actions, with the rest being strictly inferior), the authors present
the Sparse Sparring (SPAR2) algorithm. They show that SPAR2 has regret, relative to
a unique von Neumann winner with sparsity s (the number of nonzero elements of the
von Neumann winner), at most5 O˜(√sT + C(P )), where C(P ) is an instance-dependent
constant relative to T that depends on the underlying probabilities controlling the outcomes
of the pairwise duels. SPAR2 follows the action elimination principle of Even-Dar et al.
(2002), in which actions that cannot belong to the support of the von Neumann winner are
eliminated based on confidence bounds on probability estimates. For the remaining actions,
the sparring idea of Ailon et al. (2014b) is applied: two independent copies of the Exp3
(Auer et al., 2002b) algorithm are maintained, the estimate of P is successively improved,
and actions are excluded appropriately.
4.8 General tournament solutions
Ramamohan et al. (2016) consider general tournament solutions from social choice theory
(Brandt et al., 2016) as sets of winning arms:
– The Copeland set defined as the set of arms in [K] that beat the maximal number of
arms, i.e., all arms aj with j ∈ argmaxi∈[K]
∑
j 6=i I{aj ≻ ai} ,
– the top cycle defined as the smallest W ⊆ [K] for which ai ≻ aj,∀i ∈W , j /∈W ,
– the uncovered set defined as the set of all arms that are not covered by any other arms,
where we say an arm ai covers an arm aj if ai ≻ aj and ∀ k : aj ≻ ak =⇒ ai ≻ ak,
– and the Banks set defined as the set of maximal elements of all maximal acyclic sub-
tournaments, where a tournament associated with a preference matrix P is TP =
([K], EP ) with EP = {(i, j) : ai ≻P aj}, and a sub-tournament T = (V,E) with
V ⊆ [K] and E = E|V×V is said to be maximal acyclic if it is acyclic and no other
sub-tournament containing it is acyclic.
The authors develop a family of upper confidence bound (UCB) style dueling bandit al-
gorithms for such general tournament solutions, UCB-TS, together with anytime regret
bounds of the form O(K2 log T ) in the worst case. Here, the regret is measured relative to
the tournament solution of interest, i.e., a suitable notion of individual regret of an arm with
respect to a tournament solution is defined and used to define the common pairwise regret.
The generic algorithm maintains a matrix of upper confidence bounds on the unknown pair-
wise probabilities, which are updated on each trial, after the algorithm observes the feedback
for a pair of arms it selects based on the current UCB matrix using a selection procedure
designed for a specific tournament solution. Each of the selection procedures adopts an
5. O˜ is a variant of the O-notation that ignores logarithmic factors.
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“optimism followed by pessimism approach” to manage the exploration-exploitation trade-
off. More specifically, the first arm is selected as the potential winning arm based on the
UCBs, and the second arm as the one that has the greatest chance of invalidating the first
arm as a winning arm.
4.9 Active ranking
Heckel et al. (2016) consider the Borda ranking problem without requiring any structural
properties of the underlying pairwise probability matrix. Concretely, for a given tolerance
parameter δ ∈ (0, 1), they consider finding an estimation rˆ of the true ranking r such that
P(rˆi = ri for all i ∈ [K]) ≥ 1− δ, while minimizing the number of comparisons queried.
They propose the Active Ranking (AR) algorithm, which adopts a successive elimination
strategy (Paulson, 1964). More specifically, the algorithm maintains estimates of the Borda
scores of the arms obtained based on comparisons with randomly chosen arms, and assigns
arms to ranks once being confident enough. It terminates when all arms are ranked. For
the proposed algorithm, the authors prove a sample complexity of the order
O
(
K∑
i=1
∆−2i . log
(
K
δ∆i
))
,
where δ ∈ (0, 0.14) and ∆i is the gap between the i-th and (i + 1)-st highest Borda score.
They show that the algorithm is optimal up to logarithmic factors and, moreover, that
imposing parametric models such as Bradley-Terry-Luce can reduce the sample complexity
by at most a logarithmic factor.
5. Extensions
In this section, we review different generalizations and extensions of the setting of preference-
based (dueling) bandits as discussed in the previous sections.
5.1 Contextual dueling bandits
Dud´ık et al. (2015) extend the dueling bandits framework to incorporate contextual infor-
mation. More precisely, the learner is supposed to optimize its choice of arms in the course
of an iterative learning process of the following kind: In each round, the learner observes
a random context, chooses a pair of actions, runs a duel between them, and observes the
outcome. The authors consider the solution concept of a von Neumann winner and present
three algorithms for online learning and for approximating such a winner from batch-like
data, while measuring performance using regret as defined by Balsubramani et al. (2016).
The authors first present an online algorithm that shares similarities with the sparring
approach of Ailon et al. (2014b). Two separate independent copies of the multi-armed
bandit algorithm Exp4.P (Beygelzimer et al., 2011), which is designed to work with policies
in a contextual setting, are run against each other. Both policies use the same actions,
contexts, and policies for the two copies as for the original problem. In each round, nature
chooses a context and a preference matrix, and only the context is revealed to both copies,
which then select two actions. A duel is run between these actions, and the (negated)
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outcome is passed as feedback to the first (second) copy. This approach leads to a regret
that is upper bounded by O(√KT ln(K/δ)) with probability at least 1 − δ, and requires
time and space linear in the size of the policy space, which is impractical for large policy
spaces.
To deal with the problem of the linear dependence on the policy space size, the authors
furthermore propose a general approach for constructing an approximate von Neumann
winner. This is done by reducing the problem to be solved to a more tractable form
on the basis of a collection of empirical exploration data. More specifically, the authors
assume the existence of a classification oracle on the space of policies, which can find the
minimum cost policy when given the cost of each action on each of a sequence of contexts,
and propose two algorithms: SparringFPL, which is based on the Follow-the-Perturbed-
Leader algorithm (Kalai and Vempala, 2005), and ProjectedGD, which builds on the
projected gradient ascent algorithm (Zinkevich, 2003). The two algorithms solve a compact
game, or equivalently compute an approximate von Neumann winner. While their regret
bound is weaker than the one for the first algorithm, they require time and space that
depend only logarithmically on the size of the policy space.
Based on the Perceptron algorithm, Cohen and Crammer (2014) develop the SHAMPO
(SHared Annotator for Multiple PrOblems) algorithm for online multi-task learning with
a shared annotator, in which learning is performed in rounds. In each round, each of K
different learners receives an input and predicts its label. A shared stochastic mechanism
then annotates one of the K inputs, and the learner receiving the feedback updates its
prediction rule. The authors show that this algorithm can be used to solve the contextual
dueling bandits problem when a decoupling of exploration and exploitation is allowed.
To pick a task to be labeled, SHAMPO performs an exploration-exploitation strategy in
which tasks are randomly queried, with a bias towards tasks that involve a high uncertainty
about the labeling. To perform an update on the parameter vector representing the model,
the algorithm applies the Perceptron update rule to the true label revealed for the task
chosen.
5.2 Dueling bandits on posets
Audiffren and Ralaivola (2017) extend the dueling bandits problem to partially ordered
sets (posets), allowing pairs of arms to be incomparable. They consider the problem of
identifying, with a minimal number of pairwise comparisons in a pure exploration setting,
the set of maximal arms or Pareto set among all available arms. The main challenge in
this framework is the problem of indistinguishability: the agent may be unsure whether
two arms are indeed comparable and just very close to each other, or whether they are
incomparable, regardless of the number of comparisons that have been performed. Without
any additional information, it might then be impossible to recover the exact Pareto set.
The authors first devise the UnchainedBandits algorithm to find a nearly optimal
approximation of the Pareto front of any poset. The strategy implemented by the algorithm
is based on a peeling approach that offers a way to control the time spent on pulling
arms that are indistinguishable. The authors provide a high probability regret bound of
O
(
Kwidth(S) log Kδ
∑
i,i/∈P
1
∆i
)
, where S is the poset, width(S) is its width defined as
the maximum size of an antichain (a subset in which every pair is incomparable), P is the
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Pareto front, ∆i is the regret associated with arm i defined as the maximum difference
between arm i and the best arm comparable to i, and the regret incurred by comparing two
arms ai and aj is defined by ∆i +∆j.
Further, by making use of the concept of decoys, the authors show that Unchained-
Bandits can recover the exact set P, incurring regret that is comparable to the former
one—except for an extra term due to the regret incurred by the use of decoys—with a
sample complexity that is upper bounded by O(Kwidth(S) log(NK2/δ)/∆2), where N is
a positive integer related to a weaker form of distinguishability and ∆ is a parameter of the
decoys. The concept of decoys is an idea inspired by works from social psychology, intended
to force an agent towards a specific good by presenting her a choice between the targeted
good and a degraded version of it.
5.3 Graphical dueling bandits
Di Castro et al. (2011) consider the bandit problem over a graph, the structure of which
defines the set of possible comparisons. More specifically, they assume that there is an
inherent and unknown value per node, and that the graph describes the allowed comparisons:
two nodes are connected by an edge if they can be compared by a single query. Such a query
returns a random number, the distribution of which depends on the difference between the
values of the two nodes. Thus, unlike the traditional dueling bandit setup, the topology is
not a complete graph, and non-adjacent nodes can only be compared indirectly by sampling
all the edges on a path between them.
The authors consider different topologies and focus on the sample complexity for finding
the optimal arm in the PAC setting. They provide algorithms that construct estimates
of edge reward differences, and combine these estimates into a node selection procedure,
together with their sample complexities, in the case when the edges are bounded. For the
linear topology, in which each node is comparable to at most two other nodes, they present
an algorithm that samples all edges, computes the empirical mean of each edge, and finds
the highest edge based on these statistics. The sample complexity is O( K2
max{ǫ,u}2
log(1δ )),
where u is the difference between the node with the highest value and the node with the
second highest value.
For the tree topology, that is, a topology in the form of a tree rooted at one node and
all edges being directed downwards to the leaves, the authors present an algorithm that
considers all possible paths from the root to the leaves and treats each one of them as a
line graph. The latter is then processed like in the linear setup, with a sample complexity
of O( KD
max{ǫ,u}2
log( |L|δ )), where D is the diameter of the tree and L the set of leaves.
For the network topology, that is, general connected and undirected graphs, the authors
present the Network Node Elimination (NNE) algorithm, which is inspired by the action
elimination procedure of Even-Dar et al. (2006). This algorithm has a sample complexity
upper bounded by KD
(max{ǫ,u}/ logK)2
log( Kδ/ logK ). Further, they consider an extension to
the case where the algorithm receives contextual information in the form of feature vectors
before sampling the edges, and show that a version of the NNE algorithm achieves a sample
complexity of the form O(B log2B), where B = KD(ǫ/ logK)2 log
(
K
δ/ logK
)
d2, and d is the
dimension of the feature vectors.
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5.4 Multi-dueling bandits
Brost et al. (2016) consider the problem of online ranker evaluation and address the question
of which rankers to compare in each iteration. To this end, they generalize the K-armed
dueling bandit to the multi-dueling bandit framework, which is based on simultaneous
comparisons of more than two rankers through multileaving, as opposed to comparisons of
only pairs of rankers through interleaving. They assume the existence of a Condorcet winner
and aim at selecting subsets of arms, so that the cumulative regret is minimized, where the
regret of a set of arms is the average of the regrets of the individual arms with respect
to the Condorcet winner. The authors then propose the multi-dueling bandit algorithm
(MDB), which plays arms that, according to optimistic estimates of the pairwise winning
probabilities, are most likely to be the Condorcet winner. More specifically, when only
a single candidate remains, MDB plays only that candidate, and when there are multiple
candidates,MDB explores by comparing all of them, together with additional arms obtained
using wider upper confidence bounds on the probabilities to increase parallel exploration.
Schuth et al. (2016) propose the online learning-to-rank algorithm Multileave Gradient
Descent (MGD), which extendsDBGD (Yue and Joachims, 2009) with multileaving, i.e., to
learn from comparisons of multiple rankers at once instead of only a pair. More specifically,
MGD uses a current best ranker, which is updated based on user feedback by creating
n exploratory candidate rankers along with their corresponding rankings by repeatedly
sampling the unit sphere around the current best ranker (with a uniform distribution),
and adding the resulting unit vector to the current best ranker. If the current best ranker
is among the winners, then no update is performed; otherwise, the current best ranker
is updated accordingly, using one of two update methods, thus leading to two variants of
MGD that correspond to two different ways of how the preferences are used for updating
a current best ranker. In MGD winner takes all (MGD-W), the gradient is estimated
using one ranker randomly sampled from the rankers that win a comparison, and in MGD
mean winner (MGD-M), the gradient is estimated using the mean of all winners of the
comparison.
Oosterhuis et al. (2016) replace the team draft multileaving evaluation method used in
(Schuth et al., 2016) to infer the preferences, in which multiple but a limited number of
candidate rankers per user interaction can be compared. This is done by the probabilistic
multileave comparison method (Schuth et al., 2015), an extension of probabilistic interleave
(Hofmann et al., 2011), which selects documents from a distribution, where the probability
of being added correlates with the perceived relevance. Thus, allowing for comparisons of
a virtually unlimited number of rankers at a time, this leads to the probabilistic multileave
gradient descent (P-MGD) algorithm.
5.5 Dueling bandits with dependent arms
Chen and Frazier (2016) study dueling bandits with utility-based weak regret, when arms
have a total order, determined by a utility that is a function of observable arm features and
unknown latent preference vectors—a structure that induces dependence between prefer-
ences over arms.
The authors introduce the Comparing The Best (CTB) algorithm, which is based on the
idea of cells that correspond to possible orderings of the arms by utility. The algorithm uses
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optional prior information to initialize each cell with a score, which can be interpreted as a
monotone transformation of the posterior probability that the unknown preference vector
is in this cell. It updates these scores based on results from duels, where arms are chosen
for a duel by selecting two cells that have different best arms, and are together most likely
to contain the unknown preference vector.
The authors provide a general implementation that is appropriate for a small number
of arms, and a computationally efficient one for a larger number of arms. It can be used
when prior information that can be expressed as an initial score for each pair of arms is
available. They further prove that CTB has expected cumulative regret which is constant
in T . The dependence on K is of the form 2K in the worst case and K2d when the utility
function is linear in the dimension of the space of preferences and arm features d.
5.6 Multi-dueling bandits with dependent arms
Sui et al. (2017b) introduce the setting of multi-dueling bandits with dependent arms, which
extends the original dueling bandits setting by simultaneously dueling multiple arms per
iteration rather than just two, and modelling low-dimensional dependencies between arms
rather than treating each arm independently.
Inspired by the idea of sparring (Ailon et al., 2014b), the authors propose the SelfSpar-
ring framework with Thompson sampling as MAB algorithm, in which m MAB algorithms
are used to control the choice of each of them arms to be drawn in each iteration. The input
of the algorithm is the set of arms A, the number of arms to be dueled in each iteration
m, and a learning rate for posterior updates. The algorithm uses a prior distribution to
initialize the sampling process over A, selects m arms in each iteration by sampling over
the prior distribution from the last iteration, and computes the posterior by combining the
preference feedback with the last prior.
The authors distinguish between the independent setting with a finite set of arms and
the kernelized setting with a continuous action space of arms. For the first setting, they
propose a specialisation of SelfSparring, called IndSelfSparring, which makes use
of Beta-Bernoulli Thompson sampling. Under the assumption of approximate linearity—a
generalization of the linear utility-based setting of Ailon et al. (2014b), where for any triplet
of arms such that ai ≻ aj ≻ ak and some constant γ > 0, δ(ai, aj)− δ(aj , ak) ≥ γδ(ai, aj)—
they show that the algorithm converges to the optimal arm with asymptotically optimal
no-regret rate of O(K ln(T )/∆), where the regret of a set of arms is the sum of the regrets of
the individual arms with respect to the best arm, and ∆ is the difference between expected
rewards of the best two arms.
For the second setting, the authors provide a specialisation of SelfSparring, called
KernelSelfSparring. This algorithm uses a Gaussian process prior with an appropriate
kernel, which is used to specify dependencies. The mean reward estimates for all the arms
that share dependencies with the arms selected for comparison are updated by posterior
inference. The authors do not provide a regret analyses for the algorithm.
5.7 Adversarial dueling bandits
Ailon et al. (2014b) consider the adversarial utility-based dueling bandit problem, in which
no stochastic assumption on the utilities of the arms is required, i.e., the expected utility of
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each arm may change over iterations. The authors suggest to apply the reduction algorithm
SPARRING, which has originally been designed for stochastic settings, with an adversarial
bandit algorithm such as the Exponential-weight algorithm for Exploration and Exploitation
(EXP3) (Auer et al., 2002b) as a black-box MAB. More specifically, the algorithm uses
two separate MABs, one for each arm. On receiving a relative feedback about a duel, one
instantiation of EXP3 only updates its weight for one arm and the other instantiation
only updates for the other arm. For this SPARRING reduction, it is shown that the
O(
√
KT lnK) upper bound of EXP3 is preserved.
Gajane et al. (2015) also study adversarial utility-based dueling bandits and suggest the
Relative Exponential-weight for Exploration and Exploitation (REX3) algorithm, which is
an extension of the EXP3 algorithm to the dueling bandit setting. The authors notice that
the best arm in expectation at a specific time is not only the one that maximizes the absolute
reward, but also the one that maximizes the regret of any fixed reference strategy against it
(a role which might be played by the algorithms’ strategy itself). This observation provides
them a means to estimate the individual rewards of two arms involved in a comparison,
despite having access to only a relative value, thus allowing them to adapt the EXP3
algorithm to the dueling bandits setting. In addition to providing a general lower bound
of order Ω(
√
KT ) on the regret of any algorithm, using the reduction to the classical MAB
problem by Ailon et al. (2014b), they prove a finite-horizon non-stochastic upper bound on
the expected regret of order O(
√
KT lnK) for REX3, which matches the original bound of
the EXP3 algorithm for classical adversarial MABs, and the one by Ailon et al. (2014b).
5.8 Partial monitoring games
Gajane and Urvoy (2015) study the dueling bandit problem as an instance of a partial mon-
itoring (PM) problem (Barto´k et al., 2011; Barto´k, 2013; Barto´k et al., 2014)—a generic
model for sequential decision-making with incomplete feedback, which is defined by a quin-
tuple (N,M,Σ,L,H), where N is the set of actions, M is the set of outcomes, and Σ is the
feedback alphabet; the loss function L associates a real-valued loss L(I, J) with each action
I ∈ N and outcome J ∈ M, and the feedback function H associates a feedback symbol
H(I, J) ∈ Σ. In each round of a PM game, first the opponent chooses an outcome Jt from
M, and the learner an action It from N. Then, the learner suffers the loss L(It, Jt) and
receives the feedback H(It, Jt). The goal of the learner is to control the expected cumulative
regret against the best single-action strategy at time T :
RT = max
i
T∑
t=1
L(It, Jt)− L(i, Jt)
The dueling bandits problem can be encoded as a PM problem with the set of actions given
by the set of all pairs of armsN = {(i, j) : 1 ≤ i, j ≤ K, i ≤ j}, the alphabet Σ = {0, 1}, and
the set of outcomes given as vectors m ∈M = {0, 1}K , wheremi denotes the instantaneous
gain of the ith arm. After the environment selects an outcomem ∈M and a duel (i, j) ∈ N,
the instantaneous gain is
G((i, j),m) = mi +mj
2
,
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and the feedback is
X =

loss, if mi <mj
tie, if mi =mj
win, if mi >mj
.
Using the PM formalism, the authors prove that the dueling bandits problem is an easy
instance according to the hierarchy of PM problems. Further, they survey existing PM algo-
rithms and their optimality to solve dueling bandits problems efficiently, with respect to time
T and number of actions K. Their study reveals that the REX3 algorithm (Gajane et al.,
2015) for adversarial utility-based dueling bandits with a regret of O˜(√KT ) is the only op-
timal algorithm with respect to T and K, and that the SAVAGE algorithm (Urvoy et al.,
2013) for general stochastic dueling bandits with a regret of O(K2 log T ) is optimal in T
but not in K.
6. Applications
Multi-armed bandits have been used in various fields of application, and the more recent
setting of dueling bandits is receiving increasing attention from a practical perspective, too.
In the following, we provide a short overview of some recent applications of dueling bandit
algorithms.
Chiu and Marsella (2012) consider the problem of learning a model of gesture generation
to automatically generate animations for dialogues. To this end, they make use of subjective
human judgement of naturalness of gestures. In this regard, pairwise comparisons (one
gesture is considered more natural than another one) appear to be much easier than absolute
judgements, which are often very noisy. This is why the authors tackle the task as a dueling
bandits problem. Concretely, they use the DBGD algorithm (Yue and Joachims, 2009) and
show empirically that the framework can effectively improve the generated gestures based
on the simulated naturalness criterion.
In the context of information retrieval, Hofmann et al. (2013) investigate whether and
how previously collected historical interaction data can be used to speed up online learning
to rank. They introduce an approach based on the DBGD algorithm (Yue and Joachims,
2009) and a recently developed Probabilistic Interleave (PI) method. The latter is based on a
probabilistic interpretation of interleaved comparisons that allows one to infer comparison
outcomes using data from arbitrary result lists. They evaluate the performance of their
approach in terms of discounted cumulative reward on several learning-to-rank data sets
and find that historical data can indeed be used to increase the effectiveness of online
learning to rank for information retrieval.
Supporting clinical research that aims at recovering motor function after severe spinal
cord injury, Sui and Burdick (2014) set up a dueling bandit instance to help paralyzed pa-
tients regain the ability to stand on their own feet. The feedback consists of a stochastically
ranked subset of K tests, each of which corresponding physically to an electrical stimulation
period applied to the spinal cord with a specific stimulus. The goal is to identify the optimal
stimulus for a patient, and the ranking is based on a combined scoring of certain standing
criteria by the observing clinicians (under noisy conditions). The authors introduce the
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Rank-Comparison algorithm, a modified version of BTM (Yue and Joachims, 2011), which
has an optimal expected total regret.
Sui et al. (2017a) address the same application. To overcome the issue of very large
action spaces, which is due to the huge number of different stimulating configurations and
hinders a fast convergence of algorithms attempting to solve this problem, they consider
correlation structures on the action space and exploit dependencies among the arms. This
allows them to update a set of active arms instead of only a pair in each iteration of the
algorithm. The authors propose CorrDuel, an algorithm based on BTM. This algorithm
is applied in a synthetic experimental setup and shown to perform better than algorithms
that do not exploit correlation information. In a live clinical trial of therapeutic spinal cord
stimulation, CorrDuel performs as good as specialized physicians.
Sokolov et al. (2016) use the Structured Dueling Bandits algorithm, an extension of
DBGD (Yue and Joachims, 2009), for response-based structured prediction in Statistical
Machine Translation (SMT). In a repeatable generate-and-test procedure, the learner is
given partial feedback that consists of assessments of the quality of the predicted transla-
tion. This feedback is used by the learner to update model parameters. In a simulation
experiment, the authors show that learning from responses alleviates the supervision prob-
lem and allows a direct optimization of SMT for different tasks.
Chan et al. (2016) consider the problem of the allocation of assessment tasks among
peers when grading open-ended assignments in Massive Open Online Courses (MOOCs),
and formalize it as a sequential noisy ranking aggregation problem. More specifically, each
student ranks a subset of his peers’ assignments, and the goal is to aggregate all the partial
rankings into a complete ranking of all assignments. The authors assume the existence of a
ground-truth ranking, and that the underlying distribution is a Mallows model. Based on
these assumptions, they propose TustAwareRankingBasedMAB, an algorithm based
on merge sort and MallowsMPR (Busa-Fekete et al., 2014a).
Schneider and Kummert (2017) investigate the problem of learning a user’s task pref-
erences in Human-Robot Interaction for socially assistive tasks. Concretely, they consider
the goal of learning a user’s exercise category. They formulate a dueling bandits problem,
where arms represent exercises. Preference feedback is given by a user who, given two ex-
ercises that are presented to him as text on a display, selects the more preferred one. DTS
(Wu and Liu, 2016) is used as a dueling bandit learning algorithm. Simulation experiments
show that the users were satisfied with the suggested preference rankings. Moreover, the
results of a comparison of the preference learning approach against a simulated strategy
that randomly selects preference rankings show that the preference learning approach leads
to a significant reduction of ranking errors.
7. Summary and Perspectives
This paper provides a survey of the state of the art in preference-based online learning
with bandit algorithms, an emerging research field that we referred to as preference-based
multi-armed bandits (PB-MAB). In contrast to standard MAB problems, where bandit
information is understood as (stochastic) real-valued rewards produced by the arms the
learner decided to explore (or exploit), feedback is assumed to be of a more indirect and
qualitative nature in the PB-MAB setting. In particular, the work so far has focused on
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preference information in the form of comparisons between pairs of arms. We have given
an overview of instances of the PB-MAP problem that have been studied in the literature,
algorithms for tackling them, and criteria for evaluating such algorithms.
Needless to say, the field is still developing and far from being mature. The contributions
so far are highly interesting, and some of them have already found their way into concrete
applications. Yet, a complete and coherent theoretical framework is still to be developed.
With this survey, we hope to contribute to the further popularization, development, and
shaping of the field.
We conclude the paper with a short (and certainly non-exhaustive) list of open problems
that we consider particularly interesting for future work: (i) As we have seen, the difficulty
of PB-MAB learning strongly depends on the assumptions on properties of the preference
relation Q: The more restrictive these assumptions are, the easier the learning task becomes.
An interesting question in this regard concerns the “weakest” assumptions one could make
while still guaranteeing the existence of an algorithm that scales linearly in the number of
arms. (ii) A similar question can be asked for the regret. The RUCB algorithm achieves
a high probability regret bound of order K log T by merely assuming the existence of a
Condorcet winner. Yet, this assumption is arguable and certainly not always valid. (iii)
For most of the settings discussed in the paper, such as those based on statistical models,
a lower bound on the sample complexity is not known. Thus, it is difficult to say whether
an algorithm is optimal or not. There are a few exceptions, however. For the regret
optimization setup with the assumption of the existence of a total order over arms, it is
known that, for any algorithm A, there is a bandit problem such that the regret of A is
Ω(K log T ) (see Theorem 2 in (Yue et al., 2012)). Moreover, in the case of the utility-
based bandit setup, the reduction technique of Ailon et al. (2014b) implies that the lower
bound of the standard bandit setup (Lai and Robbins, 1985) also applies for the utility-
based setup. Obviously, these lower bounds are also lower bounds for all settings starting
from even weaker assumptions. (iv) Another important problem concerns the development
of (statistical) tests for verifying the assumptions made by the different approaches in a
real application. In the case of the statistical approaches based on the Mallows and PL
distributions, for example, the problem would be to decide, based on data in the form of
pairwise comparisons, whether the underlying distribution could indeed be Mallows or PL.
Similarly, one could ask for methods to test the validity of relaxed or strong stochastic
transitivity, stochastic triangle inequality, and existence of a Condorcet winner as required
by many methods.
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