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Entanglement entropy is an essential metric for characterizing quantum many-body systems,
but its numerical evaluation for neural network representations of quantum states has so far been
inefficient and demonstrated only for the restricted Boltzmann machine architecture. Here, we
estimate generalized Re´nyi entropies of autoregressive neural quantum states with up to N = 256
spins using quantum Monte Carlo methods. A naive “direct sampling” approach performs well for
low-order Re´nyi entropies but fails for larger orders when benchmarked on a 1D Heisenberg model.
We therefore propose an improved “conditional sampling” method exploiting the autoregressive
structure of the network ansatz, which outperforms direct sampling and facilitates calculations of
higher-order Re´nyi entropies in both 1D and 2D Heisenberg models. Access to higher-order Re´nyi
entropies allows for an approximation of the von Neumann entropy as well as extraction of the
single copy entanglement. Both methods elucidate the potential of neural network quantum states
in quantum Monte Carlo studies of entanglement entropy for many-body systems.
Quantum entanglement is a fundamental property un-
derlying diverse phenomena in condensed matter and
gravitational systems [1, 2] and provides the essential
resource enabling quantum information technologies [3].
Entanglement entropy quantifies the amount of entan-
glement across a cut in a quantum state, and can reveal
emergent behavior such as topological order [4–6] and
quantum phase transitions [7–9]. The set of Re´nyi en-
tropies
Sn(ρA) =
1
1− n ln Tr [ρ
n
A] , n ≥ 0, (1)
encodes the full entanglement spectrum [10, 11] for ρA,
the reduced density matrix for a bipartition of a pure
state |ψ〉 ∈ HA ⊗ HB . The second Re´nyi entropy S2
is often most feasible to measure numerically [12] and
experimentally [13], especially compared to the von Neu-
mann entropy S1, but a wealth of information can also be
gleaned from the less-accessible Re´nyi entropies at higher
orders n. In the limit n → ∞, the single copy entangle-
ment S∞ measures the distillable maximally entangled
pairs from a single copy of a quantum state [14, 15], and
for some critical systems is directly proportional to the
von Neumann entropy [16, 17]. More generally, high-
order Sn are dominated by the low-lying levels of ρA,
which may serve as order parameters [18, 19]. Beyond
yielding insight into quantum states, different Re´nyi en-
tropies can provide information about operator spreading
and thermalization via their quench dynamics [20].
Numerical techniques have been developed to estimate
entanglement entropy for quantum many-body systems,
including tensor networks [21, 22] and quantum Monte
Carlo (QMC) methods [12, 23–26]. Recently, the repre-
sentational power of neural network variational ansa¨tze
has been successfully applied to study ground states and
dynamics of many-body systems in both 1D and higher
dimensions, and to reconstruct quantum states from ex-
perimental data [27–33]. However, the numerical study
of entanglement entropy for neural quantum states has
received limited attention, and only calculations of S2 for
the two-layer restricted Boltzmann machine architecture
have been demonstrated [26, 33, 34]. To take advantage
of state-of-the-art progress in machine learning and rep-
resent highly entangled states more efficiently, deeper and
more expressive network architectures have been intro-
duced as ansa¨tze [28, 35]. Exploiting such architectures
for efficient entropy estimation has not yet been explored.
In this paper, we use quantum Monte Carlo methods
to estimate generalized Re´nyi entropies of quantum many
body states parameterized by autoregressive neural net-
works. A naive “direct sampling” approach performs well
for small n but fails for larger n, while an improved “con-
ditional sampling” method exploiting the autoregressive
structure of the network ansatz outperforms direct sam-
pling and enables calculations of higher-order Re´nyi en-
tropies in both 1D and 2D Heisenberg models for system
sizes up to N = 256 spins. Calculating Re´nyi entropies
Sn≥2 for integer n allows for an approximation of the von
Neumann entropy S1 as well as extraction of the single
copy entanglement S∞, which are difficult to access in
traditional QMC.
A neural network may represent a quantum state of
N spins by taking a spin configuration as input and re-
turning the corresponding amplitude and phase. Con-
cretely, the wavefunction in the computational basis
σ = (s1, ..., sN ), si = ±1 can be decomposed as ψ(σ) =√
p(σ)eiφ(σ), where p(σ) and φ(σ) give the probability
and phase for spin configuration σ. The network param-
eters are trained by minimization of the energy to repre-
sent a many-body ground state [27, 35]. Inspired by Refs.
[35, 36], we choose an autoregressive network N to model
p(σ) [Fig. 1(a)] and train a separate fully-connected net-
work for the phase [37]. Together, these comprise our
neural autoregressive quantum state (NAQS).
Autoregressive networks have several advantages for
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FIG. 1. Network and sampling schematics. (a) The autore-
gressive network N representing probability distribution p(σ)
consists of an input layer (gray) and hidden units (cyan) with
masked connections, followed by an output layer bipartitioned
into subsystems A (red) and B (green). Network N takes
an input spin configuration σ = (s1, s2, s3) and outputs the
logarithm of N conditional probabilities, which are summed
to obtain ln[p(σ)]. (b) Schematic illustration of conditional
sampling sequence σ¯1a → σ¯1b → σ¯2a → σ¯2b → · · · → σ¯na → σ¯nb .
(c) The reverse network NR representing the same probabil-
ity distribution as N is trained with a flipped ordering of the
conditional probabilities.
sampling applications compared to other neural quan-
tum state architectures. They efficiently generate inde-
pendent and identically distributed (iid) samples and di-
rectly output the normalized probability of each sam-
ple [38, 39], a substantial improvement over Markov
chain Monte Carlo sampling required for e.g. re-
stricted Boltzmann machines [26, 27]. These fea-
tures arise from the autoregressive structure: the out-
put, a high-dimensional probability distribution, is
expressed as a product of conditional probabilities
p(s1, ..., sN ) =
∏N
i=1 p(si|si−1, ..., s1). Access to
these conditionals allows direct generation of iid sam-
ples σ¯ = (s¯1, ..., s¯N ) from the state distribution by se-
quentially drawing s¯1 ∼ p(s1), s¯2 ∼ p(s2|s¯1), ..., s¯N ∼
p(sN |s¯N−1, ..., s¯1).
A network trained to represent target state ψ may
thereafter generate samples for estimating Re´nyi en-
tropies at integer orders n ≥ 2 via the replica trick [9, 12].
The quantity Tr [ρnA] is computed explicitly as
Tr [ρnA] =
∑
{σka ,σkb }
〈σ1a, σ1b |ψ〉〈ψ|σ2a, σ1b 〉...〈σna , σnb |ψ〉〈ψ|σ1a, σnb 〉
=
∑
{σka ,σkb }
n∏
k=1
ψ(σka , σ
k
b )ψ
∗(σk+1a , σ
k
b ) ≡
∑
σa,σb
Ω(σa,σb),
(2)
where σn+1a ≡ σ1a and the n variables σka(b) are computa-
tional basis vectors in HA(B). For notational simplicity,
we define Ω(σa,σb) ≡
∏n
k=1 ψ(σ
k
a , σ
k
b )ψ
∗(σk+1a , σ
k
b ), and
let σa(b) ≡ {σka(b), k = 1, ..., n} be a set of n basis vec-
tors. For the NAQS ansatz, a straightforward “direct
sampling” (DS) estimator is
Tr [ρnA] = 〈fDS〉 =
〈
Ω(σa,σb)
PDS(σa,σb)
〉
(σa,σb)∼PDS(σa,σb)
(3a)
PDS(σa,σb) =
n∏
k=1
p(σka , σ
k
b ). (3b)
In each Monte Carlo step, a batch of n samples
{(σ¯ka , σ¯kb ), k = 1, ..., n} is drawn independently from the
state distribution p(σa, σb), then permuted and recom-
bined as {(σ¯k+1a , σ¯kb ), k = 1, ..., n} to evaluate the estima-
tor fDS; we average over M batches.
We benchmark direct sampling on a network trained
to represent the ground state of a 1D antiferromagnetic
Heisenberg (AFH) model H =
∑
i si · si+1 for N = 100
spins. As shown in Figure 2(a), the direct sampling
method (orange crosses) yields accurate results for n = 2
compared with a DMRG computation (gray dots with
dashed line) [40]. However, for n = 18 the entropy es-
timate across “odd bonds”, which partition the system
such that A and B have an odd number of spins, has
larger variance. Figure 2(b) shows that the agreement
between direct sampling and DMRG is consistently close
at even bonds but worsens by an order of magnitude at
odd bonds for large n. This discrepancy can be explained
in part by the spectrum of the reduced density matrix ρA:
due to the SU(2) symmetry of the singlet ground state,
the largest eigenvalue λmax of ρA has degeneracy g = 2
or g = 1 at odd or even bonds respectively.
To understand why double degeneracy might cause in-
creased variance across odd bonds for large n, we study
a simple but illustrative example. Due to the Z2 sym-
metry of the GHZ state |ψGHZ〉 = 1√2 (|↑A↑B〉+ |↓A↓B〉),
any bipartition results in a reduced density matrix ρA
with g = 2. To calculate Tr [ρnA] using direct sampling,
M batches of n independent samples are drawn, with
each sample (σ¯ka , σ¯
k
b ) ∈ {(↑A, ↑B), (↓A, ↓B)}. If σ¯k+1a
and σ¯kb do not have the same spin configuration for all
n samples in the batch, the estimator fDS = 0 since
ψGHZ(↑A, ↓B) = ψGHZ(↓A, ↑B) = 0. The probability to
independently draw n aligned samples is 21−n. Thus,
the average over batches in Eq. 3a contains many terms
equal to zero and the required number of samples grows
exponentially with n.
To solve this variance problem and access higher-
order Re´nyi entropies, we propose an improved “condi-
tional sampling” (CS) method, which generates corre-
lated rather than independent samples within one batch.
Iteratively after drawing σ¯ka , we sample σ¯
k
b ∼ p(σb|σ¯ka)
followed by σ¯k+1a ∼ p(σa|σ¯kb ), which generates the sam-
ple sequence σ¯1a → σ¯1b → σ¯2a → σ¯2b → · · · → σ¯na → σ¯nb
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FIG. 2. Re´nyi entropies for 1D AFH ground state. (a) Re´nyi
entropies S2 (top) and S18 (bottom) for ground state of 1D
AFH model with 100 spins and open boundary conditions.
For n = 2, DS (orange crosses) and CS (blue dots) data both
match the DMRG results (gray dots; gray dashed line is a
guide to the eye). For n = 18, direct sampling becomes com-
paratively noisier at the odd bonds. (b) ln Tr [ρnA] for rep-
resentative even bond index 50 and odd bond index 51 for
2 ≤ n ≤ 32. Conditional sampling consistently gives close
results to DMRG while direct sampling gets worse for larger
n at odd bonds.
[Fig. 1(b)]. Sampling in this order results in an estima-
tor: [37]
Tr [ρnA] = 〈fCS〉 =
〈
Ω(σa,σb)
PCS(σa,σb)
〉
(σa,σb)∼PCS(σa,σb)
(4a)
PCS(σa,σb) = p(σ
1
a)p(σ
1
b |σ1a)p(σ2a|σ1b ) · · · p(σnb |σna ).
(4b)
Assuming the predetermined sampling order of N is
σa → σb, then sampling in the other direction σb → σa
requires a “reverse network” NR which models the same
probability distribution p(σ) as N , but outputs condi-
tionals in the reverse order [Fig. 1(c)]. We train NR
as a separate autoregressive network by minimizing its
Kullback-Leibler divergence with N [37].
For the GHZ state, the sampling variance of the es-
timator fCS is zero because the correlated samples en-
sure alignment of (σa,σb) for all n. While the ground
state of the 1D AFH model is comparatively more com-
plex, this intuition generalizes: Figure 2 shows that con-
ditional sampling removes the larger variance at high n
compared to direct sampling, and the largest relative er-
ror of S2≤n≤32 compared with DMRG at all bonds is
about 3.4% due mainly to the network infidelity. Heuris-
tically, the success of conditional sampling here can be at-
tributed to the existence of classical mutual information
between regions A and B for bipartitions of the singlet
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FIG. 3. Extracted quantities. (a) The von Neumann entropy
is approximated with BPA using Re´nyi entropies up to nc = 7
obtained with direct sampling. (b) Re´nyi entropies S1≤n<2
are approximated with BPA for representative even bond in-
dex 50 and odd bond index 51. At odd bonds, the approxi-
mation error still exists even if exact S2≤n≤7 from DMRG are
used in BPA, indicating that the systematic underestimate of
Sn is due to the cutoff error. (c) The largest eigenvalue λmax
and its degeneracy g are extracted from a linear fit to the CS
data for ln Tr [ρnA], with g restricted to an integer value.
ground state of the AFH model [37].
Re´nyi entropies at multiple integer orders n ≥ 2 con-
tain strictly more information than a single order, which
we harness to approximate the von Neumann entropy S1.
We compute the best polynomial approximation (BPA)
S1 = −Tr [ρA log ρA] ≈
nc∑
n=1
αnTr [ρ
n
A] , (5)
where nc is the cutoff polynomial degree. The magnitude
of the expansion coefficients grows exponentially with in-
creasing n [37], so we choose nc = 7 to control the sta-
tistical error. Compared with the exact S1 from DMRG,
the polynomial estimator worsens near the center of the
spin chain since small eigenvalues of ρA contribute more
to S1 than Sn≥2 [Fig. 3(a)]. Non-integer Re´nyi entropies
1 < n < 2 can similarly be computed with a polynomial
approximation, and like the von Neumann entropy are
underestimated [Fig. 3(b)]. This systematic error stems
from the infidelity of the trained NAQS and from the
cutoff at polynomial degree nc; at nc = 7 the cutoff error
dominates.
Conservatively, the required polynomial degree to
maintain a controlled cutoff error for S1 scales as
√
χ,
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FIG. 4. Re´nyi entropies for 2D AFH ground states.
(a) Schematic of spiral ordering for network training and esti-
mates of Sn. Lightest gray square indicates bipartition of the
system into a 3×3 subregion A (red) and remaining subregion
B (green). Darker squares indicate partitions for estimating
Sn of 2× 2 and 1× 1 subregions. (b) S2 calculated with con-
ditional sampling on a 12× 12 lattice with periodic boundary
conditions. Inset: S2 for L = 4. DS (orange crosses) and CS
(blue dots) data both match exact values (gray). (c) S2≤n≤32
of ` × ` square regions for L = 12 calculated with condi-
tional sampling (solid) and direct sampling (dashed). (d) For
L = 4, λmax and g extracted from CS data match exact val-
ues. (e) Single-copy entanglement S∞(`)/` for ` × ` square
regions in different 2D systems.
where χ is the rank of ρA [37]. For the 1D AFH ground
state, the bond dimension χ = 100 used in the DMRG
calculation indicates that nc ≈ 10 should suffice. How-
ever, in 2D the required cutoff nc could be large since
χ grows exponentially with the boundary size for area
law states [21]. Although it seems challenging to directly
apply the BPA-based linear estimator to higher dimen-
sions, incorporating information from Sn≥2 provides a
better estimate of S1 than simply lower-bounding it by
S2. Devising more robust estimators based on learning
the nonlinear mapping between Sn≥2 and S1 is a promis-
ing alternative to BPA [41], especially in higher dimen-
sions where S1 is generally inaccessible numerically ex-
cept for states with special symmetries [42].
The entropies S2≤n≤7 used for BPA are generated
by direct sampling, which works well in this parameter
regime. In general, direct sampling may be preferable
for estimating low-order Re´nyi entropies across all bonds
[Fig. 3(a)], since the same samples can be reused for dif-
ferent partitions while conditional sampling requires new
samples for each bond. Another advantage of direct sam-
pling is that arbitrary partitions can be chosen, regardless
of the conditional probability ordering in N , whereas this
ordering restricts the partitions that can be chosen for
conditional sampling. However, these advantages cannot
overcome the exponential growth in the required number
of samples with respect to n.
In the limit as n → ∞, it is necessary to estimate
all ln Tr [ρnA] with conditional sampling due to its re-
duced variance. In this regime, the main contribu-
tion to the entropy comes from the largest eigenvalue
λmax of ρA, which yields the single copy entanglement
S∞ = − lnλmax [14]. We extract λmax from the slope
and its degeneracy g ∈ N from the intercept of linear
fits to ln Tr [ρnA] with respect to n. We fit to contiguous
subsets within the range 10 ≤ n ≤ 32, and average over
the results for all subsets with minimum length 10 [37].
The results are plotted in Figure 3(c); the relative dif-
ferences between the extracted λmax and DMRG results
are within 0.8%. The marker colors indicate the fitted
degeneracies, which match exact values.
We test both sampling methods in higher dimen-
sions for the ground state of the 2D AFH model H =∑
〈i,j〉 si · sj on a L×L square lattice. The NAQS ansatz
can efficiently represent quantum states in higher dimen-
sions [35, 36], which by contrast would require infeasibly
large bond dimension for 1D tensor network states [21].
To show area law scaling, we train our networks with a
spiral ordering, enabling conditional sampling estimates
of Sn for regions of increasing area [Fig. 4(a)] [37]. The
Re´nyi entropy S2 for L = 12 clearly shows the desired
features of the spiral ordering choice [Fig. 4(b)]. The
boundary size of region A increases in a stepwise pat-
tern at each corner, which generates a series of entropy
plateaus as expected for area law scaling. For L = 4, we
verify that S2 calculated with both direct and conditional
sampling agrees with exact diagonalization [Fig. 4(b) in-
set] [43].
When estimating higher-order Re´nyi entropies in 2D,
conditional sampling still reduces the variance compared
to direct sampling for large system sizes. For L = 12, we
estimate Sn reliably up to n = 10 with largest relative
error 2.6% [Fig. 4(c)], and about n = 5 for L = 16 [37].
The increased error for larger system sizes is funda-
mentally related to the area law scaling of the Heisen-
berg ground state. The entanglement entropy scales
linearly with the boundary size LA of A and therefore
Tr [ρnA] ∼ e−nSn ∼ e−nLA , which indicates the trade-off
between maximum order and system size.
The single-copy entanglement S∞ as the slope of
ln Tr [ρnA] still converges with conditional sampling de-
spite the increased variance in individual Sn [37]. The
extracted λmax and its degeneracy agree well with exact
results for L = 4 [Fig. 4(d)]. For larger systems with
L = 8, 12, and 16, we extract S∞(`) for ` × ` square
regions A. In accordance with area law scaling, the
normalized quantity S∞(`)/` approaches a constant for
51 ` L, especially for L = 16 where finite size effects
are suppressed [Fig. 4(e)]. Fitting the degeneracy, how-
ever, becomes more challenging at large system sizes due
to the variance of the Re´nyi entropy data.
We have demonstrated two methods for calculating
Re´nyi entropies using neural autoregressive quantum
states. The direct sampling method works relatively well
for small n, and can readily be integrated with other net-
work architectures [35, 44] which could be particularly
advantageous in higher dimensions or for incorporating
symmetries. Conditional sampling takes advantage of the
autoregressive network to directly generate iid samples
from the desired distribution [Eq. 4b] and significantly
reduce the estimator variance, which reveals the poten-
tial of neural networks in designing more advantageous
sampling schemes.
Both sampling methods are independent of the system
Hamiltonian and are straightforward to implement once
the NAQS representation is trained, which can now be
done using existing open-source software [35, 45]. There-
fore, they can be directly applied to study Re´nyi en-
tropies of other quantum states including frustrated spin
systems [29] and tomographic reconstructions of exper-
imental data [33], and to investigate the entanglement
structure of the NAQS architecture itself [34]. Moreover,
conditional sampling performs competitively with more
traditional QMC methods [12, 23–26] and reaches simi-
lar or higher n without introducing any problem-specific
variance reduction tricks.
In future work, improvements to the NAQS ansatz in-
corporating e.g. symmetries or using different generative
models would be advantageous for training and testing
our methods on larger system sizes or significantly in-
creasing the sampling speed [44]. Proper combination of
conditional sampling with ratio tricks [12] could lead to
better estimators with even smaller variance. More gen-
erally, designing sampling methods to suit a given net-
work structure, or tailoring network architectures to com-
plement a particular sampling scheme, may find broad
use across a variety of Monte Carlo applications.
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Calculating Re´nyi Entropies with Neural Autoregressive Quantum States
(Dated: March 3, 2020)
In this supplement, we provide more detailed derivations and explanations to support the main text. In Section I,
we provide a more rigorous understanding for the difference between direct and conditional sampling methods and
derive the estimators in more detail, including modifications to the CS estimator taking into account imperfect overlap
of the networks N and NR. In Section II, we explain how to incorporate symmetries of the Hamiltonian to enhance
the speed and fidelity of network training, and how to modify conditional sampling accordingly. In Section III, we
discuss the best polynomial approximation to the von Neumann entropy described in the main text. In Section IV,
we plot data used to extract S∞ in Fig. 4 of the main text. In Section V, we provide details on network structure
and training.
I. COMPARING DIRECT AND CONDITIONAL SAMPLING
In this section, we derive in greater detail the direct and conditional sampling estimators, including modifications to
the CS estimator, and compare their variances. The Re´nyi entropy Sn for a bipartition of a pure state |ψ〉 ∈ HA⊗HB
requires calculation of Tr [ρnA], where ρA is the reduced density matrix for subsystem A. For integer n > 1, Tr [ρ
n
A] is
accessible via the replica trick [1], which can be derived as
Tr [ρnA] =TrA [(TrB |ψ〉 〈ψ|)n] (S1a)
=TrA
∑
{σkb }
〈
σ1b
∣∣ψ〉 〈ψ∣∣σ1b〉 〈σ2b ∣∣ψ〉 〈ψ∣∣σ2b〉 · · · 〈σnb |ψ〉 〈ψ|σnb 〉 (S1b)
=
∑
{σka ,σkb }
〈
σ1a, σ
1
b
∣∣ψ〉 〈ψ∣∣σ2a, σ1b〉 〈σ2a, σ2b ∣∣ψ〉 〈ψ∣∣σ3a, σ2b〉 · · · 〈σna , σnb |ψ〉 〈ψ∣∣σ1a, σnb 〉 (S1c)
=
∑
{σka ,σkb }
ψ(σ1a, σ
1
b )ψ
∗(σ2a, σ
1
b )ψ(σ
2
a, σ
2
b )ψ
∗(σ3a, σ
2
b ) · · ·ψ(σna , σnb )ψ∗(σ1a, σnb ) (S1d)
≡
∑
σa,σb
Ω(σa,σb), (S1e)
where the n variables σka(b) are computational basis vectors in HA(B). For notational simplicity, we have defined
Ω(σa,σb) ≡
n∏
k=1
ψ(σka , σ
k
b )ψ
∗(σk+1a , σ
k
b ), (S2)
with σn+1a ≡ σ1a and σa(b) ≡ {σka(b), k = 1, ..., n} a set of n basis vectors.
Two different Monte Carlo sampling schemes are proposed in the main text to estimate the sum in Eq. S1. The
first is direct sampling; here the trace Tr[ρnA] is evaluated as an average over the estimator fDS, where
fDS =
Ω(σa,σb)
PDS(σa,σb)
=
n∏
k=1
ψ∗(σk+1a , σ
k
b )
ψ∗(σka , σkb )
, (S3a)
with PDS(σa,σb) =
∏n
k=1 p(σ
k
a , σ
k
b ), and where p(σa, σb) = |ψ(σa, σb)|2 is the state distribution. The second method
is conditional sampling; here the trace Tr[ρnA] is evaluated as the expectation value of fCS, where
fCS =
Ω(σa,σb)
PCS(σa,σb)
= A(σa,σb)e
iΦ(σa,σb) (S4a)
A(σa,σb) =
√
p(σ1a, σ
n
b )
∏n−1
k=1 p(σ
k+1
a )p(σkb )
PCS(σa,σb)
(S4b)
Φ(σa,σb) =
n∑
k=1
φ(σka , σ
k
b )−
n∑
k=1
φ(σk+1a , σ
k
b ), (S4c)
2with PCS(σa,σb) = p(σ
1
a)p(σ
1
b |σ1a)p(σ2a|σ1b )p(σ2b |σ2a) · · · p(σnb |σna ). The estimator fDS can be calculated directly using
outputs from the probability network N , while fCS also requires outputs from the reverse network NR.
We now compare the variances of the estimators for the two sampling schemes. Since both are unbiased with the
same mean value, comparing
〈
f2
〉
will suffice. The trace Tr [ρnA] is real so we take the real part, yielding
〈
f2DS
〉
=
∑
D(σa,σb)
[
p(σ1a, σ
n
b )
n−1∏
k=1
p(σk+1a , σ
k
b )
]
cos2 Φ(σa,σb) (S5a)
〈
f2CS
〉
=
∑
D(σa,σb)
[
p(σ1a, σ
n
b )
n−1∏
k=1
p(σk+1a )p(σ
k
b )
]
cos2 Φ(σa,σb), (S5b)
where D(σa,σb) is the summation range that satisfies p(σka , σkb ) 6= 0, k = 1, ..., n as well as p(σk+1a , σkb ) 6= 0, k =
1, ..., n − 1. The difference between Eqs. S5a and S5b lies in the factors p(σa)p(σb) and p(σa, σb). If σa and σb are
independent and hence p(σa, σb) = p(σa)p(σb), then
〈
f2DS
〉
=
〈
f2CS
〉
. If there are correlations in the state probability
distribution that result in classical mutual information across the partition, conditional sampling will automatically
make use of this to avoid undesirable sample combinations with Ω(σa,σb) = 0.
This effect can be illustrated by comparing the variances for GHZ and product states
|ψGHZ〉 = 1√
2
(
|↑〉⊗N + |↓〉⊗N
)
(S6a)
|ψP〉 =
(
1√
2
(|↑〉+ |↓〉)
)⊗N
, (S6b)
for which the estimators are simple enough to evaluate analytically. As stated in the main text, estimating Sn
for the highly-correlated GHZ state strongly benefits from generating correlated samples. In fact, the variance
Var[fCS] = 4
1−n−41−n = 0 for all orders n. By contrast, for direct sampling Var[fDS] = 21−n−41−n and the required
number of samples to reach fixed variance scales exponentially in n as Var[fDS]/ 〈fDS〉2 ≈ 2n−1. However, conditional
sampling yields no benefit for the uncorrelated product state |ψP〉, since Var[fDS] = Var[fDC] = 1.
We generalize the argument beyond these two specific cases to states whose probability distribution is “block
diagonal”, leaving the completely general case for future work. We call the distribution p(σa, σb) block diagonal if ΩA
and ΩB , the sampling spaces for σa and σb, can be decomposed into the union of C non-overlapping subsets [Fig. S1(a)]
ΩA =
C⋃
i=1
Ai, ΩB =
C⋃
i=1
Bi (S7)
such that
∀i 6= m, p(σa ∈ Ai, σb ∈ Bm) = 0. (S8)
The distribution for the ground state of the antiferromagnetic Heisenberg (AFH) model on a bipartite lattice is
block diagonal. The ground state is a spin singlet with total spin S = 0 and total Sz = 0 [2, 3]. Thus, p(σa, σb) can
be decomposed into the following blocks:
Ai = {|σza = j〉}, Bi = {|σzb = −j〉},
{
j = 0,±1, ...,± 12 min{nA, nB} if nA, nB are even
j = ± 12 ,± 32 , ...,± 12 min{nA, nB} if nA, nB are odd,
with nA and nB the number of spins in regions A and B. As a concrete example, the structure of the ground state
distribution for a cut through the center of a 4-spin AFH ground state is shown in Fig. S1(b). Here, the sampling
space is decomposed into 3 blocks as
A1 = {|↑↑〉}, A2= {|↑↓〉 , |↓↑〉}, A3 = {|↓↓〉} (S9)
B1 = {|↓↓〉}, B2= {|↑↓〉 , |↓↑〉}, B3 = {|↑↑〉}. (S10)
Each of the n independent samples (σka , σ
k
b ), k = 1, ..., n generated by direct sampling in one batch falls into any
one of the C blocks, which is undesirable because samples from different blocks result in fDS = 0. Conversely,
fDS(σa,σb) 6= 0 if all samples in one batch are contained within the same block, which happens with probability
3(a) (b)
FIG. S1. (a) Schematic for a block diagonal structure of the state distribution in the computational basis for a fixed bipartition.
White regions have probability zero. (b) Example decomposition into blocks for a cut through the center of the ground state
of 4-spin AFH model.
∼ 1/Cn−1 if we assume each block has probability 1/C. Conditional sampling, by contrast, guarantees that all
samples stay in the same block with unity probability due to the correlation between samples.
We add here a few comments related to the seminal QMC work by Hastings et al. [1]. First, both estimators fDS
and fCS are symmetric for regions A and B, ensuring that estimates of Tr [ρ
n
A] and Tr [ρ
n
B ] have the same mean and
variance. Therefore, the 1D results presented in the main text avoid the problem of monotonically increasing variance
with respect to the size of A, as seen with a naive swap method in Fig. 2 of Ref. [1]. Second, their ratio trick cannot be
directly applied in our work since the NAQS uses an orthogonal Sz basis and the wavefunction in general is complex.
This differs significantly from their use of the valence bond basis where the wavefunction is positive for the Heisenberg
model on a bipartite lattice. Combining the ratio trick with neural quantum states and the methods presented here
is an interesting direction for future work.
A. Batch sizes for QMC results in the main text
Since the variance of the CS estimator is small, we are able to achieve reasonable results with fewer samples than
required for the DS estimator to converge. For some cases at high n, e.g. Fig. 2(b) and Fig. 4(c) in the main text, we
do not even try to get enough DS data to converge to a reasonable value as it would be unrealistic. For Fig. 2(a-b)
the number of batches is about M = 5 × 105 for conditional sampling and M = 1 × 106 for direct sampling. For
Fig. 3(a-b) we have M = 4 × 108 with direct sampling and (c) M = 5 × 105 with conditional sampling. We choose
direct sampling to calculate Sn for BPA since each batch of samples can be reused to compute the entropies for all
the bipartitions as in Fig. 3a, while conditional sampling would require new samples for each bipartition. Hence,
obtaining a fixed number of samples for each bond is faster with direct sampling by a factor equal to the number of
bonds across which the entanglement entropy is estimated. For Fig. 4(b), S2 for the 12×12 system is estimated using
conditional sampling with M = 3 × 105. For the inset, M = 5 × 106 for CS and M = 3 × 107 for DS. For Fig. 4(c),
the batch size for conditional sampling ranges from 8× 106 to 1× 108 and for direct sampling M = 5× 106. Fig. 4(d)
uses CS data with M = 5 × 106. For Fig. 4(e) we use conditional sampling and the number of batches ranges from
2× 106 to 1× 108 depending on the variance of each bipartition.
B. Modifications to CS Estimator
Here, we show how to modify the CS estimator to account for imperfect fidelity between the networks N and NR,
and to further control its variance. After training the first network N to represent probability p(σa, σb), we train the
reverse network NR by minimizing the Kullback-Leibler (KL) divergence
DKL(NR) =
∑
σa,σb
p(σa, σb) ln
p(σa, σb)
pR(σa, σb)
, (S11)
where pR(σa, σb) is the probability distribution represented by the reverse network. Ideally the divergence would be
zero, meaning p(σa, σb) = pR(σa, σb); however, in our experiments there always exists a small infidelity on the order
4of ∼ 0.5%. Taking this infidelity into account, the sampling weight for conditional sampling becomes
PCS(σa,σb) = p(σ
1
a)p(σ
1
b |σ1a)pR(σ2a|σ1b )p(σ2b |σ2a) · · · pR(σna |σn−1b )p(σnb |σna ), (S12)
and the estimator also has to be modified correspondingly as (compare to Eq. S4b)
A(σa,σb) =
√∏n
i=1 p(σ
i
a, σ
i
b)
∏n
i=1 p(σ
i+1
a , σib)
PCS(σa,σb)
=
√
p(σ1a, σ
n
b )
p(σ1a, σ
1
b )
n−1∏
i=1
√
p(σi+1a , σib)
pR(σ
i+1
a |σib)
n∏
i=2
√
p(σia)
p(σib|σia)
. (S13)
This estimator is unbiased, and therefore the imperfection of the reverse network has no effect on the value of Tr [ρnA].
However, mismatch between p and pR increases the variance and therefore we still want to maximize the fidelity.
Another contribution to the variance comes from the factor of p(σ1a, σ
n
b ) in Eq. S13. Because this factor is not
sampled, it can change A(σa,σb) by orders of magnitude for different sample sequences. To control this variance, we
introduce a simple trick to include p(σ1a, σ
n
b ) in the sampling weight. After generating the sequence σ¯
1
a → σ¯1b → σ¯2a →
σ¯2b → · · · → σ¯n−1b → σ¯na as before, we sample σ¯nb ∼ p(σb|σ¯na ) or σ¯nb ∼ p(σb|σ¯1a) with probability 0.5. The sampling
weight becomes
PCS(σa,σb) = p(σ
1
a)p(σ
1
b |σ1a)pR(σ2a|σ1b )p(σ2b |σ2a) · · · pR(σna |σn−1b )
p(σnb |σna ) + p(σnb |σ1a)
2
, (S14)
which effectively contains p(σ1a, σ
n
b ). The estimator is correspondingly modified as
A(σa,σb) =
√
p(σ1a, σ
n
b )
p(σ1a, σ
1
b )
n−1∏
i=1
√
p(σi+1a , σib)
pR(σ
i+1
a |σib)
n∏
i=2
√
p(σia)
p(σib|σia)
p(σnb |σna )
1
2 [p(σ
n
b |σna ) + p(σnb |σ1a)]
. (S15)
II. IMPLEMENTING SYMMETRIES IN ENTROPY CALCULATION
Many-body ground states often exhibit symmetries like rotational or translational invariance, and identifying and
enforcing these problem-dependent symmetries while training neural quantum states can greatly improve the accuracy
of the resulting representation. A symmetry can be enforced by applying all symmetry transformations to the input
spin configuration, then taking the average of the network outputs. For example, to add Z2 symmetry to the network
N , we use
PZ2(σ) =
1
2
(PN (σ) + PN (−σ)) (S16)
as the state distribution instead of the direct output from the network PN (σ). To generate samples from PZ2(σ), we
sample σ¯ from PN (σ) and then randomly flip σ¯ to −σ¯ with probability 0.5. Similarly, for translational invariance
Ptrans(s1, ..., sN ) =
1
N
(PN (s1, ..., sN ) + PN (s2, ..., sN , s1) + ...+ PN (sN , s1, ..., sN−1)) (S17)
can be used as the state distribution. To generate samples from Ptrans, samples are first generated from PN (σ) and
then one of the N cyclic permutations is applied with probability 1/N .
After obtaining the ground state with symmetries implemented as above, the entropy calculation using condi-
tional sampling has to be modified accordingly. Challenges include calculating the conditional probabilities for the
symmetrized state distribution and generating samples from these conditional probabilities. For Z2 symmetry, both
PZ2(σa) and PZ2(σb|σa) required for the conditional sampling estimator fCS can be derived as
PZ2(σa) =
1
2
(PN (σa) + PN (−σa))
PZ2(σb|σa) =
PN (σa)PN (σb|σa) + PN (−σa)PN (−σb| − σa)
PN (σa) + PN (−σa) .
(S18)
To generate samples σ¯a ∼ PZ2(σa), we sample directly from PN (σa) and then flip σ¯a to −σ¯a with probability 0.5. For
σ¯b ∼ PZ2(σb|σ¯a), with probability p = PN (σ¯a)/(PN (σ¯a) + PN (−σ¯a)) we sample directly as σ¯b ∼ PN (σb|σ¯a) and with
probability 1− p we sample first from σ¯b ∼ PN (σb| − σ¯a) and then flip the sample σ¯b → −σ¯b.
Unfortunately, for translational invariance a similar trick cannot be applied since even for Ptrans(s1) the calculation
involves intractable terms like
∑
s2,...,sN
PN (s2, ..., sN , s1). We therefore only enforce Z2 symmetry when training the
networks. By contrast, enforcing translational symmetry for direct sampling is not a problem since neither sample
generation nor estimator calculation require Ptrans(σb|σa).
5III. BEST POLYNOMIAL APPROXIMATION OF VON NEUMANN ENTROPY
The von Neumann entropy S1 = −Tr [ρ ln ρ] is calculated as a sum −
∑
i λi lnλi where λi ∈ (0, 1] are the eigenvalues
of ρ. If we find a polynomial approximation for f(x) = −x lnx over the range (0, 1] such that f(x) ≈∑n αnxn, then
the Von Neumann entropy can be approximated as
−Tr [ρ ln ρ] = −
∑
i
λi lnλi ≈
∑
i
∑
n
αnλ
n
i =
∑
n
αn
∑
i
λni =
∑
n
αnTr [ρ
n] , (S19)
where Tr [ρn] are directly measurable from NAQS sampling.
The best polynomial approximation (BPA) for f(x) is defined as
p∗n = min
pn∈Pn
||f − pn|| = min
pn∈Pn
max
x∈(0,1]
|f(x)− pn(x)|, (S20)
where Pn is the set of all polynomials with degree n. For most functions f(x), deriving an explicit formula for p∗n
is impossible and also unnecessary [4, 5]. Instead, we find a near-best solution where the approximation error is
provably well-controlled compared to p∗n [4]. One way to obtain these near-best polynomials is to expand f(x) in
terms of Chebyshev polynomials
T0(x) = 1
T1(x) = x
Tn+1(x) = 2xTn(x)− Tn−1(x),
(S21)
which have broad applications in approximation theory [4, 5]. We apply an affine transformation and define the
Chebyshev polynomials on [0,1] as Tˆn(x) = Tn(2x− 1). We then expand f(x) using Tˆn(x) as a function basis:
f(x) = −x lnx ≈ pnc(x) =
nc∑
k=0
akTˆk(x), (S22)
where nc is the cutoff degree and the expansion coefficients are given by [6]
a0 = ln 2− 1
2
, a1 = ln 2− 3
4
(S23)
ak =
(−1)k+1
k(k2 − 1) , k ≥ 2, (S24)
and the error of the expansion is bounded by
max
x∈(0,1]
|f(x)− pnc(x)| ≤
1
2nc(nc + 1)
. (S25)
We plot the polynomial approximation error for different cutoff orders in Fig. S2(a), which clearly shows a reduction
in error for larger nc.
If the rank of ρ is χ, then the total estimation error for the von Neumann entropy is bounded by∣∣∣∣∣
χ∑
i=1
f(λi)− pnc(λi)
∣∣∣∣∣ ≤ χ2nc(nc + 1) . (S26)
To guarantee convergence, the polynomial degree nc has to scale as
√
χ. For area-law states in 1D, χ does not scale
with the size of the subsystem. The rank χ ∼ 100 used in the DMRG calculation suggests nc ≈ 10 should suffice,
which is close to the maximum degree 7 that we used. In higher dimensions, since χ grows exponentially with the
boundary size of the subsystem even for area-law states, the required polynomial degree could be very large. On the
other hand, the bound in Eq. S26 is completely general and may not be saturated for all physical states.
To see what happens to the polynomial approximation at higher cutoffs nc, we calculate the absolute value of the
leading coefficient of pnc(x). From the recurrence relation of Chebyshev polynomials as well as the affine transforma-
tion, we have
|αnc | =
22nc−1
nc(n2c − 1)
, (S27)
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FIG. S2. (a) Error for best polynomial approximation of f(x) = −x lnx with different cutoff degrees nc. (b) Polynomial
approximation for S1 at cutoff degree nc = 9 computed with direct sampling has larger variance compared with nc = 7, which
is also plotted in Fig. 3(a) of the main text.
which is dominated by the exponential growth at large nc. Therefore, any small statistical error in Tr [ρ
n] leads to very
large error in the estimated Von Neumann entropy, which makes the polynomial approximation sensitive to statistical
noise. Fig. S2(b) shows the S1 calculation for the ground state of the 1D AFH model for cutoff degrees nc = 7 and
9. At nc = 7, the variance is controlled and this data is plotted in Fig. 3(a) of the main text. However, at nc = 9 the
variance is significantly higher and leads to a worse approximation. The two competing requirements for large cutoff
and small statistical error need to be balanced.
IV. EXTRACTING λmax FROM RE´NYI ENTROPIES
Assuming λmax, the maximum eigenvalue of ρA, has a finite spectral gap from all other eigenvalues of ρA and its
degeneracy is g, then for large n
ln Tr [ρnA] = ln
∑
i
λni ≈ ln(gλnmax) = ln g + n lnλmax. (S28)
We can extract λmax from the slope and g from the intercept of a linear fit to ln Tr [ρ
n
A] in the large n range, with g
restricted to integer values. This works well in 1D and the 4× 4 system in 2D, and both yield results matching exact
calculations [Fig. 3(c), Fig. 4(d) in main text].
Here, we plot and discuss the CS data used to extract the single-copy entanglement S∞ = − lnλmax plotted in
Fig. 4(e) in the main text. At these larger system sizes in 2D, we observe an increased variance in Sn attributable to
the exponentially small values Tr[ρnA] ∼ e−nLA . The full datasets for 8 × 8, 12 × 12, and 16 × 16 systems are shown
in Fig. S3. Despite the increased variance in Sn, the data for ln Tr[ρ
n
A] still behave linearly and it is reasonable to
fit a slope to them. The variance of the data also makes the slope lnλmax slightly depend on the range of n that we
choose, and we therefore average over the results for all contiguous subsets with minimum length 10 within the range
10 ≤ n ≤ 32.
V. NETWORK STRUCTURES AND TRAINING
The NAQS contains an autoregressive probability network N and a separate phase network which is fully-connected.
The probability network is based on MADE [7, 8], which uses masked connections to preserve the autoregressive
property. The fully-connected phase network has the same depth (total number of layers) and width (number of
channels of each hidden layer) as the probability network, but only has a single output instead of N outputs. For
training the ground states of the Heisenberg model, we usually choose a depth of 3 to 4, and the width ranges from
4 to 16 depending on the system size as well as the network depth. We choose very similar structures for the reverse
networks NR.
The minimization of both energy and KL divergence are done with the Adam optimizer [9]. We usually start with
learning rate 10−3 and batch size 1000 for about 5000 steps, then gradually increase the batch size to 10000 until the
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FIG. S3. (i) ln Tr [ρnA] and (ii) corresponding Re´nyi entropy Sn for ` × ` regions A in (a) 8 × 8 (b) 12 × 12 and (c) 16 × 16
systems. All results here are calculated with conditional sampling. S∞ in Fig. 4(e) of the main text is extracted from fits to
the data in (i).
optimization stops improving. Finally, we iterate between reducing the learning rate and increasing the batch size by
a factor of 3 to 10.
Specific properties of the Heisenberg ground state can be leveraged to achieve faster training and benefit the entropy
calculation. To accelerate ground state training of the 12 × 12 and 16 × 16 system, we only train the probability
network and circumvent the phase network by directly applying the Marshall sign rule [2]. For all other system sizes,
both phase network and probability network are trained. As shown in Sec. I, the Sz = 0 property of Heisenberg
ground state leads to a block diagonal p(σa, σb) which reduces the variance of conditional sampling. However, in our
training of the 8×8, 12×12 and 16×16 systems, the relative errors for the ground state energy are only on the order
of 10−3 and therefore the networks can still generate samples with Sz 6= 0. Those samples lead to hopping between
different diagonal blocks of p(σa, σb) and cause larger variance at higher n. To solve this problem, we implement an
extra penalty term for all Sz 6= 0 samples from the networks, which reduces the probability of Sz 6= 0 samples to
around 0.1% after training. Empirically, this extra penalty term also helps in avoiding local energy minima and leads
to networks with lower energy. For the 1D case as well as 4 × 4 in 2D, the extra penalty is not necessary since the
relative energy errors are around 10−5 ∼ 10−4 and Sz = 0 is automatically satisfied with high probability.
A. Input spin ordering
To represent a many-body state using NAQS, there are different possible choices of input spin ordering, correspond-
ing to different decompositions of the state distribution into conditional probabilities. Specific ordering choices are
only required for conditional sampling, not direct sampling. To perform conditional sampling σb ∼ p(σb|σa), only
bipartitions along the input spin ordering of the autoregressive network are possible. For direct sampling it is possible
to specify arbitrary groups of spins as region A since we only sample from the joint state distribution rather than its
conditionals.
In one dimension, there exists a natural ordering which follows the actual lattice structure and preserves the locality
of the interactions. In two dimensions, a raster scan ordering from the top-left to bottom-right [Fig. S4(a)] seems
natural. However, that only allows CS entropy calculations for regions with approximately constant boundary length.
The results for S2 calculated from a NAQS trained with the raster scan ordering clearly show features of the limited
boundary length [Fig. S4(b)]. To estimate entropy for square regions of increasing area, we therefore choose the spiral
ordering for the 2D lattice as shown in Fig. 4(a) of the main text.
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FIG. S4. (a) Schematic showing the raster scan ordering and one possible bipartition for conditional sampling. (b) Second
Re´nyi entropy S2 for the ground state of the 2D AFH model with system size 6 × 6. The network is trained with raster scan
ordering and the entropy is calculated with conditional sampling.
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