: Realtime generation of physics-based motion control for human grasping: (left) automatic grasping of objects with different shapes, weights, frictions, and spatial orientations; (right) performance interfaces: acting out the desired grasping motion in front of a single Kinect.
Introduction
Human hands are capable of grasping an astounding variety of objects of different shapes, weights, frictions, and spatial orientations with little effort. However, creating physically realistic animation for human grasping is a nontrivial task. An ideal grasping action must take into account the geometry and dynamic characteristics of the object to be grasped and the selection of contact between the object and the fingers, thumb, and palm of the hand. Recent years have seen some significant advances in this area [Pollard and Zordan 2005; Kry and Pai 2006; Li et al. 2007; Liu 2009; Kyota and Saito 2012] . Still, the ultimate goal of building an automated realtime system that is capable of grasping a wide variety of objects with different geometry and physical quantities remains unsolved. With this goal in mind, we propose an algorithm motivated by the following principles:
Physical realism. Natural appearance is a must because people are extremely adept at judging whether an animated character appears realistic or not. A synthesized grasping motion that accomplishes an intended task might be judged as unacceptable if it appears jerky, moves like a robotic hand, or contains any unpleasant visual artifacts such as hand-object penetration. In addition, we require output animation to be physically plausible, which ensures human grasping takes into account dynamic aspects of objects crucial to human-object interaction.
Scalability. A lifelike human character must possess a rich repertoire of grasping actions and display a wide range of variation within the same action. This inevitably requires grasping objects of different shapes, weights, frictions, and spatial orientations using a rich set of grip modes (e.g., the power and pinch grip).
Control. An ideal animation system should empower the user with an easy-to-use interface. This is challenging since we aim to develop a system that allows a random user to generate a desired grasping action quickly and easily-with virtually no learning curve.
Realtime. Realtime animation is essential to many applications such as virtual reality, video games, and interactive animation design. The algorithm must be fast enough so that the interface appears responsive and the user remains engaged in the animation task.
The key contribution of this paper is realtime generation of physicsbased motion control for robust human grasping. Given an object to be grasped, our system automatically constructs physics-based motion control to achieve realistic manipulation with the object. Our solution leverages both prerecorded motion data and physics-based simulation. We first introduce a data-driven algorithm that utilizes large sets of prerecorded human grasping data to synthesize realistic animation for human grasping. The kinematic motion synthesis process runs in real time and allows the user to generate realistic, controllable animation for grasping a wide variety of objects with different shapes and sizes. Kinematic motion synthesis, however, does not consider the dynamics that cause the motion and therefore often fails to model dynamic aspects of objects. This motivates us to develop physics-based motion control for transforming the synthesized kinematic motion into a physically realistic one in real time. In addition, we develop a performance interface for human grasping, which allows the user to act out the desired grasping motion in front of a single Kinect camera.
We demonstrate the power of our approach by generating physicsbased motion control for grasping a wide variety of objects with different properties such as shapes, weights, spatial orientations, and frictions ( Figure 1 (left)). Our interface for human grasping is intuitive and easy to use. The interface allows the user to sketch out the grasping action in greater or lesser details. The user can issue a simple kinematic control input such as "reaching the object and grasping it to move to the target location and orientation," or act out the desired grasping action in front of a single Kinect camera (Figure 1(right) ). In addition, we show our physics-based motion control for human grasping is robust to external perturbations and changes in physical quantities such as masses and frictions.
Contributions
Our work is made possible by a number of technical contributions:
• An efficient data-driven synthesis algorithm that utilizes a large set of prerecorded human grasping data to generate realistic, controllable animation for grasping objects substantially different from database objects.
• A robust physics-based motion control algorithm that transforms kinematic motions of the hand and object into physically realistic ones.
• A performance interface that allows the user to create a desired grasping action by acting out the motion in front of a single Kinect camera.
• A high-quality human grasping database for grasping a wide variety of objects with different grip styles, that will enable other researchers to apply their algorithms to this problem.
Background
Our system combines the power of data-driven synthesis and physics-based simulation for human grasping and manipulation. We therefore focus discussion on hand motion synthesis and simulation, with an emphasis on human grasping and manipulation.
Rule-based approaches [Rijpkema and Girard 1991; Sanso and Thalmann 1994; Miller et al. 2003 ] have been traditionally used for grasp pose synthesis. This approach treats all or part of an object as a primitive shape (e.g., box and cylinder) for which a grasp synthesis strategy is available. However, this approach requires solving a challenging classification problem: determining which primitive should be used as an approximation of an arbitrary shaped object.
Moreover, there is no guarantee that synthesized grasp poses are natural-looking and consistent with real world observations.
An appealing alternative to grasp synthesis is to use prerecorded grasp data [Elkoura and Singh 2003; Li et al. 2007; Amor et al. 2008; Kyota and Saito 2012] . This approach is appealing because synthesized grasp poses are often natural-looking and consistent with real world data. Elkoura and Singh [2003] utilized a database of human grasps to process kinematically synthesized hand poses for guitar playing, so that a natural coupling between joint angles is preserved. Li and her colleagues [2007] explored a data-driven approach to grasp synthesis by searching closest examples in a prerecorded grasp database to match the object shape. Amor and colleagues [2008] constructed a probabilistic model for human grasp poses from prerecorded data and used it to constrain the solution space of grasp synthesis. Kyota and Saito [2012] combined prerecorded grasp poses and grasp taxonomy for interactive grasp synthesis. In addition, researchers have also explored how to use prerecorded motion data to synthesize finger motions for gesturing characters. For example, Jörg and her colleagues [2012] used a prerecorded database of body and finger motions to automatically add plausible finger motions to body motions.
Our approach utilizes prerecorded motion data for grasp synthesis. Our goal, however, is different because we aim to synthesize an entire sequence of human grasping action, including reaching, closing, and manipulation, while previous approaches are focused on synthesis of either single grasp poses [Elkoura and Singh 2003; Li et al. 2007; Amor et al. 2008; Kyota and Saito 2012] or freehand gestures [Jörg et al. 2012] . This motivates us to develop a new datadriven model that compactly represents spatial-temporal behavior of human grasping. In addition, we combine data-driven synthesis with physics-based motion control to model dynamic aspects of human grasping synthesis. This ensures human grasping takes into account not only object geometry but also dynamic characteristics of objects such as weights, frictions, and external perturbations.
Our idea of combining prerecorded motion data and physics-based simulation for grasp synthesis is inspired by recent success on generating physically realistic human grasping from prerecorded motion data [Pollard and Zordan 2005; Kry and Pai 2006; Ye and Liu 2012] . In particular, Pollard and Zoran [2005] constructed physicsbased motion control for grasping by fitting control set points from prerecorded grasping data. Kry and Pai [2006] estimated joint compliances to best match recorded motion data and measured contact forces in hand-object interactions. Recently, Ye and Liu [2012] combined physics-based optimization with contact-based sampling to transform a sequence of full-body poses with accurate wrist movements and a simultaneously acquired sequence of object poses into a physically plausible manipulation motion.
Our method is most similar to [Pollard and Zordan 2005] because we both focus on physics-based motion control for human grasping. Physics-based motion control is appealing to human grasping because it can be generalized to objects with new geometric and physical quantities. However, unlike [Pollard and Zordan 2005] , our motion control is not restricted to whole-hand or enveloping grasps. Another distinction is that we complement physics-based motion control with data-driven motion synthesis. This allows us not only to grasp a wide variety of objects with different shapes, weights, frictions, and spatial orientations, but also to synthesize a desired grasping motion with intuitive and easy-to-use interfaces.
Our work is related to recent efforts on using physics-based optimization to human grasp and manipulation [Liu 2008; Liu 2009; Mordatch et al. 2012] . Notably, Liu [2008; 2009 ] explored a physics-based optimization approach that synthesizes physically plausible human gasping from an initial hand grasping pose and a prescribed object motion. Our approach is different because we build our system on physics-based simulation rather than physicsbased optimization. More importantly, our method does not assume any initial hand grasp poses or any prescribed object motions required by [Liu 2008; Liu 2009 ]. Instead, we utilize prior knowledge embedded in prerecorded motion data for human grasping. Combining human motion priors with physics-based simulation not only improves the realism of synthesized motion but also reduces the time and effort required to create a desired animation.
Overview
Our goal herein is to generate robust realtime physics-based motion control for grasping a wide variety of objects with different shapes, weights, frictions, and spatial orientations. The problem is challenging because human grasping requires considering hand articulations, geometry and dynamic characteristics of the object to be grasped and the selection of contact between the hand and the object. We address the challenge by leveraging both prerecorded motion data and physics-based simulation for human grasping. Our system consists of the following major components:
Grasping data acquisition. Our system is data-driven, which requires large sets of prerecorded human grasping data for motion synthesis. We acquired a high-quality motion database for human grasping, including hand articulations, object movements, and contact information between the hand and the object, using a combination of a twelve-camera optical motion capture system [Vicon Systems 2012] and two Kinect cameras.
Data-driven grasping modeling and synthesis. We decompose each grasping sequence into three phases, including reaching, closing, and manipulation, and develop an efficient data-driven algorithm for synthesizing each phase of human grasping. Our datadriven motion synthesis process runs in real time and allows the user to synthesize realistic, controllable hand motion for grasping objects substantially different from database objects.
Physics-based motion control. Data-driven grasping synthesis, however, does not consider the dynamics that cause the motion and therefore often fails to model dynamic aspects of human grasping. We address this challenge by developing a robust physics-based motion control algorithm to transform synthesized kinematic motions into physically realistic ones.
Performance interfaces for object manipulation. We develop an intuitive and easy-to-use performance interface for object manipulation. Given a virtual object to be grasped, the user acts out a desired motion in front of a single Kinect. The system automatically transforms the user's performance into a physically realistic motion for manipulating the virtual object.
We describe these components in more detail in next sections.
Building a Human Grasping Database
We build a human motion database for grasping a number of primitive geometries with different grip modes. Acquiring high-quality hand grasping motion, however, is challenging because it requires capturing hand articulations, object movements, and contact phenomena between the hand and the object.
Configuration space. We describe a hand pose using a set of independent joint coordinates q ∈ R 33 , including absolute root position and orientation as well as the relative joint angles of individual joints. Figure 2 
Human Grasping Capture
Our motion capture process builds on the recent success of acquiring high-fidelity hand articulation data using a combination of an optical motion capture system and a single Kinect camera [Zhao et al. 2012] . We extended their system to human grasping since their system was focused on capturing hand articulation data alone. Briefly, we synchronized a twelve-camera Vicon motion capture system with two Kinect cameras and used them to simultaneously capture hand articulations, object movements, and contact information between the hand and object. We initialized the pose of the hand and object at the first frame and sequentially tracked 3D poses by minimizing the inconsistency between the hypothesized poses and the observed data, including both 3D marker positions obtained from the Vicon system and RGBD data from the two Kinect cameras. We employed Particle Swarm Optimization (PSO) [Clerc and Kennedy 2002] to search an optimal pose of both the hand and object over time.
Complementing marker-based mocap with RGBD data from multiple Kinect cameras significantly improves the reconstruction accuracy of human grasping. However, the method still suffers from significant occlusions and often fails to identify correct contact information between the hand and object. To address this issue, we instructed the human subject to perform a particular grip mode for grasping (e.g., pinching grip) during motion capture sessions, manually labeled contact information throughout the whole motion sequence, and incorporated explicit contact information into the pose optimization process.
The final database included motion capture data for grasping ten different objects using ten different grip modes. The motion was reconstructed at 120 frames per second. Figure 3 shows all the grip modes used for human grasping and Figure 4 shows all the objects Figure 4: Our grasping database recorded high-quality motion data for grasping ten database objects.
in the database.
Grasping Data Processing
We decompose each human grasping sequence into three phases: "reaching" phase, "closing" phase, and "manipulation" phase. During the "reaching" phase, the hand moves to the object and opens the grip to enclose the object. For the "closing" phase, the grip closes until the object is grasped. For the "manipulation" phase, the object in grasp is moved to a target location. We segment each grasping sequence into three phases manually.
Besides, as the hand and the object may locate in different places for different capture sessions, the motion needs to be aligned together. We transform each grasping motion sequence to the object's local coordinate system, which leads to a consistent representation of human grasping data. Specifically, we build the local coordinate system in which the origin is defined by the center of mass of the object, the z axis is defined as the "up" direction perpendicular to the surface plane the object is sitting on, and the x axis is defined as the direction from the center of the hand to the center of the object of the grasping pose (i.e., the last frame of the "closing" phase). For grasping motion synthesis, we adopt the same reference system for the object to be grasped. We synthesize a motion in the local reference system of the object and then transform it back to the global coordinate system.
Kinematic Synthesis of Human Grasping
Given an object to be grasped, our kinematic motion synthesis process synthesizes motion of the "closing" phase first, then the "reaching" phase, and finally the "manipulation" phase. We prioritize "closing" motion synthesis because the last frame of "closing" motion determines the "grasping" pose which is the most important pose for human grasping. In the rest of this section, we discuss how to synthesize the motion for each phase in details.
Closing-phase Motion Synthesis
The goal of "closing" phase synthesis is to generate a motion that closes the grip and grasps the object. Ideally, synthesized motion should be natural-looking, collision free, dynamically feasible, and consistent with the goals specified by the user. In the following, we first apply statistical motion modeling techniques to prerecorded motion data to obtain a probabilistic motion model for closing motion synthesis. We then formulate the kinematic motion synthesis process as an optimization problem. We discuss how to solve the optimization in realtime and how to incorporate dynamic feasibility testing into the optimization process to ensure synthesized motion is dynamically feasible.
Closing-phase Motion Modeling
This section focuses on constructing a compact probabilistic motion model for "closing" phase. Our analysis algorithm builds upon deformable motion models for full-body motion synthesis [Min et al. 2009 ]. We extend deformable motion models to human grasping by constructing grip-dependent deformable motion models for "closing" phase. This representation is motivated by our observation on human grasping data. While "closing" motion displays a wide range of variations with respect to objects with different geometry and physical quantities, high-level structures of closing phase associated with a particular grip mode are always fixed. For example, closing motion using a pinch grip of the thumb and index has a consistent motion pattern and similar contact phenomena between the hand and the object. It involves simultaneously moving the thumb and index to enclose and contact the object while keeping other fingers approximately static.
For each grip mode g = 1, ..., G, we register all the motion segments against each other and decompose them into two functional data sets suitable for generative statistical modeling. Briefly, we pick one segment as a reference motion and use it to register the rest of segments with appropriate time warping functions. We employ dynamic time warping techniques to register all motion segments. Next, we warp each motion segment to a new motion segment in a canonical timeline defined by the reference motion using their corresponding time warping functions. This step allows us to decompose all the motion segments into two functional data sets: warped motion segments and time warping functions. Both data sets are defined in the canonical timeline and therefore are suitable for functional statistical analysis.
We apply functional PCA to all the warped motion segments associated with each grip mode. As a result, we can model a motion segment defined in a canonical timeline by the reference motion using a mean motion segment p 0 and a weighted combination of eigen motion segments p m , m = 1..., M:
where the vector α stacks the eigen weights and the vectors p m , m = 1, ..., M are a set of orthogonal modes to model geometric variations across the entire motion sequence.
Similarly, we apply functional PCA to all the time warping functions associated with each grip mode to build a low-dimensional model for time warping functions. To preserve the property of time warping functions, which should be positive and strictly monotonic everywhere, we transform the precomputed time warping functions w(t) into a new space z(t): z(t) = ln(w(t) − w(t − 1)),t = 1, ....T and apply the functional PCA to the transformed time warping functions in the new space. Finally, we transform the function back to the original space and obtain the following low-dimensional representation for time warping functions:
where the vector γ is the combination weights to represent a time warping function in a low-dimensional space and the scalar b k (i) represents the i-th component of the k-th eigen vector b k .
After combining Equation (1) and (2), we obtain the following parametric function to model spatial-temporal variation of the "closing" motion x g associated with a particular grip g:
where the operator ⊗ warps a motion segment P g ( α) in the canonical time line with a time warping function H g ( γ).
One appealing property of a grip-dependent deformable motion model is to automatically annotate contact information for generated motions. Note that the last frame of "closing" motion defines the "grasping" pose crucial to hand-object interaction. This ensures that synthesized motions are always consistent with a particular contact grip. Furthermore, we learn a joint probability density function pr g ( α, γ) to model the correlation between the geometric and timing variations. We model the prior distribution with a Gaussian mixture model (GMM). The parameters of the Gaussian mixture model are automatically estimated using an ExpectationMaximization algorithm [Bishop 1996 ].
The deformable model and the joint probability distribution defines a generative model for closing-phase motion synthesis. We can generate an infinite number of natural-looking grasping motion for a particular grip mode by sampling the joint probability distribution pr g ( α, γ) and warping the sampled motion P g ( α) in the canonical timeline with the sampled time warping function H g ( γ). In the next section, we discuss how to use the generative motion model of "closing" phase to synthesize realistic "closing" motions for grasping objects with different shapes, sizes, and spatial orientations.
Objective Function
We formulate the motion synthesis process as an optimization problem:
where α, γ are parameters of the deformable motion model and x g = M g ( α, γ) is a motion generated from the deformable motion model corresponding to a particular grip mode g. The first term E p is the motion prior term which evaluates how well the synthesized motion is consistent with database examples. The second term E c is the motion control term which ensures the synthesized motion achieves the goal specified by the user. The third term E k is the collision constraint term which avoids the collision between the hand and the object. The fourth term E d is the contact distance term which measures how well the contact fingers contact the object. And the last term E q is the grasp quality term which measures the quality of the synthesized grasping pose. The weights w p , w c , w k , w d and w q control the importance of each term and are experimentally set to 0.06, 0.9, 1.0, 0.4 and 2.0, respectively.
Motion prior term. The prior term, E p , ensures the synthesized grasping motion is consistent with prerecorded examples in the database. We minimize the negative log of the prior distribution function pr( α, γ), yielding the following energy formulation:
Motion control term. The motion control term, E c , ensures generated motion achieves the goal specified by the user. Specifically, it measures the inconsistency between the synthesized motion x g and the user constraints c. The system allows the user to sketch out the grasping motion in greater or lesser details. One way to control the grasping action is to specify grip modes g and/or contact point constraints for grasping fingers. Alternatively, the user could act out the desired grasping action in front of a single Kinect camera (Please refer to Section 6 for details of performance interfaces).
Collision constraint term. This term ensures the synthesized hand does not penetrate the object during the entire sequence of "closing" motion. In our implementation, we penalize the penetration between the hand and the object, resulting in the following objective function term:
pene i (x g , ob ject) = 0 if no penetration d otherwise (7) where N is the number of frames in closing phase and the function pene i outputs the penalty value based on the penetration between the hand and the object at frame i. In our experiment, we set the parameter d to 10.
Contact distance term. This term measures how well contact fingers contact the object. Given a hypothesized motion x g , we first use forward kinematic function f to map the contact point on each contact finger from its local coordinates p to the global coordinates f(x g ; p). We define the following contact term to minimize the distance between each contact point and its closest point O on the surface of the object:
where N c is the number of contact points for a particular grip model g. Note that for a particular grip mode we know the total number of contact points (N c ) and their local coordinates (p i ) because we embed contact information into grip-dependent deformable motion models during the modeling process.
Grasp quality term. To enable physics-based motion control, unstable grasp poses (e.g., grasping two adjacent surfaces of a cube) is dynamically unstable and should be avoided in kinematic motion synthesis. We evaluate the grasp quality term E q (x) based on a weighted combination of two grasp metrics (for more details on grasp quality, please refer to [Miller and Allen 1999; Pollard 2004; Suárez et al. 2006; Amor et al. 2008] ):
where the weights w 1 and w 2 control the importance of each term and are set to 0.06 and 4.0, respectively. Note that we evaluate the grasp quality term based on the "grasping" pose (i.e., the last frame of the "closing" phase).
The first term, E 1 g = ||CM −C||, measures the distance between the center of mass (CM) of the object and the centroid (C) of the contact polygon (2D) or polyhedron (3D). The contact polygon/polyhedron is the polygon/polyhedron that connects each contact point. Intuitively, the effect of inertial and gravitational forces on the grasp is minimized when the distance is minimized. A small distance often results in a more stable grasp. This term is adopted from robotic literature [Suárez et al. 2006] .
) is the friction cone constraint term. The cone of friction is a geometric interpretation of the maximally allowed angle φ between the surface normal and the applied force vector. Specifically, for each pair of antagonist fingers, we compute their nearest positions on the surface of the object and use them to define a connecting line. If this line lies within both cones of friction at the intersection points with the object surface, we regard the grasp as stable. In other words, for achieving a stable grasp with two fingers we need to minimize the angles θ 1 and θ 2 between the connecting line and the contact normals, until both are smaller than φ . Note that SP is the number of antagonist finger pairs, which depends on the grasp mode. An antagonist pair are two fingers that can exert forces in opposing directions so as to create stable grasps. For example, SP is "1" for pinching using the thumb and index, and "4" for power grip using all fingers. In the latter case the thumb is antagonist with all other four fingers. For more details of this term, please refer to [Amor et al. 2008] .
Dynamic Feasibility Test
We further test whether a solution (i.e., a grasping pose) can produce sufficient contact forces to counteract the gravitational force of the object in static equilibrium. This test is necessary for synthesizing dynamically feasible grasping motion because there is no guarantee that the optimization solution from Equation (4) is physically feasible even with the grasp quality term.
In our application, we model each contact patch using multiple contact points (4 in our experiment) to approximately model contact torques caused by soft bodies. Each contact force f i is represented as a linear function of nonnegative basis coefficients λ i [Pollard and Reitsma 2001 ]: f i = B i λ i , where the matrix B i is a 3 × 4 matrix consisting of 4 basis vectors that approximately span the friction cone for the i-th contact force.
We conduct a dynamic feasibility test by solving the following optimization problem:
arg min
where f // i is the friction force of the i-th contact force and f ⊥ i represents the magnitude of the i-th normal contact force. r i is a vector that points from the center of mass of the object to the i-th contact point. Equation (11) and (12) ensure that the resultant force and torque of the object are both zeros, so that the object can be grasped in equilibrium. To ensure f i = B i λ i is a valid contact force, we constrain the friction direction to be perpendicular to the contact normal (Equation (13)) and within the Coulomb friction cone (Equation (14)). Equation (16) ensures that the hand can only push, not pull on the object. In addition, we minimize the sum of normal contact forces f ⊥ i to remove the ambiguous solutions. The linear objective function defined in Equation (10), together with linear constraints Equation (11)- (16), forms a linear programming problem and can be solved efficiently by simplex methods. If a feasible solution cannot be found, we consider that the solution fails the dynamic feasibility test.
Motion optimization
We now discuss how to solve the optimization problem defined in Equation (4) in real time and how to incorporate the dynamic feasibility test into the optimization process.
We employ Particle Swarm Optimization (PSO) [Clerc and Kennedy 2002] to minimize the objective function defined in Equation (4). PSO is a population-based stochastic approach for solving continuous and discrete optimization problems. In particular, PSO optimizes a problem by having a population of candidate solutions, termed "particles", and moving these particles around in the searchspace according to simple mathematical formulae over the particle's position and velocity. Each particle's movement is influenced by its local best known position and is also guided toward the global best known position in the search-space, which are updated when better positions are found by other particles. This is expected to move the swarm toward the best solutions.
We choose PSO for motion optimization because of three reasons. First, PSO is a sampling-based approach and does not demand derivative computation, which is almost impossible to evaluate for our objective function. Second, PSO is easy to parallelize and allows for a significant speed-up via GPU implementation. Third, unlike gradient-based optimization, PSO can output multiple solutions which are particularly suitable for our dynamic feasibility test.s
We generate an initial population by sampling the learned prior distribution (GMMs). However, even with good initialization, the optimization might still run very slow, as each time the objective function is evaluated, collision detection needs to be done for the entire sequence of each particle (i.e., the hypothesized "closing" motion). For complex objects with a large number of polygons, each optimization often takes more than ten minutes to run. We speed up the collision detection evaluation by precomputing signed distance transformation of the object [Baerentzen and Aanaes 2005] . We can precompute the signed distance transformation of the object because the object is always static for the entire "closing" phase. The signed distance transformation computes the minimum distance between each 3D voxel and the surface of the object. We set the distance values to be positive for voxels outside the surface of object and negative for every inside voxel. With the precomputed signed distance field, the runtime collision detection evaluation is simplified as lookup table operations, which allow us to synthesize kinematic grasp motion in real time.
As mentioned in Section 4.1.3, there is no guarantee that the solution obtained from the optimization is dynamically feasible. Although the dynamic feasibility test can be solved via simplex methods efficiently, testing it on each particle at each iteration will result in a heavy computational cost. To address this issue, we focus dynamic feasibility test only on the particles of the last generation. We pick the "best" particle that passes the dynamic feasibility test as the final synthesis solution. If there are no such particles, we run the optimization again, which rarely occurs in our experiment as it often indicates that the object might be too big and/or heavy to be grasped. Humans might not be able to grasp a huge object because of limited hand size and they cannot grasp a very heavy object because of joint torque limits.
Although we include the contact distance term in Equation (8), the contact fingers might still not be close enough to contact the object because of the nature of stochastic optimization. We refine the synthesized grasping motion by applying inverse kinematics (IK) to pull the contact point on the finger to the closest point on the object.
Reaching-phase Motion Synthesis
The goal of reaching-phase motion synthesis is to generate a realistic "reaching" motion that transitions from an initial hand configuration to the starting frame of synthesized "closing" motion. A simple way to achieve the goal is to linearly interpolate in-between motions. However, linear interpolations often fail to produce realistic movement as "reaching" motion often exhibits certain characteristics. We address the issue by searching the closest example in the database and editing it to satisfy constraints specified at the starting and ending frames.
Specifically, we search the database using the initial hand configuration and the starting pose of the "closing" phase, and then apply Laplacian editing [Sorkine et al. 2004 ] to modify the closest examplex r to meet the new constraints on the boundary. Laplacian editing ensures the edited motion x r satisfies the boundary conditions while preserving fine details of the original motionx r . This requires solving the following quadratic programming problem:
whereq i and q i are the i-th pose of the closest motionx r and the edited motion x r , respectively. The first term preserves fine details of the original motion (e.g., 1D Laplacian coordinates). The second term ensures that the edited motion is consistent with boundary constraints, starting at the initial pose configuration C 1 and ending at the first pose C N of the synthesized "closing" motion. The third term, where q N+1 is the second frame of the synthesized "closing" motion, ensures a smooth transition on the boundary by minimizing the velocity changes at the transition frame. The weights w 1 and w 2 are set to 10 and 0.01, respectively.
Manipulation-phase Motion Synthesis
During the "manipulation" phase, our goal is to move the object in grasp from an initial pose to a target pose. This requires synthesizing motions for both the hand and the object. Similar to "reaching"-phase motion synthesis, we search the prerecorded motion database using the initial and target poses of the object and deform the closest example to interpolate the initial and target poses. This requires solving a quadratic optimization problem similar to Equation (17). After the object's trajectory is synthesized, the hand's trajectory can be synthesized accordingly, as we assume the hand is static with the object and the local joint angle values of the hand are unchanged during the "manipulation" phase.
Physics-based Grasping Control
This section introduces a robust motion control algorithm that supplies joint torques to drive the hand to track the reference trajectories of the hand and the object obtained from kinematic motion synthesis during each time step of the simulation. This process runs in real time and is fully automatic.
Hand Grasping Dynamics
The Newtonian dynamics equations for hand grasping can be described as follows:
where q,q, andq represent the joint angle poses, joint velocities, and joint accelerations of the hand, respectively. The quantities M(q), C(q,q) and h(q) are the joint space inertia matrix, centrifugal/Coriolis, and gravitational forces, respectively. The vector τ represents joint torques supplied to the hand and the vector f represents contact forces/torques between the hand and the object. The Jacobian matrix J maps contact forces/torques to generalized forces.
Motion Control Representation
We model the total joint torque (τ) supplied to drive the hand as a combination of three terms:
where τ active is the active joint torque which is used to track the reference trajectory of the hand. More specifically, this term is used to cancel components of M(q)q +C(q,q). The second term τ gravity is the gravity compensation term which is set to exactly cancel the effects of gravitational forces h(q). The third term τ grasp is the grasp joint torque which is set to balance contact forces/torques J T f. Note that we drop the grasp joint torque term for "closing" phase.
Active joint torque. We model active joint torque using PD-servos (Proportional Derivative). All joints in the hand have proportional derivative (PD) controllers which are active at all times. At any time instance, active joint torques (τ active ) of the hand are calculated as
whereq is the target pose of the hand, which is directly obtained from the reference trajectory of the hand. q andq are the current joint pose and velocity of the hand. And k p and k d are gain and damping coefficients for PD controllers.
Grasping joint torque. Grasping joint torque τ grasp is applied to balance contact forces from the object. In our application, we model contact forces applied at each contact patch as a combination of a contact force and a torsional torque applied at the center of pressure (COP). Torsional torques are commonly used in humanoid robotics and biomechanics community (e.g., [Lee and Goswami 2010] ) to model the resultant torque of multiple contact forces from the same contact patch. Mathematically, the resultant of multiple contact forces applied at a planar contact patch can be represented as a combination of a contact force and torsional torque applied at the center of pressure (COP) 1 . As a result, the net torque caused by multiple contact forces at the COP is just a torsional torque caused by multiple friction forces. One benefit of torsional torques is to enable us to approximately model the contact torques caused by soft bodies, thereby producing more subtle contact phenomena between the hand and the object.
Let f k and τ k be the contact force and torsional torque at a particular contact patch k, k = 1, ..., K. We can define the grasping joint torque to balance the contact forces and torsional torques as follows:
where J k are Jacobian matrices to map contact forces f k and torsional torques τ k to generalized forces. This, however, requires explicitly modeling contact forces and torsional torques between the hand and the object. In the next section, we discuss how to compute appropriate contact forces and torsional torques required to track the reference trajectory of the object. 
Contact Force Modeling
We introduce virtual forces and torques [Wang et al. 2013 ] to drive the simulation of the object to match the reference trajectory of the object, including the reference position dataō p and reference orientation dataō r , both of which are obtained from kinematic synthesis process. We model virtual force f v and virtual torque τ v using the following PD-servos:
where o p andȯ p are the current position and linear velocity of the object. o r andȯ r are the current orientation and angular velocity of the object. Again, k p and k d are gain and damping coefficients for PD controllers. Unlike the hand, we cannot directly apply the above PD control to advance the simulation for the object. This is because the object is not active and its movement is completely determined by contact forces. We, therefore, must compute appropriate contact forces/torsional torques to achieve the same effects of virtual forces/torques applied to the object.
We compute contact forces and torsional torques by solving the following optimization problem:
f k stays within the friction cone, ∀k (23) where f k and l k n k are the contact force and torsional torque at the kth contact patch, where l k and n k are the magnitude and normal direction of the kth contact patch. r k is a vector that points from the object's center of mass to the location of the kth contact point.
The first and second terms measure how well contact forces and torsional torques from all the contact patches realize the virtual force and torque required to track the reference trajectory of the object. The third and fourth terms are the regulation terms which minimize the magnitude of forces and torques. The weights α 1 , α 2 , α 3 and α 4 are set to 1.0, 1.0, 0.1 and 0.1, respectively. Again, we linearize the friction cone constraint for each contact force by using polyhedral approximation of the friction cone. Therefore, we express each contact force as a linear combination of base vectors, f k = B k λ k . This allows us to efficiently solve the optimization problem in Equation (23) via quadratic programming.
Performance Interfaces for Physicallybased Grasping
Our performance-based interface for human grasping seeks to enforce realistic dynamic interaction with objects in the virtual world, while faithfully preserving the nuances of the actor's performance. Given a virtual object to be grasped, the user acts out a desired grasping action in front of a single Kinect camera. The system automatically transforms the actor's performance into physically realistic grasping consistent with geometry and dynamic properties of the object on the fly. Figure 5 shows several snapshots of live screen capture of performance interfaces in use. The computer screen displays the reconstructed hand motion from the performance interface to allow realtime feedback from the performer. In the following, we discuss how to reconstruct the performance of the hand using a single Kinect camera and how to transform them into physically realistic motion for manipulating the virtual objects.
Realtime tracking of hand grasping. We employ a single Kinect camera to track the performance of human grasping. We choose the Kinect camera because of its low cost and simplified setup.
The Kinect camera provides a 320 × 240 depth image at 30 frames per second (fps) with depth resolution of a few centimeters. Similar to [Oikonomidis et al. 2011] , we formulate the kinematic hand tracking as an optimization problem by minimizing the discrepancies between the hypothesized data and the observed data, including depth data and color skin of the hand, and employ Particle Swarm Optimization (PSO) [Clerc and Kennedy 2002] to search an optimal pose of the hand over time. To improve the robustness and speed of the tracking process, we constrain the solution space of the hand to a low-dimensional subspace automatically constructed from prerecorded grasping data via Principal Component Analysis (PCA). The tracking system runs in realtime (20 frames per second). ure 5(top) shows live screen captures of our tracking process.
On-the-fly motion transformation. However, hand tracking data obtained from a single Kinect is often noisy due to noisy depth measurement and self-occlusion caused by a single Kinect. Even with high-quality hand motion data obtained by a "perfect" hand tracker, the performance of the actor still cannot be directly mapped to grasp the object in an appropriate manner. Keep in mind that the actor performs without objects in the hand and therefore the performance of the hand is often inconsistent with geometry and physical quantities of the object. In practice, we have observed that contact fingers often appears not to touch the object at all or penetrate into the object during the tracking process ( Figure 6 (c)). Our solution is to utilize deformable motion model of human grasping and physics-based motion control to transform noisy hand motion data from hand tracking process into physically realistic manipulation data. Figure 6 (d) and Figure 6 (e) show the synthesized kinematic motion and the simulated manipulation motion.
We generate physically realistic manipulation via performance interfaces in the following order: reaching, closing, and manipulation. For "reaching" and "manipulation" phases, we directly transform the tracking motion into physically realistic one using physicsbased motion control described in Section 5. We choose to model kinematic motion of "reaching" and "manipulation" phases directly based on tracking data rather than database examples due to two reasons. First, hand motion for "reaching" and "manipulation" phases are mainly about changes of global poses and therefore are easy to track. Second for both phases, there is little interaction between the hand and object because "reaching" does not contact the object and we assume the object stays relatively static with the hand during the "manipulation" phase. For "closing" phase, before we do physics-based motion transformation, we utilize deformable motion models of human grasping to transform noisy hand tracking data of closing phase into high-quality closing motion consistent with shapes and spatial orientations of objects. This is achieved by optimizing the same objective function described in Section 4.1. Note that for performance interfaces, the motion control term E c in Equation (4) evaluates the difference between the synthesized closing motion and the tracking motion obtained from a single Kinect.
Our kinematic motion transformation process requires on-the-fly classification of actor's performances. We provide a simple yet very effective way to automatically recognize different phases of human grasping: "reaching", "closing", "manipulation", and "releasing". The user starts with the "reaching" phase. If the distance between the virtual hand and the object is smaller than a threshold, the object is highlighted to indicate a switch to the "closing" phase. During the "closing" phase, the user closes the grip to grasp the object. Once the grip size is found to keep unchanged for a short period of time, the "closing" phase ends and the object is recognized to be grasped and is ready to be manipulated. During the "manipulation" phase, the user can translate and rotate the virtual object in 3D space and move it to any target location and orientation using per- 
Results
We have demonstrated the power of our method by synthesizing physically realistic human grasping for a wide variety of objects of different shapes, sizes, masses, frictions, and external perturbations. We also show our system can generate different grip modes to grasp the same object. Our results are best seen in video form.
Computational timing. We implement our physically-based motion control on the Open Dynamics Engine (ODE). In our experiment, we set the simulation time step to 1ms. Table 1 shows all the simulation parameters used in our motion control. All of our examples run on a machine with Inter Core(TM) i7-3930K and NVIDIA Geforce GTX 680 with realtime fps. A typical timing of kinematic motion synthesis is shown in Table 2 . Note that for each example, kinematic motion synthesis of closing, reaching, and manipulation phases is done only once. The computational time of contact force estimation for a single simulation is about 0.4ms. shows the cup can be grasped using both precision grasps ("pinch") and power grips.
Kitchen table. We demonstrate the power of our synthesis system by grasping objects on the kitchen table. There are five objects on the table, including an "apple", a "pear", a "'banana", a "goblet", and a "can".
Stacking blocks. We demonstrate the control accuracy of our physics-based motion synthesis algorithm for human grasping by stacking blocks to form a particular pattern. The final pattern from our synthesis algorithm is consistent with the desired one (Figure 7) . During the synthesis process, we generate a "releasing" motion to chain the grasping motion of each block together. The "releasing" motion is synthesized in a similar way as "reaching" phase, where the nearest neighbor is searched in the database and then modified to satisfy new constraints at the starting frame. The last frame of "releasing" phase for the current block is used as the starting frame of "reaching" phase for the next block.
Evaluation
In this section, we evaluate the performances of two key components of our system: kinematic motion synthesis and physics-based motion control. In addition, we evaluate the robustness of our system in terms of changes in physical quantities and external perturbations. Our grip-dependent deformable motion model x g = M g ( α, γ) and prior distributions pr g ( α, γ) ensure synthesized kinematic motion of the hand is natural-looking. However, in order to generate realistic human grasping consistent with the object, they need to be combined with the collision constraint term and grasp quality term. We have evaluated the importance of the collision constraint and grasp quality terms by dropping off each term in the objective function (Equation 4). If the collision constraint term E k is dropped off, the hand may collide with the object before it is grasped (Figure 9(a) ). If the contact polygon term E 1 g (i.e., the first part of the grasp quality term ) is dropped off, the contact points may be too near to the object edge, which often leads to unstable grasping poses ( Figure   9(b) ). If the friction cone term E 2 g (i.e., the second part of the grasp quality term) is dropped off, the grasp becomes unstable, as can be seen in Figure 9 (c). With all terms included, the system outputs a realistic grasping motion consistent with the object (Figure 9(d) ).
Evaluation on Kinematic Motion Synthesis
As mentioned in Section 6, hand tracking data obtained from a single Kinect is often noisy and inconsistent with the object to be grasped, and thereby cannot be directly used for grasping objects. Figure 6 shows the input data from a single Kinect, tracked hand data, synthesized hand data, and simulated motion for human grasping. Our kinematic motion synthesis process automatically transforms noisy and inconsistent hand tracking data to realistic interaction with objects. Our evaluation video also shows that directly constructing physics-based motion control from noisy hand tracking data fails to achieve appropriate dynamic interaction with objects.
Evaluation on Physics-based Motion Control
To evaluate the effectiveness of our motion control and show the necessity of the grasping joint torque term in grasping motion control, we have compared against alternative methods, including trajectory tracking with PD control and physics-based motion control proposed by [Pollard and Zordan 2005] Comparison against trajectory tracking. We first compare our method with trajectory tracking using PD control. We implemented the trajectory tracking using open dynamics engine (ODE) by dropping off grasp joint torque (τ grasp ) in Equation (19). For trajectory tracking, the contact forces used for advancing the simulation are directly obtained from ODE. The accompanying video shows a side-by-side comparison between our method and trajectory tracking. Our motion control can achieve a stable grasp while the trajectory tracking method fails to grasp the object firmly. This is because trajectory tracking ignores the movement of the object.
Comparison against [Pollard and Zordan 2005] . We have compared our method against physics-based motion control developed by [Pollard and Zordan 2005] . Our method is based on per-frame trajectory tracking, while their algorithm is based on finite state machine representation. To do a fair comparison between the two, we also extend their method to per-frame trajectory tracking. Perframe trajectory tracking means that the target pose in their motion control is directly obtained from each frame of the reference kinematic motion, instead of interpolated by key poses from finite state machine representation in their original paper. The accompanying video shows a side-by-side comparison between our method and two alternatives. Both alternatives fail to grasp the object firmly. In contrast, our control method successfully grasps the object because we explicitly model contact forces required for tracking the reference trajectory of the object.
Generalization and Robustness of Motion Control
One appealing property of our physics-based motion control is its strong generalization ability. The accompanying video shows our motion control is robust to changes in geometry and physical quantities of the objects and external perturbations.
Robust to changes in geometry and physical quantities. We first show a motion control generated for grasping a "bunny" can be directly applied to grasp the same object with different frictions and weights. In the accompanying video, we also show a motion control generated for grasping a "cube" can be directly applied to grasp objects with completely different shapes such as "cylinder" and "pyramid".
Robust to external perturbations. Our motion control is robust to external perturbations. In our experiment, external perturbations are generated by impulses caused by falling balls. The video shows how our motion control reacts to different weights of the falling ball. A "light" ball only generates very subtle impacts while a "heavy" ball produces vibrations between the hand and the object.
Conclusion
We have introduced a robust physics-based motion control algorithm for realtime synthesis of human grasping. We demonstrate the power of our approach by generating physically realistic motion for grasping and manipulating a wide variety of objects of different shapes, sizes, weights, spatial orientations, and frictions. Our performance interface allows the user to create a desired grasping action quickly and easily. In addition, we have shown our physicsbased motion control is robust to changes in geometry and physical quantities of objects and external perturbations.
Our approach combines the power of prerecorded motion data and physics-based simulation. The use of prerecorded grasp motion data significantly reduces the solution space of our synthesis by constraining the human grasping to lie in natural appearance space. Meanwhile, incorporating physics-based simulation into the synthesis process ensures synthesized motions are physically plausible and take into account dynamic aspects of the hand and object crucial to human grasping and manipulation.
We have tested our system on grasping a wide variety of objects of different quantities. We have not yet attempted to rigorously assess when the system will fail. In the future, we would like to evaluate our system on grasping and manipulating more objects. The current system is focused on synthesizing hand motion with a single hand. We are interested in extending the system to two-hands grasping as well as synthesis of the movement of the arm and body. We would also like to extend our approach to dexterous manipulation and this inevitably requires modeling more subtle and complex contact phenomena between the hand and object. Another direction of future work is to modify and reuse the captured grasping data to achieve new tasks such as video-based hand tracking and classification.
