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ALTERNATING AND VARIABLE CONTROLS
FOR THE WAVE EQUATION
ANTONIO AGRESTI, DANIELE ANDREUCCI, AND PAOLA LORETI
Abstract. The present article discusses the exact observability of
the wave equation when the observation subset of the boundary is
variable in time. In the one-dimensional case, we prove an equiva-
lent condition for the exact observability, which takes into account
only the location in time of the observation. To this end we use
Fourier series. Then we investigate the two specific cases of single
exchange of the control position, and of exchange at a constant
rate. In the multi-dimensional case, we analyse sufficient condi-
tions for the exact observability relying on the multiplier method.
In the last section, the multi-dimensional results are applied to
specific settings and some connections between the one and multi-
dimensional case are discussed; furthermore some open problems
are presented.
1. Introduction and formulation of the main results.
In this work we study exact observability for the wave equation with
Dirichlet boundary condition, i.e.
utt −∆u = 0 , (x, t) ∈ Ω× (0, T ) ,(1.1)
u(x, t) = 0 , (x, t) ∈ ∂Ω× (0, T ) ,(1.2)
u(x, 0) = u0(x) , x ∈ Ω ,(1.3)
ut(x, 0) = u1(x) , x ∈ Ω ;(1.4)
when the subset of observation is not (in general) of the form Γ ×
(0, T ) ⊂ ∂Ω× (0, T ) for a fixed Γ ⊂ ∂Ω.
Here ∆ is the Laplace operator and Ω is a domain (i.e., an open, con-
nected and bounded set) in Rd, which we consider of class C2 or convex
(for more information see [5]).
For the reader’s convenience, we have gathered in Section 2 some
known results, and some extensions we need, on basic existence and
regularity theory for the problem above. In the following the trace of
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the normal derivative of weak solutions will be understood in the sense
of Theorem 2.2.
Since the treatment of the observability problem (see below for a
definition or [7]) is different in the one dimensional and in the multi-
dimensional case, due to the different topology of the subset of obser-
vation, we split the discussion into two subsections.
1.1. One-dimensional case (d = 1). In this case, w.l.o.g. we will
consider Ω = (0, pi). We are interested in studying the controllability
property of the one dimensional wave equation with Dirichlet boundary
condition (e.g., by a control at x = 0). It is known (see for instance [6]
or [10]) that the exact controllability is equivalent to the observability
inequalities such as
(1.5)
∫ T
0
|ux(0, t)|2 dt ≍ E0 .
Here and in the rest of the paper the symbol A ≍ B means that
c−1A < B < cA for some positive real c; where u solves (1.1)-(1.4)
and E0 is the energy of the initial data (u0, u1) ∈ H10 (0, pi)× L2(0, pi);
see (2.6) below. It is also clear that the observability inequality (1.6)
remains valid if ux(0, t) is replaced by ux(pi, t), which provides the con-
trollability for a system controlled at x = pi.
It is well known that (1.6) holds for any T ≥ 2pi, as a consequence of
the Parseval equality, for a proof see [7]. Moreover, if the control is
actuated on both the endpoints, the optimal control time T reduces to
pi.
Although both the inequalities require an investigation, for the study
we are going to explain the so called direct observability inequality fol-
lows by hidden regularity property (see Theorem 2.2):
For any T > 0 and (u0, u1) ∈ H10 (Ω)× L2(Ω), the map
H10 (Ω)× L2(Ω)→ L2(∂Ω× (0, T )) ,
(u0, u1) 7→ ∂νu ,
is well defined, continuous and coincides with the classical trace (in the
sense of Sobolev spaces) if (u0, u1) ∈ (H2(Ω) ∩H10 (Ω))×H10 (Ω).
In the paper, we concentrate our analysis on the inverse observability
inequality
(1.6)
∫ T
0
|ux(0, t)|2 dt ≥ cE0 .
For brevity, from now the inequality (1.6) will be called observability
inequality.
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In this work we want to generalize the situation of having the observ-
ability set as {0} × (0, T ) or {pi} × (0, T ); that is we want to alternate
the spatial controllability point still maintaining the observability in-
equality true, for an optimal control time. We are not aware of specific
contributions in this sense with the exception the recent paper [8],
which mostly treats bulk control, but touches the variable boundary
control; however the methods of [8] are completely different from ours.
The motivation for this generalization came from typical engineering
problems (see [3]) in which the control sets have to change in time, so
that, also the observability set has to change in time.
Consider an arbitrary family of consecutive disjoint open intervals
{Ik : k ∈ K} of (0,∞) with K ⊂ N0 (possibly finite or infinite); we
define the observability sets
(1.7) F := {{λk} × Ik : k ∈ K} ,
where λk = 0 if k is even, otherwise λk = pi. Without loss of generality
we can suppose K = {0, . . . , N} if K is finite or K = N0 otherwise;
furthermore we set (tk−1, tk) := Ik and t−1 = 0.
We want to investigate whether the following property is satisfied:
Definition 1.1 (F -observability). We say that the system (1.1)-(1.4)
is F -observable in time T > 0 if the inverse observability inequality
holds true, that is
(1.8)
n∑
k=0
∫
Ik∩(0,T )
|ux(λk, t)|2 dt ≥ cE0 ,
for some n ∈ N and c > 0 independent of (u0, u1) ∈ H10 (0, pi)×L2(0, pi).
As above, u is the weak solution to (1.1)−(1.4) with initial data (u0, u1).
We shall say that the system (1.1)-(1.4) is F -observable, if the system
is F -observable for some time T > 0.
In applications we are interested in knowing the least time T such
that the F -observability property holds; we make this more precise in
the following definition.
Definition 1.2 (Optimal control time). Suppose that the system (1.1)-
(1.4) is F -observable in time T , but it is not F -observable in any time
T ′ < T . Then Topt := T will be called the optimal control time.
In the following the family of intervals {Ik : k ∈ K} is given. In order
to state our result on the observability property, we have to introduce
some notations. Let r be the quotient map
r : R→ R/(2piZ) ≈ S1 .
4 ANTONIO AGRESTI, DANIELE ANDREUCCI, AND PAOLA LORETI
Lastly we define
I˜k = {r(t) : t ∈ Ik − λk} , k ∈ N0 ,(1.9)
where as above, λk = 0 if k ∈ 2N0, λk = pi otherwise. We are ready to
state our main Theorem.
Theorem 1.3. Let n ∈ N0. The system (1.1)-(1.4) is F-observable in
time T = sup(In) if and only if
(1.10)
∣∣∣S1 \ n⋃
k=0
I˜k
∣∣∣ = 0 .
Furthermore, let h be the least index n in K for which the condition
(1.10) holds, then the optimal control time is the infimum over the
values t for which∣∣∣S1 \
(
h−1⋃
k=0
I˜k ∪ r((th−1 − λh, t− λh))
)∣∣∣ = 0 .
If K = {0}, then the family of subsets considered in Theorem 1.3
contains a single interval. In this case the content of Theorem 1.3
reduces to the one point observation result discussed at the beginning
of the subsection. Again, for a complete proof in this special case we
refer to [7]. Finally, we note that in this case, according to Definition
1.2, the optimal control time is Topt = 2pi.
Interestingly, one has the following refinement of Theorem 1.3.
Corollary 1.4. If the condition (1.10) holds, then we can choose a
family {J˜k : k = 0, . . . , n} of disjoint subsets of S1 (possibly empty),
such that J˜k ⊂ I˜k and
(1.11)
∣∣∣S1 \ n⋃
k=0
J˜k
∣∣∣ = 0 .
Furthermore, denote by I ′k the open subset of Ik, such that J˜k = {r(t) :
t ∈ I ′k − λk} ⊂ I˜k; then the system is F ′-observable, with
F ′ = {{λk} × I ′k : k ∈ K} ,
and
n∑
k=0
|I ′k| = 2pi .
A couple of helpful remarks may be in order.
Remark 1.5. Corollary 1.4 shows that Topt ≥ 2pi for any F as in (1.7).
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Remark 1.6. By the proof of Theorem 1.3 it will be clear that one can
generalize to the following situation:
• The subsets Ik, with k ∈ K, are not a covering of (0,∞).
• We can observe on both the endpoints at the same time.
To state this result, let each of {I0k′ : k′ ∈ K′}, {Ipik′′ : k′′ ∈ K′′} be a
finite collection of disjoint subintervals of (0,∞). We may assume that
sup I0h < inf I
0
m for h < m and a similar assumption for the I
pi
k′′’s.
Then we can define the observability sets
B := {{0} × I0k′ : k′ ∈ K′} ∪ {{pi} × Ipik′′ : k′′ ∈ K′′} .
Furthermore, Definition 1.1 readily extends to this situation. Define,
I˜0k′ := {r(t) : t ∈ I0k′} , k′ ∈ K′ ,
I˜pik′′ := {r(t) : t ∈ Ipik′′ − pi} , k′′ ∈ K′′ .
Then, the system is (1.1)-(1.4) B-observable if and only if∣∣∣S1 \
( ⋃
k′∈K′ , k′′∈K′′
I˜0k′ ∪ I˜pik′′
) ∣∣∣ = 0 .
We refrain from writing this as a first formulation since we are mainly
interested in alternating observations.
Remark 1.7. Condition (1.10) should be compared to the one in Defi-
nition 4.1 of [8]. It can be seen as the requirements needed to observe
the complete energy of any solution.
Next, we focus on the applications of Theorem 1.3 and its Corollary
1.4 in particular cases in order to show the potentiality of these results.
1.1.1. Single exchange of the control position. In this subsection we
analyse the case K = {0, 1} and
(1.12) I0 = (0, T0) , I1 = (T0,+∞) ,
where T0 ∈ (0, 2pi).
Corollary 1.8. In the previous situation, for all pi < T0 < 2pi the
optimal control time is Topt = 3pi and the system is F ′-observable with
(1.13) I ′0 = (0, T0) , I
′
1 = (pi + T0, 3pi) .
For all 0 < T0 ≤ pi, the optimal control time is Topt = 2pi + T0 and the
system is F ′-observable with
(1.14) I ′0 = (0, T0) , I
′
1 = (2T0, 2pi + T0) ,
or
(1.15) I ′0 = ∅ , I ′1 = (T0, 2pi + T0) .
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1.1.2. Exchange of the control position at a constant time rate. Then
we look at another application of Theorem 1.3. We suppose that K =
N0 and
Ik = (kT0, (k + 1)T0) , k ∈ N0 ,
where T0 is a fixed number in (0, 2pi). So, in this case each interval Ik
has the same length. Moreover, in this case
(1.16) F = {{λk} × (kT0, (k + 1)T0) | k ∈ N0} .
Lemma 1.9. In the previous situation (i.e. F is as in (1.16)), suppose
that T0 ∈ (pi, 2pi). Let n ∈ N be the unique integer such that
(1.17)
n+ 2
n+ 1
pi ≤ T0 < n + 1
n
pi ;
then the system is F-observable with
(1.18) Topt = (n+ 2)pi .
By the previous Lemma one may infer that if T0 approaches pi from
above then the optimal control time blows up. Indeed, as the next
lemma shows, when T0 = pi the system cannot be observed.
Lemma 1.10. Let F be as in (1.16). Then:
i) if T0 = pi/2m, with m ∈ N, then the system is F-observable
with Topt = 2pi;
ii) if T0 = pi/(2n + 1), with n ∈ N0 then the system is not F-
observable in any T ;
iii) if T0 = 2pi/(2h + 1), with h ∈ 2N, then the system is F-
observable with Topt = 3pi − T0/2;
iv) if T0 = 2pi/(2h + 1), with h ∈ 2N0 + 1, then the system is
F-observable with Topt = 3pi.
Before proceeding further in the investigation, we introduce some
notations
(1.19) N :=
⌊2pi
T0
⌋
, j :=
⌊ pi
T0
⌋
;
here we denote by ⌊x⌋ the integer part of x ∈ (0,+∞). Instead, ⌈x⌉
denotes the least integer greater than or equal to x ∈ (0,+∞).
The following lemma, which complements Lemma 1.10, shows that the
system is F -observable for all T0 not of the form pi/(2n+1). It can be
easily checked that all the alternatives appearing in the statement are
mutually excluding.
Lemma 1.11. Let F be as in (1.16), suppose that T0 ∈ (0, pi) and
2pi/T0 /∈ N, then the system is F-observable. Furthermore, we have the
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following:
i) if N, j are even, then Topt = 2pi + jT0 ;
ii) if N is even and j is odd, then:
• if h∗ = k∗ + 1, then Topt = pi + T0(Nk∗ + 1),
• if h∗ = k∗, then Topt = pi + T0(Nk∗ − j + 1),
where
h∗ =
⌈pi − jT0 + T0
2pi −NT0
⌉
, k∗ =
⌈ T0
2pi −NT0
⌉
;
iii) if N is odd and j is even, then
• if l∗ = q∗, then Topt = 2piq∗ + jT0,
• if q∗ + 1 = l∗, then Topt = 2piq∗ + jT0 + pi,
where
l∗ =
⌈ T0
(N + 1)T0 − 2pi
⌉
, q∗ =
⌈ pi − jT0
(N + 1)T0 − 2pi
⌉
;
iv) if N, j are odd, then Topt = NT0 + pi .
1.2. Multi-dimensional case (d > 1). Now we turn to the multidi-
mensional case. Since the Fourier method applied in the one dimen-
sional case does not seem suitable for the multidimensional case (see
[7]), a multiplier technique can instead be applied to prove observabil-
ity (see [6] or [10]).
The multiplier method permits us only to formulate sufficient condi-
tions in order to obtain observability, so we will not provide an equiva-
lent condition for the observability as we have done in the one dimen-
sional case. Instead, we will show that if the observability set can be
written in a special form (see (1.23) below) then the system is exactly
observable.
Let Σ ⊂ ∂Ω × (0, T ) be an Hd−1 ⊗ L1-measurable set (here Hd−1, L1
are respectively the d − 1 dimensional Hausdorff measure and the 1
dimensional Lebesgue measure). In analogy with the one-dimensional
case we are interested in the following property.
Definition 1.12 (Σ-observability). Suppose that Σ∩ (∂Ω×{T}) 6= ∅.
We say that the system is Σ-observable in time T if there exists a
positive constant C such that
(1.20)
∫
Σ
|∂νu|2 d(Hd−1 ⊗ L1) ≥ C
(
‖u0‖2H1
0
(Ω) + ‖u1‖2L2(Ω)
)
;
for all (u0, u1) ∈ H10 (Ω) × L2(Ω) and u is the unique weak solution of
(1.1)-(1.4) for the initial data (u0, u1).
The set Σ in (1.20) is called the observability set.
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Of course the validity of the property in Definition 1.12 depends
strongly on the subset Σ ⊂ ∂Ω× (0, T ). However, in the following, we
do not explicitly refer to Σ when it is clear from the context.
We remark that this definition is consistent with Definition 1.8, but
we prefer to give it independently, to stress the topological differences
of the observation subset between the one and the multi-dimensional
case.
Next we introduce some notations. Let ϕ : [0, T ]→ Rd be a piecewise
continuously differentiable and continuous curve of finite length, i.e.,
(1.21) L(ϕ) :=
∫ T
0
|ϕ′(t)| dt < +∞ .
Then define
Γϕ(t) = {x ∈ ∂Ω | (x− ϕ(t)) · ν > 0} , t ∈ (0, T ) ,(1.22)
Σϕ =
⋃
t∈(0,T )
Γϕ(t)× {t} ,(1.23)
ci = max
Ω
|x− ϕ(i)| , i = 0, T .(1.24)
Furthermore, let P = {t−1, . . . , tN : 0 = t−1 < t0 < · · · < tN−1 <
tN := T} be a partition of the interval [0, T ] and we denote by δ(P ) :=
supj=0 ...,N{|tj − tj−1|} the amplitude of the partition P . Furthermore,
we set
xϕ,j := ϕ(tj−1) ,(1.25)
Γϕ,j := {x ∈ ∂Ω | (x− xϕ,j) · ν > 0} ,(1.26)
for all j = 0, . . . , N . For future convenience, for a partition P as above,
we define
(1.27) ΣPϕ :=
N⋃
j=0
Γϕ,j × (tj−1, tj) .
In the following we suppose that Σϕ is Hd−1 ⊗ L1-measurable.
Theorem 1.13 (Variable Support Observability). Under the above hy-
potheses, suppose there exists a sequence of partitions {Pk : k ∈ N} of
the interval [0, T ], such that δ(Pk)ց 0 as k ր∞ and
(1.28) lim
k→∞
(Hd−1 ⊗ L1) (Σϕ∆ΣPkϕ ) = 0 ,
where A∆B := (A\B)∪ (B \A). Furthermore, suppose that T verifies
(1.29) T > c0 +
∫ T
0
|ϕ′(t)| dt+ cT .
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Then the system is Σϕ-observable in time T (see Definition 1.12).
In Section 5 we will provide an extension of the previous Theorem,
when ϕ has only a bounded variation on [0, T ], see Theorem 5.3. In-
deed, Theorem 1.13 can be viewed as a corollary of Theorem 5.3 (see
Remark 5.4), but we prefer to state it independently since it is sufficient
in many applications.
Remark 1.14. We do not address the question of the controllability for
T = c0 +
∫ T
0
|ϕ′(t)| dt + cT . In general such a T is not expected to be
optimal (see Section 6). Controllability for the threshold optimal time
is a tough question even in the case of constant control set (see [2] or
[7]).
Overview. The article is divided into five parts, in Section 3 we prove
the results stated in Section 1.1; next we obtain from this the results
stated in Subsections 1.1.1-1.1.2.
In Section 4, with the results of Subsection 1.1.2, we analyse the depen-
dence of the optimal control time Topt on the length of the interval T0,
proving that the map T0 7→ Topt has a countable set of discontinuity.
In Section 5 we prove the results of Subsection 1.2 and we give a re-
finement of Theorem 1.13 when ϕ is only a map of bounded variation
on [0, T ] (see Theorem 5.3).
In the last Section, we work out some applications of the Theorems
stated above and we discuss some problems and further developments.
As a conclusion to this section, we want to emphasize that to each
observability result follows (by duality) a controllability theorem; in-
deed the approach of [7] or [10] extends to our setting.
It is worthwhile to give a flavour of this, we state explicitly the control-
lability result corresponding to Theorem 1.13 (recall that Σϕ is assumed
to be Hd−1 ⊗ L1-measurable).
Theorem 1.15. Let the hypotheses of Theorem 1.13 be satisfied. Then
for all (v0, v1) ∈ L2(Ω)×H−1(Ω) there exists a control w ∈ L2(Σϕ) such
that the weak solution v of the following differential problem
vtt −∆v = 0 , (x, t) ∈ Ω× (0, T ) ,(1.30)
v(x, t) = w(x, t) , (x, t) ∈ Σϕ ,(1.31)
v(x, t) = 0 , (x, t) ∈ ∂Ω× (0, T ) \ Σϕ ,(1.32)
v(x, 0) = v0(x) , x ∈ Ω ,(1.33)
vt(x, 0) = v1(x) , x ∈ Ω ,(1.34)
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satisfies
v(x, T ) = 0 , vt(x, T ) = 0 .
For the weak formulation of the problem (1.30)-(1.34) one can use
the same argument of [7, p. 21]; see [1] for an explicit formulation.
The proof of Theorem 1.15 consists in an application of the HUM
method; see [7, 10] for details. Both formulation and proofs are in fact
given in [7, 10] for observability sets of the form Σ = Γ × (0, T ), but
extend to our case in a straightforward way. The reader can readily
deduce analogous results corresponding to Theorems stated above in
the one dimensional case.
2. Preliminary results
We recall the following well posedness result which can be readily
verified by semigroup methods (see e.g. [11]).
Proposition 2.1 (Well Posedness). With the notations introduced in
Section 1, the following holds:
i) Given
(2.1) u0 ∈ H10 (Ω) , u1 ∈ L2(Ω) ,
the problem (1.1)-(1.4) admits a unique weak solution satisfying
(2.2) u ∈ C([0,∞);H10(Ω)) ∩ C1([0,∞);L2(Ω)) .
ii) Given
(2.3) u0 ∈ H2(Ω) ∩H10 (Ω) , u1 ∈ H10 (Ω) ,
the problem (1.1)-(1.4) admits a unique strong solution satisfying
(2.4) u ∈ C([0,∞);H2(Ω) ∩H10 (Ω)) ∩ C2([0,∞);L2(Ω)) .
For any weak solution u as in (2.2), we define the energy E(t) at time
t as
(2.5) E(t) =
1
2
∫
Ω
(|∇u(x, t)|2 + |ut(x, t)|2) dx ;
then E(t) is constant and is equal to the initial energy
(2.6) E0 =
1
2
∫
Ω
(|∇u0(x)|2 + |u1(x)|2) dx .
We note that if u is a weak solution of problem (1.1)-(1.4) then the
trace of the normal derivative ∂νu on ∂Ω is not well defined in the sense
of traces of Sobolev functions (see [4] or [5]). For future discussions,
the following result is very useful.
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Theorem 2.2 (Hidden Regularity). Let Ω ⊂ Rd be a domain of class
C2 or convex. Then for any T > 0 and (u0, u1) ∈ H10 (Ω)× L2(Ω), the
map
H10 (Ω)× L2(Ω)→ L2(∂Ω× (0, T )) ,
(u0, u1) 7→ ∂νu ,
is well defined, continuous and coincides with the classical trace (in the
sense of Sobolev spaces) if (u0, u1) ∈ (H2(Ω) ∩ H10 (Ω)) × H10 (Ω) since
u is as in (2.4).
In case Ω is a C2 set, the proof can be found in [6], [9] or [10]; in
the one dimensional case Theorem 2.2 can be proven also by the use of
Fourier series (see [7, Chapter 1]).
To our knowledge, no proof can be found in the case of convex domains
Ω; so we will sketch the proof. In the C2-case, the proof in [6] starts
with using explicitely the smoothness assumption, and it does not ex-
tend to convex domains. Our approach is based on an identity proved
by the authors in [1] and some well known regularity results for the
Laplace operator on convex domains.
Proof of Theorem 2.2 when Ω is convex. Let us start with
u0, u1 ∈ Span{ek | k ∈ N0}
where ek are the eigenfuctions of the Laplacian operator with Dirichlet
boundary condition on Ω. Regularity theory for elliptic PDEs ensures
that ek ∈ H2(Ω) ∩H10 (Ω); see [5].
Thus, the strong solution u of (1.1)-(1.4) is as in (2.4) and ∂νu is well de-
fined in the sense of the trace for Sobolev spaces; see [4]. Furthermore,
since u ∈ C([0, T ];H2(Ω) ∩H10 (Ω)) then ∂νu ∈ C([0, T ];L2(∂Ω)).
To prove the assertion we use the following equality (see [1, Lemma
1.8]),
(2.7)
1
2
∫
∂Ω×(0,T )
(x− x0) · ν |∂νu(x, t)|2dHd−1(x)⊗ dt =
[∫
Ω
ut(x, t)
(
∇u(x, t) · (x− x0) + d− 1
2
u(x, t)
)
dx
]T
0
+ T E0 ;
where x0 is an arbitrary point of R
d.
Note that, since each convex function is locally lipschitz (see [4, The-
orem 6.7]), then the exterior normal derivative ν is well defined Hd−1-
a.e. on ∂Ω. From the convexity, it follows that for each x0 ∈ Ω then
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(x− x0) · ν ≥ δ > 0 Hd−1-a.e., for some δ positive. By (2.7) we have
(2.8)
δ
2
∫ T
0
∫
∂Ω
|∂νu(x, t)|2dHd−1(x) dt ≤[∫
Ω
ut(x, t)
(
∇u(x, t) · (x− x0) + d− 1
2
u(x, t)
)
dx
]T
0
+ T E0 .
Using Poincare´’s inequality, it is clear that the RHS of (2.8) can be
dominated by C E0, for some positive constant C; a standard density
argument completes the proof. 
3. One dimensional case
In the one dimensional case, as stated in Subsection 1.1, w.l.o.g. we
set Ω = (0, pi). It is well known that the family {sin(nx) |n ∈ N} forms
a complete orthogonal system of L2(0, pi). Indeed, this family consists
of eigenfunctions of the operator d2/dx2 with Dirichlet condition. Thus,
the unique solution u for the initial data (u0, u1) ∈ H10 (0, pi)×L2(0, pi)
provided by Proposition 2.1 is given by
(3.1) u(x, t) =
∞∑
j=1
[
uˆ0(j) cos(jt) +
1
j
uˆ1(j) sin(jt)
]
sin(jx) ;
here
(3.2) uˆh(j) =
2
pi
∫ pi
0
uh(x) sin(j x) dx , h = 0, 1 ; j ∈ N .
By a standard approximation argument, we see that the set
H = {(u0, u1) | u0, u1 ∈ Span (sin(jx) | j ∈ N) } ,
is dense in H10 (0, pi)× L2(0, pi).
The proof of Theorem 1.3 relies on the following observation: if (u0, u1) ∈
H then
(3.3) ux(x, t) =
N∑
j=1
[
uˆ0(j) cos(jt) +
1
j
uˆ1(j) sin(jt)
]
j cos(jx) ,
and
(3.4) ux(pi, t) =
N∑
j=1
j
[
uˆ0(j) cos(jt) cos(jpi) +
1
j
uˆ1(j) sin(jt) cos(jpi)
]
=
N∑
j=1
j
[
uˆ0(j) cos(j(t− pi)) + 1
j
uˆ1(j) sin(j(t− pi))
]
= ux(0, t− pi) ;
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where N ∈ N is sufficiently large and the last inequality in (3.4) follows
by (3.3) with x = 0.
Now we recall the following result, which is an easy application of the
Parseval identity in Hilbert spaces (in this case L2(0, pi) and L2(0, 2pi)),
for a complete proof we refer to [7].
Proposition 3.1. Let u be the unique weak solution of (1.1)-(1.4) with
Ω = (0, pi), then
(3.5)
∫ 2pi
0
|ux(0, t)|2 dt = 2(‖u′0‖2L2(0,pi) + ‖u1‖2L2(0,pi)) ;
here (·)′ = d(·)/dx.
Now we are ready to prove Theorem 1.3:
Proof of Theorem 1.3. We first prove that if the condition (1.10) holds
then the system is F -observable (see Definition 1.1) where F is as in
(1.7); in turn we have to prove inequality (1.8).
Due to Theorem 2.2, we can suppose that (u0, u1) ∈ H. Now, the left
hand side of (1.8) is equal to
(3.6)
n∑
k=0
∫
Ik
|ux(λk, t)|2 dt =
n∑
k=0
∫
Ik
|ux(0, t− λk)|2 dt
=
n∑
k=0
∫
Ik−λk
|ux(0, t)|2 dt
=
n∑
k=0
∫
I˜k
|ux(0, t)|2 dt ≍
∫
∪n
k=0
I˜k
|ux(0, t)|2 dt .
Here the first equality follows by (3.4), the second from a change of
variable in the integrals. Then it follows by (1.10) that
n∑
k=0
∫
Ik
|ux(λk, t)|2 dt ≍
∫
∪n
k=0
I˜k
|ux(0, t)|2 dt =
∫
S1
|ux(0, t)|2 dt = 4E0 ,
where the last equality follows by Proposition 3.1.
Conversely, we show that if (1.10) does not hold then the observability
inequality fails for some initial data. To do this we need the following:
Lemma 3.2. For each open set U ⊂ S1, there exists a pair (u0, u1) ∈
H10 (0, pi) × L2(0, pi) different from the null pair, such that the corre-
sponding solution u to the problem (1.1)-(1.4) satisfies
(3.7) supp ux(0, ·) ⊂ U .
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We postpone the proof of the Lemma 3.2 and continue with the
previous discussion. Since, by assumption, the condition (1.10) fails,
then there exists an open subset U contained in S1 \ ∪nj=0I˜j. Then
choose (u0, u1) ∈ H10 (0, pi) × L2(0, pi) in accordance with Lemma 3.2.
By (3.6), if the observability inequality (1.8) holds then we have
0 =
∫
∪n
k=0
I˜k
|ux(0, t)|2 dt ≍
n∑
k=0
∫
Ik
|ux(λk, t)|2 dt ≥ CE0 6= 0 ,
which is evidently an inconsistency. The last assertion of Theorem 1.3
follows by the previous argument. 
Proof of Lemma 3.2. We can of course suppose that pi /∈ U (otherwise
we can replace U with U \ V , where V is a sufficiently small neigh-
borhood of pi). Let ψ 6≡ 0 be a C∞-function on (0, 2pi) such that
suppψ ⊂ U and ∫ 2pi
0
ψ(t) dt = 0; it is enough to prove that there exists
a pair (u˜0, u˜1) ∈ H10 (0, pi) × L2(0, pi) such that the weak solution of
(1.1)-(1.4) u˜ satisfies u˜x(0, ·) = ψ.
Firstly, by the Fourier series representation formula (3.1), we obtain
u˜x(0, t) = u˜
′
0(t) + u˜1(t) , t ∈ (0, pi) .
Instead for t ∈ (pi, 2pi), set t = 2pi − τ with τ ∈ (0, pi) and using a
simple reflection argument we obtain
u˜x(0, 2pi − τ) = u˜′0(τ)− u˜1(τ) , τ ∈ (0, pi) .
Then u˜x(0, t) = ψ(t) is equivalent to
ψ(t) = u˜′0(t) + u˜1(t) , ψ(2pi − t) = u˜′0(t)− u˜1(t) , t ∈ (0, pi) .
We immediately obtain
u˜′0(t) =
1
2
(ψ(t) + ψ(2pi − t)) , t ∈ (0, pi) ,
and
(3.8) u˜1(t) =
1
2
(ψ(t)− ψ(2pi − t)) , t ∈ (0, pi) .
Then
(3.9) u˜0(x) =
1
2
∫ x
0
(ψ(t) + ψ(2pi − t)) dt , x ∈ (0, pi) .
Since by assumption ψ is a smooth function,
∫ 2pi
0
ψ(t)dt = 0 and
pi /∈ U ⊃ suppψ; then u˜0 ∈ H10 (0, pi).
Thus, the functions u˜0 ∈ H10 (0, pi) and u˜1 ∈ L2(0, pi), defined respec-
tively in (3.9) and (3.8), provide the desired pair of initial data. 
Next we prove Corollary 1.4.
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Proof of Corollary 1.4. It is sufficient to define recursively J˜0 := I˜0 and
J˜k := I˜k \
k−1⋃
j=0
J˜j , k = 1, . . . , n .
The other statement in the Corollary follows easily by this. 
Corollary 1.8 is an easy consequence of Theorem 1.3 or Corollary
1.4. Before proving the results of Subsection 1.1.2 we introduce some
conventions.
With an abuse of notation, we denote the subset of S1 mapped from
the interval (α, β) ⊂ R through the application r still as (α, β). So we
will write
(α, β) = (γ, δ) ⊂ S1 ;
if r(α) = r(γ), r(β) = r(δ). With this convention if α ∈ (0, 2pi),
β ∈ (2pi, 4pi), we have
(α, β) = (α, 2pi)
⋃
(0, β − 2pi) .
Moreover, in the following we identify the measure space (S1, | · |) with
the space ([0, 2pi),L1).
We begin with the proof of Lemma 1.10 which is the simplest one
and permits us to explain in details some technique which will be used
also to prove Lemma 1.9 and 1.11.
Proof of Lemma 1.10. i) First of all, we note that if k is even then
the observability subset I˜k comes from a subset of observation on the
endpoint x = 0, so we obtain
I˜0 = (0, T0), I˜2 = (2T0, 3T0), . . . , I˜2m−2 = (pi − 2T0, pi − T0) ,
I˜2m = (pi, pi + T0) , . . . , I˜4m−2 = (2pi − 2T0, 2pi − T0) ;
instead, for odd indexes, we have
I˜1 = (pi + T0, pi + 2T0), . . . , I˜2m−1 = (2pi − T0, 2pi),
I˜2m+1 = (T0, 2T0) , I˜2m+3 = (3T0, 4T0), . . . ,
I˜4m−1 = ((4m− 1)T0 + pi, 4mT0 + pi) = (pi − T0, pi) .
It is easy to see that (0, 2pi) is covered by the following subsets, in the
following order:
I˜0 , I˜2m+1 , I˜2 , I˜2m+3 , .... , I˜4m−1 , I˜2m , I˜1 , I˜2m+2 , I˜3 , .... , I˜2m−1 .
The condition (1.10) in Theorem 1.3 is satisfied, then the system is
observable in T = 2pi.
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Finally we note that T = 2pi is optimal, in fact (pi − T0, pi) is covered
only by I˜4m−1 = ((4m− 1)T0, 4mT0) = (2pi − T0, 2pi) so the optimality
follows by Theorem 1.3.
ii) We proceed as in i), by listing the subsets of observation coming,
through the map r, from the time interval (0, 2pi). For even indexes we
have
I˜0 = (0, T0), I˜2 = (2T0, 3T0), . . . , I˜2n = (pi − T0, pi) , . . . ,
I˜2n+2 = (pi + T0, pi + 2T0) , . . . ,
I˜4n = ((4n)T0, (4n+ 1)T0) = (2pi − 2T0, 2pi − T0) ;
instead for odd indexes we have
I˜1 = (pi + T0, pi + 2T0) , . . . , I˜2n−1 = (2pi − 2T0, 2pi − T0) , . . . ,
I˜2n+1 = (0, T0) , . . . ,
I˜4n+1 = ((4n+ 1)T0 + pi, (4n+ 2)T0 + pi) = (pi − T0, pi) .
It is clear that
I˜0 = I˜2n+1, . . . , I˜2n = I˜4n+1 , I˜2n+2 = I˜1, . . . , I˜2n−1 = I˜4n .
Thus, the following subsets
(T0, 2T0) , . . . , ((4n+ 1)T0, (4n+ 2)T0)
cannot be covered by other subsets since the subsets {I˜k : k ∈ N0} are
2pi-periodic in time. In view of the necessary condition 1.10 in Theo-
rem 1.3 the system cannot be observable in any time T .
iii) Reasoning as in i)− ii), we have for even indexes
I˜0 = (0, T0) , . . . , I˜h = (hT0, (h+ 1)T0) =
(
pi − T0
2
, pi +
T0
2
)
, . . . ,
I˜2h = (2hT0, (2h+ 1)T0) = (2pi − T0, 2pi) ,
where we use that hT0 = pi − T0/2. Instead for odd indexes, we have
I˜1 = (pi + T0, pi + 2T0) , . . . ,
I˜h−1 = (pi + (h− 1)T0, pi + hT0) =
(
2pi − 3
2
T0, 2pi − 1
2
T0
)
, . . . ,
I˜h+1 =
(
T0
2
,
3T0
2
)
, . . . ,
I˜2h−1 = ((2h− 1)T0 − pi, 2hT0 − pi) = (pi − 2T0, pi − T0) .
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Note that the subset
(3.10)
(
pi − T0, pi − T0
2
)
is one of the subsets not covered by any I˜k for k = 1, . . . , 2h. In
particular, we will see that the subset in (3.10) would be the last to be
covered among the intervals not yet covered.
We now proceed further listing the later subsets (in the index or chrono-
logical order). The observability subsets coming from the endpoint
x = 0 are
I˜2h+2 = (2pi + T0, 2pi + 2T0) = (T0, 2T0) , . . . ,
I˜3h = ((3h)T0, (3h+ 1)T0) = (2pi + (h− 1)T0, 2pi + hT0)
=
(
3pi − 3T0
2
, 3pi − T0
2
)
=
(
pi − 3T0
2
, pi − T0
2
)
;
instead, from the endpoint x = pi they are
I˜2h+1 = (pi, pi + T0) , . . . , I˜3h−1 =
(
2pi − 5
2
T0, 2pi − 3
2
T0
)
.
It is easy to see that (0, 2pi) is covered by the following subsets, which
are ordered e.g., according to their left endpoint as indicated below:
I˜0 , I˜2h+2 , I˜2 , I˜2h+4 , . . . , I˜3h , I˜h , I˜2h+1 ,
I˜1 , I˜2h+3 , I˜3 , . . . , I˜3h−1 , I˜h−1 , I˜2h .
To compute the optimal control time, we note that the subset with
the highest index in the previous sequence is I˜3h = r(I3h); then, by
Theorem 1.3, Topt ≤ (3h+ 1)T0 = 3pi − T0/2. Moreover, the set
I˜3h \ r((3hT0, t)) ⊂ (pi − T0, pi − T0/2) ,
is not covered for any t < (3h+ 1)T0 = 3pi − T0/2. Thus, by Theorem
1.3, we have Topt ≥ 3pi − T0/2 and this concludes the proof.
iv) The proof is similar to iii). In this case, since h is odd, the observ-
ability sets I˜k, for k ≤ 2h, do not cover the subset
(hT0, pi) ,
which is different from the set in (3.10) but plays the same role of that
set in iii).
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Note that I˜3h+1 ⊃ (hT0, pi). By Theorem 1.3, this implies
Topt ≤ (3h+ 2)T0 = 2pi + h+ 1
2h+ 1
2pi .
Thus, we can use only a portion of I˜3h+1 to cover (hT0, pi) (the red
part). Indeed,
I˜3h+1 ⊃ r((3h+ 1)T0, 3pi)) = (hT0, pi) .
Now the conclusion follows as in iii). 
The previous lemma shows that the F -observability is not expected
in general. The main idea is to “follow” the covering of S1 with I˜k
when k grows. This will be exploit in the proof of Lemma 1.9 below.
Proof of Lemma 1.9. Since I˜0 = (0, T0), for the F -observability it is
sufficient to prove that the subsequent observation sets cover (T0, 2pi).
The subset I˜1 is shifted towards the endpoint t = 2pi with a gap
equal to T0 − pi > 0; more generally each I˜k has the same behaviour
with a gap equal to k(T0 − pi).
Thus, we are able to cover the missing interval (T0, 2pi) in a finite time.
Following our notation, we can check that for each k ∈ N,
I˜k = (kT0 − kpi, (k + 1)T0 − kpi) .
For the optimality, we are interested in the first interval I˜k which
“touches” the endpoint t = 2pi. More precisely, we denote with n the
least integer k ≥ 1 such that,
(k + 1)T0 − kpi ≥ 2pi ⇔ T0 ≥ (k + 2)pi
(k + 1)
.
By minimality, we have nT0 − (n − 1)pi < 2pi, i.e. T0 < pi((n + 1)/n).
In turn, n is the unique integer such that
n+ 2
n+ 1
pi ≤ T0 < n + 1
n
pi ;
which is the condition (1.17).
We now turn to prove the formula for Topt. Note that, we do not use
all the subset I˜n to cover the missing part (T0, 2pi), since the blue part
is an extra observation set not useful to cover (T0, 2pi). So, the optimal
control time is the least t ≥ nT0 such that
r((nT0, t)) = (nT0 − npi, t− npi) ⊃ (T0, 2pi) .
This is equivalent to t − npi ≥ 2pi, i.e. t ≥ (n + 2)pi; so Topt = (n +
2)pi. 
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The proofs of Lemmas 1.9-1.10 contain all the ingredients needed to
prove Lemma 1.11. Indeed, in i) and iv) we exploit the same strategy
of Lemma 1.10, i.e. we list the subsets of observation I˜k when k grows
and we follow the covering of the “missing subsets” of S1. In such
cases, the strategy works since we will discover that Topt is“relatively
small”. More precisely, we will see Topt ≤ 3pi.
Such strategy is no more efficient in cases ii)-iii). On the contrary,
the proof is based on a covering analysis of the “missing sets” of S1,
as done in Lemma 1.9 for the set (T0, 2pi). In Section 4, we will see
that Topt can be arbitrarily large provided T0, such that 2pi/T0 6∈ N, is
suitable. Of course, such T0 verifies ii) or iii).
Proof of Lemma 1.11. i) By assumption, we have N = 2j and j ≥ 2.
By Remark 1.5 we have Topt ≥ 2pi. The observability sets for t ≤ 2pi
are
I˜i , i = 0 , . . . , N .
With simple considerations, one can check that the above subsets do
not cover S1. Namely the following subsets are not covered
Jk := ((j + 2)T0 − pi + kT0, (2 + k)T0) ,(3.11)
Jj+k := ((j + 1)T0 + kT0, pi + (k + 1)T0) ;(3.12)
where k = 0, 2, . . . , j − 2.
So, we have to look at the subsequent observability set (in the index
order) to show the F -observability. Observe that, the first observability
set I˜k with k ≥ 2j which intersects J0 is I˜N+2. Moreover,
I˜N+2 ∩ J0 = (max{NT0 + 2T0 − 2pi, (j + 2)T0 − pi}, 2T0)
= ((j + 2)T0 − pi, 2T0) = J0 .
In fact the second last equality follows by
NT0 + 2T0 − 2pi < (j + 2)T0 − pi ⇔ (N − j)T0 = jT0 < pi ;
and the last inequality is verified (recall the definition (1.19)).
Owing to the periodical character of our setting, the same reasoning
shows that
I˜N+2+m ⊃ Jm ; m = 0, 2, . . . , j − 2 .
Furthermore, the least time which allows us to cover the subsets Jm,
for m = 0, 2, . . . , j−2, is the least one which ensures to cover Jj−2 and
it is the minimum t′ such that
r((3jT0, t
′)) = (3jT0 − 2pi, t′ − 2pi) ⊃ Jj−2 = (2jT0 − pi, jT0) .
The previous condition is equivalent to t′ − 2pi ≥ jT0, then 2pi+ jT0 is
the least time which allows us to cover Jm for m = 0, 2, . . . , j − 2.
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Now, we show that we can cover the subsets Jm with m = j, j +
2, . . . , 2j − 2.
Again by periodicity, we have only to prove that we can cover J2j−2, the
previous Jm’s are then automatically covered by a simple translation
argument. Moreover, it is easy to see that I˜3j−1 ⊃ J2j−2 and the above
argument shows that the least time which allows us to cover J2j−2 is
2pi + (j − 1)T0.
Finally, Topt is the least time which allows us to cover any missing sets
Jm’s. By the previous considerations, we have Topt = 2pi + jT0.
ii) As in i), we have N = 2j. Reasoning as in i), the following subsets
are not covered by I˜1, . . . , I˜N :
Lh := ((h+ 1)T0, (j + 2 + h)T0 − pi) ,(3.13)
Lj−1 := (jT0, (j + 1)T0) ,(3.14)
Lj+1+h := ((2 + h)T0 + pi, (j + h+ 3)T0) ;(3.15)
where h = 0, 2, . . . , j− 3. Here, we have assumed j ≥ 3, the case j = 1
is simpler and follows by the same argument. Note that, in case j = 1
the only subset of S1 not covered is L0 := (T0, 2T0).
The idea is to use an argument similar to the one used in Lemma 1.9
on each Lk. Roughly speaking, the clue is that for each I˜k, “the corre-
sponding one” in the next period (i.e. after a time 2pi) is I˜k+N and it
is “shifted” by a quantity 2pi − NT0 towards the endpoint t = 0 with
respect to I˜k (recall that we have identified the measure space (S
1, | · |)
with ([0, 2pi),L1)). A similar argument holds for the subsequent time
periods; indeed I˜k+nN is “shifted” by a quantity n(2pi −NT0) towards
the endpoint t = 0 with respect to I˜k. This fact will be used to prove
that the missing sets in (3.13)-(3.15) can be covered in a finite time.
Furthermore, since N is even, if I˜k comes from an observation on the
endpoint x = 0 (resp. x = pi) then I˜k+nN still comes from an observa-
tion on x = 0 (resp. x = pi); this will be useful in the following.
Again by periodicity as in the proof of point i), by a shift argument,
one can reduce the proof to show that the subsets Lj−1 and L2j−2 are
covered in finite time. Furthermore, the least time t which allows us
to cover both Lj−1 and L2j−2 will be the optimal control time.
For the reader’s convenience, we divide the proof into two steps. In
the first one, we determine the least Ξ ∈ N which allows us to cover
both Lj−1, L2j−2 with subsets in {I˜k : k ≤ Ξ}. In the second one, we
compute Topt by means of Theorem 1.3.
Step 1. We first analyse the covering of Lj−1. By the previous dis-
cussion, to cover Lj−1 we can consider two families of subsets, namely
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O1 := {I˜mN+j+1 : m ∈ N} and O2 := {I˜1+mN : m ∈ N}. Note that
the intervals in O1 come from x = 0, while ones in O2 come from x = pi.
Let us compute the least ki ∈ N (with i = 1, 2) such that the subsets
in {I˜k ∈ Oi : k ≤ ki} cover Lj−1.
First consider the family O1. As usual, we ask for the minimum
m∗ > 1 such that the following inclusion holds
m∗⋃
m=0
(I˜mN+j+1 ∩ Lj−1) =
(max{(m∗N + j + 1)T0 − 2m∗pi, jT0}, (j + 1)T0) ⊃ Lj−1 .
By (3.14), this occurs if and only if (m∗N + j + 1)T0 − 2m∗pi ≤ jT0.
Thus m∗ = k∗ := ⌈T0/(2pi −NT0)⌉ and
k1 = k
∗N + j + 1 .
A similar argument is valid for the family O2. One discovers that
k2 = 1 + h
∗N , where
(3.16) h∗ :=
⌈pi − jT0 + T0
2pi −NT0
⌉
=
⌈1
2
+
T0
2pi −NT0
⌉
.
All together, k˜ := min{k1, k2} is the least integer h such that {I˜k : k ≤
h} covers Lj−1. For L2j−2 a similar argument applies with respect to the
families {I˜N+mN : m ∈ N} and {I˜j+mN : m ∈ N}. One readily checks
that, for any T0, the family {I˜k : k < k˜} covers L2j−2. This implies
Ξ = k˜. Step 2. We are now in a position to compute Topt. Below ki
(with i = 1, 2) are as in Step 1. By (3.16) one has k∗ ≤ h∗ ≤ k∗ + 1,
thus we can divide the analysis into two cases:
• If h∗ = k∗ + 1, then k1 < k2 and Ξ = k1. One can check that,
Topt = 2k
∗pi+ (N + 1)T0− pi+ (k∗− 1)(NT0− 2pi) = pi+ T0(Nk∗ +1) .
• If k∗ = h∗, then k2 < k1 and Ξ = k2. One can check that Topt
verifies
Topt+pi = 2pik
∗+(j+1)T0+(k
∗−1)(NT0−2pi) = 2pi+(Nk∗−j+1)T0 .
This completes the proof of ii).
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iii) Since N is odd, one has N = 2j+1. Note that the observability
sets which come from time less than 2pi do not cover:
Fh := ((j + 2)T0 − pi + hT0, (h+ 2)T0) ,(3.17)
Fj+h := ((j + 1 + h)T0, (h+ 1)T0 + pi) ,(3.18)
F2j := (NT0, 2pi) .(3.19)
where h = 0, 2, . . . , j−2. We want to emulate the proof of ii). We have
only to pay attention to one issue: since N is odd, if I˜k comes from an
observation at x = 0 (resp. x = pi), then I˜k+N+1 still comes from x = 0
(resp. x = pi). The difference is that, I˜k+N+1 is now “shifted” towards
the endpoint t = 2pi by a quantity (N + 1)T0 − 2pi > 0 with respect to
I˜k.
By periodicity, the problem of finding Topt can be reduced to finding the
minimum value of the time which allows us to cover Fj−2, F2j−2, F2j.
As in ii), we split the proof into two steps. In the first one, we compute
the least Θ ∈ N such that Fj−1, F2j−2 and F2j are covered by subsets
in {I˜k : k ≤ Θ}. In the second one, Topt is found using Theorem 1.3.
Step 1. We first analyse the covering of Fj−2. By the initial discus-
sion, we can only consider the families of subsets P1 := {I˜j−2+n(N+1) :
n > 0} and P2 := {I˜N−2+n(N+1) : n > 0}. Each family provides an
exhaustion of the missing set Fj−2 “from the left to the right”. Let
us compute the least hi ∈ N (with i = 1, 2) such that the subsets in
{I˜k ∈ Pi : k ≤ hi} cover Fj−2.
First consider the family P1. As usual, we ask for the minimum n∗
such that the following inclusion holds
n∗⋃
n=0
(I˜j−2+n(N+1) ∩ Fj−2) =
((N − 1)T0 − pi,min{(j − 1)T0 + n∗[(N + 1)T0 − 2pi], jT0}) ⊃ Fj−2 .
By (3.17), the previous inclusion holds if and only if (j−1)T0+n∗[(N+
1)T0 − 2pi] ≥ jT0. Thus n∗ = l∗ := ⌈T0/((N + 1)T0 − 2pi)⌉ and
h1 = (j − 2) + l∗(N + 1) .
Similar considerations hold for the family P2. One can readily check
that
h2 = N − 2 + q∗(N + 1) ,
where
(3.20) q∗ =
⌈ pi − jT0
(N + 1)T0 − 2pi
⌉
=
⌈ T0
(N + 1)T0 − 2pi −
1
2
⌉
.
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All together, h˜ := min{h1, h2} is the least integer m such that {I˜k :
k ≤ m} covers Fj−2. For F2j−2 (resp. F2j) a similar analysis applies
with respect to the two families {I˜N−3+n(N+1) : n ≥ 1}, {I˜j−3+n(N+1) :
n ≥ 1} (resp. {I˜N−1+n(N+1) : n ≥ 1}, {I˜j−1+n(N+1) : n ≥ 1}). One
can readily check that {I˜k : k < h˜} cover both F2j−2 and F2j . This
implies Θ = h˜.
Step 2. We compute Topt. By (3.20) one has q
∗ ≤ l∗ ≤ q∗ + 1, thus
we have the following situations:
• If l∗ = q∗, then h1 < h2 and Θ = h1. One can check that
Topt = 2piq
∗ + jT0 .
• If q∗ + 1 = l∗, then h2 < h1 and Θ = h2. Thus, Topt verifies
Topt − pi = 2piq∗ + jT0 .
This closes the proof of iii).
iv) (Sketch). Since N is odd; then N = 2j+1. Moreover, the sets I˜k
with k = 0, . . . , N , do not cover [0, 2pi). Namely the following subsets
are not covered:
Gh := (T0 + hT0, (j + 2)T0 + hT0 − pi) , h = 0, 2, . . . , j − 1 ;
Gj+1+h′ := (pi + 2T0 + h
′T0, (j + 3)T0 + h
′T0) , h
′ = 0, 2, . . . , j − 3 .
Note that Gj−1 = (jT0, (2j + 1)T0 − pi) and is nonempty. As in ii) we
have assumed that j ≥ 3, in the case j = 1 the only subset to cover
is G0 := (T0, 3T0 − pi). Again, by a simple translation argument, we
have only to study the covering of the sets Gj−1, G2j−2. Moreover, the
least time t which ensures that both sets are covered will provide the
optimal control time Topt. Lastly, pi +NT0 (resp. pi + 2jT0) is enough
to cover Gj−1 (resp. G2j−2). Since, pi + 2jT0 < pi + NT0, the claim is
proven. 
4. Dependence of Topt on T0
In the situation of Subsection 1.1.2, by Lemmas 1.10-1.11, for each
T0 ∈ (0, 2pi) \ { pi2n+1 : n ∈ N0}, the optimal control time Topt is well
defined. Thus, we may regard Topt as an application
(4.1) Topt : (0, 2pi) \
{ pi
2n+ 1
: n ∈ N0
}
→ R , T0 7→ Topt ,
and write it as Topt(T0). Interestingly the formulas in Lemmas 1.9-
1.11 permit us to study the behaviour of the map Topt(·). Firstly, we
consider the case T0 ∈ (pi, 2pi):
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Proposition 4.1. The map Topt(·) on (pi, 2pi) admits a countable set
of discontinuities in
λn :=
n + 2
n + 1
pi , n ∈ N .
Moreover limtցλn Topt(t) = pi(n+ 2) and limtրλn Topt(t) = pi(n+ 3).
Proof. The proof follows easily from Lemma 1.9. 
Below, we will focus on the case T0 ∈ (0, pi). We start the analysis
of the map focusing on the values of T0 ∈ (0, pi) for which ⌊pi/T0⌋ has
a jump.
Proposition 4.2. Let T0 = pi/2n with n ∈ N. Then Topt(T0) = 2pi,
lim
tրT0
Topt(t) = 3pi ,(4.2)
lim
tցT0
Topt(t) = 3pi − pi
2n
.(4.3)
Proof. The first assertion is the content of i) in Lemma 1.10. Instead
in order to prove (4.2), we note that if t belongs to a left neighborhood
of T0, we can write
t =
pi
2n+ ε
,
for an appropriate ε > 0; moreover tր T0 if and only if εց 0.
Note that
N(t) = 4n , j(t) = 2n ,
where N , j are defined in (1.19). Applying i) in Lemma 1.11, we obtain
Topt(t) = 2pi + 2n
pi
2n+ ε
,
taking the limit for εց 0, one readily infers (4.2).
The limit in (4.3) is proved analogously. In fact let t be in a small right
neighborhood of T0. So we can write t as
t =
pi
2n− ε ,
for a small ε > 0; as before tց T0 if and only if εց 0. By (1.19) we
have
N(t) = 4n− 1 , j(t) = 2n− 1 .
Since N , j are odd we can apply iv) in Lemma 1.11. So we get
Topt(t) = pi +
(4n− 1)
2n− ε pi → pi +
(4n− 1)
2n
pi ,
as εց 0. 
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Lemma 1.11 and the argument used in the proof of Proposition 4.2
yield also the following results. The proof of Proposition 4.3 can be
obtained easily by checking the behaviour of k∗ and q∗ in Lemma 1.11.
Proposition 4.3. Let T0 = pi/(2n+ 1) with n ∈ N0. Then
lim
tրT0
Topt(t) = +∞ ,(4.4)
lim
tցT0
Topt(t) = +∞ .(4.5)
Proposition 4.4. Let T0 = 2pi/(2h+ 1) with h ∈ N. Then
i) If h is even,
lim
tրT0
Topt(t) = 3pi +
2hpi
2h+ 1
,(4.6)
Topt(T0) = lim
tցT0
Topt(t) = 2pi +
2hpi
2h+ 1
.(4.7)
ii) If h is odd, we have
Topt(T0) = lim
tրT0
Topt(t) = 3pi ,(4.8)
lim
tցT0
Topt(t) = 3pi +
2pih
2h+ 1
.(4.9)
Perhaps unexpectedly, there are other values of T0 for which the map
T0 7→ Topt(T0) is not continuous. For future convenience, we introduce
the following notation
Ak =
(
pi
k + 1
2
,
pi
k
)
, Bk =
(
pi
k + 1
,
pi
k + 1
2
)
, k ∈ N .
Obviously
(4.10) (0, pi] =
[
∪k∈N (Ak ∪ Bk)
]⋃[
∪k∈N
{pi
k
,
pi
k + 1
2
}]
.
Note that the points in the set ∪k∈N
{
pi
k
, pi
k+ 1
2
}
have been considered
in Propositions 4.2-4.4. Next we look at the behaviour of the map
T0 7→ Topt(T0) in the sets Ak, Bk.
Proposition 4.5. For all k ∈ 2N (resp. k ∈ 2N0 + 1), the map
T0 7→ Topt(T0) is continuous on each interval Ak (resp. Bk) .
The proof of Proposition 4.5 follows straightforwardly from Lemma
1.11 when we keep in mind that: in Ak we have N = 2k, j = k,
while in Bk we have N = 2k + 1, j = k. Finally we explicitly list the
discontinuities.
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Proposition 4.6. If k ∈ 2N0 + 1, in each interval Ak, the map Topt(·)
admits a countable set of discontinuities in
(4.11) µm :=
pi
k +
(
1
m+2
) , m ∈ N .
Furthermore, for each m ∈ N,
lim
tրµm
Topt(t) = pi + µm(k(m+ 2) + 1) ,
lim
tցµm
Topt(t) = pi + µm(k(m+ 3) + 1) .
In particular, limtցµm Topt(t)− limtրµm Topt(t) = kµm.
Proposition 4.7. For all k ∈ 2N, the map Topt(·) on each interval Bk
admits a countable set of discontinuities in
(4.12) ξm :=
pi
k +
(
m+1
m+2
) , m ∈ N .
Furthermore, for each m ∈ N,
lim
tրξm
Topt(t) = pi(m+ 3) + kξm ,(4.13)
lim
tցξm
Topt(t) = pi(m+ 2) + kξm .(4.14)
In particular, limtրξm Topt(t)− limtցξm Topt(t) = pi.
We prove Proposition 4.7, the proof of Proposition 4.6 being similar.
Proof of Proposition 4.7. To begin, recall thatN(t) = 2k+1 and j(t) =
k, for each t ∈ Bk. Thus N is odd and j is even and Topt is provided
by iii) in Lemma 1.11. It is easy to see that the discontinuities of the
map Bk ∋ t 7→ Topt(t) are the discontinuities of the maps
q∗(t) =
⌈ t
(2k + 2)t− 2pi −
1
2
⌉
, l∗(t) =
⌈ t
(2k + 2)t− 2pi
⌉
,
where we have used (3.20). Thus, the discontinuities of the map t 7→
Topt(t) on Bk are the solutions of the following equations
(4.15)
t
(2k + 2)t− 2pi =
m
2
+ 1 , m ∈ N .
With simple computations one obtains the sequence {ξm}m∈N in (4.12).
It is easy to see that {ξm}m∈N is a decreasing sequence. To conclude,
we consider two cases:
• If m ∈ 2N0 and t ∈ (ξm+1, ξm) (where we set ξ0 := pi/(k + 12)),
one has
m
2
+ 1 <
t
2(k + 1)t− 2pi <
m+ 1
2
+ 1 =
m
2
+
3
2
.
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Thus q∗ = m/2 + 1 and l∗ = m/2 + 2. Lemma 1.11 iii) yields
Topt(t) = 2pi
(m
2
+ 1
)
+ jt + pi = pi(m+ 3) + jt .
• If m ∈ 2N0 + 1 and t ∈ (ξm+1, ξm) we can argue as in the
previous item. Set m = 2n+ 1 for some n ∈ N0. Note that
n+
3
2
<
t
2(k + 1)t− 2pi < n + 2 .
Thus q∗ = l∗ = n+ 2 and Lemma 1.11 iii) yields
Topt(t) = 2pi(n+ 2) + jt = pi(m+ 3) + jt .
Combining the two cases above, one easily concludes the proof. 
5. Multidimensional case
In this section we prove Theorem 1.13 and its extension to the BV
class. We use a result proved by the authors in [1] (see Theorem 2.1
there); here we briefly recall it.
Let N be an integer and
• let {xi}i=0,...,N be an arbitrary family of points in Rd;
• let {ti}i=−1,...,N be an increasing family of real numbers such
that t−1 = 0, and define T := tN ;
• define
Ri = max{|x− xi| | x ∈ Ω} , i = 0, . . . , N ,(5.1)
Ri,i+1 = |xi+1 − xi| , i = 0, . . . , N − 1 ,(5.2)
Γi = {x ∈ ∂Ω | (x− xi) · ν > 0} , i = 0, . . . , N .(5.3)
Theorem 5.1. For each real number T such that
(5.4) T > RN +
N−1∑
i=0
Ri,i+1 +R0 ,
and each u weak solution to (1.1)-(1.4) with initial data (u0, u1) ∈
H10 (Ω)× L2(Ω) the following observability inequality holds
(5.5) ( max
i=0,...,N
Ri)
N∑
i=0
∫ ti
ti−1
∫
Γi
|∂νu|2dHd−1 dt ≥ CTE0 ,
where CT = 2(T − RN −
∑N−1
i=0 Ri,i+1 −R0).
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Remark 5.2. Theorem 5.1 states that the system is Σ-observable (see
Definition 1.12) in any time T > RN +
∑N
i=0Ri,i+1 +R0 with Σ as
(5.6)
N⋃
i=0
Γi × (ti−1, ti) .
In the proof of Theorem 1.13, we have to consider a sequence of
partitions {Pk : k ∈ N} of the interval [0, T ], so we will add the upper
index k in order to keep trace of the dependence on Pk; and for brevity
we will set Σkϕ := Σ
Pk
ϕ .
With this preparation, we can prove Theorem 1.13.
Proof of Theorem 1.13. Let {tk−1, . . . , tkNk : 0 = tk−1 < tk0 < . . . tkNk−1 <
tkNk = T} be the partition Pk. We can apply Theorem 5.1 for xi =
xkϕ,i := ϕ(t
k
i−1) and i = 0, . . . , Nk. Then the exact observability holds
with Σ = Σkϕ provided
(5.7) T > RkNk +
Nk−1∑
i=0
Rki+1,i +R
k
0 ,
where Rki , R
k
i+1,i are as in (5.1)-(5.2) with xi = x
k
ϕ,i (cf. Remark 5.2).
We take a closer look at the middle term of the right hand side of (5.7):
(5.8)
Nk−1∑
i=0
Rki+1,i =
Nk∑
i=0
|ϕ(tki )− ϕ(tki−1)| − |ϕ(tkNk)− ϕ(tkNk−1)| .
Since δ(Pk) ց 0, invoking the smoothness hypotheses on ϕ, we see
that the sum on the right hand side of (5.8) tends to the length of the
curve
L(ϕ) :=
∫ T
0
|ϕ′(t)| dt .
Furthermore, Rk0 ≡ c0 since tk−1 ≡ 0. By the continuity of ϕ at t = T ,
we have RkNk → cT and |ϕ(tkNk)−ϕ(tkNk−1)| ց 0, as k ր∞ (recall that
|tkNk − tkNk−1| ≤ δ(Pk)ց 0).
By the previous discussion and (1.29), one sees that there exist an
M ∈ N and a positive constant δ such that
(5.9) T − RkNk −
Nk−1∑
i=0
Rki+1,i −Rk0 ≥ δ > 0 ,
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for all k > M . By inequality (5.5) in Theorem 5.1, we have
(5.10) ( max
i=0,...,N
Rki )
∫
(0,T )×∂Ω
|∂νu|2χΣkϕ dHd−1 ⊗ dt =
( max
i=0,...,N
Rki )
Nk∑
j=0
∫ tkj
tkj−1
∫
Γϕ,j
|∂νu|2 dHd−1 dt ≥ 2δE0 ,
where δ is as in (5.9) and χA is the indicator function of the subset
A ⊂ ∂Ω× (0, T ). It is easy to see that
(5.11) max
t∈[0,T ],x∈Ω
|x− ϕ(t)| ≥ ( max
i=0,...,N
Rki ) .
By (1.28), we have at least for a subsequence
(5.12) χΣkϕ(x, t)→ χΣϕ(x, t) , dHd−1 ⊗ dt− a.e.
By the estimate in (5.11), the uniformity of the estimate in (5.10),
∂νu ∈ L2(∂Ω×(0, T )) (see Theorem 2.2) and the convergence in (5.12),
the observability inequality (1.20) follows by Lebesgue dominated con-
vergence theorem. 
It is of some interest to weaken the hypotheses on the regularity of
ϕ; see Remark 5.4 below.
For the reader’s convenience, we recall that a function ϕ : [0, T ]→ Rd
is said to be of bounded variation (or briefly ϕ ∈ BV [0, T ]) if
(5.13) V T0 (ϕ) := sup
{ N∑
j=0
|ϕ(tj)− ϕ(tj−1)|
}
<∞ ,
where the sup is taken on all partitions P := {t−1, . . . , tN : 0 = t−1 <
t0 < · · · < tN−1 < tN := T} of the interval [0, T ].
Theorem 5.3. Let ϕ ∈ BV [0, T ] be left continuous at t = T . Sup-
pose that there exists a sequence of partitions {Pk : k ∈ N} such that
δ(Pk)ց 0 as k ր∞ and (1.28) holds. Moreover, suppose that T > 0
satisfies
(5.14) T > c0 + V
T
0 (ϕ) + cT .
Then the system is Σϕ-observable, where Σϕ is defined in (1.23).
Proof. The proof is an easy revision of the proof of Theorem 1.13. To
avoid repetitions, we give only few remarks to stress the usefulness of
the assumptions. To do so, we freely use the notation introduced in
the proof of Theorem 1.13 above.
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The left continuity at t = T is required to ensure that Rk
Nk
→ cT as
k ր∞. Moreover, since ϕ ∈ BV [0, T ], one has
(5.15) T − RkNk −
Nk−1∑
i=0
Rki+1,i − Rk0 ≥ T − RkNk − V T0 (ϕ)− c0 ,
since
∑Nk−1
i=0 R
k
i+1,i =
∑Nk−1
i=0 |ϕ(tki−1)−ϕ(tki )| ≤ V T0 (ϕ) for all k ∈ N and
c0 ≡ Rk0 (recall that tk−1 ≡ 0). By (5.14), (5.15) and limk→∞RkNk = cT ,
then one sees that there exist M ∈ N and δ > 0 such that
T −RkNk −
Nk−1∑
i=0
Rki+1,i − Rk0 ≥ δ > 0 , ∀k > M .
By the previous considerations, the conclusion follows as in (5.10)-
(5.12). 
We conclude this section with some remarks.
Remark 5.4. Note that Theorem 5.3 is an extension of both Theorems
1.13 and 5.1. Indeed, under the hypotheses of Theorem 1.13 (thus ϕ ∈
C([0, T ];Rd)∩C1((0, T );Rd) with finite length), we have ϕ ∈ BV [0, T ]
and V T0 (ϕ) =
∫ T
0
|ϕ′(t)| dt. Thus the conclusion of Theorem 1.13 follows
by Theorem 5.3.
Next we show that Theorem 5.1 can be recovered from Theorem 5.3.
Let P := {t−1, . . . , tN : 0 = t−1 < t0 < · · · < tN−1 < tN := T} be as
in Theorem 5.1. Define the piecewise constant function ϕ˜(t) := xi on
[ti−1, ti) for i = 0, . . . , N and ϕ˜(T ) = xN . Then ϕ˜ is left continuous at
t = T and V T0 (ϕ˜) = R0 +
∑N−1
i=0 Ri,i+1 + RN . Lastly, set Pk ≡ P for
each k ∈ N. Then, the condition (1.9) is verified and the claim follows.
For a discussion of the optimality of the lower bound in (5.14) see
Example 6.6 below.
Remark 5.5. Here we are not concerned with the optimal smoothness
assumption on ϕ in Theorem 5.3. Our hypothesis ϕ ∈ BV [0, T ] is
suggested by the lower bound in (5.4). Indeed, let P = {t−1, . . . , tN :
0 = t−1 < t0 < · · · < tN−1 < tN = T} be a partition of the interval
[0, T ] and let xj = ϕ(tj−1) for j = 0, . . . , N (cf. (1.25)). Then, the
middle term on the RHS of (5.4) is naturally bounded by the total
variation of the function ϕ in the interval [0, T ]. This property has
been exploited in the proofs of Theorems 1.13, 5.3.
6. Applications and future directions
We look here at some applications of Theorems 1.13 and 5.3. In
order to state the first result we fix some notations:
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• let B(0, 1) := {x ∈ R3 : |x| < 1} be the unit ball with center
in the origin, and set S2 := ∂B(0, 1) = {x ∈ R3 : |x| = 1};
• let Φ : [0, 2pi]× [0, pi]→ S2 be the standard parametrization of
the sphere; i.e.
Φ(θ, θ′) = (cos θ sin θ′, sin θ sin θ′, cos θ′) ;
• let η be a real number in [0, 2pi], then define
R(η) =

 1 0 00 cos η − sin η
0 sin η cos η

 .
Corollary 6.1. Let Ω = B(0, 1) and let α ∈ R+ be a positive real
number, such that
(6.1) α <
pi
2(1 +
√
2) + pi
√
2
.
Then the system is S-observable in time T = pi/α with S = ∪t∈(0,T )S(t)×
{t} and
S(t) = R
(
α t− pi
4
)
S ,(6.2)
S =
{
Φ(θ, θ′) ⊂ S2
∣∣∣ θ ∈ (0, 2pi) , θ′ ∈ (pi
4
, pi
)}
.(6.3)
Proof. Consider
(6.4) ϕ(t) =
√
2(0, cos(pi/4 + αt), sin(pi/4 + αt)) , t ∈ [0, pi/α] .
One may check that Γϕ(t) = S(t) for each t ∈ (0, T ), where the S(t) is
defined in (6.2). By construction the length of ϕ is equal to
√
2pi (note
that it is independent of α). Then Theorem 1.13 ensures the S-exact
observability provided:
pi
α
= T > c0 + L(ϕ) + cT = 2(1 +
√
2) +
√
2pi ;
where we have used that c0 = cT = 1+
√
2. Then the previous inequal-
ity is equivalent to (6.1). This concludes the proof. 
Remark 6.2. We make some comments on Corollary 6.1 and we employ
the notation of such corollary; in particular here ϕ is as in (6.4).
• The condition (6.1) can be interpreted as the requirement that
the mapping “t 7→ Γϕ(t)” does not vary too fast in time. More
specifically, α plays the role of the “angular velocity” of rotation
of the subset S; thus small α implies small velocity of rotation.
We are not aware if this result is sharp, but this behaviour
seems reasonable in view of geometrical optics; see for instance
[2, 8].
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• It is routine to prove that for each ε > 0 there exists δ(ε) > 0
such that
(6.5) Hd−1(Γϕ(t)∆Γϕ(t′)) < ε , if |t− t′| < δ(ε) .
The condition in (6.5) can be viewed as a kind of continuity of
the subset Γϕ(t) on the variable t, but this cannot be expected
in cases when Ω is not smooth; see Example 6.4 below.
The second item in the previous remark gives us the opportunity of
pointing out the next observation.
Remark 6.3. Let Ω and ϕ be such that the continuity condition (6.5)
holds (e.g. B(0, 1) ⊂ R3 and ϕ as in (6.4)), then there exists a sequence
of partitions {Pk : k ∈ N} for which the condition (1.28) holds. To
prove the claim, let ε = 1/k and let δk > 0 be such that the condition
(6.5) holds true. Let N ∋ K > 1/δk, define tkj := (j + 1)T/K for
j = −1, . . . , K − 1 and Pk := {tk−1, . . . , tkK−1}. Then, δ(Pk)ց 0 and
lim
k→∞
(Hd−1 ⊗ L1)(Σϕ∆ΣPkϕ )
≤ lim
k→∞
K−1∑
i=0
(tki − tki−1) sup
t∈(tki−1,t
k
i )
Hd−1(Γϕ(t)∆Γϕ(tki−1)) ≤ lim
k→∞
1
k
T = 0 .
Therefore, in Theorem 5.3, assumption (6.5) can replace (1.28).
In the next example we study in some details an application in which
(6.5) does not hold.
Example 6.4. Let Ω = (0, 1)2 be the square with unit side length and
let β be a positive number; then consider the curve
(6.6) ϕ(t) =
(
2,−1
2
+ βt
)
, t ∈
[
0,
1
β
]
.
By definition (see (1.23)) the observability set Σϕ ⊂ ∂(0, 1)2× (0, 1/β)
can be written as
(6.7) Σϕ =
(
l0 ×
(
0,
1
2β
])
∪
(
l1 ×
(
1
2β
,
1
β
))
,
where
l0 = {(x, y) | x = 0 and y ∈ (0, 1) , or y = 1 and x ∈ (0, 1)} ,
l1 = {(x, y) | x = 0 and y ∈ (0, 1) , or y ∈ {0, 1} and x ∈ (0, 1)} .
Furthermore, for any t, t′ ∈ (0, pi) such that t > 1/2 > t′ we have
Hd−1(Γϕ(t)∆Γϕ(t′)) = Hd−1({(x, y) | y = 1 , x ∈ (0, 1)}) = 1 ;
in this case we lose the continuity condition in (6.5).
ALTERNATING AND VARIABLE CONTROLS 33
Next, we note that Theorem 5.1 (or Theorem 5.3) implies the fol-
lowing result (for the case of a circle see [1] Section 4).
Corollary 6.5 (N -times alternating control). Let T and N be respec-
tively a positive real and integer number, such that
(6.8) T >
√
2(N + 2) ,
and let {ti}i=0,...,N−1 be any increasing finite sequence of (0, T ). Then
the system is Σ-observable for Ω = (0, 1)2 and
Σ =
(
N⋃
i=0, i∈2N
d0 × (tj−1, tj)
)
∪
(
N⋃
i=0, i∈2N+1
d1 × (tj−1, tj)
)
,
where
d0 =
{
(x, y) ∈ ∂Ω
∣∣∣ x = 0 and y ∈ (0, 1) , or y = 0 and x ∈ (0, 1)},
d1 =
{
(x, y) ∈ ∂Ω
∣∣∣ x = 1 and y ∈ (0, 1) , or y = 1 and x ∈ (0, 1)},
Proof. Apply Theorem 5.1 with xi ≡ x0 = (1, 1) if i is even or xi ≡
x1 = (0, 0) otherwise. 
For a general discussion on the choice of the {ti}i=0,...,N−1 see [1,
Subsection 2.1]. Let us specialize Corollary 6.5 to the case
(6.9) tk = (k + 1)T0 , k = −1, . . . , N ,
thus T := tN = (N + 1)T0. From (6.8) we obtain
(N + 1)T0 >
√
2(N + 2) ,
that leads us to a lower bound for T0
(6.10) T0 >
√
2
N + 2
N + 1
>
√
2 .
In the situation just introduced, we note that:
• In the fixed case for the square (e.g. the control acts only on
the subset d0 for each time) the controllability holds for any
T > 2
√
2, by this for
√
2 < T0 ≤ 2
√
2 Corollary 6.5 cannot be
deduced by the fixed controllability case.
• The lower bound in (6.10) is inherent in the application of the
multiplier method in the proof of the observability inequality.
In the one dimensional case instead we can allow for arbitrar-
ily small T0 (see Subsection 1.1.2). The one dimensional case
suggests that the limitation in (6.10) is due to methodology of
proof and not to an intrinsic obstruction of the problem.
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It is of our interest to know if there exists a sequence {T0,h}h∈N,
such that T0,h ց 0 as h ր ∞ and for all h ∈ N the system of
Corollary 6.5 is exactly observable.
Up to now we have not discussed the optimality of the lower bound in
(1.29) provided in Theorem 1.13; or more generally the optimality of
(5.14) in Theorem 5.3. The next example shows that the lower bound
for T in (5.14) is not optimal in general.
Example 6.6. Consider Ω = (0, 1)2, take any ϕ : [0, T ]→ R2 continuous
and piecewise differentiable of positive length, such that ϕ((0, T )) ⊂ Ω
and ϕ(0) = ϕ(T ) = 0. From the convexity of Ω, it follows that
Γϕ(t) ≡ ∂Ω , ∀t ∈ (0, T ) .
So (5.14), or equivalently (1.29), provides
(6.11) T > 2
√
2 + L(ϕ) .
It is known (see [6] or [10]) that the system is exactly observable for
any T >
√
2, so the inequality in (6.11) is not optimal.
Besides this, it is unknown if the lower bound (5.14) in Theorem 5.3
is optimal for specific domain Ω and observability set Σ; e.g. the ones
given in Corollary 6.1.
7. Conclusion
In this article we extend some classical results concerning the exact
boundary observability of the wave equation.
In the one dimensional case, we provide a complete treatment of the
observability problem. Indeed, Theorem 1.3 and Corollary 1.4 com-
pletely characterize the boundary observability in terms on how the
subsets of observation cover the one dimensional sphere S1; see the
condition in (1.10) or in (1.11).
In the multidimensional case, we work out sufficient conditions for exact
boundary observability; see Theorem 1.13 or more generally Theorem
5.3. The proofs of these results are based on the multiplier method (see
[10] or [6]), which is used to prove the observability in case of constant
observation, i.e. when the observation subset is Σ ≡ Γ×(0, T ) for some
Γ ⊂ ∂Ω× (0, T ). Our results extends the classical ones even in the case
of piecewise constant subset of observation (see Remark 5.4).
The applicability of our results is exemplified in Section 6, where we
also list some perspective developments. We recall here the issues of
alternating control with arbitrarily small switch time T0, and the op-
timality of the controllability time T , both in the multidimensional
case.
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