The distribution of the grid points at which a response function is observed in longitudinal or functional data applications is often informative and not independent of the response process. In this paper we introduce a covariation model for this dependence, by treating the data as replicated realizations of a marked point process. We derive maximum likelihood estimators, the asymptotic distribution of the estimators, and study the estimators' behavior by simulation. We apply the model to an online auction data set and show that there is a strong correlation between bidding patterns and price trajectories.
Introduction
In many statistical applications the object of analysis are samples of functions, {g i (x) : i = 1, . . . , n}. These functions are generally measured at discrete points {x ij : j = 1, . . . , m i }, so the data actually observed is {(x ij , y ij ) : j = 1, . . . , m i , i = 1, . . . , n} with y ij = g i (x ij ) + η ij ,
where η ij is random noise. Longitudinal data often fits this framework (Rice, 2004; Müller, 2008) . Functional data analysis has focused on the analysis of the g i (x)s, which are usually recovered from the raw data by some form of smoothing (James et al., 2000; Ramsay and Silverman, 2005, ch. 3; Yao et al., 2005) . The distribution of the grid points {x ij } is generally assumed noninformative in functional data analysis. However, there are situations where the distribution of the x ij s may be informative in its own right.
Consider, for example, the bid price trajectories shown in Figure 1 . They are bid prices of Palm M515 Personal Digital Assistants (PDA) on seven-day-long eBay auctions that took place between March and May of 2003. Bidding activity tends to concentrate at the beginning and at the end of the auctions, in patterns that have been called 'early bidding' and 'bid sniping', respectively. Earlier analyses of these data (Shmueli and Jank, 2005; Shmueli, 2006, 2010) studied the dynamics of the process via derivatives of the bid price curves. More recently, Wu et al. (2013) and Arribas-Gil and Müller (2014) investigated the bid time process itself. But a joint modeling of the bid time process and the bid price curves has not been attempted, and there are reasons to believe these processes are not independent. For example, it is suspected that items with prices below the mean are more likely to experience 'bid sniping'. To study such questions it is necessary to jointly model the bid time process {x ij } and the bid price process {y ij }.
The approach we present in this paper considers the data {(x ij , y ij )} as n independent realizations of a marked point process. For each subject i, the x ij s are considered a realization of a point process and the y ij s are seen as the corresponding 'marks', to use common point-process terminology (Cox and Isham, 1980; Møller and Waagepetersen, 2004; Baddeley, 2007; Streit, 2010) . We note that not all marks arise as discretizations of smooth functions, as in model (1); the methods we propose here are specifically intended for functional and longitudinal data applications. To avoid confusions with terminology, we will not call the m i observations for each subject i 'replications', as is often done in the point process literature; we consider the whole set {(x ij , y ij ) : j = 1, . . . , m i } for each i as a single realization of the process, and the n replications are the sets for i = 1, . . . , n.
As pointed out by Guan and Afshartous (2007) and Møller et al. (2016) , the literature on modeling marked point processes is limited, and restricted to the single replication scenario; it has focused on simple summary statistics of the processes and on testing broad generic hypotheses such as independent marking (Guan and Afshartous, 2007; Myllymäki et al., 2017 ; see also Baddeley, 2010, sec. 21.7) . But the availability of replications allows us to estimate the correlations between the intensity functions of the point process {x ij } and the response process {y ij }, which is not possible in a single-replication scenario. Regression models in point process contexts have been proposed recently (Barret et al., 2015; Rathbun and Shiffman, 2016) , but they aim at incorporating covariates into intensity function models. Similarly, Scheike (1997) related longitudinal data to marked point processes, but his goal was to model the conditional distribution of the time points given the past observations. None of these works aim at jointly modeling the time points and the response processes, which is our goal in this paper.
Latent variable model
A point process X is a random countable set in a space S , where S is usually R for temporal processes or R 2 for spatial processes (Møller and Waagepetersen, 2004, ch. 2; Streit, 2010, ch. 2) . When each point x ∈ X is accompanied by a random
x ∈ X} is called a marked point process.
As mentioned in Section 1, we are interested in the specific situation where Y x follows the model
with g : S → M the function of interest and η x random noise. We will consider only M = R in this paper, but extensions to the multivariate case M = R k are straightforward.
A point process X is locally finite if #(X ∩ B) < ∞ with probability one for any bounded B ⊆ S . For a locally finite process the count function N(B) = #(X ∩ B) can be defined, and B) , y N (B) )}. A Poisson process is a locally finite process for which there exists a locally integrable function λ : S → [0, ∞), called the intensity function, such that (i) N(B) has a Poisson distribution with rate B λ(t)dt, and (ii) for disjoint sets B 1 , . . . , B k the random variables N(B 1 ), . . . , N(B k ) are independent. A consequence of (i) and (ii) is that the conditional distribution of the points in X ∩B given N(B) = m is the distribution of m independent and identically distributed observations with density λ(t)/ B λ. For replicated point processes, a single intensity function λ rarely provides an adequate fit for all replications. It is more reasonable to assume that the λs are subject-specific and treat them as random effects. Such processes are called doubly stochastic processes or Cox processes (Møller and Waagepetersen, 2004, ch. 5; Streit, 2010, ch. 8) . A doubly stochastic process is a pair (X, Λ) where X|Λ = λ is a Poisson process with intensity function λ, and Λ is a random function that takes values on the space F of non-negative locally integrable functions on S . Then the n replications of the point process can be seen as independent identically distributed realizations of a doubly stochastic process (X, Λ), where X is observable but Λ is not. Similarly, for g in (2) we will assume there is a process G such that Y | (X, G = g) follows model (2). Then the n replications of the marked point process can be seen as independent identically distributed realizations of (X, Y, Λ, G), where X and Y are observable but Λ and G are not. Our main goal is to study the relationship between the intensity process Λ that generates the xs and the response process G that generates the ys. To this end we will assume that G follows a finite Karhunen-Loève decomposition
where the ψ k s are orthonormal functions in L 2 (S ) and the v k s are uncorrelated zeromean random variables. Any stochastic process in L 2 (S ) with finite variance can be decomposed as in (3) with a possibly infinite p 2 (Ash and Gardner, 1975, ch. 1.4 ), but since we are interested in smooth processes in this paper, for practical purposes it is sufficient to consider only finite p 2 s.
A similar decomposition for Λ would be problematic due to the non-negativity constraint. A nonnegative decomposition was proposed by Gervini (2016) . However, for simplicity we will use an alternative approach in this paper, and decompose the logarithm of Λ, which is unconstrained:
where the φ k s are orthonormal functions in L 2 (S ) and the u k s are uncorrelated zero-mean random variables. The association between Λ and G is then determined by the association between the component scores u = (u 1 , . . . , u p 1 ) and v = (v 1 , . . . , v p 2 ) of (3) and (4). As a working model, we will assume that (u, v) follows a joint multivariate normal distribution with mean zero and covariance matrix The signs of the component scores are not identifiable, since −u k and −φ k (x) satisfy the same model specifications as u k and φ k (x); similarly with the v k s and ψ k s. As a consequence, the signs of Σ uv,kl = cov(u k , v l ) are not identifiable either, and can be chosen for convenience of interpretation in any given application.
To facilitate estimation of the functional parameters µ, φ k s, ν and ψ k s, we will use semiparametric basis-function expansions. As basis functions one can take, for instance, B-splines if S = R or normalized Gaussian radial kernels if S = R 2 ; other families are possible and perhaps better in some cases, such as simplicial bases for bivariate functions on irregular domains. Let γ(x) be the vector of basis functions {γ 1 , . . . , γ q } with γ j : S → R. We assume, then, that
The model parameters can be collected, for simplicity, in a single vector
The orthonormality constraints on the φ k s and the ψ k s can be expressed as c
T dx.
Maximum likelihood estimation
With a slight abuse of notation, let us write {(x ij , y ij ) : j = 1, . . . , m i } in vector form, (x i , m i , y i ). Then the joint density of the observations and the latent variables can be factorized as
Since f θ (y | x, m, u, v) does not explicitly depend on u and f θ (x, m | u, v) does not explicitly depend on v, we can write
From (2), (3), (4) and the distributional assumptions made in Section 2, we have:
with λ u (x) = exp{µ(x) + u T φ(x)}; and
The marginal density of the observations,
has no closed form and requires numerical integration for its evaluation. This and other details of implementation are discussed in the Supplementary Material.
The constrained parameter space for (5) can be expressed as
Jd l − δ kl , and Σ > 0 means Σ is symmetric and positive definite. The maximum likelihood estimator of
Individual estimators of the latent component scores areû i = Eθ(u | x i , m i , y i ) and
The estimating equations forθ and an EM algorithm (Dempster et al., 1977) for its computation are derived in the Supplementary Material. For example,Σ uv satisfies the fixed point equation
When a large family of basis functions γ(x) is used, it is advisable to regularize the functional estimators by adding roughness penalties to the objective function, thus maximizing
where the ξs are nonnegative smoothing parameters and P (f ) is a roughness penalty function, such as
The optimal ξs can be chosen by cross-validation, although a subjective choice of the ξs, even if suboptimal, is often sufficient to improve the results over the non-regularized estimators.
Asymptotics and inference
The asymptotic behavior ofθ as n → ∞ can be established via standard empiricalprocess techniques (Pollard, 1984; Van der Vaart, 2000) . Since we are mainly interested in the cross-covariances Σ uv , we will derive the asymptotic distribution forΣ uv only, treating the rest of the parameters as fixed. This simplification could lead to underestimation of the true variance ofΣ uv , but we show by simulation in Section 5 that this is not the case, at least when the 'sandwich' formula derived here is used; the simpler inverse Fisher Information matrix did lead to underestimation of the variances in our preliminary simulations.
Estimating equation (7) can be expressed in vector form as
This can be expressed as n −1 n i=1 ψ(x i , m i , y i ; vecΣ uv ) = 0 for a suitable function ψ, which is smooth in the parameter vecΣ uv , and then the standard asymptotics for Z-estimators (Van der Vaart, 2000, ch. 5) follow. Theorem 1 gives the result. The proof can be found in the Supplementary Material.
Theorem 1 Under the distributional assumptions of Section 2,
In Theorem 1, D denotes the differential matrix of h(x, m, y; vec Σ uv ) with respect to the parameter vec Σ uv . The explicit expression is
T , and (Σ −1 ) 12 denotes the upper-right p 1 × p 2 block of Σ −1 . Matrices A and B can be readily estimated by their sampling versions,
Dh(x i , m i , y i ; vecΣ uv )} and
Theorem 1 gives a good approximation to the true finite-sample variance of vecΣ uv , as shown by simulation in Section 5.
Simulations
We studied the finite sample behavior of the estimators by simulation, to assess the consistency of the estimators as the sample size increases, and also the goodness of the approximation of the asymptotic variance to the actual finite-sample variance of the estimators. We generated data from model (2)- (3)- (4) with p 1 = p 2 = 2. We considered a temporal process with S = [0, 1], mean functions µ(x) ≡ log r, for a given r specified below, and ν(x) = 5x, and components φ 1 (x) = 1, φ 2 (x) = 2.132e covariance matrix Σ uv was diagonal with elements Σ uv,11 = ρσ u1 σ v1 and Σ uv,22 = ρσ u2 σ v2 , where ρ was taken as .5 and .8. In this model u 1 and v 1 are positively correlated, so a higher x count will be associated with a y trajectory above the mean; similarly, since u 2 and v 2 are also positively correlated, an increase in the number of observations towards the end of the time range will be associated with an increase in the values of y in that range. This is a realistic situation, resembling the behavior of the auction data analyzed in Section 6. We considered three sample sizes n: 50, 100 and 200. As basis functions we used cubic B-splines with ten equally spaced knots. As smoothing parameters ξ we chose the subjective value 10 −5 , which yields reasonably regular functional estimators. Each scenario was replicated 300 times. Table 1 shows the resulting root mean squared errors of parameter and random effect estimators. For reasons of space we only report the results for ρ = .5 here; the results for ρ = .8 are given in the Supplementary Material, and, overall, they are in line with those of Table 1 . For scalar parameters the root mean squared errors are defined as usual. For functional parameters, e.g. the mean µ, the root mean squared error is defined as {E( μ − µ 2 )} 1/2 where · is the Euclidean norm, and similarly for the other functional parameters. For the random effect estimators, e.g. theû ik s, the root mean squared error is defined as [E{
and similarly for thev ik s. The sign of theφ k s was determined from the signs of the inner products φ k , φ k s, and similarly for theψ k s; the signs of the component scores and the elements ofΣ uv were changed accordingly.
We see in Table 1 that the estimators are consistent, with errors decreasing as n increases, and at approximately the expected parametric rate n −1/2 . The errors for the higher baseline rate r = 30 are lower than for r = 10, as expected, but even in the latter case the estimators are well behaved. This is remarkable since, for r = 10, 20% of the sample curves have fewer than 7 observations per curve and 80% of the sample curves have fewer than 14 observations per curve. Table 2 compares the true finite-sample standard deviations of the elements of Σ uv with their mean asymptotic approximations. Overall, we see that the asymptotic standard deviations tend to overestimate the true standard deviations, particularly r = 10 r = 30 Parameter n = 50 n = 100 n = 200 n = 50 n = 100 n = 200 for n = 50, but the relative errors decrease when n increases.
Application: online auction data
In this section we analyze in more detail the eBay auction data mentioned in Section 1. The data was downloaded from the companion website of Jank and Shmueli (2010) . In this sample there were 194 auctioned items, and each auction lasted seven days. A subsample of 20 bid price trajectories are shown in Figure 1 . The dots are the actual bids; the solid lines were drawn for better visualization. Figure 1 shows that bidding activity tends to concentrate at the beginning and at the end of the auctions, in patterns that have been called 'early bidding' and 'bid sniping', ρ = .5, r = 10 n = 50 n = 100 respectively. Recent articles (e.g. Backus et al., 2015) have pointed out that 'bid sniping' is annoying for bidders, and partly as a consequence of this, the number of items auctioned at eBay has steadily decreased over the years compared to the number of items sold at fixed prices (Einav et al., 2015) . It has been hypothesized that bid sniping is triggered by the perception that an item's current bid price is low. We will not establish causation here, since our models are not intended for that, but the results obtained below are in line with this hypothesis. To estimate the functional means and components we used cubic splines with knots {1, 2, . . . , 6}. We found that two components were sufficient to explain most of the variability in the xs and the ys. The estimated mean and components are shown in Figure 2 . Figure 2(a) shows the baseline intensity function λ 0 (t) = exp µ(t) of the bidding process, and we see that most of the bidding activity tends to occur towards the end of the auction. Some items attract overall more bids than others, and this is explained by the first component (Fig. 2(c) ): a positive score on φ 1 corresponds to an intensity function λ above the baseline. The second component is related to 'bid sniping': for items with positive scores on φ 2 , the number of bids in the last two days will be above the mean. Regarding bid price, Fig. 2(b) shows the mean price trajectory ν(t) and Fig. 2(d) the components. The first component is associated with price level: items with positive scores on ψ 1 will show prices above the mean over the whole auction period. The second component is a contrast: items with positive score on ψ 2 tend to show prices above the mean at the beginning and at the end of the auction, and below the mean during the intermediate days.
The estimated cross-covariances were Σ uv,11 = −255.69, Σ uv,21 = −50.41, Σ uv,12 = 29.95 and Σ uv,22 = −10.70, with respective bootstrap standard deviations 94.4, 13.5, 10.9 and 4.7, so all coefficients were statistically significant. Perhaps more informative than the cross-covariances are the cross-correlations: −.67, −.56, .32 and −.43, respectively. Figure 3 shows the scatter plots of the estimated random effectsû ik s versusv ik s. These results are in line with intuition. The negative correlation between u 1 and v 1 shows that items with perceived low prices tend to attract overall more bidders. The negative correlations between u 2 and both v 1 and v 2 confirms the hypothesis that bid snipping is associated with items showing perceived low prices, 
