A nonassociative algebra is nilpotent if there is some n such that the product of any n elements, no matter how they are associated, is zero. Several related, but more general, notions are left nilpotency, solvability, local nilpotency, and nillity. First the complexity of several decision problems for these properties is examined. In finite-dimensional algebras over a finite field it is shown that solvability and nilpotency can be decided in polynomial time. Over Q, nilpotency can be decided in polynomial time, while the algorithm for testing solvability uses a polynomial number of arithmetic operations, but is not polynomial time. Also presented is a polynomial time probabilistic algorithm for deciding left nillity. Then a problem involving algebras given by generators and relations is considered and shown to be NP-complete. Finally, a relation between local left nilpotency and a set of natural numbers that is 1-complete for the class $\Pi_{2}$ in the arithmetic hierarchy of recursion theory is demonstrated. Abstract. A nonassociative algebra is nilpotent if there is some n such that the product of any n elements, no matter how they are associated, is zero. Several related, but more general, notions are left nilpotency, solvability, local nilpotency, and nillity. First the complexity of several decision problems for these properties is examined. In finite-dimensional algebras over a finite field it is shown that solvability and nilpotency can be decided in polynomial time. Over Q, nilpotency can be decided in polynomial time, while the algorithm for testing solvability uses a polynomial number of arithmetic operations, but is not polynomial time. Also presented is a polynomial time probabilistic algorithm for deciding left nillity. Then a problem involving algebras given by generators and relations is considered and shown to be NP-complete. Finally, a relation between local left nilpotency and a set of natural numbers that is 1-complete for the class 1-I2 in the arithmetic hierarchy of recursion theory is demonstrated.
1. Introduction. A nonassociative algebra (or simply an algebra) over a field F is a set A together with two binary operations, and /, such that (A, /) is a vector space over F, (1) x* (y+z) =x* y+x* z, 
a(x * y) (ax) * y x * (ay)
for all x, y, z A, and a F. The operation * is not necessarily associative. Throughout this paper we shall suppress the by writing, for example, xy instead of x y.
If B and C are arbitrary sets in a nonassociative algebra A, then by BC we usually mean the subspace spanned by all elements in {bclb B, c C}.
For each integer n -> 1 let us denote by A the subspace spanned by all products of n (not necessarily distinct) elements in A, in all (1/n)(2,n_-2) associations. Let us now define A ()= A >= A ta= A. We then define, for each n => 
A2'-'_ A Ai.
The second containment in (4) proof.
An algebra is called power associative if each element generates an associative subalgebra. In such an algebra we say an element x is nil if there exists some k, depending on x, such that x k= 0. A power associative algebra is called nil if each member is nil. This is equivalent to saying that the subalgebra generated by x is nilpotent. Note that in power associative algebras, nillity is implied by solvability, and hence by nilpotency and left nilpotency.
Nilpotency and its related properties are important to the theory of algebras, since the radical of an algebra, under suitable conditions, is nilpotent. These properties have received thorough mathematical investigation.
The theory of complexity has been applied to both associative and nonassociative algebras [4] , [9] . Second, we initially calculate the running time of an algorithm by estimating the number of arithmetic operations (addition, subtraction, multiplication, or division) that occur in F. We caution that this is somewhat misleading since, as we will see, over Q it is possible for an algorithm to perform only a polynomial number of operations, and yet require an exponential amount of time as a function of its input length. However when we use the term polynomial time we use it in its usual sense and we will carefully distinguish between a polynomial time algorithm and one for which merely the number of arithmetic operations is polynomial.
Let us now make the following observations. If vi and v are basis elements of an n-dimensional algebra, and/3 F, then computing vivj takes n multiplications in F. There are some important distinctions between the two algorithms presented so far. First, the algorithm of Theorem 1 can be easily modified to compute the index of solvability of A. Indeed the algorithm need only check for the first for which C is zero. On the other hand, while the algorithm of Theorem 2 can be modified in a similar way to detect the minimal for which A = {0}, it apparently cannot tell the minimal for which A = {0}.
A second distinction between the two algorithms concerns their computational complexity. As noted earlier, for finite fields the length of an input string x is always O(n 3) where n is the dimension of the algebra that x encodes. Furthermore, for a finite field the operations each are bounded by a constant amount of time. Since the algorithms of Theorems 1 and 2 are dominated by the time spent performing arithmetic operations, Theorem 3 follows. THEOREM 3. Over a finite field, nilpotency and solvability can be decided in polynomial time. In the latter case, the index of solvability can also be calculated in polynomial time.
Let us now consider what happens in the above algorithms when F Q. In the first algorithm, testing for solvability is performed by repeatedly "squaring" the subalgebra A(, n times. Since squaring a number (represented in base 2, say) approximately doubles the length of its representation, structure constants of length k can produce coefficients of about length k2". The following simple examples illustrate this. For a given n, consider the n-dimensional algebra with basis v, v2,'", v, where vv 2v with all other products zero. The first algorithm is easily seen to experience exponential growth since the encodings of its numbers become exponentially long.
Next, consider the algorithm of Theorem 2. We will prove that for F= Q its complexity is bounded by a polynomial in the length of its input. However first let us make the following simplifying observation. If A is an algebra having structure constants {6Ok} and 0 c Q, define A to be the algebra with the same basis, but having structure constants {C60k}. It is easy to show that A is nilpotent if and only if Ac is nilpotent.
Consequently, by multiplying all structure constants of A by a common multiple of their denominators, we achieve an algebra A in which all structure constants are integers. If x is a string which encodes A and x is a string encoding A, then by selecting a maximal linearly independent subset of C. This can be done by considering the members of C as rows and forming the matrix of all such rows. We then reduce this matrix to a "row canonical form," but without interchanging any rows. The nonzero rows that remain will be a basis for the row space. Moreover the original rows corresponding to these nonzero rows will also be a basis. This requires applying Here BjBk means the finite set of vectors formed by multiplying each member of Bj by a member of Bk. Step (1) involves at most n-1 products BjBk each calculable in O(n 5) operations, and so it takes O(n6) operations.
Step (2) involves reducing at most tl vectors to a basis and can be done in O(n5) operations. The loop iterates at most n times and so the algorithm needs only O(tl7) operations. Finally, the argument that the algorithm runs in polynomial time, even over Q, is similar to the argument of Theorem 4.
3. Nillity, left nillity, and a prolalfilistic approach. In this section we consider algorithms for deciding nillity. Recall that our definition of a nil algebra applied only to power associative algebras. Suppose we are given a power associative algebra, and we wish to decide if it is nil. Note that in an n-dimensional power associative algebra, an element x is nil if and only if x +1 0. For if x is nil, then it generates an associative nilpotent finite-dimensional subalgebra, and its index of nilpotency is at most n + 1. x"+'= x(. x(x(xx)) ).
Here each multiplication involves a vector with a basis element, an O(n2) operation'.
Since there are n such operations, the cost is O(n3), rather than log (n)n3. Finally, since there are n basis elements to consider, we have Theorem 7. THEOREM 7. In an n.dimensional power associative algebra over any field having characteristic not equal to 2, 3, 5 nillity can be tested with O(n4) arithmetic operations.
Recall that an alternative algebra is one that satisfies the identities (5) (xx)y-x(xy) =0, (6) (yx)x-y(xx) =0 for all x and y. These algebras form an important generalization of associative algebras. Although alternative algebras are not in general associative, the subalgebra generated by any two elements is associative 10]. This implies that alternative algebras are power associative, and therefore it is meaningful to speak of alternative nil algebras. If A is an alternative (or, in particular, an associative) finite-dimensional nil algebra, then A is nilpotent 10]. This property, namely that nil finite-dimensional algebras are nilpotent, also holds for many other classes of algebras including Jordan algebras over fields of characteristic not equal to two and others (see [10] , [8] ).
In associative algebras the concepts of solvable, left nilpotent, and nilpotent, are obviously equivalent. However, as a matter of note, in alternative rings, the concepts of nilpotent and left nilpotent are equivalent, but there exist solvable alternative rings (which cannot be regarded as finite-dimensional algebras) that are not nilpotent [3] .
It follows from Theorem 7 that for alternative algebras, Jordan algebras, and the like, after ruling out a few bad characteristics, testing nilpotency takes O(n4) arithmetic operations, an improvement over the O(n5) method of Theorem 2.
Unfortunately, when we are presented with an algebra, we do not know that it is alternative or power associative, and so we cannot necessarily use Dedkov's result. The property of alternativity can be checked efficiently since it involves only two defining identities of fixed size. But power associativity seems hard to check since it says that for every x and for every k, all associations of k x's are equal.
Let us therefore reformulate the concept of nil so that its definition does not depend on power associativity. For any x, define X tl]'-X and for -> 1 define X
[i+I]'-xxti. We now will call an n-dimensional algebra left nil if for each x e A, we have Assume now that A is any n-dimensional algebra over Q with basis {vi}, i= 1,..., n. We wish to decide if A is left nil. Since A may not be power associative, we cannot rely on Dedkov's result. The problem, therefore, appears hard. In the remainder of this section we will demonstrate an efficient Monte Carlo algorithm.
(7)
We first consider the identity x"+ x( (x(xx)) o. [11] , we arrive at a probabilistic algorithm for deciding if a polynomial 7-is identically zero as follows: First choose I to be any set of elements from Q of cardinality 2 deg (7-) 2(n + 1). We then select a random n-tuple Y (Y, ",Yn) from I I . x/, assign each Yi to ai, and then evaluate a polynomial 7". This procedure is repeated at most N times. If any of the evaluations produces a nonzero result, then 7" is not identically zero. On the other hand, if all evaluations are zero, then by Lemma 2, with c 2, 7" is identically zero with probability at least 1 -2-u.
In our situation, we really are interested in deciding if all n of the 'i's are identically zero. Hence we apply the above algorithm to each 7 Then 7"(y,..., Yn) is the coefficient of vi in xt"+J. This is done up to N times for each 7"i. If any one of the evaluations is nonzero, then (7) fails and the algorithm is terminated. Otherwise, each 7" is identically zero with probability at least 1-2-u.
Now let e > 0 be some fixed small number (say 2-40o). For a given algebra of dimension n, we choose N> log (n/e). We then test for left nillity in the manner described above. If no nonzero vector is found for the 7-i's then each 7-i is nonzero with probability at most 2-u. The probability, therefore, that at least one of the 7"'s is nonzero is at most n/2 u. By choice of N this is less than e.
Each of the N evaluations takes n multiplications of n-dimensional vectors, where each multiplication takes about O(n3) operations. Hence for each 7"i, only O(N. n 4) or O(log(n)n4) operations are required. This is done for each 7"i, so altogether O(log (n)n 5) operations are required. Finally, this algorithm runs in polynomial time.
The argument is straightforward and uses Lemma 1. Theorem 8 follows.
THEOREM 8. In an n-dimensional algebra over Q left nillity can be decided probabilistically in polynomial time using O(log (n)n ) operations. [5] . We now transform DIRECTED HAMILTONIAN PATH to ASC. Let D V, E) be a directed graph with n vertices. We map this to an instance of ASC in which G V, W { aa (aaj) is not E }, and k n. It is then straightforward to verify that the algebra has index of nilpotency greater than k if and only if the directed graph has a Hamiltonian path. 5 For the remainder of this section we assume that F is a fixed field, either finite or countably infinite. If F is infinite we assume that its elements and operations can be described effectively. That is, we assume that there is a 1-1 correspondence that encodes the elements of F with the natural numbers, and there exists an algorithm (on the encoded elements) to compute each field operation. Clearly, a finite extension of Q has this property. From here on, we shall identify a member of F with the number that encodes it.
Next, let g be any 1-1 onto recursive function from N to the set of all finite sequences in F:
g(m)=(ao," ", an), aiF. Also let (x, y) be any recursive 1-1 onto map from N x N to N for which x, y _-< (x, y).
(For example, (x, y)= 2'(2y + 1)-1 will do.) The maps g and (x, y) are thought to be fixed. ((i,j) ))= (Cro,.'', ,or,) . This mapping is not necessarily 1-1. For example, if g (ml) (a, ), g(mE) (a,/3, 0), (il,j) m, (iE,jE) (9) W(v,, v2," v,). The word (9) is expanded in the usual way by starting with the innermost pairs of v's and applying equation (8) . Whenever a product i=0 =0 must be computed, (8) is only applied to numbers (i, j), 0 and O. This procedure defines a partial mapping that we call the product computed by f. We now formally define the number of computational steps taken by f to compute the product (9 Assume first that n TOT so that is recursive. Let {x} be a finite set of elements from R. We claim this set generates a left nilpotent subalgebra. Each x is a finite linear combination of v's. Let s be the greatest subscript in all such linear combinations.
Then it suffices to show that the subalgebra generated by {vl," ' In 3 we noted that in some sense the power of Theorem 7 is wasted unless there is an efficient way to recognize the property of power associativity. It is easy to recognize certain properties that imply power associativity (associativity, alternativity, etc.), but a deeper investigation of power associativity is warranted.
Which of the decision problems in P are also in NC? The Monte Carlo technique described in 3 seems powerful enough to handle more general problems. For example, consider the problem in which we are given an algebra A over Q, and an arbitrary nonassociative polynomial f: w.e wish to decide if f is identically zero in A.
The material in 5 suggests looking for other unsolvable problems (sets) from nonassociative algebra that are complete for various classes of the arithmetic hierarchy.
In particular, it would be nice to identify a problem from nonassociative algebra that is 1-complete for the class of recursively enumerable sets (that is, recursively isomorphic to the halting problem), perhaps something akin to the word problem from group theory.
Finally, a main focus of our work is on the following problem. Let us fix a variety V of nonassociative algebras over a field F, defined by a set of defining identities. For example, V might be the class of alternative algebras over F defined by identities (5) and (6). For each nonassociative polynomial f we wish to decide if f is identically zero for each algebra in V. Assuming that F can be described effectively, this problem is decidable. If the nonassociative polynomials are encoded in a reasonable (i.e., sparse) way, however, there does not seem to be any way to solve the problem with a polynomial amount of space. Despite this apparent intractability, much of our work has been to look for better ways to decide if a nonassociative polynomial f is an identity. Here the degree off is usually small, say at most 10. This problem is quite rich in structure, and offers good opportunity to use many interesting algorithmic and mathematical tools including group representation theory, graph theory, and dynamic programming (see [6] , [7] ).
