Water balance models are often employed to improve understanding of drivers of change in regional hydrologic cycles. Most of these models, however, are physicallybased, and few employ state-of-the-art statistical methods to reconcile measurement uncertainty and bias. Here, we introduce a framework for developing, analyzing, and selecting among alternative formulations of a statistical water balance model for large lake systems that addresses this research gap. We demonstrate our new analytical framework using a model customized for Lakes Superior and MichiganHuron, the two largest lakes on Earth by surface area. The selected model (from among 26 alternatives) closed the water balance across both lakes with an order of magnitude less computation time than prototype versions of the same model. We expect our new framework will be used to improve computational efficiency and skill of water balance models for other lakes around the world.
Introduction
As global freshwater demand increases [40, 60] , there is a simultaneously growing need for a comprehensive understanding of changes in the hydrologic cycle and of the drivers behind those changes [7, 28, 32, 38, 59] . Water balance models have often been employed to shape that understanding through numerous practical applications including water resources management decision support, and guidance on policies for consumptive use and irrigation practices [2, 12, 30, 37, 43, 49, 61] . We find, however, that most models used to quantify major components of the hydrologic cycle are physically-based, and that few employ robust state-of-the-art statistical methods to incorporate measurement uncertainty, correlation, and bias into model-based simulations [5, 23, 33, 53, 55] . Furthermore, few historical studies provide methodological guidance for developing and selecting a suitable water balance model in light of criteria relevant to water resource management agencies, policy makers, and other model end-users.
To address these gaps, we introduce a framework for developing and analyzing alternative formulations of a statistical water balance model for large lake systems, or large lake statistical water balance model (L2SWBM), and for selecting from among those formulations using a range of conventional and non-conventional criteria [14, 22, 52] . The formulations are cast into Bayesian networks, and simulated through Markov chain Monte Carlo sampling [or MCMC, for details see 18, 31] . We demonstrate our new analysis framework using a L2SWBM customized for Lakes Superior and Michigan-Huron (figure 1), the two largest lakes on Earth by surface area [27] . Over relatively coarse (e.g. monthly) time scales, Lakes Michigan and Huron are typically represented as a single lake (Lake Michigan-Huron) because they are connected by the Straits of Mackinac, and because their long-term water levels are nearly equal.
A prototype Superior and Michigan-Huron L2SWBM [25] described the lakes' water balance as a cumulative sum of monthly changes in water level or height (∆H), a proxy for water storage, starting at a specified base month. In the study, the base month was January of 2005, with the period of study ending December 2014, for a total of T = 120 months. At each time step, t, the prototype model aggregated all ∆H and components of the water balance going back to the base month, conceptually following the continuous time, or long-term yield, model of the Soil and Water Assessment Tool [or SWAT, 3] :
where (all in mm over each lake surface area) ∆H are assumed to be the difference between water levels at the beginning of months m and m + 1, P is over-lake precipitation, E is over-lake evaporation, R is lateral tributary runoff into the lake, I is inflow from an upstream connecting channel, Q is outflow to a downstream connecting channel, D represents diversions into or (expressed as a negative value) out of the lake basin, and ǫ is a process error [1] term accounting for thermal expansion, glacial isostatic rebound, groundwater fluxes, and other sources of variability in monthly water levels not explained by water balance components P, E, R, I, Q, and D alone, nor are consistently measured in terms of impact on water level. While the prototype achieved a goal of differentiating hydrologic drivers of the 2013-2014 record-setting water level rise on Lakes Superior and Michigan-Huron, regional water resource management authorities have expressed interest in an expanded version of the model applied to all of the Laurentian Great Lakes and across a longer historical period -about 65 years, compared to just 10 for the prototype. Before this expansion, however, two limitations in the prototype need to be addressed. The first is a long run time -preliminary results indicate that the prototype takes roughly 16 hours to simulate the network and acquire reliable water balance component estimates. Slow run time virtually prohibits exploration and formal assessment of different model formulations, and is particularly problematic considering that the prototype model only includes Lakes Superior and Michigan-Huron for the 120 months between 2005 to 2014.
Second, regional water resource management authorities have indicated that St. Clair River flows inferred from the prototype are biased with a broad, unrealistic range of uncertainty, and that future model development should reflect stronger a priori opinions about the accuracy of in situ measurements in the St. Clair and other connecting Rivers [also commonly referred to as connecting channels -44, 47] . Addressing this bias is important because it may reflect unresolved uncertainties in upstream water balance component estimates, particularly from Lake Superior, that are being propagated downstream through the connecting channels. If unresolved, these uncertainties could, in an expanded version of the model, continue to be propagated downstream and lead to more significant biases of flow estimates in the Detroit, Niagara, and St. Lawrence Rivers (figure 1).
The primary objective of this study, therefore, is the development of a framework for systematic experimentation and evaluation of alternative formulations of an L2SWBM with several thousand variables and parameters. Our secondary goal is the application of this framework to the prototype L2SWBM for the Great Lakes to demonstrate how it can be used to improve model efficiency while incorporating a priori opinions about biases and uncertainties in existing data sources for components of the Great Lakes hydrologic cycle. We expect the new framework will be useful to improve not just the Great Lakes L2SWBM, but also variations for other parts of the world, and that the resulting new Great Lakes L2SWBM, following implementation of our recommended improvements, will be suitable for deployment in operational environments and for future expansion across the entire Great Lakes system over a longer historical period. Data used to develop and test the Great Lakes L2SWBM are available from a variety of sources (table 1) . For further reading on the historical development and application of these datasets, see [25] as well as the references identified in table 1. These data are used to develop water balance component prior probability distributions and likelihood functions for the Bayesian network described in section 2.1.2.
Methodology

L2SWBM component variations to evaluate
In modifying the prototype L2SWBM for greater efficiency and results in line with the expectations of water resource managers, many ideas were discussed. Below, we first describe changes to the water balance formulation to provide immediate gains in model efficiency. Then, we describe variations in components of the Bayesian network to assess.
Water balance formulation
Instead of a cumulative water balance (equation 1), we propose a formulation in which changes in lake storage are considered across a period of w months. ∆H t,w is defined as the difference between the lakewide-average surface water elevation at the beginning of month t, and the lakewide-average surface water elevation at the beginning of month t + w (we hereafter refer to w as the length, in months, of the water balance rolling window). Changes in lake storage are then related to monthly-total water balance components as follows:
When applied to Lake Superior, I = 0 because Lake Superior is the most upstream of the Laurentian Great Lakes and there is no inflow from a connecting channel. There are, however, interbasin diversions (i.e. the Ogoki and Long Lac diversions; see figure  1 ) into the Lake Superior basin. Similarly, when applied to Lake Michigan-Huron, I is defined as a linear function (to account for the difference between the surface areas of Lakes Superior and Michigan-Huron) of outflow from Lake Superior to explicitly represent inter-lake hydrologic connectivity through the St. Marys River (figure 1).
In the experiment design detailed in section 2.2, we compare three sets of models, where each set has a different water balance formulation. The first set uses the balance computation in equation 1 as a basis of comparison, while the other two sets use equation 2 with rolling windows of w = 1 and w = 12 months. We not only intend to demonstrate a reduction in model computation time with the latter two sets in contrast to the first, but also assess the impact of different rolling window lengths on water balance estimates (e.g. monthly, seasonal, and inter-annual scales) relevant to regional water resource management decisions.
Additionally, we consider three formulations (ǫ A , ǫ B , ǫ C ) of the prior probability distribution for process error ǫ in the Bayesian network elaborated on in section 2.1.2. The first, following the prototype, is a model in which there is no explicit process error term (ǫ A = 0) and unexplained variability in observed changes in storage propagates into water level measurement uncertainty (equation 5). The second alternative prior for process error is based on a fixed, diffuse prior with a mean of zero for each of the 12 calendar months, c(t), to track potential seasonality of process error:
where variance (σ 2 = 100) is expressed in terms of precision (τ = 1/σ 2 = 0.01). The third and final alternative is more relaxed, allowing for unique, monthly process errors via a hierarchical structure. Each month's process error is given a prior with a calendar month-specific mean, ǫ C,c(t) , and precision, τ ǫ,c(t) :
Both ǫ B and ǫ C are intended to isolate water level measurement uncertainty from uncertainty in the balance model, and thus are modelled at seasonal and monthly temporal resolutions, respectively, while τ y,∆H (see section 2.1.2) is assumed to be constant throughout the analysis period.
Bayesian network
We infer values for each component of each lake's monthly water balance, along with the other model parameters (e.g. process error described in section 2.1.1), through a Bayesian network [15, 20, 39] . We develop a distinct prior probability distribution for water balance components P, E, R, Q, and D for each month of the year by [following 25] empirically fitting probability density functions to historical water balance data from the NOAA-GLERL GLM-HMD and the CCGLBHHD (table 1) between 1950 and 2004 (see supplementary material for related figures). Because the range of historical values of evaporation (E) and channel outflows (Q) is quite narrow for certain months of the year, we doubled the variance of the prior probability distributions for these two variables to reflect the possibility that they might evolve over time beyond the limits of that historical range due to changes in climate and other factors [41] . We do not expect empirically-derived prior probability distributions for other, more intrinsically variable water balance components to restrict evolution of their respective posterior probability distributions. Lastly, we do not experiment with variations of the prior distributions for water balance components P, E, R, Q, and D in this publication.
We employ the following likelihood functions for observed changes in storage from January 2005 through December 2014:
where ∆H t,w is from equation 2, and precision τ y,∆H is given a vague Gamma(0.01, 0.01) prior. No variations of this formulation are considered. For components of the water balance, we employ normal N(µ, τ ) likelihood functions (for data from January 2005 through December 2014) where the observed value of component θ t from data source n (y θ,n,t ) is related to the true value of θ t as:
with η θ,n,t representing observation bias (or error), and component likelihood precision τ y,θ,n given a vague Gamma(0.1, 0.1) prior. We formally consider two alternatives for formulating prior probability distributions for the bias of data sources y P , y E , y R , y Q , and y D . The first, following equation 3 and the prototype model, is a fixed, diffuse prior for all variables (we remove subscripts n and θ here for clarity):
and the second, following equation 4, is a hierarchical prior for all variables:
Lastly, through these bias constructions, we can reflect the a priori opinions of regional water resource management authorities regarding the accuracy of channel flow (Q) and diversion (D) estimates. Following informal protocols for soliciting a priori expert opinions [6, 58] , we found that regional water management authorities believe that monthly channel flow data can depart from true channel flows by between roughly 180 and 270 cubic meters per second (cms). Over the course of a 30-day month, this flow measurement error is roughly equivalent to 6 to 9mm of water over the surface of Lake Superior, and 4 to 6mm of water over the surface of Lake MichiganHuron. We reflect these a priori opinions through modified, more informative versions of equations 7:
and 8:
For further discussion on error modelling in hydrology, see [36] , [54] , [4] , and [17] . We also recognize that 3 different gamma distributions are used as priors on random errors throughout the model, which are illustrated and explained in figure 2.
Experiment design
We formally analyze possible variations of L2SWBM components detailed in section 2.1 using a modified factorial experiment design [42] . Table 2 lists the 26 models we assess. Only two models, PROT and fPROT (for prototype) use the balance computation in equation 1 due to computational expense, differing by the modification to the prior on channel flow and diversion bias detailed in equation 9. These two models may be compared directly to models (f)01NF and (f)12NF as while they utilize balance equation 2, all other experimental factors are the same as the prototype.
We can graphically illustrate the computational expense of the prototype models through figure 3. The dark black line represents models where w = 1, while the parallelogram with a dotted black border represents models where w = 12 or anything greater than one. As the analysis period increases, the shaded area, representative of required calculations for simulation, of the parallelogram increases linearly, while the area for the shaded triangle, representative of the prototype model, increases quadratically. As the prototype model is theoretically shown to be inefficient, and expansion back in time and across all Great Lakes would appear to be cost prohibitive, we rigorously experiment with models utilizing equation 2. Table 2 . Summary of our experimental design in which alternative models are configured with variations in the length of monthly water balance window (used in model inference) w, prior probability distributions for process error π(ǫt), and prior probability distribution for data bias π(η).
how they model process error ('N'one, 'F'ixed, or 'H'ierarchical), and how they model water balance component observation bias ('F'ixed or 'H'ierarchical). Experimentation is intended to find a robust model formulation that adequately closes the water balance, comparable to the prototype.
MCMC simulation
We use MCMC methods to simulate our experimental models and produce inferences of parameter values with the software package JAGS [Just Another Gibbs Sampler; see 46] , and the 'rjags' package in the R statistical software environment [48] . We run JAGS for each model alternative for 250,000 iterations across three parallel MCMC chains, and thin the last 125,000 iterations of each chain (omitting the first 125,000 iterations as a 'burn-in' period) at even intervals such that the resulting 'thinned' chains each have 1,000 values. The resulting 3,000 MCMC samples (1,000 samples per chain) for each parameter then serve as the basis for our posterior probability distribution inference and overall performance assessment. We ran the models on a Windows 7 Professional (Microsoft, Redmond, WA, USA) workstation with a 64-bit Intel Core i7-3770 (3.4 GHz) processor with 32 GB of RAM. JAGS model code is included in the supplementary material.
Model evaluation
To be of practical use in water resource management decisions, our model-derived water balance component estimates should close the water balance across a range of different time periods [45] . We assess water balance closure by simulating the posterior predictive distribution [21, 34] of measured changes in lake storage across all 1, 12, and 60-month periods (y ′ ∆H,t,1 , y ′ ∆H,t,12 , y ′ ∆H,t,60 ) from 2005 through 2014, and then calculating the frequency with which the 95% posterior predictive intervals contain the corresponding observed changes in lake storage (y ∆H,t,1 , y ∆H,t,12 , y ∆H,t,60 ). JAGS code for calculating posterior predictive distributions is included in the supplementary material.
We recognize that our model evaluation design (table 2) does not include water balance component inference using a model with a rolling window (w) of 60 months and, furthermore, that a range of different rolling windows could have been explored for inference in our experiment design. Regardless, our approach addresses the question of whether water balance components inferred from a model with only a 1-month rolling window (which may have the advantage of a relatively short computation time) close the water balance over periods longer than one month, or if a longer rolling window (in our case, assessed using a 12-month window) is needed.
Additionally, for each model in our experimental design, we assess the rate and extent of convergence across K = 250,0000 MCMC iterations by calculating the potential scale reduction factor (PSRF), also referred to as the Gelman-Rubin convergence statistic orR [20] , every 10,000 th iteration for all model parameters. We calculate the PSRF using the gelman.diag function in the R package 'CODA' which returns both the median (R 50 ) and 97.5% quantile (R 97.5 ) of the PSRF. We assess convergence by testing whether these statistics approach (or decrease below) 1.1, per guidance from [20] , as they evolve across MCMC iterations. By analyzing convergence, we can discover identifiable models within our experimental set [16, 24, 50, 51] , even though defining identifiability is difficult in a Bayesian context, where inferences are best given a model and data, not just a model [19] .
We also record the total time required for each model to generate 250,000 MCMC iterations. The model runs we execute for monitoring computation time do not include calculations for posterior predictive distributions (described in the previous section) because they serve as a basis for model verification only and would not, we believe, be encoded in a future version employed in routine operations.
Application of Methodology
Analysis of water balance closure
Our analysis of 95% posterior predictive intervals for simulated changes in lake storage across 1, 12, and 60-month periods (table 3) indicates that most models conditioned on changes in storage across a 1-month window close the water balance for Lakes Superior and Michigan-Huron in simulations over a 1-month period, but do not effectively close the water balance in simulations over 12 and 60-month periods. Water balance component estimates conditioned on a rolling 12-month storage window, however, close the water balance for 12-and 60-month periods for Lakes Superior and MichiganHuron, and come close to closing the water balance for both lakes on a 1-month storage window. For example, 95% posterior predictive intervals for monthly changes in storage derived from 12-month rolling window models included between 91% and 100% of the observed monthly changes in storage for Lake Superior, and between 79% and 98% of observed monthly changes in storage for Lake Michigan-Huron. Similarly, 95% posterior predictive intervals for 12-and 60-month changes in storage derived from 12-month rolling window models contained 97% to 100% of the observed monthly changes in storage for both Lakes Superior and Michigan-Huron.
Our results show slight improvements in balance closure occur through either a) the introduction alone of an explicit process error term or b) the relaxation of prior probability distributions for the bias of data sources via the introduction of a hierarchical structure. Applying a reduced range of potential bias in channel flow measurements yielded mixed results in terms of improving balance closure in a model. Models that inferred changes in storage over a 1-month window exhibited little impact on 1-month window closure rates post-application, in contrast to a maximum 17% drop (01NH to f01NH) post-application for 12 and 60 month closure rates. 12-month rolling window models were more robust, with the only decreases in performance occurring with 1-month changes in storage on Michigan-Huron -the percentage of observed changes in lake storage within 95% posterior predictive credible intervals dropped between 2% and 11% after application.
A visual inspection of a representative time series (from the f01FF and f12FF models) comparing observed and simulated changes in storage over 1, 12, and 60-month periods (figure 4) underscores the degradation in skill when water balance components inferred from a 1-month window model are used to simulate changes in lake storage across longer time periods. The visual inspection of the representative time series also indicates that while the percentage of observations within the 95% posterior predictive interval for the f12FF model (right column, figure 4) exceeds 95% when used to simulate 12-and 60-month cumulative changes in storage, overdispersion does not appear to be a significant problem. Models that infer over narrower windows allow more freedom in the exploration of values for components in a given month. Due to a lack of information from other months, however, it is difficult to close the balance over longer time periods with those models. Wider windows for inference, however, shrink the range of possible values of water balance components, as the values must close a larger number of w month balance periods.
Model convergence and computation time
Results of our convergence analysis (figure 5) indicate that most models approached convergence within 250,000 iterations, but that at least one of the several thousand parameters in each of our experimental models (represented by the maximum PSRF) did not fully converge. Close inspection of these results (figure 6) indicates that, for under half the models, only a few of the parameters in each model have a PSRF above 1.1. Models with about 4000 variables, a hierarchical data source bias structure, or a combination of 1) a 12-month rolling window for inference of changes in storage and 2) hierarchical process error and bias structure, had large quantitites of variables Simulation with rolling window (months) of: Table 3 . Percent (%) of observed changes in lake storage within 95% posterior predictive intervals of modelsimulated changes in storage across 1, 12, and 60 month periods for Lakes Superior (SUP) and Michigan-Huron (MHU). Table 4 . Comparison between the average width of 95% credible intervals (CI) for inferred values of P , E, and R from the prototype (PROT) model, f12FF, and f12NF model. not converge. We found it most common, with models that nearly converged, for water balance component observation precision(s) τ y,θ,n to be the parameter(s) that did not converge [for further reading, see 8]. We omit figures illustrating convergence of models without informative prior probability distributions on channel flow and diversion estimate bias as those results are redundant. We also find that the time to run a model (to 250,000 iterations) with a 12-month rolling inference window (also figure 5) is roughly 14 hours less than the time required for the prototype model, but roughly three times longer than the time to run a model with a 1-month inference window. The time required to run models with different process error structures are about equal, while implementing a hierarchical structure for data source bias adds up to 10 minutes compared with a fixed structure. These run times are dependent on the technical specifications of the computer used, as well as other applications being run simultaneously on the same computer. Run times will, therefore, likely differ across different computational environments.
Incorporating expert opinions on channel flow bias
Reducing the a priori range of potential bias in channel flow measurements significantly reduced the uncertainty and central tendency of our inferred channel flow estimates (figure 7) relative to the prototype model without significantly impacting variability and bias in the other inferred water balance components (table 4). For example, we find that uncertainty in inferred water balance components (based on the width of corresponding 95% credible intervals) increased by no more than 1 to 2 mm from the prototype model to the f12FF model. In general, these results indicate that a new version of the model (e.g. f12FF, f12NF) is capable of reproducing the desirable features of the prototype model while significantly reducing model computation time (through a shorter model inference window) and reducing uncertainty in connecting channel flow estimates. Plots of time series of inferred water balance components from the prototype, model f12NF, and model f12FF are included in the supplementary material. 
Model selection
Our experiment indicates that month-to-month water balance inference, or inference using only a one month rolling window, does not close the balance over longer time periods. It also indicates MCMC convergence is greatly hindered, if not prevented, given a more complex hierarchical process error or component observation bias structure. Therefore, two model options can be recommended: f12NF and f12FF. Both options have a 12-month rolling water balance window, a fixed data source bias structure as in the prototype model, and constrained priors on bias for channel flow and diversion estimates. Whether or not process error is explicitly estimated on a seasonal basis is the difference between the two options, where the advantage in the former, or f12FF, is 7% more months with a closed water balance on a monthly basis.
Conclusion and Discussion
The experiment described in this paper led to the evolution of a large lake water balance model for the Laurentian Great Lakes, and has the potential to support the development of similar models for other large lake systems around the world. In particular, our experiment evaluated impacts of the length of a model inference window, the structure of the process error, and formulation of observation bias on model convergence and computation time, as well the rate at which inferred components of the water balance closed the balance as observed through changes in water level. The experiment design can be modified to experiment with other inference windows and error structures. Based on the above criteria and the results of the formal experiment, we recommend either f12FF or f12NF for future expansion across the other Great Lakes and for a longer period of record. Both models required roughly 1.5 hours to compute 250,000 MCMC iterations (and came close to converging after roughly 200,000 iterations), closed the water balance over 1, 12, and 60 month periods, and incorporate current opinions of regional water management authorities. These results give water resource managers and analysts flexibility in choosing to estimate process error, which may estimate the collective impact of groundwater fluxes, isostatic rebound, thermal expansion, and other unmeasured phenomena. Expansion of the new model (or models) to Lakes St. Clair, Erie, and Ontario, as well as back in time to 1950, is expected to be non-trivial. The number of parameters to estimate will increase, and there will be other factors to consider, such as water flow through the Huron to Erie Corridor, and meteorological station and stream gauge availability over time. As the models are tested and improved, we expect that the resulting water balance component estimates will be employed not only by water management authorities, but will be distributed to the public as well through (among other interfaces) the NOAA Great Lakes Dashboard Project [10, 26, 56] .
Supplementary material
Supplementary material related to this article can be found with the on-line version of this journal article. Additionally, you may download compressed folders containing Superior and Michigan-Huron L2SWBM code and data from https://www.glerl.noaa.gov/data/WaterBalanceModel/. Necessary software packages are available for all major computing platforms (e.g. Windows, Mac, and Linux).
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