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a b s t r a c t
Recent trends in human–computer interaction (HCI) show a development towards cognitive technical
systems (CTS) to provide natural and efﬁcient operating principles. To do so, a CTS has to rely on data
from multiple sensors which must be processed and combined by fusion algorithms. Furthermore,
additional sources of knowledge have to be integrated, to put the observations made into the correct
context. Research in this ﬁeld often focuses on optimizing the performance of the individual algorithms,
rather than reﬂecting the requirements of CTS. This paper presents the information fusion principles in
CTS architectures we developed for Companion Technologies. Combination of information generally goes
along with the level of abstractness, time granularity and robustness, such that large CTS architectures
must perform fusion gradually on different levels — starting from sensor-based recognitions to highly
abstract logical inferences. In our CTS application we sectioned information fusion approaches into three
categories: perception-level fusion, knowledge-based fusion and application-level fusion. For each
category, we introduce examples of characteristic algorithms. In addition, we provide a detailed protocol
on the implementation performed in order to study the interplay of the developed algorithms.
& 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Modern computer systems are designed to improve on efﬁ-
ciency and user experience by dynamically adapting to situations,
incorporating additional knowledge and enhancing the interac-
tion. These features are realized by enabling the computer to
perceive its environment, to extract relevant information and
to compare this to previously acquired data. In the literature
cognitive technical systems (CTS) are known as Companion
Systems. State-of-the-art systems available on the market claim
to provide these kinds of features, however they are still far below
their possible potential, mostly due to the demanding information
processing required [1,2].
Perception in a CTS can be divided into three major categories
which are virtually omnipresent in any given human–computer
interaction (HCI) setting: (1) the implicit user input [3] (e.g.
emotion or disposition [4]); (2) the explicit user input (e.g. multi-
modal instructions by gesture and speech); and (3) the recognition
of the user's environment as well as the context of use [5] (e.g.
activities, state and manipulation of objects nearby). It must be
emphasized that necessary perceptions usually strongly depend
on the application at hand. Therefore, it is always important to
identify the relevant and application-speciﬁc perceptions in a ﬁrst
step. In case of emotions, useful classes are not necessarily the
most obvious ones, e.g. happiness or anger. In fact, to improve an
interaction it is more beneﬁcial to focus on negative user
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dispositions being directly related to the system, like boredom or
stress [2].
1.1. Fusion categories in cognitive technical systems
In CTS, the problems often arise from the endeavor to develop
architectures which implement multiple requirements simultaneously.
The perception of classes, especially of the second and the third
category, is encumbered by the open world scenario in which unusual
events may occur and classes often have a wide range of variability.
This perception problem can be addressed by enriching the recognition
approach with additional domain knowledge. However, what appears
to be a straightforward solution entails many open research questions.
The most important one is How to realize a seamless integration of
symbolic and sub-symbolic information, also with respect of how to
exchange information in both directions, i.e. from sensory to high-level
representations and back. Furthermore, it is not sufﬁcient that these
algorithms perform well on convenient pre-segmented datasets but
have to provide good results in real-time in ubiquitous applications. In
turn, more requirements arise: how to (1) compensate sensor failures;
(2) draw information from the temporal dimension; (3) take uncer-
tainty into account; and (4) deal with the openworld setting. However,
the problems mentioned so far only address the perceptive periphery.
Another central issue represents the combination of the uncertain
perceptions with symbolic domain knowledge. The combination is
crucial to enhance the recognition results and to bring them into the
correct context. The integration of domain knowledge is also inevitable,
since the recording of datasets covering all possible observations is
usually infeasible.
In addition, the inferred classes are typically more abstract, which
is helpful to create a truly relevant user history and which in turn is
necessary to carry out a reasonable interaction. Indeed, the concept of
combining explicit user inputs with knowledge about the ongoing and
past behavioral patterns of the user bears another challenge. In a ﬁrst
step, an abstract input representation has to be derived from inputs of
multiple modalities which then has to be combined with available
knowledge, the dialog management and the application. In other
words, an algorithm has to mediate between the user's input, acquired
knowledge (possibly afﬂicted with uncertainty), goal priorities, and
the interface provided by the application.
In the last instance, the CTS's ﬁssion component has to reason
about how to provide a situation and input dependent output based
on an abstract representation of the core system. The presented work
addresses these challenges and shows ways how it is possible to solve
them by taking advantages from information fusion methods.
Shifting the view from outer requirements to the characteris-
tics of information, it becomes evident that the processing can be
grouped into different stages. Fig. 1 exempliﬁes the stages and how
the information is condensed by fusion. Algorithms close to the
sensory usually recognize patterns which are directly observable
in the scene, e.g. the presence or the identiﬁcation and attributes
of a person [6,7]. By adding spatial and temporal context, more
meaningful classes can be derived, e.g. recognizing activities or the
mood of a person [8,4]. In the next layer, relationship of entities
can be taken into account, e.g. persons with respect to each other
or connection between a person and objects [9]. Again, a large
history of observations can allow the discovery of more complex
attitudes and salient events. Ultimately, this kind of high-level
information is of relevance for the application and interaction. We
regard the decisions based on the high-level information as the
last step of fusion. The requirements and characteristics motivate
the partitioning of the fusion algorithms and architectures into
these categories: perception-level fusion, knowledge-based fusion
and application-level fusion. The new taxonomy will be used
throughout the paper as an aid to orientation and explained in
greater detail in the corresponding sections.
1.2. Architecture of cognitive technical systems
An alternative view on CTS is to take a closer look at its architecture
design. The systematical decomposition of a CTS architecture is
depicted in Fig. 2. The schema shows the exchange of information
between the user and the system, where the red arrows represent the
input and the blue arrows the output of the system. Basically, the
system itself is organized in two basic blocks: (1) peripheral block
consisting of the user interface and perception component; and (2) an
inner block consisting of a knowledge model and associated compo-
nents such as planning, ontologies and the application and dialog
management itself.
The red input arrow in the lower right, which is leading into the
perception component of the ﬁrst basic block, represents the recog-
nizers perceiving the environment and the intrinsic user state. The
multimodal inputs, e.g. video cameras or microphones, are mapped to
classes by the perception component. In case one class is recognized
by multiple modalities, the perception-level fusion combines them to
a single output. The perception component is connected to the
knowledge model, not only to derive more sophisticated information
but also to enhance the perception by back-propagating beliefs. This is
achieved by the knowledge-base fusion, represented by the lower bi-
directional arrow. On the upper right red and blue arrows represent
the input and the output of the system, respectively. The commands,
which are combined and interpreted by the user interface, are, if
necessary, forwarded to the inner basic block which then adapts the
knowledge model and planning accordingly. The bi-directional arrows
in the system show that in the ideal case information is exchanged in
both directions in a seamless manner. Therefore, the bi-directional
arrows represent not only the fusion of information but also ﬁssion
Fig. 1. Information fusion in CTS grouped into three layers: perception-level fusion,
knowledge-based fusion and application-level fusion. The higher the layer of fusion,
the more abstract the derived and processed knowledge. The procedure is usually
accompanied with an increase of the temporal granularity and the variability of the
occurrences covered.
Fig. 2. Architecture design of a CTS. The CTS perceives two kinds of input, namely
the implicit input (lower arrow) and the explicit input (upper arrow). Within the
CTS, the information needs to be processed gradually with respect to the temporal
granularity, the level of abstractness and uncertainty in order to allow a robust
extraction. (For interpretation of the references to color in the text, the reader is
referred to the web version of this paper.)
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[10], in which high-level knowledge is transferred back in order to
enhance performance of the components close to the periphery. The
combination of information on this level is referred to as application-
level fusion.
1.3. Related work
The development of CTS has a long history in computer science
[11] and many different approaches have been proposed so far [12–
15]. Newell [16], one of the cognitive pioneers, deﬁned multiple
criteria which an architecture with human-like cognition has to satisfy
to be functional [17]. These criteria show that the goals in creating a
CTS are ambitious and that still no feasible approach has been found,
which is capable to come close to human cognition [17,15]. In general,
there are two main directions of development, namely the cognitivist
paradigmwhich is based on symbolic information processing, and the
emergent paradigm which embraces connectionist systems, dynami-
cal systems and enactive systems [18]. Most approaches put focus on
one of these two paradigms. However, considerable effort has as well
been put on studying hybrid models, which combine emergent and
cognitivist systems [18–20] and what is also followed in the work
presented in this paper. According to our opinion it is important to
differentiate between the overall concept of an architecture and its
basic components, since the components might be as well applicable
in other architectures. Hence, we aim at providing a clear and
comprehensive overview by ﬁrst discussing cognitive architecture
designs and then later on an overview of state-of-the-art components.
One of the best-known cognitive architectures is SOAR which
systematically decomposes functional properties to components, e.g.
working memory or production memory. SOAR is largely rule-based,
and therefore a clear representative of the cognitivist paradigm [13].
The ACT theory started to evolve shortly after and states that
complex cognition arises from an interaction of procedural and
declarative knowledge. It generalizes former approaches and provides
a powerful, ﬂexible framework to set up cognitive systems [21] which
is still being under development and constantly extended [22].
Fink et al. [23,24] proposed a distributed system for integrated
speech and image understanding. The system ﬁrst evaluates the
multimodal input to extract basic knowledge, e.g. object and word
recognition and perceptual grouping. At a higher level of the system,
the scene and speech is analyzed to generate a robot control and
synthesize language output. A unique feature is given by the fact that
the speech recognition takes results of the understanding component
into account in order to generate its predictions, which means that a
bi-directional exchange of information is realized.
The SmartKom project [25,26] aims at providing an adaptive and
modular framework for multimodal interaction. The central compo-
nent of the architecture is the interaction management which receives
the fused multimodal sensor input in order to produce the multi-
modal output of the system. The interaction management is further-
more bi-directionally interconnected with the application which is
accessed via a generic interface. The ﬁnal instantiations of the generic
architecture strongly depend on the interaction and application
requirements [26] and show a large variety. However, the main ﬂow
of information from perception to the output rendering can be
regarded as being uni-directional.
Burghart et al. [27] proposed a three-layered cognitive architecture
for humanoid robots where the higher layers correlate with higher
complexity and understanding. Themodular design allows fast reaction
times to external events while having an explicit integration of goals in
the higher planning layers. Furthermore, the architecture is character-
ized by a strong bi-directional interconnection of adjacent modules.
The CoTeSys project, which investigates cognition for technical
systems such as vehicles, robots and factories, proposed an alternative
architecture [11] in which a planning and control module is used as
the central component. It receives information from the perception,
learning/reasoning and knowledge/models and sends the control to
the linked actuators. Additional edges from the perception to the
learning/reasoning and from the learning/reasoning to the knowl-
edge/models enable the system to adapt to the environment and to
the human. The project advocates strong interconnection between
these modules to achieve the synergies and to realize a sophisticated
cognitive system.
1.4. Outline
CTS depend on algorithms being able to combine data from
heterogeneous sources. The combination of such kind of data
allows the acquisition of new high-level knowledge which will be
importance for the CTS. Therefore, the ﬁeld of information fusion
has to address a broad set of approaches, and should not be
reduced to a single topic such as classiﬁer fusion. So far, we have
introduced a categorization of fusion algorithms to put of focus on
different requirements in a CTS. In the following, we will provide
examples for this categorization. Later on, an implementation of
larger CTS will be presented and explained. In the literature, such
implementations are not very well documented. We hope, that the
experience will help interested readers to build new advanced CTS.
The ﬁrst layer, discussed in Section 2, considers approaches
operating on multimodal sensor data which are generally based on
late classiﬁer fusion of the same recognized classes, i.e. perception
fusion. Section 3 addresses the second layer, i.e. knowledge-based
fusion, which focuses on how to incorporate symbolic knowledge to
enhance the recognition of more complex classes. Section 4 reports
about the third layer, the application-level fusion, which comprises
approaches being related to the interaction component on application
level. Here, the various information, i.e. implicit and explicit user
input, must be correctly combined to realize a successful dialog
management and an adaptive user interface. Parts of the presented
components are utilized to realize an operating demonstration
scenario which is introduced in Section 5. Here a detailed description
is provided along with an outline of the experiences gained. Section 6
discusses the architecture, in particular the characteristics and chal-
lenges with respect to information fusion. In Section 7, we draw a
conclusion and give an outlook to future work.
2. Perception fusion
The perception fusion is performed close to the acquisition of
sensor data and has characteristic properties when compared to
fusion in higher abstraction levels [28–30]. The input is usually given
by decisions of independent base classiﬁers which work on multiple
modalities and recognize the same set of classes. Due to the fact that
the system operates in a real-life scenario, it is advantageous that the
output of the classiﬁers consists of probabilistic class memberships.
Also the dynamics of the observations have to be captured either with
the help of suitable features or by speciﬁc classiﬁcation algorithms.
The temporal fusion of the multimodal classiﬁer memberships aims at
providing more robust and enhanced predictions which abstract from
the sensory for further processing. To allow a consistent handling of
uncertainty, the output of the fusion should as well provide a
temporal stream of class memberships.
In the following, three approaches for perception fusion are
presented: (1) adaptive fusion based on classiﬁers operating on
dynamic features, (2) Kalman ﬁlter classiﬁer fusion; and (3) Markov
fusion networks.
2.1. Related work
The combination of classiﬁers has been studied by now for many
decades, resulting in a wide spectrum of promising approaches
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[48,49,28,50]. Early work on decision combination in multiple classi-
ﬁer systems started in the nineties and represented the classiﬁer
output in form of ranks which are fused using rank aggregation
methods, e.g. highest rank, Borda count and logistic regression [51,49].
Later on, combination methods such as the sum rule and the product
rule became popular. But also alternatives such as the max rule or the
median rule were studied in detail [48]. However, so far the work has
largely focused on combining samples without temporal extension. In
1999, Jeon and Landgrebe [52] proposed two fusion approaches for
multi-temporal classiﬁers: the likelihood decision fusion rule and the
weighted majority decision fusion rule, which both make use of
temporal data to ﬁnd a global decision. Along with the ﬁrst appro-
aches in temporal fusion, the ﬁeld of classiﬁer fusion evolved increas-
ingly fast. New fusion methods, such as Dempster–Shafer combina-
tion, fuzzy integrals, decision templates and neural networks come
into focus [49,53]. Furthermore, the option to reject samples and to
withhold the class assignment due to the lack of conﬁdence in
multiple classiﬁer systems has been studied more intensively [49].
At the same time characteristics and design principles are getting ana-
lyzed more systematically [54–56]. In 2003, Dietrich [29,30] presented
his work on temporal sensor fusion in which he comprehensively
investigated early, mid-level and late fusion architectures. Bach et al.
[57] proposed a novel kind of weighted feature fusion for support
vector machines named multiple kernel learning. The adaptive fusion
approach was also pursued by Poh and Kittler who proposed to assess
the quality of features and utilize the corresponding measure to
weight the classiﬁer system [58]. Recently, the importance of uncer-
tainty in large classiﬁer systems was afﬁrmed by a thorough study
carried out by Thiel et al. [50,59].
2.2. Fusion of dynamic features
One of the major challenges in CTS is to provide an interface to the
user that allows a natural and anthropomorphic interaction. CTS aim
at realizing this feature by recognizing implicit user inputs such as
conversational dispositions, behavioral cues and social signals [31,3
2,4]. These inputs are usually derived by conventional channels such
as audio and video, which focus on speech, facial expressions, hand
and body gestures, as well as tactile inputs [33–35]. However,
especially in case of implicit user inputs, the information to be
extracted is superimposed by a large fraction of noise and unrelated
signals.
In the example of facial emotion recognition, research in psychol-
ogy identiﬁed that facial expressions are based on action units which
disassemble the countenance into separate movements of muscles
[36]. According to Ekman et al. [37] these action units give rise to a
model that decomposes human sensations into six basic emotions, i.e.
happy, sad, disgust, surprise, anger and neutral. Recently developed
classiﬁer systems showed that this fundamental research can be
successfully put into practice [38,39]. However, the model of six
emotions is far to general to provide a viable contribution to the
abstract knowledge processing of a CTS. Therefore, alternative models
of emotions such as affective states and conversational dispositions
gain increasing attention [32,4], albeit they often take place in
unrestricted settings. It is worth mentioning that still only few
datasets for emotion recognition exist that are designed in such
unrestricted settings [40] since recording and ground truth elicitation
bear many challenges. For instance, recorded subjects generally tend
to show only weak emotions such that a crisp assignment of an
emotional state is almost impossible.
In addition to the problem of ground truth elicitation, the
unrestrictive setting brings challenges to the training of classiﬁers
and their fusion. For instance, recognizers operating on facial data
have to cope with a missing data source (e.g. due to the subject
turns away) or problems in feature extraction (e.g. due to the
wearing of glasses or a spoken utterance overlaying the facial
expression). These kinds of problems often result in a fragmented
output of the classiﬁers over time. Similar observations can be
made in the auditory channel. Obviously both channels perfectly
complement each other and this yields hope that a multimodal
classiﬁer architecture can cancel out parts of the fragmentation.
We consider affective states as parameters of a causal dynamic
system consisting of a series connection of user and CTS. In fact, due to
the nature of audio and video being functions over time, we obtain
time series of features and intermediate classiﬁer decisions. It is
obvious that temporal dependencies between different states exist
and that the history of previous user states has an inﬂuence on the
actual state and can thus be exploited by dynamic features [38,33].
However, although features can be designed to capture the informa-
tion of the target class optimally, they are still overlaid with other
signals (e.g. factual content of the utterance) or unrelated noises (e.g.
unintended sounds or background noise). In addition, also the target
class is characterized by a vast variety of appearances. Our investiga-
tions showed that linear classiﬁers often outperform non-linear
classiﬁers [34,41], since restrictive classiﬁer functions are apparently
more robust against noise. Further improvement has been realized by
making use of ensembles and exploiting the temporal characteristics.
While ensemble approaches help us to capture the variety of the
target class [42,43], a time window of features has been used to input
the classiﬁers in order to learn the dynamics of affective states [34].
The presented principles have been examined in the context of a
Wizard-of-Oz experiment [44] called the LAST MINUTE corpus [45].
The ground truth of the affective states “normal” (Baseline) and
“stressed” (Challenge) is directly given by the screenplay of the
Fig. 3. Classiﬁcation of affective states in the LAST MINUTE corpus. (a) Classiﬁcation using a shifted window. (b) Classiﬁcation results. (a) The eye blink frequency and 13
geometric features are collected in a time window to input a linear classiﬁer. and (b) Classiﬁcation results for selected (anonymized) subjects in Baseline (blue) and Challenge
(cyan) period: E35: 61%, E41: 85%, E51: 77%, E59: 33%, E61: 57%, E71: 80%.
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experiment such that the need of annotation is avoided. Fig. 3a shows
the recognition of the affective state from facial features. The facial
features base on the eye blink frequency and normalized geometric
distances which are inspired by action units. The linear classiﬁer is
operating on a set of features taken from a time window. The weights
for the time series are determined in a way typical for matched ﬁlter
or deconvolution [46,47]. The length of the window, which has been
determined using leave-one-subject-out, comprises 15 frames (0.6 s).
A detailed evaluation on the inﬂuence of the window size is given in
[34] and the combination with gestural and prosodic features in [35].
The results over time are shown in Fig. 3b. The unrestricted setting
does not ensure that the subject is always in the desired affective
state, however, the ﬁgure shows clearly that the affective state
recognition is capturing the relevant moments in time.
2.3. Kalman ﬁlter for classiﬁer fusion
Classiﬁers operating in an unrestricted setting, which addition-
ally have to deal with a low proportion of relevant information, e.
g. in the context of emotion, can express their uncertainty by
providing an additional conﬁdence measure [60,61]. The prob-
ability of a class membership, usually given by pðy¼ yjx¼ xÞ,
where x is a feature vector and y the target random variable, is
already commonly utilized for fusion [62,63]. However, class
conﬁdences can provide an additional quantity which is either
derived from the individual class membership probability [64] or
from the standard deviation of a classiﬁer ensemble [60,43]. These
conﬁdence values can be applied in various ways to enhance
fusion: on the one hand, conﬁdences can deﬁne the inﬂuence of a
membership in fusion, whereas on the other hand, a low con-
ﬁdence can directly lead to a threshold-based rejection of the
classiﬁer decision [65]. In ﬁrst studies, we make use of the latter
concept which is related to sensor failures resulting in missing
classiﬁer decisions. However, discarding classiﬁer decisions has
the obvious disadvantage that, in case a decision is required by
upper layers of the CTS, no decision is available at all. Hence, it is
helpful to integrate multiple decisions to recover missing ones and
to improve the overall accuracy. Since HCI episodes typically last
for a longer time span, the integration of decisions over time is
possible and most likely of beneﬁt [60,63,6]. Fig. 4 shows the
proposed framework for multimodal classiﬁcation over time.
A related setting, in which continuous streams of uncertain
measurements are used to infer the underlying true quantity, is
solved by the well-known Kalman ﬁlter [66]. In this setting, we
replace the real-world measurements by class membership assign-
ments. The input to the Kalman ﬁlter is a temporal sequence of the
length T containing M classiﬁer decisions XA ½0;1MT . The infer-
ence of a Kalman ﬁlter is divided into two steps. In the ﬁrst step,
the belief state is obtained bybμtþ1 ¼ a  μtþb  u ð1Þ
bσ tþ1 ¼ a  σt  aþqm ð2Þ
where all quantities of the regular Kalman ﬁlters are replaced by
scalars. In Eq. (1), the state transition model a and the control-
input model b weight the previously obtained mean μt and the
control u linearly. Eq. (2) represents the uncertainty with respect
to state bμtþ1. The control u can be used to bias the prediction to a
certain value (e.g. the least informative classiﬁer combination
outcome 0.5 in case of a two-class problem ranging between
½0;1). However, we decided to omit the last term of Eq. (1) such
that our model presumes that the mean of the current estimate is
identical to the previous one. Due to the restriction of the state
space to the values ½0;1 in classiﬁer fusion, the usage of popular
process models like dead reckoning, which propagates the state
using the last state and its ﬁrst derivation with respect to the time,
is not possible. Alternatively, a non-linear version of the dead
reckoning model would be necessary to keep the state restrictions.
The covariance of the prediction is given by bσ t and obtained by
combining the a posteriori covariance with an additional covar-
iance qm which is the process noise. The successive update step is
performed for every classiﬁer m with the corresponding decision
ym;tþ1 and requires three intermediate results, namely the resi-
duum γ, the innovation variance s and the Kalman gain ktþ1:
γ ¼ ym;tþ1h  bμtþ1 ð3Þ
s¼ h  bσ tþ1  hþrm ð4Þ
ktþ1 ¼ h  bσ tþ1  s1 ð5Þ
where h is the observation model, which maps the predicted
quantity to the new estimate and rm is the observation noise.
These outcomes are then used to obtain an updated mean and
variance:
μtþ1 ¼ bμtþ1þktþ1  γ ð6Þ
σtþ1 ¼ bσ tk  s  k: ð7Þ
Missing classiﬁer outcomes (decisions) are replaced by a measure-
ment prior ~ymt ¼ 0:5 and a corresponding observation noise ~rm which
is set relatively high compared to the actual observation noise. Fig. 5
shows the output of the Kalman ﬁlter, combining the decisions of two
modalities for the class “arousal” [41], from a study conducted using
the AVEC 2011 dataset [67,68]. The recognition results of the audio
(blue squares) and video (orange dots) channel are plotted along the
time axis (only one probability mass of the binary classiﬁcation result
is shown). Results with low conﬁdences are rejected, and therefore
plotted in a pale color. The solid black line represents the estimate of
Fig. 4. Multiple classiﬁer system utilizing a Kalman ﬁlter to combine classiﬁer
decisions. Based on independent features, a set of M classiﬁers produce a temporal
stream of predictions and conﬁdences. The conﬁdences are utilized to reject weak
classiﬁer decisions. Missing decisions due to rejection or sensor failures can be
recovered by the Kalman ﬁlter.
Fig. 5. Kalman ﬁlter based fusion of multiple modalities using data from the AVEC 2011
dataset targeting the class “arousal”. Orange dots and Blue squared-shaped markers
correspond to the video and audio decisions, respectively. Markers in pale color do
not contribute to the fusion. The thick black curve corresponds to the fusion result,
while the area around the curve corresponds to the variance of the Kalman ﬁlter
(scaled by 10 for illustration purposes). The light gray curve displays the ground-
truth. The parameters used are qaudio ¼ 106, qvideo ¼ 105 and raudio ¼ rvideo ¼ 0:75.
(For interpretation of the references to color in this ﬁgure caption, the reader is
referred to the web version of this paper.)
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the Kalman ﬁlter, whereas the gray line depicts the ground truth [41].
An excerpt of the statistical evaluations, performed on a re-
partitioned dataset containing subject independent folds, is shown
in Table 1. The best performing submissions to the original challenge
achieved an accuracy of slightly above 60% for the class “arousal”, the
three classes, i.e. “expectancy”, “power” and “valence”, have been
withdrawn from being rated. Table 1a shows the audio-visual
classiﬁcation performance of the Kalman ﬁlter classiﬁer fusion,
whereas Table 1b shows the corresponding uni-modal results without
rejection.
2.4. Markov fusion networks for classiﬁer fusion
Late fusion algorithms being deployed in real-time cognitive
technical systems have to be suited to a wide range of problem
speciﬁc conditions. First of all, the algorithms have to perform
close to real-time and be capable to combine decisions from
multiple sources and, most importantly for CTS, of multiple
classes. Furthermore, the algorithm needs to be tolerant against
sensor failures while being able to deal with a high degree of
uncertainty arising from the open world and possibly weak labels
(depending on the classiﬁcation problem addressed). However,
although there are many problems, the given setting provides also
opportunities for enhancement, e.g. taking temporal information
or symbolic knowledge into account. Within this section a novel
fusion technique is presented, which is well suited to meet these
requirements, namely the Markov fusion network (MFN) for late
temporal classiﬁer fusion [6]. Likewise to the Kalman ﬁlter fusion
approach each modality m provides a stream of class distributions
in form of a matrix xmA ½0;1IT where T denotes the length of the
stream and I the number of classes to be recognized. The output of
the algorithms is a fused estimate YA ½0;1IT .
The MFN is deﬁned by three potentials being part of the energy
function to be optimized, namely the data potential Ψ, the
smoothness potential Φ and the distribution potential Ξ. The data
potential Ψ enforces the estimate ytA ½0;1I to be similar to the
input class distribution xmtA ½0;1I of the mth source and is
deﬁned by
Ψ ¼
XM
m
Ψm
¼
XM
m
XI
i ¼ 1
X
tALm
kmtðxmityitÞ2 ð8Þ
where KARMTþ individually rates the reliability of the classiﬁer m
at time step t. The set Lm contains the time steps not affected by
sensor failures. The second potential Φ models the Markov chain
enforcing lateral smoothness and is given by
Φ¼
XT
t ¼ 1
XI
i ¼ 1
X
t^ ANðtÞ
w
minðt;bt Þðyityit^ Þ2 ð9Þ
where wART1þ weights the difference between two adjacent
nodes in the chain and N(t) returns the set of adjacent nodes, e.g.
NðtÞ≔ft1; tþ1g in case both neighbors are available. The third
potential Ξ asserts that the resulting estimate is conformed to the
laws of probability theory and is given by
Ξ ¼ u 
XT
t ¼ 1
1
XI
i ¼ 1
yit
 !2
þ
XI
i ¼ 1
y2it1½04yit  ð10Þ
where u weights the relevance of the potential and 1½04yit  is one
in case yit is negative. The potential enforces the estimate to sum
up to one for each time step and penalizes negative values. Fig. 6
shows a sample graphical model fusing two modalities (M¼2).
The estimate Y to be derived is represented by the Markov chain of
white nodes. For each time step, the gray nodes of the classiﬁer
input distribution X1 and X2 are connected to the corresponding
estimates. In case no distribution is available, e.g. due to sensor
failure or the rejection of results with low conﬁdences, the nodes
are omitted [6,69,35]. Real-time fusion can be realized by shifting a
window over the input data. Fig. 7 shows the output of the MFN
using the same data as the fusion using the Kalman ﬁlter, being
Table 1
Accuracies and F1-measures on the AVEC 2011 dataset utilizing Kalman ﬁlter classiﬁer fusion and the reject option and unimodal results. The F1-measure is deﬁned by
F1 ¼ 2P  R=ðPþRÞ where P is the precision and R the recall.
(a)
ONLINE Arousal Expectancy Power Valence
↑ Accuracy 68.5(5.7) 62.5(4.9) 61.8(6.6) 64.2(9.3)
↑ F1 72.6(4.2) 42.2(15.7) 69.1(7.6) 72.6(10.9)
↑F1 59.7(15.1) 71.1(5.8) 43.5(18.0) 43.7(3.0)
Audio reject 0% 0% 0% 90%
Video reject 50% 50% 0% 10%
(b)
AUDIO Arousal Expectancy Power Valence
↑ Acc. 61.8(3.6) 58.9(6.3) 57.5(9.4) 57.5(7.9)
↑ F1 65.8(3.8) 16.4(7.1) 69.6(9.3) 70.1(6.8)
↑F1 56.7(3.4) 72.6(5.2) 24.7(6.6) 24.9(8.4)
VIDEO Arousal Expectancy Power Valence
↑ Acc. 57.0(4.3) 54.7(4.0) 55.7(2.8) 59.9(7.4)
↑ F1 60.9(5.1) 49.6(9.4) 57.4(11.3) 67.1(11.5)
↑F1 51.3(9.3) 56.6(10.7) 48.7(12.2) 43.5(7.1)
Fig. 6. Graphical model of the Markov fusion network (MFN). The MFN combines
classiﬁer decisions of multiple modalities and with respect to its temporal relation-
ship. The estimated decisions Y, which may be composed of multiple classes, are
temporally connected using a Markov chain and additionally inﬂuenced from
available decisions of the individual modalities, here X1 and X2.
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depicted in Fig. 5. The red ticks on the top and bottom of the ﬁgure
correspond to conversational turns in which the temporal smooth-
ness is suppressed based on the assumption that an affective state
change remains stable within a turn. The modiﬁcation leads to the
formation of stable regions and spots of changes whenever a turn
occurs.
Table 2 shows the statistical evaluation in the same settings as
described in Section 2.3 [70]. The accuracies of the classes
“arousal” and “valence” perform slightly better. However, the
changes are only marginal which demonstrates that both techni-
ques have a great potential. Due to the individual weighting of the
modalities, the shares of rejected decisions show signiﬁcant
differences. However, since these quantities have many depen-
dencies only limited information about the characteristics of the
input modalities can be inferred.
3. Knowledge-based fusion
In knowledge-based fusion the classes recognized by the
perception-level fusion are enriched with models created by
human experts. Generally, the aim is to obtain a more abstract
or contradiction-free representation of the input [71,72]. The high
variability of complex patterns makes the recording of sufﬁciently
large datasets for classical machine learning algorithms infeasible.
However, these complex patterns can often easily be decomposed
into smaller sub-patterns which in turn are very well suited for
machine learning algorithms. Hence, it is obligatory that at some
level of abstractness the recognition has to switch over from
robustly trained patterns to approaches from symbolic artiﬁcial
intelligence (AI). However, the change towards abstract classes has
to be performed smoothly since the recognition of sub-patterns is
generally afﬂicted with a high degree of uncertainty. Probabilistic
symbolic AI approaches such as Markov logic networks (MLN) [73]
or partially observable Markov decision processes (POMDP) [74]
for problem sets of a manageable size are therefore advisable. To
dissolve contradicting class assignments it may even be beneﬁcial
to use alternative probability theories such as the Dempster–
Shafer theory of evidence (DST) [75,76]. The DST is applied at
multiple location in this paper such that it is reasonable to give a
brief introduction to the theory. The theory extends the classical
probability by assigning degrees of beliefs to elements of a power
set 2Ω where the frame of discernment (FOD) Ω contains atomic
hypotheses. Degrees of beliefs are modeled by the mass function
m : 2Ω-½0;1 where PAA2ΩmðAÞ ¼ 1. An assignment to mð∅Þ
describes the special case in which none of the hypotheses are
supported (open world assumption). On the other side, the assign-
ment to mðΩÞ represents the ignorance and that less credibility is
put to a speciﬁc hypothesis. The combination of two mass
functionsm¼m1 m2 can be performed using Dempster's (unnor-
malized) rule of combination:
mðCÞ ¼
X
C:C ¼ A\B
m1ðAÞ m2ðBÞ ð11Þ
in which the mass function given the empty set can take values
bigger than zero. In case the open world scenario is not an option,
the combination of two mass functions m¼m1  m2 can be
performed using the normalized Dempster's rule of combination:
mðCÞ ¼
ðm1 m2ÞðCÞ
1K if Ca∅
0 otherwise
8<: ð12Þ
where K ¼ ðm1 m2Þð∅Þ describes the degree of conﬂict [75,76].
Three approaches are presented to exemplify the knowledge-
based fusion: (1) knowledge-based sensor fusion in tracking, (2)
track-person association using MLN; and (3) complex class recog-
nition based on layered Markov models.
3.1. Related work
Knowledge-based information fusion aims at integrating sub-
symbolic and symbolic approaches in order to improve the overall
classiﬁer system's performance. Before going into details, it is
mandatory to provide an intuition of what is meant by the terms
symbolic and sub-symbolic, since it is tempting to relate these
terms to the information which serve as input. However, it is
possible to interpret data as either being sub-symbolic or sym-
bolic, e.g. color information of an image. Despite the appearance of
the data, we therefore emphasize that the manner of processing is
decisive for the categorization of the symbolic and sub-symbolic
approaches [71]. The early symbolic approaches of AI which aimed
at modeling the mental function of human showed clear limita-
tions (e.g. the missing ability to store and access a huge quantity
and variety of knowledge, the lack of an elaborated ability for
recognition in many domains and the difﬁculty to ﬁnd new
relations between pieces of information [77]). To overcome these
limitations, researchers started to combine sub-symbolic and
symbolic approaches. First approaches aimed at transferring the
techniques from AI directly to the connectionist's setting [77,78].
However, in general the intended improvement in performance
could not be achieved and these approaches have only few
offsprings.
In contrast to the ambitious project of modeling human mental
functions, other approaches pursuit a more basic goal, namely the
combination of information sources in a speciﬁc domain in order
to recognize more abstract classes or to dissolve contradicting
source-speciﬁc recognitions. So far, not much work has been done
in this ﬁeld. Wrede et al. [79] developed a cognitive vision system
for scene analysis which makes use of an active memory. The
system is capable of learning objects and actions of a scene and
stores the concepts in a volatile memory. The content of the
Table 2
Accuracies and F1-measures on the AVEC 2011 dataset utilizing Markov fusion
networks and the reject option of conﬁdent classiﬁer decision.
ONLINE Arousal Expectancy Power Valence
↑ Accuracy 68.8(5.2) 62.1(2.9) 61.0(6.0) 64.3(9.0)
↑ F1 72.5(4.6) 46.5(12.7) 67.2(8.7) 72.9(10.5)
↑F1 63.4(8.6) 69.6(5.2) 45.7(14.9) 40.3(10.3)
Audio reject 10% 50% 90% 90%
Video reject 50% 90% 0% 90%
Fig. 7. Markov fusion network combination of multiple modalities using data from the
AVEC 2011 dataset targeting the class “arousal”. The orange dots and the blue
squared-shaped markers correspond to the video and audio decisions, respectively.
Markers in pale color have been rejected and do not contribute to the fusion. The
red ticks indicate turns or pause within the conversation. The model is based on the
assumption that pauses and turns give evidence for a change in emotion (or the
other way round: remains stable within one conversational episode). The thick
black curve corresponds to the fusion result. The light gray curve displays the
ground-truth. The parameters used are wnormal ¼ 128;wturn ¼ 4; kvideo ¼ :5 and
kaudio ¼ 5. (For interpretation of the references to color in this ﬁgure caption, the
reader is referred to the web version of this paper.)
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memory is processed by additional algorithms, e.g. a consistency
validation, which would reject the recognition of certain actions in
case no supporting objects are found in the scenery. An approach
to recognize ofﬁce activities, which takes the context of manipu-
lated objects into account, has been proposed by Biswas et al. [80].
The information of the context is modeled using an MLN [73]
which operates on multiple weak feature sources, i.e. object
information, body pose and body movement. The combination of
the observed features using the MLN resolves the ambiguity and
results in a reliable recognition. Tran and Davis [81] presented a
system which enhanced the surveillance of an outdoor parking lot
utilizing a MLN [73]. Despite the noisy observations, the system
recognizes humans and cars to derive high-level information with
the help of a MLN, e.g. people shaking hands, trunk get loaded or a
person enters a car. Tenorth and Beetz [82] proposed a knowledge
processing system based on ﬁrst-order logic to enable robots to act
autonomously. The system can not only recognize objects stored in
the ontology but can also infer the possible locations of objects
based on their functionality and can automatically com-
plete underspeciﬁed instructions of humans. Kembhavi et al. [83]
developed a related system for scene understanding, which in
contrast utilizes a probabilistic MLN and has a closer integration of
image analysis and reasoning. The goal is to assign a functionality
to scene elements which have been generated during a preproces-
sing segmentation step, e.g. “road”, “sidewalk”, “crosswalk”, “ped-
estrian entrance” or “bus-stop”. The input to the MLN is given by
the segmented zones, the tracked objects over time, e.g. “bus”,
“car” or “pedestrian”, and the common world knowledge in the
form of rules, such as “cars stop at crosswalk in order to let people
pass”. Gehrig et al. [84] utilize a multi-level approach [85] to
detect nine human intentions (e.g. “prepare cereals”, “prepare
pudding”, “clear table”) based on six activities (e.g. “prepare meal”,
“clear table”) which are again composed of a set of 60 motion
primitives (e.g. “place object on table”, “pour” or “stir”). Domain
knowledge is applied (by the means of ground truth data to learn
transition probabilities) either to the motion recognition, to the
activity recognition, or both, in order to improve performance. In
summary, it can be said that although not much work can be
found in the literature yet, a growing interest has developed over
the recent years [86,87].
3.2. Multi-object tracking incorporating inter-object state
dependencies and sensor speciﬁc properties
CTS need to have a dynamic model of the environment to adapt
to the latest situation. This dynamic model can be realized
following the concept of multi-object multi-sensor fusion algo-
rithms which can provide states of all objects in the environment.
Representatives of this concept are multi-object Bayes (MOB)
ﬁlters [88] which are based on random ﬁnite set statistics. By
using random ﬁnite sets, a state of the MOB ﬁlter represents the
complete environment. Thus, in contrast to standard tracking
algorithms using multiple Kalman ﬁlter instances, the MOB ﬁlter
allows for the incorporation of inter-object dependencies.
In [89,90], we applied the MOB ﬁlter to the scenario of CTS and
presented the ﬁrst real-time capable implementation of the ﬁlter. In
addition to the assumed motion model of the persons, the prediction
step incorporates the usage of a state dependent detection probability
and interactions between the objects [91]. The state dependent
detection probability of an object is calculated using the sensor
properties and the state estimate of all other objects within a
realization of a random ﬁnite set. The interactions are used to
integrate a preferred distance to other persons in the prediction step
and to avoid physically impossible multi-object states.
The performance gain obtained by modeling interactions between
objects is illustrated using a split and merge scenario. First, the two
objects are well separated in this scenario. Until k¼60 the objects are
approaching until they are next to each other. Finally, at k¼100, the
objects start separating again. The performance of the sequential
Monte Carlo implementation of the MOB ﬁlter (SMC-MOB) is com-
pared to the joint integrated probabilistic data association (JIPDA) ﬁlter
[92] using the optimal subpattern assignment metric for tracks
(OSPAT) [93]. The OSPAT represents the deviation between true and
estimated state of an object and the difference between estimated and
true number of objects by a single scalar value. Additionally, a
parameter α is used to penalize different track IDs for a single object.
For α¼ 0, ID switches are discarded and the OSPAT distance can be
interpreted as the average distance per object between the true and
the estimated positions. If α equal the cut-off value c, and ID switch is
penalized like a missed detection of the object.
Fig. 8 shows the OSPAT for the split and merge scenario. The
OSPAT distance of the JIPDA ﬁlter ascends immediately after k¼60,
i.e. when the objects are very close to each other. On the other
hand, the SMC-MOB ﬁlter only has minor difﬁculties to handle the
closely spaced objects between k¼60 and k¼100 which results in
a nearly constant OSPAT value during this period of time. When
the objects start separating again, the JIPDA ﬁlter has a much
higher possibility of track ID switches as the SMC-MOB ﬁlter,
which result in a larger increase of the OSPAT distance. Thus, the
ability of the SMC-MOB ﬁlter to model object interactions results
in a measurable performance gain compared to the JIPDA ﬁlter. An
application of the interaction model to conventional tracking
algorithms like JIPDA is not possible, since each object is tracked
using an object-individual Kalman ﬁlter instance.
In multi-sensor fusion, the different perception properties of the
sensors are challenging. On the one hand, video sensors show
excellent performance in detecting objects of speciﬁc types, e.g.
pedestrians, using cascaded classiﬁers [94] but they are not able to
distinguish between other object types and empty space. On the other
hand, laser range ﬁnders can easily separate between empty space
and occupied areas, but object classiﬁcation has high false positive
probabilities since different object types may have similar shapes.
Consequently, the different perception properties lead to contradictory
measurements if an object type is not detectable by the video sensor.
In [95], we propose to handle this behavior using the DST. The
DST is used to model the perception properties of the sensors, i.e. a
laser range ﬁnder and a video camera, to resolve the contradiction.
The frame of discernment (FOD) Ω consists of the atomic hypoth-
eses relevant object (R), other object (O), and no object (N).
Assuming that a detection in the camera image has a true positive
probability of pTP, its mass distribution is given by
mCðRÞ ¼ pTP ; ð13Þ
mCðNOÞ ¼ 1pTP : ð14Þ
As mentioned above, a laser range ﬁnder can rarely distinguish
between O and R. Thus, its mass distribution is given by
Fig. 8. Comparison of the SMC-MOB and the JIPDA ﬁlter. Mean value of the OSPAT
distance over 100 Monte Carlo runs. The order of the metric is p¼1 and the cut-off
value is c¼10. Using the parameter α¼ c, switching track IDs are penalized like
missed detections.
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mLðORÞ ¼ pTP ; ð15Þ
mLðNÞ ¼ 1pTP ; ð16Þ
which correctly models the classiﬁcation uncertainty. Fig. 9 shows
an example for an update using the frame of perception approach.
Combining the measurements without modeling the frames of
perception using DST, the incorporation of the missed detection of
the video would result in a higher evidence for the hypothesis that
the object does not exist. The JIPDA tracker with DST based
measurement modeling outperforms the algorithm without DST
by means of a lower false alarm rate for equivalent detection rates
[96], which corresponds to an increase of the area under the ROC
curve by 9.9%.
The incorporation of inter-object dependencies in the MOB
ﬁlter as well as the DST based measurement modeling signiﬁcantly
improves the tracking results. Thus, a combination of the DST
based measurement modeling with a MOB ﬁlter is supposed to
provide further improvements of the tracking results and will be
investigated in the future.
3.3. Track-person association using a ﬁrst-order probabilistic model
On a higher level of information processing it is advantageous to
include symbolic knowledge, which may either be generated directly,
for example from dialog interactions with a user, or is the result of
cognitive reasoning processes of the CTS itself. A prominent source for
high-level knowledge that is generated within the system is predic-
tions on future trajectories as the result of automatic planning [97,98].
Since the planning processes need to integrate information about the
dynamic behavior of the environment and high-level information
about the user's behavior and his goals, the value of information
gained from planning can be of great importance.
However, the character of such knowledge is often very different
from sensory data. Automated planning solves more abstract pro-
blems that are often speciﬁed by human experts in a ﬁrst-order
language. These models often contain deterministic dependencies, as
they are usually formulated in a logic-like language [99,100]. The task
will be to bridge the gap between these ﬁrst-order symbolic models
and the perception models that usually deal with probabilistic and
continuous data.
First-order probabilistic languages [101–103] try to offer the
best of both worlds, since they allow the construction of relational
probabilistic models. We chose Markov logic networks (MLN) [73]
as a tool to integrate tracking information (obtained by the multi-
object tracking approach described in Section 3.2), static environ-
mental knowledge and information about users' goals [104,9].
The multi-object tracking approach can yield excellent results
on its own in situations with low occlusion. However, as soon as
several persons are within the scene at the same time, an object
tracker based on data from a laser range ﬁnder alone begins to
confuse the track associations. In order to recover the correct
association of tracks to persons within the scene we constructed a
MLN model that successfully integrated partial information about
persons' destinations with a map of the environment and the
probabilistic tracking information [104].
Since MLN base their semantics on discrete Markov networks, a
practical discretization scheme had to be developed to process the
continuous output generated by the MOB. Maps of different
granularity were evaluated for binning the particles generated by
the ﬁlter of the MOB into discretized regions [9]. One such
discretization scheme is depicted in Fig. 10.
The MLN consists of logic-like rules that make probabilistic
propositions. For example the following rule taken from the MLN
describes the fact that if a track m is at a certain position r and this
track is associated to a person p, then that person must be at the
same position at the same time t:
TAtðt;m; rÞ4assocðm; pÞ ) PAtðt; p; rÞ: ð17Þ
The formula creates a dependency between the three predicates:
(1) TAt, which represents the position of tracks; (2) PAt, which
represents the position of persons; and (3) assoc, which represents
the association between a person and a track. The formula in the used
model is of probabilistic nature and allows for some slip to occur
Fig. 9. Update using frames of perception. The laser measurement (top plot) is not able
to distinguish between O and R, whereas the camera BBA (middle plot) indicates a
missed detection in the video. The BBA after combining the two sensors indicates
that the object is of type O (where N represents the non-existence of the object).
Fig. 10. Multi-object tracking integrating ﬁrst-order symbolic models and the sensory data. (a) Possible discretization scheme for the continuous tracking data. The handles
represent adjacency of regions. The adjacency is used in the MLN model to limit the movement of the objects within the scene. The green area is covered by the laser range
ﬁnder. (b) The lines signify the most probable trajectories of two persons moving simultaneously within the scene, as detected by the multi-object tracker. Different colors
represent ﬁve different tracks spawned by these persons. Black crosses represent background measurements of permanent obstacles. (For interpretation of the references to
color in this ﬁgure caption, the reader is referred to the web version of this paper.)
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between the track and its true position. While MLN do not have an
explicit notion of time, the two predicates describing locations are
turned into dynamic features by making them depended on time. This
makes their truth value changing over time, while the association
between tracks and persons is stable. The approach has been
evaluated using nine sequences in the scenario of Fig. 10 (three
sequences with one person, three sequences with two persons, and
three sequences with three persons). Each sequence has a duration of
about one minute. The standard tracking model, which uses only the
basic ﬂoor plan, ends up with 13 false associations over all tracks. A
secondmodel which uses an additional static occlusionmodel reduces
the number of false association down to 9. The ﬁnal model using,
which further brings in information about personal goals as proposed
in this section, has only 4 false associations. A detailed description of
the study can be found in [104].
In general, one can say that using ﬁrst-order probabilistic
languages enables creating models which are partly or as a whole
speciﬁed by hand, which make the usage of available background
knowledge easy and reduce the amount of data required to train
model's parameters. But the created models are often of a high
complexity and inference can become quickly computationally
infeasible.
3.4. Layered Markov models for complex class recognition
The recognition of complex patterns is crucial for CTS to
provide meaningful events to the system's inner building blocks,
as for instance the knowledge base or dialog management. How-
ever, the recognition of patterns, like “having a breakfast” or
“working”, bears many challenges, since it requires to make use
of temporal and symbolic knowledge. On the other hand, complex
patterns can often be decomposed into sub-patterns which are
generally easier to be recognized. In case of emotion recognition,
basic observable behavioral cues, e.g. to turn away or to cut into an
ongoing dialog, can be used to derive more complex patterns, such
as the current affective state or conversational dispositions [4].
Furthermore, the concept of temporally composed patterns can be
pursued to enable the systems to generate a long-term user
categorization.
In 2004, Oliver et al. [85] proposed the utilization of layered hidden
Markov models (HMM) to compose complex patterns out of smaller
sub-patterns [8]. We extended the concept of layered HMM to a
generic layered model, which not only generalizes the classiﬁer
models but also incorporates independently derived symbolic knowl-
edge, e.g. by making use of conditioned HMM (CHMM) [105–107].
Fig. 11 depicts the functional principle of the architecture. In the ﬁrst
layer, the raw input data is passed to a sequential classiﬁer, e.g.
Markov models in which the classiﬁcation of basic patterns is
performed. For each time step, the outputs are collected such that a
new stream of data is generated. The second layer then uses the new
stream as input to the next classiﬁer by shifting another window. This
number of layers varies depending on the problem setting. The time
granularity and the abstractness of the classes increase in the upper
layers, because the classes to be detected are composed of the
underlying layer's classes. As a result, the recording of training
material for the upper layers is associated with a bigger effort, for
the duration and the variability of class occurrences increase. This
issue is addressed by introducing the MLN [73] to the architecture [8].
With the help of MLN, high-level knowledge can be implemented into
the recognition architecture via probabilistic logical rules.
The architecture has been evaluated in the area of activity
recognition and user categorization. Activities, e.g. “drinking from a
cup” or “writing a note”, are decomposed into actions such as “pick up
object”, “manipulate object” or “move object towards head”. Addi-
tional knowledge about the object class is then used to successfully
recognize the activity. On top of the activity recognition, the user
categorization is obtained from an MLN which derives the type of the
user. The input to the MLN may be any sequence of the known set of
activities. In order to keep the ﬁrst experiment feasible, we categor-
ized the user prefers “black”, “white”, “sweet” or “sweet white” coffee
[8,106]. Three different MLN have been evaluated to analyze the third
layer. The ﬁrst model contains the basic rules and introduces a
smoothing over time. The second model abstracts from the temporal
extends and introduce predicates which indicates whether activities
have been already performed or not. The third model extends the
second model by incorporating additional domain knowledge such as
the user is supposed to drink only from a stirred cup in case milk or
sugar has been added. While the ﬁrst model has an average error rate
which is below chance (four classes), the error rate of the second
model achieves 41.9%. The additional domain knowledge of the third
model further reduces the error rate down to 29.4% [108]. However,
recent result on the same dataset using additional data shows even far
more promising results. A new experiment, which is currently being
analyzed, builds on the insights gained on propagating information
upwards to detect more complex classes but aims at propagating
information downwards as well in order to improve the recognition
results of the lower layers.
4. Application-level fusion
The application-level fusion combines abstract information
from multiple sources, namely the explicit user input, the knowl-
edge base (which provides the current and pasts implicit states of
the user), the dialog management and the actual application.
However, in contrast to the preceding two fusion categories, which
have a rather passive way of perception, the inferred information
of the application-level fusion is usually directly involved in a
decision making process. Since these decisions strongly affect the
experience the user gets from the system, incorrect decisions have
to be avoided at all costs. Hence, the crucial question is how to
handle uncertainty and contradicting facts at this abstract level.
Furthermore, the interplay of the components must allow an
almost unrestricted dynamic interaction with the system without
losing the user's goals.
Within this section three topics are addressed: (1) how does the
application and the knowledge base can help to correctly interpret the
user input and provide an abstract representation of it; (2) how does
ﬁssion generate an adequate output based on fused abstract informa-
tion; and (3) how can the dialog management choose a strategy to
react in the probably most appropriate way given a large number of
constraints, goals and recently acquired information.
Fig. 11. Functional principle of the generic layered architecture. Within each layer, a
window is shifted to extract the input for sequential classiﬁers. The result of the
classiﬁer of each shift is collected to form a new stream which is then provided to
the next subsequent layer. Each layer is trained on top of the preceding layer such
that the time granularity of the pattern and the abstractness of the recognized
patterns increase.
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4.1. Related work
The development of user interfaces aims at providing more natural
and effective ways of HCI. In early days, the keyboard was the only
input to the system, which was then revolutionized by the computer
mouse. Nowadays, a multitude of communication channels to a
computer system are available, e.g. touch, gestures or speech. How-
ever, the user still has to learn how to utilize these inputs rather than
communicating naturally and in a unconstrained manner. Up to now,
HCI has mostly focused on explicit interaction. Possible implicit input
cues remain commonly unnoticed. Furthermore, current systems
usually do not combine these multiple modalities, although this
feature can be considered as crucial for a CTS since it allows the user
to have a more natural interaction [109].
The idea of using gestures and voice for control had ﬁrst
breakthroughs in the seventies [110–112]. In [113], Wahlster
proposed a multimodal interface in which user and discourse
models are additionally integrated to allow speech references to
regions of a form by tactile gestures. Bangalore and Johnston [114]
aimed at creating a combined semantic representation for the
multimodal utterance with the help of a ﬁnite-state automaton
such that the gestural information directly inﬂuence the recogni-
zer's search. Kaiser et al. [115] proposed an approach to integrate
speech and gesture (i.e. point, push twist and rotate) input
together with the looking direction for virtual reality object
manipulation. Commands follow a grammar and all measurements
of the system, e.g. speech, gestures and objects looked at, are
associated with a degree of uncertainty. The most probable
command is then determined by evaluating the multimodal
command with highest score according to the mutual disambigua-
tion rank [116].
Dialog management systems provide abstract interfaces to the
user which are adapting to the current situation by having a model
of the user, the environment and the application. Most works in
this ﬁeld aim at extracting the correct and most crucial informa-
tion to advance the discourse efﬁciently as expected by the user.
Generally, information is updated after a conversational turn has
been taken [117]. A multitude of dynamical models have been
studied so far, ranging from plan-based agents [118] to probabil-
istic approaches, such as POMDP [119,120]. Young et al. [121]
proposed a POMDP which models the information state by
partitioning the domain hierarchically in a tree-like structure.
Each time when new information is available, the knowledge tree
is reﬁned or expanded by distributing belief masses to the nodes.
Nguyen and Wobcke [122] proposed a multimodal dialog manager
which processes information using four groups: (1) conversational
act determination and domain classiﬁcation; (2) intention identi-
ﬁcation; (3) task processing; and (4) response generation. Each
group is represented by a plan which helps us to derive or
generate the intended functionality and thus, follows a uniﬁed
design pattern.
According to [123], systems combining different output modalities,
such as text and speech, have been evolved since the early 1990s. The
allocation of output modalities of these early multimodal systems was
rather hard-coded than based on intelligent algorithms. An important
survey on multimodal interfaces, principles, models, and frameworks
is provided by [126]. Beyond that, [126] mentions the idea of machine
learning approaches for multimodal interaction. The given example
focuses on machine learning in multimodal fusion on the feature
level; but such techniques may also be appropriate for ﬁssion
approaches. Another interesting approach is presented in [127]. The
authors present a multi-agent system, in which past interactions are
taken into account to reason about the new output, using a machine
learning approach for case-based reasoning. To reason about the best
UI conﬁguration in a certain context of use (CoU) is a challenging task.
Some approaches provide a meta UI where the user can specify a
certain UI conﬁguration, e.g. via an additional touch device [128].
Based on that, the system is able to respect the user's demands and
can distribute the UI via the referenced device components.
4.2. Multimodal input fusion using the transferable belief model
The task of the multimodal input fusion is to derive a consistent
abstract meaning of the observed explicit user inputs. The fusion
uses the transferable belief model (TBM) [129] based on DST of
evidential reasoning as formal principle, already introduced in
Section 2. The rationale for this is that testimonies from “experts”
(the lower level fusion components) have to be judged. Therefore,
instead of classical probabilities, beliefs are assigned to the events
arriving from the lower levels. Such beliefs allow explicit repre-
sentation of ambiguities in the form of disjunctions like “event A
or event B happened with a belief of m”, without the necessity to
assign probabilities to individual events.
Using this theory, evidences from different sources about
events, described as sets in the FOD Ω that is part of the knowl-
edge base of a CTS, can be combined. In order to actually fuse
events (not only beliefs), the FOD is extended by the notion of
tuples that denote the occurrence of a combined input. For
example, if the user wants to select an object o using a verbal
deictic reference like “this one” and a pointing gesture, this would
lead to beliefs about a¼ ‘select’ and b¼ ‘object o’. If the FOD
contains the tuple (a,b), a belief about the occurrence of the
combined event ab¼ ‘select object’ can be computed using the
following modiﬁed rule of combination:
mðCÞ ¼
X
C:C ¼ ðABÞ\Ω
m1ðAÞ m2ðBÞ; ð18Þ
where mðX Þ denotes a belief on the set of events X . Given the
above example, A and B are two sets that contain events a and b
respectively. ðA  BÞ is the Cartesian product of both sets contain-
ing all possible tuples, amongst others it contains (a,b). ðA BÞ \
Ω ﬁnally allows only those tuples, out of the Cartesian product
A  B, that are deﬁned in the FOD.
Once a fusion step triggered by new events is complete, the
resulting beliefs are transformed back into probabilities by a
pignistic transformation in order to make the ﬁnal decision on
what actually happened. A more detailed explanation of the
formal background of the approach is given in [130] and examples
for disambiguation, reinforcement and conﬂict detection are given.
An example is given in Fig. 12. Fig. 12a shows a scene from a train
ticket booking application, where the user is supposed to select a
train type after the destination has already been assigned. In the
given situation, the user performs an ambiguous pointing gesture
while vaguely uttering “normal train”. Fig. 12b depicts the fusion
engine which is visualizing the different inputs and the ﬁnal result,
where inputs reinforce each other.
In the upper part, a low conﬁdence of 0.4 for the action ‘Normal-
Train’ (from the speech sensor, where ‘n’ denotes an unknown
utterance) and ambiguous references for ‘ExpressTrain’ and ‘Normal-
Train’ (from the gesture sensor) with a conﬁdence of 0.8 are combined.
In the middle part (fusion results), the results of the belief combina-
tion according to Eq. (18) are shown. After the pignistic transforma-
tion, the highest probability is assigned to the combined event of
selecting the ‘NormalTrain’ (pignistic values in the lower part).
To transfer this model to a new application, a FOD stating all
possible events has to be deﬁned. In [130] a generic model of events is
proposed and a FOD is constructed from a generic description of the
current dialog state. While the generic model can be used for some
applications, the vast amount of diverse applications of a CTS can
hardly ever be covered by a single model, or would require cumber-
some tweaks. Thus, we are currently working on enabling arbitrary
interaction models that suit the domain at hand using an abstract
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graph notation based on GraphML [131]. The graph contains nodes
(single events) and edges (combined events) in order to deﬁne a FOD.
Edges additionally contain XSLT transformations to specify the results
of combined events. This allows specifying the semantics of fusion of
arbitrary interactions via XML.
Any best scoring result of the multimodal input fusion is passed on
to the dialog management, be it a deﬁnite input, a still ambiguous
input, or even a conﬂicting input. The dialog management decides on
the next step what should be performed in the overall dialog. This
topic is discussed in the next section.
4.3. Constraint-based hierarchical dialog management
The task of the dialog management is to coordinate the
interaction and dialog progress between human and computer
and deciding upon the appropriate system reaction on a given
input. Dialog management systems are usually only reactive, i.e.
triggered by explicit user input. However, recent trends show an
increasing interest in pro-active interactions. The dialog manager
may initiate dialogs by itself, triggered by information based on
inferences of multiple explicit as well as implicit input sources,
cf. Fig. 13.
Commonly used information sources are (1) the current state of
the dialog, (2) the dialog history between human and computer,
(3) the modeled domain of tasks, and (4) a user model containing
characteristics like the user's knowledge. These information sources
have to be inferred by the fusion of explicit (e.g. speech, touch,
gesture) and implicit (e.g. emotion recognition by physiological
signals) user inputs. The decision how to react in the probably most
appropriate way to all the present inputs requires the dialog manage-
ment to perform inference on a large number of essential information
from the different available sources. In this context the word “essen-
tial” means selecting those parts of information, which are most
inﬂuential to select the next step in the dialog, and therefore
coordinating the dialog ﬂow. The dialog in traditional dialog systems
appears to be limited in possibilities of interaction and system
functionalities. In contrast, pro-active dialogs appear to be more
natural though they are still in large parts event-based. However,
the paradigm of pro-active dialog management additionally requires a
continuous analysis, inference and evolution of information sources to
sense not only the appropriate reaction but also the appropriate time
of intervention.
The proposed dialog management, as shown in Fig. 13, is based on
the dialog model GEEDI [132] and an explanation manager [133]. The
dialog model is a hierarchical tree-like structure consisting of the so-
called goals. Goals represent crucial steps in the dialog between
human and computer. Every goal has several guards, which are
preconditions to be fulﬁlled in order to accomplish a goal. The guards
Fig. 12. Screenshots from a train ticket booking application for input fusion. (a) Screen capture of the application in which the user is supposed to select a train type. (b) The
underlying fusion engine visualizing the inputs. (a) Train ticket booking application user interface. (b) Three stages of the internal processing of beliefs.
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can monitor many aspects of the dialog such as the emotional state or
the state of the user's knowledge. Our approach manages precondi-
tions based on constraint programming [134].
Constraint programming has proven to be particularly well-
suited for problems on ﬁnite domains where many conditions
limit the possible variable value conﬁgurations [135]. We consider
the preconditions in the guards as constraints. Based on the
current values of the variables, deducted from the available
information sources, the constraint solver infers which conditions
can be fulﬁlled. The procedure ensures that only those dialogs will
be presented to the user that ﬁt the currently available informa-
tion [136].
The most appropriate dialog goal is selected and transformed
into a format that the interaction management's ﬁssion compo-
nent is capable to process. The modalities to convey the content of
the dialog goal are determined by the ﬁssion component, which
will be described in more detail in the next section.
4.4. Fission for modality arbitration
The accessible knowledge derived by multiple fusion steps can
be used to support a CTS in different ways. Our goal is to make use
of acquired knowledge which describes a certain context of use
(CoU) in order to provide the user with an individual system
behavior as well as to tailor the offered functionality. Such an
individual behavior does not only affect the adaptive planning and
dialog management components, but does also apply to the
process of ﬁssion, which is in charge to reason about the individual
user interface.
Ideally, a CTS adapts its functionality and user interface to the
particular user according to the actual CoU. To realize an individual
user interface, the system has to consider the abilities of the user,
his preferences, as well as optional requirements that can arise in
the CoU. Hence, continual perception and adaption is the key to
realize a system being permanently available, cooperative, and
trustworthy.
The procedure of modality arbitration is the main part of the
multimodal ﬁssion process. The interplay with the other compo-
nents is depicted in Fig. 14. The term “adaptive modality arbitra-
tion” means that in a ﬁrst instance the system, e.g. the dialog
management, describes the output in an abstract and modality-
independent manner. This description is then passed to the ﬁssion
for further processing (cf. Fig. 14, ①). For example, the dialog
management initiates the output of a train time table. At that point
of time, only the abstract output of a certain information item, the
time table, is announced. The decision about which widget will
render the time table on which device, or which combination of
modalities shall be used to present the output to the user, is
dedicated to the ﬁssion module. The ﬁssion module reasons about
the adequate, and ﬁnal output conﬁguration [124,125]. Rousseau
et al. [125] state that the main tasks in ﬁssion are concerned with
the following four WWHT-questions: (1) “What is the information
to present?” (2) “Which modalities should be used to present this
information?” (3) “How to present the information using these
modalities?” (4) and “Then, how to handle the evolution of the
resulting presentation?”.
The ﬁrst question is directly answered by the abstract informa-
tion provided by the dialog management (cf. Fig. 14,①). Regarding
the second and the third question, the ﬁssion module interacts
with the knowledge base (KB) to fetch possible mappings for each
communicable information fragment from its abstract to its
concrete form of representation (cf. Fig. 14, ②).
In the case of the train time table, this could be a textual, an
aural, or a pictorial representation. Furthermore, the ﬁssion
module queries the device models from the KB, which are
describing the present interaction hardware with its possibilities
for rendering and interaction. This data allows us to answer the
what and how questions. Besides the user-independent informa-
tion, the KB additionally provides recent user and environment
models (cf. Fig. 14, ②) which describe the user in his current CoU.
Due to the real-world setting, the proposed approach models
uncertain statements using a probability distribution.
Next, the ﬁssion module identiﬁes all possible output conﬁg-
urations in their unimodal and combinational multimodal mani-
fold in order to reason about the most adequate output conﬁ-
guration for the current CoU. The current CoU is described by the
set K, which contains mutually independent variables K, e.g.
“gender” or “environmental noise level”. These variables are
composed of basic elements k, i.e. in case of the variable gender
the corresponding elements are female and male. The perception
of the CTS assigns probabilities to the basic elements ψk. Possible
   
Knowledge Base 
R
ec
og
ni
tio
n 
&
 P
er
ce
pt
io
n  
U
se
r I
nt
er
fa
ce
 
D
ia
lo
g 
M
an
ag
em
en
t 
Environment 
Fu
si
on 
Fi
ss
io
n 
ex
pl
ic
it d
at
a 
im
pl
ic
it 
da
ta
 
1 
2 
4 
3 
Fig. 14. The ﬁssion and the linked components. (1) A modality-independent output is
passed to the ﬁssion. The ﬁssion inspects the current knowledge, (2) and reasons
about the proper output representation for the detected context of use. (3) The
modality-speciﬁc output conﬁguration is passed to the rendering user interface
components. (4) The ﬁssion interacts with the fusion component to be able to
adapt to the user's preferences.
Fig. 13. The decision process of the dialog management. Explicit data (e.g. user
commands inferred from speech) and implicit data (e.g. affective user states) are
combined by the fusion and passed to the dialog management, in order to update
the user model and user input history. In the next step, the dialog goal in the dialog
model is selected, by taking into account the user input history, the current dialog
state and the user model. Only appropriate dialog goals, which satisfy the
preconditions (e.g. affective state), are rendered to the ﬁssion to be presented to
the user.
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output conﬁgurations oc are weighted by a set of evaluation
functions f AF oc. Each function f represents a pre-deﬁned rule
from a given design and style guide and focuses on a subset of Mf
basic elements denoted by fkf1;…; kfMf g. The function f is deﬁned as
a weighted product of probabilities:
f ðψ fk1 ;…;ψ
f
k
Mf
Þ ¼wf  ∏
Mf
m ¼ 1
ψ kfm ð19Þ
where wf A ½1;1 is an individual weight provided for each
function. The highest-rated output conﬁguration oc⋆ represents
the ﬁnal candidate:
oc⋆ ¼max
oc
X
f AF oc
f ðψ fk1 ;…;ψ
f
k
Mf
Þ ð20Þ
which is then passed to the rendering UI device components (cf.
Fig. 14, ③). In addition, the knowledge base and the fusion
component are updated with the current output conﬁguration to
adjust and adapt their ongoing reasoning (cf. Fig. 14, ② and ④).
The forth question, concerning the temporal evolution of the
UI, is solved by a continuous reasoning process triggered by any
inﬂuencing factor within the observed CoU. For instance, if the
user has changed its position, e.g. as described in Section 3.3,
another output component might be more suitable to render the
current information fragments as part of the dialog. If required,
our current implementation can initiate a new ﬁssion process
every 500 ms. The whole process of modality arbitration is
described in detail in [10]. Different context models and different
levels of adaption are described in [137]. A more detailed interplay
of the two components for multimodal fusion and ﬁssion is
described in [138].
5. Implementation
The approaches presented in the previous sections show that
the tasks to be handled in a CTS are computationally expensive,
simply because of the large number of components proces-
sing simultaneously. However, since the information has to be
combined gradually, it is possible to effectively distribute the load
to a compound of processing units. This section presents a working
example of a distributed multi-layered fusion architecture follow-
ing a uniform design principle. Fig. 16 shows the realization of the
hardware platform. This platform is constructed for a general HCI
use such that various applications can be implemented [139,140].
For the sake of an example the platform serves as a cognitive ticket
vending application throughout this section. The setting requires a
set of input channels and output channels to be connected to the
system. The sensory input channels comprise a high-resolution
camera,1 a stereo-camera,2 a Kinect camera, a touch display, two
laser range ﬁnders,3 and a head-set microphone. The output is
realized by a display and a sound system. Additional screens
visualize the latest information about the system for further
analysis, i.e. the current internal state with details of speciﬁc
system components.
The tracking algorithm operating on the laser range ﬁnders
determines the size of the group from which the main user
separates and the main user's speed while approaching the
system. The location of the main user is of high importance for
the algorithms' working on the data of the attached cameras: Only
faces or bodies, which are located at the estimated position of the
main user, are allowed for further processing. The data of the
Kinect camera is used to realize a gesture recognition, where the
gestures are interpreted as explicit commands to the system. The
stereo camera is utilized to perform a head pose recognition. An
orientation towards the system is interpreted as an “interest” for
interaction. The high-resolution camera is used to perform a facial
emotion recognition on the categories “valence” and “interest”.
The speech input is used to capture commands and implicit non-
verbal audio cues from the same categories as for visual emotion
recognition. All recognizers operate on their maximal frame rates
and with the fastest response time possible.
Fig. 15. Overview of the implemented integrated system.The output of the recognition components is combined on different levels. Important parts of the system are labeled
with A, B, C, D. For a detailed description refer to the text.
1 Pike from Allied Vision.
2 Bumblebee from Point Grey.
3 Ibeo Lux from Ibeo Automotive Systems.
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The basic recognition results are used to perform fusion on
different layers according to the proposed schema. A schematic
drawing providing an overview of the fusion layers is shown in
Fig. 15. At the bottom of the ﬁgure, different sensor channels are
listed which serve as input for the recognition components. The
outputs of the recognition components are visualized using gray
arrows leading towards the application. The fusion on the
perception-level is performed as described in Section 2.4, and
requires all inputs to be from the same class. Label A marks the
combination of the class “interest” using the output from the head
pose analysis plus the aural and visual emotion recognition.
Knowledge from higher level is used to gate results of the facial
emotion recognition, and to allow only measurements derived
from the main user. The corresponding region is highlighted by a
green area in the layer of perceptive-level fusion. Label B marks
the combination of the class “arousal” using only the auditory and
visual emotion recognition. Therefore, a set of rules has been
applied in the knowledge-based fusion layer. The most important
rule ensures that image-based recognitions are truly originated
from the main user. One exemplary rule, marked by the label C,
denotes a multimodal fusion rule to recognize a telephone call. On
application-level, the multimodal input fusion, described in
Section 4.2, is performed. The fusion is marked on the ﬁgure by
the label D and retrieves additional data from the application as
indicated by an arrow leading from the application to the fusion.
In the ticket vending scenario, the personal knowledge about
the user includes the user's ticket preference. For instance, he
might prefer faster connections or fewer changes of trains. The
vending machine could also make use of the user's personal
appointment calendar. In order to acquire that kind of information,
the application has to query a personal data service to provide the
knowledge base with this additional data.
Based on diverse sensors, the system can be controlled via
gesture, touch, or speech commands. It pro-actively opens the
dialog when a subject approaches. Furthermore, the dialog's
content (e.g. the number of tickets) or the complexity of the user
interface is adapted based on the recognized size of the group
associated with the user and the recognized level of hurry, which
is determined by the approaching speed of the user. In crucial
moments of interaction, e.g. the dialog guesses the group size, the
system interprets the emotional state of the user in order to
ensure that the user is still pleased with the progress of the dialog
and the system's decisions. In case the system detects a phone
conversation (as in Fig. 16) or a lowered interest, the machine will
no longer follow the commands received via speech input.
Similarly, the components or emotion and gesture recognition
are deactivated in cases where the user turns away.
Each algorithmic approach, including the fusion (but except the
touch input which is co-located with the algorithms in the
application layer), is placed on a separated processing unit. The
emotion, head pose, and body pose recognitions are based on
different video channels, which are operating at 15 Hz, whereas
the tracking of persons can provide predictions at a frequency of
100 Hz. The gesture and speech recognition modules provide
information in an event-based manner. The information exchange
does not only happen in one direction, but often requires a
feedback to other components in order to reduce the computa-
tional effort, e.g. to deactivate the emotion recognition in case the
user shifts attention or to suppress the speech recognition in order
to respect the user's privacy.
A second prototype using the same hardware conﬁguration, but
with a complementary focus on the processing of symbolic
information, has been described in [139]. The application is
designed to individually assist the user to assemble a home theater
system and makes use of the three approaches presented in
Section 4, the input fusion, the constraint-based dialog manage-
ment plus the ﬁssion for modality arbitration. Furthermore, the
application uses a planning component, which is able to adapt to
the actual situation by following a plan repair approach.
The CTS has been operated using six retail computers with the
following resource allocation: (1) Semaine server, speech recogni-
tion, application; (2) auditory emotion recognition, Markov fusion
networks, activity recognition; (3) facial emotion recognition;
(4) gesture recognition; (5) person tracking; (6) head pose recog-
nition. Since the algorithms and system load have not been
optimized for efﬁciency, a smaller set of computers will be
sufﬁcient for the task at hand. The actual computational demand
will become more and more insigniﬁcant in the light of the
ubiquitous smart home devices and the“internet of things” devel-
opment There are different kinds of middleware architectures
which have meet our requirements for both prototypes, and which
would allow the desired form of communication of our compo-
nents [141–143]. For the both CTS we decided upon a message-
based middleware, namely the Java Messaging Service (JMS), since
this type of architecture allows both for a peer-to-peer connection
and a broadcast communication. The wrapper OpenSource frame-
work of the Semaine-Project [144] is utilized as a common basis to
interface the JMS and has been extended by an iOS integration
using a Semaine proxy client, a C client and a MQTT wrapper to
support mobile devices.
6. Discussion
We introduced an alternative view to the ﬁeld of information
fusion. Classical fusion approaches usually combine data derived
almost directly from the sensors and are often tied to a single
recognition task with a set of identical classes. This work proposes
a categorization for CTS into three fusion levels, namely perception
fusion, knowledge-based fusion and application-level fusion.
The perception fusion represents the natural foundation of a
CTS since the recognizers located in this layer are the ﬁrst ones
processing the data from the sensory. Hence, this layer has to
provide robust and continuous recognitions of the user's state and
his environment. In Section 2, we presented the use of dynamic
features and novel fusion strategies for affective state recognition.
The well-known Kalman ﬁlter and the MFN have been introduced
to handle the absence of classiﬁer decisions in a continuous stream
of decisions, e.g. due to rejection or sensor failures. The results
show that the novel probabilistic temporal fusion approaches
clearly outperform the uni-modal results, while at the same time
providing a mechanism to compensate missing classiﬁer decisions.
Compared to the probabilistic temporal fusion approaches, the
adaptive fusion of dynamic features, introduced in Section 2.2,
bears the advantage that temporal patterns can be learned with
the help of a time window. The MFN and the Kalman ﬁlter for
classiﬁer fusion both are applied in the same usage scenarios. The
Kalman ﬁlter explicitly models the uncertainty of classiﬁer
Fig. 16. The realized prototypical system. The two screens on the left allow an insight
into the system's processing. The screen on the right supports the actual
interaction.
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measurements, whereas the MFN excels through a large range of
options for parameterization. In practice, the performance of both
probabilistic temporal fusion approaches can be regarded as very
good. The CTS implementation makes use of the MFN to combine
the results of the classiﬁers operating on multiple modalities,
recognizing the user state “interest” and the affective state
“valence”. The successful application of the MFN shows that the
algorithm meets the requirement of real-time scenarios and
provides an example of how affective recognition results can
support the dialog management in critical moments.
The next layer, named knowledge-based fusion, builds up on the
classes recognized in the former level and intends to recognize more
complex classes with the help of additional context information and
observations from larger time scales. The identiﬁcation of complex
classes generally requires the recognition of intermediate classes
which need to be combined to derive the ﬁnal class [108]. The
approaches presented in this work combine information derived from
sub-symbolic recognitions with additional generic symbolic rules.
Section 3 provides three approaches: (1) the modeling of sensor
properties in person tracking using DST, (2) the association of locations
based on a ﬁrst-order probabilistic model, and (3) the layered
application of Markov models. The ﬁrst approach enhances multi-
object tracking by exploiting the different characteristics of two
modalities in order to ingeniously combine a set of disjunct classes.
It shows how prior knowledge of the modalities can be incorporated
by using Dempster's rule of combination. Results on classical
approaches are clearly outperformed by this new technique. The
second approach utilizes ﬁrst-order logic to obtain the correct
association of tracking measurements and persons in a familiar
environment. The idea is to allow obstacles and personal goals to
inﬂuence the association process. It was shown that the number of
false associations can be signiﬁcantly reduced in comparison to
classical approaches. The knowledge-based fusion approach makes
use of a layered architecture to recognize classes with increasing
complexity. Three different MLN have been evaluated to show the
advantages of using additional knowledge. The three approaches
document the fact that there is a wide range of fusion applications
with a variety of techniques to be studied in the near future. Core idea
is to closely integrate the symbolic and the sub-symbolic processing
with a minimal loss of information to perform a mapping to more
abstract class sets. It has been shown that it is beneﬁcial to make use
of class conﬁdence measures. Furthermore, it is important to mind the
presence of relational data, e.g. spatial, temporal. The implemented
prototype used the knowledge-based fusion in many ways,
e.g. to recognize an ongoing telephone call. However, the availability
of a large set of recognition results on different sensory inputs in a CTS
makes it seem natural to exploit their synergies. A good example is
suppressing the affective video recognition results in case the user is
not facing the camera. Due to the large variety of applications and
settings, it is important to provide common datasets in this area to
ensure a constructive research.
The ﬁnal CTS fusion layer is called the application-level fusion. The
algorithms in this category mediate between information provided by
the knowledge base, the application, and the explicit and implicit user
inputs. The ﬁrst presented approach infers the user's input by
combining multiple input modalities and the options provided by
the application using the DST. The second approach focuses on the
dialog management which has to provide an efﬁcient dialog based on
all available information, i.e. implicit and explicit user inputs and the
overall communication context. The last approach enhances the HCI
by analyzing the information about the user, e.g. position or interac-
tion modality, in order to predict the most appropriate output
modality. All three presented approaches follow different strategies:
(1) applying a probabilistic calculus (3) using constraint programming,
and (3) rule-based weighting. In doing so, the algorithms predict the
user's goal, combine multiple uncertain sources of information and
ﬁnd the best crisp decision. Likewise to the knowledge-based fusion,
the explicit interface realized by application-level fusion bears a large
variety of applications since a large number of consistent decisions
have to be made in a CTS. The explicit user input of the implemented
example is obtained using the ﬁrst approach. To do so, the belief input
fusion mediates between touch, speech, gestural input and the
available options provided by the system. The two other presented
approaches have not been realized in this setting since the share of
HCI was not been rich enough. The application-level fusion enables
the user to have a natural discourse with the CTS. It shows the full
potential in settings with a wide range of available options. For
instance, in a setting in which a companion system becomes part of
the user's everyday life such that the CTS can build up a sophisticated
user model.
The implemented prototype takes advantage of multimodal input
and output channels to allow a natural interaction with the system.
However, handling such a large number of diverse channels requires a
carefully thought out processing in order to make full use of the
synergy effects. First tendencies of realizing such a close interplay
between modalities can already be found in retail products. However,
on closer look it becomes evident that the larger context has usually a
subordinate role and only a simple control circuit is realized, e.g. the
movie player stops in case the spectator turns away. The implemented
CTS uses the collected information in a different manner, e.g. with a
larger time span (the number of traveler) or as part of an adaptive
dialog (interest or emotional valence). Only a subset of the presented
approaches have been integrated into the ﬁnal implementation since
the development of a complete system would have bound to many
human resources. However, the example shows that the expressive-
ness of a system grows with the amount of merged information and,
as a result, offers new possibilities for powerful applications which can
put special focus on features such as adaptivity, individualization or
cooperativity.
7. Conclusions
The present paper gives an overview on information fusion
challenges in CTS and provides an outlook to algorithmic demands
in the future. We showed that important features (among others) are
the fusion of multiple sources over time, the seamless end-to-end
handling of uncertainty and the back-propagation of high-level
information derived within the inner building block of the CTS. We
categorized the information fusion approaches present in a CTS into
three categories: (1) processing of implicitly given information;
(2) explicit input and output, which have to be consistent with both
the application and the user intentions; and (3) the integration of
high-level information itself. The new taxonomy has been exempliﬁed
by nine algorithmic approaches and validated by a representative
implementation, which unites components introduced previously. The
prototypical realization of CTS does not only show that state-of-the-art
approaches are already qualiﬁed to build ﬁrst instances of such CTS,
but also that studies have to increasingly focus on the interplay of
different research ﬁelds, e.g. pattern recognition plus artiﬁcial intelli-
gence. The information exchange and fusion within and between the
proposed categories may lead to synergies bringing decisive improve-
ments compared to single approaches. Future work will aim at
recording and studying an interaction scenario placing special empha-
sis on the principle of fusion and ﬁssion of information.
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