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Abstract—Consider a lossy packet network of queues, com-
municating over a wireless medium. This paper presents a
throughput-optimal transmission strategy for a unicast network
when feedback is available, which has the following advantages:
It requires a very limited form of acknowledgment feedback. It is
completely distributed, and independent of the network topology.
Finally, communication at the information theoretic cut-set rate
requires no network coding and no rateless coding on the packets.
This simple strategy consists of each node randomly choosing a
packet from its buffer to transmit at each opportunity. However,
the packet is only deleted from a node’s buffer once it has been
successfully received by the final destination.
I. INTRODUCTION
It is well known that in the memoryless point-to-point
channel model, feedback can never increase the value of
the information theoretic capacity [1]. However, there are
several significant advantages to having feedback. Feedback
allows coding strategies which can significantly increase the
probability of error decay, for example the Schalkwijk-Kailath
scheme for additive Gaussian noise channels [5]. Feedback
can also allow transmission strategies with extremely simple
coding algorithms. Specifically, consider the binary symmetric
erasure channel. When feedback is available, the transmitter
can simply repeat each bit until successfully received. Capacity
is achieved, and in some sense, no coding whatsoever is
required.
In this paper, a unicast model of a lossy wireless network of
queues is considered, similar in spirit to the wireless erasure
network [3]. Our network model is characterized by indepen-
dent erasure channels/loss probabilities on a directed graph,
a wireless broadcast requirement, asynchronous transmission
timing, and a single source-destination pair. With transmit
opportunities occurring as a unit rate Poisson process, a
transmission by one node will be received independently with
some fixed probability by each other node in the network.
The network model will allow general feedback, but it will
be shown that only a very limited form of acknowledgment
feedback is required to achieve the throughput-optimal cut-
set capacity. The primary differences between our model and
that of [3] are first, the availability of feedback, and second,
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an asynchronous, memoryless arrival process (rather than a
slotted-time model).
A similar asynchronous network model was studied in [2].
The authors’ model demonstrates the usefulness of network
coding: with no feedback, but allowing network coding and ad-
ditionally, a packet header describing the linear combinations
of data packets included in the transmission, they demonstrate
the achievability of the cut-set bound. Our work highlights
somewhat of a dual statement: without any sort of coding, but
with feedback, the same cut-set packet rate is achievable.
The paper [4] also is concerned with a similar wireless
lossy packet network model. With a backpressure algorithm,
throughput-optimality in a multi-commodity sense is also
achieved in a multiple-source multiple-destination network.
This algorithm requires link-level feedback, and for each node
to maintain knowledge of the queue state of, in worst case,
every other node in the network. It provides a decision process,
when multiple nodes in the network receive copies of the same
packet, to decide which (if any) of those nodes should keep
that packet and attempt to forward it onward.
In contrast, the routing algorithm described in this paper is
completely decentralized and requires no conferencing among
nodes to decide who should “keep” a packet that it has
received. Instead, there will in general be multiple copies of
each packet throughout the network.
Specifically, the algorithm is as follows: Whenever a node
has an opportunity to transmit a packet, it will randomly
choose one packet from its buffer. Every time that a packet
successfully reaches the final destination node, that node will
(errorlessly) broadcast an acknowledgment to every node in
the system stating that this particular packet has successfully
completed its transit of the network. Only after receiving
this acknowledgment from the final destination node will any
node remove the packet from its buffer. Indeed, the entire
network will then flush that packet from all the buffers. This
paper shows via Foster’s Theorem and an application of an
appropriate and novel Lyapunov function the stability of all
network queues under this operation as long as the input data
rate is less than the min-cut of the network. The authors are
unaware of previous uses of an exponential Lyapunov function
of the form we consider in showing stability results.
The advantages of this throughput optimal strategy include
• It requires no coding, particularly no network coding at
intermediate nodes.
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• The only information that a packet header must contain
is an identifier - no additional information is required.
• It is completely decentralized. No coordination or con-
ferencing, other than the acknowledgment feedback, is
required.
• It is topology independent. No node other than the source
needs any information about the layout of the network.
The source must only be given the value of the min-cut,
which could even be adaptively estimated, if desired.
• The only feedback required, a simple acknowledgment
from the destination, is practically already implemented
in real systems.
The main thrust of this paper: A demonstration that, in this
lossy wireless network, feedback obviates the need for coding,
network coding in particular.
II. NETWORK MODEL AND NOTATION
Consider a directed (possibly cyclic) graph G(V,E) with
n + 2 nodes: a source node, a destination node, and n
intermediate nodes. Label the source node s, the destination
d, and index the other nodes as i ∈ 1, .., n. To each edge pair
(i, j) ∈ V × V assign an erasure probability 0 ≤ ij ≤ 1. If
the directed edge (i, j) does not exist in the graph, then assign
ij = 1. Define μij = 1− ij .
Because of the wireless nature of the model, when a node
i transmits a packet, each other node in the system j has
the probability μij of successfully receiving that packet. The
events that packets are dropped are independent, that is i.i.d.
across time for any fixed edge (i, j), and independent between
every pair of edges.
An infinite buffer exists at each node in the network. Packets
will exogenously arrive at the source node s according to
a Poisson process with arrival rate λ. At average rate 1
exponentially distributed intervals, each node in the network
(other than the destination node) receives an opportunity to
transmit a packet.
Each packet has a unique identifier in its header. Therefore,
if a node already has a copy of a particular packet and it
receives that packet again, the contents of that node’s buffer
remain unchanged.
A feedback mechanism exists such that when the destination
node receives a packet, it instantaneously, via a delay-free
feedback, notifies all of the other nodes in the system of that
fact. All nodes in the system then immediately remove that
particular packet from their buffer. Finally, this asynchronous
model does not consider any receiver interference or the
possibility of simultaneous arrivals.
III. CUT-SET UPPER BOUND AND TRANSMISSION
STRATEGY
Under any transmission strategy, the cut-set upper-bound
remains valid. Intuitively, the cut-set upper-bound is obtained
by dividing the network into two parts S and SC and creating
two super-nodes. That is, by allowing free, unlimited commu-
nication among the nodes in S and among the nodes in SC ,
we can only increase the capacity of the system.
With that in mind, let S be a subset of the n+2 nodes such
that s ∈ S and d ∈ SC . There are 2n such subsets. Let S be
the set of such subsets. The super-node created by joining all
nodes in S together will still have opportunities to transmit
at exponentially distributed intervals, but now the sum rate
will be |S| — a rate of 1 for each node in S. For each node
i ∈ S, because of the unlimited free communication on the
right side of the cut in SC , as long as one of the nodes j ∈ SC
successfully receives the packet, we can count it in the total
communication throughput. Therefore, define
C(S) =
∑
i∈S
⎛
⎝1− ∏
j∈SC
ij
⎞
⎠ (1)
as the cut-set capacity for the subset S, i.e. an upperbound on
the rate of packets that can be transmitted across the S − SC
cut, exactly as per [3]. The total throughput T < C(S) then,
for every subset S, and R < minS∈S C(S).
The authors would like to emphasize the key role that the
subsets S will play in the proof and the derivation of the
stability results. The minimum of C(S) over all S − SC
cuts must emerge from any stability equations; therefore it is
reasonable that each cut-set represented by S must play a role.
As will be further explained, the sets S will become essential
as indices to the variables mS which describe the state of our
Markov chain model. It will become clear that as the state
variable mS corresponding to the subset S becomes large, the
requirement λ < C(S) becomes a dominant constraint.
The network operates in the following manner: At every
transmission opportunity for a node, that node randomly
chooses one of the packets in its buffer to transmit. If the buffer
is empty, then that transmission opportunity is lost. Only when
acknowledgment from the final destination d is received will
a node remove a packet from its buffer; therefore there are
multiple copies of each packet in the network.
Theorem 1: Under this randomized transmission strategy,
all queues in a wireless erasure network with feedback are
stable as long as λ < C(S) for all S ∈ S.
At first glance, this randomized strategy seems unnecessar-
ily wasteful. Consider a network which is a simple serial line
of queues. In this case, it is obvious that an optimal strategy,
when link-level feedback is available, is to stop attempting to
transmit a packet (and remove it from one’s queue) as soon
as it is successfully received at the next queue down the line.
Leaving a successfully transmitted packet in the queue could
result in the retransmission of that packet, possibly wasting
a transmission opportunity that could be put to better use
sending a new packet.
However, the randomization is crucially important in achiev-
ing the minimum-cut value for this network and for a general
network. To achieve the min-cut, it is essential that all trans-
mitters on the min-cut boundary transmit packets at almost
every channel use and that these packets be almost always
distinct. As the input rate λ increases, the min-cut slowly
becomes the bottleneck of the network and the queues on
its boundary will grow large. This will ensure that each
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transmitter always has a packet to transmit with high prob-
ability. The randomization in packet transmission guarantees
that for such long queues the probability that two transmitters
along the min-cut transmit the same packet is very low.
Deterministic strategies, such as FIFO for example, cannot
guarantee this without coordination, and so the randomized
strategy is essential to achieving the optimal throughput in a
completely decentralized manner.
IV. PROOF PRELIMINARIES
A. Notation and Description of Markov Chain Model
Before formally beginning the proof of Theorem 1, some
additional notation must be defined.
The subset S has already been defined to be an element of
S, which is essentially the power-set of n nodes. Precisely, S
differs from the power-set of n only in that all S ∈ S always
include the source node s and never include destination node
d. Equivalently, each subset S can represent an index in the
set {0, 1, 2, ..., 2n − 1}. With this notion, the length-n binary
expansion of S indicates which of the n nodes are contained
within the subset S. This yields a one-to-one correspondence
between subsets, cut-sets, and indices, all represented by the
overloaded notation S.
A continuous time Markov chain model is used to describe
the state of the queuing network. Transitions between states
will occur when one of three different types of events happen
in the network:
• A new packet is received by the source node s.
• A packet is successfully transmitted from some node i in
the system to some subset of the receivers.
• A packet is successfully received by the the destination
node d and therefore exits the network.
In the n = 1 three node network, the size of the buffers at
the source node s and the intermediate node 1 are sufficient
to describe any state of the system. Observe that by the given
network operation protocol, no packet is deleted from a queue
until it reaches the final destination, so that if a packet is
present anywhere within the system, it must be present at the
source node s. For a general network, however, the queue
lengths do not provide a sufficient description of the network
state, so we choose a different state definition.
Let m1 be the number of packets which appear at both the
nodes s and 1. Let m0 be the number of packets which appear
at the source node uniquely. Then the source node has a total
of m0 + m1 packets, while the relay node has exactly m1
packets in its buffer. This state description can be generalized
to an n + 2 node network. The Markov chain describing the
system state is a vector m with 2n dimensions:
m = (m0,m1, ...,mS , ...,m2n−1) (2)
The dimensions of the state vector m are indexed by the
subsets S ∈ S. The value mS is the number of packets which
appear at every node i ∈ S and at no node j ∈ SC . Therefore,
the number of packets q(i) which appear at any node i = s, d
in the network is a function of m. Let
Si =
{
S ∈ S|the ith bit in the binary expansion of S is a 1
}
.
Then
q(i) =
∑
S∈Si
mS , q(s) =
∑
S∈S
mS
and the destination node d retains no buffer.
B. Markov Chain Evolution - Transition Model
To understand the evolution of the Markov chain model
describing the state m of the queuing system, first take an
example of the network where n = 1.
d
s1
1d
sd
q(s) = m0 + m1
q(1) = m1
s
1
Fig. 1. A general n = 1 wireless erasure network.
Successful transmission events can cause three different
kinds of transitions to the state vector m.
• There is an exogenous arrival to the system. In this case,
the source node receives a new packet; the source is
therefore the only node in the system which has that
particular packet in its buffer. Thus, the value of m0 is
increased by 1. This occurs at rate λ.
• A packet (which exists in some subset S1 of nodes) can be
successfully received by the destination d, and therefore
flushed from the network. This kind of event will occur
with rate ∑
i∈S1
μid
mS1
q(i)
.
That is, for every node i ∈ S1, we find the rate at which
packets are successfully transmitted to the destination
(μid) and multiply it by the probability that the randomly
selected packet was counted in the subset corresponding
to mS1 . Here, mS1 decreases by 1.
• A packet (which exists in the subset S1) transmitted at
some node i is successfully received at some subset of
possible receiver nodes, at least one of which did not
previously have that particular packet in its buffer. In this
case, let S2 be the new subset of nodes which have this
packet. This constrains S1 ⊂ S2, and this occurs with
rate ∑
i∈S1
⎛
⎝ ∏
j∈S2\S1
μij
∏
j /∈S2
ij
⎞
⎠ mS1
q(i)
.
Here, mS1 decreases by 1 (there is one less packet which
is unique to the subset S1) while mS2 increases by 1. It
is important to note that in this kind of transition, the
subset S2 whose variable mS2 increases must always be
a superset of the subset S1 whose variablemS1 decreases.
Each of these possible transitions and their individual rates
are illustrated in Figure 2 for the n = 1 three node network
of Figure 1.
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μs1sd
m0
m0+m1
μsd
m0
m0+m1
(m0,m1)
(m0 − 1, m1 + 1)
(m0, m1 − 1)
(m0 − 1, m1) (m0 + 1,m1)
λ
μ1d + μsd
m1
m0+m1
Fig. 2. Possible transitions and transition rates from a state (m0, m1) in
the n = 1 wireless erasure network.
C. Queue Stability and Foster’s Theorem
We desire to show that, for any arrival rate λ <
minS∈S C(S), all the queues in the network are stable. We
refer the reader to, for example, [6] for a precise statement
of the Theorem. Intuitively, Foster’s Theorem states that if a
Lyapunov function on the states of a Markov chain can be
found, whose expected value decreases over all but a finite
number of states, then the Markov chain is positive recurrent,
i.e. the queues of the system are stable.
V. PROOF FOR THE CASE n = 1
This section contains a demonstration of the stability proof
for the simplest network, the case where n = 1, illustrated
in Figure 1. Note that for this particular network, the cut-set
bound evaluates to
min (1− s1sd, 1− 1d + 1− sd)
Lemma 1: The network illustrated in Figure 1 is stable for
λ <
N
N + 1
1
1 + δ
min (1− s1sd, 1− 1d + 1− sd)
for any fixed N > 0 and δ > 0.
Take N to be large and δ to be small.
Proof: Consider the Lyapunov function
V (m0,m1) = N (1 + δ)
m0 + (1 + δ)
m0+m1 . (3)
This Lyapunov function is “rewarded” (i.e. decreases) when
m0 decreases and penalized when m0 increases. When a
packet is received at the relay node, the function is rewarded
(while m1 increases, m0 simultaneously decreases) and when
a packet leaves the system (i.e. m1 decreases) the function is
also rewarded.
Now, evaluate the expected change in the Lyapunov function
V (m0,m1) to determine when it is bounded away from zero:
λ(V (m0 + 1,m1)− V (m0,m1))
+
(
μ1d + μsd
m1
m0 + m1
)
(V (m0,m1 − 1)− V (m0,m1))
+ μsd
m0
m0 + m1
(V (m0 − 1,m1)− V (m0,m1)) (4)
+ μs1sd
m0
m0 + m1
(V (m0 − 1,m1 + 1)− V (m0,m1)) < 0.
Equation (4) represents the change in Lyapunov function for
all possible state transitions from the state m = (m0,m1),
weighted by the appropriate rates to calculate the expectation.
A simplification leads to
λ (N + (1 + δ)m1)
< (1− s1sd)N
m0
m0 + m1
1
1 + δ
(5)
+ (μ1d + μsd) (1 + δ)
m1 1
1 + δ
.
By inspection of the first and third lines of Equation (5),
note that regardless of the value of m0, a m∗1 can be found
sufficiently large such that if λ < (μs1 + μsd) 11+δ , the
inequality is fulfilled for all m1 > m∗1. Specifically, choose
m∗1 such that
λ
μs1 + μsd
<
(1 + δ)m
∗
1
N + (1 + δ)m
∗
1
.
Likewise, for any fixed m1 < m∗1, choose m0 > Nm1, and
λ < min(1− s1sd, μ1d + μsd)
N
N+1
1
1+δ . Then λN from the
first line of Equation (5) is less than the second line and λ(1+
δ)m1 is less than the third line; the inequality is again fulfilled.
Thus, there are only a finite number of states (possible only
when m1 < m∗1 and m0 < Nm1) where the expected value
of Lyapunov function is increasing, and the requirements of
Foster’s Theorem are fulfilled.
The relevant observation is that, when m1 dominates m0,
it is the cutset bound for the corresponding cut S = {s, 1}
which provides the critical constraint on the maximum λ
can be to keep the network stable. When m0 dominates, the
corresponding cut S = {s} is the critical constraint on λ.
VI. PROOF FOR GENERAL NETWORK
Recall Theorem 1, which we desire to prove:
Theorem 1: Under the given randomized transmission strat-
egy, all queues in a wireless erasure network with feedback
are stable as long as λ < C(S) for all S ∈ S.
For a general wireless erasure network with n + 2 nodes,
recall the Markov chain describing the system evolution
described in Sections IV-A and IV-B. Foster’s Theorem is
utilized to demonstrate the stability of this Markov chain for
a general n + 2 node network.
In general, define the Lyapunov function V (m) as
V (m) =
∑
S∈S
N|S| (1 + δ)
P
S′⊆S mS′ (6)
where all N|S| are chosen such that N|S| > N
∑
S′⊃S N|S′|
and N > 0 and δ > 0 are fixed constants.
As was the case for Equation (3), the intuition for the form
of this Lyapunov function is that a packet progressing though
the system (transitioning from one cutset to a superset of that
cutset) only decreases the value of the function. The proof of
Theorem 1 follows directly from Lemma 2:
Lemma 2: The expected value of the function V (m), de-
fined in Equation (6), is increasing only on a finite number of
states whenever λ < NN+1
1
1+δ minS∈S C(S).
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Proof: First fix S ∈ S, and examine the term in the main
summation of Equation (6) corresponding to that S. Then,
determine which transitions of the Markov chain effect the
value of that term. Let
VS(m) = N|S| (1 + δ)
P
S′⊆S mS′ . (7)
An arrival to the system effects every VS , since every term
VS contains m0. Thus ∀S ∈ S,
VS(m0 + 1,m1, ...)− VS(m0,m1, ...)
= N|S| (1 + δ)
P
S′⊆S mS′+1 −N|S| (1 + δ)
P
S′⊆S mS′
= δN|S| (1 + δ)
P
S′⊆S mS′ . (8)
If a packet appearing in cut-set S1 departs the system,
precisely the terms VS(m) when S ⊇ S1 will decrease, since
they are the only terms in the Lyapunov function Equation (6)
which contain mS1 . For S ⊇ S1,
VS(m0,m1, ...,mS1 − 1, ...)− VS(m0,m1, ...)
= N|S| (1 + δ)
P
S′⊆S mS′−1 −N|S| (1 + δ)
P
S′⊆S mS′
= −δN|S| (1 + δ)
P
S′⊆S mS′−1 . (9)
The final possible transition type occurs when a packet
located at the nodes in subset S1 is successfully received at
some set of nodes which did not previously have that packet,
but not the destination d, resulting in that packet being finally
in the subset S2 ⊃ S1. Thus mS1 will decrease by 1, and mS2
will increase by 1. The only terms VS(m) that will change
are those containing mS1 but not mS2 . Thus, for S such that
S ⊇ S1 and S  S2,
VS(m0,m1, ...,mS1 − 1, ...,mS2 + 1, ...)− VS(m0,m1, ...)
= N|S| (1 + δ)
P
S′⊆S mS′−1 −N|S| (1 + δ)
P
S′⊆S mS′
= −δN|S| (1 + δ)
P
S′⊆S mS′−1 . (10)
The rates for each of these three kinds of events were given
in Section IV-B. To obtain the expected value of change in
the Lyapunov function, sum the product of the rates of each
kind of change with the value of each change. The expected
increase due to arrivals should be less than the expected
decrease due to departures and transitions on all but a finite
number of state m. The sum of changes over all of the terms
must therefore satisfy
λ
∑
S∈S
N|S| (1 + δ)
P
S′⊆S mS′ (11)
<
∑
S∈S
∑
{(S1,S2)|S1⊂S2,S1⊆S,S2S}⎛
⎝∑
i∈S1
mS1
q(i)
∏
j∈S2\S1
μij
∏
j /∈S2
ij
⎞
⎠N|S| (1 + δ)PS′⊆S mS′−1
+
∑
S∈S
∑
S1⊆S
(∑
i∈S1
mS1
q(i)
μid
)
N|S| (1 + δ)
P
S′⊆S mS′−1 .
In the second and third lines of Equation (11), the first
summation is over terms in the Lyapunov function. The second
summation is over transitions of the possible pairs of S1
and S2 which will effect that particular term, and the third
summation is over nodes which could possibly transmit and
create that transition. The final terms of the third line represent
the value of the change in that term VS(m).
Similarly, in the fourth line of Equation (11), the first
summation is over the terms of the Lyapunov function, and the
second is over the possible departures from the system which
can effect the value of each term. Within the parentheses is
the rate of those departures, and the final terms again represent
the value of the change in the term VS(m).
We must show that Equation (11) holds for all but a finite
number of states m. The proof from this point further consists
simply of bookkeeping, and has been omitted due to space
requirements. The full proof can be found in our full paper,
available on arxiv.
VII. CONCLUSION
In this paper, we have demonstrated a parallel between
the erasure channel and a network of such channels: When
acknowledgment feedback is available, there exists a simple
transmission strategy by which the information-theoretic ca-
pacity (calculated by the cut-set bound) can be achieved for a
unicast network without any need for any coding scheme. We
have described a novel randomized and decentralized strategy
which requires only a surprisingly small amount of informa-
tion about the network (specifically, no knowledge whatsoever
about the network topology) to succeed in stabilizing the
queues and achieving throughput optimality. Finally, we have
proposed a non-standard, to our knowledge, exponential Lya-
punov function with which to demonstrate the stability of the
queuing network. The essential observation in the proof is the
relationship between the definition of the state of the Markov
chain (number of packets unique to each cut-set) and each of
the corresponding cut-set bounds required to be fulfilled by
the theorem. The problem of whether multicast capacity can
be achieved without network coding in this network model
remains open.
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