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Abstract
The standard multigrid procedure performs poorly or may break down when used to solve certain problems, such as elliptic
problems with discontinuous or highly oscillatory coefﬁcients. The method discussed in this paper solves this problem by using a
wavelet transform and Schur complements to obtain the necessary coarse grid, interpolation, and restriction operators. A factorized
sparse approximate inverse is used to improve the efﬁciencyof the resultingmethod.Numerical examples are presented to demonstrate
the versatility of the method.
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1. Introduction
The multigridmethod is very useful in increasing the efﬁciency of iterativemethods used to solve systems of algebraic
equations approximating partial differential equations. However, when confronted by certain problems, for example
diffusion problems with discontinuous or highly oscillatory coefﬁcients, as well as advection-dominated problems, the
standard multigrid procedure converges slowly, with a rate dependent on the initial mesh size, or may break down.
One method to correct for this for elliptic problems with periodic coefﬁcients is through use of homogenization
(e.g., [13,14,20]). This approach is taken because the homogenized operator provides a very good approximation of
the important properties (e.g., eigenvalues and eigenfunctions) of the original ﬁne grid operator. Among the limitations
of these homogenization techniques are that they are only applicable to periodic problems and that they can only be
given closed form solutions in certain cases. Also, no natural deﬁnition of the restriction and interpolation operators
follows from the deﬁnition of the homogenized coarse grid operator. In recent years, wavelets have been used in various
approaches to obtain new multigrid methods. For example, Rieder [22] has used wavelet decompositions to obtain a
multilevel method. His approach uses a choice of the ﬁlter operators obtained from wavelets to deﬁne the restriction
and interpolation operators. Avudainayagam and Vani [1] use wavelet-based interpolation and restriction operators for
their multigrid methods, and Vasilyev and Kevlahan [27] use a wavelet-collocation-based multigrid method.
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There are a variety of approaches to multigrid solutions of the advection–diffusion equation with dominant advection
term. Many of the multigrid solutions that appear in the literature involve numbering and solving for the unknowns in a
certain order (e.g., [3,29]). Among other approaches are modifying coarse grid correction to satisfy certain properties
[2]; using ﬁnite element discretization and different smoothers [21]; and amultigrid scheme using localmesh reﬁnement
[31]. In [15], Griebel and Knapek use matrix-dependent interpolations, where the coarse grid operator is determined
to be a Schur complement using a Galerkin approach.
In [12], the wavelet transform, which uses both high- and low-pass ﬁlter operators, is used to derive a new approach
for the two-level multigrid method, under the assumption that the matrix on the ﬁne grid is symmetric. Some one-
dimensional examples are also examined in that paper. This paper extends the results of that approach to two dimensions
and to multiple-level multigrid, dropping the assumption of a symmetric ﬁne grid operator. Thus, this new method can
be applied to a wide range of problems. This approach is considered for several reasons. First, in [11], for example,
it is shown that a wavelet coarse grid operator deﬁned by a Schur complement provides a good approximation to the
homogenized coarse grid operator. Also a wavelet coarse grid operator deﬁned by a Schur complement has a natural
connection to the interpolation and restriction operators. Furthermore, wavelets can be applied to problemswith periodic
as well as nonperiodic coefﬁcients. Finally, the application of wavelet operators to vectors and matrices maintains the
properties of the original problem.
The organization of this paper is as follows. In Section 2, some background on multigrid methods and wavelets
is given. Section 3 discusses the wavelet multigrid method developed from the application of the wavelet transform
to a general second order partial differential equation in two dimensions. In Section 4, numerical considerations are
discussed. Section 5 presents some numerical results of applying the wavelet multigrid method to a variety of problems,
including advection-dominated equations and the checkerboard problem. The rapid convergence, independent of the
initial mesh size, of the wavelet multigrid method is demonstrated for these problems. For all numerical results in
this paper, the V-cycle multigrid method is used with one Gauss–Seidel iteration for the coarsening and the correction
phases, unless otherwise speciﬁed.
2. Background
2.1. Multigrid methods
The problem we are concerned with solving is the system of linear equations
Au = b, (1)
where A and b arise from discretization of a differential equation on some grid h, where h is the step size.
For notational purposes, we brieﬂy describe theV-cyclemethod used in this paper. Given some interpolation operator,
Ih2h, where the superscript refers to the ﬁne grid and the subscript refers to the coarse grid, and a restriction operator,
I 2hh , we can deﬁne a multigrid method recursively. For the two-level V-cycle method, ﬁrst relax a few (usually one
or two) steps on the ﬁne grid h to get an initial guess uh. Then, compute the residual rh = bh − Ahuh; restrict the
residual to the coarse grid 2h, r2h = I 2hh rh; and solve the error equation
A2he2h = r2h
on the coarse grid. Finally, set uh =uh + Ih2he2h and again relax a few (usually one or two) steps on the ﬁne grid. Based
on this two-level method, the V-cycle multigrid scheme is deﬁned recursively. Some good references for multigrid
methods are [5,18,26].
One type of multigrid scheme is algebraic multigrid, which uses only the structure of the matrix in the problem
to determine the coarsening process (choice of coarse grid and deﬁnition of interpolation/restriction operators). This
process is performed in order to ensure that the range of interpolation approximates the errors not sufﬁciently reduced
via relaxation. For a more detailed description of algebraic multigrid methods, see, e.g., [23,7,19,25,26]. Note that in
[7] the relation between algebraic multigrid and Schur complements is discussed. Algebraic multigrid methods are of
particular interest, in that they are the nearest methods to the approach taken in this paper.
It is expected that the multigrid method should converge at a rate independent of the ﬁne mesh size. However,
for certain problems, including elliptic problems with discontinuous or highly oscillatory coefﬁcients, as well as
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advection-dominated problems, such convergence does not occur for the standard multigrid method. One difﬁculty is
that the small eigenvalues of A are not necessarily associated with smooth eigenfunctions, a key assumption for the
standard multigrid method. For such problems, it is not as simple to approximate the smooth eigenfunctions on the
coarse grids. New methods for restriction and interpolation, or for treating the entire problem, must be found.
2.2. Wavelets
For notational purposes, a brief description of wavelets follows. For more details, refer to [8,9]. Wavelets basically
separate data (or functions or operators) into different frequency components and analyze them by scaling. The wavelets
can be chosen to form a complete orthonormal basis ofL2(R). And, due to the scaling of thewavelet functions, they have
time- or space-widths that are related to their frequency: at high frequencies, they are narrow, and at low frequencies,
they are broader. Therefore, they provide good localization of functions in both the frequency domain and physical
space, and representation by wavelets seems natural to apply to the analysis of ﬁne and coarse scales.
A multiresolution analysis (MRA) consists of a sequence of closed subspaces Vj ⊂ Vj−1 of L2(R), the scaling
spaces, that satisfy certain conditions. For every j ∈ Z, Wj is deﬁned as the orthogonal complement of Vj in Vj−1.
Wj are called the wavelet spaces. Deﬁne Hj and Gj to be the operators that transform the basis of the space Vj to the
bases of the spaces Vj+1 and Wj+1, respectively. The properties of Hj and Gj (assuming Hj and Gj are real-valued)
are
(i) HTj Hj + GTj Gj = I .
(ii) HjGTj = GjHTj = 0.
(iii) HjHTj = GjGTj = I .
Hj and Gj can be thought of in terms of ﬁlter theory, with Hj being a low-pass ﬁlter (i.e., allowing only low-frequency
values to pass) andGj being a high-pass ﬁlter (i.e., allowing only high-frequency values to pass). Thewavelet transform,
Wj : Vj → Vj+1 ⊕ Wj+1, is deﬁned by
Wj =
(
Hj
Gj
)
.
Note thatWj is orthogonal due to the properties of Hj and Gj .
In the discrete context, the wavelet operators are computationally efﬁcient. With respect to the Haar multiresolution
analysis, application of the low-frequency operator (Hj ) to an vector in Rn involves only 2n operations. The same
holds for the high-frequency operator (Gj ). So, the application of the wavelet transform requires only 4n operations.
In general, application of the wavelet transform requires O(n) operations, assuming a ﬁnite number of coefﬁcients for
the low- and high-frequency operators.
In two dimensions, the tensor product of one-dimensional multiresolution analyses is used. So Vj is deﬁned by
Vj = Vj ⊗ Vj . These spaces Vj then form an MRA in L2(R2). For each j ∈ Z, Wj is deﬁned as the orthogonal
complement of Vj in Vj−1. So,
Vj−1 = Vj−1 ⊗ Vj−1
= (Vj ⊗ Vj ) ⊕ [(Wj ⊗ Vj ) ⊕ (Vj ⊗ Wj) ⊕ (Wj ⊗ Wj)]
= Vj ⊕ Wj . (2)
Then, analogous to the one-dimensional case, deﬁne the operators Hj and Gj so that
Hj = Hyj Hxj
and
Gj =
⎛
⎝
G
y
jH
x
j
H
y
j G
x
j
G
y
jG
x
j
⎞
⎠
.
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Hj and Gj have the same properties as their one-dimensional analogues. As in the one-dimensional case, the wavelet
transform,Wj : Vj → Vj+1 ⊕ Wj+1, is deﬁned by
Wj =
(
Hj
Gj
)
.
Again, due to the properties of Hj and Gj ,Wj is orthogonal.
3. The wavelet multigrid method
3.1. A brief description of the method
A description of the application of the wavelet transform in one dimension to the two-level multigrid method for
symmetric ﬁne grid operators is discussed in [12], and a brief recap of the main idea is given in [10]. The following
is a brief description of the two-dimensional application of the wavelet multigrid method, with full details to be found
in [10].
Given the problem
Lju = f , (3)
where Lj represents the operator obtained by discretizing a two-dimensional partial differential equation on the ﬁne
grid, apply the wavelet transform to both sides of the equation and use the orthogonality ofWj to obtain
(WjLjW
T
j )Wj u =Wj f ⇒ (WjLjWTj )
⎛
⎜⎝
uL
uLH
uHL
uHH
⎞
⎟⎠=
⎛
⎜⎝
fL
fLH
fHL
fHH
⎞
⎟⎠ , (4)
where uL, fL ∈ Vj and (uLH , uHL, uHH )T, (fLH , fHL, fHH )T ∈ Wj . The subscripts L and H derive from the fact
mentioned in Section 2.2 that the operator Hj can be viewed as a low-pass ﬁlter and Gj can be viewed as a high-pass
ﬁlter.
WjLjW
T
j is computed, and the resulting matrix, denoted by L˜j , is partitioned to obtain
L˜j =WjLjWTj =
(
Tj Bj
Cj Dj
)
. (5)
Then, the block UDL decomposition of L˜j , where U is block upper triangular with unit diagonal, D is block diagonal,
and L is block lower triangular with unit diagonal, is computed and is used to ﬁnd L˜−1j . Deﬁne
u =
(
uL
uH
)
=
⎛
⎜⎝
uL
uLH
uHL
uHH
⎞
⎟⎠
and similarly f =
(
fL
fH
)
. Solving for u =
(
uL
uH
)
gives
u =
(
uL
uH
)
=
(
(Tj − BjD−1j Cj )−1(Hj − BjD−1j Gj )
−D−1j Cj (Tj − BjD−1j Cj )−1(Hj − BjD−1j Gj ) + D−1j Gj
)
f .
So,
u = (HTj − GTj D−1j Cj GTj )
(
(Tj − BjD−1j Cj )−1 0
0 D−1j
)(
Hj − BjD−1j Gj
Gj
)
f . (6)
Denote
Ih2h =
√
2(HTj − GTj D−1j Cj ) (7)
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and
I 2hh =
√
2
2 (Hj − BjD−1j Gj ) (8)
as the interpolation and restriction operators, respectively. Note that if the ﬁne grid operator Lj is symmetric, then
Cj = BTj and I 2hh = 12 (Ih2h)T. Plugging the interpolation and restriction operators deﬁned in (7) and (8) into (6) gives
u = Ih2h(Tj − BjD−1j Cj )−1I 2hh f + GTj D−1j Gjf . (9)
In multigrid, the error correction on the coarse grid is sought; i.e., the equation being solved is (9) with u replaced by
the error, e, and f replaced by the residual, r:
e = Ih2h(Tj − BjD−1j Cj )−1I 2hh r + GTj D−1j Gj r .
Assuming that GTj D
−1
j Gj r is small, i.e., r is almost in Range(H
T
j ), the error can be approximated by
e = Ih2h(Tj − BjD−1j Cj )−1I 2hh r ,
resulting in
(Tj − BjD−1j Cj )e2h = I 2hh rh.
The above assumption is good for most of the classical iterative methods, like Jacobi and Gauss–Seidel. Therefore, the
coarse grid operator is deﬁned by
Lj+1 = Tj − BjD−1j Cj , (10)
which is the Schur complement of Dj in L˜j .
Notes:
1. This coarse grid operator is the same as the operator obtained by solving for uL:
uL = (Tj − BjD−1j Cj )−1fL − (Tj − BjD−1j Cj )−1BjD−1j fH
= (Tj − BjD−1j Cj )−1(fL − BjD−1j fH ).
2. If the ﬁne grid operator is symmetric, then the coarse grid operator is Tj − BjD−1j BTj .
The above procedure may be repeatedly applied until the desired coarseness is reached. The multigrid method thus
formed deﬁnes the wavelet multigrid method. Notice that although the wavelet and scaling operators are periodic, this
method is applicable to any problem, even to those which are nonperiodic. However, regardless of the discretization
scheme used, the ﬁne grid operator must be a square matrix whose row size is a multiple of four.
4. Numerical considerations
Although Dj is not dense, its inverse is dense due to ﬁll-in. However, a signiﬁcant amount of decay is observed,
indicating that it is possible to increase the efﬁciency of the method in this area.
One step towards achieving this goal is to compute an approximate inverse using a factorized sparse approximate
inverse. In thiswork,we use the approach suggested by Salkuyeh in [24]. Salkuyeh’s approach is based onKolotilina and
Yeremin’s factorized sparse approximate inverse algorithm, FSAI; see [16,17]. The goal is to determine a factorization
of the form A−1 ≈ GUD−1GL, where GU is upper triangular, GL is lower triangular, and D is diagonal. This
approximation is determined by computing sparse approximate solutions to the systems of equations
ATi g
T
i = [0, 0, . . . , 1]T, i = 1, 2, . . . , n, (11)
Aihi = [0, 0, . . . , 1]T, i = 1, 2, . . . , n, (12)
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where Ai denotes the ith principal submatrix of A, GL = (gij ) and GU = (hij ), and gi is the ith row of GL and hi is
the ith column of GU. In Salkuyeh’s paper, these systems are solved using a self-preconditioned minimum residual
(MR) algorithm with dropping in the search direction (similar to that proposed in [6]), starting with an initial sparse
guess for the solution and iterating while the solution has fewer than the speciﬁed number of nonzeros, denoted by the
value lﬁl. In our work, lﬁl iterations of the MR algorithm are performed in order to avoid potential inﬁnite loops. Then,
structural requirements are enforced; namely, the inverse is required to have the same structure as (i) the matrix Dj for
all diffusion problems and for certain advection–diffusion problems when Haar wavelets are used, and (ii) the matrix
(Dj + DTj )2 for all other advection–diffusion problems (see [30] for the use of such structures for limiting ﬁll-in in
FSAI).
4.1. Cost of computing the approximate inverse
The bulk of the cost of the self-preconditioned MR algorithm with dropping in the search direction can be measured
in terms of the sparse matrix-sparse vector products and the sparse vector-sparse vector products. One sparse matrix-
sparse vector product is required to compute the initial residual, and each iteration of the algorithm requires one sparse
matrix-sparse vector product and two sparse vector-sparse vector products.
The MR algorithm is used to compute sparse approximate solutions to the systems in (11) and (12). For each i, these
systems have coefﬁcient matrices that are i × i, where i ranges from 1 to n, with n the number of rows of the matrix
whose inverse is being computed. Thus, the MR algorithm is run 2n times.
The ﬁnal major contributions to the cost of the approximate inverse are the computation of (i) D−1, which requires n
scalar inverses, and (ii) GUD−1GL, which requires nnz scalar products, where nnz is the number of nonzero elements
in GU, followed by one sparse matrix-sparse matrix product.
4.2. Computational complexity of the approximate inverse
The following brieﬂy examines the actual computational complexity of the approximate inverse for the wavelet
multigrid method. The value of lﬁl used to construct the approximate inverse of Dj depends on both the type of
problem and the level in the multigrid method. For the diffusion problems (see Section 5.1) using Haar wavelets, lﬁl
ranges from 5 to 11. For the checkerboard problem, best results are obtained by setting lﬁl for the ﬁrst level to the
number of nonzero elements in each row of Dj , which is equivalent to values of lﬁl ranging from 4 to 11. For the
remaining levels, the value of lﬁl is 6. Using Daubechies 4 wavelets, lﬁl for the diffusion problems ranges from 3 to 9.
For the advection-dominated advection–diffusion problems, for parabolic ﬂow, lﬁl using Haar wavelets for the ﬁrst
level is 1 and for the remaining levels, 6. For the problem with recirculant ﬂow, the ﬁll-in ranges from 1 to 9, depending
on the level. It must be noted that for this problem, the post-truncation structure is that of (Dj +DTj )2. Finally, for the
problem with skewed and recirculant ﬂow, using Haar wavelets, lﬁl is set to 1 for the ﬁrst level and from 3 to 12 for the
remaining levels, depending on the level and the ﬁne grid size; and using Daubechies 4 wavelets, lﬁl ranges from 5 to
10, depending on the level. For the problem with skewed and recirculant ﬂow, the post-truncation structure is also that
of (Dj + DTj )2.
The following two examples demonstrate the relationship between the choice of lﬁl and the (i) computational cost
of determining the sparse approximate D−1j and (ii) average convergence factor per cycle of the wavelet multigrid
method. For these examples, the computational cost is measured as the total number of arithmetic operations required
to compute the approximate inverse.
Example 1.
−∇ · ((1 + 0.8 sin(10√2(x − y)))∇u(x, y)) = 0 in ,
u(x, y) = 0 on , (13)
where  is the unit square centered at (0.5, 0.5). The computational cost of determining D−1j using FSAI as described
above and the resulting average convergence factor per cycle are compared in Table 1 for various values of lﬁl for the
two-level Haar wavelet multigrid method with a 64 × 64 ﬁne grid (so, n = 4096). The initial guess for all applications
of MR is the zero vector.
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Table 1
Average convergence factor per cycle and computational cost of FSAI for (13)
lﬁl Avge. convergence/cycle Computational cost (in Mﬂops)
10 0.1013 12.09
9 0.1011 10.01
8 0.1013 8.11
7 0.1011 6.38
6 0.1025 4.85
5 0.1042 3.51
4 0.1061 2.36
3 0.1067 1.44
2 0.1086 0.72
1 0.1114 0.21
Table 2
Average convergence factor per cycle and computational cost of FSAI for the checkerboard problem
lﬁl Avge. convergence/cycle Computational cost (in Mﬂops)
10 0.1123 8.52
9 0.1123 7.00
8 0.1123 5.63
7 0.1123 4.41
6 0.1124 3.33
5 0.1124 2.38
4 0.1125 1.57
3 0.1128 0.93
2 0.1779 0.44
1 0.1139 0.12
Example 2. Next, we look at the checkerboard problem, which is deﬁned by (15) with
a(x, y) =
{
105 if 0<x, y < 0.5 or 0.5<x, y < 1,
1 otherwise. (14)
The computational cost of determining D−1j using FSAI as described above and the resulting convergence factor are
compared in Table 2 for various values of lﬁl for the two-level Haar wavelet multigrid method with a 64× 64 ﬁne grid.
The initial guess for all applications of MR is the zero vector.
For both examples, as expected, as the value of lﬁl decreases so does the total computational cost of computing D−1j .
In addition, on average, the convergence factor increases. Multilevel multigrid is more sensitive to changes in the value
of lﬁl then the two-level multigrid.
4.3. Storage and other computational issues
The bulk of the remaining computational work occurs in the construction of the intergrid transfer and coarse grid
operators. Given a problem with N =n2 grid points, the application of the wavelet transform requires O(N) operations
(see [4] for more details regarding the fast wavelet transform). The construction of the intergrid transfer and coarse
grid operators each requires two sparse matrix-sparse matrix products and one sparse matrix-sparse matrix difference.
The storage requirements of the coarse grid and intergrid transfer operators are minimized by using sparse matrix
storage techniques, resulting in storage requirements of the order of the number of nonzero elements in each matrix.
5. Numerical applications
This section describes the numerical results of applying the wavelet multigrid method to various problems. For more
examples of applications, see [10]. Note that in [10] the method used to compute the approximate inverse is ILU(0)
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Table 3
Average convergence factor per cycle for diffusion problem with oscillation in x
Fine grid size Haar wavelet Daubechies 4 wavelet Homogenized Standard
32 × 32 (3 levels) 0.1167 0.1073 0.5456 0.4136
64 × 64 (4 levels) 0.1057 0.1053 0.8277 0.4216
128 × 128 (5 levels) 0.1057 0.1024 – 0.4030
Table 4
Average convergence factor per cycle for diffusion problem with oscillation along diagonals
Fine grid size Haar wavelet Daubechies 4 wavelet Homogenized Standard
32 × 32 (3 levels) 0.1371 0.1450 0.2211 0.4019
64 × 64 (4 levels) 0.1194 0.1193 0.4167 0.3546
128 × 128 (5 levels) 0.1257 0.1105 0.9018 0.3448
followed by truncation, which was found to be ineffective for certain larger problems. We compare the convergence
of the wavelet multigrid method with (a) the standard linear multigrid method using nine-point interpolation, full-
weighting restriction (a constant multiple of the adjoint of the nine-point interpolation, scaled so that the sum of the
weights is one (see [5,18])), and a coarse grid operator deﬁned by discretizing the equation on a grid with the appropriate
step size, and (b) the homogenization method (where applicable), using the homogenized coarse grid operator described
in [13,14] and the nine-point interpolation and full-weighting restriction operators. For all problems, unless otherwise
speciﬁed, numerical results are analyzed using, for the ﬁne grid in the interior: a 32×32 grid, leading to a 1024×1024
matrix; a 64 × 64 grid, leading to a 4096 × 4096 matrix; and a 128 × 128 grid, leading to a 16 384 × 16 384 matrix.
With respect to standard multigrid and multigrid with homogenization, an odd number of gridpoints is required, so
that we have a 31 × 31 grid, a 63 × 63 grid, and a 127 × 127 grid in the interior. In all problems, the stopping
criterion for all multigrid methods is ‖rk‖2 < 10−5, where rk is the residual obtained from the kth iteration of the
method.
5.1. Diffusion problems
Here, we look at the diffusion problem
−∇ · (a(x, y)∇u(x, y)) = 0 in ,
u(x, y) = 0 on , (15)
where  is the unit square centered at (0.5, 0.5) and a > 0. First, we examine two cases where a(x, y) is a highly
oscillatory function: oscillation in the x-direction, a(x, y) = 1 + 0.8 sin(10√2x), and oscillation along diagonals,
a(x, y) = 1 + 0.8 sin(10√2(x − y)). Results are examined using both Haar and Daubechies 4 wavelets.
Tables 3 and 4 compare the average convergence factor per cycle of the wavelet multigrid method (using Haar and
Daubechies 4 wavelets) with that of the homogenized multigrid and standard multigrid methods for the above described
problems. These tables demonstrate results using a ﬁxed coarsest grid size of 8 × 8 for each ﬁne mesh size. For the
diffusion problem with oscillation in x, the convergence of the wavelet multigrid method is independent of the ﬁne
grid size. The homogenized method, however, is highly dependent on the ﬁne grid size, failing to converge for the
127 × 127 ﬁne grid size. Although the standard multigrid method converges relatively independently of the ﬁne grid
size, convergence is much slower than for the wavelet multigrid method. For the diffusion problem with oscillation on
diagonals, the convergence of the wavelet multigrid method is relatively independent of the ﬁne grid size. However,
the homogenized method is again highly dependent on the ﬁne grid size. In addition, although the standard multigrid
method converges relatively independently of the ﬁne grid size, convergence is much slower than for the wavelet
multigrid method. For both problems, the wavelet multigrid method converges at least three times as quickly as the
standard multigrid method for most ﬁne grid sizes.
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Table 5
Average convergence factor per cycle and number of iterations to convergence for the checkerboard problem
Fine grid size Avge. convergence/cycle Number of iterations
32 × 32 (3 levels) 0.1065 14
64 × 64 (4 levels) 0.1178 14
128 × 128 (5 levels) 0.1186 15
256 × 256 (6 levels) 0.1300 16
Table 6
Average convergence factor per cycle for the advection–diffusion problem with parabolic characteristics and discontinuous boundary conditions
Fine grid size Haar wavelet Standard
32 × 32 (3 levels) 0.0651 0.0720
64 × 64 (4 levels) 0.1483 0.1240
128 × 128 (5 levels) 0.2342 0.2068
Next, we look at the checkerboard problem, which is deﬁned by (15) with
a(x, y) =
{
105 if 0<x, y < 0.5 or 0.5<x, y < 1,
1 otherwise. (16)
The results for the checkerboard problem are also quite good. Haar wavelets are used for this problem because a is
discontinuous. The standard multigrid method diverges for this problem, and the homogenized multigrid method is not
applicable. Table 5 displays the average convergence factor per cycle of the wavelet multigrid method and the number
of iterations to convergence. The table demonstrates results with a ﬁxed coarsest grid size of 8 × 8 for each ﬁne mesh
size. These results show that the convergence rate of the wavelet multigrid method is essentially independent of the
ﬁne mesh size.
5.2. The advection–diffusion problem
Here, we are investigating the problem
−u + b · u = 0 in ,
u = f (x) on , (17)
where is the unit square centered at (0.5, 0.5) and ‖b‖ >> > 0. In this problem, difﬁculties with multigrid methods
are encountered due to the fact that some of the components of the solution oscillate along characteristics [29,28].
So, moving to the coarse grid with the standard multigrid approach does not represent a good approximation to the
problem on the coarse grid. We apply the wavelet multigrid method to these problems to overcome this difﬁculty, since
application of the wavelet operator preserves the characteristics of the original problem.
To discretize, we use the standard ﬁve-point centered discretization for the diffusion term and a ﬁrst order upwind
scheme for the advection part of the equation. Although using ﬁrst order upwind introduces artiﬁcial diffusion into the
solution of the order of the mesh size squared, it provides a convenient test of the effectiveness of the wavelet multigrid
method. Symmetric Gauss–Seidel is used as the smoother in order to ensure that sweeps are performed in the direction
of the characteristics over the entire ﬂow ﬁeld. Results shown use  = 10−5. Where possible, the wavelet multigrid
method is compared to the standard multigrid method using symmetric Gauss–Seidel as the smoother. As discussed in
Section 1, the standard multigrid method may be modiﬁed to produce better convergence results (see e.g., [3,29,15]).
First, we have a comparison of the methods for (17), where b = ((2y − 1)(1 − x2), 2xy(y − 1)) and f (x) is
deﬁned by
f (x) =
{
1 if x = 0,
0 otherwise. (18)
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Table 7
Average convergence factor per cycle for the advection–diffusion problem with recirculant ﬂow and discontinuous boundary conditions
Fine grid size Haar wavelet Standard
32 × 32 (3 levels) 0.1362 –
64 × 64 (4 levels) 0.1945 0.7158
128 × 128 (5 levels) 0.3296 0.8380
Table 8
Average convergence factor per cycle for the advection–diffusion problem with skewed ﬂow and discontinuous boundary conditions
Fine grid size Haar wavelets Daubechies 4 wavelets
32 × 32 (3 levels) 0.1661 0.1681
64 × 64 (4 levels) 0.2297 0.2358
128 × 128 (5 levels) 0.3206 0.4220
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Fig. 1. Contour plot of the solution of the advection–diffusion problem with skewed ﬂow and discontinuous boundary conditions. Results are shown
for the 128 × 128 ﬁne grid, ﬁve-level multigrid. The boundary layer is clearly visible in the bottom left corner
Note that the discontinuous boundary condition will give rise to a boundary layer near the left-hand boundary. Also,
the characteristics are parabolic, resulting in ﬂow entering and exiting through the left-hand boundary. For both the
standard multigrid method and the wavelet multigrid method using Haar wavelets, convergence appears to be relatively
independent of the ﬁne mesh size, as can be seen in Table 6, which compares the average convergence factor per cycle
using a coarsest grid size of 8 × 8.
In a second example, b=(4x(x−1)(1−2y),−4y(y−1)(1−2x)), giving recirculant ﬂow (i.e., closed characteristics),
and f (x) is deﬁned by (18). For the 31× 31 grid, the standard three-level multigrid method fails to converge, although
convergence does occur for the two-level method. The wavelet multigrid method using Haar wavelets outperforms the
standard multigrid method, converging more than twice as quickly. In addition, the convergence rate of the wavelet
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multigrid method does not grow rapidly as the ﬁne grid size increases. The results are shown in Table 7, which compares
the average convergence factor per cycle using a coarsest grid size of 8 × 8.
The ﬁnal example uses the boundary conditions given by (18), but the advection component has both closed charac-
teristics and a skewed ﬂow, so that it does not line up with the grid. Here,
b = (sin(y1) cos(x1) + sin(y2) cos(x2),− cos(y1) sin(x1) − cos(y2) sin(x2)),
where
x1 = x2 + 0.5, x2 = (x − 1)2 + 0.5, y1 = y2 + 0.5, y2 = (y − 1)2 + 0.5.
The standard multigrid method fails to converge for this problem, but the wavelet multigrid method performs very well.
Convergence is rapid and the convergence rate is relatively independent of the ﬁne grid size for the Haar wavelets, and
does not grow rapidly with increasing ﬁne mesh size for the Daubechies 4 wavelets, as shown in Table 8, which displays
the average convergence factor per cycle for the wavelet multigrid method using both Haar wavelets and Daubechies
4 wavelets. Again, the coarsest grid size for all trials is 8 × 8.
The contour plot of the solution for a ﬁne grid size of 128 × 128 is given in Fig. 1. The boundary layer is clearly
visible in the bottom left corner of the plot.
6. Conclusions
The newmultigridmethod described in this paper, called thewaveletmultigridmethod, has been shown to be effective
and versatile. In many of those problems where the standard and other multigrid methods fail to converge independently
of ﬁne mesh size, the wavelet multigrid method does ensure such convergence. Also, the properties of wavelets should
permit the wavelet multigrid method to be efﬁciently applied in many cases through use of compression. The results
shown in this paper have demonstrated that it is worthwhile to further explore the usefulness of this new multigrid
method.
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