Abstract This study proposes an exact algorithm for the precedence-constrained singlemachine scheduling problem to minimize total job completion cost where machine idle time is forbidden. The proposed algorithm is an extension of the authors' previous algorithms for the problem without precedence-constraints and is based on the SSDP (Successive Sublimation Dynamic Programming) method. Numerical experiments will show that it can solve all instances with up to 50 jobs of the precedence-constrained total weighted tardiness and total weighted earliness-tardiness problems, and most instances with 100 jobs of the former problem.
Introduction
In this study we consider the single-machine scheduling problem to minimize total job completion cost subject to general precedence constraints (1|prec| ∑ f j (t)). A special class of this problem, the precedence-constrained single-machine problem to minimize total weighted completion time (1|prec| ∑ w j C j ) is well studied in the literature [1] [2] [3] [4] [5] [6] [7] and instances with up to 100 jobs were optimally solved even twenty years ago [3] . However, to the best of the authors' knowledge, there is no study on exact algorithms for the problem with more general objective functions. This motivates us to construct an exact algorithm for this class of problems.
For the single-machine problem without precedence constraints, the first author and his colleagues have already proposed efficient exact algorithms that can solve instances with up to 300 jobs when machine idle time is forbidden [8] and with up to 200 jobs when it is permitted [9, 10] . This study extends these algorithms to the precedence-constrained problem, but only the case when machine idle time is forbidden is considered. Numerical experiments will show that the proposed algorithm can solve all 50 jobs instances of the precedenceconstrained total weighted tardiness problem (1|prec| ∑ w i T i ) and total weighted earlinesstardiness problem (1|prec| ∑(αiEi + β i T i )), and most of 100 jobs instances of 1|prec| ∑ w i T i .
Problem description and network representation
Consider that n jobs (job 1, job 2, . . ., job n) are to be processed on a machine that can process at most one job at a time. Each job i ∈ N = {1, 2, . . ., n} is given an integer processing time p i > 0. An integer cost function f i (t) (t ≥ p i ) is also given for each job i and the cost f i (C i ) is incurred when job i is completed at C i . On some pairs of jobs i and j (i, j ∈ N , i = j), the precedence constraint that job i should precede job j (i → j) is imposed. All the precedence constraints are specified by an acyclic directed graph G P = (V P , A P ) with V P = {1, 2, . . ., n} such that i → j when (i, j) ∈ A P . A P is assumed to be transitively closed: if (i, k), (k, j) ∈ A P , then (i, j) ∈ A P . The minimal expression of the precedence constraints is given by G P = (V P , A P ), where A P ⊆ A P is the transitive reduction of A P . Preemption and machine idle time are forbidden and hence all the jobs should be processed in the interval [0, T ] where T = ∑ i∈N p i . The objective is to find a job sequence that satisfies the precedence constraints and that minimizes total job completion cost ∑ i∈N f i (C i ).
We treat this problem as a constrained shortest path problem on a directed graph. Let us introduce a dummy job n + 1 with p n+1 = 1, f n+1 (t) ≡ 0 that should be completed twice at time 0 and T + 1. Next, define a node set V by
An arc set A is defined by
where the length of an arc (v i,t−p j , v jt ) ∈ A is given by f j (t). Then, our problem is equivalent to find a shortest path from the source node v n+1,0 to the sink node v n+1,T +1 such that v i * is visited exactly once for any i ∈ N and that v is and v jt in the path satisfy
The optimal objective value is identical to the shortest path length, and v it visited in the shortest path corresponds to the completion of job i at t in an optimal solution. Hereafter, we use the following notation and definitions. A set of nodes visited in a path from v n+1,0 to v n+1,T +1 is denoted by P, and the path corresponding to P is referred to as "path P" for simplicity. Let L(P) be the length of a path P. Namely, L(P) is defined by
The number of occurrences of v i * in P is denoted by V i (P), which is defined by
Then, the constraints that P should visit v i * (i ∈ N ) exactly once can be written by
In addition, the precedence constraints can be expressed by
or, equivalently,
We denote the set of all the feasible paths satisfying these constraints by Q. Then, our problem (P) can be formulated as follows.
Lagrangian relaxation and dynamic programming
The proposed algorithm is based on the SSDP (Successive Sublimation Dynamic Programming) method [11, 12] as our previous algorithms [8] [9] [10] . This algorithm is similar to the cutting plane algorithm: it first computes a lower bound by a simple relaxation of the original problem, and then improves it successively by adding constraints (cuts) to the relaxation until the gap between lower and upper bounds becomes zero. Since all the relaxations are solved by dynamic programming, it is inevitable that the number of dynamic programming states increases as the number of added constraints increases. To cope with it, unnecessary states are eliminated in the course of the algorithm, which is the key point of the SSDP method. This section gives the relaxations used in the proposed algorithm. They do not differ much from those in our previous algorithm [8] . The primary difference is that all or part of the precedence constraints are penalized by Lagrangian relaxation. However, it does not follow that the original dynamic programming is applicable to the relaxations considered here. One of our main contributions is that it is applicable by simple modifications without increasing the time complexity, which will be explained in 3.4.
Lagrangian relaxation
We start from a Lagrangian relaxation of the original problem (P). Let us penalize the constraints on the number of occurrences (6) by μ O i (i ∈ N ) and the precedence constraints of the form (8) by μ P i j ≥ 0 ((i, j) ∈ A P ). Then, we obtain the following relaxation (LR 0 ):
By introducing ω i (i ∈ N ) defined by
(10) can be rewritten as
where
From (13), we can see that (LR 0 ) for a set of multipliers μ μ μ O and μ μ μ P is equivalent to the unconstrained shortest path problem on G, where the length of an arc
Therefore, (LR 0 ) can be solved by dynamic programming in O(nT ) time, as the relaxation of the problem without precedence constraints [13] .
Improvement by the constraints on successive jobs
To improve the lower bound obtained by (LR 0 ), the following constraints are imposed on (LR 0 ) as in the previous algorithms [12, [8] [9] [10] :
For any i ∈ N , nodes corresponding to job i, i.e., v i * should not be visited more than once in any λ + 1 > 0 successive nodes in a path.
A subset of Q satisfying these constraints on successive nodes is denoted by Q λ , and the relaxation with the constraints is denoted by (LR λ ). Here, we only consider (LR 1 ) and (LR 2 ). By defining
we introduce a reduced graph G S = (V, A S ). Then, (LR 1 ) becomes equivalent to the unconstrained shortest path problem on G S . On the other hand, (LR 2 ) remains the constrained shortest path problem even on G S . The time complexities of (LR 1 ) and (LR 2 ) are O(nT ) and O(n 2 T ), respectively.
Improvement by the constraints on adjacent pairs of jobs
The second constraints are derived from the dominance theorem of dynamic programming [14] for adjacent pairs of jobs [15, [8] [9] [10] . For the problem without precedence constraints, they restrict processing orders of adjacent pairs of jobs by checking their total costs. Here, we slightly modify them to ensure the consistency with the precedence constraints. Consider that two jobs i and
. In this case, we forbid the two jobs i and j to be processed adjacently. On the other hand, if (i, j) ∈ A P or ( j, i) ∈ A P , the two jobs can be processed adjacently, but their processing order is restricted by the precedence constraint. If no precedence constraint exists between the jobs i and j, i.e., (i, j), ( j, i) / ∈ A P , we compare the total completion costs of the two jobs when they are completed at t: f i (t − p j ) + f j (t) when job i precedes job j, and f j (t − p i ) + f i (t) when job j precedes job i. Then, the processing order that yields the larger cost is forbidden. If the two costs are identical, either (but not arbitrary) processing order can be forbidden without loss of optimality. To summarize, the processing orders of any adjacent pairs of jobs can be restricted and these restrictions are imposed on (LR 2 ) as constraints. This yields a new relaxation ( LR 2 ).
In the network representation, these adjacency constraints eliminate from G S , those edges corresponding to the forbidden processing orders. Thus, we define G S = (V, A S ) by
Then, ( LR 2 ) becomes equivalent to the shortest path problem on G S under the constraints on three successive nodes. The time complexity of ( LR 2 ) does not increase from (LR 2 ) and it can be solved in O(n 2 T ) time. Let Q 2 denote a subset of Q 2 composed of feasible paths for ( LR 2 ).
Recovering the relaxed constraints
In our previous algorithms [8] [9] [10] , the relaxed constraints (6) are partially recovered to generate a better relaxation. More specifically, for some
are imposed on the relaxation corresponding to ( LR 2 ). It is easy to see that the relaxation approaches to the original problem as m = |M | increases and they become equivalent when m = n (to be more precise, when m = n−1 if machine idle time is forbidden). This relaxation is solvable in O(n 2 2 m T ) time.
In this study some of the precedence constraints (7), i.e.,
are recovered at the same time. In addition, μ P i j is set to zero if i, j ∈ M . Clearly, the relaxation generated in this manner, which is referred to as ( LR m 2 ), becomes equivalent to (P) when M = N . Therefore, an optimal solution of (P) is obtainable by solving ( LR m 2 ) with M increased until the gap between the current upper bound and the optimal objective value of ( LR m 2 ) becomes less than one (note that the optimal objective value of (P) is integral). Our claim here is that ( LR 
Let us also define an m-dimensional vectorm n+1 bym n+1 = (0, . . ., 0). Next, we introduce a directed graph G m S = (V m , A m S ). The node set V m is defined by
where 0 0 0 m and 1 1 1 m denote m-dimensional vectors whose elements are all zero and all one, respectively. The arc set A m S is defined by We can apply the above arguments not only to the minimal precedence constraints (i → j for (i, j) ∈ A P ), but also to the transitive closure (i → j for (i, j) ∈ A P ), which improves the lower bound and reduces the graph more. To summarize, we are to solve the shortest path problem on a directed graph G m S = ( V m , A m S ) under the constraints on three successive nodes, where
Improvement by slack variable optimization
Since the precedence constraints (7) are inequality constraints, the lower bound can be improved by converting them to equality constraints with slack variables and then solving optimization problems with regard to the slack variables [4] . We apply this method to all the relaxations (LR 1 ), ( LR 2 ) and ( LR m 2 ).
Network reduction
As we can see from 3.4, the size of the graph in the network representation or, equivalently, the number of dynamic programming states to solve the relaxations increases as the number of added constraints increases. Therefore, we apply four methods to reduce the size of the graph [12, [8] [9] [10] ].
Reduction by upper bound
Unnecessary dynamic programming states can be eliminated by computing a lower bound passing through each dynamic programming states and comparing it with an upper bound [12] . In the network representation, we are to compute shortest paths passing through some node (in the case of (LR 1 )) or arc (in the case of ( LR 2 ) and ( LR m 2 )) by concatenating two shortest paths that reach that node (arc) from the source node and from the sink node, respectively. Such paths are obtainable by applying dynamic programming in both forward and backward manners. For details, please refer to [12, 8] jt ) can be eliminated. To break ties, the lexicographical order of job sequences is employed where the processing order of the best solution of (P), i.e., the solution yielding the best upper bound becomes the first in the order. This lexicographical order is also utilized as a tie-breaking rule in 3.3 to ensure the consistency.
Reduction by Constraint Propagation
The constraint propagation technique [16] [17] [18] [19] is exploited by the job time windows computed from the current graph [10] . In the case of (LR 1 ), for example, the time window [r i , d i ] of job i can be computed from G S by
Then, their consistency is tested. If, as a result, the time window can be reduced to
As the consistency tests, immediate selection [16, 18] , edge-finding [16, 17, 19] , not-first/not-last [16, 17, 19] , and one more simple elimination rule are applied in the proposed algorithm.
Immediate selection
The precedence relation i → j can be induced from job time windows if
We add such relations to the precedence graph G P and utilize them for eliminating unnecessary nodes of G m S (see (23) in 3.4). Conversely, job time windows can be updated by precedence relations. More specifically, r i can be updated by
where A = { j | ( j, i) ∈ A P }, and C(A ) denotes a lower bound of the maximum completion time of jobs in A calculated by
The dual argument holds for d i and it can be updated by successor jobs.
Multidisciplinary
Edge-finding
If job i and a set of jobs A ⊆ N \{i} satisfy
job i should be scheduled after all the jobs in A and r i can be updated by
The dual argument holds for d i .
Not-first/not-last
at least one job in A should precede job i and r i can be updated by
Direct elimination
It is clear that C i , i.e., the completion time of job i satisfies C i ≤ d j − p j if job i precedes job j, and C i ≥ r j + p i + p j if job i is preceded by job j. Therefore, for any (i, j) / ∈ A P , the node v it such that d j − p j + 1 ≤ t ≤ r j + p i + p j − 1 are eliminated.
Node compression
To reduce the required memory space, up to three successive nodes are compressed into one super-node [10] . This node compression is applied to those nodes whose in-degrees are one.
Proposed algorithm
Our proposed algorithm is summarized as follow.
Stage 1 An initial upper bound UB is computed. Then, the conjugate subgradient algorithm [20] is applied to the Lagrangian dual corresponding to (LR 1 ). After it is terminated, the reduction techniques in 4.1 and 4.3 are applied. The algorithm is terminated without entering the next stage if the gap between the best lower bound and UB is less than one.
Stage 2
The multipliers are re-adjusted by the conjugate subgradient algorithm for the Lagrangian dual corresponding to ( LR 2 ). An upper bound is computed every 5 iterations and UB is updated if necessary. The reduction techniques in 4.1 and 4.3 are applied every time when the best lower bound or UB is updated. The algorithm is terminated without entering the next stage if the gap between the best lower bound and UB is less than one. In this algorithm, an upper bound is computed in a similar way to those in [8] [9] [10] : a solution of a relaxation is converted to a feasible solution of (P), and then the enhanced dynasearch [21, 22] is applied to improve it. To convert to a feasible solution, we first remove all the jobs that break the precedence constraints or that occur more than once. Then, the jobs that do not appear in the partial schedule are inserted into it optimally or greedily. The enhanced dynasearch is extended to our problem simply by forbidding moves that break the precedence constraints. The initial upper bound is computed in the same manner, except that the length of the partial schedule is zero and all the jobs are inserted greedily.
Stage 3 The relaxation ( LR
In [8] [9] [10] , the Lagrangian multipliers obtained in Stage 2 are also used in Stage 3, while in the proposed algorithm they are re-adjusted for ( LR m 2 ) in Stage 3. It is because the duality gap of our problem is larger than that of the problem without precedence constraints, and hence it is necessary to improve the lower bound as much as possible. Another reason is that if jobs i and j appear in M , μ P i j is set to zero to remove the corresponding penalty term from the objective function, which affects the optimal solution of the Lagrangian dual much.
In Stage 3, the jobs to be added to M are determined as follows. For each job i ∈ M \N ,
is computed and a job with a larger (33) is chosen first. Ties are broken by the occurrences of corresponding nodes in G m S , and a job that occurs less frequently is chosen first.
Numerical experiments
The proposed algorithm is applied to the precedence-constrained single-machine total weighted tardiness problem (1|prec| ∑ w i T i ) and the precedence-constrained single-machine total weighted earliness-tardiness problem without machine idle time (1|prec| ∑(αiEi + β i T i )). Instances are generated from the OR-Library instances of 1|| ∑ w i T i with 40, 50 and 100 jobs (available from http://people.brunel.ac.uk/˜mastjjb/jeb/orlib/wtinfo.html). In the OR-Library instances, the processing time p i , the tardiness weight w i and the duedate d i of each job i were generated from the integer uniform distributions [1, 100] and [1, 10] , [T (1 − TF − RDD/2), T (1 − TF + RDD/2)], respectively. Here, TF and RDD are the tardiness factor and the range of duedates, respectively, which are chosen from {0.2, 0.4, 0.6, 0.8, 1.0}. There are five instances for each combination of n, TF and RDD, and hence 125 instances for each n. To generate instances of 1|prec| ∑ w i T i from the OR-Library instances, precedence constraints are added as in [3, 4] : for every pair of i and j (i, j ∈ N , i < j), whether the precedence constraint i → j is imposed on or not is determined by the specified probability P. The instances of 1|prec| ∑(αiEi + β i T i ) are generated by adding precedence constraints in a similar way to the instances of 1|| ∑(αiEi + β i T i ) used in [8] , which were generated from the OR-Library instances by choosing the tardiness weight β i = w i and by generating the earliness weight α i from the uniform distribution [1, 10] . We choose P as P = 0.005, 0.01, 0.02, 0.05, 0.1, 0.2 and thus there are 125 instances for each combination of n, P and the problem type. The computation is performed on a 3.4GHz Pentium4 desktop computer with 1GB RAM. The maximum memory size for storing the network structure (dynamic programming states) is restricted to 768MB. The results are shown in Tables 1 and 2 , where average (ave) and maximum (max) computation times over optimally solved instances (opt) are shown in seconds. For comparison, the instances without precedence constraints (P = 0.0) are solved by an improved version of the algorithm in [8] . Results for the instances with 100 jobs of 1|prec| ∑(αiEi + β i T i ) are omitted because more than 30% instances could not be solved. From the tables, we can verify that the proposed algorithm successfully solved all the instances with 40 and 50 jobs, and most instances with 100 jobs of 1|prec| ∑ w i T i after exhausting computation. Compared to the problem without precedence constraints, the duality gap in the precedence-constrained problem is larger and the problem is harder to solve. However, if the number of precedence constraints becomes much larger (P = 0.2), the problem becomes easier to solve because the processing order is restrictive. It seems that the hardest instances are those with P = 0.05.
Conclusion
This study constructed an exact algorithm for the precedence-constrained single-machine scheduling problem by extending our previous algorithms for the unconstrained problem. Numerical experiments showed that it can solve all the instances with 50 jobs of 1|prec| ∑wiTi and 1|prec| ∑(αiEi + β i T i ), and most instances with 100 jobs of 1|prec| ∑ w i T i , although CPU time is not so impressive for larger instances. To improve the algorithm, it seems necessary to reduce the size of the graph more by improving the lower bound via imposing some new constraints on the relaxations. It will also be necessary to extend the algorithm for the problem with machine idle time permitted. These are left for future research. 
