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Abstract
The automotive industry is actively supporting research and innovation to meet manufac-
turers’ requirements related to safety issues, performance and environment. The Green
ITS project is among the efforts in that regard.
Safety is a major customer and manufacturer concern. Therefore, much effort have been
directed to developing cutting-edge technologies able to assess driver status in term of
alertness and suitability. In that regard, we aim to create with this thesis a framework for
a context-aware driver status assessment system. Context-aware means that the machine
uses background information about the driver and environmental conditions to better as-
certain and understand driver status. The system also relies on multiple sensors, mainly
video and audio. Using context and multi-sensor data, we need to perform multi-modal
analysis and data fusion in order to infer as much knowledge as possible about the driver.
Last, the project is to be continued by other students, so the system should be modular
and well-documented.
With this in mind, a driving simulator integrating multiple sensors was built. This sim-
ulator is a starting point for experimentation related to driver status assessment, and a
prototype of software for real-time driver status assessment is integrated to the platform.
To make the system context-aware, we designed a driver identification module based on
audio-visual data fusion. Thus, at the beginning of driving sessions, the users are identified
and background knowledge about them is loaded to better understand and analyze their
behavior.
A driver status assessment system was then constructed based on two different modules.
The first one is for driver fatigue detection, based on an infrared camera. Fatigue is inferred
via percentage of eye closure, which is the best indicator of fatigue for vision systems. The
second one is a driver distraction recognition system, based on a Kinect sensor. Using
body, head, and facial expressions, a fusion strategy is employed to deduce the type of
distraction a driver is subject to. Of course, fatigue and distraction are only a fraction of
all possible drivers’ states, but these two aspects have been studied here primarily because
of their dramatic impact on traffic safety.
Through experimental results, we show that our system is efficient for driver identification
and driver inattention detection tasks. Nevertheless, it is also very modular and could be
further complemented by driver status analysis, context or additional sensor acquisition.
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Chapter 1
Introduction
1.1 Motivations
The automotive industry is actively supporting research and innovation to meet manu-
facturers’s requirements related to energy optimization, safety issues, performance, and
environmental protection. Cutting-edge technologies are designed to cope with intelligent
transportation systems in safety. To enable intra- and inter-vehicle communications, criti-
cal information, such as driver status (in term of alertness and suitability), road obstacles,
or lane departure, has to be assessed. This master’s thesis is part of the Green ITS project,
related to the aforementioned issues.
Safety is a major customer concern and has dramatically penetrated every aspect of auto-
mobile development. Introduction of sensor applications and innovations in microelectron-
ics will drive demand for automotive sensors, and it is estimated that the North American
light vehicle OEM market will increase 11.7 percent annually to $15.8 billion in 2014. As a
result, the primary objective of the Green Intelligent Transportation System (Green ITS)
project is to develop an efficient sensing and fusion system to support real-time decision
making for in-car environment and next generation transportation vehicle systems.
Despite all efforts to make cars a safe product, the main source of car accidents remains the
driver. It is estimated that 80% to 90% of fatal and injury accidents are driver-related [3].
The main causes include speeding, alcohol or drugs, distraction (such as phoning and tex-
ting), and drowsiness. In particular, fatigue and distraction have a strong impact on driver
1
alertness. It was shown, for example, that driving when drowsy increases crash risk up
to six times compared to normal driving [4]. Even worse, the crash risk when writing an
SMS is twenty-three times worse than driving with no distraction [5]. The National High-
way Traffic Safety Administration (NHTSA) estimates that over 30% of car crashes are
inattention-related, including distracted, “lost in thought”, sleepy, or fatigued drivers. It
is therefore of major importance to develop intelligent car systems able to assess, predict,
and avoid dangerous behavior by the driver.
Audio-visual interaction in intelligent vehicle systems has been an active research area and
is becoming a common feature in today’s smart cars. Driver’s assistance system based
on audio-visual sensors help drivers avoid or mitigate an accident by sensing the nature
and significance of the danger. These intelligent sensor interfaces can alert, warn, and/or
actively assist the driver. For example, sensors mounted above the steering wheel can
track the driver’s pupils and facial orientation to detect head movement, eye direction, and
blinking patterns. Intelligent interfaces based on voice recognition commands are designed
to facilitate some of the tasks that the driver has to perform, and hence reduce driver
distraction or inattention, which are major factors that lead to road accidents. Some
common speech-driven applications in the automotive industry include: hands-free mo-
bile communication, changing the radio station, controlling some of the car’s setting, or
finding directions by providing verbal commands to navigation systems. There is ongoing
competition between car companies to integrate new technologies and features into their
future models for enhancement to driver safety and communication capabilities. With the
increasing demand for more intelligent car interfaces in next generation intelligent vehicles,
new potential applications utilizing automatic recognition of driver distraction and fatigue
in the automotive environment have been of increasing interest.
Visual behavior is one of the most powerful, natural, and immediate means for detect-
ing human emotional, cognitive, physical, or psychological states. It is an interesting and
challenging problem that has an impact on several fields, such as human-computer in-
teraction, data-driven animation, etc. Efficient facial representation is a vital aspect of
automated driver state recognition, as face orientation, movements, and expressions are
the most discriminative features for this task. In addition, speech signals are one of the
most natural and commonly-used methods which can provide vital information about the
state of human stress or fatigue. Incorporating the emotional content from speech will
lead to a development of a more natural man-machine interaction. Driver performance
is also a good indicator of driver condition. When fatigued or stressed, the driving style
is very different, and analysis of sensor signals such as the steering wheel or pedals can
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be extremely helpful in determining the driver’s state. Last, physiological sensors have
demonstrated impressive capacity to determine the driver’s stress, inattention or fatigue.
They are, however, uncomfortable over long periods because of contact with the driver.
Therefore, we will limit the use of physiological sensors in our work. Sensor fusion is an
important area of intelligent vehicle and automated highway research. Multiple sensors
inevitably offer redundant and complementary sources of information, which could be uti-
lized to improve the overall robustness of the sensing systems.
The term ’context’ refers to information that can be used to characterize the situation of an
object. Context can be the object’s identity, auxiliary information, past activity, or intent.
In context-aware systems, data is processed in a manner that complements information
acquired using conventional cameras and supports the current needs of the system. Hence,
the system does not attend to all stimuli, but rather selectively chooses the information
required for recognition. This can dramatically shorten the time needed to extract useful
knowledge from information sources. In our proposed project context can refer to tempo-
ral (exact time), spatial (location from Bluetooth-connected GPS receivers), lighting, noise
level, and social information (the people with whom the target interacts). By combining
hard sensor information, such as where you are and the conditions around you, with soft
sensors, such as your social network, complex algorithms can compare what the camera
sees to a database of face images and movements to detect what the driver wants or needs.
Furthermore, introducing affective intelligence is a relatively recent approach that will have
a great impact on understanding the driver’s behavior and condition in next generation
cars, for enhanced driver safety.
Therefore, we propose a multi-modal-based detection and tracking system that incorpo-
rates the use of facial and body features, voice, heart rate, steering wheel signal, and
contextual information about the driver and the road, for detection of driver condition
and for enhanced communication. This will allow us to make use of the complementary
information from all modalities to improve the performance and robustness of the system.
1.2 Challenges and objectives
We aim to create an experimental testbed environment able to assess driver status based
on different sensor technologies and contextual information. This involves machine learn-
ing techniques and data fusion, in order to turn sensor data and context knowledge into
high-level information about driver alertness and attention. The project aims at studying
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challenges associated with multi-modal data acquisition inside the car environment and
developing efficient recognition solutions for intelligent car interface systems. This involves
many challenges, which we attempt to tackle in the proposed work.
1.2.1 Challenges
First, the noise surrounding the driver inside the car can severely degrade the speech recog-
nition. It comes from several sources, such as the vehicle’s motor, radio, fan, or even from
other people. The noise level as well as the nature of its sources makes the car noise signal
highly non-stationary. Therefore, efficient speech denoising without distorting the signal
is a critical issue.
Camera sensors mounted above the steering wheel are exposed to significant illumina-
tion variations. Shadows, reflections during daytime, glare and low light at night, or just
weather condition changes can severely alter the face aspect, and is likely to reduce system
performance.
Most of the existing work has focused on recognition of facial and audible expressions in a
constrained environment. For example, the face is near-frontal, and high-resolution sensors.
Emotional audio recognition is performed using pre-defined sequences of controlled emo-
tions. Inside a car, the driver is non-cooperative, meaning that he does not behave to help
the system. Therefore, face movements, high pose variation and non-cooperative talking
are aspects that will limit system performance compared to well-constrained environments.
Feature representation is a challenging task at many levels. It first requires accurate and
reliable data, involving pre-processing noise reduction, representation transformation, and
so on. It should be driver-independent, context-independent and stable in time. The
aforementioned issues regarding noise and light variation are only some examples of fac-
tors affecting accuracy. Moreover, the type of feature selected to ascertain the driver’s
state is also critical and should be carefully examined.
Last, the fusion of multiple sensors data is a complex task. Extracting meaningful informa-
tion from each sensor, and making it consistent with that of other sensors is a challenging
problem. Moreover, determining the importance of each signal and combining it accord-
ingly, requires good knowledge about both the signals and fusions strategies.
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1.2.2 Objectives
The project is subdivided into eight tasks to progressively and efficiently design the testbed/platform:
1. Literature review in the field of intelligent human-machine interactions in intelligent
vehicles. A comprehensive review of the different modules is to be conducted to
become familiar with the subject and existing approaches.
2. Identification and selection of sensors and data acquisition systems to collect relevant
measurements and data in the in-vehicle environment.
3. (a) Algorithm development for head localization and face detection for driver iden-
tification, and (b) natural voice command recognition for driver verification and
enhanced communication. The main objective is investigating the effect of noisy
conditions on the performance of each system independently, and proposing poten-
tial solutions to the challenges associated with each modality.
4. Development of systems for detection of driver condition. The main purpose of this
task is to develop a driver behavior monitoring system to investigate the influence of
different states on driving performance.
5. Design and development of a flexible multi-modal architecture to integrate the de-
veloped solutions into a common framework.
6. Investigate efficient ways to fuse different sensor and context information for enhanced
driver identification in uncontrolled conditions, and design of efficient man-machine
interaction for safe vehicle operation.
7. Generate potential internal/external warning signals for preventive action.
8. Carry out simulations to evaluate the solutions developed by the other tasks. Fur-
ther optimization and integration of selected existing simulation facilities, to support
laboratory evaluation, will be conducted.
Figure 1.1 is a summary overview of the different modules and tasks.
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Figure 1.1: Overview of the project
1.3 Project overview
Regarding the original objectives, Tasks 1, 2, and 3 were fully completed. Other tasks are
still in progress. For example, the current work focuses on the visual behavior of Task 4 and
does not take into account other type of sensor entries. A strategy for the multi-level sensor
fusion has been designed, but was not integrated into the platform. The system architecture
has been designed and is now integrated in the software, but it probably needs refinement
for future research. The accident-prevention warning system strategy is, for now, a simple
beeping system. It could probably be improved later on. Last, optimization, tests, and
evaluations need continuous updates. Below is a description of what was achieved in the
project in the scope of the master’s degree.
1.3.1 Literature review
This chapter is a literature review in the field of man-machine interaction systems for
intelligent vehicles. First the state of the art of systems for navigation and road monitoring,
voice command, driver identification, and driver status assessment is described. Then,
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the architecture of man-machine interaction systems is explained in detail. As most of
our work is on driver status assessment and driver inattention, we illustrate our ideas
with publications and examples related to that specific field. More precisely, we define
different types of data acquisition systems, popular features extracted from the original
data, analysis and fusion, and the type of decisions and outputs provided by such systems.
Last, we provide a summary table of publications directly related to our work.
1.3.2 Framework design for experiments and assessment of the
proposed approach
After reviewing the possible prototypes to collect relevant measures and data in the in-car
environment, we present our solution. We have built a driving simulator system associated
with various sensors. The driving simulator uses a realistic driving software, City Car
Driving, and several sensors, such as an infrared camera, a microphone array, a Kinect,
and a heart rate monitor. Most of the signal can be acquired in real time and interfaced with
a dedicated software package. Last, we describe the experiments that have been carried
out on the simulator to determine driver fatigue and inattention of eight volunteers.
1.3.3 Driver identification
In this chapter, we tackle the problem of audio-visual data fusion for driver identification.
Person identification inside an actual car involves a number of difficulties compared to
the common indoor studies found in the literature. We have used the AVICAR database,
recorded inside a car, to tackle the challenges associated with this environment. We have
used Gradientfaces for face recognition, GMM for voice recognition, and different types of
fusion modules to find the optimal one. The fusion based on a nearest neighbor classifier has
shown the best accuracy. We obtain classification results close to 100% using data fusion,
compared to 15% to 70% using single experts only. We also integrated this algorithm into
our driving simulator and we validated its robustness based on audio and video sequences
recorded on our platform.
1.3.4 Driver fatigue detection
This chapter presents a driver fatigue detection strategy based on a single infrared cam-
era. We first developed a new approach for driver eye tracking and blinking, based on an
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improved version of a particle filter. We used two different state transition models and two
different observation model distributions to adapt the tracking depending on the situation.
This approach is robust to significant face rotations or partial occlusion. Then, based on
the estimated eye position, we developed an eye blink detector and compute the percentage
of eye closure, found to be the best feature in vision systems for fatigue detection. Eval-
uation was done on five different people, executing a challenging sequence of movements
and blinking patterns. Results show that our method is robust to face rotation, partial
occlusion, and illumination variation.
1.3.5 Driver distraction level assessment
Based on Kinect sensor and computer vision tools, we have built an efficient module for
detecting driver distraction, and recognizing the type of distraction. Based on color and
depth map data from the Kinect, our system is composed of four sub-modules analyzing
eye behavior, arm position, facial expressions, and facial orientation. Each module pro-
duces relevant information for assessing driver distraction. They are merged together later
on using two different classification strategies: AdaBoost classifier and Hidden Markov
Models. Evaluation is done on our experimental testbed. Qualitative and quantitative
results show strong and accurate detection and recognition capacity (85% accuracy for the
type of distraction and 90% for distraction detection).
This chapter is an introduction to the work proposed in this thesis. We first define our
motivations: automotive industry demand for intelligent systems keeps increasing, mostly
to improve vehicle safety. On the other hand, audio-visual-based man-machine interactions
are becoming commonplace in intelligent vehicles, and can greatly help in determining driver
status in term of alertness and concentration. Context and other physiological sensors
can also reveal information useful in that task. Therefore, we aim to design a contextual
and multi-modal-based driver status identification system. We then describe our objectives
subdivided into eight tasks, and the main challenges associated therewith. Last, we give an
overview of the thesis by giving a short description of each chapter.
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Chapter 2
Literature review
2.1 Overview of man-machine interaction systems in
intelligent vehicles
There are a number of man-machine interaction systems available in a car. A steering
wheel, for example, would be the most basic, serving the most important task, directing
the vehicle. In recent intelligent vehicles though, most man-machine interaction systems
are either for entertainment or safety. In this section, we provide examples of commercial
products and research on safety-related man-machine interaction devices. Among them,
the so-called advanced driver assistance systems (ADAS) are comprised of a large variety
of device. We propose to review some of them.
2.1.1 Navigation and road monitoring systems
Global positioning systems (GPS) are probably one of the most popular ADAS systems
in today’s cars. The technology is now mature and many car manufacturers integrate
them into their models. Other driver assistance systems related with the physical road
include, for example, blind spot detection, collision avoidance, and lane departure or lane
change assistance. Each of these systems are currently commercialized and used in high-end
vehicles. However, road monitoring (including pedestrians, obstacles, road signs or other
vehicles) is still an open problem and a very active field. Based on RADARs, LIDARs, vision
systems, or some combination thereof, many prototypes and studies are being conducted
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to improve the reliability and efficiency of the technology. This issue is outside the scope
of this work, but a few surveys exist in the field [6], [7], [8].
2.1.2 Voice command systems
Car technology is constantly being improved and comes with more and more features, some
of which can distract the driver. Therefore, reducing the manual and visual distraction
related to those devices should improve their alertness. In that regard, voice command
seems to be a very promising field. Even if most voice recognition systems available today
have a small dictionary of words and commands, the market should evolve quickly and
will offer products with larger dictionariess and wider fields of application. Currently, the
driver is able to use voice command mainly for GPS and navigation systems. It should
evolve later on to Siri-like applications, allowing the driver to use voice command for hotels,
restaurants, fuel, directions, weather, or road conditions.
Another important issue voice recognizer developers are struggling with is noise. In a noisy
environment, the voice signal is strongly distorted, thus affecting the word recognition rate
and the reliability of the system [9], [10]. Speech recognition in the noisy environment is
an entire field of research in its own right, and is outside the scope of this work.
Examples of commercial voice command systems for vehicles include Ford Sync [11], Lexus
voice command [12], Chrysler UConnect [13] or Buick Intellilink [14].
2.1.3 Driver identification systems
Another type of man-machine interaction system in a car is driver identification. This type
of system is not directly related to driver assistance or safety, but can be used by intelligent
systems to know more about the driver and background. Popular person identification
methods are based on the face, voice, iris or fingerprints. Numbers of commercial products
currently exist for person identification in indoor environments. FaceLab [15], for example
is an eye-tracking tool, but also has a face recognition tool. Safran Morpho [16], global
leader in multi-biometrics technologies offers numerous of access control terminals based
on face, voice, or fingerprint identification.
Of particular interest to us are identification systems using a combination of these features,
and especially audio and video, as for example [17], [18], [19], [20], or [21]. These multi-
modal person identification systems are as yet used for indoor applications only, and, to
our knowledge, no such product exists for car applications.
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Driver identification inside a vehicle can be performed using various approaches. A few
groups have proposed driver identification systems based on behavior signals from the
pedals and steering wheel [22], [23], [24], but the most popular approach so far seems to
be fingerprint-based. For example, Bayometric [25] has created a web-based registration
and identification system based on fingerprint recognition. The system is currently used
for taxi companies. The CarGuard system [26], from the Canadian Biometric Human
Identification Center, is a fingerprint identification system to prevent vehicle and freight
theft. Using a simple card ID system, the driver ID system by FleetVision [27] is a simple
approach for driver identification and a complement to car keys. In the future, Volkswagen
plans to integrate a biometric driver identification system based on an infrared camera [28].
The technology is currently not mature enough for a reliable commercial product.
2.1.4 Driver status assessment systems
As most accidents are driver-related, it is of great interest to monitor the driver themselves
and assess their alertness and their ability to take the right decision in case of imminent
danger. There are many types of driver status that can negatively impact the driver’s
behavior on the road. Among these are frustration, anger, sadness, stress, fatigue, distrac-
tion, intoxication, and so on. Therefore, different types of systems have been designed to
assess the particular status of the driver.
Driver emotions and frustration
Emotions and mood can deeply influence driver performance on the road. Therefore, it is
of great interest that intelligent cars should be able to access driver emotional state and
respond accordingly. In that regard, a few groups have worked on driver emotion analysis,
either based on speech [1], [29], [30], facial features [31], [32], audio-visual combination
strategies [33], or multiple physiological sensors [34]. Emotions of interest in a vehicle are
usually classified into eight different states, namely: anger, frustration, grief, sadness, bore-
dom, happiness, contentment and surprise. They can be positioned on a two-dimensional
axis based on valence and arousal (see figure 2.1).
Among these emotions, driver rage and driver frustration are probably the most dangerous
ones on the road. According to the frustration-aggression hypothesis [35], frustration
is defined as an interference with goal-directed behavior, and it generates an aggressive
inclination to the object or person perceived as its cause. In the context of driving, a
driver’s goal is to go from one point to another with a minimum of interruptions. Thus,
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Figure 2.1: Representation of emotions along valence and arousal axes (Picture from [1])
traffic, red lights, pedestrians, or dangerous surrounding drivers are all potential reasons
for driver rage and diminished performance. In that regard, a few studies [36], [37] have
focused on that particular emotion.
Once emotional state is assessed, the intelligent vehicle can adapt its environment to im-
prove the driving experience. For example, changing the play-list to more relaxing or more
enthusiastic songs, or modifying warning displays could positively affect the driver’s emo-
tions. However, to our knowledge, no commercial products associated with this technology
have been released yet.
Driver fatigue and distraction
Driver fatigue and distraction have been intensively studied recently as they are responsible
for a huge proportion of road accidents. They differ from emotions in the sense that it is
the driver’s decision to avoid them. A system can detect if the driver is tired or not, but
the decision of taking a nap is on the driver solely. Both fatigue and distraction are part
of driver inattention. They should however be differentiated.
Inattention is the most general term. It was defined in [38] and seems to have an accepted
general definition as follows:
“Driver inattention represents diminished attention to activities that are critical for safe
driving in the absence of a competing activity”.
12
Differences between inattention, distraction, and fatigue have been extensively discussed
in [38], [39], or [40]. In most cases, when considering inattention of a driver, only distraction
and fatigue are taken into account. Emotions, though, can also be considered as cognitive
distraction.
Fatigue can be defined as a combination of symptoms and a subjective feeling of drowsiness.
No general definition has been accepted so far, but the European Transport Safety Council
has suggested that fatigue “concerns the inability or disinclination to continue an activity,
generally because the activity has been going on for too long”. The causes for fatigue can
be physical, physiological, or psychological [40].
The NHTSA [41] has defined distracted driving as “an activity that could divert a person’s
attention away from the primary task of driving”. Unlike fatigue, distraction is much more
tightly bounded in time and does not affect the driver on a long-term basis. It is commonly
classified into three categories, namely
• Manual distraction: The driver takes their hands off the wheel. This includes, for
example, text messaging, eating, using a navigation system, or adjusting the radio.
• Visual distraction: The driver takes their eyes off the road, for example, reading or
watching a video.
• Cognitive distraction: The driver’s mind is off driving. This can happen when talking
to other passengers, texting, or simply thinking.
The literature in the field of driver inattention is extensive. More details are provided later
on in this chapter, and table 2.1 is a summary of interesting publications directly related
to our work. Recent literature reviews in this field have also been published and provide a
good overview of the state of the art [42], [43], [44], [45], [46].
Recently, commercial products, such as Eye Alert [47], Delphi’s Driver State Monitor
(DSM) [48], Toyota and Lexus’ Driver Attention Monitor [49], or SMI’s InSight system [50]
have been conceived to detect driver fatigue and inattention using cameras inside a vehicle.
Other products such as Volvo’s Driver Alert Control system [51], Ford’s Driver Alert [52],
and Volkswagen’s Fatigue Detection system [53], rely on road monitoring and steering
wheel movements to detect fatigue.
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Figure 2.2: General architecture of man-machine interaction systems
2.2 Man-machine interaction system architecture
Any man-machine interaction system is characterized by inputs, processing and outputs.
Sophisticated man-machine interaction systems usually involve a hardware part, for input
acquisition and output display/audio, and a software part, including data processing and
analysis. More specifically, such a man-machine interaction system can be divided into four
parts as shown in figure 2.2. First, the system needs raw input data from sensor acquisition.
Then, using signal processing and data cleaning, we turn this raw data into meaningful
information. This stage is called feature extraction. Next, we analyze this information,
either by performing decision rules, statistics, machine learning, or fusion strategies. In
this way, we turn this information into knowledge. This knowledge will make possible any
decisions by the system and interactions with humans.
This architecture is general for any man-machine interaction system, but we focus our
explanations in this section on the particular case of driver status systems, which is the
heart of our work.
2.2.1 Sensor acquisition
Below is a list of sensors we can find inside a car and their utility for driver status assess-
ment.
14
Physiological sensors
Physiological sensors are able to capture driver physiological data such as heart rate, brain
activity, hand moisture, or breathing. These types of sensors are excellent indicators of
stress, fatigue, or any emotion. For driver emotion and inattention detection, Healey
et al. [34] have used electrocardiogram (ECG), electromyogram (EMG), skin conductivity
(EDA), and chest cavity expansion for measuring driver stress level. Electroencephalograms
(EEG) are also popular and efficient sensors for driver fatigue, as mentioned by Shiwu et
al. [54]. Last, Damousis et al. [55] have used electro-occulogram (EOG) for high-precision
eyelid activity, claiming that similar results could be obtained with high frame rate cam-
eras. Nevertheless, physiological sensors are intrusive and cannot be used inside a car for
commercial applications. They can be used as ground truth for studies, but they do not
represent a realistic solution for driver inattention monitoring.
Microphones
Voice can be exploited as a powerful indicator for emotional driver state. Several groups
have equipped their simulator or car with microphones to record and analyze voice [1], [29],
[56]. Inside a vehicle, noise can affect the signal severely, and using a single microphone
with no denoising strategies is not feasible. Denoising can be done by denoising algorithms
using a single microphone, as Tawari et al.. did [29]. Otherwise, beamforming techniques
can be applied to the signal using a microphone array. Beamforming allows noise reduction
with no heavy processing, as it only relies on the spatial position of the microphones and
wavelength superposition.
Cameras
As facial expressions are a very natural feature for driver emotions and inattention, many
existing systems exploit a camera as their main (sometimes only) sensor. Either a single or
a pair of cameras is used. When more than one camera is involved [57], stereo-vision can
be done, providing a powerful tool for face orientation estimation and tracking. However,
stereo-vision methods require calibration as well as complex and heavy computation to be
efficient. Another reason for using more than one camera is to have better resolution on
a particular area of the face. For example, Ji et al. [58] have used a pair of cameras: one
monitoring the entire face, the other one focusing on the eyes.
In a vehicle, the use of an infrared (IR) camera coupled with an infrared illuminator makes a
lot of sense, as it is less sensitive to outdoor illumination and works even at night. Ji [58] [59]
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from [58] from [60]
Figure 2.3: On the left, an infrared camera and illuminators device. On the right, an
illustration of the bright (a) and dark (b) pupil effects, and resulting frame subtraction
and Bergasa [60] have developed an efficient infrared illumination system, insensitive to
light variation and convenient for eye detection. The system consists of two rings of infrared
LEDs with a camera in the middle. The two rings are turned on alternately to light the
driver. The inner ring makes the pupils of the driver very bright (similar to the red eye
effect with a color camera), whereas the outer ring leaves them dark. Inner and outer
ring activations are synchronized with the frame acquisition. The image resulting from
the subtraction of two successive frames is illumination-independent and characterized by
a sharp contrast in the pupil area (see figure 2.3).
Recently, Li et al. [61] have used a Kinect and its associated SDK for driver fatigue recog-
nition. The advantage of Kinect is that it provides a depth map associated with a color
image. This makes face and body detection and tracking much easier.
2.2.2 Feature extraction
The feature extraction is extremely important as it provides higher-level information to
the system for further analysis. Depending on the sensor, feature extraction is either
extremely straightforward, or requires a lot of processing and complex algorithms. For
example, physiological sensor data are typically one-dimensional signals, and tend to repeat
in time. Spectral analysis is therefore the most appropriate tool for feature extraction. On
the contrary, video-cameras provide two-dimensional signals, varying in time. Feature
extraction in this case requires complex computer vision tools for eyes, head, and body
detection and analysis. Let us characterize the behavior of fatigued or distracted drivers
before explaining the type of feature we can extract from the different sensors.
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Behavior of inattentive drivers
When tired, drivers try to resist sleep, and show very specific symptoms such as
• frequent yawning
• nodding
• slow and infrequent head motion
• increased duration and frequency of eye closure
• mental confusion
• slow reactions
• moving body and head to reduce muscular tensions
• shallow breath
• increased heart rate
The symptoms vary depending on the driver and do not appear at the same degree of fa-
tigue, but most of them can be observed and analyzed with vision systems. In particular,
the PERCLOS (percentage of eye closure) has been found to be a valid physiological mea-
surement for driver fatigue [62]. Kircher et al. [63] have extensively reviewed the validity
of symptoms defining drowsiness. When extremely tired or falling asleep, the driver is not
able to follow the road properly. Therefore, they are subject to lane deviation, and their
slow reactions make them use the pedals and steering wheel with slower movements.
Driver behavior when distracted depends on the type of distraction. Some distractions are
much more demanding than others, and some can be a combination of the three categories.
For example sending an SMS is considered to be one of the most distractive actions inside
a vehicle, as it requires manual, visual, and cognitive attention. In general, when cognitive
distraction is involved, the behavior of inspecting the forward view is modified: the field
of view tends to be narrowed, and use of the mirrors is reduced. According to Rantanen
et al. [64], the visual field can shrink up to 13.6% because of a cognitive distraction. It is
commonly accepted that the eye glance pattern [65] and more precisely eyes-off-road glance
duration and head-off-road glance time are good measures of distraction. In term of driver
behavior on the road, Raynney et al. [66] suggested that distraction involved an important
lack of vehicle control, such as drifting to the wrong side of the road, or unexpected speed
changes.
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Physiological features
Spectral analysis of heart rate variability shows that the 0-1Hz range is a sensitive indicator
of driver fatigue [67], [68]. Moreover, electroencephalograph (EEG) has been found to be a
valid, objective, and accurate measure of driver inattention using δ, θ, α, β, and σ brain
wave activities [54], [69]. When strong cognitive distraction is imposed on the driver, the
heart rate increases by up to 8 bpm, which can be a good indicator of driver distraction [70].
For distraction, the EEG also contains information about cognitive demand and driver’s
engagement in the task [71].
Driver performance-based features
Using indicators of driver performance, it is also possible to infer the level of inattention.
Driver performance corresponds to how well a driver is behaving within the road environ-
ment. Have they noticed all important signs on the road, do they stay in the right lane,
are they too close to other vehicles, are they driving smoothly? Feature extraction in these
cases is not necessarily related to the aforementioned sensors and can involve steering wheel
movements, pedal activity, or any sensor related to road monitoring. Popular features in
that case includes standard deviation of the lateral position of the vehicle [72]; [73]; steering
wheel and pedal speed and acceleration; steering wheel angle and heading error [72]; or
headway tracking [74] (distance between the vehicle and the car in front). These features
have been found to correlate well with driver inattention [73], but they are also affected
by external factors such as driver experience, road type, weather, and outdoor lighting.
Moreover, the measures rely on long-term statistics and the system is unable to predict
immediate dangers such as micro-sleep events.
Vision-based features
Feature extraction with vision systems is a key component. The accuracy of the extracted
features directly impacts the system performance. An efficient feature extraction system
often relies on a good localization of body, face, and eyes. A more extensive review of
computer vision tools for these tasks will be described later on.
For driver inattention, the so-called eyes-off-road glance duration and head-off-road glance
time are considered as valid measures for visual distraction, and can be assessed using
an embedded camera [65]. For driver fatigue, PERCLOS (percentage of eye closure) [62]
is considered to be the best correlated physiological feature. Other behaviors such as
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yawning [59], [58], [57], nodding [60], [75], face motion [57], [61], [75], gaze estimation [60],
[58], or blink detection [76], [55], are also popular features, widely used in the field. Several
statistics like PERCLOS, gaze distribution, and yawning or nodding frequencies can be
computed based on the aforementioned features to provide higher-level features.
2.2.3 Data analysis
Once features are extracted from a single or multiple sources, this information should be
turned into an even higher level of understanding for the system to be able to make a
decision. The term data analysis includes many possible approaches.
Sometimes, simple decision rules can be applied for decision making. For example one can
consider that a signal over a certain range, or showing a very specific and easily detectable
behaviour is enough to make a decision: PERCLOS over 50% [62], or high activity of
the heart rate variation around 0.1 Hz in the spectral domain are indicators of extreme
fatigue [67]. Appropriate thresholds on those measures can be enough to decide if a driver
is dangerously tired.
When the signal is too complex, the decision is non-linear, or too many dimensions are
involved, simple decision rules cannot be efficiently applied. Therefore, we need to use
machine learning, probabilistic, or regression techniques. For example, drowsiness has
been successfully assessed using EEG features and SVM [77] or KPCA [78]. Chua et al. [79]
have used a multi-linear regression for ECG and PPG-based fatigue detection.
Sometimes, it is necessary to combine features of different natures. We talk in that case
of multi-modal data fusion. The features can come from the same sensor (typically a
camera, see table 2.1), or from different sources. The most popular fusion techniques
are: fuzzy logic; Bayesian networks and dynamic Bayesian networks; machine learning
techniques such as neural networks; or different types of heuristics and decision rules. In
the case of multiple sources, approaches, such as in Daza et al. [72], have used both driver
(PERCLOS, nodding, etc.) and driving (lane variation, steering wheel movements, etc.)
data to assess fatigue via artificial neural networks. Fletcher et al. [80] have successfully
merged driver gaze and road information to detect if a driver was missing any road sign.
Their approach was based on correlation and regression techniques to associate gaze and
road information. Last, Li et al. [61] have used all of computer vision, steering wheel signal,
and pulse oximeter to infer driver fatigue. In this case too, fusion was done through an
artificial neural network.
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2.2.4 Decision-output
Last, the decision and output are made available to the driver. The output can be very
different depending on the type of system and its primary goal. A GPS system displays
on a screen the map and itinerary, possibly with audio output to give the driver real time
indications. A voice command system will respond according to the driver’s order, for
example by turning on the radio, or increasing the temperature.
In the case of a driver status assessment system, an important difference between emotions
and inattention has to be noted. For emotion recognition, the system should try to atten-
uate negative ones and make the driving more pleasant. This can be done by changing the
type of music a driver is listening to, or by modifying the temperature inside the vehicle,
for example. For driver inattention, the driver is the only one able to improve the situation,
and the best the system can do is share that information. The most straightforward strat-
egy is to emit a warning or a beep to make the driver aware of their dangerous behavior. If
tired, the system can suggest a nap or a break to the driver. If inattentive, it can ask the
driver to be more careful, and, if possible disable the source of the distraction. Another
possibility is to share the message with other vehicles, asking other drivers to be careful
and aware of the danger.
We summarize in table 2.1 the main approaches used for fatigue and inattention detection
using computer vision, as directly related to our work.
This chapter is a literature review in the field of man machine interaction systems for in-
telligent vehicles. First the state of the art is described for navigation and road monitoring
systems, voice-based command systems, driver identification systems, and driver status as-
sessment systems. Then, the architecture of man machine interaction systems is explained
in details. As most of our work is on driver status assessment and driver inattention, we
illustrate our ideas with publications and examples related to this specific field. More pre-
cisely, we define different types of data acquisition systems, popular features extracted from
the original data, methods of analysis and fusion, and the types of decisions and outputs
provided by the systems. Last, we provide a summary table of publications directly related
to our work.
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Publication Sensors Features Fusion
Bergassa et al. [60] 1 IR camera, PERCLOS Fuzzy logic
bright/dark pupil Eye closure duration
alternation blink frequency
nodding
face position
fixed gaze
Smith et al. [76] 1 color camera eye blinking Finite state
eye rotation automaton
gaze tracking
D’Orazio et al. [81] 1 color camera eye blinking Gaussian mixture
PERCLOS model
Damousis et al. [55] Electro-occulogram Blink duration Fuzzy logic
(no camera) blink interval
blink frequency
lid closure duration
lid opening duration
Ji et al. [59], [58], [2] 2 IR camera, Yawning frequency Bayesian network
bright/dark pupil AECS [58] and dynamic
alternation PERCLOS Bayesian
gaze distribution network [59]
fixation saccade ratio
head tilt frequency
Senaratne et al. [75] 1 color camera PERCLOS Fuzzy logic
slouching
position adjustment
nodding
Li et al. [61] Kinect Head position Neural networks
head orientation
eyebrow position
blink frequency
blink duration
Bergassa et al. [57] 3 visible cameras Head pose none
PERCLOS
yawning
Zhao et al. [82] 1 visible camera Yawning Neural networks
Nodding
Eye closure
Yuging et al. [83] 1 visible camera PERCLOS none
Face rotation
Li et al. [84] 2 visible cameras Yawning none
Fan et al. [85] 1 visible camera Eye blinking Bayesian network
Yawning
Table 2.1: Computer vision-based inattention detection systems
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Chapter 3
Framework Design for Experiments
and Assessment of the Proposed
Approach
This chapter presents the solution adopted for our framework design. We have designed
and created a driving simulator, and mounted on it different types of sensor for recording.
A software interface was implemented to allow easy and centralized data acquisition. Last,
experiments have been carried out on the simulator for driver fatigue and inattention
analysis.
3.1 Motivations and specifications
As part of the framework of a multi-modal context-aware man-machine system, we need
a reliable platform for carrying out experiments and running demos. Most of the time,
teams choose to evaluate their systems either in real cars ( [57], [60], [80], [81], [1]) or driv-
ing simulators ( [61], [86], [87], [58], [59]). We have chosen the driving simulator strategy
as much more affordable and convenient for the development and the evaluation. Driver
simulators also provide a safe environment to put the driver in very dangerous situations.
Specifications for our driving simulator and experimental testbed are as follows:
• low-cost
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• realistic driving experience
• multi-sensor acquisition capacity
• real time data processing capacity
• recording and storage capacity for off-line data analysis.
Among studies using a driving simulator, the description of the simulator itself was rarely
extensive as it was not the purpose of the study itself. A few papers, though, were a bit
more explicit about their experimental platform [87], [88]. A literature review on existing
driving simulators used for research was written by the Institute for Transport Studies of
the University of Leeds [89] although it is a bit out of date now.
The price of a driving simulator can run from a few thousand dollars to a few millions.
The main pricing difference is the capacity of providing a realistic driving experience to the
driver. The most expensive ones such as the Mercedes-Benz High-Tech Driving Simulator,
consist of a real car surrounded by a 360o giant screen, in a dynamic platform to simulate
inertial forces and vibrations of the road. Other high quality simulators used for academic
research are the one at the CEIT research center [90], or the VTI simulator in Sweden [91].
They both include numerous sensors for collecting data about driver activity.
For a much lower budget, companies like STsoftware [92] or Stisimdrive [93] offer all-in-one
driving simulator packages, including both equipment and software. These are mainly used
for driving schools, and sometimes for research [87], but they are unfortunately outside our
budget (around $30 000). Some papers [88] propose solutions to build a low cost-driving
simulator, while providing realistic sensations for the driver. The price of such a setup is
also too expensive for us (around $16 000), but it provides some good references and ideas
to build our own setup. Last, video game amateurs have built their own driving simulator
for personal purposes, and present possible low-cost solutions. Figure 3.1 is an overview of
a few existing simulators.
3.2 Hardware and equipment
Figure 3.2 shows a final version of the driving simulator. The detailed product list and
prices can be found in appendix A. Below is a description of the system components.
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Mercedes-Benz Unveils High-Tech
Driving Simulator
StiSimDrive simulator from the
Cobvis-D project [87]
CEIT’s naturalistic simulator
(from [72])
VTIs driving simulator during the
SENSATION IP Pilot 2.5 [55]
A low cost simulator (from [88]) STsoftware Jentig50 simulator [92]
Figure 3.1: A few existing driving simulators
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Figure 3.2: Driving simulator
3.2.1 Driving simulator
For the driving simulator itself, including structure, display system, and driving software,
the following equipment was ordered:
Cockpit
This is basically a seat with a steering wheel/pedal/shifter mount and a monitor stand. We
have chosen the Obutto oZone cockpit, which provides good equipment for an affordable
price.
Driver input system
This includes steering wheel, pedal, and shifter, compatible with the driving simulation
software. We have chosen the Logitech G27 racing wheel which is a standard piece of
good-quality equipment, compatible with most of the driving software.
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Driving simulation software
There are many packages, at many prices. Affordable driving software that is not also
racing software are somewhat rare, though. We have chosen City Car Driving V1.2, which
is very affordable while being realistic for city driving. A large panel of maps and many
options are available, such as traffic density, weather, and time of day, vehicle type, and
so on.
Triple monitor display
For this, we need an additional option for the cockpit: the triple monitor mount, and
three monitors. The ASUS VH242H LCD Monitor is an affordable one with a good screen
quality. Moreover, to stretch the display to three screens, we need an additional graphic
expansion. We have chosen the Matrox-TripleHead2Go as it is officially compatible with
the software. Last, the original graphic card was not powerful enough to support high
resolution with a triple monitor display. We have ordered an additional graphic card to
solve this problem.
Loud speakers
A set of speakers for the software audio output. We already had some available in the lab.
3.2.2 Sensors
Microphone array
We have chosen the Andrea Electronics Microphone DA-350 which is a high-quality mi-
crophone for hand-free car application.
Near-infrared camera
Based on the bright/dark pupil illumination system proposed by Ji et al., two cameras
were ordered and built by the Hong Kong Polytechnic University. The cameras are low
cost CMOS sensors with an original resolution of 640 × 480 and a frame rate of around
twenty-five frames per second. The LED rings emit light at 850mn (near infrared spectrum).
The cameras are working properly, but the alternation between inner and outer rings is too
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slow to provide an acceptable frame rate and clean frame subtraction. Therefore, we use
the cameras in inner ring mode only (bright pupil effect) to make eye localization easier.
Kinect
A Kinect for Windows was ordered before doing experimentation. The reason for this
choice is that the infrared camera was not working as expected. Moreover, we found that
the recent release of the Kinect SDK provided a very efficient face tracker, able to assess in
real time facial orientation and expressions. This feature is extremely helpful for further
analysis. Moreover, the Kinect is equipped with a microphone array.
Heart rate monitor
At the same time as the Kinect, we found that a heart rate monitor could be useful in
our experiments. The CMS-50E OLED Fingertip Pulse Oximeter is an affordable heart
rate monitor and oximeter. The device is simply clipped to a finger and is quite light and
unobtrusive. Car manufacturers now plan to integrate a heart rate sensor directly into the
steering wheels of future smart cars, making the monitoring non-intrusive. The heart rate
and oxygen rate can be transferred to the computer in real-time.
3.2.3 Other
Computer desktop
The desktop runs the driving software and the data acquisition software at the same time.
Additional monitor
During driving sessions, the driving software is displayed on the three monitors. We needed
an additional one to get access to our own software. The fourth monitor is mounted on top
of the others and a pivoting arm allows visualization of the software by the experimenter
only, to avoid driver distraction.
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Figure 3.3: Software interface
Lighting setup
In order to simulate several lighting conditions for the tests, a set of projectors was or-
dered. The InspironPhoto 2400W kit is a photography package with several spotlights and
softeners, providing a wide range of lighting conditions.
3.3 Software
Figure 3.3 is a screenshot of the GUI. The software was written in C++ using Qt for the
GUI and audio acquisition. Video acquisition and computer vision processing is done using
OpenCV library. The steering wheel and pedal signal are collected using the Microsoft
Dinput library. The main functionalities are described below.
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3.3.1 Inputs and recording
The left side of the interface is related to inputs and recording. The list of inputs accessible
by the interface are listed in 1. If the checkbox is checked, the input is actually plugged
in. This includes:
• infrared camera
• Kinect
• Microphone
• Steering wheel and pedal signals
Input states can be viewed on frames 3 (IR camera and Kinect), 4 (Audio), and 5 (Steering
wheel and pedals).
The list of inputs to record can be checked and unchecked in 2. When clicking on Record
button, each stream is recorded in an appropriate file whose name is the timestamp of the
starting time (same for each stream). Data from the Kinect is recorded in two separate
AVI files (for depth and color). The steering wheel signal is synchronized with the camera
frames, or is acquired every 10 ms if no camera is recorded. The signal is saved in a text
file with a timestamp for each sample. If the driving software is on, it is possible to record
the road. To avoid too much writing on the disk at the same time, the road is recorded
using screenshots taken every second and stored in a specific folder.
3.3.2 Real-time functionalities
Functionnalities are in the middle column of the interface. This includes a driver identifi-
cation module and a few demos.
The driver identification system described in chapter 4 is available in the interface. On
frame 6, the user can choose the type of recognition (consistent with available inputs), and
press Identify when ready. Menu 7 also has a driver identification section to add a new
user, add more data, or build a model for the database.
The fatigue detection algorithm described in chapter 5 was also added to the interface
(button A). Eye tracking and eye blinking results are displayed in frame 8, and real-time
statistics such as PERCLOS or blinking frequency can be displayed in frame 10. The user
can save these statistics in a text file by checking Save outputs. The checkbox Display
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Warnings enables beep and popup display if PERCLOS is above 50%. Eye tracking demo
(button B) is the same as fatigue detection, except that eye blinking detection and statistics
computation is disabled.
Kinect face tracking (button C) uses the Kinect SDK to track the face. Eyes are displayed
in frame 8, and face orientation and facial expressions are represented by the face below
the eyes. Head pitch, yaw and roll values are available in frame 10.
If City Car Driving is open, driver performance can be accessed by starting the Road warin-
ings demo (Button D). Indeed, whenever the driver makes a mistake on the road, City Car
Driving displays a warning on the screen. Based on the screenshots and image processing,
we can recognize these warnings in real-time and integrate them into the interface. They
are displayed in frame 9.
Last the Ring alternance demo (Button E) shows how the IR camera is alternating between
the inner and the outer rings.
3.4 Data collection
In order to create a context-aware human-machine interface, we need some data to work
on. Therefore, we have prepared a series of tests to put the different drivers in distracted
and fatigued conditions. More details on the experiments can be found in appendix B.
3.4.1 Experimental platform
A total of eight drivers were asked to participate in the study. This number seems to be
reasonable compared to similar studies (The number of drivers for experiments is usually
between eight and ten). Drivers were either men (six of them) or women, from different
countries (Egypt, Iran, France and Singapore), either wearing glasses (four of them) or not,
with ages varying from twenty-four to forty years old. They were all experienced drivers,
but using their car at varying frequencies. The study was reviewed and received ethics
clearance through the Office of Research Ethics at the University of Waterloo.
Every aforementioned sensor was used during the study, except the microphone array,
as Kinect already had one. The IR camera was focused on the driver’s head, while the
Kinect recorded the entire upper body. Screenshots of the road were taken every second.
Data recording was done directly on the desktop computer, except for Kinect data (video
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and audio), which was recorded on a separate laptop using Kinect Studio. Heart rate
monitoring was uploaded to the computer after each session.
3.4.2 Procedure
Each driver was first introduced to the car driving simulator and asked to drive for a few
minutes to become familiar with the simulator. They were then explained the general
context and instructions. During the driving sessions, instructions were displayed on the
screen.
The drivers were recorded during four fifteen-minute sessions. Two sessions were in the
morning, when the driver was awake and alert, and two sessions at the end of a full
business day, when the driver was tired. Each session was either on a highway with low
traffic, or in the city with higher traffic. During each session, the driver had to follow a
well-defined procedure involving several tasks putting them into distracted situations. Half
of the sequence was normal driving, the other half was distracted driving. The different
tasks the driver had to accomplish were:
• making a phone call (the phone conversation was done through a headset, where a
computer voice asked the driver to repeat predefined sentences)
• drinking
• sending an SMS
• adjusting the radio
• looking at a map (with no need to search or localize anything)
• looking at an outdoor object (the driver was asked to look at a panel and write down
on his phone the digits written on the panel)
These actions are of course a small subset of all possible distractions in a car, but we did
our best to make it representative of the most common and general distractions.
The night sessions were slightly different from the morning ones. Drivers were asked to
simulate extreme drowsiness by doing the following actions:
• closing their eyes for a few seconds
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• yawning
• nodding
and the last session was a little bit longer to allow ten minutes of driving without any
distraction.
In total, twenty-eight driving sessions (out of thirty-two) were suitable for analysis. Figure
3.4 shows sample frames from the driving sessions.
After reviewing the possible prototypes to collect relevant measures and data in car envi-
ronment, we present our solution. We have built a driving simulator system associated to
various sensors. The driving simulator uses a realistic driving software, City Car Driving,
and several sensors, such as an infrared camera, a microphone array, a Kinect, and a heart
rate monitor. Most of the signal can be acquired in real time and interfaced with a dedicated
software. Last, we describe the experiments that have been carried out on the simulator to
determine driver fatigue and inattention of eight volunteers.
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Figure 3.4: Examples of driver actions
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Chapter 4
Driver Identification
In this chapter, we describe a driver identification system based on audio and video data
fusion. Our method was tested on the AVICAR database [94], which consists of audio-
visual sequences of subjects inside a vehicle. Then, the algorithm was implemented and
adapted to our driving simulator. The results showed that the system is very efficient for
our specific application.
4.1 Motivations
In context-aware man-machine interaction, the term context refers to information that can
be used to characterize the situation of an object (in our case, the driver). Contextual
information can be object-independent or object-dependent. In the case of a driver inside
a vehicle, the type and vehicle model, the weather, the time of day, or the type of road
are driver-independent. However, background knowledge about the driver, such as age,
sex, nationality, profession, or sleep disorders, is another type of context able to improve
assessment of the driver’s state. In that regard, it is of great interest to start a driving
session by identifying the driver, so as to use background knowledge associated with this
particular subject.
Biometrics data fusion for subject identification has been widely studied in the past few
years, for a number of applications and contexts [95], [96]. The idea of using several ex-
perts and combining them to increase the accuracy of the recognition is quite natural, and
early work on that field even predates audio-visual research. Audio-visual data fusion for
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person identification is still an active topic, and several papers examining it have been
published. For example, Wasniowski [97] made a short but interesting description of data
fusion principles for biometric verification, suggesting that Support Vector Machine (SVM)
was an efficient classifier for the fusion stage. Fox et al. [17] have proposed a robust person
identification system using face, mouth, and speech experts. Fusion of these three is done
by a weighted sum rule that does not require any training, and adapts to the reliability
of each expert given the test conditions. Ben-Yacoub et al. [18] tested audio-visual person
identification using several classifiers (Bayesian network, decision tree, SVM, MLP, etc.).
They concluded that the most efficient classifier, in their case, was the Bayesian network.
Munoz et al. [19] used a modular neural network with fuzzy integration to perform data
fusion of face, fingerprints and voice. Using SVM, Wang et al [20] achieved robust biomet-
ric identification fusing irises, face, and fingerprints. Based on expert weighting according
to reliability, Jiang et al. [21] built an efficient audio-visual human recognizer for human
machine interactions. However, there are very few papers which consider the outdoor iden-
tification. To our knowledge, only Vajaria et al. [98] have considered this possibility, and
nobody has published anything entirely dedicated to driver identification based on audio-
visual data fusion.
4.2 Voice and face identification
We chose to restrict our driver identification to face and voice recognition only, performing
data fusion to increase the recognition rate. These two experts have the advantage of
being complementary [33], and can be efficiently combined. In this section, we describe
the methods we used for face and voice recognition.
4.2.1 Voice recognition
Voice recognition is a mature field, and standard acoustic methods are quite efficient for
this task [99]. It is actually a much easier task than automatic speech recognition, even
where the recognition rate can be significantly affected by noise. Several classifiers can be
used to train the system, such as Gaussian Mixture Models or Hidden Markov Models.
Most of the time we used the well-known MFCC [100] features as an input of our classifier.
First, we selected a speech segment of an arbitrary length for each speaker and we ex-
tracted the MFCC features for this segment. The signal was divided into frames of 32 ms
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with a Hamming window and a 50% overlap between frames. For each frame, we computed
a twelve-dimensional MFCC vector. For each speaker, we ended up with a set of MFCC
features proportional to the length of the segment.
Second, we trained a Gaussian Mixture Model (or GMM) for each speaker [101]. The GMM
classifier aims to approximate the probability distribution of the training set with a linear
combination of Gaussians. To do this, we used for each speaker the set of MFCC features
corresponding to the training segment. We set the number of Gaussians to 50, and we
computed a first estimate of the mean and variance of each Gaussian with k-means clus-
tering. We then used ten iterations of the expectation maximization algorithm to obtain
the final GMM parameters. We ended up with a number of GMM equal to the number of
speakers.
The recognition was done as follows: given the testing speech signal of a particular subject
Ai, we compute the MFCC features for this signal. These features correspond to the
observations Oi. We would like to know the probability Pr(λj|Oi), where λj is the class
corresponding to the subject Aj. Theoretically, we should have
Argmaxj(Pr(λj|Oi)) = i
which simply means that the most likely subject, given an observation, is the subject who
has produced the observed signal. We can determine this using the Bayes rule:
Pr(λj|Oi) = Pr(λj)Pr(Oi|λj)
Pr(Oj)
In practice, Pr(λj) is set to be equiprobable for each class, Pr(Oi|λj) is simply found using
the GMM of the class λj computed in the training phase, and Pr(Oj) does not depend on
the class we are looking for and can be omitted.
If we just wanted to perform voice recognition without any fusion, the decision would be
done simply by selecting the class corresponding to the highest probability. However, we
keep the probability for each class as our voice expert, to be further transmitted to the
fusion module. Figure 4.1 shows the architecture of the voice recognition module.
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Figure 4.1: General architecture of the voice recognition module
4.2.2 Face recognition
Face recognition has received significant attention over the past two decades. The recogni-
tion methods can be categorized into two classes. One is based on template matching and
is local, and the other is based on dimensionality reduction and uses the entire face. We
will here focus on the dimensionality reduction class, and use the method called Gradient-
faces [102]. We chose this method for various reasons: first, it is said to be illumination-
invariant, which is a critical point for our application. Second, it does not require perfect
alignment to identify the face, which is one of the main weaknesses of the template match-
ing approaches. Last, it is pretty quick to compute, compared to other approaches solving
recursive and complex differential equations to remove the luminance.
First, we extracted some frames from the video records for each subject. We isolated the
head using a Haar cascade classifier trained for face detection, which is available in the
OpenCV library. The head area was isolated and resized to a 64 by 64 pixel square. We
only considered the grayscale of the image for now. Once this was done, we applied the pre-
processing step of the Gradientfaces algorithm. The idea was to compute the Gradientface
G of an image I. This corresponds to the orientation of the gradient of an image along the
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Figure 4.2: Example of original images in different illumination conditions, and their as-
sociated Gradientfaces.
two axes x and y. Mathematically, G is defined as follows:
G = Arctan(
∂I/∂y
∂I/∂x
)
The image was first smoothed by a Gaussian kernel, then we created two derivative im-
ages by applying derivative kernels (in x and y directions) to the smoothed image. Last,
the Gradientface was obtained using the two derivative images. This method is relatively
simple and quick to apply. Moreover, it is shown to outperform some more complex prepro-
cessing methods for illumination-invariant face recognition. Figure 4.2 shows an example
of Gradientfaces images.
The next steps strongly rely on the Principal Component Analysis (PCA) applied to face
images [103]. Now, each image is seen as a vector of N dimensions, where N is the num-
ber of pixels. The dimensionality of this space is too high to be used for classification,
therefore, we need to use a dimensionality reduction tool. If we consider that the set of
all possible faces correspond to a very small subset of all the images of dimension N, then
it is possible to reduce the dimensionality by finding an appropriate basis to express this
subset. The PCA is able to find such a subspace. It actually finds the eigenvectors of
the covariance matrix of an input set. The eigenvectors whose eigenvalues are the highest
correspond to the more relevant one. Taking the first k eigenvectors (ranked with respect
to their eigenvalues) usually allows correct estimation of the input set.
In practice, we transformed all the 2D images into a 1D vector and put them side by side
so as to form an N ×M matrix, where N is the number of pixels for each image and M
is the total number of images. We then computed the covariance of this matrix and apply
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Figure 4.3: General architecture of the face recognition module
the PCA. In our case, we used half of the eigenvectors (or eigenfaces) found this way. We
then projected each image on each eigenface in order to express each image in the new
basis. It is important to note that we use the PCA only once for all the images (unlike the
GMM for audio). The testing was done by expressing the image we want to classify in the
basis formed by the eigenvectors, and simply finding the nearest neighbor in the training
set in term of cosine distance. For our experiments, we used several test images for each
subject. In this case, we computed the mean vector of all the images of the same subject.
Figure 4.3 shows the global architecture of the face recognition module.
4.3 Fusion
4.3.1 Overview
By definition, data fusion is the process of integration of multiple data and knowledge rep-
resenting the same real-world object into a consistent, accurate, and useful representation.
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Figure 4.4: General architecture of a fusion module
In our case, the information extracted by voice and audio are complementary, and can be
efficiently combined to improve the recognition rate. Fusion can be performed at differ-
ent stages of the classification. Two popular approaches are feature fusion and decision
fusion [104].
Feature fusion consists in putting together features from the different sources and consid-
ering them as a unique vector for classification. In practice, this approach may not be
appropriate for the following reasons: first, the number of features for each source may
not be the same, so we would not attribute the same weight to each expert. Second, too
large a number of features may lead to the curse of dimensionality for some classifiers,
thus leading to poor performance in the classification. Feature fusion is not very common
in audio-visual fusion, given that the natures of the two sources are too different to be
efficiently merged.
Decision fusion considers the two modalities as a new feature. Face and voice recognizers
are used as experts, rather than classifiers. This means that instead of providing an output
as a class, it provides an output as a confidence score. In our case, the confidence score for
the voice recognition will be the log likelihood for each observation to belong to a class. For
the face, it is the cosine distance of the testing and training subspaces, determined by prin-
cipal component analysis. The overall scheme of a fusion module is presented in Figure 4.4.
4.3.2 Tested approaches
Normalization
Before applying any of the rules, the first step is to normalize the confidence scores from
each expert to make them more consistent. Indeed, the scores for audio and video corre-
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spond to two different spaces and cannot be compared as is. Normalization methods can
be the min-max rule, the Z-norm, or the tanh transformation. Normalization also exists
in probabilistic inference, and consists of making all the probabilities sum up to one for a
factor.
Basic decision rules
Among basic decision rules, the sum, product, and max rules are the most common. The
sum and the product rule consist of summing (or multiplying) the N elements of each expert
together (N is the number of outputs from each expert) and taking the class corresponding
to the maximum value.
A heuristic, the weighted sum rule
As was explained earlier, decision fusion has the advantage of providing ways to assess
the reliability of the source. Once this is known, it is possible to increase the accuracy of
the recognition of the sum rule by assigning a particular weight to each expert. The first
approach we will test is a heuristic approach to improving the results of the basic decision
rules described earlier. We will consider the weighted sum rule defined as:
l(Os, Of |λi) = αsl(Os|λi)norm + αf l(Of |λi)norm
with αs being a weight assigned to the speech scores, and αf being a weight for the face
scores. To find the αs, we need to determine a measure of confidence in each of the experts.
Some studies [105] have relied on measures based on the signal itself, for example, the SNR
ratio for speech, and image quality for face. In practice, it is not easy to take these metrics
into account. Indeed, an image can be high quality, but misalignment or strong facial
expressions can highly corrupt the recognition. In addition, using different metrics for
each expert may be difficult to normalize and merge. Some attempts have been made to
learn the optimal parameters [106], but we will here focus on a much simpler approach.
Our goal is to find a way to express the reliability of each source. Based on the work of
Fox et al. [17], we will use the following metric for each expert:
ξm =
l(Om|λn1)norm − l(Om|λn2)norm
mean(l(Om)norm)
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where Om represents a speech or a face observation, and λn1 (resp λn2) represents the class
with the highest score (resp the second highest). Based on this score, it is now possible to
find a mapping between the alphas and the ξm. Fox et al. have used an iterative procedure
to optimize the αm, but it seemed to be inappropriate in our case, since the distribution of
the scores of face and speech experts were very different, even once normalized. Our best
results were achieved simply by taking the αm as a normalized version of the ξm using the
min-max rule.
Learning approaches
The last approach we have tried is to use a classifier that requires training. We choose first
to use an SVM, as some papers on face or audio-visual identification [97] have claimed to
obtain excellent results with this kind of classifier.
We constituted a training set by running the face and voice recognition modules (in classi-
fication mode) for each subject twenty consecutive times. Each time, we selected different
frames and speech sequences from our database. For a given observation, the output of the
face expert (as well as the voice expert) was a vector of twenty output scores (one value
for each subject in the training set). Therefore, the training set was a set of 400 vector
(20 different subjects × 20 consecutive times.) each of them containing 40 features (20
subjects × 2 experts). We then train a twenty-classes SVM, one class for each subject.
4.4 Experimental results
4.4.1 Database and conditions
Most of the literature on audio-visual data fusion uses the XM2VTS audio-visual database
[107]. This database consists of almost 300 subjects recorded during four sessions, each of
them separated by one month. Each subject is recorded by a microphone and a camera.
The subjects has to run through a predefined scenario including talking, moving their face
and changing their expressions. This database has the advantage to be a reference database
to compare the different audio-visual data fusion algorithms, but it is not appropriate in
our case for the following reasons:
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• the subjects are filmed in front of a dark screen, so that face detection is straightfor-
ward;
• illumination is static and optimal;
• the audio is clean. This avoids many difficulties as MFCC features are extremely
noise-sensitive.
For our application, the audio-visual recognition must be efficient inside a vehicle. There-
fore, we evaluated our method using two different database. Most of the experiments and
evaluation have been conducted on the AVICAR database, therefore the evaluation mostly
analyzes results from AVICAR samples, and numerical results are provided for our own
database for information. Figure 4.5 shows sample frames from the two databases.
The first of these is the AVICAR database [94]. The AVICAR database consists of one
hundred subjects recorded inside a car, uttering letters, numbers, and sentences. The car
was equipped with four cameras and eight microphones. They have been recorded in five
different driving conditions: The car stationary (IDL), the car at 35 mph with the windows
closed (35U), then 35 mph with the windows open (35D), and last, 55 mph with the win-
dows closed and open (55U and 55D). Each driving session was typically six minutes long.
For our tests, we only selected twenty subjects, which is more than the usual number of
regular drivers of a given vehicle. For each subject, we select 20s of audio, and ten frames
of video for training and testing. Of course, we use different driving sessions for training
and testing.
The second database was recorded in our driving simulator, either during the data collec-
tion phase described in Section 3.4, or during other recording tests. Video was obtained
with the infrared camera, and audio was either from the microphone array with no back-
ground noise, or the Kinect microphone with car background noise. We have a total of ten
different subjects, recorded under different illumination conditions. Three subjects were
recorded three months before the data collection, and again during data collection.
4.4.2 Results without data fusion
Before starting evaluation of data fusion, we must have an idea of the performance of each
expert.
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Figure 4.5: Sample data from the AVICAR database (first two rows) and our own database
(last two rows)
For Audio, the results are given in Table 4.1. As was explained in the previous section, we
used, for training and for each subject a 10 s sequence corresponding to the TIMIT [108]
sentences in the IDL condition.
Our first experiment was to test the improvements with a denoising algorithm. We uses
for thit the MMSE denoiser filter [109]. The results suggest that this filter can increase
the recognition rate, especially when the noise level is not too high. We then changed
the length of the testing data to find what the minimum required length for good perfor-
mances is. In this experiment, we would expect that the more we increase the number of
the testing data, the better the results. This supposition is true for very short sequences
(a few seconds), but the classification does not change a lot for samples over 10 s. In some
cases, the accuracy is even worse, because the speaker sometimes makes long pauses in
their speech, thus giving noise a more important weight. In practice, we don’t want an
identification to be more than a few seconds in length.
For the video, we selected among the four cameras the most frontal face point of view. The
training was done with the sequence IDL, corresponding to the phase where the vehicle
does not move. The frames we chose for testing and training were randomly selected in
the sequences.
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Table 4.1: Results of audio recognition on AVICAR
Noise condition With and without
denoising
length of test samples
Without With 1s 10s 20s 30s
IDL 100% 100% 60% 100% 100% 100%
35U 25% 60% 40% 60% 60% 65%
35D 25% 35% 25% 35% 30% 35%
55U 15% 40% 35% 40% 45% 40%
55D 10% 15% 10% 15% 10% 10%
Average 35% 50% 34% 50% 49% 50%
Table 4.2: Results of face recognition on AVICAR
Noise
condition
# frames for training # frames for testing
1 5 10 20 30 1 5 10 20 30
IDL 50% 95% 95% 95% 95% 70% 95% 95% 95% 95%
35D 20% 60% 70% 60% 65% 65% 60% 70% 65% 70%
55U 30% 55% 65% 65% 65% 60% 60% 65% 70% 70%
55D 40% 40% 55% 65% 65% 50% 65% 55% 65% 60%
Average 35 62.5 71.25 71.25 72.5 61.25 70 71.25 73.75 73.75
The first experiment consisted of varying the number of frames for training. We set the
number of testing frames to ten. The recognition rate is presented in table 4.2. As can be
seen, the results for only one frame are much below results with a higher number of frames.
Between five and thirty frames, there was only a slight improvement. In the second set of
experiments, we set the number of frames for training to ten, and we varied the number of
frames for testing. The conclusions were pretty much the same as for the first experiment.
In practice, we want the identification to be done in a few seconds, so even thirty frames
is still acceptable.
It is interesting to note that the face recognition rate does not drastically change depend-
ing on the sequence we choose. This suggests that face recognition is pretty context-
independent, and is likely to increase the performance of the system, even in very noisy
situations. The gap between IDL and the other sequences can be explained by two factors:
first, as the car does not move, there is no vibration of the road, and the image is less
blurred. Second, when the windows were open, some people were wearing a hat or a hood,
making the recognition a little bit more challenging.
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Table 4.3: Results of the fusion stage with basic classifiers for AVICAR and our database
Dataset Face only Voice
only
Product
rule
Sum rule Sum rule
(Fox et
al.)
Our sum
rule
IDL 95% 100% 100% 100% 100% 100%
35U 65% 60% 70% 70% 80% 85%
35D 70% 35% 75% 75% 75% 80%
55U 65% 40% 65% 65% 70% 75%
55D 55% 15% 55% 60% 60% 50%
Average 70% 50% 73% 74% 77% 78%
Our
database
96.6% 93.3% 100% 100% 100% 100%
Last, experts were only evaluated on our own database, using ten frames and 10s of speech
for training and testing. We performed 3-fold cross validation selecting different sequences
each time for training and testing. The resutls were 96.6% recognition for face only, and
93.3% for voice only, which is already very satisfying. In the next sections, any fusion
strategy has lead to 100% accuracy. Therefore, we add these results into the tables, but
we will not comment on them.
4.4.3 Results with data fusion
We intend to prove in this section the efficiency of data fusion for different classifiers. In
each case, we use ten frames for training and ten frames for testing, and a 10s speech signal
for training and testing. We start our fusion by normalizing all the signals according to
the min-max rule.
Basic decision rules and weighted sum rule
First, we apply simple decision rules for data fusion. Then, to increase the performance,
we apply the weighted sum rule, taking into account how reliable the source is. We present
the results of the rules described in Section 4.3.2, including the method used by Fox et al.,
as well as our own. Our results are presented in Table 4.3.
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The product and sum rule slightly improve the results compared to the best of the two
experts. Even with a simple decision rule, the benefits of data fusion can be noticed. The
sum rule seems to slightly outperform the product rule, especially in the case of high SNR
(35D and 55D). This is because the sum rule is less sensitive to outliers, which are more
likely in very noisy conditions.
In addition, the weighted sum rule proposed by Fox et al. outperforms the regular sum
rule by up to 10%. Once again, adding an indicator of confidence of the source into the
data can efficiently improve the data fusion. However, the method described by Fox et al.
had two drawbacks: first, Fox et al. used a triple-expert fusion, so making a mistake in the
weighting of one expert had less influence than in the two-expert case. Moreover, metrics
of reliability in our case provided very different results for speech and face. The reliability
scores were much higher for face than for speech, even with the normalized scores. This is
probably due to the different probability distribution of these two experts. Consequently,
the optimization proposed by Fox et al. gave much more weight to the face expert than the
speech expert. Changing the weighting decision rule allowed us to give more importance to
the speech expert, thus improving the results, with the exception of only the 55D dataset.
In that case, the confidence scores of the speech were not reliable at all, thus leading to
poor classification.
Learning approaches
We now want to evaluate the learning approach described in section 4.3.2. We generated
one hundred training samples for each of our experiments. The training sets were selected
as described in Section 4.3.2. For each situation, we trained two different sets: in the first
case, we used faces and voice segments from all different situations (IDL, 35U, 35D, 55U,
55D), including the one we wanted to test. In the second case, we used all the situations
but the one we wanted to test. Table 4.4 shows the results. We evaluates our method with
an SVM classifier and a nearest neighbor classifier.
The SVM results revealed a huge gap between the training including the current situation
and the training without it. One possible explanation is that we used a relatively small
number of training data for each class, which might not be enough to build a reliable model
for any noise situation. If the training set contain the current situation, a testing vector
has a good probability to be quite close to one of the training vectors. This then has a
good chance to be correctly classified. If the training set does not contains the current
situation, there is no guarantee that the classification will work.
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Table 4.4: Results of the fusion stage with learning approaches on AVICAR and our
database
Dataset Without fusion SVM Nearest neighbor
Face only Voice only Same noise Other
noise
Same noise Other
noise
IDL 95% 100% 90% 5% 100% 52%
35U 65% 60% 99% 43% 100% 99%
35D 70% 35% 99% 37% 100% 95%
55U 65% 40% 93% 48% 100% 99%
55D 55% 15% 95% 31% 100% 94%
Our
database
96.6% 93.3% n/a 100% n/a 100%
The nearest neighbor provides excellent results, even when the current situation is not
included in the training set. The only situation where the results are not satisfying is
the IDL situation. This can be explained by the fact that there is hardly any noise in
the speech signal. The training is done with the IDL situation. Consequently, if the test
observation comes from IDL too, the confidence scores will be much higher than scores for
noisy conditions. Thus, the output scores in noisy conditions will be very far from those
in the IDL scenario.
4.5 Conclusion and possible improvements
In conclusion, we have presented in this chapter an algorithm designed for audio-visual
based driver identification. We have tested our method on two different databases. The
results have shown that data fusion is able to increase the performance of the system com-
pared to each expert taken separately. For the AVICAR database, basic decision rules
improve the classification by between 5 to 10%. More complex fusion strategies, such as
the weighted sum rule, can increase the performance by between 10 to 20%. The advantage
of the weighted sum rule is that it provides results based on a simple criterion, which can
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be computed online without any training. Last, decisions based on learning can increase
the results even more. Our learning-based classifiers reached up to 100% recognition, even
when the quality of the signal was poor. For our own database, each expert score alone is
already pretty high. This is because we used a smaller number of subjects, our simulator
is in a light-controlled environment, and there is very little noise on the audio data. Any
fusion approach has led to 100% accuracy. Consequently, we have managed to design a
very efficient, robust, and reliable algorithm to perform audio-visual data fusion.
Possible improvements could be suggested. First, the face recognition module is very
dependent on the good detection and cropping of the face. Some subjects were moving
a lot during the video sequence, and the rough tracking of the face led to bad cropping.
Improving face detection and face alignment is very likely to improve the face recognition
as well. In that regard, the Kinect SDK provides a powerful face tracker, able to determine
face orientation. This could be useful for accurate alignment. Besides this, the 3D face
model provided by the Kinect could lead to more efficient face recognition approaches
based on 3D modeling.
For speech recognition, we currently use MFCC features, which are very sensitive to noise.
To increase accuracy, we can either look for a better speech denoising algorithm, or look for
other features, less sensitive to noise. Moreover, the GMM classification is far from being
the most efficient in practice. A more sophisticated approach involves Hidden Markov
Model, or even conditional random fields.
The fusion module has shown excellent results with a simple nearest neighbor classifier,
but it might be interesting to look at ensemble learning techniques if we plan to use driver
identification in a more complex situation. We could, for example, use an AdaBoost classi-
fier. Indeed, AdaBoost is able to find the relevant features and to weight them accordingly
in order to increase the classification performance.
In this chapter, we have tackled the problem of audio-visual data fusion for driver identi-
fication. Person identification inside a car involves a number of difficulties compared to
the common indoor studies found in the literature. We have used the AVICAR database,
recorded inside a car, to tackle the challenges associated with this environment. We have
used Gradientfaces for face recognition, GMM for voice recognition, and different types of
fusion modules to find the optimal one. The fusion based on a nearest neighbor classifier
has shown the best accuracy. We have obtained classification results close to 100% using
data fusion, compared to 15% to 70% using single experts only. We also have integrated
this algorithm into our driving simulator, and validated its robustness based on audio and
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video sequences recorded on our platform.
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Chapter 5
Driver Fatigue Detection
In this chapter, we propose a simple fatigue detection framework based on an infrared
camera. The main feature for detecting fatigue using computer vision is the computation
of the percentage of eye closure (PERCLOS) within a period of time. For that, we need
to develop an efficient gaze tracker and an eyelid activity detector. When eye closure is
accurate enough, we can compute PERCLOS and emit a warning when it is too high. Most
of the work in this research was on the eye-tracking strategy.
This chapter is organized as follows. In Section 5.1, we explain our motivations for doing
fatigue detection, and provide a review of the literature. In section 5.2, we highlight some
basics about particle filters, and we outline our pupil detection method and our particle
filter design. In section 5.3, we explain how to obtain eyelid activity and compute PERCLOS
for fatigue detection. Experimental results are presented in section 5.4. Last, section 5.5
gives concluding remarks and possible improvements.
5.1 Motivations
A lot of research in human machine interaction systems in intelligent vehicles have been on
detecting driver fatigue, either at an early stage, or during extreme drowsiness. The reason
for this is that driver fatigue is one of the main causes of vehicle accidents on the road. The
NHTSA estimates that about 20% of road accidents are fatigue-related [110]. Even more
alarming, 60% of heavy trucks fatal accidents are due to the driver falling asleep while
driving. Statistically speaking, Klauser et al. [4] have shown that driving when drowsy
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can increase crash risk up to six times as compared to normal driving. It is therefore of
major interest to study driver fatigue, and to design an efficient methodology able to detect
drowsiness.
Among strategies described in Chapter 2 to detect fatigue, we want to restrict ourselves
to computer vision-based approaches. We want to use our infrared camera as a first step
and progressively integrate additional or other types of sensors. In the literature, dozens
of features have been used to detect fatigue using computer vision. The most popular are
PERCLOS. (Percentage of Eye Closure), yawning frequency, nodding, fixed face, and fixed
gaze. However, only PERCLOS has been found to be a valid physiological sign of driver
fatigue [62], and is often said to be the more reliable feature. Therefore, we restrict this
study to PERCLOS only. We could of course add more fatigue-related features later on.
PERCLOS can be implemented in three steps. First the driver’s eyes need to be efficiently
detected and tracked. Then, we need to determine for each frame whether eyes are open
or closed. Last, we need to compute the percentage of time when the eyes are more than
80% closed based on the eyelid position, during a time window of just a few minutes.
Besides this, computing PERCLOS in a car environment is a challenging task, as the eyes’
appearance can change significantly depending on the driver, their face position, and the
outdoor lighting conditions.
Driver eye tracking is a very active field. Efficient commercial products, such as Face-
LAB [15] or Smarteye [111], already exist for this task, although they often need expensive
devices, significant calibration process, and can show good accuracy only in constrained
and controlled environments. Most eye tracking algorithms are either based on pupil/iris
detection, or eye template matching. For example, D’Orazio et al. [81] have presented an
iris detection method using improved Hough circles. This approach works well for frontal
faces, but the round shape constraint makes the method sensitive to face rotation. Valenti
and Gevers [112] have proposed a pupil localization and tracking based on isophote curva-
ture. Although very efficient, this method requires high resolution images. On the other
hand, template matching approaches rely on a training set. For example, Wu and Triverdi’s
algorithm [113] was based on two cooperative particle filters, using tensor PCA to detect
both open and closed eyes. Kim et al. [114] have used AdaBoost and multi-layer percep-
tron to successively detect eyes, eye tails, and iris. Choi et al [115] have used a scanning
approach using AdaBoost and grouping to detect the eyes’ positions. Other methods use
several facial features to predict the expected eye location: Senaratne et al. [75] have based
their algorithm on Landmark Model Matching. Smith et al. [76] first detected the mouth
corners to estimate the position of the eyes. A different strategy consists of using near
infrared imaging for pupil detection. For example, Zhu and Ji [58], have based their pupil
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detection methods on the alternation of the dark and bright pupil effect. They also used
a Kalman filter for tracking, later improved by a combination of meanshift and Kalman
filtering [116]. Based on dark and bright pupil effect alternation, Bergasa et al. [60] have
later used an improved Kalman filter with an adaptive search window. These methods are
robust to illumination variation, but remain sensitive to facial rotation. In addition, they
require a high frame rate and a sophisticated device to alternate between bright and dark
pupil frames.
5.2 Eye tracking
In this section, we present an efficient real-time eye tracking system for driver monitoring
based on an improved particle filter. Our method has the advantage of working with a low-
cost camera device with a low frame rate. In addition, the use of multiple distributions
in our particle filter allows us to be more flexible, depending on the situation, and to
overcome facial rotation or rapid shape motion, which are limitations present in most
current approaches. We also use a single particle filter to track both eyes at the same
time. This has the advantage of running a single algorithm instead of two in parallel, and
to cooperatively use the location information of the two eyes to improve and reinforce the
predicted location of the eyes in future frames.
The overall algorithm is presented in Figure 5.1. In this section, we first give theoretical
background on particle filters, then we explain in details each step of the algorithm.
5.2.1 Theoretical background
Particle filter, or condensation algorithm, was presented by Isard and Blake [117] for track-
ing curves in clutter. Today, it is used in many tracking applications as an alternative to
the Kalman filter. The main idea of the algorithm is to estimate the state of an object at
time t, given all the past states and observations.
More precisely, given a target state sequence X0:t, representing all states between time 0
and t, and an observation Z0:t (both are stochastic processes), we want to estimate the
probability of the state xt at time t given all the observations:
p(xt|Z0:t, X0:t−1) (5.1)
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Figure 5.1: Particle filter algorithm
To make this estimation possible, we need to make different assumptions in order to simplify
the equation. The first one is to consider that the states’ dynamics can be approximated
by a Markov process. We obtain the following simplification:
p(xt|Z0:t−1, X0:t−1) = p(xt|xt−1) (5.2)
The second one is to consider that the observations are independent from each other given
the states X0:t. This assumption gives us the following equation:
p(zt|Z0:t−1, Xt) = p(zt|xt) (5.3)
Now, given these simplifications and using Bayes’ rule, we obtain the resulting equation:
p(xt|Z0:t) ∝ p(zt|xt)
∫
xt−1
p(xt|xt−1)p(xt−1|Z0:t−1)dxt−1 (5.4)
This equation tells us that the probability we are looking for is proportional to a first
term p(zt|xt), called the observation model, multiplied by a cumulative factor depending
on the previous probabilities, and a second term p(xt|xt−1), called the state transition
model. In practice, the state transition model will be estimated as the sum of a deter-
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ministic component (called later the deterministic drift), and a random component (or
noise). The observation model is rarely associated with a close form; therefore, approxima-
tions must be made to estimate it. The Kalman filter considers this distribution as to be
Gaussian, which is enough in many situations. On the other hands, the particle filter uses
sampling techniques to obtain an approximated distribution without any prior assumption.
More precisely, particle filters based on sampling importance resampling uses N particles
s
(i)
t associated with a weight ω
(i)
t to approximate the expectation of the target state given
the observations.
E[xt|Z0:t] =
∫
xtp(xt|Z0:t)dt =
N∑
i=1
ω
(i)
t s
(i)
t (5.5)
ω
(i)
t s are the weights, initialized to 1/N and iteratively updated using the following rule:
ω
(i)
t = ω
(i−1)
t
p(zt|s(i)t )p(s(i)t |s(i)t−1)
pi(s
(i)
t |s(i)t−1, Z0:t)
(5.6)
Where pi is the importance distribution. In our case, and in most of the situations, we
approximate pi by the state transition, thus leading to the simplified equation of the weights:
ω
(i)
t = ω
(i−1)
t p(zt|s(i)t ) (5.7)
The particle filter is then composed of four steps:
1. Determine the predicted position of the N particles based on the distribution pi
2. Determine the probability of the observation given each particle
3. Estimate the weights ω
(i)
t and normalize
4. Take the estimated target state as the expectation (given in equation 5.5)
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5.2.2 Application for eye tracking
Particle states
The states in the particle filter correspond to random variables describing the object to
be tracked. In computer vision, the states are typically coordinates, sizes, or velocities.
For eye tracking, the most common states are pupil center coordinates, pupil radius, and
sometimes velocity of the pupil. Moreover, they use a different particle (or Kalman) filter
for each eye, independent of one another. In our case, we use a four-state particle filter
consisting of the coordinates (x and y) of the left and right eyes:
x = (xlx, xly, xrx, xry) (5.8)
We do not consider the velocity as a state, but store the location of the previous states,
and use that to predict the position of the next frame, as will be explained in Section
5.2.4. This method is equivalent to using the velocity as a state parameter. Moreover, our
method is applied in the case where the distance between the subject and the camera is
almost constant; therefore, we do not need the pupil size information, although this feature
could be easily added to our algorithm.
We chose to track the two eyes at the same time to take advantage of their position with
respect to one another. Indeed, the location and motion of the two eyes are highly corre-
lated as they belong to the same solid object, the head. Finding the location of each eye
given the other one at the same time offers us a better prediction possibility.
Multi state transition model
The particle filter uses a state transition model p(xt|xt−1) to predict the location of the eyes
in the next frame. This state transition model can be seen as the addition of a deterministic
drift depending on the previous state and a random noise:
xt = f(xt−1) + g(µ) (5.9)
Where µ is a Gaussian, zero-mean random variable. Without any knowledge, a simple
assumption is to consider that the position at frame t is the same as that at frame t − 1
plus a little additional noise. This is true as long as the object does not move too rapidly.
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This assumption can be further improved by determining trajectory parameters given a
training sequence. A common method to determine these parameters is to represent the
state position as an auto-regressive model of order 1:
xt = A× xt−1 +B × µ (5.10)
Where A and B are matrices to determine. We use this approach, but we add a second
transition model to make our algorithm more robust. This second one is based on the
face location, and is able to handle those situations where the face is moving very rapidly.
Details and discussions about these methods are provided in Section 5.2.4.
Multi-observation model
The observation model p(zt|xt) is a distribution based on a measurement, or observation.
In computer vision, this measurement is typically an estimation of the location of the object
and can have very different forms. For example, the observation in [58] is the position of
a set of pupil candidates, if any. The corresponding observation model looks like this:
p(zt|xt) ∝
∑
exp(‖xt − zt‖2) (5.11)
In [113], the observation is a measure of similarity between an area of the image at a
given location, and a subspace constructed with a training sequence. Mathematically, the
observation model has the following form:
p(zt|xt) ∝ D(xt, S(zt))) (5.12)
where D is an arbitrary distance, and S(zt) is a subspace constructed with oﬄine obser-
vations.
The advantage of the particle filter compared to a simple raw observation is the capacity
to find a trade-off between the confidence in the observation and the position prediction
given the past frames. In the case where the observation is missing, incomplete, or false
(which occurs in cases of blur, occlusion, or glint), the particle filter can estimate for a
few frames the location of the object until it reappears. However, this estimation often
deviates after a few frames.
Most methods rely on a single observation model, making their algorithm efficient only
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in specific situations. We have increased the robustness of our particle filter by switching
between two distributions depending on the situation. If the pupil is detected, we use a
Gaussian-based distribution, which relies strongly on the pupil position. If the pupil is not
detected, we use an appearance-based distribution, which is less accurate but much more
robust. This method allows us to find the location of the eyes in cases of facial rotation,
bad illumination conditions, or when the face detection algorithm has failed.
5.2.3 Face and pupils detection
We use a face detection algorithm based on boosted cascades using Haar wavelets features.
This method has been proposed by Viola and Jones [118], and Lienhart and Maydt [119],
and is fully implemented in the Open Source Computer Vision Library (OpenCV). Using
frontal and profile face training sets provided by OpenCV, the face is successfully detected
in almost every frame.
As described in Section 3.2.2, our camera has been designed such that infrared diodes are
mounted all around and close enough to the sensor to create the bright pupil effect. Thus,
the pupil looks extremely bright, and has a strong contrast with the iris. Mathematically,
this corresponds to a significant local maximum of the image. Bright pupil effect is com-
monly used in near-infrared imaging, because it makes pupil detection easier, and requires
less complex devices than approaches based on dark and bright pupil alternation [58].
Moreover, apart from the pupil detection step, the algorithm can be applied to visible
images too.
Pupil detection is done as follows in the detected face area. First, local maxima are de-
tected in the image. A small subset is selected for iris candidates based on their sharpness
and intensity variation. Then, to further reduce the number of candidates, we use a two-
class SVM classifier (eyes and non-eyes). The SVM is trained with around 500 patches of
eyes and non-eyes. We use an RBF kernel with γ = 0.1. For each candidate, we create a
patch centered on the candidate location, and reject it if SVM classifies it as non-eye. The
SVM has around 90% accuracy, thus filtering out most wrong candidates. In most cases,
SVM filtering provides two correct candidates, but if more than two candidates are found,
we determine the best pair of candidates based on their distance, the angle they form with
the horizontal axis and their position in the face location. If a pair of candidates is found,
it corresponds almost every time to the right pupil locations.
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5.2.4 Particle filter design
Our particle filter is composed of a hundred particles of four states describing the eyes:
x = (xlx, xly, xrx, xry) (5.13)
which correspond to the left eye (xlx and xly) and right eye (xrx and xry) coordinates. We
initialize the particle filter whenever a pair of pupils has been detected. The tracking stops
if a face is not detected in more than ten successive frames, and restarts as soon as pupils
are detected again. We chose to track the two eyes at the same time to take advantage of
their position with respect to each other. As they both belong to the same solid object
(the face), their position and trajectory are highly correlated. We discuss how to use the
joint information of the eyes’ location in Section 5.2.5.
5.2.5 Multi-state transition model: p(xt|xt−1)
The state transition model is used to predict the location of the eyes in the next frame. This
state transition model can be seen as the addition of a deterministic drift from the previous
state (i.e., the most probable location of the object) and a random noise (uncertainty about
this location). Based on this decomposition, we model the state transition in two different
ways.
State transition model based on an auto-regressive model
This commonly used approach approximates the state transition as a first order auto-
regressive model:
Xt = X¯ + A(Xt−1 − X¯) +BNt (5.14)
where Xt = (xt,xt−1)
T , X¯ is the mean value of Xt, and Nt is a Gaussian unit random
noise vector. A defines the deterministic drift, and B controls the noise parameters. In
practice, A is estimated using the multidimensional Yule-Walker equation [120] or the
method described in [121], given a training sequence. B is estimated as the covariance of
the deterministic prediction error (residual).
The choice of four states instead of two for the particle filter is crucial here, because the
coordinates of the two eyes are highly correlated. A and B will contain the correlation
information and make the prediction more accurate. When determining the new position
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of the particles, the auto-regressive model will make the new position more realistic, and
avoid divergence or convergence of the eyes.
State transition model based on face velocity
The eyes’ displacement is highly correlated with face motion, especially in case of transla-
tion motion; therefore, the face position gives us an idea of the eyes’ position according to
the following rule:
Xt = Xt−1 + Vt +BNt (5.15)
where Vt = (vt,vt,vt−1,vt−1)
T , vt is the difference between the face center at time t and
at time t− 1 (i.e., velocity).
The two state-transition models are complementary. While the first one is robust to strong
face rotation, the second one will handle the case of rapid translation movements. As we
do not know which model is more appropriate in future frames, we randomly assign each
particle one of the two state-transition models. A particle with an inappropriate transition
model is likely to be assigned a low weight. Then, resampling is done at each frame
according to the particle weights, and will change the particle states according to higher-
weighted particles.
5.2.6 Multi-observation models: p(zt|xt)
The observation model is a distribution based on a measurement, or observation. For eye
tracking, this measurement can be an estimation of pupil location (as in [58]), or a template
matching-based score (as in [113]). In order to provide a trade-off between accuracy and
robustness, we use two different observation models and switch from one to the other
depending on the situation.
Pupil-based observation
If a pupil has been detected, we consider a density probability function giving a lot of weight
to this observation. The closer the particle to the observation, the higher the probability:
p(z|x) = 1
α
(1 +
1√
2piσ2
∑
i∈l,r
exp(−‖xi − zi‖
2
2σ2
)) (5.16)
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with zl and zr the left and right pupil coordinates observed. α is a normalization factor we
do not need to consider here, and σ is the variance of the error between observation and
true position. It was set to 2 in our implementation, although it has little influence on the
performance.
Similarity-based observation
If this pupil has not been detected, we use an observation model based on similarity. For
this, we construct a database of around 2000 eye patches. We pre-process them using
normalization techniques, and we use PCA to reduce the dimensionality, and obtain a
subspace S of 20 dimensions. Now, for each particle, we crop the area around the particle
to obtain a patch for each eye. Let us call, for example, V(zl,xl) the vector corresponding
to the left eye patch. After pre-processing, we use distance-from-feature space (DFFS)
and distance-in-feature-space (DIFS) to approximate the likelihood density function of a
Gaussian distribution, as explained by Moghaddam and Pentl [122].
p(z|x) = DFFS(V(zl,xl), S) +DIFS(V(zl,xl), S) (5.17)
where DFFS represents the reconstruction error of the point in the subspace:
DFFS(V(zl,xl), S) = ‖V − Proj(V, S)‖ (5.18)
and DIFS is the Mahalanobis distance between the projected point and the origin of the
subspace.
DIFS(V (x, z), S) =
√
(V − µ)TΣ−1(V − µ)2 (5.19)
where µ is the mean value of the subspace and Σ is its covariance.
5.3 Application to driver fatigue detection
5.3.1 Eye closure detection
Several eye closure strategies have been adopted in the literature for eye closure detection.
The simplest approach considers color variation between successive frames [123], [124], or
template matching [125]. These methods are efficient under the condition that eye tracking
is extremely stable and reliable, and that the subjects are not moving their face too much.
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More sophisticated methods involve optical flow analysis of the eye region [126], [127]. Al-
though more robust than the simple methods described before, this approach requires a
high frame rate and remains sensitive to rapid face motion. It is therefore not applicable
for us. The last common strategy is to use classifiers based on eye templates, and decide
frame by frame whether the eye is open or closed [128], [129]. We chose to take this ap-
proach.
Once an eye is detected based on the particle filter response, we take the two patches asso-
ciated with the particle of highest probability. We pre-process the patches using min-max
normalization, and collect a set of 1000 eye templates either open or closed. We label them
manually. When the eyes were half-closed, we decided their class based on the definition
of the PERCLOS described in the next section. In other words, if more than 80% of the
iris is visible, the eye is considered open.
We then train an SVM classifier. The best results were obtained using an RBF kernel with
σ = 0.3. Note that our dataset was balanced, i.e., there were equally as many open- and
closed-eye samples. Moreover, to increase the accuracy, we have trained an SVM dedicated
to left eyes by horizontally flipping right eyes before evaluating them.
5.3.2 PERCLOS computation
For PERCLOS calculation, an eye is defined as closed if the eyelid surface is covering more
than 80% of the pupil. As shown in figure 5.2, PERCLOS would formally be computed by
considering frames between t2 and t3 as closed. Our camera resolution neither has the nec-
essary resolution nor a high-enough frame rate to accurately detect that limit. Therefore,
we rely on the labeling we have done during SVM training, and consider that statistics
over a long time window attenuate misclassification, and will eventually converge to the
true PERCLOS value.
To improve eye closure recognition, a few strategies are adopted. First, the decision of
whether the eye is closed or not is obtained by summing up the output of the two eyes. In
the case where one of the eyes is not clearly visible and misclassified, summing up the two
scores improves the number of correct decisions. Moreover, we systematically tested each
eye template with the SVM classifier defined in Section 5.2.3, to make sure we are testing
an eye. If the SVM considers the template a non-eye, we disable the output of the SVM
blinking for this eye and rely solely on the other eye. If both eyes are detected as non-eyes,
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Figure 5.2: Eye closure duration: Time between t2 and t3 (source: [2])
we simply discard the SVM output for this frame.
PERCLOS is often computed within a few minutes. As our sequences are relatively short,
we consider a two-minutes sliding window, and iteratively recompute the PERCLOS value
for each frame.
5.3.3 Integration
The eye tracking and PERCLOS calculation algorithm were written in C++ and integrated
into the interface. When fatigue detection is on, PERCLOS is re-evaluated for each frame.
If the percentage reaches a certain threshold (0.5 in our case), an audio alarm is triggered
and a pop-up window is displayed. Drivers are therefore aware of their high state of fatigue
and is encouraged to take a nap.
5.4 Experimental results
5.4.1 Data collection
The evaluation was done using the driving simulator, but using a different dataset than the
one described in Section 3.4. The main purpose was to evaluate the efficiency of our eye
tracker. Therefore, we decided to carry out our experiments so as to have a wide panel of
conditions and commonly-used benchmarks, thus demonstrating the good performance of
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Table 5.1: Numerical results for eye tracking
% time in each mode % accuracy for each step
Subject face
de-
tected
pupil
based
similar.
based
not
active
Step
1
Step
2
Step
3
Step
4
Step
5
Overall
1 97.3 61.69 38.04 0 100 95.08 98.55 100 96.53 97.35
2 100 24.09 75.92 0 97.21 97.54 97.86 92.97 94.97 95.74
3 93.97 9.20 80.77 4.56 100 78.51 83.27 100 100 93.22
4 100 46.52 53.48 0 97.09 89.66 97.15 97.39 91.12 94.53
5 83.41 43.66 41.27 12.36 100 81.76 92.91 100 66.71 85.42
driver 99.21 88.98 7.76 0.77 n/a n/a n/a n/a n/a 99.34
our approach. Five subjects (called 1 to 5 in Table 6.4) of different genders and nationalities
were recorded during a session of around two minutes in length. They were asked to follow
a sequence of movements as given below:
1. Move the eyes without moving the head
2. Turn the head left, right, up, and down, slowly then rapidly
3. Move the head doing translation movements, slowly then rapidly
4. Blink at different frequencies without moving the head
5. Blink while moving the head.
In addition, a seven-minutes video sequence was recorded with one of the subjects driving
in the simulator (called ’driver’ in tables). This allowed us to verify that our algorithm
was working properly in driving conditions.
5.4.2 Eye tracking results
Figure 5.3 provides some examples of video frames, providing qualitative results. The
algorithm remains efficient even in extreme situations where the eye is hardly or no longer
visible.
Table 6.4 presents numerical results for each subject. First, we give for each video sequence
details about the algorithm itself. As can be seen, face detection is extremely accurate
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Figure 5.3: Example of tracking results for different drivers and different pose and illumi-
nation conditions.
and the particle filter is rarely inactive. Depending on the subject, either pupil-based or
similarity-based mode is more used. This is because pupil detection is very accurate, but
sometimes has too many constraints to detect both eyes at the same time.
When looking at the accuracy results for each step described in Section 5.4.1, one can
notice that detection is much better for steps 1,3, and 4. This is because in these cases,
the subjects were asked not to turn their head, making the tracking more pupil-based
than similarity-based. Pupil-based observation requires relatively good visibility of the
two pupils. It fails in cases of significant face rotation, blinking, partial occlusion, or reflec-
tion off glasses. In thit case, similarity-based observation is used, but these situations are
extremely challenging. Therefore, similarity-based observation may successfully track the
eyes in extreme situations for a few frames, but is very likely to drift away if the subject
does not comes back to a normal situation.
The percentage of frames where eyes are correctly detected (called overall accuracy) is
very high, except for subject 5. This is because subject 5 was moving and turning his head
much more significantly than others. His face was sometimes partially out of the frame
of the camera, and face was not always correctly detected (see % face detected column).
Subject 3 was wearing glasses. In this case, reflection off the glasses sometimes leads to
false detection of the pupil, making the tracking more difficult or inaccurate. Moreover, the
pupils appear less bright when wearing glasses, so pupil detection is much more likely to
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Figure 5.4: Detailed performance for subject 1. X-axis is time.
fail. This explains the small percentage of time of pupil-based observation for this subject.
Nevertheless, the overall accuracy obtained suggests that the algorithm works fine despite
glasses. Last, the excellent performance during the driving session is encouraging, as our
algorithm is to be used during driving conditions.
In figure 5.4, we provide some details about the video sequence for subject 1. The five steps
are represented. At the top, the left eye x coordinate is represented as a function of time.
Particle filter and ground truth are extremely close, showing the efficiency of our method.
In the middle, distance between ground truth and particle filter position is represented.
The error is most of the time less than five pixels. Below is a representation of ’challeng-
ing’ frames (closed eyes in red, and strong face rotation in blue), and frames where the
similarity-based observation model was activated (white means pupil-based observation).
A strong correlation can be deduced between the similarity-based mode and challenging
situations, mainly because the pupil is hardly or not detectable in these cases.
5.5 Conclusion and possible improvements
We have designed a fatigue detection system based on computer vision. We have based
our fatigue measure on the percentage of eye closure, which is currently the most reliable
feature for that task using a vision system. For that, we have first developed an algorithm
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for tracking eyes based on particle filtering, which is robust to face rotation, eye occlusion,
and illumination variation. Results show that the algorithm is able to handle those diffi-
culties in most cases. Moreover, in the particular case of a driving session, the eye tracking
has shown very good results. We then have based our blink detector on an SVM classifier,
trained with open- and closed-eyes templates. Although simple, this approach has shown
good performance, and allows accurate computation of the PERCLOS.
The method could be improved at several levels: pupil detection is still far from perfect,
and could be improved for a better detection in more situations. Moreover, the pupil
detection is based on the bright pupil effect, but a more general detection strategy could
open doors to color imaging, making the eye tracker usable with any camera. Another
limitation of the system was found in the case where the driver was wearing glasses. In-
deed, the performance was shown to be reduced in that case, especially because of false
detection of the pupil due to reflections from the glasses. Further investigation could be
done to limit as much as possible this situation. In addition, the blink detection is done
on a frame by frame basis, and no temporal refinement is done. We believe that a good
improvement in blink detection could be achieved, if misdetections were filtered out by
temporal considerations.
In a future work, testing the system on truly tired drivers would be interesting. It could
first confirm the efficiency of the method, and second, show how reliable PERCLOS is for
this task. Last, eye tracking is often a starting point to many facial-based features. Other
statistics such as blink duration or blink frequency could be easily added to the system and
fused to improve fatigue detection. Later, gaze tracking and fixed gaze detection could be
integrated, and further still, features involving mouth or face orientation would provide a
rich and reliable fatigue detection system.
This chapter has presented a driver fatigue detection strategy based on a single infrared
camera. We have first developed a new approach for driver eye tracking and blinking, based
on an improved version of a particle filter. We have used two different state transition
models’ and two different observation models’ distributions to adapt the tracking depending
on the situation. This approach is robust to significant face rotations and partial occlusion.
Then, based on the estimated eye position, we have developed an eye blink detector and
computed the percentage of eye closure, found to be the best feature in vision systems for
fatigue detection. Evaluation was done on five different people executing a challenging
sequence of movements and blinking patterns. Results show that our method is robust to
face rotation, partial occlusion, and illumination variation.
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Chapter 6
Driver Distraction Level Assessment
This chapter presents an efficient driver distraction detector and recognizer based on Kinect
data. Most of the effort was in extracting good features from different parts of the face and
the body. More precisely, we extracted arm position, face orientation, facial expressions
and eye behavior. We then combine all the extracted information to recognize the type of
distraction of a driver. The result of this work is a module that could be integrated with
the interface, and used later on to monitor dangerous driving.
This chapter is organized as follows: Section 6.1 explains our motivations and the contribu-
tions of this work. Section 6.2 describes the feature extraction principles based on Kinect
color and depth video streams. Section 6.3 explains how to combine all the information
to infer driver distraction. Experimental results are given in section 6.4, and section 6.5
closes the chapter with concluding remarks and possible improvements.
6.1 Motivations and contributions
6.1.1 Motivations
Alarming statistics about distracted driving can be found on the official US government
website about distracted driving [41]. In 2010, 18% of injury crashes were distraction-
affected. 3331 people were killed in 2011 in crashes involving distracted drivers, and dis-
traction is responsible for 11% of fatal crashes of drivers under the age of twenty. Those
statistics are even more worrying as the number of possible distractions within a car keeps
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increasing. The boom of new technologies has brought drivers dozens of new reasons to
get distracted.
The influence of distraction on drivers performance has been widely studied [130], [131],
[132], [133], [5], and interesting facts have been deduced: cell phone use represents 18%
of distracted fatal driver accidents in America. Indeed, cell phone conversations create an
important cognitive distraction, thus reducing the brain activity related with driving by
37% (which may be worse than drinking alcohol). Handsfree cell phones have not been
found particularly safer than hand-held use. More importantly, text messaging requires
visual, manual, and cognitive attention at the same time, making it the most dangerous
distraction. It was found that text messaging takes the driver’s eyes off the road for 4.6
seconds, which is sufficient to drive the length of a football field completely blind. The
crash risk when text messaging is twenty-three times worse than driving with no distraction.
All these facts suggest that drivers should be aware of the risk, but it is also the car man-
ufacturer’s responsibility to offer intelligent assistance tools to avoid driver distraction,
and to limit crash risks. This issue is still an open problem, as the variety of actions, the
differences between drivers and outdoor conditions make this task extremely challenging.
In that regard, it is of great interest to design a system able to detect driver distraction
and emit a warning to keep the driver aware of any dangerous behavior. Nevertheless,
it is also interesting to detect what type of distraction the driver is subject to. Indeed,
determining the type of driver distraction provides higher level information than just a
“level” of distraction. It could be used for number of applications related to intelligent
transportation systems. For inter-vehicle communication, providing to the other drivers a
sense of which unsafe action the driver is taking can be more valuable than telling them
how unsafe it is
6.1.2 Contributions
Our approach aims at determining first whether a driver is distracted or not, and, if dis-
tracted, recognizing the type of distraction. Based on computer vision techniques, we
propose four different modules for feature extraction, focusing on arm position, face ori-
entation, facial expression, and eye behavior. We propose two strategies to combine the
output information from each module: an AdaBoost classifier with temporal smoothing,
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and a Hidden Markov Model.
Among state of the art techniques, most focus on driver inattention, including features for
driver fatigue and distraction in general. To our knowledge, no serious study has been done
on distraction only, such as trying to detect the type of action the driver is accomplishing.
Our system is based on a Kinect sensor. Originally conceived for entertainment and video
game applications, it has quickly received a lot of attention in the computer vision com-
munity. Indeed, not only was it the first low-cost depth sensor for general public, but it
also came with a very polished SDK, giving developers a large field of possibilities. For
example, the SDK provides a quite efficient skeletal tracking algorithm and tools for gesture
recognition. In our case, the RGBD (RGB-depth) data is very helpful for driver segmenta-
tion, as well as for face detection and tracking. To our knowledge, only Li et al. [61] have
published work making use of the Kinect for car safety applications.
As most existing systems rely solely on the driver’s face behavior, we also use gestures to
help us is our inference task. Unlike traditional approaches, our sensor is placed in such a
way that the driver’s upper body is visible. Thus, we can extract driver arm position and
motion. This feature will be of major help in determining driver distraction.
6.2 Feature extraction
This section explains how to extract knowledge about each body and face components.
We divide our task into four independent modules. More precisely, we aim to obtain (1)
arm position estimation, (2) face orientation, (3) facial features - called animation units
(AUs) - such as mouth shape and eyebrow raising, and (4) gaze estimation and eye closure.
Each module uses depth data, color data, or both. They are fused later on via different
strategies to determine the type of distraction. Figure 6.1 presents the general architecture
of the method. The next sections describe in detail the realization of each module.
6.2.1 Arm position
A lot of effort has been given by Microsoft to providing an efficient skeleton tracking to
help developers in gesture recognition, both for the entire and the half body (in seated
70
Color 
stream 
Depth 
stream 
Eyes 
behavior 
Face 
orientation 
Facial 
expressions 
Arm 
position 
Fusion Distraction 
Figure 6.1: Overall software architecture and modules division
mode) [134]. However, the algorithm has been tested on our recorded sequences, and has
shown poor results, even in seated mode. There are several possible reasons for this.
First the back of our simulator seat was high and close to the driver’s body, making
segmentation quite challenging. Moreover, skeleton detection in seated mode relies on
body movements, which is not appropriate in the case of driving. Last, we have noticed
acceptable tracking performance for lateral movements of the arms, but not for frontal
movements. Most of the actions we asked the driver to perform were more frontal than
lateral, explaining the poor accuracy in our experiments.
Other methods and source code is available for arm tracking or pose estimation. For ex-
ample, Watson and Gobeille [135] have provided open source code for arm tracking for
Puppet Parade. Zhu and Fujimura [136] have built a detector for upper body parts, while
Shotton et al. [137] have designed a very efficient approach for pose recognition based on
part estimations. None of these approach was satisfying for us, either because they required
a too important training set, or because we obtained poor performance on our sequences.
For this reason, we decided to build our own arm detection system and add on top of it a
bit of machine learning for arm position recognition.
We have created a simple yet efficient feature extractor based on the depth map data.
Figure 6.2 shows the main steps of our method.
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Figure 6.2: Main blocks of the arm position module. The input is the raw depth data.
After processing, we extract features and use an AdaBoost classifier to output four scores
reflecting the arm position.
Background removal
First of all, we need to segment foreground and background. Kinect depth data already
contains 3 bits of player data, encoding the location of up to eight persons. This informa-
tion is quite helpful for us, but not accurate enough, as the driving seat is too close to the
driver to be efficiently removed. For this reason, we use a segmentation approach based on
background removal. Short video sequences of the seat without the driver were recorded,
and a depth map of the seat only was obtained. Then, for a video sequence with the driver,
we localize the seat by surface fitting: the seat location is approximately the same as the
one with the background only. We therefore apply small horizontal, vertical, and scale
translations to the depth map of the background only, and compare it to the depth map
with driver. The best seat position is determined as the one which minimizes the sum of
squared distances between the two seats’ positions. Because the seat is not moving much
from one sequence to another, this method is quite efficient. Once the optimal position
is obtained, background removal is done by image subtraction and thresholding. We then
combine Kinect segmentation with our background removal with a logical AND on the
two binary-segmented images, and we remove potential small artifacts by keeping only the
biggest blob.
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Feature extraction
Based on the segmented depth map, we now need to find features for discriminating arm
position. Most of the time, the Kinect records drivers with a frontal view, and their right
arm is therefore on the right side of his body. Based on this assumption, we extract fea-
tures based on foreground contours. We first apply to the binary foreground image the
marching squares algorithm, which is the 2D version of the marching cubes [138]. This
provides us an ordered list of contour pixels (in this list, each pixel is preceded and followed
by the previous and next pixels of the contour). Then, starting from the highest point of
the contour curve (corresponding to the top of the head), we remove the left section of
the contour (as only the right arm is of interest to us). The remaining contour is the key
component of our arm feature extraction method.
We then cut the remaining “half” contour into twenty successive segments, composed of
the same number of pixels. Using the depth map, each pixel of the contour is associated
with a 3D point, such that each segment of the contour corresponds to a 3D point cloud.
For each point cloud, we perform principal component analysis, and keep the eigenvector
of the main principal component. This eigenvector is 3-dimensional and corresponds to the
point cloud’s main orientation. It is scale-invariant and therefore driver-invariant. Collect-
ing the point cloud’s main orientation for each segment, we obtain a 20× 3 feature vector.
Using only the right contour from the frontal view is not enough, as arm and especially
forearm might not always be detected. For example, if the user is sending an SMS, the fore-
arm is likely to be in front of the body rather than on the right. In this case, the forearm is
not represented by the contour. To overcome this situation, we apply the aforementioned
technique to what we call the profile view: each pixel of the depth map can be associated
with a point in 3D world coordinates. Suppose that the ~X and ~Y coordinates are the image
pixel coordinates, and ~Z coordinate is the (depth) value of the pixel. Thus, the depth map
corresponding to the frontal view is the projection of the 3D world points onto the ( ~X, ~Y )
plan. The profile view would then be the projection on the (~Y , ~Z) plan. Figure 6.3 is an
example of a segmented depth map and associated profile view. Note that the profile view
is obtained by projecting only the right side pixels of the driver. Once again, we apply con-
tour detection and feature extraction as described above. We now have 120 features. On
figure 6.3, examples of features extracted for different poses are shown. Using the profile
view makes possible the detection of the forearm even when the arm is in front of the body.
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Frontal view Profile view
(a) Forward (b) Right (c) Up (d) Down
Figure 6.3: First row: an example of frontal and associated profile views. Second row:
Examples of arm positions and associated features. Red dots are projections of point
clouds’ local orientations from the frontal view and blue dots from the profile view. As can
be seen, profile view features are particularly useful in the case of up and down positions.
Position recognition:
Among the 120 extracted features, some are discriminative, some are useless, and some
might even be contradictory. Selecting or weighting the features is therefore necessary
for good classification. AdaBoost [139] is a very appropriate tool in this regard. Briefly,
AdaBoost (for Adaptive Boosting) is able to turn a set of T weak classifiers into a stronger
one, by linearly combining each of them in an optimal way.
H(x) = sign(
T∑
t=1
αtht(x)) (6.1)
At each iteration (T in total), a weak classifier ht is selected from among a family of
classifiers, namely, the one minimizing the weighted error rate. The weights and αt are
updated based on the minimum error rate. The weak classifiers we use are decision trees,
which, by definition, are trained to select the most representative features maximizing the
information gain.
The output of our classifier is the estimated position among four possible states: arm up,
arm down, arm right, and arm forward. AdaBoost only solves two-class problems, so we use
a 1-vs-all approach to make the classifier cope with four classes. More precisely, we train
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Table 6.1: Accuracy of AdaBoost for arm po-
sition recognition
Subject Arm
position
accuracy
1 97.87
2 89.53
3 86.01
4 91.75
Average 91.29
Table 6.2: Normalized confusion matrix
F R U D
forward 96.88 1.97 0.17 0.99
right 25.80 65.66 2.19 6.35
up 0.64 0.49 98.63 0.24
down 6.87 15.48 5.56 72.09
four sub-classifiers, each of them specialized for one class (i.e., using as positive examples
some samples for a specific class, and as negative examples, some samples from any other
class). The output of the classifier is the class with highest value among the four sub
classifiers. For practical reasons, the output of the arm detection module is the score for
each position, rather than the discrete AdaBoost decision.
Numerical results:
Tables 6.1 and 6.2 show an average normalized confusion matrix and a classification ac-
curacies for a few drivers. For each test, the classifier was trained using sessions of some
drivers, and tested with a session of a driver that was not used in the training set. Results
suggest that the classifier is extremely accurate. The main misclassifications are between
arm forward and arm right. This is because the frontier between the two was not always
clear. Taking output scores rather than output class should limit the confusion between
the two classes when doing data fusion.
6.2.2 Eyes behavior
Eye behavior is a very important feature for driver distraction, including both eye gaze and
eye blinking. Statistics about gaze position in time can tell a lot about driver behavior and
attention level. Therefore, this module aims to detect the iris of the driver and deduce gaze
position. It also detects whether the eye is open or closed. Figure 6.4 shows a summary of
the module.
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Figure 6.4: Main steps of the eye behavior module
Iris localization:
Iris detection first relies on finding the eye position. This is done using Kinect SDK face
tracking, further described in Section 6.2.3. Once eye location is determined, we use a
robust iris detection method based on cost function maximization and spatio-temporal
considerations. For this module, we only rely on color stream: we detect the eye location
(the face tracker provides us the eye corners) and create a squared patch with the same
width as the eye corner distance for our processing. To make sure that our parameters are
scale-invariant, we resize this square to a 60× 60 patch. Our cost function is based on the
response of three different filters described below.
The first one is the well-known circular Hough transform that has been widely used in iris
detection problems, for example in [140] or [141]. We choose a low edge detection threshold
to make sure that the iris contour is detected in any situation, and we use a varying radius
from six to nine pixels. Thus, we make sure that the iris will always be responsive to the
filter. Despite parameter tuning, using this transformation alone was not accurate enough,
because of the poor quality of the image and illumination conditions.
The second filter was successfully used in Zhang et al. [142], and relies on the circular Gabor
filter. It provides significant impulse response to round objects, which is appropriate for
iris detection. For that we convolve our eye template with the following Gabor kernel:
G(x, y) = g(x, y)exp(2ipiF
√
x2 + y2) (6.2)
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Figure 6.5: Masks R1, R2 and R3 for separability measure. Dark areas represent pixel
value 1 and white areas represent pixel value 0
where F is the radial frequency, set to 0.0884 in our case and g is the Gaussian envelope,
defined as:
g(x, y) =
1√
2piσ2
exp(−x
2 + y2
2σ2
) (6.3)
with σ the variance, set to 4.5 in our system.
The third filter is inspired by Kawaguchi et al. [141]. It relies on the high intensity difference
between the iris and its immediate neighborhood. For this, we convolve the eye template
with the masks R1, R2, R3 represented in Figure 6.5. The radius of mask R1 is 6, and for
masks R2 and R3 is 15. We obtain three transformed eye templates, called C1, C2, and C3.
We combine them to obtain our separability response using the following formula:
S(x, y) =
C2(x, y)− C1(x, y)
C1(x, y)
+
C3(x, y)− C1(x, y)
C1(x, y)
(6.4)
Last, we normalize our three filter responses, sum them up, and take the maximum value
as our iris center estimate (called Psum).
The detection is now quite accurate, but a few mistakes can be avoided and corrected
using spatio-temporal information. We therefore use a simple spatio temporal consistency
checking to improve detection performance. For each template, we look at the predicted
position of each four filter (including the sum of the three filters) and the previous estimated
locations. We take our decision by applying the following rules:
• among all filter responses, at least one of them is predicting the correct location
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• if at least three of them agree on the location, we consider the detection as reliable,
otherwise, it is unreliable
• if both iris locations are reliable, we update the eyes orientation and eyes distance,
useful for the refinement
• if only one iris location is reliable, we predict the other eye position based on recorded
eyes orientation and distance
– if the prediction is consistent with one of the filter prediction, we use that
location and consider it reliable
– if not, we take Psum as iris location and consider it unreliable
• if no iris location is reliable, we look at all possible pairs of positions and take the
closest to the former position, and consider it unreliable.
Gaze estimation
Now that the iris is detected, we generate a feature set based on gaze estimation. Gaze can
be estimated from a 3D model of the face determining the 3D-world orientation, and the iris
location given the eyeballs’ sizes and positions [143]. We could use such an approach, but
we need only a rough estimation of where the driver is looking, and statistical measures of
the eye gaze distributions. For that reason, the features we extract are simply the relative
position of the iris to the eyes’ corners: from the face tracing, we extract the eye corner
positions, and we generate the 4 dimensional feature vector as follows:

xl
yl
xr
yr
 =

Xl−C(l)l
C
(l)
l −C
(r)
l
Xr−C(l)r
C
(l)
r −C(r)r
 (6.5)
with Xl,Xr the left (right) iris position and C
j
i (i, j ∈ left, right) the j corner of the i eye.
Eye closure detection
We use an additional feature which determines whether the driver’s irises are visible (eyes
open) or not (eyes closed). This will be helpful when taking into account the amount of
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time the driver is not looking at the road and the potential danger this represents. A
simple yet efficient approach for this is to construct a database of open and closed eyes,
and to apply template matching or classification techniques [128], [129], [123]. We use a
simple classification approach, as we did in Section 5.3. When pupil position is estimated,
we create a small iris template, centered at the iris location. We normalize the grayscale to
make it more illumination-insensitive. We create a subset of around 2000 eyes templates,
and we manually label each of them as whether it corresponds to an open eye with visible
pupil, or a closed eye (or non-visible pupil). Using this dataset, we train an SVM classifier
using an RBF kernel with σ = 13. Last, we use the SVM for each session, and we add to
the output of the module the SVM score (not the output label) for each eye and each frame.
Results
Figure 6.6 shows examples of pupil detection to qualitatively illustrate the performance
of our detector. Table 6.3 illustrates the performance of the eye behavior module for
a few sessions. For each session, correct corner detection is the percentage of frames
where corners were detected accurately enough. Results show high accuracy and good
consistency for each session. Correct iris detection is the percentage of frames where the
iris is correctly localized, among the frames where eyes are open and corner detection is
acceptable. We obtain an excellent accuracy, except for a session where luminosity was poor
and reflection from the glasses made the detection very challenging. Last, SVM performance
was evaluated for each session by training an SVM with other users than the one in the
session. Because the open and closed classes were unbalanced, we provides results in term
of sensitivity and specificity. Performance varies depending on the session, but results
suggest a high reliability for the classifier, and a good trade-off between sensitivity and
specificity.
6.2.3 Head pose and facial expression
As explained before, the Kinect SDK provides very useful features and cutting-edge algo-
rithms to help developers. The face tracking algorithm [144] is one of them, and reveals
itself to be particularly useful for our work. It uses cooperative fusion of the depth map
and the color image to first estimate the root of the head, and then provides a robust
and accurate face model. It relies on the active appearance model [145] extended to 3D
coordinates. The raw output of the face tracking is a set of 100 vertices and 121 triangles
forming a mesh of the face. The algorithm runs in our case at 15 fps and is robust to
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Table 6.3: Corner, iris and blink detection performance for a few drivers
Subject Correct
corner
detection
Correct iris
detection
Blink
detection
sensitivity
Blink
detection
specificity
1 97.83 99.28 98.76 97.67
2 97.46 98.84 93.26 95.14
3 97.03 93.05 98.78 85.99
4 99.34 99.51 93.47 98.3
Average 97.92 97.67 96.06 94.28
Figure 6.6: Examples of iris detection involving various poses, expressions, and image
qualities.
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illumination change. The face was tracked in most situations, but failed in case of rapid
and significant face rotations, or when occluded by an object (typically when drinking). A
few seconds were also required most of the time to correctly initialize the face model and
fit it to the face. In the case where face tracking was not providing any output, the eye
behavior module was deactivated as no eye location could be found.
Upper level information is also available from the face tracking, making the output much
more meaningful and useful for our tasks. We use that high level information as the output
of two of our modules.
Face orientation
Based on 3D vertices coordinates, face tracking can provide head orientation angles and
head center 3D position. For our work, we extract only the head orientation, namely the
pitch, roll, and yaw angles, which are values between -180 and 180 degrees. The position
depended too much on the driver’s height and did not help in the classification task.
Facial expression
Face tracking also provides six animation units (AUs) based on the definition of the Can-
dide3 model [146]. AUs are expressed as coefficients and represent how strongly distorted
features of the face are. We extract only mouth-related AUs: upper lip raiser (AU10), jaw
lowerer (AU26/27), lip stretcher (AU20), and lip corner depressor (AU13/15). Other AUs
are eyebrow-related and did not help in the recognition task. More detailed information
about AUs provided by the face tracker can be found on the Microsoft website [144]. The
output of the module is a set of 6 AUs extracted from the face model (if any).
Figure 6.7 shows sample images and associated face tracking results. As can be seen,
tracking is efficient in a number of situations.
6.3 Fusion
In this section, we explain how to merge the aforementioned module outputs, and deduce
the type of actions taken by the driver using two strategies.
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(a) (b) (c)
(d) (e) (f)
Figure 6.7: Examples of face tracking under different face poses (a),(b),(c) and facial
expressions (d), (e), (f)
The field of gesture recognition has received a lot of attention in the past few years. Similar
to speech recognition tasks, gesture recognition can be successfully achieved using Hidden
Markov models [147], conditional random fields [148], or recursive types of classifiers, mak-
ing the classification time-dependent [149]. HMM have been successfully used for control
gesture recognition inside a car [150]. Our goal is slightly different and somehow more
difficult in our case, as the driver is not cooperative when taking the action. Plus, there is
no single way to accomplish an action which might be unexpectedly interrupted because
of road constraints. Even for a human being, isolating and recognizing actions inside a car
is not always obvious.
6.3.1 Dataset:
Among the common tasks it is possible to accomplish in a car, a few of them were selected
for our experiments and gathered into five main classes: phone call, text message, object
distraction, drinking, and normal driving. More about the conditions of the experiments
has been described in Section 3.4. From a classification point of view, our dataset is the
concatenation of the outputs of all of the modules described in section 6.2 (i.e., 4 + 6 + 3 +
4 = 17 features), for all frames (we keep chronological order for temporal considerations).
The video sequences were manually labeled for training and evaluation.
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6.3.2 Feature extraction and temporal smoothing
Classification could be achieved using each frame independently giving raw output, but a
much better performance was found using temporal considerations. For this, we apply a
median filter for each feature, using a hundred-sample sliding window. This corresponds
to a window length of approximately six seconds, which means that the beginning of an
action is predicted with a delay of three seconds. We also computed the standard deviation
within the hundred-sample window, providing information about the temporal variation
of each feature. The standard deviation information has shown better performance and
stability compared to regular speed and acceleration features (δ and δ2 features). As a
result, we have thirty-four features per sample.
6.3.3 AdaBoost classifier
A first approach for classification is to use a time-independent classifier, and add temporal
refinement to increase frame by-frame-accuracy. For practical reasons, we use an AdaBoost
classifier again using a 1-vs-all approach. Each class is trained using a simple real AdaBoost
initialized with a decision tree of depth four and 300 iterations. We classify each sample
independently, and add temporal refinement: based on the hundred-sample window, we
changed the classified output into the mode (most frequent output) of the subset. This
way isolated misclassifications were removed.
6.3.4 Hidden Markov Model
A more complex strategy is to use Hidden Markov Models, similar to gesture or speech
recognition. For this, we use the HMM Toolkit (HTK) [100]. We train a different Markov
model for each class, and use the Viterbi algorithm to decide which state each sample
belongs to. We try several configurations, varying the number of hidden states (from five
to twenty) and the type of data (raw or smoothed, with or without δ and δ2 features).
6.4 Experimental results
6.4.1 Data collection
We use the dataset collected and described in Section 3.4. We evaluate the system based
on six out of eight drivers. The last two drivers will be evaluated in a future work. As
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a reminder, drivers were asked to accomplish a given list of actions during each driving
session, namely:
• making a phone call
• drinking
• sending an SMS
• adjusting the radio
• looking at a map (with no need to search or localize anything)
• looking at an outdoor object (the driver was asked to look at a panel and write down
on the phone the digits written on the panel)
For now, we can forget about driver fatigue and fatigue signs such as yawning or nodding.
In addition, we decided to label our dataset according to five classes, by combining together
some actions:
• giving a phone call
• drinking
• sending an SMS (including the outdoor distraction task)
• looking at an object inside the vehicle (map + radio)
• normal driving
This choice is justified by the fact that some actions looked quite similar even to a human
eye, and they had a similar distraction impact on the driver. For example, looking at a
map and adjusting the radio required little cognitive attention, and the driver was looking
at the road most of the time while taking this action. Similarly, the action consisting of
looking at an outdoor object was in fact very similar to sending an SMS, as most of the
time and effort was spent on writing down the digits on the phone, rather than looking at
them.
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6.4.2 Action recognition performance
We evaluate the action recognition using AdaBoost and HMM classifiers. For each driver,
we evaluate the distraction recognition capacity by training a classifier using all driver
sessions except the driver to be evaluated, and testing using all sessions involving this
driver. For AdaBoost, the best accuracy was obtained using a Real AdaBoost algorithm
with initialization based on a decision tree of depth four with 300 iterations. For HMM,
the optimal parameters were a ten-state automaton with a single Gaussian mixture for
modeling each node, and using the smoothed data described in Section 6.3.2 rather than
the original raw data. No significant improvement was found when using δ and δ2 features.
Table 6.4 presents the overall accuracy of the AdaBoost and HMM classifiers for each driver.
We provide the accuracy for the five classes and the accuracy for distraction detection only:
in this case, we have merged all the classes involving distraction into a single class, and
compared it with the normal driving class. Average accuracies are quite close between
AdaBoost and HMM (85.05% and 84.78%), but the results for each driver may vary. More
specifically, HMM outperforms AdaBoost for most of the drivers, but for a few drivers,
HMM performs significantly worse than AdaBoost. This may be due to instabilities related
to the high dimensionality of the features and the number of states compared to the size of
our training set. Increasing the number of drivers might solve this issue. Also, one might
be surprised that HMM does not perform as superbly as it does for the gesture recognition
task. Again, this is because the driver is not cooperative in this case, and there is no
single way to accomplish a distractive task. For example, when drinking, a driver can put
the container down between each swallow, or just keep it in the hand. When phoning,
the driver can place the phone between head and shoulder, or keep it in hand. Moreover,
actions can be interrupted suddenly, because the driver needs both hands on the wheel to
turn, or greater focus on the road to avoid accidents. All these constraints make the actions
less similar in time, and significantly limits the HMM performance. Using a bigger dataset
might eventually improve the classification results. As regards distraction-only accuracy
(89.84% and 89.64%), results suggest that our system can successfully detect whether a
driver is actually distracted or not.
Another test we did was to train the AdaBoost classifier with each module separately and
evaluate their inference capacity (see Table 6.5). We found that features related to arm
position were by far the most discriminative, probably because normal driving position
was easy to detect, and represented almost 40% of a driving session. Other features were
also useful, but provided efficient recognition only for specific actions. For example, we
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Table 6.4: Accuracies of AdaBoost and HMM classifiers for distraction recognition (5
classes) and distraction detection (2 classes)
AdaBoost HMM
Subject Distraction
recognition
Distraction
detection
Distraction
recognition
Distraction
detection
1 89.36 91.44 84.00 92.31
2 86.02 90.05 87.41 91.16
3 87.38 90.95 90.19 96.41
4 85.48 94.72 81.85 84.65
5 81.14 85.05 83.68 83.82
6 80.94 87.7 81.52 89.53
Average 85.05 89.84 84.78 89.64
Table 6.5: Accuracies per features
Subject Arm Orientation Expression Eyes All
1 76.49 55.9 54.31 65.7 89.36
2 70.04 56.35 55.45 61.72 86.02
3 85.99 66.8 56.48 38.6 87.38
4 69.80 63.63 55.09 59.95 85.48
5 74.55 66.6 56.30 59.06 81.14
6 81.01 77.87 64.25 63.85 80.94
found that face orientation was very discriminative for drinking and text messaging, facial
expression helped a lot in differentiating phone call and drinking, and eye behavior was
efficient for text messaging and normal driving. AdaBoost was an appropriate choice of
classifier, as decision trees as weak classifiers were doing feature selection for each type of
action.
The overall accuracy is a good indicator of system performance, but it does not say how
each class is correctly detected. Table 6.6 provides a few classification metrics for each
class, based on the average of each driver performance. For each class, extremelly high
accuracy is due to an unbalanced testing set. Indeed, a single action (except normal
driving) represents between 10% and 20% of the entire sequence. Therefore, recall and
precision measures are better indicators of the classification capacity. From the table, it is
clear that phone call and normal driving were quite successfully detected. Drinking was a
little behind, mainly because the action was sometimes very fast (the driver just swallowed
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Table 6.6: Classification measures for each class
Subject Phone call Text
message
Drinking Object
distraction
Normal
driving
Accuracy 95.54 96.24 95.55 92.79 89.98
Sensitivity
/recall
80.56 73.63 86.14 24.78 96.00
Specificity 97.90 98.65 96.19 98.91 87.38
Precision 87.51 89.22 51.45 68.28 85.48
f measure 81.71 72.04 60.79 26.30 81.14
g-means 87.98 78.32 90.91 40.16 80.94
for a few seconds and put the drink down) and attenuated by temporal smoothing. The
worst performance was for object distraction, probably because this action required neither
huge visual nor cognitive attention. In that regard, the action was pretty similar to normal
driving and therefore hard to detect, even for a human being.
In order to get more insight about those results, Figure 6.8 displays the frame-by-frame
classification for a given sequence. Ground truth is the blue lines, estimated class is the red
one. In this example, phone call and text message are accurately detected, drinking comes
with a few false positives, and object distraction is often considered normal driving. We
have added a few frames to provide a better visualization of why detection was successful
or not. Correct detections are represented with green frames, whereas false detections are
in red. The drinking false positives are often due to strong arm movements (when changing
gear during a phone call, for example). We believe that a better temporal analysis could
eliminate this type of false positive detection. For object distraction misclassification, the
sample frames show that the driver does not look extremely distracted, and it can be hard
to say whether the driver is actually adjusting the radio or just keeping a hand on the gear
lever. Fortunately object distraction is the less demanding distraction and therefore the
less dangerous, making the misclassification in that case less critical.
6.5 Conclusion and possible improvements
We have successfully built an inattention detection and recognition system based on a
Kinect sensor, computer vision, and machine learning. Based on four modules extracting
data from arm position, face orientation, facial expression, and eye behaviour, we have
constructed two types of classifiers to perform inattentive action recognition. Based on
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Figure 6.8: Results of action recognition for a given sequence. Ground truth (red) and
estimated actions (blue) are displayed for each frame (x axis).
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data collected with a driving simulator, we were able to evaluate our work, and results
showed that our method is accurate and might be used in a real car.
Compared to existing approaches aiming to detect inattention or provide a level of inatten-
tion, our system outputs higher-level information, more suitable for context-aware human-
machine interaction. Not only can it be used for immediate driver safety, but also for long
term statistics about driver habits, or for inter-vehicle communications systems. Moreover,
the different modules we have constructed are extremely flexible, and could be used for
other type of statistical computation and inference.
Kinect is still a new product, and it is sometimes criticized as not being efficient in an
outdoor or night environment. In this work, we did not want to restrict ourselves to sen-
sosr that are currently used and that are found to be efficient. Indeed, there are many
alternatives to obtaining a depth map (such as time of flight cameras) and color cameras
could be replaced by infrared to be efficient even at night.
Possible improvements are as follows: first, we believe that action recognition could be
improved using more temporal information. For example, drinking and phone calls are
sometimes mixed up and alternating in successive frames, whereas it is very unlikely in
practice that a driver is doing both at the same time. Such mistakes could be avoided.
Next, the modules we have designed could allow fatigue detection using PERCLOS, nod-
ding, and yawning frequencies, for example. Therefore, a few more analyse could lead to
an efficient fatigue detection system.
Moreover, background and environment information have not been exploited yet and could
prove to be very useful in assessing the level of risk on the road. We might use a Bayesian
network, and later on a dynamic Bayesian network to integrate additional sources related
to the driver (age, driving experience, fatigue) and the environment (time of day, road
type, outside traffic, vehicle speed) in the inference process. Moreover, during the recorded
sessions, we have also used additional sensors such as a microphone, a heart rate monitor,
or steering wheel signals. We will work on integrating these signals into the system. Last,
we also plan to record more driving sessions, involving additional actions, such as interac-
tions and chatting with other passengers.
Based on Kinect sensor and computer vision tools, we have built an efficient module for
detecting driver distraction and recognizing the type of distraction. Based on color and
depth map data from the Kinect, our system is composed of four sub-modules analyzing
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eyes behavior, arm position, facial expression and face orientation. Each module produces
relevant information for assessing driver distraction. They are merged together later on
using two different classification strategies: an AdaBoost classifier, and Hidden Markov
Models. Evaluation was performed on our experimental testbed. Qualitative and quantita-
tive results show strong and accurate detection and recognition capacity (85% accuracy for
the type of distraction, and 90% for distraction detection).
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Chapter 7
Conclusion
7.1 Contributions
In this thesis, a framework for context-aware driver status assessment systems was designed.
The main contributions are listed below.
7.1.1 Experimental framework design
Equipment for building a driving simulator was acquired and set up. Different sensors were
added to the system to enable multi-modal acquisition, analysis, and fusion. More precisely,
we have a Kinect, two infrared cameras, a microphone array, and a heart rate monitor.
The software interface associated with the system enables simultaneous acquisition of all
the sensors, as well as steering wheel/pedal signals and road monitoring. Experiments
were also carried out based on this system. Eight drivers were recorded in distracted and
fatigued conditions for further analysis of their behavior.
In conclusion, this experimental testbed is a reliable starting point for future work. Further,
other sensors and types of data collection could easily extend the present work thanks to
the flexibility of the interface.
7.1.2 Driver identification framework
An important aspect of context-aware systems is the accessibility of the context. Inside
a vehicle, context can be obtained for outdoor conditions via GPS positioning, heat and
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humidity sensors, or RADARs, but background knowledge about the driver is also important
to better understand behavior. Therefore, person identification is a key component of our
framework.
Based on audio-visual data fusion, a driver identification system was developed. The
algorithms were tested first on a challenging database, then they were implemented and
integrated into our interface. Results on a test set of ten drivers show the excellent accuracy
and reliability of the system.
7.1.3 Eye tracking and fatigue detection system
A possible example of driver state assessment is the detection of fatigue. Driver drowsiness
detection is an important field of investigation for car safety. Warning the driver about
being too tired and encouraging the taking of a nap could potentially avoid numerous road
accidents.
Based on computer vision and infrared imaging, we have designed first an efficient eye
tracker, which is robust to face rotation. Then, we have used this eye tracking system
for fatigue detection by computation of the percentage of eye closure. The algorithm
was integrated with the software interface, and showed good results for a simple fatigue
detection approach.
7.1.4 Driver distraction detection and recognition
Another road safety concern is driver distraction. The second example of driver status
assessment system based on our data collection is then on detection of driver distraction.
Our system uses Kinect color and depth streams to extract discriminative features, and
uses machine learning strategies to recognize the type of distraction a driver is subject to
(if any). The system shows good accuracy and could be integrated with the interface later
on.
7.2 Discussion and Future work
The framework designed in this thesis opens doors to a number of new experiments, and
several research directions worth exploring. Below are a few suggestions of possible future
work.
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7.2.1 A better use of the sensors
One of the strengths of our system is its capacity for acquiring multi-modal informa-
tion. Except for driver identification, our work was largely focused on computer vision
approaches. Although camera-based systems are popular and efficient, integrating addi-
tional sensors could reveal extremely useful information, and improve the performance of
our system. In particular, audio, heart rate, and steering wheel signals are other good
indicators of driver inattention. They should be integrated in a future work.
Moreover, the Kinect has not been exploited in this work at its greatest capacity. For
example, it could be used in future work for driver recognition based on 3D models, or
fatigue detection. The night vision mode provided by the Kinect could also be used, and
completely replace our infrared cameras.
7.2.2 Context integration and risk inference
Our driver fatigue and driver distraction detection systems are illustrations of possible man-
machine interactions in a vehicle, but to that point, no context has been taken into account.
As mentioned earlier in this document, context can refer either to the environment, or to
driver background information. In addition, detecting driver inattention is not an end in
itself and could be used to infer crash risks for example.
An efficient strategy for integrating all this knowledge is therefore required. One of the most
straightforward possibilities is the use of a Bayesian Network. Based on national statistics
surveys or previous studies, a probability can be associated with each piece of contextual
information to help in the risk assessment. Figure 7.1 presents a possible Bayesian network
for context-aware multi-modal inference.
A longer-term perspective is the integration of the time factor. A Bayesian Network is a
static system, and cannot integrate temporal consideration. On the other hand, fatigue
is a long-term evolving state, changing slowly as time passes. Therefore, more complex
fusion and inference strategies could be used, such as dynamic Bayesian networks.
7.2.3 A more extensive study
In the scope of this thesis, we have restricted our investigations due to temporal constraints.
However, further experiments and analysis could be carried out.
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Figure 7.1: Proposed Bayesian network for context integration and crash risk inference
We chose to focus on fatigue and inattention, but there are several other possible reasons
affecting driver alertness and performance. Detecting whether a driver is anxious, stressed,
nervous, angry, or intoxicated, could be additional features that would be part of an effi-
cient driver state assessment system.
In addition, our experiments were carried out on a small subset of drivers and driving
conditions, making the dataset not extensive. Further experiments could, for example, in-
tegrate more distractive actions (such as passenger interaction) or true fatigue. A greater
number of subjects would also be required to obtain reliable statistics and a wider panel
of situations.
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7.2.4 Long-term perspectives
Longer-term perspectives, that are outside the scope of the project could also be investi-
gated.
First, using a driving simulator is a good starting point as data acquisition and testing
is much easier. However, real life outdoor conditions cannot be efficiently simulated. For
example, synthetic noise generated by the car driving software is not extremely realis-
tic, and the acoustics of the laboratory room are quite different from a car environment.
Illumination can be simulated either by the software or by an artificial lighting system,
however, they cannot reproduce sun-light or the complexity of an outdoor environment.
Last, most subjects enjoyed the driving experience, but found that braking, acceleration,
and vibration sensations were somehow missing. Using a real car for experimentation is
therefore the only way to obtain realistic and reliable driving experiences.
Second, this project was focused on driver behavior and contextual information. No anal-
ysis or correlation has been done on interactions between driver condition and driving
performance on the road. Driving performance would involve road lane, road sign, or
other-vehicle detection, and performance would be evaluated on the driver’s capacity to
correctly respond to the environment (such as avoiding lane deviation, slowing down when
a road sign indicates to do so, or keeping a good distance from other vehicles). Such an
analysis would require additional sensors and a lot of processing effort, but it could even-
tually serve efficiently the goal of driver state assessment.
Last, other projects could extend our work, and use driver state information for safety. In
this work, we have proposed the most straightforward strategy, of simply emitting a warn-
ing if a driver is showing signs of fatigue or inattention. However, this information could
be used in inter-vehicle communications. Instead of just warning the driver, sending the
information to the surrounding cars would make drivers all around aware of the potential
danger, thus reducing the risk of accident.
95
APPENDICES
96
Appendix A
Hardware list detail
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Products detail
1 – Cockpit
Product Obutto oZone cockpit (489$)
Description - Seat
- Steering wheel/pedal/shifter mount
- Monitor stand
Additional option Triple monitor mount(115$)
Total price 
(taxes and shipping fee included)
594.00 $
Website: http://www.getgadget.ca/purchase.html
2 - Steering wheel, pedals and shifter
Product Logitech G27 racing wheel
Description - Steering wheel
- Pedals
- Shifter
Total price 
(taxes and shipping fee included)
282.49 $
Website: http://www.amazon.ca/Logitech-941-000045-G27-Racing-
Wheel/dp/B001NT9TK4
3 – Driving simulation software
Product City Car Driving V1.2
Description - In this car driving simulator a 
special stress has been laid on the 
variety of road situations and 
realistic car driving. 
- Triple monitor display available
Total price 
(taxes and shipping fee included)
25.00 $
Website: http://citycardriving.com/buy/citycardriving
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4 – Monitors
Product ASUS VH242H LCD Monitor 
(213.55$ each)
Description - 23.6-inch full 1080p HD widescreen 
- HDMI/DVI/VGA 
- VGA + power supply cable included
Quantity 3
Total price 
(taxes and shipping fee included)
640.65 $
Website: http://www.amazon.ca/ASUS-VH242H-23-6-Inch-
Widescreen-Monitor/dp/B001LYPIIS/ref=sr_1_1?
s=electronics&ie=UTF8&qid=1330543615&sr=1-1
5 – Three monitor graphic expansion
Product Matrox-TripleHead2Go
Description - Run three independent monitors 
from your notebook or desktop 
computer even if that system only 
supports a single monitor output 
- Required for City Car driving (3)
Total price 
(taxes and shipping fee included)
373.98$
Website: http://www.amazon.ca/Matrox-TripleHead2Go-Three-
Monitor-Graphics-Expansion/dp/B000RMQZ96
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6 – Lighting kit
Product InspironPhoto 2400W
Description - Two pieces 4 Light Bank 
Selectable Light Fixture including 
power cords 
- 12 x45 Watt 5500K Light Bulbs
- Three fully adjustable light stands - 
- Three 20"x28" softboxes 
- Heavy duty carrying case 
Total price 
(taxes and shipping fee included)
219.00$
Website: http://www.amazon.ca/InspironPhoto-Photography-
Lighting-Digital-Chromakey/dp/B005NMTI8K/ref=sr_1_8?
ie=UTF8&qid=1333049874&sr=8-8
7 – Microphone array
Product Andrea Electronics Microphone 
DA-350
Description - linear multi-element array 
microphone  
- Noise reduction / cancellation 
included
- USB audio adapter
Total price 
(taxes and shipping fee included)
364.00$
Website: 
http://store.mp3car.com/Andrea_Electronics_Microphone_DA_350_
p/com-017.htm
8 – Camera
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Product Near Infrared Camera
Description
Total price 
(taxes and shipping fee included)
~300.00$
Website: 
Three additional products were purchased after the initial order:
9 – Kinect for windows
Product Kinect for Windows
Description
Total price 
(taxes and shipping fee included)
$264.16
Website: http://www.amazon.ca/X360-Kinect-sensor-for-
Windows/dp/B006UIS53K/ref=sr_1_15?
ie=UTF8#&qid=1328883933#&sr=8-15
10 – Heart rate monitor 
 
Product CMS50E
Description
Total price 
(taxes and shipping fee included)
$79.00
http://www.amazon.ca/Finger-pulse-oximeter-CMS-50E-
accessories/dp/B0035WFT2E
11 – Graphic card
  
Product Zotac GeForce GTS 450
Description
Total price 
(taxes and shipping fee included)
$150.00
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Driving session details
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Driving simulator experiments 
Céline Craye and Abdullah Rashwan 
Goals 
Our goal is to carry out experiments on several drivers to assess their level of inattention and 
fatigue. The subjects will be asked to drive the simulator in situations of inattention or fatigue. 
Several sensors will be used to obtain as many information as possible about the driver and its 
driving. Data fusion will be used later on to combine all the information and estimate if the 
driver is inattentive or tired. 
General information 
- 6 to 8 subjects 
- 2 driving sessions of 30 minutes 
o 1 in the morning (driver is not tired) 
o 1 late in the evening after a working day (driver is tired) 
- For each session, two driving conditions 
o City driving condition with high traffic 
o Highway driving with low traffic 
- 5 minutes of free driving before the experiment to make the driver comfortable with 
driving when starting the experiment. 
- Instructions will be provided to the driver while driving through a headset 
Driving session  
The tasks are repeated twice for each session, once for each road condition. Drowsiness acting is 
done only during the night sessions. Below are the different tasks 
5 tasks for inattention 
1- Phone call 
2- Text message 
3- Drinking 
4- Map research/ Road distraction 
5- Adjusting the radio 
3 tasks for drowsiness (only during the evening session) 
6- Eyes closed for a few seconds 
7- Yawning 
8- Nodding 
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Time 
(min) 
0:00-
3:00 
3:00-
5:00 
5:00-
6:00 
6:00-
7:00 
7:00-
8:00 
8:00-
10:00 
10:00-
12:00 
12:00-
13:00 
13:00-
14:00 
14:00-
15:00 
Action  1  2  3  4 5  
Time 
(min) 
15:00-
18:00 
18:00-
20:00 
20:00-
21:00 
21:00-
22:00 
22:00-
23:00 
23:00-
25:00 
25:00-
27:00 
27:00-
28:00 
28:00-
29:00 
29:00-
30:00 
Action  3  5  1  2 4  
 
And a typical session during the night 
 
Time 
(min) 
0:00-
3:00 
3:00-
4:00 
4:00-
4:30 
4:30-
5:30 
5:30-
6:00 
6:00-
8:00 
8:00-
9:00 
9:00-
12:00 
12:00-
12:30 
12:30-
14:30 
14:30-
15:00 
Action  2  4  3  5  1  
Time 
(min) 
15:00-
18:00 
18:00-
19:00 
19:00-
19:30 
19:30-
20:30 
20:30-
21:00 
21:00-
23:00 
23:00-
23:30 
23:30-33:30 
Action  2  3  5 1  
 
The night session includes 10 minutes of driving on the highway without any distraction in order 
to look at the driver behaviour in drowsy conditions (tired + no distraction) 
 Normal driving (including tasks 6, 7, and 8 for the evening session). 
 Loading the map and normal driving 
 
Task description 
First Phone call 
Hostess:  Pepi's Pizza. How can I help you?   
Subject:  Hi. I'd like to order a pizza please.   
Hostess:  Okay. I'll have to transfer your call to our take-out department. One moment please. 
Recorded Message: Thank you for calling Pepi's Pizza. All of our operators are busy. Please hold 
for the next available person.   
Take-out Clerk:  Thank you for waiting.  Is this for take-out or delivery?   
Subject:  Delivery please.   
Take-out Clerk:  Can I have your name and address please?   
Subject:  My name is...  My address is ….   
Take-out Clerk:  Thank you. Is that an apartment or a house?   
Subject:  It's an apartment. Number ....  
Take-out Clerk:  Okay. And what would you like to order today?   
Subject:  I'd like a large pepperoni pizza with extra cheese.   
Take-out Clerk:  Ok so large pizza isn't it ? 
Subject:  Yes 
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Take-out Clerk:  With pepperoni and extra cheese  
Subject:  That's right.   
Take-out Clerk:  Ok fine. Is there anything else?   
Subject:  No, that would be all   
Take-out Clerk: Anything to drink with that?  
Subject:  Nothing, thanks  
Take-out Clerk: Alright, it's 15 $. How would you like to pay?   
Subject:  Do you accept credit card?  
Take-out Clerk:  Credit card? Sure. You pizza should arrive in about thirty minutes. Is that ok? 
Subject:  Absolutely, thank you very much.  
Take-out Clerk:  You're welcome. Thanks for calling. Bye.  
Second Phone Call 
 
Subject: Hi, How are you? 
Friend: I am good, I was trying to call you all the day, where were you? 
Subject: I have been with my sister at Toronto the whole day, why? 
Friend: There is a movie night event at the University, do you want to come? 
Subject: Sure, I have to cancel first my meeting with Adam. 
Friend: Okay, we will be waiting for you. 
Subject: Great! See you then. 
Friend: See you, Bye. 
Subject:  Bye. 
First Text message 
“Hey, what about eating some pizzas tonight? I just ordered one, I hope you don’t mind” 
Second Text message 
“I will be there in 30 mins” 
Third Text Message 
“Hi Adam, can we meet tomorrow? Something came up” 
Drinking 
Buy some coffee at Tim Hortons before the test 
Map research 
On a map of Kitchener/Waterloo, ask to locate some streets 
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Adjusting the radio 
Bring a real radio or just a computer and ask to select a tune. 
Sensor list 
- A Kinect. Recording camera stream, depth map stream and audio stream 
- 1 or 2 IR camera on bright (+ dark) pupil effect 
- Steering wheel + pedal feedback 
- Pulse oximeter for blood pressure and heart rate 
- Screenshots of the road 
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