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UNIFORMLY POSITIVE ENTROPY
OF INDUCED TRANSFORMATIONS
NILSON C. BERNARDES JR., UDAYAN B. DARJI, AND ROˆMULO M. VERMERSCH
Abstract. Let (X,T ) be a topological dynamical system consisting of a compact metric
space X and a continuous surjective map T : X → X . By using local entropy theory,
we prove that (X,T ) has uniformly positive entropy if and only if so does the induced
system (M(X), T˜ ) on the space of Borel probability measures endowed with the weak∗
topology. This result can be seen as a version for the notion of uniformly positive entropy
of the corresponding result for topological entropy due to Glasner and Weiss.
1. Introduction
Local entropy theory is a culmination of deep results in dynamics, ergodic theory and
combinatorics. Given a dynamical system with positive entropy, it gives, in some sense,
the location of where the entropy resides. We refer the reader to the survey article by
Glasner and Ye [18] for general information on the subject as well as important contribu-
tions by many to the field. It is a powerful tool that can be applied in a variety of settings.
For example, the second author and Kato [11], using local entropy theory, settled some
old problems concerning indecomposable continua in dynamical systems. In this note we
further show the power of this theory by giving a simple proof of the theorem stated in
the abstract.
By a topological dynamical system (TDS) we mean a pair (X, T ) consisting of a compact
metric space X with metric d and a continuous surjective map T : X → X . Such a TDS
induces, in a natural way, the TDSs
(K(X), T ) and (M(X), T˜ ).
In the first of these systems, K(X) denotes the hyperspace of all nonempty closed subsets
of X endowed with the Hausdorff metric
dH(K1, K2) := inf{δ > 0 : K1 ⊂ K
δ
2 and K2 ⊂ K
δ
1},
where Aδ := {x ∈ X : d(x,A) < δ} is the δ-neighborhood of A ⊂ X , and T : K(X) →
K(X) is the continuous surjective map given by
T (K) := T (K) (K ∈ K(X)).
In the second one, M(X) denotes the space of all Borel probability measures on X
endowed with the Prohorov metric
dP (µ, ν) := inf{δ > 0 : µ(A) ≤ ν(A
δ) + δ for all A ∈ BX},
where BX is the σ-algebra of all Borel subsets of X , and T˜ : M(X) → M(X) is the
continuous surjective map given by
(T˜ (µ))(A) := µ(T−1(A)) (µ ∈M(X), A ∈ BX).
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It is well known that both K(X) and M(X) are compact metric spaces. Moreover, if T
is a homeomorphism, then so are T and T˜ . We refer the reader to the books [21, 22] and
[8, 12, 22] for a study of the spaces K(X) and M(X), respectively.
An interesting line of investigation in the area of dynamical systems is the study of the
relations between the dynamics of the TDS (X, T ) and the dynamics of the induced TDSs
(K(X), T ) and (M(X), T˜ ). Such investigations were initiated by Bauer and Sigmund [3],
and later were widely developed by several authors; see [2, 5, 6, 7, 13, 17, 19, 26, 27, 29],
for instance. It is worth to mention that there is a common line in these works: the
search for which dynamical properties the base system (X, T ) and the induced systems
(K(X), T ) and (M(X), T˜ ) share with each other and which dynamical properties they do
not share at all.
It is well known that the extension of a TDS to the hyperspace can dramatically increase
the system’s complexity. For instance, an example was given in [15] (see also [25]) of a
zero topologial entropy system (X, T ) whose hyperspace extension (K(X), T ) has positive
topological entropy. As another example, it was proved in [4, 6] that for the generic
homeomorphism h of the Cantor space {0, 1}N, the TDS ({0, 1}N, h) has no Li-Yorke pair
(in particular, it has zero topological entropy), but its hyperspace extension (K({0, 1}N), h)
is uniformly distributionally chaotic and has infinite topological entropy.
The situation for the extension (M(X), T˜ ) is completely different, at least from the
point of view of topological entropy. Indeed, a deep and surprising result due to Glasner
and Weiss [17] asserts that if (X, T ) has zero topological entropy, then so does (M(X), T˜ ).
A corresponding result for the notion of null system was obtained by Kerr and Li [23]:
if (X, T ) is null, then so is (M(X), T˜ ). Recall that (X, T ) is said to be null if the
topological sequence entropy of (X, T ) is zero for any increasing sequence of natural
numbers. Recently, Qiao and Zhou [28] obtained such a result for the notion of sequence
entropy, which unified the above-mentioned results of Glasner-Weiss and Kerr-Li. We
observe that the converses of these results are trivially true, since (X, T ) can be regarded
as a subsystem of (M(X), T˜ ).
Our goal is to investigate the relationships between these systems for the notion of
uniformly positive entropy (UPE). This notion was introduced by Blanchard [9] as a
candidate for an analogue in topological dynamics for the notion of a K-process in ergodic
theory. In fact, in that paper he proved that every non-trivial factor of an UPE system has
positive topological entropy and, shortly after, he proved that an UPE system is disjoint
from every minimal zero entropy system [10]. Although an UPE system is topologically
weakly mixing but not always strongly mixing [10], Glasner and Weiss [16] proved that
UPE is a necessary condition for a TDS (X, T ) to have a T -invariant probability measure
µ of full support whose corresponding measurable dynamical system (X, T, µ) is a K-
process.
In this short note we prove that (X, T ) has UPE if and only if so does (M(X), T˜ ).
This result can be seen as a version of the Glasner-Weiss theorem [17] for the notion of
uniformly positive entropy. In the proof of this result we will use local entropy theory;
more precisely, the characterization of UPE by means of the notion of an independence
set due to Kerr and Li [24]. Moreover, we will also use an important technique developed
by Glasner and Weiss [17] which connects linear operators to combinatorics.
We point out that Huang and Ye [20] proved the corresponding result for the hyperspace,
i.e., a TDS (X, T ) has UPE if and only if (K(X), T ) has UPE.
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2. Preliminaries
Recall that the Prohorov metric dP on M(X) induces the so-called weak
∗ topology,
that is, the topology whose basic open neighborhoods of µ ∈ M(X) are the sets of the
form
V(µ; f1, . . . , fk; ε) :=
{
ν ∈M(X) :
∣∣∣ ∫
X
fi dν −
∫
X
fi dµ
∣∣∣ < ε for i = 1, . . . , k},
where k ≥ 1, f1, . . . , fk : X → R are continuous functions and ε > 0. For each n ∈ N, let
Mn(X) :=
{ 1
n
n∑
i=1
δxi ∈M(X) : x1, . . . , xn ∈ X not necessarily distinct
}
,
where δx denotes the unit mass concentrated at the point x of X . It is classical that⋃
n∈NMn(X) is dense in M(X). Since Mn(X) is T˜ -invariant, we can consider the TDS
(Mn(X), T˜ ), where we are also denoting by T˜ the corresponding restricted map. It will
be convenient to denote M(X) by M∞(X).
Let us now recall some definitions and notations from entropy theory. In what follows,
all logarithms are in base 2. Let (X, T ) be a TDS. Given covers U1, . . . ,Un of X , let
U1 ∨ · · · ∨ Un := {U1 ∩ · · · ∩ Un : U1 ∈ U1, . . . , Un ∈ Un}.
The entropy of an open cover U of X is defined by
H(U) := logN(U),
where N(U) denotes the minimum cardinality of a subcover of U . The topological entropy
of T with respect to U is defined by
htop(T,U) := lim
n→∞
1
n
H(Un−1),
where Un−1 := U ∨ T−1U ∨ · · · ∨ T−(n−1)U , and the topological entropy of T is given by
htop(T ) := sup
U
htop(T,U),
where the supremum is taken over all open covers of X . The notion of topological entropy
was introduced by Adler, Konheim and McAndrew [1]. It plays a fundamental role in
topological dynamics and its applications. Finally, an open cover U = {U, V } of X
consisiting of two sets is called a standard cover if both U and V are non-dense in X . The
TDS (X, T ) is said to have uniformly positive entropy (UPE) if htop(T,U) > 0 for every
standard cover U of X . The notion of UPE is due to Blanchard [9].
The following useful characterization of UPE is due to Kerr and Li [24].
Theorem 0. A TDS (X, T ) has UPE if and only if every pair (U, V ) of disjoint nonempty
open sets in X has an independence set of positive density.
Recall that a set I ⊂ N is said to be an independence set for a tuple (A1, A2, . . . , Ak)
of subsets of X if ⋂
j∈J
T−j(Aσ(j)) 6= ∅
for every nonempty finite subset J of I and every function σ : J → {1, 2, . . . , k}. Recall
also that a subset I of N has positive density if the limit
lim
n→∞
|I ∩ {1, . . . , n}|
n
exists and is nonzero, where |K| denotes the cardinality of the subset K of X .
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3. Proof of the Main Result
Lemma 1. The sets of the form
(1) W(U1, . . . , Uk; η1, . . . , ηk) := {ν ∈M(X) : ν(Ui) > ηi for i = 1, . . . , k},
where k ≥ 1, U1, . . . , Uk are nonempty disjoint open sets in X and η1, . . . , ηk are positive
real numbers with η1 + · · ·+ ηk < 1, form a basis for the weak
∗ topology on M(X).
Proof. Suppose that µ ∈ W := W(U1, . . . , Uk; η1, . . . , ηk). By inner regularity, there are
compact sets C1, . . . , Ck in X such that Ci ⊂ Ui and µ(Ci) > ηi for all i. Let δ > 0 be so
small that Cδi ⊂ Ui and µ(Ci)− δ > ηi for all i. Then dP (ν, µ) < δ implies
ν(Ui) ≥ ν(C
δ
i ) ≥ µ(Ci)− δ > ηi for all i ∈ {1, . . . , k},
that is, ν ∈W. This proves that W is open in M(X).
Now, take an open ball BdP (µ; ε) in M(X) and choose δ ∈ (0, ε). We claim that there
exist disjoint open sets U1, . . . , Uk in X such that
(2) diamUi < δ for all i ∈ {1, . . . , k}
and
(3) µ(U1) + · · ·+ µ(Uk) > 1− δ/2.
Indeed, let {V1, . . . , Vk} be an open cover of X by sets with diameters < δ. Let C0 := ∅
and let C1, . . . , Ck be compact sets in X such that
Ci ⊂ Vi\(C0 ∪ . . . ∪ Ci−1) and µ
(
Vi\(C1 ∪ . . . ∪ Ci)
)
<
δ
2k
(i ∈ {1, . . . , k}).
Since C1, . . . , Ck are disjoint and since (2) and (3) hold with C1, . . . , Ck instead of U1, . . . , Uk,
it is clear that there exist U1, . . . , Uk with the desired properties. Moreover, we may as-
sume µ(Ui) > 0 for all i. Let Y := X\(U1 ∪ . . . ∪ Uk). For each i, take ηi > 0 with
µ(Ui)−
δ
2k
< ηi < µ(Ui). We shall prove that
µ ∈W(U1, . . . , Uk; η1, . . . , ηk) ⊂ BdP (µ; ε).
It is clear that µ ∈ W(U1, . . . , Uk; η1, . . . , ηk). Pick ν ∈ W(U1, . . . , Uk; η1, . . . , ηk) and
A ∈ BX . Let I := {1 ≤ i ≤ k : A ∩ Ui 6= ∅}. Since µ(Y ) < δ/2 and A
δ ∩ Ui = Ui
whenever i ∈ I, we get
ν(Aδ) ≥
∑
i∈I
ν(Aδ ∩ Ui) =
∑
i∈I
ν(Ui) >
∑
i∈I
ηi >
∑
i∈I
µ(A ∩ Ui)−
δ
2
= µ(A)− µ(A ∩ Y )−
δ
2
> µ(A)− δ.
This proves that dP (ν, µ) ≤ δ < ε. 
Lemma 2. Given nonempty open sets U0,U1 in Mn(X), where 1 ≤ n ≤ ∞, there exist
m ∈ N and nonempty open sets U0,1, . . . , U0,m, U1,1, . . . , U1,m in X such that
(4)
1
m
m∑
i=1
δxk,i ∈ Uk whenever xk,1 ∈ Uk,1, . . . , xk,m ∈ Uk,m (k ∈ {0, 1}).
Moreover, we can take m = n if n <∞.
Proof. By Lemma 1, there is an open set Wk of the form W(Vk,1, . . . , Vk,jk; ηk,1, . . . , ηk,jk)
such that
(5) ∅ 6= Wk ∩Mn(X) ⊂ Uk (k ∈ {0, 1}).
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Assume n <∞ and take
(6) µk :=
1
n
n∑
i=1
δyk,i ∈Wk for k ∈ {0, 1}.
For each i ∈ {1, . . . , n}, let Uk,i be an open neighborhood of yk,i with Uk,i ⊂ Vk,j if
yk,i ∈ Vk,j. By (5) and (6), we have that (4) holds with m = n. Now, assume n = ∞.
Since
⋃
t∈NMt(X) is dense in M(X), we can take
(7) νk :=
1
tk
tk∑
i=1
δzk,i ∈Wk (k ∈ {0, 1}).
For each i ∈ {1, . . . , tk}, let Ak,i be an open neighborhood of zk,i with Ak,i ⊂ Vk,j if
zk,i ∈ Vk,j. Put m := t0t1 and produce a sequence U0,1, . . . , U0,m (resp. U1,1, . . . , U1,m) by
putting each A0,i (resp. each A1,i) exactly t1 (resp. t0) times. By (5) and (7), we have
that (4) holds. 
We will also need the following result [17, Proposition 2.1]:
Lemma 3. Given constants ε > 0 and b > 0, there exist constants m0 ∈ N and c > 0 such
that the following property holds for every m ≥ m0: if ϕ : ℓ
k
1 → ℓ
m
∞ is a linear map with
‖ϕ‖ ≤ 1, and if ϕ(Bℓk
1
) contains more than 2bm points that are ε-separated, then k ≥ 2cm.
We observe that ℓk1 denotes the vector space R
k endowed with the ℓ1-norm, that is,
‖(r1, . . . , rk)‖ := |r1|+ · · ·+ |rk|, and that ℓ
m
∞ denotes the vector space R
m endowed with
the ℓ∞-norm, that is, ‖(s1, . . . , sm)‖ := max{|s1|, . . . , |sm|}. Moreover, Bℓk
1
denotes the
closed unit ball of the Banach space ℓk1.
Theorem 4. For every TDS (X, T ), the following assertions are equivalent:
(i) (X, T ) has UPE;.
(ii) (Mn(X), T˜ ) has UPE for some 1 ≤ n ≤ ∞;
(iii) (Mn(X), T˜ ) has UPE for every 1 ≤ n ≤ ∞.
Proof. (ii) ⇒ (i): Let us consider first the case n = ∞. Suppose that (M(X), T˜ ) has
UPE. Let U = {U0, U1} be a standard cover of X . We have to prove that htop(T,U) > 0.
For this purpose, let V0 and V1 be nonempty open sets in X with
V0 ⊂ U0\U1, V1 ⊂ U1\U0 and V0 ∩ V1 = ∅.
Define
V0 := {µ ∈M(X) : µ(V0) > 0.9} and V1 := {µ ∈M(X) : µ(V1) > 0.9},
which are disjoint nonempty open sets in M(X). By Theorem 0, the pair (V0,V1) has
an independence set I ⊂ N of positive density. Let b > 0 and m1 ∈ N be such that
|I ∩ {1, . . . , m}|
m
> b whenever m ≥ m1.
Put ε = 0.5 and let m0 ∈ N and c > 0 be the constants associated to ε and b according
to Lemma 3. Fix m ≥ max{m0, m1} and choose a subcover {A1, A2, . . . , Akm} of U
m−1
with minimum cardinality. Let
B1 := A1 and Bi := Ai\(A1 ∪ . . . ∪Ai−1) for 2 ≤ i ≤ km.
As {A1, A2, . . . , Akm} is minimal, we have that Bi 6= ∅ for every i. Let
M :=
[
ti,j
]
1≤i≤km,0≤j≤m−1
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be a km ×m matrix of 0’s and 1’s such that
Bi ⊂ Uti,0 ∩ T
−1(Uti,1) ∩ T
−2(Uti,2) ∩ . . . ∩ T
−(m−1)(Uti,m−1),
for all 1 ≤ i ≤ km. Consider the linear map ϕ : ℓ
km
1 → ℓ
m
∞ given by
ϕ(r1, . . . , rkm) := [r1 · · · rkm]M.
Clearly, ‖ϕ‖ ≤ 1. Let J := I ∩ {1, . . . , m}. Since I is an independence set for (V0,V1),
for each σ : J → {0, 1}, there exists µσ ∈M(X) such that
T˜ j(µσ) ∈ Vσ(j) for all j ∈ J.
Let σ, σ′ : J → {0, 1} be distinct functions and let s ∈ J be such that σ(s) 6= σ′(s). Let
us assume σ(s) = 1 and σ′(s) = 0. Then,
µσ(T
−s(V1)) > 0.9 and µσ′(T
−s(V0)) > 0.9.
Since
T−s(V1) ⊂
⋃
{Bi : ti,s = 1} ⊂ T
−s(U1)
(for the first inclusion use the fact that T−s(V1) and T
−s(U0) are disjoint), we obtain
µ
(
T−s(V1)
)
≤
km∑
i=1
ti,s µ(Bi) ≤ µ
(
T−s(U1)
)
(µ ∈M(X)).
Hence, the sth coordinates of the points
ϕ
(
µσ(B1), . . . , µσ(Bkm)
)
and ϕ
(
µσ′(B1), . . . , µσ′(Bkm)
)
are greater than 0.9 and smaller than 0.1, respectively, showing that these points are ε-
separated. Since |J | > bm, there are more than 2bm functions σ. This shows that ϕ(B
ℓ
km
1
)
contains more than 2bm points that are ε-separated. Thus, by Lemma 3, km ≥ 2
cm. This
implies that htop(T,U) ≥ c > 0, as desired.
Now, suppose that (Mn(X), T˜ ) has UPE for some 2 ≤ n <∞. Given disjoint nonempty
open sets U0, U1 in X , consider
U0 :=
{
µ ∈Mn(X) : µ(U0) >
n− 1
n
}
and U1 :=
{
µ ∈Mn(X) : µ(U1) >
n− 1
n
}
,
which are disjoint nonempty open sets in Mn(X). Since (Mn(X), T˜ ) has UPE, the pair
(U0,U1) has an independence set I ⊂ N of positive density. Hence, given J ⊂ I nonempty
and finite, and given σ : J → {0, 1}, we have that⋂
j∈J
T˜−j(Uσ(j)) 6= ∅.
If µ := 1
n
∑n
i=1 δxi belongs to the above intersection, then
1
n
n∑
i=1
δT jxi ∈ Uσ(j) for all j ∈ J.
By the definitions of U0 and U1, this implies that
{T jx1, . . . , T
jxn} ⊂ Uσ(j) for all j ∈ J.
Thus,
{x1, . . . , xn} ⊂
⋂
j∈J
T−j(Uσ(j)),
proving that the above intersection is nonempty. Thus, I is an independence set of positive
density for the pair (U0, U1). By Theorem 0, (X, T ) has UPE.
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(i) ⇒ (iii): Suppose that (X, T ) has UPE. Fix 1 ≤ n ≤ ∞ and let U0,U1 be disjoint
nonempty open sets inMn(X). By Lemma 2, there exist an integer m ≥ 1 and nonempty
open sets U0,1, . . . , U0,m, U1,1, . . . , U1,m in X such that
(8) Rm(U0,1 × · · · × U0,m) ⊂ U0 and Rm(U1,1 × · · · × U1,m) ⊂ U1,
where Rm(x1, . . . , xm) :=
1
m
∑m
i=1 δxi . Moreover, we may assume m = n if n < ∞. Let
Xm := X×· · ·×X (m times) and Tm := T×· · ·×T (m times). Note that T˜ ◦Rm = Rm◦Tm.
Since U0 ∩ U1 = ∅, (8) implies that
(9) (U0,1 × · · · × U0,m) ∩ (U1,1 × · · · × U1,m) = ∅.
Since any finite product of UPE systems is a UPE system [14], the TDS (Xm, Tm) has
UPE. Hence, by (9) and Theorem 0, there exists I ⊂ N of positive density such that⋂
j∈J
T−jm (Uσ(j),1 × · · · × Uσ(j),m) 6= ∅
for every nonempty finite subset J of I and every function σ : J → {0, 1}. For such a J
and such a σ, we have that⋂
j∈J
T˜−j(Uσ(j)) ⊃
⋂
j∈J
T˜−j
(
Rm(Uσ(j),1 × · · · × Uσ(j),m)
)
⊃
⋂
j∈J
Rm
(
T−jm (Uσ(j),1 × · · · × Uσ(j),m)
)
⊃ Rm
(⋂
j∈J
T−jm (Uσ(j),1 × · · · × Uσ(j),m)
)
6= ∅.
This shows that I is an independence set of positive density for the pair (U0,U1). Thus,
by Theorem 0, (Mn(X), T˜ ) has UPE. 
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