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Abstract 
We provide a solution to the heretofore open problem of stabilization of systems with arbitrarily long delays at the input and 
output of a nonlinear system using output feedback only. The solution is global, employs the predictor approach over the 
period that combines the input and output delays, addresses nonlinear systems with sampled measurements and with control 
applied using a zero-order hold, and requires that the sampling/holding periods be sufficiently short, though not necessarily 
constant.  Our approach considers a class of globally Lipschitz strict-feedback systems with disturbances and employs an 
appropriately constructed successive approximation of the predictor map, a high-gain sampled-data observer, and a linear 
stabilizing feedback for the delay-free system. The obtained results guarantee robustness to perturbations of the sampling 
schedule and different sampling and holding periods are considered. The approach is specialized to linear systems, where 
the predictor is available explicitly.  
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1. Introduction 
Summary of Results of the Paper. Even though numerous 
results have been developed in recent years for the stabili-
zation of nonlinear systems with input delays by state 
feedback [15,17,19,20,21,22,25,26,37], and although addi-
tional delays in state measurements are allowed in our re-
cent work [17], the problem of stabilization of systems 
with arbitrarily long delays at the input and/or output by 
output feedback has remained open.   
    In this work we provide a solution to this problem. Our 
solution addresses nonlinear systems with sampled meas-
urements and with control applied using a zero-order hold, 
with a requirement that the sampling/holding periods be 
sufficiently short, though not necessarily constant. Our so-
lution also employs the predictor approach to provide the 
control law with an estimate of the future state over a pe-
riod that combines the input and output delays.  
    Our approach considers a class of globally Lipschitz 
strict-feedback systems with disturbances and employs an 
appropriately constructed successive approximation of the 
predictor map, a high-gain sampled-data observer, and a 
linear stabilizing feedback for the delay-free system. The 
obtained results can be applied to the linear time-invariant 
case as well, providing robust global sampled-data stabi-
lizers, which are completely insensitive to perturbations of 
the sampling schedule and guarantee exponential conver-
gence in the absence of measurement and modelling errors.  
    Our approach achieves input-to-state stability with re-
spect to plant disturbances and measurement disturbances, 
as well as global exponential stability in the absence of dis-
turbances. 
 
Problem Statement and Literature. As in 
[15,17,19,20,21,22] we consider nonlinear systems of the 
form: 
lmn tdtutx
tdtutxftx
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where 0≥τ  is the input delay and 
nlmnf ℜ→ℜ×ℜ×ℜ:  is a locally Lipschitz mapping 
with 0)0,0,0( =f . We employ the predictor-based ap-
proach, which is ubiquitous for linear systems (see the ref-
erences in [20,21]) and is different from other approaches 
for systems with input delays [25,26,37], where the stabi-
lizing feedback for the delay free system is either applied 
or is modified and stability is guaranteed for sufficiently 
small input delays. The input in (1.1) can be applied con-
tinuously or with zero-order hold (see [17]) and the meas-
ured output is usually assumed to be the state vector 
ntx ℜ∈)( . In [17], we extended predictor-based nonlinear 
control to the disturbance-free case (i.e, 0≡d ) of sampled 
measurements and measurement delays expressed as 
)()( rxty i −= τ , for ),[ 1+∈ iit ττ  
where y  is the measured output, the discrete time instants 
iτ  are the sampling times and 0≥r  is the measurement 
delay. The motivation is that sampling arises simultane-
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ously with input and output delays in control over net-
works. Few papers have studied this problem (exceptions 
are [13] where input and measurement delays are consid-
ered for linear systems but the measurement is not sampled 
and [18] where the unicycle is studied).  
     In the absence of delays, in sampled-data control of 
nonlinear systems semiglobal practical stability is gener-
ally guaranteed [8,29,30], with the desired region of attrac-
tion achieved by sufficiently fast sampling. Alternatively, 
global results are achieved under restrictive conditions on 
the structure of the system [7,12,32,39]. Simultaneous con-
sideration to sampling and delays (either physical or sam-
pling-induced) is given in the literature on control of linear 
and nonlinear systems over networks 
[5,6,11,30,32,35,36,39,41], but almost all available results 
rely on delay-dependent conditions for the existence of 
stabilizing feedback and in most cases the stability domain 
is depends on the sampling interval/ delay. Exceptions are 
the papers [2,23], where prediction-based control method-
ologies are employed.  
    The assumption that the state vector is measured is sel-
dom realistic. Instead, measurement is a function of the 
state vector, i.e., the measured output of system (1.1) is 
given by: 
+
+ ∈∈+−= Zitrxhty iiii ),,[),())(()( 1τττξτ   (1.2) 
where ∞=0}{ iiτ  is the set of sampling times being an in-
creasing sequence with ( ) 11
0
sup Tii
i
≤−+≥ ττ , 01 >T  is the 
upper diameter of the sampling partition, 0≥r  is the 
measurement delay, knh ℜ→ℜ:  is a continuous vector 
field with 0)0( =h  (the output map) and kℜ∈ξ  is the 
measurement error. The measurements are obtained at dis-
crete time instants (the sampling times).  
     We study the following problem in this paper: find a 
feedback law, which utilizes the sampled measurements 
and applies the input with zero-order hold, given by 
 
jutu =)( , +∈+∈ ZjTjjTt ,))1(,[ 22         (1.3)  
where 02 >T  is the holding period, such that the closed-
loop system (1.1) with (1.2), (1.3) satisfies the Input-to-
State stability (ISS) property from the inputs 
kld ℜ×ℜ∈),( ξ  for all sampling partitions with 
( ) 11
0
sup Tii
i
≤−+≥ ττ .  
Solution Provided in the Paper. The above problem is con-
sidered for the case of constant delays 0≥τ , 0≥r  and is 
solved for the class of globally Lipschitz systems of the 
form 
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where ℜ→ℜiif :  ( ni ,...,1= ) are globally Lipschitz 
functions with 0)0( =if ( ni ,...,1= ) and the output map is 
1)( xxh = . The inputs id  ( ni ,...,1= ) represent distur-
bances and the functions ℜ→ℜiig :  ( ni ,...,1= ) are lo-
cally Lipschitz, bounded functions. In this case, we can 
show stabilizability of system (1.1) even under perturba-
tions of the sampling schedule, by combining the sampled-
data observer design in [14] and the approximate predictor 
control proposed in [15]. The feedback design is based on 
the corresponding delay free system 
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nitxtxtxftx
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The proposed control schemes for both cases consist of 
three components: 
1st Component: An observer, which utilizes past input and 
output values in order to provide (continuous or discrete) 
estimates of the delayed state vector )( rtx − . 
2nd Component: The predictor mapping that utilizes the es-
timation provided by the observer and past input values in 
order to provide an estimation of the future value of the 
state vector )( τ+tx . 
3rd Component: A nominal globally stabilizing feedback 
for the corresponding delay-free system.  
    The above control scheme has long been in use for lin-
ear systems [24,27,28,40] and it has been used even for 
partial differential equation systems [9], but is novel for 
nonlinear systems. Moreover, even for Linear Time-
Invariant (LTI) systems  
)()()()( tGdtButAxtx +−+= τ             (1.6) 
where nn tdtutx ℜ∈ℜ∈ℜ∈ )(,)(,)( , we provide new 
sampled-data feedback stabilizers that are robust to pertur-
bations of the sampling schedule and guarantee exponen-
tial convergence in the absence of measurement and mod-
eling errors.  
 
Notation. We adopt the following notation:  
∗  For a vector nx ℜ∈  we denote by x  its usual Euclid-
ean norm, by x′  its transpose. For a real matrix mnA ×ℜ∈ , 
nmA ×ℜ∈′  denotes its transpose and { }1,;sup: =ℜ∈= xxAxA n  is its induced norm. 
nnI ×ℜ∈  denotes the identity matrix. By 
),...,,(diag 21 nlllA =  we mean a diagonal matrix with 
nlll ,...,, 21  on its diagonal. 
∗  +ℜ  denotes the set of non-negative real numbers. +Z  
denotes the set of non-negative integers. For every 0≥t , [ ]t  denotes the integer part of 0≥t , i.e., the largest integer 
being less or equal to 0≥t . A partition { }∞== 0iiTπ  of +ℜ  
is an increasing sequence with 00 =T  and +∞→iT . 
∗  Let nbrax ℜ→− ),[:  with 0≥> ab  and 0≥r . By 
xtTr )(  we denote the “history” of x  from rt −  to t , i.e., ( ) ]0,[;)(:)()( rtxxtTr −∈+= θθθ , for ),[ bat∈ . By 
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xtTr )(

 we denote the “open history” of x  from rt −  to t , 
i.e., ( ) )0,[;)(:)()( rtxxtTr −∈+= θθθ , for ),[ bat∈ . 
∗  Let ℜ⊆I  be an interval. By  );( UI∞L  ( );( UIloc∞L ) we 
denote the space of measurable and (locally) bounded 
functions )( ⋅u  defined on I  and taking values in 
mU ℜ⊆ . We do not identify functions in );( UI∞L  which 
differ on a measure zero set. For )];0,([ nrx ℜ−∈ ∞L  or 
));0,([ nrx ℜ−∈ ∞L  we define )(sup:
]0,[
θ
θ
xx
r
r −∈
=  or 
)(sup:
)0,[
θ
θ
xx
r
r −∈
= . The least upper bound )(sup
]0,[
θ
θ
x
r−∈
  
is not the essential supremum but the actual supremum.  
 
Throughout the paper, for 0=r  we adopt the convention 
nnr ℜ=ℜ−∞ )];0,([L  and nnrC ℜ=ℜ− )];0,([0 .   
 
2. Globally Lipschitz Systems 
We consider system (1.4) with output 
)()()( 1 iii rxy τξττ +−= , +∈ Zi        (2.1) 
where ∞=0}{ iiτ  is the set of sampling times and is a partition 
of  +ℜ  with ( ) 11
0
sup Tii
i
≤−+≥ ττ . We assume that 0>+τr , 
where 0≥r  is the measurement delay and 0≥τ  is the in-
put delay. The locally bounded input ℜ→ℜ+:ξ  repre-
sents the measurement error and the measurable and lo-
cally essentially bounded inputs ℜ→ℜ+:id  ( ni ,...,1= ) 
represent disturbances. Our main assumption is stated next.  
(A) There exist constants 0≥L  and 0≥G  such that 
),...,(),...,(),...,( 1111 iiiiii zxzxLzzfxxf −−≤− , 
 iixx ℜ∈∀ ),...,( 1 , iizz ℜ∈∀ ),...,( 1         (2.2) 
Guxgi ≤),( , ℜ×ℜ∈∀ nux ),(                   (2.3) 
for all ni ,...,1= . Moreover, 0)0( =if  for all ni ,...,1= . 
   Define nn xfxfxf ℜ∈′= ))(),...,((:)( 11 , nnji njiaA ×ℜ∈== },...,1,:{ ,  
with 11, =+iia  for all 1,...,1 −= ni  and 0, =jia  if 
1+≠ ij , nb ℜ∈′= )1,0,...,0( ,  nc ℜ∈′= )0,...,0,1(: . Ine-
qualities (2.2), (2.3) guarantee that system (1.4) is forward 
complete, i.e., for every 
( ) ( )nloclocndux ℜℜ×ℜ+∞−×ℜ∈ +∞∞ ;);,[),,( 0 LL τ  the solu-
tion ntx ℜ∈)(  of system (1.4) with initial condition 
nxx ℜ∈= 0)0(  and corresponding to inputs 
( ) ( )nloclocdu ℜℜ×ℜ+∞−∈ +∞∞ ;);,[),( LL τ  exists for all 0≥t . 
Indeed, the function 2/)()( 2txtP =  satisfies 
( ) 2/)(2/)()(3)1()( 222 τ−++++≤ tutdGtPLntP , for 
almost all 0≥t  for which the solution ntx ℜ∈)(  of sys-
tem (1.4) exists. Integrating the previous differential ine-
quality and using standard arguments, we conclude that the 
solution ntx ℜ∈)(  of system (1.4) exists for all 0≥t  and 
satisfies the following estimate for all 0>t : 
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     The proposed observer/predictor-based feedback law 
consists of three components: 
1) A high-gain sampled-data observer for system (1.4), 
(2.1) which provides an estimate ntz ℜ∈)(  of the delayed 
state vector )( rtx − . 
2) An approximate predictor, i.e., a mapping that utilizes 
the applied input values and the estimate ntz ℜ∈)(  pro-
vided by the observer in order to provide an estimate for 
)( τ+tx . 
3) A stabilizing feedback law for the delay-free system, 
i.e., system (1.5). 
    In what follows, we are going to describe the construc-
tion of each one of the components. We also assume that 
the input and measurement delay values 0, ≥rτ  are per-
fectly known.  
 
1st Component (High-Gain Sampled-Data Observer): Let 
n
nppp ℜ∈′= ),...,( 1   be a vector such that the matrix 
nncpA ×ℜ∈′+ )(  is Hurwitz. The existence of a vector 
n
nppp ℜ∈′= ),...,( 1  is guaranteed, since the pair of ma-
trices ),( cA  is observable. The proposed high-gain sam-
pled-data observer is of the form: 
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where ℜ×ℜ∈ ntwtz ))(),(( , 1≥θ  is a constant to be cho-
sen sufficiently large by the user and ++ ℜ→ℜ:b  is an 
arbitrary non-negative locally bounded input that is un-
known to the user. The sampling sequence ∞=0}{ iiτ  is an 
arbitrary partition of +ℜ  with ( ) 11
0
sup Tii
i
≤−+≥ ττ , i.e., the 
sampling schedule is arbitrary. In order to justify the use of 
the high-gain sampled-data observer (2.5), we emphasize 
that system (2.5) is the feedback interconnection of the 
usual high-gain observer of system (1.4) which estimates 
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)( rtx −  instead of )(tx  and uses )(tw  instead of (the non-
available signal) )(1 rtx − : 
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and the inter-sample predictor of (the non-available signal) 
)(1 rtx − : 
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which utilizes the measurements and predicts the value of 
)(1 rtx −  between two consecutive measurements. Sam-
pled-data observers of this type (which are robust to sam-
pling schedule perturbations) were proposed in [14,33,34]. 
  
2nd Component (Approximate Predictor): Let 
));,0([ ℜ∈ ∞ Tu L  be arbitrary and define the operator 
)];,0([)];,0([: 00,
nn
uT TCTCP ℜ→ℜ  by 
( )∫ +++= tuT dbuAxxfxtxP 0, ))()())(()0())(( ττττ , 
for ],0[ Tt∈ .                              (2.6) 
We denote 
	 …
timesl
uTuT
l
uT PPP ,,, =  for every integer 1≥l . We 
next define the operators )];,0([: 0 nnT TCG ℜ→ℜ , 
nn
T TCC ℜ→ℜ )];,0([: 0  and nnl uTQ ℜ→ℜ:,  for 1≥l  
by 
00 ))(( xtxGT = , for ],0[ Tt∈  and )(TxxCT =    (2.7) 
T
l
uTT
l
uT GPCQ ,, =                              (2.8) 
We next define the mapping nnumlP ℜ→ℜ:,  for arbitrary 
));,0([ ℜ+∈ ∞ τru L . Let 1, ≥ml  be integers and 
mrT /)( τ+= . We define for all nx ℜ∈ : 
xQQxP l uT
l
uT
u
ml m 1,,, …=                       (2.9) 
where ))1(()( Tisusui −+= , mi ,...,1=  for ),0[ Ts∈  
( ));,0([ ℜ∈ ∞ Tui L  for mi ,...,1= ).  
     The operator umlP ,  is a nonlinear operator which pro-
vides an estimate of the value of the state vector of system 
(1.5) after τ+r  time units when the input 
));,0([ ℜ+∈ ∞ τru L  is applied. The operator is constructed 
based on the following procedure:  
- first, we divide the time interval ],0[ τ+r  into 1≥m  
subintervals of equal length mrT /)( τ+= , 
- secondly, we apply the method of successive approxima-
tions to each one of the subintervals; more specifically 
we apply 1≥l  successive approximations in order to get 
an estimate of the value of the state vector at the end of 
each one of the subintervals. 
 
The following result was proved in [15] and is stated here 
for the convenience of the reader.  
 
Proposition 2.1 (see [15]): Let ml,  be positive integers 
with 1)1( <+ TnL , where mrT /)( τ+= . Then there exists 
a constant 0)(: ≥= mKK , independent of l , such that for 
every ));,0([ ℜ+∈ ∞ τru L  and nx ℜ∈  the following ine-
quality holds: 
⎟⎠
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, ττφ ττ uxTnL
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where );,( uxtφ  denotes the unique solution of (1.5) at time 
],0[ τ+∈ rt , with initial condition nx ℜ∈  and corre-
sponding to input ));,0([ ℜ+∈ ∞ τru L . 
 
Inequality (2.10) guarantees that by choosing ml,  suffi-
ciently large then we can predict the value of the solution 
of (1.5) τ+r  time units ahead, based only on the initial 
condition nx ℜ∈  and the applied input 
));,0([ ℜ+∈ ∞ τru L . The prediction is given by xPuml , .  
   Let ( ) ( )ℜ+∞→ℜ+∞−− ∞∞+ );,0[);,[: loclocr r LL τδ τ  denote 
the shift operator defined by  
)(:))(( τδ τ −−=+ rtutur , for 0≥t          (2.11) 
We are now able to define the approximate predictor map-
ping nnml r ℜ→ℜ−−×ℜΦ ∞ ));0,([:, τL  defined by: 
xPux umlml r τ
δ +=Φ ,, :),(                     (2.12) 
Using (2.2), (2.3), (2.10) and the Gronwall-Bellman 
lemma, we conclude that the following inequality holds for 
the solution of (1.4) for all rt ≥ : 
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More specifically, inequality (2.13) follows from (2.10) 
and the fact that 
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where )(ˆ tx  is the solution of (1.4) with initial condition 
zrtx =− )(ˆ  corresponding to input 0≡d .  
     By virtue of (2.4) and (2.13), we obtain the following 
inequality for all ( ) nrzu ℜ×ℜ−−∈ ∞ );0,[),( τL :  
⎟⎠
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)(sup),(
0
, suzuz
sr
ml τ
        (2.14) 
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3rd Component (Delay-Free Stabilizing Feedback):  Due to 
the triangular structure of system (1.4), the results in [38] 
in conjunction with (2.2), (2.3), imply that there exists 
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nk ℜ∈ , a symmetric positive definite matrix nnP ×ℜ∈  
and constants 0, >γμ  such that 
2
1 2)),(),...,,((
)()(
dPxxduxguxgPdiagx
xPfxxkbAPx
n γμ +′−≤′+
′+′+′
, 
for all ℜ×ℜ×ℜ∈ nnudx ),,(            (2.15) 
 
   We are now in a position to construct a stabilizing ob-
server-based predictor feedback.  Let 02 >T  be the “hold-
ing period”. The feedback law is given by (2.5) with 
))(),(()( 22, uiTTiTzktu rml τ+Φ′=

, 
for ))1(,[ 22 TiiTt +∈ , +∈ Zi               (2.16) 
where ),(, uxmlΦ  is defined by (2.12), (2.11), (2.9), (2.8), 
(2.7), (2.6) for integers 1, ≥ml .  
 
   In order to be able to show that the dynamic feedback 
law (2.5), (2.16) is successful, we need to assume that the 
upper diameter of the sampling partition and the holding 
period are sufficiently small. This is made in the following 
assumption.  
 
(B) Let nnQ ×ℜ∈  be a symmetric positive definite matrix 
that satisfies 02)()( ≤+′+′+′+ IqQpcAcpAQ  for cer-
tain constant 0>q  and certain np ℜ∈ . Let nnP ×ℜ∈  be 
a symmetric positive definite matrix that satisfies (2.15) for 
certain constant 0, >γμ  and certain nk ℜ∈ . The upper 
diameter of the sampling partition 01 >T  and the holding 
period 02 >T  are given or chosen by the user as suffi-
ciently small so that the following inequalities hold: ( )( ) qaQTqnLQLQp <+ //2,1max4 1         (2.17) 
( ) μμ <⎟⎟⎠
⎞
⎜⎜⎝
⎛ +′++ 2
12
1 Tk
K
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where 0>a  is a constant satisfying Qxxxa ′≤2  for all 
nx ℜ∈ , 10 K<  is a constant satisfying PxxxK ′≤21  for 
all nx ℜ∈ , 0>K  is the constant involved in (2.13) and ( ) mrT /τ+= . 
 
The following theorem guarantees that an appropriate se-
lection of the parameters of the dynamic feedback law 
(2.5), (2.16) can guarantee the ISS property for the closed-
loop system (1.4) with (2.5), (2.16).  
  
Theorem 2.2: Consider system (1.4) under assumptions 
(A), (B). Then for every 1≥θ  and for every pair of inte-
gers 0, >ml  chosen by the user so that 
))(1( τ++> rnLm  and to satisfy the following inequalities 
( ) qaQTLQp <+ /4 1θ                      (2.19) ( )qnLQ /2,1max≥θ                      (2.20) 
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where 0,, 1 >KKa  are the constants involved in assump-
tion (B) and ( ) mrT /τ+= , there exist constants 0>σ , 
0>Θi  ( 6,...,1=i ) and  a non-decreasing function 
( )++ ℜℜ∈ ;0CM , such that for every )];0,([00 nrCx ℜ−∈ , 
( )ℜ−−∈ ∞ );0,[0 τru L , ℜ×ℜ∈ nwz ),( 00 , ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  
the solution ))(),(,)(,)(( twtzutTxtT rr τ+

 of the closed-loop 
system (1.4), (2.5) and (2.16) with initial condition 
0)0( uuT r =+τ
 , 0)0( xxTr = , ),())0(),0(( 00 wzwz =  and 
corresponding to inputs ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  
satisfies the following inequality for all 0≥t : 
 
( ) ( )
( )
( ))())(exp(sup)(sup
)())(exp(sup)(sup
)(supexp
)()()()(
0
6
0
0
5
0
04030201
0
2
2
2
sdstsbM
sstsbM
uxwzsbMt
utTxtTtwtz
tsjTs
tsjTs
rr
jTs
rrrr
−−Θ⎟⎟⎠
⎞
⎜⎜⎝
⎛+
−−Θ⎟⎟⎠
⎞
⎜⎜⎝
⎛+
Θ+Θ+Θ+Θ⎟⎟⎠
⎞
⎜⎜⎝
⎛−≤
+++
≤≤+≤≤
≤≤+≤≤
++≤≤
++
σ
ξσ
σ
τ
τ
ττ
ττ

 
              (2.22) 
where { }12:min TrjTZjj +≥∈= +  .  
 
     By assumption (B), the user can select sufficiently large 
integers 1, ≥ml  so that inequality (2.21) holds. Indeed, the 
selection of sufficiently large integers 1, ≥ml  makes the 
term 
TnL
TnLkKC
l
)1(1
))1(( 1
+−
+=
+
 sufficiently small: first we 
select an integer 1≥m  so that mrnL <++ ))(1( τ  and then 
(since 0)(: ≥= mKK  is independent of 1≥l ; see Proposi-
tion 2.1) we can select a sufficiently large integer 1≥l  so 
that C  becomes sufficiently small. 
 
    Clearly, inequality (2.22) is an ISS-like inequality, 
which guarantees the ISS property from the inputs ( )nlocd ℜ×ℜℜ∈ +∞ ;),( Lξ  in an almost uniform way for the input 
( )++∞ ℜℜ∈ ;locb L  for the closed-loop system (1.4), (2.5) and 
(2.16). More specifically, the effect of the inputs in (2.22) 
is expressed by means of “fading memory estimates” (see 
[16]), which are particularly useful for proving exponential 
stability in the case where ξ  or d  are functions of the 
state (for hybrid systems with delays the equivalence be-
tween “fading memory” estimates and “Sontag-like” esti-
mates has not been established).   
 
      The proof of Theorem 2.2 is technical because the 
closed-loop system (1.4), (2.5) and (2.16) is a hybrid sys-
tem which involves delays: for such systems even local 
existence of the solution is not trivial. The proof relies on 
the following methodology: 
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1) First, we prove that the solution of the closed-loop sys-
tem (1.4), (2.5) and (2.16) exists for all times and for arbi-
trary initial conditions and inputs. This is achieved by 
Lemmas 2.3 and 2.4 below. Moreover, we show that the 
solution satisfies certain bounds which are useful for the 
subsequent analysis. 
2) A second step (Lemma 2.5) is to show that the observer 
(2.5) provides estimates of the state vector which converge 
exponentially to the actual values of the state in the ab-
sence of errors.   
3) A third step (Lemma 2.6) in the proof is to show that the 
applied control action (with Zero-Order Hold) is “close” to 
the control action that the nominal controller xku ′=  
would give in the absence of input delays. However, in or-
der to be able to guarantee this we have to require that 
sampling is fast enough and that the approximate predictor 
is sufficiently accurate.  
4) Finally, the proof is completed by using all bounds that 
we have obtained in the previous steps and employing a 
small-gain argument.  
 
   The proofs of the following lemmas are provided in Ap-
pendix A. 
 
Lemma 2.3 (Bound on Observer State): Consider system 
(1.4) under the assumptions of Theorem 2.2. For every 
));,([0 nrCx ℜ+∞−∈ , ( )ℜ+∞−−∈ ∞ );,[ τru locL , 
ℜ×ℜ∈ nwz ),( 00 , ( )++∞ ℜ×ℜℜ∈ ;),( locb Lξ  the solution 
ℜ×ℜ∈ ntwtz ))(),((  of the hybrid system (2.5) with initial 
condition ),())0(),0(( 00 wzwz =  and corresponding to in-
puts ( )++∞ ℜ×ℜℜ∈ ;),( locb Lξ , ),( ux  exists for all 0≥t  
and satisfies the following inequality: 
( )( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −−−
⎟⎠
⎞⎜⎝
⎛ +−
+
−−++
≤+−
≤≤
≤≤≤≤
<≤
)(supexp2exp1
)(sup)(sup
)(sup
2
1
)()(2exp
0
1
2
00
2
0
2
0
2
0
22
sbT
srsx
rsuwz
twtzt
ts
tsts
ts
ω
ξ
τω
ω
           (2.23) 
where ( ) 2/1,max22)1(max: 222
,...,1
⎟⎠
⎞⎜⎝
⎛ ++++=
=
LpnnL i
i
ni
θω . 
Lemma 2.4 (Closed-Loop Solution Exists for all Times): 
Consider system (1.4) under the assumptions of Theorem 
2.2. For every )];0,([00
nrCx ℜ−∈ , 
( )ℜ−−∈ ∞ );0,[0 τru L , ℜ×ℜ∈ nwz ),( 00 , ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  the solution 
))(),(,)(,)(( twtzutTxtT rr τ+

 of the closed-loop system (1.4), 
(2.5) and (2.16) with initial condition 0)0( uuTr =+τ

, 
0)0( xxTr = , ),())0(),0(( 00 wzwz =  and corresponding to 
inputs ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  exists for all 0≥t  
and satisfies the following estimate: 
( ) ( ) ( )
)(sup)(sup:
)(supexp2exp1
)exp()1(7
)(sup)(sup)()(sup
00
0000
0
1
2
0
2
sdGsuxwz
sbT
T
susxswsz
tsts
rr
T
tg
ts
tsrtsrts
≤≤≤≤+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
≤≤
<≤−−≤≤−≤≤
+++++=Ξ
Ξ
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −−−
Γ+
≤+++
ξ
ω
β
τ
τ
             
(2.24) 
where { }ktZktg ≤∈= + :min:)( , 
2
3)1(: +++= Lnωβ , 
( ) 2/1,max22)1(max: 222
,...,1
⎟⎠
⎞⎜⎝
⎛ ++++=
=
LpnnL i
i
ni
θω  and 
⎟⎠
⎞⎜⎝
⎛ +++++−
+=Γ
+
)(
2
3)1(exp
)1(1
))1((:
1
τrLn
TnL
TnLK
l
.  
As remarked above, having completed the first step of the 
proof of Theorem 2.2 (which guarantees existence of the 
solution of the closed-loop system (1.4), (2.5) and (2.16) 
for all times and for arbitrary initial conditions and inputs), 
we are ready to proceed to the second step: to show that 
the observer (2.5) can provide estimates of the state vector. 
This is achieved by the following lemma. 
Lemma 2.5 (Convergence of Observer Estimate for 
Fast Sampling and High Observer Gain): Consider sys-
tem (1.4) under the assumptions of Theorem 2.2. Then 
there exist constants 0>σ , 0>iA  ( 7,...,1=i ), which are 
independent of 02 >T  and ml, , such that for every 
)];0,([00
nrCx ℜ−∈ , ( )ℜ−−∈ ∞ );0,[0 τru L , 
ℜ×ℜ∈ nwz ),( 00 , ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  the 
solution ))(),(,)(,)(( twtzutTxtT rr τ+

 of the closed-loop sys-
tem (1.4), (2.5) and (2.16) with initial condition 
0)0( uuTr =+τ

, 0)0( xxTr = , ),())0(),0(( 00 wzwz =  and 
corresponding to inputs ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  
satisfies the following estimate for all 1Trt +≥ : ( )
( )( )
( )( )
( )( ))()(expsup
)()()(expsup
)()(expsup
)0()()(exp)()(
0
4
13
0
2
1
1
sdstA
rsxswstA
sstA
xrzrtArtxtz
ts
Trsr
ts
−−+
−−−−+
−−+
−−−≤−−
≤≤
+≤≤
≤≤
σ
σ
ξσ
σ
     (2.25) 
 ( )( )
( )( )
( )( )
( )( ))(expsup
)()(expsup
)0()()(expsup
)()(expsup
0
7
1
6
0
5
1
1
1
sdsA
rsxsws
xrzAssA
rsxsws
ts
Trsr
ts
tsTr
σ
σ
ξσ
σ
≤≤
+≤≤
≤≤
≤≤+
+
−−+
−+
≤−−
      (2.26) 
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    As explained above, the third step of the proof of Theo-
rem 2.2 is to show that the applied control action (with 
Zero-Order Hold) is “close” to the control action that the 
nominal controller xku ′=  would give in the absence of 
input delays. This is achieved by the following lemma. 
Lemma 2.6 (Zero-Order Hold Control Close to Nomi-
nal Control if Sampling is Fast and Approximate Pre-
dictor is Accurate): Consider system (1.4) under the as-
sumptions of Theorem 2.2. Define { }12:min TrjTZjj +≥∈= + . 
Then for all sufficiently small 0>σ  and for all 
( ) ℜ×ℜ×ℜ−−×ℜ−∈ ∞ nn rrCwzux );0,[)];0,([),,,( 00000 τL , ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  (independent of 0>σ ) 
the solution ))(),(,)(,)(( twtzutTxtT rr τ+

 of the closed-loop 
system (1.4), (2.5) and (2.16) with initial condition 
0)0( uuTr =+τ

, 0)0( xxTr = , ),())0(),0(( 00 wzwz =  and 
corresponding to inputs ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  
satisfies the following estimate for all τ+≥ 2jTt : ( )
( ) ( )( )
( ) ( )
( ) ( )
( ) ( )
( )( )[ ] ( )
( ) ( ) ( )[ ] ( ))()exp(sup1exp1
)()exp(supexp)(
)()()exp(sup
)()exp(sup
)0()(exp
)()(expsupexp
)()(exp
0
44
13
0
2
1
1
22
sxsknLDrkCk
sdsDGrrGACAk
rsxswsCkA
ssCkA
xrzCkrA
sxksusrkC
txktut
tsr
ts
Trsr
ts
jTsrjT
σσ
σστ
σ
ξσ
σ
τσσ
τση
τ
≤≤−
≤≤
+≤≤
≤≤
+<≤−
++++Ξ+
+++Ω+Ξ+
−−Ω+Ξ+
Ω+Ξ+
−Ω+Ξ+
′−−Ξ≤
′−−
  
(2.27) 
where ( )))(1(exp: τ++=Ω rnL , ( )( )τσ +=Ξ 2exp: T ,  
)exp(: 2 στ−= TD , ( ))(exp1: 22 τση ++−−= rTkCTk , 
TnL
TnLKC
l
)1(1
))1((:
1
+−
+=
+
 and 0>iA  ( 4,...,1=i ) are the con-
stants involved in (2.25). 
We are ready to give the proof of Theorem 2.2. The proof 
relies on the exploitation of inequalities (2.23), (2.24), 
(2.25) and (2.27) and use of a small-gain argument.  
Proof of Theorem 2.2: Let )2/,0( μσ ∈  be sufficiently 
small such that  
( ) ( ) ( ) ( )[ ] ημτσσ <+++++′ knLTrkCTk
K
Pbb 1)(exp1exp
2 221
 
and such that inequalities (2.25), (2.27) hold. The existence 
of sufficiently small 0>σ  satisfying 
( ) ( ) ( ) ( )[ ] ημτσσ <+++++′ knLTrkCTk
K
Pbb 1)(exp1exp
2 221
 is 
a direct consequence of (2.21). Define )()()( tPxtxtV ′= . 
Using (2.15) we obtain the following differential inequality 
for almost all 0≥t : 
 22 )(2)()(
2
)(2)( tdtxktuPbbtVtV γτμμ +′−−
′+−≤  (2.28) 
Inequality (2.28) gives the following estimate for all 0>t : 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−−⎟⎠
⎞⎜⎝
⎛ −−′+
−≤
≤≤
<≤
)()(
2
expsup2
)()()(
2
expsup
2
1
)0(exp)(
01
01
1
2
sdst
K
sxksust
K
Pbb
xt
K
Ktx
ts
ts
μ
μ
γ
τμμ
μ
 (2.29) 
where 210 KK ≤<  are constants satisfying 
2
2
2
1 xKPxxxK ≤′≤  for all nx ℜ∈ . Using the inequal-
ity 2/μσ ≤  we conclude that the following inequality 
holds for all 0>t : 
( ) ( )( )
( )( ))()()(expsup
2
1
)()(expsup2)0(exp)(
01
011
2
sxksust
K
Pbb
sdst
K
xt
K
Ktx
ts
ts
′−−−−′+
−−+−≤
<≤
<≤
τσμ
σμ
γσ
     
(2.30) 
Inequality (2.30) implies the following inequality for all 
0>t : 
( )( ) ( )( )
( )( ))()()expsup
2
1
)(expsup2)0()(expsup
01
011
2
0
sxksus
K
Pbb
sds
K
x
K
Ksxs
ts
tsts
′−−′+
+≤
<≤
<≤≤≤
τσμ
σμ
γσ
  
(2.31) 
Combining (2.31) and (2.27), we obtain the following ine-
quality for all τ+≥ 2jTt , where { }12:min TrjTZjj +≥∈= + : 
( )( ) ( )
( )( ) ( )( )
( ) ( )
( ) ( )
( ) ( )
( )( )[ ] ( ))()exp(supexp)(
)()()exp(sup
)()exp(sup
)0()(exp
)()(expsup)(exp1
)()exp(sup2)0()(expsup
0
44
13
0
2
1
0
2
1
011
2
0
1
2
sdsDGrrGACAkS
rsxswsCkAS
ssCkAS
xrzCkrAS
sxksusrTkCS
sds
K
x
K
Ksxs
ts
Trsr
ts
jTs
tsts
σστη
ση
ξση
ση
τστση
σγμμσμ
τ
≤≤
+≤≤
≤≤
+<≤
−
≤≤≤≤
+++Ω+Ξ+
−−Ω+Ξ+
Ω+Ξ+
−Ω+Ξ+
′−−++++
+≤
 
( ) ( ) ( )[ ]
( ) ( ) ( )[ ] ( ))()exp(sup1exp1
1exp1
0
0
sxsknLDrkCkS
xknLDrkCkS
ts
r
σση
ση
≤≤
++++Ξ+
++++Ξ+
 
where )2/(: 1KPbbS ′= . It is clear from the above ine-
quality that there exist constants 0>iB  ( 6,...,1=i ) so that 
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the following inequality holds for all τ+≥ 2jTt , where { }12:min TrjTZjj +≥∈= + : 
( )( ) ( )
( )( )
( )
( ))()()exp(sup
)()exp(sup)0()(
)()(expsup
)()exp(sup)(expsup
16
0
54
0
3
0
201
0
1
2
rsxswsB
ssBxrzB
sxksusB
sdsBxBsxs
Trsr
ts
jTs
ts
r
ts
−−+
+−+
′−−+
+≤
+≤≤
≤≤
+<≤
≤≤≤≤
σ
ξσ
τσ
σσ
τ (2.32) 
provided that 
( ) ( ) ( ) ( )[ ] ημτσσ <+++++ knLTrkCTkS 1)(exp1exp 22  
where ( ))(exp1: 22 τση ++−−= rTkCTk , TnL
TnLKC
l
)1(1
))1((:
1
+−
+=
+
. 
Combining inequalities (2.27), (2.32), (2.25), (2.24) and 
inequality (2.26), we obtain the existence of constants 
0>Θi  ( 6,...,1=i ) satisfying inequality (2.22). The proof 
is complete.          
3. Specialization to Linear Time Invariant Systems 
For the LTI case (1.6), where the pair of matrices 
nnA ×ℜ∈ , nB ℜ∈  is stabilizable and the output is  
)()()( iii rxcy τξττ +−′= , +∈ Zi                   (3.1) 
where ∞=0}{ iiτ  is a partition of  +ℜ  with ( ) 11
0
sup Tii
i
≤−+≥ ττ  
and the pair of matrices nnA ×ℜ∈ , nc ℜ∈  is a detectable 
pair, we apply the observer-based predictor stabilization 
scheme described in Section 2. There exist vectors nk ℜ∈  
and np ℜ∈  such that the matrices kBA ′+  and cpA ′+  
are Hurwitz matrices. Moreover, the predictor mapping is 
given by the expression 
( ) ( )∫ −− −++=Φ 0 )(exp)(exp:),( ττ r dssBuAsxrAux  
The above prediction scheme is exact for the case 0≡d . 
Therefore, the following corollary can be proved in exactly 
the same way with Theorem 2.2. 
 
Corollary 3.1: Assume that there exist vectors nk ℜ∈ , 
np ℜ∈  such that the matrices kBA ′+ , cpA ′+  are Hur-
witz matrices. For sufficiently small holding period 02 >T  
and for sufficiently small sampling period 01 >T , there 
exist constants 0>σ , 0>Θi  ( 7,...,1=i ) and a non-
decreasing function ( )++ ℜℜ∈ ;0CM , such that for every 
)];0,([00
nrCx ℜ−∈ , ( )ℜ−−∈ ∞ );0,[0 τru L , 
ℜ×ℜ∈ nwz ),( 00 , ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  the 
solution ))(),(,)(,)(( twtzutTxtT rr τ+

 of the closed-loop sys-
tem consisting of (1.6) with 
0,))(exp(
)()()()(
),[,)()()(
))()(()()()(
011
1111
1
=−+=
+−′==
∈−−′+′=
−′+−−+=
+
++++
+
ττττ
τξτττ
τττ
τ
iii
iiii
ii
bT
rxcyw
trtBuctAzctw
twtzcprtButAztz


         (3.2) 
( )
( )∫
−−
+−′+
+′=
0
2
2
)(exp
)()(exp)(
τ
τ
r
dssiTBuAsk
iTzrAktu
, for ))1(,[ 22 TiiTt +∈  
and initial condition 0)0( uuTr =+τ

, 0)0( xxTr = , 
ℜ×ℜ∈= nwzwz ),())0(),0(( 00  and corresponding to inputs ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  satisfies inequality (2.22) 
for all 0≥t , where { }12:min TrjTZjj +≥∈= + .  
 
    The advantage of the sampled-data feedback stabilizer 
(3.2) compared to other stabilizers for (1.6) (see for exam-
ple [24]) is that the closed-loop system (1.6), (3.2) is com-
pletely insensitive to perturbations of the sampling sched-
ule (this is guaranteed by inequality (2.22) and the fact that 
possible perturbations of the sampling schedule are quanti-
fied by means of the input ( )++∞ ℜℜ∈ ;locb L ). 
4. Illustrative Example 
In this section we consider the two dimensional system 
)()(,)()())(()( 2211 τ−=++= tutxtdtxtxftx        (4.1) 
where ℜ∈)(td  and 22 1/)sgn()( xxxxf += . For this 
function we have )33/(24)(sup =′
ℜ∈
xf
x
 and consequently 
system (4.1) is of the form (1.4) and satisfies the global 
Lipschitz assumption made in Section 2. The one-
dimensional, disturbance-free version of system (4.1) was 
studied in [15]. Here, we study system (4.1) with output 
available at discrete time instants: 
)()( 11 riTxty −= , for ))1(,[ 11 TiiTt +∈ , +∈ Zi   (4.2) 
where 01 >T  is the sampling period and 0≥r  is the 
measurement delay. The input )(tu  is applied with zero-
order hold with holding period 02 >T . Theorem 2.2 im-
plies that there exist constants 0>Θi  ( 5,...,1=i ) and 
0>σ  such that for every 
( ) ℜ×ℜ×ℜ−−×ℜ−∈ ∞ nn rrCwzux );0,[)];0,([),,,( 00000 τL
 and ( )ℜℜ∈ +∞ ;locd L  the solution ))(),(,)(,)(( twtzutTxtT rr τ+  
of the closed-loop system (4.1) with  
))1(())1(())1((
),)1(,[,)())(()(
)())()((3)(
))()((3)())(()(
1111
1121
1
2
2
1211
rTixTiyTiw
ZiTiiTttztzftw
rtutwtztz
twtztztzftz
−+=+=+
∈+∈+=
−−+−−=
−−+=
+


τθ
θ
  (4.3) 
))(),(()( 22, uiTTiTzktu rml τ+Φ′=

, for ))1(,[ 22 TiiTt +∈  
                                 (4.4) 
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where 1, ≥ml  are integers, the operator 
22
, ));0,([: ℜ→ℜ−−×ℜΦ ∞ τrml L  is defined by (2.12), 
2)8,15( ℜ∈′−=k  and initial condition 0)0( uuTr =+τ

, 
0)0( xxTr = , ℜ×ℜ∈= nwzwz ),())0(),0(( 00  satisfies the 
following inequality for all 0≥t : 
( )( )
( )( ))()(expsup
exp
)()()()(
0
5
04030201
sdst
uxwzt
utTxtTtwtz
ts
rr
rrrr
−−Θ+
Θ+Θ+Θ+Θ−
≤+++
≤≤
++
σ
σ
ττ

      (4.5) 
provided that ml,  are sufficiently large positive integers, 
1≥θ  is sufficiently large and the sampling period 01 >T  
and holding period 02 >T  are sufficiently small. The 
closed-loop system (4.1), (4.3), (4.4) was tested numeri-
cally for 4/1==τr . It was found that the selection 
1=l , 2=m , ( )
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++= ∫−
−
4/1
2/1
212121 )(,)(4
1),( dssuzzfzzXX , 
( )
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++=Φ ∫
−
0
4/1
2121212,1 )(,)(4
1),,( dssuXXfXXuzz  
1=θ , 01.02 =T , 03.03 21 == TT                 (4.6) 
was appropriate in order to guarantee the ISS property 
from the input ( )ℜℜ∈ +∞ ;locd L  for the closed-loop system. 
Figures 1, 2 and 3 show the time evolution of the state and 
the input for initial conditions 1)()( 21 == sxsx  for [ ]0,4/1−∈s , 2)( −=su  for [ )0,2/1−∈s  and 
0)0()0()0( 21 === wzz  for the disturbance-free case 
( 0)( ≡td ) and for a sinusoidal disturbance 
( )sin(5.0)( ttd = ). It is shown that all variables converge 
to zero for the disturbance-free case, while all variables 
ultimately follow an oscillation pattern for the case of ex-
ternal periodic forcing. The disturbance of amplitude 0.5 
generates state oscillations whose amplitude is almost 2. 
This is the consequence of the limitation to the achievable 
disturbance attenuation performance that is caused by the 
presence of the significant dead time 2/1=+τr . 
 
5. Concluding Remarks 
    We have expanded the applicability of delay-
compensating stabilizing feedback to nonlinear systems 
where only output measurement is available and where 
such measurement is subject to long delays. Our designs 
employ either exact or approximate predictor maps. We 
perform state estimation using high-gain sampled-data ob-
servers. Our results guarantee ISS in the presence of dis-
turbances for globally Lipschitz systems, provided the 
sampling/holding periods are sufficiently short.  
d(t)=0
-5
-3
-1
1
3
0 5 10 15 20
t
d(t)=0.5*sin(t)
 
Fig. 1: Time evolution of the state )(1 tx  of the closed-loop sys-
tem (4.1), (4.3), (4.4), (4.6)  
d(t)=0
-5
-4
-3
-2
-1
0
1
2
3
0 5 10 15 20
t
d(t)=0.5*sin(t)
 
Fig. 2: Time evolution of the state )(2 tx  for the closed-loop sys-
tem (4.1), (4.3), (4.4), (4.6)  
d(t)=0
-10
-8
-6
-4
-2
0
2
4
6
8
10
0 5 10 15 20 25t
d(t)=0.5*sin(t)
 
Fig. 3: Time evolution of the input )(tu  for the closed-loop sys-
tem (4.1), (4.3), (4.4), (4.6)  
 
    Numerous relevant open problems remain that include 
multiple delays on inputs, states, and in the output map or 
quantization issues (as in [3,4,31]), or the possible use of 
emulation-based observers (as in [1]). Moreover, the issue 
of robustness with respect to variations of the input delay 
is crucial and can have serious effects (see for example 
[12]): it will be the topic of future work. 
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Appendix A. Supplementary material 
Proof of Lemma 2.3: Local existence and uniqueness fol-
lows from [16] (pages 23-27). Moreover, the analysis in 
[16] (pages 23-27) shows that the solution exists as long as 
it is bounded. In order to show that the solution remains 
bounded for all finite times, we consider the function 
2/)(2/)()( 22 twtztR += . By using algebraic manipula-
tions and (2.2), it follows that the following differential 
inequality holds for almost all ),[ 1+∈ iit ττ  and +∈ Zi  for 
which the solution exists: 
 
2/)()(2)( 2 τω −−+≤ rtutRtR              (A.1) 
 
where ( ) 2/1,max22)1(max: 222
,...,1
⎟⎠
⎞⎜⎝
⎛ ++++=
=
LpnnL i
i
ni
θω . 
Integrating the differential inequality (A.1) we obtain for 
all ),[ 1+∈ iit ττ  and +∈ Zi  for which the solution exists: 
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                              (A.2) 
 
Consequently, using a standard contradiction argument and 
(A.2), we are able to show that: 
 
“if for some +∈ Zi  the solution exists at it τ=  then the 
solution exists at 1+= it τ ” 
 
Using induction, (A.2) and the fact that 
)(sup)(sup)(
00
srsxw
ii ss
i ξτ ττ ≤≤≤≤ +−≤  for all 
+∈ Zi  with 
1≥i , we show that the following inequality holds for all 
+∈ Zi  with 2≥i : 
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                                  (A.3) 
 
Inequalities (A.2), (A.3) and the fact that 
)(sup)(sup)(
00
srsxw
ii ss
i ξτ ττ ≤≤≤≤ +−≤  for all 
+∈ Zi  with 
1≥i , show that the following inequality holds for all 
+∈ Zi  and ),[ 1+∈ iit ττ : 
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                                    (A.4) 
Inequality (2.23) is a direct consequence of (A.4) and the 
fact that ⎟⎠
⎞⎜⎝
⎛−+≥
≤≤+
)(supexp
0
11 sbT
ts
ii ττ , which holds for all 
+∈ Zi  with it τ≥ . The proof is complete.         
 
Proof of Lemma 2.4: We prove the lemma by proving the 
following claim for all +∈ Zi : 
 
(Claim) For every ℜ×ℜ∈ nwz ),( 00 , 
( )ℜ−−×ℜ−∈ ∞ );0,[)];0,([),( 000 τrrCux n L , ( )ℜℜ∈ +∞ ;locLξ , ( )nlocdb ℜ×ℜℜ∈ ++∞ ;),( L  the solution ℜ×ℜ∈ ntwtz ))(),(( ,  
( )ℜ−−×ℜ−∈ ∞+ );0,[)];0,([))(,)(( 0 ττ rrCutTxtT nrr L  of 
the closed-loop system (1.4), (2.5) and (2.16) with initial 
condition 0)0( xxTr = , ℜ×ℜ∈= nwzwz ),())0(),0(( 00 , 
0)0( uuTr =+τ

 and corresponding to inputs ( )nlocdb ℜ×ℜ×ℜℜ∈ ++∞ ;),,( Lξ  exists for all ],0[ 2iTt∈  
and satisfies (2.24) for all ],0[ 2iTt∈ . 
 
It is clear that the claim holds for 0=i . Next assume that 
the claim holds for some +∈ Zi . Define 
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Using (2.14), (2.16) and (2.24) for ],0[ 2iTt∈ , it is clear 
that )(tu  is well-defined on ))1(,[ 22 TiiT +  and satisfies the 
following inequality for all ])1(,[ 22 TiiTt +∈ : 
 ( ) i
tsr
Asu Γ≤
<≤−−
)(sup
τ
                           (A.5) 
 
Using (2.4), (2.24) for ],0[ 2iTt∈  and (A.5), it is clear that 
)(tx  is well-defined on ])1(,[ 22 TiiT +  and satisfies the fol-
lowing inequality for all ])1(,[ 22 TiiTt +∈ : 
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Using Lemma 2.3, (A.5) and (A.6), it is clear that 
))(),(( twtz  is well-defined on ])1(,[ 22 TiiT +  and satisfies 
the following inequality for all ])1(,[ 22 TiiTt +∈ : 
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Therefore, using the definition  ( ) 2/3)1(: +++= Lnωβ  
and (A.5), (A.6), (A.7), we conclude that the following ine-
quality holds for all ])1(,[ 22 TiiTt +∈ : 
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The fact that the claim holds for all ])1(,0[ 2Tit +∈  is a 
direct consequence of (A.8). The proof is complete.        
 
Proof of Lemma 2.5: Define the quadratic error Lyapunov 
function eQeeV 11:)( −− ΔΔ′= θθ , where )()(:)( rtxtzte −−= , 
),...,,(: 2 ndiag θθθθ =Δ . Using (2.2), (2.3), the identities 
11 −− Δ=Δ θθ θAA , 1−Δ′=′ θθ cc  and the inequalities 
eLxxfexexf iiiii
i 1
111 ),...,(),...,(
−− Δ≤−++ θθ  for 
ni ,...,1=  and all nnex ℜ×ℜ∈),(  (which follow from 
(2.2)), we get for ( )qnLQ /2,1max≥θ  and for all rt ≥ : 
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(A.10) 
where )()()( 1 twrtxt −−=η , )()(),(~ xfexfexp −+= . 
Let 0>σ  be sufficiently small so that 
( ) ( ) qaQTTLQp <+ /exp4 11σθ  and )8/( Qqθσ ≤ . 
The existence of sufficiently small 0>σ  satisfying the 
inequality ( ) ( ) qaQTTLQp <+ /exp4 11σθ  is guaranteed 
by (2.19). Using (A.10), we conclude that: 
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for all rt ≥ . Therefore, the following inequalities hold for 
all rt ≥ : 
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where 0>a  is a constant satisfying Qxxxa ′≤2  for all 
nx ℜ∈ . Using (2.2) and (A.13), we obtain for rt ≥  a.e.: 
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where ( ) aQLM /: θ+= .The above inequality implies 
that the following estimate holds for all ),[ 1+∈ iit ττ , 
where iτ  with 1≥i  is an arbitrary sampling time with 
ri ≥τ : 
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Using the fact that 1Tti −≥τ , the above inequalities give 
for all ),[ 1+∈ iit ττ , where iτ  with 1≥i  is an arbitrary 
sampling time with ri ≥τ : 
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Notice that the above inequality holds for all 1Trt +≥ . It 
follows from (A.14) and the inequality 
( ) ( ) qaQTTLQp <+ /exp4 11σθ  that the following ine-
quality holds for all 1Trt +≥ : 
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The existence of constants 0>σ , 0>iA  ( 7,...,1=i ), 
which are independent of 02 >T  and ml, , satisfying 
(2.25) and (2.26) is a direct consequence of (A.12) and 
(A.15).  
 
The proof is complete.        
 
Proof of Lemma 2.6: Let 0>σ  be sufficiently small such 
that (2.25) holds and such that 
( ) 1)(exp 22 <+++ τσ rTkCTk , where TnL
TnLKC
l
)1(1
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+
. 
The existence of sufficiently small 0>σ  satisfying 
( ) 1)(exp 22 <+++ τσ rTkCTk  is guaranteed by (2.21). 
Using (2.16), we obtain for all +∈ Zi  and 
))1(,[ 22 ττ +++∈ TiiTt : 
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Using (2.13), we obtain for all +∈ Zi  with riT ≥2  and 
))1(,[ 22 ττ +++∈ TiiTt : 
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Combining (A.16) and (A.17) we obtain for all +∈ Zi  
with riT ≥2  and ))1(,[ 22 ττ +++∈ TiiTt : 
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On the other hand, using (2.2) and (2.3), we conclude that 
the following inequality holds for all +∈ Zi  and 
))1(,[ 22 ττ +++∈ TiiTt : 
 
( )
( ))()exp(sup)exp(
)()()exp(
)()exp(sup)exp()1(
)()()exp(
0
22
2
22
2
2
sdsTGT
txktutT
sxsTknLT
iTxtxt
ts
tsiT
σσ
τσ
σσ
τσ
τ
≤≤
≤≤+
+
′−−+
++≤
+−
   (A.19) 
 
Inequality (A.18) implies that the following inequality 
holds for all +∈ Zi  with riT ≥2  and 
))1(,[ 22 ττ +++∈ TiiTt : 
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where ( )))(1(exp: τ++=Ω rnL . It follows from Lemma 
2.5 and inequality (2.25) that the following inequality 
holds for all +∈ Zi  with 12 TriT +≥  and 
))1(,[ 22 ττ +++∈ TiiTt : 
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(A.21) 
 
Combining (A.20) and (A.21) we obtain for all +∈ Zi  
with 12 TriT +≥  and ))1(,[ 22 ττ +++∈ TiiTt : 
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where ( )( )τσ +=Ξ 2exp: T  and )exp(: 2 στ−= TD . Inequal-
ity (2.27) is a direct consequence of the above inequality. 
The proof is complete         
 
