articles. One might even assume the topic had been "studied to death." If so, practical payoffs have been strangely elusive. In 1988, Frank Dempster published an article on spacing in American Psychologist subtitled "A Case Study in the Failure to Apply the Results of Psychological Research," a description that remains apt to this day. Whether one looks in classrooms, instructional design texts, or at current instructional software, one finds little evidence that anyone is paying attention to the temporal distribution of study. Moreover, programs that deliberately compress learning into short time spans (immersion learning, summer boot camps) seem to be flourishing.
But exactly what practical advice about spacing can be given to practitioners on the basis of findings from the memory lab? Our research group recently performed a meta-analysis of the spacing literature (Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006) and found that only a tiny proportion of spacing research has examined retention intervals as long as 1 day. Bahrick (e.g., in Bahrick, Bahrick, Bahrick, & Bahrick, 1993) carried out pioneering studies with longer intervals, but his subjects were trained to mastery on each learning session, allowing study time to increase with spacing. Therefore, though the literature is large, it seemed to us not to provide a strong basis for prescribing the most efficient allocation of study time. For that reason, we commenced several new lines of experiments.
In discussing spacing, we refer to the basic design shown in Figure 1 . Here, the learner studies the same information on two occasions (S1 and S2), separated by an interstudy interval (ISI). After an additional retention interval (RI)measured from S2-a final test is given. The literature involving short RIs reveals that the effects of varying ISI are often nonmonotonic in character, with final-test performance rising as ISI is increased from zero, and then falling as ISI is increased beyond an optimum value (e.g., Crowder, 1976; Glenberg & Lehmann, 1980) .
To maximize the likelihood of obtaining results that will generalize to practical contexts, our new studies have used materials that seem representative of at least the simpler sorts of learning tasks that people undertake in daily life-materials such as facts, vocabulary, and the like. One of our first studies (Cepeda et al., 2006 ) used a 10-day RI and taught subjects Swahili-English word pairs. In Session 1, subjects learned pairs to a criterion of perfect performance (on every trial, the computer displayed Swahili, and the subject typed in English and received feedback). In Session 2, a fixed number of additional learning trials were given on the same word pairs. Increasing ISI from 15 min to 1 day improved final-test recall, in line with prior results using word lists (Edwards, 1917; Glenberg & Lehmann, 1980) . However, as ISI increased beyond 1 day, final-test performance declined by a small amount.
Next, we moved on to a 6-month RI, teaching subjects little-known facts as well as the names of obscure visually presented objects (Cepeda et al., 2006) . Here, final-test performance increased until ISI reached about 1 month, with a shallow drop beyond that. Hence, the optimal ISI appears to increase as RI increases, as was found in the literature involving short time intervals. However, it appears from our data that when RI is substantial, the optimal ratio of ISI to RI is not 1:1, as some have suggested (Crowder, 1976) , but rather something closer to 10%-20% (see Figure 2 ).
To verify these conclusions within a single experiment, we are currently carrying out a much larger Web-based study using ISIs ranging from 20 min to 15 weeks and RIs ranging from 1 to 50 weeks. Again, subjects are learning relatively unfamiliar facts. Results to date (from about 1,800 subjects) suggest that when the retention interval is 1 week, the optimal ISI is about 1 day, but for a 50-week RI, an ISI of 3 weeks is best among the values we examine. Thus, the results are consistent with our earlier findings that optimal ISI increases as RI increases.
In sum, spacing clearly does have powerful effects on memory over substantial retention intervals. Moreover, test performance after a given RI is optimized when the ISI takes some intermediate value, although a longer-thanoptimal spacing is not nearly as harmful to final memory as a shorter-than-optimal spacing. Our data imply that to promote retention over years, ensuring an ISI of several months or even a few years is likely to be far more effective than using shorter intervals.
Spacing effects in math problem solving. Do these spacing principles also govern learning tasks that go beyond the recall of atomic facts or associations? To explore one aspect of this issue, we have been examining the effect of spacing of practice on retention of mathematical skills. In one recent study, college students learned a simple (but unfamiliar) principle of combinatorics: how to determine the number of different orderings of a letter sequence with at least one repeated letter (Rohrer & Taylor, 2006) . The students saw a tutorial and then worked 10 practice problems that were either massed into a single session or distributed over two sessions separated by 1 week. After attempting each problem, students were shown the com- plete solution. A final test was given either 1 or 4 weeks after the last practice problem. Spacing had no effect at the 1-week retention interval, but it had a substantial effect at the 4-week interval ( Figure 3 ). Spacing is evidently a potent variable for at least one form of math skill learning, and the interaction of ISI and RI seems broadly in line with the findings described earlier for fact memory. Interestingly, most current mathematics texts mass practice problems relating to a given topic into one problem set presented immediately following textual presentation of that topic. Our data suggest that-at least for promoting retention-this may be a grievous error.
Spacing in perceptual categorization learning. We have also looked at perceptual categorization learning, a task that-despite its prominence in the cognitive science literature-is almost absent from the spacing literature. In some of our studies, we taught subjects to categorize checkerboard patterns (as in Fried & Holyoak, 1984) . We have observed no benefit of a 3-day ISI over a 10-min ISI for either 1 or 3 weeks' retention. We have also found no spacing benefits when subjects were taught to identify the genre and artist of relatively unfamiliar paintings (e.g., by Caravaggio, Buoninsegna, or Glackens) and were later tested on novel paintings by the same artists.
In much the same vein, with the assistance of a dermatologist, we created a Web site (www.learnmelanoma.org) that teaches people to discriminate benign from cancerous skin lesions, and within this framework we are comparing various spacing schedules. So far, 550 subjects have completed the study, and again we see little evidence of spacing effects.
In summary, spacing principles applicable to declarative memory tasks seem to extend beyond declarative memory for facts and associations to at least some forms of mathematics skill learning. However, perceptual categorization tasks seem not to show such effects, as far as we can tell. Evidently, much more research is needed to chart the boundaries of the effects.
Overlearning. Another practical choice that presents itself-closely related to spacing-is the option of overlearning: continuing to practice material after error-free performance is attained. Overlearning has been shown to increase later performance in comparison with smaller de- grees of practice (see, e.g., Krueger, 1929) and has often been advocated as a generally useful learning strategy (e.g., Driskell, Willis, & Copper, 1992; Foriska, 1993) . However, overlearning involves massed rather than spaced practice, which-for reasons described above-suggests that it might be an inefficient way to promote later memory.
To shed more light on this question, we assessed the gains produced by overlearning on tests given after varying retention intervals. In one study (Rohrer, Taylor, Pashler, Wixted, & Cepeda, 2005) , college students learned novel vocabulary (e.g., cicatrix-scar), cycling through a list of word-definition pairs either 5 or 10 times. The extra 5 cycles yielded a substantial benefit after 1 week, but the gain was no longer apparent after 4 weeks (Figure 4) . Likewise, in a similar experiment involving the combinatorics task described earlier, a threefold increase in the number of practice problems produced no overlearning gain at either retention interval ( Figure 5 ; see Rohrer & Taylor, 2006) . From a long-term perspective, overlearning appears to be inefficient almost to the point of wasting time.
Of course, there may sometimes be little alternative to overlearning a skill that might need to be performed at some unknown time without error (e.g., learning the Heimlich maneuver or how to land an airplane after engine failure). Furthermore, overlearning may enhance speed long after retrieval accuracy has reached ceiling (see, e.g., Logan & Klapp, 1991) , and that speedup may sometimes be useful. These caveats aside, overlearning has the deficiencies of massed practice, and when the choice presents itself, our results suggest that overlearning will typically represent an inefficient use of study time.
Feedback
Another important choice faced by instructors is whether to provide feedback, and if so, when and in what form. Skinner (1968) and his followers (e.g., Vargas, 1986) argued that immediate feedback is crucial to promoting effective learning. However, in the classroom, students usually take tests and receive feedback much later, if at all. Therefore, if Skinner's hypothesis is right, the practi-cal implications are enormous. From a very different perspective, other writers have argued that providing regular feedback may retard retention, even when it enhances performance during learning (Schmidt & Bjork, 1992) .
To shed light on this issue, we had subjects learn Luganda-English word pairs ). An initial learning session consisted of two initial exposures to the materials, followed by several tests. The type of feedback accompanying the learning session tests was varied between subjects, and 1 week later, a final test was administered. When the subject made an error on an item during the learning session, providing feedback with the correct answer resulted in a roughly fivefold increase in the chance of successful recall on the final test. More impoverished forms of feedback, such as merely telling the subject that a response was right or wrong, accomplished little. On the other hand, when a subject correctly recalled an item during the learning session, providing or withholding feedback made essentially no difference. Oddly, even if the correct recalls were made with low confidence, withholding feedback seemed harmless. In subsequent studies, we have also looked at the effects of withholding corrective feedback from some tests of a given item, but not all. The learning curves have so far shown that withholding corrective feedback after an error is always harmful, even if done only intermittently.
What about timing of feedback? In one recent study, we had subjects learn obscure facts (e.g., Alaska is the U.S. state with the highest percentage of people who walk to work), followed by a test (What is the state . . . ?) and then feedback (Alaska). The test was given immediately or delayed 1 day, and the subsequent feedback was given either immediately after the test or delayed 1 day (i.e., a 2 3 2 design).
On a final test 2 weeks later ( Figure 6 ), the groups that received delayed feedback performed better, not worse, than those that received immediate feedback, whether the test was immediate or delayed. The effect was largest for items the subjects answered correctly, but surprisingly, Figure 5 . Overlearning mathematics. After learning how to solve a permutation task, students worked either three or nine practice problems within the same practice session. There was no benefit whatsoever of the additional massed practice (i.e., overlearning) at either the 1-or the 4-week retention interval. Error bars indicate 61 standard error. similar trends were found even for errors. From these results, immediate feedback seems not at all essential for fact learning, and it may not even be optimal (presumably because delays provide spaced practice, at least after correct responses).
Retrieval Practice: Benefits From Tests
Prior research has shown that learning is often enhanced when the learner is required to recall information rather than simply restudying it (see Roediger & Karpicke, 2006a , for a review). This testing (or retrieval practice) effect-discussed by McDaniel, Roediger, and McDermott (2007) in the present issue-has been found in free recall (e.g., Allen, Mahler, & Estes, 1969; Carpenter & DeLosh, 2006) as well as in cued recall, including foreign language vocabulary learning (Carrier & Pashler, 1992) , face-name learning (Carpenter & DeLosh, 2005) , definitions (Cull, 2000) , and general knowledge facts (McDaniel & Fisher, 1991) .
In determining how best to exploit testing as an instructional device, one important issue that arises is whether the form of retrieval used in learning must be identical to the sort of later retrieval one hopes to promote. We started examining this question by looking at the direction of test in Swahili-English vocabulary learning (e.g., kelb-dog). Does practice recalling dog (after seeing kelb → ?) facilitate later recall in the opposite direction (? → dog) in comparison with simply restudying the pair (kelb-dog)? We find that it does (Figure 7 ; see also . We are even finding that covert retrieval practice (in which subjects are asked to retrieve without providing an observable response) suffices to enhance learning. These results encourage the idea that retrieval practice has broad practical potential. 
Type of Final Test Percent Recalled on Final Test
Test/study Study Figure 7 . Is the retrieval practice benefit in cued recall (i.e., those in a testingwith-feedback condition outperforming those with pure study) confined to cases with a final test given in the same direction as the retrieval practice? Apparently, it is not. Subjects first studied word pairs (A-B) and were given  either a cued-recall test (A ?) or a restudy opportunity (A-B). The final test  was cued recall in the same direction (A ?) or the opposite direction (? B) . Recall in both directions benefited more from testing with feedback than from restudying. Error bars indicate 61 standard error. Does retrieval practice attenuate forgetting? Some studies have found that the benefits of retrieval practice appear to grow with retention interval (e.g., Roediger & Karpicke, 2006b) , possibly suggesting that retrieval practice slows the rate of forgetting (Wheeler, Ewers, & Buonanno, 2003) . We have been examining this issue using a formal analysis of forgetting functions (Carpenter, . In one study, subjects studied obscure facts and then encountered each fact again in either a cued-recall test (with feedback) or an additional study presentation (question 1 answer), as in Carrier and Pashler (1992) . Different items were tested after 5 min or 1, 2, 7, 14, or 42 days. The power function y 5 a(bt 1 1) ]c was fit to each subject's data to estimate the degree of learning (a) and the rate of forgetting (c) associated with testing versus restudying. Testing increased the degree of learning in comparison with restudying and reduced the rate of forgetting.
Retrieval practice and nonverbal tasks. Retrieval practice effects have been studied almost entirely with verbal materials. Seeking to assess the generality of these effects, we have begun investigating retrieval practice in learning of maps. In one recent study (Carpenter & Pashler, in press), subjects studied two maps (each depicting about a dozen land features-e.g., roads and rivers), using either conventional study or a covert retrieval procedure. In that procedure, subjects were repeatedly shown the same map with one land feature deleted and asked to covertly retrieve an image of the missing feature in the map. When subjects reported having done so as best they could, the computer showed them the intact map again, and the test-feedback cycle continued (always testing with a different feature). On a final test, subjects were asked to draw the full maps. Drawings were better and more complete when learned through covert retrieval rather than additional study. Thus, we are optimistic that covert retrieval may be extended to various other nonverbal learning tasks with practical significance.
Forced Guessing: Is It Harmful?
As described above, retrieval practice often seems to be a useful learning strategy. However, if one seeks to utilize retrieval practice, one must often ask the learner a question that he or she cannot answer. If the learner tries to answer and produces the wrong response, will this undermine learning, as some theorists have suggested (e.g., Guthrie, 1952) ?
To assess this issue, one of our recent studies began by asking subjects to answer very difficult trivia questions (e.g., The weight of what land mammal is equivalent to the weight of a blue whale's tongue?) by choosing from among four plausible answers [e.g., (a) Bengal tiger, (b) Grizzly bear, (c) Wolverine, (d) African elephant]. For one-third of the questions, the correct answer (here, African elephant) was highlighted at the outset. For another third, subjects were required to guess and then given corrective feedback. For the remaining third, subjects guessed and were given feedback only at the end of the session (Figure 8 ). Even when initial guesses were wrong and feedback was delayed, forced guessing did not impair learning.
In this study and others, we were unable to find any costs associated with guessing when completely unsure. It will be interesting to see whether future research turns up exceptions to this finding.
Summary and Conclusions
Our results can be summarized as follows. We find that over substantial time periods, spacing has powerful (and typically nonmonotonic) effects on retention, with optimal memory occurring when spacing is some modest fraction of the final retention interval (perhaps about 10%-20%). These benefits seem to generalize to math skills, but not-as far as we can tell-to perceptual categorization. Retrieval practice appears to enhance initial learning and slow forgetting. Retrieval practice can also be extended well beyond overt retrieval of verbal responses. Feedback seems to be quite essential to the learning of facts-but only after errors. Furthermore, this feedback need not be immediate. Finally, guessing when the learner is completely unsure, which usually results in an error, seems quite harmless as long as feedback is eventually provided. Naturally, these conclusions are all preliminary, and it will be useful to learn more of their boundary conditions. Nonetheless, these findings-along with those described in the other articles within this special issue-seem to provide encouragement that over the next few years, as various groups join in exploring such intriguing and often neglected questions, we may finally be able to provide a fuller response to the challenge "What nonobvious advice can cognitive psychologists offer about how best to go about learning?" 
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Percent Correct
No guess Guess + immediate feedback Guess + delayed feedback Figure 8 . Effects of forced guessing on the learning of obscure facts. Subjects either read the fact along with the correct answer ("no guess"), guessed about the correct answer and were given immediate feedback, or guessed about the correct answer and were given delayed feedback. On Test 1, forced guesses are at the chance level, as expected. On a final test 1 week later, recall of the correct answers was not impaired by having guessed on those items (this held even when the initial guess was incorrect). Error bars indicate 61 standard error.
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