There are a number of different models for cross-over designs which take account of carry-over effects. Since it seems plausible that a treatment with a large direct effect should generally have a larger carry-over effect, Kempton, Ferris and David (2001) considered a model where the carry-over effects are proportional to the direct effects. The advantage of this model lies in the fact that there are fewer parameters to be estimated. Its problem lies in the nonlinearity of the estimates. Kempton et al. (2001) considered the least squares estimate. They point out that this estimate is asymptotically equivalent to the estimate in a linear model which assumes the true parameters to be known.
Introduction
In cross-over designs the experimental subjects are exposed to a series of treatments, one after the other. One important example of cross-over designs is the case of a sensory trial. Here, products are described with the human senses. Each assessor tastes and evaluates a series of products, such as the bitterness of several brands of beer. A problem with this kind of experiment is the liability to have carry-over effects. This may be a lingering taste of a product that influences the perception of the next product, or it may be a tendency to give a lower rating to the next product after a very intense product. For instance, it is well known that assessors have a tendency to give a lower bitterness rating to a product if it is evaluated directly after a very bitter one.
There are a number of models for cross-over designs which take account of carry-over effects. It seems plausible from what was said above that a treatment with a large direct effect should generally have a larger carry-over effect. Kempton, Ferris and David (2001) considered a model where the carry-over effects are proportional to the direct effects. The advantage of this model lies in the fact that there are fewer parameters to be estimated. The problem lies in the non-linearity of the estimates. Kempton et al. (2001) considered the least squares estimate. They point out that this estimate is asymptotically equivalent to the estimate in a linear model which assumes the true parameters to be known. For this estimate they numerically determine optimal designs for some cases. The present paper generalizes some of their results.
We consider cross-over designs for t treatments in p periods and n subjects. We will restrict attention to the case that p ≤ t. We assume that there is no carry-over effect in the first period, while there are carry-over effects in later periods which are proportional to the direct effect of the treatment in the previous period. A design d ∈ Ω t,n,p is a mapping of {1, . . . , n}×{1, . . . , p} to {1, . . . , t}, which determines the treatment assigned to subject i in period j. Let T d and F d be the plots-by-treatments incidence matrices for direct and carry-over effects in design d respectively, and U = I n ⊗ u p be the plots-bysubjects incidence matrix and P = u n ⊗ I p be the plots-by-periods incidence matrix. Here I s is the identity matrix of size s, while u s is the s-vector of ones.
Let y ij be the measurement on subject i in period j, and y = [y 11 , y 12 , . . . , y 1p , y 21 , . . . , y np ] .
Like Kempton et al. (2001) , we assume the model
where e is a vector of independent identically distributed errors with zero mean and variance σ 2 , and we analyse the data by least squares. For this analysis, we assume that we are interested in the estimation of τ and not in the estimation of the unknown proportionality factor λ, which we restrict to lie between −1 and 1.
If, in model (1), we add a constant κ to every element of τ , then we increase every response in the first period by κ and every other response by κ(1 + λ). Since model (1) includes period effects, we may suppose that the elements in τ sum to zero.
As was observed by Kempton et al. (2001) , the least squares solution (τ ,λ) is asymptotically equivalent to the least squares solution of the linear modelỹ
where τ 0 is the unknown true value of τ , λ 0 is the unknown true value of λ,
where for a matrix M we define
is a constant vector, assumed known, and the elements in τ sum to zero, the covariance matrix cov(τ ) of the estimateτ in model (2) is σ 2 C + d , where M + is the Moore-Penrose generalized inverse of the matrix M . Hence, the covariance of the estimates depends on the unknown true values τ 0 and λ 0 .
A class of designs which have excellent optimality properties in cross-over experiments under various aspects are the totally balanced designs (Kunert and Stufken, 2002) . These are defined as follows.
(ii) d is a balanced block design in the carry-over effects, (iii) d is balanced for carry-over effects, and (iv) the number of subjects where both treatments i and j appear [p/t] + 1 times and treatment j does not appear in the last period is the same for every pair i = j.
2 An upper bound for theĀ-criterion
This is because T d u t and F d u t are in the column span of P : see, for example, Kunert (1983) . It follows from Kunert (1983) that
say. Equality holds in (3) if and only if
We define
Note that these three matrices were called U , W and V by Kempton et al. (2001) . Then the bound in (3) can be written as
where
; while (4) can be written as (4) is true and we have equality in (3). A problem is that the information matrix depends on the unknown parameters λ 0 and τ 0 . Like Kempton et al. (2001) , we decided to take two different approaches to deal with this problem. With respect to the parameter τ 0 , we considered the average performance over a distribution of τ 0 . To do this, we assume that the distribution of τ 0 is permutation invariant. Note that this assumption is valid if we randomize the treatment labels. For the parameter λ 0 , there is no canonical distribution. We may, however, assume that λ 0 is small in absolute size. Again, this is justifiable by practical considerations. The experimenter will try to carry out the experiment in such a way that the carry-over effects are small. This can (and has to) be achieved by non-statistical measures like washout periods.
We are interested in determination of anĀ-optimal design. That is, we want to determine a design that minimizes the average A-criterion, where the average is taken over the distribution of the unknown parameter τ 0 . We do this in several steps.
Step 1 Consider a fixed but arbitrary τ 0 and an arbitrary design d ∈ Ω t,n,p . We assume that
.
Because τ 0 is orthogonal to u t , we can find an orthonormal basis {x 1 , . . . , x t } of R t such that x t−1 and x t are scalar multiples of τ 0 and u t respectively. Then it is well known that the A-criterion satisfies
The convexity of 1/x further implies that
Some straightforward algebra shows that
is invariant to change of basis and E d x t = 0. Hence, defining
we get that
−1 B t , where c dij = tr C dij . Then the vectors x 1 , . . . , x t are eigenvectors ofC d , and, for 1 ≤ i ≤ t − 2 we have
The first equality is due to the fact that for those i
The second equality is due to the fact that x i B t x i is the same for all 1 ≤ i ≤ t − 1. If the design additionally satisfies equation (4), we therefore have
Note that for this design the numbers τ 0 ,d and s τ 0 ,d do not depend on τ 0 .
Step 2 We assume that the distribution of τ 0 is permutation invariant. Let S denote the set of all t × t permutation matrices and assume that for each π ∈ S we have determined s τπ,d and τπ ,d as in
Step 1, where τ π = πτ 0 . Then, due to the to the convexity of 1/x, we have
. 
Note that this does not depend on τ 0 . The same argument shows that
Put a π = τ 0 π C d12 πτ 0 and b π = τ 0 π C d22 πτ 0 . Since the a π and b π are positive, it follows that
Again, the right hand side does not depend on τ 0 . In all, we have shown that for every τ 0 we have
with equality holding if all the C dij are completely symmetric.
We therefore have shown our first result.
Proposition 1 For any design
where the distribution P of τ 0 is permutation invariant. Then
say. Equality holds if in each period all treatments appear equally often and all C dij , for 1 ≤ i ≤ j ≤ 2, are completely symmetric.
Note thatφ
2 )), whereĀ is theĀ-criterion defined by Kempton et al. (2001) . It is a local criterion, depending on the unknown true λ 0 .
As a corollary, we get a slight generalization of Theorem 1 of Kempton et al. (2001) .
Corollary Assume that a design d * ∈ Ω t,n,p , where p ≤ t, is totally balanced, that λ 0 is arbitrary and that we consider theφ A (C d ) criterion. Then d * is optimal over all designs for which each treatment appears at most once for each subject.
Proof The design d * fulfils the conditions in Proposition 1 which guarantee thatφ
Since for all competing designs d we have c dij = c d * ij , for 1 ≤ i ≤ j ≤ 2, the proof is complete. 2 Kempton et al. (2001) defined the IA-criterion as the average A-criterion over the joint distribution of both τ 0 and λ 0 . If λ 0 and τ 0 are independent and the distribution of τ 0 is permutation invariant, then the corollary implies that a totally balanced design is IA-optimal over all designs for which each treatment appears at most once for each subject, whatever distribution of λ 0 we might assume.
The foregoing optimality results use the average of the A-criterion over permutations of τ 0 (and possibly over a distribution of λ 0 ). The following example shows that we cannot strengthen this either to A-optimality for all τ 0 or to maximality, in the Loewner order, of the average of the C d matrix itself, which would be needed for an analogue of universal optimality. More precisely, letC d be the average of C d over permutations of τ 0 .
Example Here are two designs for four treatments in three periods and 24 subjects. Since Designs 1-5 are named in the paper by Kempton et al. (2001) Put θ 1 = (1, 1, −1, −1) , θ 2 = (1, −1, 1, −1) and θ 3 = (1, −1, −1, 1) . The permutations of θ 1 consist of ±θ 1 , ±θ 2 and ±θ 3 equally often. We shall take τ 0 to be one of the θ i . For i = 1, 2, 3, put S i = θ i θ i /θ i θ i . Then the S i are mutually orthogonal idempotents of rank 1 whose sum is B 4 . Further, put
which is equal to 4(λ 0 − 1) 2 S 1 if i = 1 and to 3(2λ 0 − 1) 2 S i if i = 2 or 3. Hence, if τ 0 = θ 1 then
while if τ 0 = θ i for i = 2 or 3 then
First we examine the performance of Designs 6 and 7 without permuting the entries in τ 0 . The eigenvalues of C 6 are 4(12 − 8λ 0 + 7λ Secondly, we compare the average performance of Designs 6 and 7 over permutations of τ 0 . We obtainC 6 −C 7 = µ 1 S 1 + µ 2 (S 2 + S 3 ), where µ 1 = 4(56λ For further optimality results, we need a further generalization of Kushner's (1997) method: see also Kunert and Martin (2000) .
Optimality of totally balanced designs
Step 3 For a given design each unit receives a sequence of treatments. Two sequences are called equivalent if one can be transformed to the other by relabelling of treatments. For given p and t there is a number K, say, of possible equivalence classes of sequences. For an arbitrary sequence from a given class k, we can define matrices T k and F k , which are the p × t design matrices for direct and carry-over effects for this sequence. We then define
Then the c ij (k) do not depend on the special choice of the sequence, only on the equivalence class k. We denote by π d,k the proportion of subjects to which design d assigns a sequence from equivalence class k. Then the c dij can be written as linear combinations of c ij (k). More precisely,
for 1 ≤ i ≤ j ≤ 2. Hence, one possibility to find anĀ-optimal design would be to determine a lower bound forφ * A (C d ), or, equivalently, an upper bound for
For real x, y, z and v, put
is the minimum of q d (x, y, z) over x, y and z. We therefore are looking for a design d such that 1. in every period all treatments appear equally often, 2. all C dij are completely symmetric 3. the proportions π d,k of units with sequences from the equivalence class k ∈ {1, . . . , K} are such that
is as large as possible.
We consider a totally balanced design d * and restrict attention to the case p ≤ t . Then d * consists entirely of sequences which are equivalent to [p, p − 1, . . . , 2, 1]. We denote the class of all these sequences by k = 1. We may assume that p ≥ 3; for if p = 2 then all sequences not confounded with subjects are equivalent to sequence 1. Hence t − 2 is positive and h k (x, y, z) does depend on λ 0 .
It is easily seen that, for a general sequence class k,
where n ik is the number of appearances of treatment i in the representative sequence for class k,ñ ik is the number of appearances of treatment i in the first p − 1 periods of the representative sequence, while m ik is the number of appearances of treatment i preceded by itself. For the sequence class 1, we have c 11 (1) = p − 1,
and the minimum of h 1 (x, y, z) is attained for z = − c 12 (1) c 22 (1) = z * , say, y = − 1 g 1 (z * ) = y * , say,
Note that z * > 0 and does not depend on λ 0 . Neither does y * depend on λ 0 . Also, g 1 (v) > 0 for all real v, and z * minimizes g 1 . For a given sequence class k, there is one treatment, say treatment 1, that appears in the last period of the representative sequence. Thenñ ik = n ik for all 2 ≤ i ≤ t, whileñ 1k = n 1k − 1. This implies that Note that the situation where λ 0 is small in absolute size is an important case. Generally, experimenters will try to run the experiment in such a way that carry-over effects can be avoided as much as possible, see also Jones, Kunert and Wynn (1992) .
If λ 0 gets large and positive, then designs with positive m will get better than d * , as was shown by Kempton et al. (2001) . Because g 1 is rather flat on [1, z * ], Equation (8) gives a good approximation to the upper bound for values of λ 0 for which the totally balanced design is optimal, but the actual upper bound is slightly higher. For example, when p = t = 4 then λ * = 0.315 but numerical investigation of Equation (5) shows that (t−2)f (0.318) ≈ −f (z * ). Hence, for all λ 0 ≤ 0.318, the totally balanced design "Design 1" of Kempton et al. (2001) is optimal over Ω 4,12,4 .
