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Abstract
The iterates f n of a chaotic map f display heightened oscillations (or fluctuations) as n → ∞. If f is a
chaotic interval map in one dimension, then it is now known that the total variation of f n on that interval
grows exponentially with respect to n [G. Chen, T. Huang, Y. Huang, Chaotic behavior of interval maps and
total variations of iterates, Internat. J. Bifur. Chaos 14 (2004) 2161–2186]. However, the characterization
of chaotic behavior of maps in multi-dimensional spaces is generally much more challenging. Here, we
generalize the definition of bounded variations for vector-valued maps in terms of the Hausdorff measure
and then use it to study what we call rapid fluctuations on fractal sets in multi-dimensional chaotic dis-
crete dynamical systems. The relations among rapid fluctuations, strict turbulence and positive entropy are
established for Lipschitz continuous systems on general N -dimensional Euclidean spaces. Applications to
planar monotone or competitive systems, and triangular systems on the square are also given.
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The main thrust of this paper is to characterize chaos through the phenomenon of “rapid fluc-
tuations” as manifested by the iterations (or time-evolution) of nonlinear chaotic maps on their
fractal strange attractors. Mathematically, such rapid fluctuations are quantified by the exponen-
tial growth in time of the bounded variations of the fractal image set of the map. We will show
its relationships with other notions of chaos such as homoclinic orbits, strict turbulence and pos-
itive topological entropy, and illustrate its applications to some models in consumer economic
behaviors and mathematical biology and ecology.
Mathematical analysis of complex behavior is a focal topic in the study of nonlinear science.
For a given discrete or continuous dynamical system, there are quantitative and/or qualitative
ways available to describe the complexity of the system: topological entropy [1,11], topological
transitivity, topological mixing, sensitive dependence on initial data (see, for example, [10,16]),
Hausdorff dimensions of invariant sets [20], Liapunoff exponents [29], chaos, among others. Let
us address the topic of chaos, the main interest of the present paper. For a discrete dynamical
system, i.e., a system defined by a map, several definitions have been given for chaos, in the
sense of, respectively, Li–Yorke [32], Devaney [16], and Robinson [37]. Each of such definitions
convey the ideas of chaos from certain vantage points. They have been widely accepted, studied
and applied in the mathematics literature but it is well understood that these definitions are not
mutually equivalent. Even though such definitions are given for discrete dynamical systems,
for continuous-time dynamical systems, or flows, a proper time-sampling will yield Poincaré
sections of flows leading to a map. Therefore, such definitions of chaos apply to continuous-time
dynamical systems as well.
These mathematical definitions embody profound insights into the nature of chaos. Never-
theless, the conditions and criteria set forth therein may be quite abstract and technical for a
scientist whose professional background is not mathematics. A more intuitive definition would
be more helpful and appealing to scientists and engineers who need to deal with chaotic phe-
nomena on a more pragmatic basis. One of the main objectives of this paper is to introduce an
intuitive and reasonable definition of chaos based on our understanding and experience from the
theoretical study of chaotic phenomena. In particular, our past study on chaotic vibrations in the
1-dimensional wave equation with a Van der Pol nonlinearity [12–15,25–28] have enabled us
to see spatiotemporal chaotic behavior from a nonlinear oscillation point of view. Here, we will
also provide certain sufficient conditions for the occurrence (according to this new definition) of
chaos, and interrelationships with other characterizations of complex behaviors.
As a motivation, let us consider a simple 1-dimensional map f : I → I , where f is continuous
and I is a closed interval in R, the set of all real numbers. The nth composite iterate of f ,
f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
n times
, is denoted as f n. The evolution of the system
{
xn+1 = f (xn), n = 0,1,2, . . . ,
x0 ∈ I is given,
at the kth step is totally decided by the function y = f k(x). But each individual map f k , for a
given k, is not of interest to us. Oftentimes in applications what is important is the asymptotic be-
havior of the system, i.e., when k → ∞. More concretely as an illustration, we use the “familiar”
logistic (or quadratic) map as the example, where{
f = fμ : I → I, I = [0,1],
f (x) = μx(1 − x), 0 μ 4.μ
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We know that when μ = 3.2, fμ has an attracting period-2 orbit
O(2) = {x0, x1 ∈ I | x0 = x1}, x1 = f (x0), f (x1) = x0,
and fμ is not chaotic (according to any definition). We plot the graphics of f 100μ , μ = 3.2, in
Fig. 1. As a matter of fact, if instead we change k = 100 to k = 1000 and plot f 1000μ , its graphics
does not differ very much from that of f 100μ , either. It looks just like a cascade of square wells as
Fig. 1.
But the situation is totally different when μ = 3.6. In this case it is known that fμ is chaotic in
the sense of Li–Yorke and with a positive topological entropy (see, e.g., [37, pp. 333–334]). The
graphics of y = f 100μ (x) is plotted in Fig. 2. Comparing Figs. 1 and 2, we see sharply distinctive
patterns—Fig. 2 manifests strongly oscillatory behavior. Now, if we plot f 1000μ for μ = 3.6, the
oscillations have become even more “violent” in that the graphics look pretty much like the so-
called “white noise.” More and more high frequency “random wave” components have emerged,
which soon overwhelm the top resolution limit of any graphics hardware and software. Note also
that all the while when such strong oscillations happen, the total amplitudes are bounded by 1
and, therefore, this is distinct from the so-called classical instability where the magnitudes of the
state of a system grow unbounded.
This manifestation of heightened strongly oscillatory behavior or pattern will be called by us
rapid fluctuations as a way to characterize chaos. It remains for us to quantify this notion of rapid
fluctuations.
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There is already a quantitative indicator in advanced calculus for the measurement of the
fluctuation of a function on a subset of a real line. Let
f :S →R, S ⊆R.
A subset P = {xj ∈ S | j = 0,1,2, . . . , n; x0 < x1 < x2 < · · · < xn}, where n depends on P , is
called a finite partition of S. The set of all finite partitions of S is denoted as P(S). We define
VS(f ) = sup
P∈P(S)
{
n−1∑
j=0
∣∣f (xj+1)− f (xj )∣∣ ∣∣∣∣ xj ∈ P, for P = {xj | j = 0,1,2, . . . , n}
}
.
This indicator VS(f ) is called the total variation of f on S. For a continuous function f and for
an interval S, it is the supremum of the sums of magnitudes of the fluctuations where each single
fluctuation is recorded if f is monotonic on a maximal subinterval of S, from a bottom to a crest
or vice versa.
Definition 1.1. Let I be a closed interval and f : I → I be continuous. f is said to be piecewise
monotone if f has finitely many local maxima and minima on I . Furthermore, if VI (f n) grows
exponentially with respect to n as n → ∞, we say that the iterates of f have rapid fluctuations
on I , or briefly, f has rapid fluctuations on I .
For interval maps, existing literature tells us that its complex behaviors are quite well captured
in the properties of being topologically mixing, sensitively dependent on initial data, strictly tur-
bulent, and/or having a homoclinic point (see Definition 3.3), topological entropy and a periodic
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of major interest.
Theorem 1.1. Let I = [0, 1] and f be a continuous map from I into itself. Assume that f is
piecewise monotone. Then
(1) if f is topologically mixing, then VJ (f n) grows exponentially as n → ∞ for any subinterval
J ⊂ I ;
(2) f has sensitive dependence on initial data if and only if VJ (f n) grows unbounded as n → ∞
for any subinterval J ⊂ I ;
(3) if f has sensitive dependence on initial data, then VI (f n) grows exponentially as n → ∞;
(4) if f has a periodic point of period four, then VI (f n) grows unbounded as n → ∞.
Its proof is available in [15,25].
Theorem 1.2. Let I = [0,1] and f be a continuous map from I into itself. Then the following
conditions are equivalent:
(1) f has a periodic point of period not being a power of 2.
(2) f is strictly turbulent, i.e., there exist two compact subintervals J and K of I with J ∩K = ∅
and a positive integer k such that
f k(J )∩ f k(K) ⊃ J ∪K.
(3) f has positive topological entropy.
(4) f has a homoclinic point.
(5) f is chaotic in the sense of Li–Yorke on the nonwandering set of f .
In addition, if f is piecewise monotone, then each condition above is equivalent to the following:
(6) f has rapid fluctuations on I .
Sketch of proof. The equivalence between (1) and (2) can be found in Block and Coppel [10].
The equivalence between (1) and (4) is from Block [8]. The equivalence among (3), (4) and (5)
can be found, e.g., in Zhou [43]. The equivalence between (3) and (6) can be found, e.g., in
Misiurewicz and Szlenk [36] and Katok and Hasselblatt [29]. 
We see from Theorems 1.1 and 1.2 that VI (f n) → ∞ is not enough for f to be chaotic. We do
need exponential growth of VI (f n) with respect to n for f in order to have nearly all of the qual-
ifications for f to be called chaotic and to have rapid fluctuations. Nevertheless, the polynomial
rate of growth of VI (f n) with respect to n does serve to indicate that the complexity of behavior
of f n is on the rise. The study of complexity and chaos for multi-dimensional systems is much
more difficult. The next natural questions to ask are: Can we generalize the above results to maps
on n-dimensional spaces, and if so, how? These are challenging problems. First of all, for vector
valued maps, there do not appear to be widely accepted, standard definitions of total variations
for such maps. Thus, how to give such a definition in a reasonable way is a key issue. Neverthe-
less, first, we do know that for a scalar valued map, its total variation actually is a measure on the
image set or graph of that map. Second, it is also well known that for discrete multi-dimensional
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fractal structure. Thus strange attractors may have only a fractional dimension.
These two points have motivated us to use the Hausdorff measure and fractional dimension
to define the total variation of a vector-valued map. This enables us to establish a natural bridge
connecting chaos with fractal geometry. Indeed, our work of generalization and extension here
has provided a useful set of notion, sufficient conditions and formalism for the study of iterations
of vector-valued maps which has chaos in a fractal dimension. We are also able to give a unified
proof of two earlier theorems due to Diamond [17] and Marotto [34,35] with our approach. In
particular, we also provide concrete examples and discuss applications. Specifically, there are the
following applications to
(i) the Dohtani [18] model for dynamic consumer behavior;
(ii) the planar monotone or competitive models in biology and population ecology;
(iii) triangular maps which are 2-dimensional extensions of interval maps.
This paper is organized as follows. In Section 2, a new notion called rapid fluctuations is
given for higher-dimensional systems. For a Lipschitz map f from a subset of RN into RN , we
show that if f is strictly turbulent of dimension s, then f has rapid fluctuations of dimension s
(Theorem 2.1). This result also holds for systems on general compact metric spaces. Under the
conditions of Diamond’s Theorem and Marotto’s Theorem, we show that f has rapid fluctua-
tions. An example of economic dynamics is given at the end of Section 2. In Section 3, chaotic
behavior of planar monotone or competitive maps is studied. The main result is that positive
topological entropy implies rapid fluctuations of dimension 1 for planar monotone or competi-
tive maps. Finally, in Section 4, we discuss rapid fluctuations for triangular maps on a square.
For a triangular map F , we show that F has positive topological entropy if and only if F has
rapid fluctuations under some mild assumptions.
2. Chaotic behavior described in terms of exponential growth of bounded variation
We recall some properties of Hausdorff dimension and Hausdorff measure which play some
key role in this paper.
Definition 2.1. Let A be a set in RN , 0 s N , and 0 < δ < ∞. Define
(1) Hsδ(A) = inf{
∑∞
j=1 |Cj |s | A ⊂
⋃∞
j=1 Cj , |Cj | δ}, where |C| denotes the diameter of the
set C, i.e.,
|C| ≡ sup{|x − y| | x, y ∈ C}.
(2) For A and s given above, define
Hs(A) = lim
δ→0H
s
δ(A) = sup
δ>0
Hsδ(A).
Note that as a function of δ, Hsδ(A) is monotonically decreasing.
(3) For A and s as above, A is said to be an s-set if
0 <Hs(A) < ∞.
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rectifiable curve in RN , then A is a 1-set, etc. More generally, if A is a self-similar set, then A is
an s-set, for some s ∈ (0,N) according to [20].
Proposition 2.1. [20] Let Si :RN →RN (1 i m) be a family of maps. Assume that
(1) Si is a similar contraction with contraction ratio ci (0 < ci < 1), i.e.,∣∣Si(x)− Si(y)∣∣= ci |x − y|, ∀x, y ∈RN,
(2) S1, S2, . . . , Sm satisfy the open set condition: i.e., there exists an open set V ⊂RN such that
m⋃
i=1
Si(V ) ⊂ V, Si(V )∩ Sj (V ) = ∅, i = j.
Then there exists a unique invariant set E (called a self-similar set) with
E =
m⋃
i=1
Si(E),
and E is an s-set, where s is the unique solution of the equation
m∑
i=1
csi = 1.
The following two propositions are well known. See, e.g., [19,20].
Proposition 2.2. Let A ⊂RN and 0 s N .
(1) For λ > 0, Hs(λA) = λsHs(A).
(2) Let s < t < ∞. We have
(i) If Hs(A) < ∞, then Ht (A) = 0;
(ii) If Ht (A) > 0, then Hs(A) = ∞.
(3) If A is a Borel set, then
LN(A) = cNHN(A),
where cN = (πN/2/2N)(N/2)! is the volume of the ball in RN with diameter 1 and LN is
the Lebesgue measure in RN .
The Hausdorff dimension of a set A ⊂RN is defined as
dimH (A) ≡ sup
{
s |Hs(A) > 0}≡ inf{s |Hs(A) < ∞}.
It is known, e.g., that the Hausdorff dimension of the Cantor middle-third set is log 2/ log 3.
Let f :RN →RN be a Lipschitz map. That is, there exists a constant c > 0 such that∣∣f (x)− f (y)∣∣ c|x − y|, ∀x, y ∈RN.
Denote by Lip(f ) the Lipschitz constant of f defined by
Lip(f ) ≡ sup
{ |f (x)− f (y)|
|x − y|
∣∣∣∣ x, y ∈RN, x = y
}
.
The map f is said to be bi-Lipschitz if f and its inverse f−1 are both Lipschitz.
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(1) If f :RN →RN is Lipschitz, A ⊂RN , and 0 s N , then
Hs(f (A)) (Lip(f ))sHs(A),
and, thus,
dimH
(
f (A)
)
 dimH (A).
(2) If f is bi-Lipschitz, then A is an s-set if and only if f (A) is an s-set.
Let Lip(RN) denote the class of all Lipschitz continuous maps from RN to RN .
Definition 2.2. Let f ∈ Lip(RN) and A be an s-set of RN . The total variation of f on A is
defined by
Var(s)A (f ) = sup
{
n∑
i=1
Hs(f (Ci)) ∣∣∣∣ n ∈N = {1,2,3, . . .}, A ⊃ n⋃
i=1
Ci,
Ci ∩Cj = ∅, i = j
}
.
We say that f has bounded variation on A if Var(s)A (f ) < ∞.
Remark 2.1. A subset C of an s-set is not an s-set itself if and only ifHs(C) = 0, which implies
Hs(f (C)) = 0 since f is Lipschitz continuous. Thus the total variation of f on an s-set A can
also be defined as
Var(s)A (f ) = sup
{
n∑
i=1
Hs(f (Ci)) ∣∣∣∣ n 1, A ⊃ n⋃
i=1
Ci, Ci are s-sets,
Hs(Ci ∩Cj ) = 0, i = j
}
.
If f ∈ Lip(R1) and A = [a, b] is a bounded interval, then
Var(1)A (f ) = V[a,b](f ),
by definition and the fact thatH1(Ci) = L1(Ci) = 0 implies that L1(f (Ci)) = 0, where V[a,b](f )
is the usual total variation of f on [a, b] as that in Definition 1.1. Thus Definition 2.2 is the
generalization of bounded variation of one-dimensional maps to vector-valued maps.
Henceforth, the map f needs only be defined on a proper subset of RN . The above properties
remain valid as long as f admits a Lipschitz extension to all of RN .
The following properties are easily obtainable by Propositions 2.2 and 2.3.
Lemma 2.1. Let f ∈ Lip(RN) and A be an s-set of RN . Then
(1) Var(s)A (f ) (Lip(f ))sHs(A).
(2) For each λ > 0, we have
Var(s)A (λf ) = λs Var(s)A (f ).
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notion to describe the complexity of multi-dimensional dynamical systems.
Definition 2.3. Let D ⊂ RN and f :D → D be Lipschitz continuous. If there exists an s-set
A ⊂ D (0 s N ) such that Var(s)A (f n) on A grows exponentially as n → ∞, then we say that
f has rapid fluctuations of dimension s.
Remark 2.2. For a Lipschitz continuous map f , f may have rapid fluctuations of different
dimensions. The supremum of such dimensionality numbers is called the dimension of rapid
fluctuations.
Intuitively, we expect the “graph” of f n to manifest a pattern such as the one in Fig. 2 as n
becomes large. Also, the complexity of f increases if s is allowed to increase from 0 to N . The
main work in this paper is to discuss the relations between rapid fluctuations and other notions
concerning the complexity of a system, especially between those of topological entropy and
chaos.
Definition 2.4. Let D1 ⊂ RN1 , D2 ⊂ RN2 , f :D1 → D1 and g :D2 → D2 be Lipschitz contin-
uous maps. We say that f and g are Lipschitz conjugate if there exists a bi-Lipschitz map h
from D1 to D2 such that
h ◦ f = g ◦ h. (2.1)
Lemma 2.2. Let f and g have Lipschitz conjugacy. Then
(1) f has rapid fluctuations of dimension s if and only if g has rapid fluctuations of dimension s.
(2) Let A be an s-set in D1 for some s ∈ (0,N]. Then Var(s)A (f n) grows unbounded if and only if
Var(s)h(A)(g
n) grows unbounded as n → ∞, where the bi-Lipschitz map h :D1 → D2 is given
by (2.1).
Proof. (1) Let h be bi-Lipschitz continuous such that h ◦ f = g ◦ h. Then f = h−1 ◦ g ◦ h.
Let A be an s-set. Then h(A) is also an s-set by Proposition 2.3. For any k > 1, subsets
C1,C2, . . . ,Ck satisfy Ci ∩ Cj = ∅, i = j , and A ⊃ ⋃ki=1 Ci if and only if compact subsets
h(C1), h(C2), . . . , h(Ck) satisfy the very same property with h(A) ⊃⋃ki=1 h(Ci). Thus, by the
definition of conjugacy and Proposition 2.3, we have
Var(s)A
(
f n
)

(
Lip
(
h−1
))s Var(s)h(A)(gn).
Therefore, if there is an s-set A such that VarA(f n) grows exponentially as n → ∞, then so does
Varh(A)(gn), and vice versa.
The proof of (2) is similar. We omit it. 
Definition 2.5. Let D ⊂RN and f :D → D be Lipschitz continuous. If there exist two compact
sets J,K of D with at least one of them being an s-set such that J ∩K = ∅ and
f (J )∩ f (K) ⊃ J ∪K,
then we say that f is strictly turbulent of dimension s.
Y. Huang et al. / J. Math. Anal. Appl. 323 (2006) 228–252 237If there exists a positive integer k such that f k is strictly turbulent of dimension s for some
s : 0 < s N , that is, there are two compact subsets J and K with J ∩K = ∅ and
f k(J )∩ f k(K) ⊃ J ∪K,
then J ∪K has an invariant subset
Λ ≡ {x ∈ J ∪K ∣∣ (f k)j (x) ∈ J ∪K, j = 1,2, . . .}.
For any x ∈ Λ, we define its binary (itinerary) symbol as
s(x) = (s0s1s2 · · · sj · · ·), sj =
{
0, if (f )kj (x) ∈ J,
1, if (f )kj (x) ∈ K.
Then it is a standard procedure to show that f k|Λ is topologically semiconjugate to the left shift
map σ on
∑
2 ≡ {(s0s1s2 · · · sj · · ·) | sj ∈ {0,1}, j = 0,1,2, . . .}, the space of all binary symbols.
Thus, the topological entropy h(f ) of f is positive.
Theorem 2.1. Let D ⊂RN , 0 < s N , and f be Lipschitz continuous from D into itself. Assume
that there exists a positive integer k such that f k is strictly turbulent of dimension s. Then f has
rapid fluctuations of dimension s.
Proof. Let J and K be compact subsets of D with J ∩K = ∅ and J being an s-set such that
f k(J ) ⊃ J ∪K and f k(K) ⊃ J ∪K. (2.2)
Denote
δ = min{Hs(J ), Hs(K)}> 0. (2.3)
Note here that Hs(K) > 0 by the second inclusion relation of (2.2).
Let g = f k . We first claim that the bounded variation Var(s)J (gn) grows exponentially as
n → ∞. From (2.2), we have
g(J ) ⊃ J ∪K. (2.4)
Let
J1 = g−1(J )∩ J, J2 = g−1(K)∩ J.
Then J1 and J2 are compact subsets of J with J1 ∩ J2 = ∅ and
g(J1) = J, g(J2) = K, (2.5)
by (2.2). Thus
Var(s)J (g)Hs
(
g(J1)
)+Hs(g(J2))=Hs(J )+Hs(K) 2δ, by (2.3).
It follows from (2.2) and (2.5) that
g2(J1) ⊃ J ∪K, g2(J2) ⊃ J ∪K. (2.6)
Similarly, we can find two subsets J11, J12 of J1 and J21, J22 of J2, respectively, with J11 ∩
J12 = ∅, J21 ∩ J22 = ∅ such that
g2(J11) = J, g2(J12) = K, g2(J21) = J, g2(J22) = K.
Thus
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(
g2
)
Hs(g2(J11))+Hs(g2(J12))+Hs(g2(J21))+Hs(g2(J22))
=Hs(J )+Hs(K)+Hs(J )+Hs(K) 22δ.
Repeating the above procedure, we can prove by induction that
Var(s)J
(
gn
)
 2nδ, n = 1,2, . . . . (2.7)
So we have proved that Var(s)J (gn) grows exponentially with an exponential rate of at least log 2.
Thus
VarJ
(
f kn
)
 2nδ, n = 1,2, . . . . (2.8)
On the other hand, since f is Lipschitz continuous, we have
Var(s)J
(
f kn
)= Var(s)J (f k−l ◦ f k(n−1)+l) (Lip(f ))s(k−l) Var(s)J (f k(n−1)+l),
for any integer l with 0 < l < k by Proposition 2.3. So
Var(s)J
(
f k(n−1)+l
)
 1
Lip(f )s(k−l)
Var(s)J
(
f kn
)
 2
nδ
Lip(f )s(k−l)
, n = 1,2, . . . .
Therefore, Var(s)J (f
n) grows exponentially as n → ∞ and the proof is complete. 
Example 2.1. Consider the tent map fμ : [0,1] →R defined by
fμ(x) =
{
μx, 0 x  1/2,
μ(1 − x), 1/2 < x  1 (μ > 0).
For μ> 2, let
J = f−1μ
([0,1])∩ [0,1/2], K = f−1μ ([0,1])∩ [1/2,1],
X = {x ∈ [0,1] ∣∣ f nμ(x) ∈ [0,1], for all n = 0,1,2, . . .}.
Then it is an extant result that fμ is chaotic on X.
Our Theorem 2.1 also applies here, but provides a little more quantitative information. The
set X is self-similar and has a fractional Hausdorff dimension of log 2/ logμ. Therefore, we
conclude that for μ> 2, fμ has rapid fluctuations on an s-set with s = log 2/ logμ.
A similar statement can be made for the quadratic map fμ(x) = μx(1 − x) when μ> 4, with
J,K and X defined in the same way as above, except that we do not know what the fractal
dimension of X is as a function of μ since X now is no longer self-similar.
Now we discuss the relationships between rapid fluctuations and chaotic behavior of a system.
For one-dimensional dynamical systems, Li and Yorke first coined the term chaos through the
phrase “period three implies chaos” [32]. For the detection of chaos in multi-dimensional discrete
dynamical systems, Diamond and Marotto established the following sufficient conditions for the
occurrence of chaos, respectively, in Theorems 2.2 and 2.3.
Theorem 2.2. (Diamond [17]) Let D ⊂ RN and f :D → D be continuous. Assume that there is
a compact set X of D satisfying
(a) f (X)∪X ⊂ f 2(X), (2.9)
(b) f (X)∩X = ∅. (2.10)
Then f is chaotic in the following sense:
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(2) there is an uncountable set S of D, which contains no periodic points and for which
(i) f (S) ⊂ S,
(ii) for p,q ∈ S with p = q ,
lim sup
n→∞
∣∣f n(p)− f n(q)∣∣> 0, (2.11)
(iii) for every p in S and every periodic point q in D,
lim sup
n→∞
∣∣f n(p)− f n(q)∣∣> 0.
Let D be an open set in RN and f :D → D be a continuous map. A fixed point z0 of f is
called a snap-back repeller according to Marotto [34] if the following conditions hold:
(1) z0 is an repelling fixed point. That is, f is differentiable in Br(z0) for some r > 0, where
Br(z0) is the closed ball in RN of radius r centered at the point z0, and all eigenvalues
of Df (x), the differential of f , have magnitudes larger than 1 for all x ∈ Br(z0).
(2) There exists a point x0 ∈ Br(z0) with x0 = z0 such that the determinant |Dfm(x0)| = 0 and
fm(x0) = z0 for some positive integer m.
Theorem 2.3. (Marotto [34]) Let D be an open set in RN and f :D → D be a continuous map.
If f possesses a snap-back repeller, then f is chaotic in the sense of Li–Yorke: i.e., condition (2)
in Diamond’s Theorem 2.2 and the following conditions are satisfied:
(1′) There is a positive integer K such that, for each integer nK,
f has a periodic orbit with period n; (2.12)
(3) There is an uncountable subset S0 of S such that, for every pair p,q ∈ S0,
lim inf
n→∞
∥∥f n(p)− f n(q)∥∥= 0. (2.13)
The above two theorems have useful applications in predicting and analyzing chaos in multi-
dimensional dynamical systems. There is an error in the proof of Marotto’s theorem in [34].
A correction is given in [12,35].
Theorem 2.4. Let D ⊂RN , 0 < s N and f :D → D be Lipschitz continuous.
(1) If the conditions in Theorem 2.2 hold and the set X in (2.9) is an s-set, then f has rapid
fluctuations of dimension s.
(2) If D is an open set and f has a snap-back repeller, then f has rapid fluctuations of dimen-
sion N .
Proof. (1) Suppose that there is an s-set X such that the conditions (2.9) and (2.10) hold:
f 2(X) ⊃ f (X)∪X, f (X)∩X = ∅.
Let J = X and K = f (X). Then we have
J ∩K = ∅, f 3(J )∩ f 3(K) ⊃ J ∪K.
This implies that f has rapid fluctuations of dimension s by Theorem 2.1.
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ing fixed point of f in Br(z0) and there exists an x0 ∈ Br(z0) with x0 = z0 such that f m(x0) = z0
and |Dfm(x0)| = 0 for some positive integer m. Similar to the proof of Theorem IV.3 in [12,
p. 6477], we can find two small compact neighborhoods V and V ′ of x0 and z0, respectively,
such that both V and V ′ belong to a neighborhood W ⊂ Br(z0) of z0 and
V ∩ V ′ = ∅, f k(V ) ⊃ V ′ ∪ V,
f k(V ′) ⊃ V, f k(V ′) ⊂ W,
for some positive integer k. Thus, V and V ′ are all compact N -sets with empty intersection and
f 2k(V )∩ f 2k(V ′) ⊃ V ∪ V ′.
Thus f is strictly turbulent of dimension N . The proof is completed by applying Theo-
rem 2.1. 
In the rest of this section, we give two examples to illustrate applications of our results to non-
linear economic dynamics. Benhabib and Day [6,7] use two types of one-dimensional systems
as models for dynamic consumer behavior. One is the well-known logistic type. The second is
an exponential type. Then Dohtani [18] presented two classes of examples of the Benhabib–Day
model in higher-dimensional space, which are governed by the Lotka–Volterra type
xi(n+ 1) = fi
(
x(n)
)
, fi(x1, . . . , xN) = xi
(
a −
N∑
j=1
bij xj
)
, (2.14)
and by the exponential type
xi(n+ 1) = gi
(
x(n)
)
, gi(x1, . . . , xN) = xi exp
(
a −
N∑
j=1
bij xj
)
, (2.15)
respectively, where i ∈ H = {1,2, . . . ,N}, xi (i ∈ H ) is the amount of the ith good consumed
within a given period, and the constants a > 0, bij are the parameters with respect to the eco-
nomic environment. See [18] for details.
Let
Q = (1, . . . ,1)T ∈RN, B = [bij ] ∈RN×N.
Theorem 2.5. Suppose that the matrix B is nonsingular and each entry in B−1Q is positive.
(1) If 1 < a < 4 and the logistic map
α(x) = ax(1 − x), (2.16)
from [0,1] to itself, has a periodic orbit whose period is not a power of 2, then the Lotka–
Volterra system (2.14) has rapid fluctuations of dimension 1.
(2) If the exponential map
β(x) = x exp(a − x), (2.17)
from R+ to itself, has a periodic orbit whose period is not a power of 2, then the exponential
system (2.15) has rapid fluctuations of dimension 1.
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Since the exponential map β(x) is strictly increasing in [0,1] and strictly decreasing in [1,∞],
respectively, and β(x) → 0 as x → +∞, β(x) has a period-three point if β3(1) < 1. A sufficient
condition for this is a  3.13 [18]. If β3(1) a, then β(x) has a period-6 point. This is the case
when a  2.888.
Dohtani [18] has established that the Lotka–Volterra system (2.14) generates chaos in the
sense of Diamond if a > 3.84 and the exponential type system (2.15) is chaotic in the same sense
if a > 3.13.
Proof of Theorem 2.5. Let W = aB−1Q = (w1,w2, . . . ,wN)T . Then W > 0 by the assump-
tions. Denote
Ω = {rW | 0 r  1}.
Then Ω is the line segment in RN that connects the origin with W , so it is a 1-set. For any x ∈ Ω ,
there exists a positive constant r ∈ [0,1] such that x = rW . Then, by (2.14), we have
f (x) ≡ (f1(x), f2(x), . . . , fN(x))T
= r diag(w1,w2, . . . ,wN)(aQ− rBW) = r(1 − r)aW, (2.18)
where diag(· · ·) is a diagonal matrix with the indicated diagonal entries. Noting that r(1− r) 14
for any 0 r  1, we have 0 r(1−r)a  1 for 1 < a < 4. It follows from (2.18) that f (x) ∈ Ω .
This means that Ω is an invariant set under f .
If the logistic map α(x) has a periodic point whose period is not a power of 2, then there
exists a positive integer k such that αk(·) is strictly turbulent by Theorem 1.2. That is, there are
compact intervals J , K ⊂ [0,1] with J ∩K = ∅ and
αk(J )∩ αk(K) ⊃ J ∪K.
Let
J ′ = JW ≡ {rW | r ∈ J }, K ′ = KW ≡ {rW | r ∈ K}.
Then J ′ and K ′ are two compact 1-sets in RN with empty intersection and
f k(J ′)∩ f k(K ′) ⊃ J ′ ∪K ′.
Thus, system (2.14) has rapid fluctuations of dimension 1 by Theorem 2.1.
The corresponding property for the exponential type system (2.15) can be proved simi-
larly. 
In the rest of this section, we present a class of examples of Dohtani model used in consumer,
which are in fact the higher-dimensional version of Benhabib–Day model and show that the class
yields chaotic consumer behaviors when income is sufficiently high.
Let xi (i ∈ H) be the amount of ith good consumed within a given period, and let u be the
utility function that satisfies
logu(x1, . . . , xk; a1, . . . , ak) =
k∑
aj logxj ,
k∑
aj = 1, (2.19)
j=1 j=1
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constraint, where pi > 0, i ∈ H and m > 0. For simplicity, assume that the demand equations
are
xi = mai
pi
, i ∈ H. (2.20)
Following Benhabib and Day [6], we assume that the parameters of the utility function repre-
senting preferences depend endogenously on the past, as follows:
ai(n+ 1) = βixi(n)
{
k∑
j =i
γij xj
}
, i ∈ H ′ = {1,2, . . . , k − 1}, (2.21)
ak(n+ 1) = 1 −
k−1∑
i=1
ai(n+ 1), (2.22)
where βi (i ∈ H ′) is the positive constant, γij (i = j, i ∈ H ′, j ∈ H) the constant, and γik = 0
for any i ∈ H ′. Then the demand equations become
xi(n+ 1) = mβixi(n)
[
k∑
j =i
γij xj (n)+ γik
{
m−
k−1∑
j=1
pjxj (n)
}]/
pi
= xi(n)
[
m2βiγik/pi −mβiβikxi(n)+
k−1∑
j =i
(mβi/pi)(γij − γikpj )xj (n)
]
= xi
[
mδi −
{
pixi(n)+
k−1∑
j =i
mij xj (n)
}]
, (2.23)
where i ∈ H ′, δi = mβiγik/pi and mij = pj − γij /γik for i = j . This is Eq. (2.14).
We introduce the following assumptions:
(a) It holds that δ1 = δ2 = · · · = δk−1 ≡ δ and 3.6 <mδ  4.
(b) M is nonsingular and M−1Q> 0, where M = (mij ) is the (k− 1)× (k− 1) matrix with mij
given by above when i = j and mii = pi for i, j ∈ H ′.
Under the assumptions (a) and (b), Theorem 2.5 can apply, the system (2.23) has rapid fluctu-
ations of dimension 1. This implies that chaotic choice sequence in (2.23) can arise when income
m is sufficiently high.
In simulation, we take k = 3, p1 = p2 = 2, γ13 = 0.5, γ23 = 1.5, γ12 = 0.99, γ21 = 3.96,
β1 = 4010m and β2 = 4030m . In this case, (2.23) becomes
x1(n+ 1) = x1(n)
{
m− 2x1(n)− 0.02x2(n)
}
,
x2(n+ 1) = x2(n)
{
m− 0.02x1(n)− 2x2(n)
}
.
By the proof of Theorem 2.5, for a given m with 1 <m< 4, this system has an invariant set
Ω =
{(
495
mr,
495
mr
) ∣∣∣∣ 0 r  1
}
,1001 1001
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and on Ω the system behaves like the logistic map
α(x) = mx(1 − x).
For m = 3.4, the system (2.4) has no rapid fluctuations at all. Figure 3 shows that the profile
of (x1(100), x2(100)) looks almost like a cascade of square wells. On the other hand, when
m = 3.6, Fig. 4 shows that profile of (x1(100), x2(100)) has rapid fluctuations of dimension 1.
On the invariant line Ω , their profile is just like Fig. 2.
3. Rapid fluctuations for planar monotone or competitive maps
Monotone or competitive dynamical systems have been extensively investigated during the
last two decades as they are useful in biological science and population ecology; see [21–24,
33,41,42], the monograph [38], and also the references therein. In this section, rapid fluctua-
tions in planar monotone or competitive systems will be considered. For a strongly monotone or
competitive Lipschitz map on R2, we shall prove that positive topological entropy implies rapid
fluctuations (Theorem 3.1). First we give some definitions and state a few known results about
monotone or competitive maps.
A Banach space E is called an ordered space if it is associated with a closed partial order
relation R ⊂ E × E. We write x  y if (x, y) ∈ R, x < y if x  y and x = y, and x  y if
(x, y) ∈ IntR, where Int denotes the interior of a set. As usual, x > y means y < x. A set A ⊂ E
is said to be unordered if for any x, y ∈ A with x = y, neither x < y nor x > y holds.
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An ordered space E is said to be strongly ordered if every open set U of E satisfies:
if x ∈ U, then a  x  b for some a, b ∈ U. (SO)
For example, RN+ = {x ∈ RN | xi  0 for 1 i  N} denotes the nonnegative octant of RN .
Then for any set E ⊂RN , R = {(x, y) ∈ E ×E | y − x ∈RN+} is a closed partial ordering and E
is an ordered space. If E is an open subset of RN , then E is strongly ordered. In particular, RN
itself is a strongly ordered space together with the cone RN+ .
For any point a, b in E we define the open order interval a, b = {x ∈ E | a  x  b},
and the closed order interval [a, b] = {x ∈ E | a  x  b}. A set in E is said to be order
convex if it contains the closed order intervals defined by each pair of its elements. We write
[a,∞ = {x ∈ E | x  a} and similarly for −∞, b]. A subset Y of E is called lower closed if
−∞, b] ⊂ Y whenever b ∈ Y ; and upper closed if [a,∞ ⊂ Y whenever a ∈ Y . It is easy to see
that a lower closed or upper closed set is order convex.
A point z in E is in the lower boundary ∂−A of a set A ⊂ E provided there is a sequence {zi}
in A converging to z with zi > z, but no sequence {xi} in A converging to z with xi < z. The
upper boundary ∂+A is defined analogously.
Definition 3.1. A pair of (A,B) of subsets A,B of E is called an ordered decomposition of E if
it has the following properties:
(i) A = ∅ and B = ∅;
(ii) A and B are closed;
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(iv) A∪B = E;
(v) Int(A∩B) = ∅.
Definition 3.2. Let E be an ordered space and F :E → E be continuous. Then
(i) F is called strongly monotone if F(x)  F(y) whenever x < y.
(ii) F is called strongly competitive if x  y whenever F(x) < F(y) and x, y ∈ E.
An ordered decomposition (A,B) of E is said to be invariant under F if F(A) ⊂ A and
F(B) ⊂ B . The set H = A ∩ B (possibly empty) is called the boundary of the ordered decom-
position (A,B).
Note that the boundary H of an ordered decomposition (A,B) of E satisfies H = ∂+A = ∂−B
and H is invariant when (A,B) is invariant. It is also easy to see that H never contains two
strongly ordered points x, y (with x  y). Consequently, if H is invariant under F and F is
strongly monotone, then H is unordered.
Proposition 3.1. Let E be a strongly ordered space and F :E → E be continuous and strongly
monotone or strongly competitive. Then for any unordered invariant subset G ⊂ E, there exists
an invariant ordered decomposition (A,B) of E such that G ⊂ H = A∩B .
Proposition 3.1 follows from Takác [41] when F is strongly monotone, and from Wang and
Jiang [42] when F is strongly competitive.
Similar to the proof of Proposition 2.6 in [23], we have the following.
Lemma 3.1. Let E = RN be a strongly ordered space associated with the cone RN+ , and (A,B)
be an ordered decomposition of E with the boundary H = A∩B . Let u ∈ Int(RN+) be any positive
vector, W ⊂ RN its orthogonal hyperplane and PW :RN → W orthogonal projection. Then the
map π ≡ PW |H is a homeomorphism onto an open subset of W ; both π and π−1 are Lipschitz
with respect to the Euclidean distance. (Note that the Lipschitz constant of π−1 depends on u.)
Smith [39,40] has shown that almost any one-dimensional map can be imbedded in a planar
monotone or competitive map. Therefore, the complicated dynamics, such as positive entropy,
rapid fluctuations, chaos in the sense of Li–Yorke and/or Devaney can occur in planar monotone
and competitive dynamical systems. In the rest of this section, we discuss the conditions under
which the planar monotone or competitive dynamical systems have complicated behavior.
It is a consequence of Theorem 1.2 that, for a continuous map f from an interval I into
itself, f is chaotic in the sense of Li–Yorke on the nonwandering set of f if and only if f has a
homoclinic point. Now we generalize the results to planar monotone or competitive systems.
Let F ∈ C0(RN,RN). For x ∈RN , a negative semi-orbit through x is a sequence {xn}∞0 with
x0 = x and F(xn+1) = xn. Note if x ∈ ⋂n0 FnRN there is at least one negative semi-orbit
through x. Let z0 be a fixed point of F . The unstable set of z0 is defined as
Wu(F, z0) =
{
x ∈RN
∣∣∣ there is a negative semi-orbit {xn}∞0 through x
with lim
n→∞xn = z0
}
.
Similar to the definition of homoclinic points for interval maps, we define the following.
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periodic point z0 of period p such that the following hold:
(1) x = z0;
(2) x ∈ Wu(z0,Fp);
(3) Fpm(x) = z0 for some positive integer m.
We write the orbit
O−z0(x) ≡ {xk}k0 ∪
{
Fp(x),F 2p(x), . . . ,Fpm(x) = z0
}
, (3.1)
called a homoclinic orbit connecting z0. Here {xk}k0 is a negative semi-orbit of Fp through x
with xk → z0 as k → ∞.
Let Ph(F ) denote the set of all periodic points of F with each of which there is a homoclinic
point.
The following lemma is quite straightforward to establish.
Lemma 3.2. Let F ∈ C0(RN,RN) and F be strongly monotone or strongly competitive. Then
(1) any homoclinic orbit of F (if it exists) defined by (3.1) is an unordered invariant set un-
der Fp;
(2) any periodic orbit (with period  2) is unordered and invariant under F .
Theorem 3.1. Let F ∈ C0(R2,R2) and F be strongly monotone or strongly competitive. Then
the following conditions are equivalent:
(1) F has a periodic point whose period is not a power of 2;
(2) F has a homoclinic point, i.e., Ph(F ) = ∅.
Consequently, F is chaotic in the sense of Li–Yorke.
In addition, if F is uniformly continuous with compact orbit closures, i.e., the closure of each
orbit of F is compact, then condition (1) is equivalent to
(3) F has positive entropy.
Proof. The fact that condition (1) implies Li–Yorke chaos follows from [42, Corollary 5.1]. The
equivalence between (1) and (3) is from Theorem 5.1 in [33]. To complete the proof, we need
only show the equivalence between (1) and (2).
Assume that condition (1) holds. Let
ω(q) = {q,Fq, . . . ,Fp−1q}
be a periodic orbit with period p which is not a power of 2. Then ω(q) is an unordered invariant
set under F by Lemma 3.2. Applying Proposition 3.1 and Lemma 3.1, we obtain that there is a
Lipschitz curve C of R2 which contains ω(q) and is invariant under F . (What the curve C is will
become evident in the proof of Theorem 3.2 below.) Therefore, we have a reduced dynamical
system
F |C :C → C.
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the one-dimensional system F |C has a homoclinic point. Thus F has a homoclinic point. Condi-
tion (2) holds.
Conversely, assume that condition (2) holds, that is, F has a homoclinic point. Let O−z0(x) be
the corresponding homoclinic orbit defined by (3.1). Since F is strongly monotone or strongly
competitive, so is Fp where p is the period of the periodic point z0. It follows from Lemma 3.2
that O−z0(x) is an unordered invariant set under F
p
. Applying Proposition 3.1 and Lemma 3.1
again, we obtain that there is a Lipschitz curve C of R2 which contains O−z0(x) and is invariant
under Fp . Thus, we have a reduced one-dimensional system
Fp|C :C → C,
where O−z0(x) is a homoclinic orbit of F
p|C . By Theorem 1.2 Fp|C has a periodic point whose
period is not a power of 2. So do Fp and F . 
Theorem 3.2. Let F be locally Lipschitz continuous from R2 into itself and F be strongly
monotone or strongly competitive. If F has a homoclinic point, i.e., Ph(F ) = ∅, then for any
point z0 ∈ Ph(F ) and any neighborhood O(z0) of z0 in R2 there exists a Lipschitz curve L(z0)
in O(z0) which contains z0 in its interior such that Var(1)
L(z0)
(F n) grows exponentially as n → ∞.
Thus F has rapid fluctuations of dimension 1.
Proof. Let z0 ∈ Ph(F ) and O(z0) be a neighborhood of z0 in R2. Let O−z0(x) be the correspond-
ing homoclinic orbit of Fp where p is the period of the periodic point z0. From Lemma 3.2 and
Proposition 3.1 there exists an invariant decomposition (A,B) such that its boundary H contains
O−z0(x). Let
L(z0) = H ∩O(z0) ≡ L.
Then L is a Lipschitz curve by Lemma 3.1. Thus L is a 1-set. We now claim that Var(1)L (F n)
grows exponentially as n → ∞.
By Lemma 3.1 again, there exists a bi-Lipschitz projection π such that π(H) is an open
interval I in a straight line W . Consider the map
g ≡ π ◦ Fp|H ◦ π−1
on the open interval I . obviously, π(z0) ∈ Ph(g) and π(x) is the corresponding homoclinic point,
π(L) is a neighborhood of π(z0). By Theorem 2.1 in [28], the total variation Vπ(L)(gn) grows ex-
ponentially as n → ∞. Since Fp|H and g are Lipschitz conjugate on π(L), Var(1)
L(z0)
(Fpn) grows
exponentially as n → ∞ by Lemma 2.2. So does Var(1)
L(z0)
(F n) since F is Lipschitz on L(z0). 
From Theorems 3.1 and 3.2, we have proved that positive topological entropy implies rapid
fluctuations of dimension 1 for planar monotone or competitive maps.
Corollary 3.1. Let F be a map from R2 into itself. Assume that
(1) F is locally Lipschitz;
(2) F is uniformly continuous with compact orbit closures;
(3) F is either strongly monotone or strongly competitive.
If F has positive topological entropy, then F has rapid fluctuations of dimension 1.
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maps [42, Theorem 5.1]. Thus, if such a map only has periodic points of finite periods, its dy-
namics is relatively simple. But, similar to interval maps, we have the following.
Theorem 3.3. Let F be locally Lipschitz continuous from R2 into itself and F be either strongly
monotone or strongly competitive. If F has a periodic point of period 4, then there exists a Lip-
schitz line segment L (so it is a 1-set) such that the total variation Var(1)L (F n) grows unbounded
as n → ∞.
Proof. Let ω(q) = {q,Fq,F 2q,F 3q} be a periodic orbit of period 4. Since ω(q) is unordered
invariant under F , there is an invariant decomposition (A,B) of F such that ω(q) is contained
in the boundary H = A ∩ B . Using the notation in the proof of Theorem 3.2, we obtain the
one-dimensional map
g ≡ π ◦ Fp|H ◦ π−1
on the interval π(H). And π(q) is a periodic point of g with period 4. Let {p1,p2,p3,p4} be
the corresponding periodic orbit with p1 < p2 < p3 < p4. Let I0 = [p1,p4], then the total vari-
ation VI0(gn) grows unbounded as n → ∞ (see the proof of [15, Main Theorem 7]). It follows
from (2) in Lemma 2.2 that the total variation Var(1)L (F n) grows unbounded as n → ∞, where
L = π−1(I0). 
4. Rapid fluctuations of triangular maps
Let I = [0,1], f ∈ C(I, I ) and for every x ∈ I , g(x, · ) ∈ C(I, I ). A map from I 2 ≡ I × I
into itself defined by
F(x, y) = (f (x), g(x, y)),
is said to be a triangular map. We call f the base map and gx the fibre map (at x). Let C(I 2, I 2)
denote the set of all continuous triangular maps from I 2 into itself.
Let P = {x0, x1, . . . , xp−1} be a p-periodic orbit of f such that f (xi) = xi+1, for i =
0,1, . . . , p − 2 and f (xp−1) = x0. Define gP : I → I by
gP (y) = g
(
xp−1, g
(
xp−2, . . . , g
(
x1, g(x0, y)
)
, . . .
))
. (4.1)
Let Q = {y0, y1, . . . , yq−1} be a q-periodic orbit of gP such that gP (yi) = yi+1, for i =
0,1, . . . , q − 2 and gP (yq−1) = y0. We define the product P ·Q of P by Q as follows:
P ·Q = {(xj , tip+j ) | j = 0,1, . . . , p − 1 and i = 0,1, . . . , q − 1}, (4.2)
where, for i = 0,1, . . . , q − 1,
tip+j =
{
yi if j = 0,
g(xj−1, tip+j−1) if j = 1,2, . . . , p − 1.
Note that P ·Q has cardinality pq .
It is known that the order of the coexisting cycles for interval maps (Sharkovskii’s order)
remains true for continuous triangle maps; the following lemma holds [30].
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(1) If f has a periodic orbit P and gP defined by (4.1) has a periodic orbit Q, then P · Q is a
periodic orbit of F , where P ·Q is given by (4.2).
(2) Conversely, each periodic orbit of F can be obtained as a product of a periodic orbit P of f
by a periodic orbit of gP .
We will use Bowen’s definition of topological entropy [11] and let h(f ) denote the topological
entropy of a map f . Let F : I 2 → I 2 be a continuous triangular map. Denote supx∈I h(F, Ix)
by hf (g), where Ix = {x} × [0,1] and h(F, Ix) is the topological entropy of F on Ix . From the
definition of topological entropy, it follows that h(F ) hf (g). Further, h(F ) h(F, I × {0})
h(f ). Consequently, by the Bowen formula [11, Theorem 17] we have
max
{
h(f ),hf (g)
}
 h(F ) hf (g)+ h(f ). (4.3)
Proposition 4.2. [31] Let F = (f, g) ∈ C(I 2, I 2). We have the following:
(1) If the base map f is simple, i.e., f has at most orbits of periods with all the powers of 2 (i.e.,
type 2∞), then h(F ) = hf (g).
(2) Moreover, if Per(f ), the set of all periodic points of f , is closed, then
h(F ) = h(F |⋃
x∈Per(f ) Ix
)= h(F |Per(F ))= sup
x∈Per(f )
h(F, Ix), (4.4)
and F is of type greater than 2∞ (i.e., F has a periodic orbit whose period is not a power
of 2) if and only if h(F ) > 0.
(3) If the fiber maps g are monotone, i.e., for any x ∈ I , g(x, · ) is monotone on I , then hf (g) = 0
and h(F ) = h(f ).
(4) If F is of type greater than 2∞, then h(F ) > 0. If F is of type less than 2∞, then h(F ) = 0.
But if F is of type 2∞, then either h(F ) > 0 or h(F ) = 0 is possible.
Triangular maps are close to one-dimensional maps in the sense that some of the important dy-
namical features of one-dimensional maps extend to triangular maps. However, triangular maps
display other important properties which are typical for higher-dimensional maps and such prop-
erties cannot be found from the one-dimensional maps (see, for instance, [2–4,31]). For example,
from (4) in Proposition 4.2, there exist triangular maps of type 2∞ with positive entropy. This is
quite different from the one-dimensional maps. In fact, it is known (see, e.g., [2]) that there are
triangular maps of type 2∞ with h(F ) = ∞.
In this section we consider rapid fluctuations of triangular maps on the square and their rela-
tionships to periodic orbits and topological entropy.
Theorem 4.1. Let F(x, y) = (f (x), g(x, y)) be a Lipschitz continuous triangular map from I 2
into itself. Assume that for every x ∈ I the fibre map g(x, · ) is onto. We have the following:
(1) If the base map f is of type greater than 2∞, then F has rapid fluctuations of dimension 2.
(2) If g(x, · ) is monotone and h(F ) > 0, then F has rapid fluctuations of dimension 2.
(3) If the base map f has a periodic orbit of period 4, then the total variation Var(2)
I 2
(F n) grows
unbounded as n → ∞.
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turbulent by Theorem 1.2. That is, there are two compact nondegenerate subinterval J and K
of I with J ∩K = ∅ and a positive integer k such that
f k(J )∩ f k(K) ⊃ J ∪K.
Let
U = J × I, V = K × I.
Then U and V are rectangles in I 2 with U ∩ V = ∅ and
F(U)∩ F(V ) ⊃ U ∩ V,
since g is onto. From Theorem 2.1, Var(2)U (F
n) grows exponentially as n → ∞. Thus, F has
rapid fluctuations of dimension 2.
(2) Since the fibre map g is monotone, h(f ) = h(F ) by (3) in Proposition 4.2. Thus h(f ) > 0.
It follows from Theorem 1.2 again that f has a periodic point of period being not a power of 2.
We obtain the desired result by applying part (1).
(3) Let f have a periodic orbit {p1,p2,p3,p4} of period 4 with p1 < p2 < p3 < p4. If f
has a periodic point of period not a power of 2, then F has rapid fluctuations of dimension 2 by
part (1). Otherwise, every periodic orbit of f is simple. Thus, we have (cf. [5,9])
f 2(p1) = p2, f 2(p2) = p1, f 2(p3) = p4, f 2(p4) = p3, (4.5)
and there exists a fixed point (denoted by p0) of f in (p2,p3). Thus
p1 <p2 <p0 <p3 <p4. (4.6)
Let
U = [p2,p0] × I, V = [p1,p2] × I.
Then
F 2(U) ⊃ U ∪ V, F 2(V ) ⊃ V,
since g is onto. Similar to the proof of Theorem 2.1, we conclude that the total variation
Var(2)U (F
n) grows unbounded as n → ∞. The proof is complete. 
Next, assume the base map f is simple. We consider rapid fluctuations of a triangular map
arising from the complexity of its fibre maps.
Theorem 4.2. Let F(x, y) = (f (x), g(x, y)) be a Lipschitz continuous triangular map from I 2
into itself such that Per(f ) is closed. Then the following holds:
(1) If F has positive topological entropy, then F has rapid fluctuations of dimension 1.
(2) In addition, assume that the fibre maps gx is piecewise monotone for every x ∈ I . If there
exists a point x0 ∈ Per(f ) such that the bounded variation Var(1)Ix0 (F
n) grows exponentially
as n → ∞, where Ix0 = {x0} × I is a 1-set in I 2, then F has positive topological entropy.
Proof. (1) Since Per(f ) is closed and h(F ) > 0, it follows from (4.4) that there exists a periodic
point x0 ∈ Per(f ) such that
h(F, Ix0) > 0. (4.7)
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FP (x0, y) = gP (y), (4.8)
where gP is defined by (4.1). Thus (4.7) implies
h(gP ) > 0. (4.9)
From Theorem 1.2, the one-dimensional map gP is strictly turbulent, i.e., there are two compact
nondegenerate subintervals J and K of I with J ∩K = ∅ and a positive integer k such that
gkP (J )∩ gkP (K) ⊃ J ∪K.
Let U = {x0} × J , V = {x0} ×K . Then U,V are 1-sets and
U ∩ V = ∅, FPk(U)∩ FPk(V ) ⊃ U ∪ V.
Thus F has rapid fluctuations of dimension 1.
(2) Assume there exists a periodic point x0 ∈ Per(f ) such that Var(1)Ix0 (F
n) grows exponen-
tially as n → ∞. Then so does its subsequence Var(1)Ix0 (F
Pn), where P is the period of x0.
From (4.8), it follows that the total variation VI (gnP ) grows exponentially as n → ∞. Since for
any fixed x ∈ I , g(x, ·) is piecewise monotone, so is gP . Thus h(gP ) > 0 by Theorem 1.2. This
means h(FP , Ix0) > 0 by (4.8). So h(F, Ix0) > 0. That is, F has positive topological entropy
by (4.4). 
Even though the examples of rapid fluctuations given in this paper are for integer values of s
only, there exist many examples of fractals on which rapid fluctuations happen wherein s does
take fractional values. Nevertheless, rigorous mathematical proofs are difficult to be presented
at this time and we hope to be able to give some of such examples (with fractional s values)
sometime in the future.
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