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The recent developments in the emerging field of plasmonics in graphene and other Dirac systems
are reviewed and a comprehensive introduction to the standard models and techniques is given. In
particular, we discuss intrinsic plasmon excitations of single and bilayer graphene via hydrodynamic
equations and the random phase approximation, but also comment on double and multilayer struc-
tures. Additionally, we address Dirac systems in the retardation limit and also with large spin-orbit
coupling including topological insulators. Finally, we summarize basic properties of the charge,
current and photon linear response functions in an appendix.
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I. INTRODUCTION
The outstanding optical properties of two-dimensional
(2D) carbon sheets were the key to the discovery of
exfoliated graphene in 2004,1–4 and its optoelectronic
properties are arguably the most promising ones for
applications.5–7 Especially, the large intrinsic carrier mo-
bilities and doping tunability have led to a number of
proposals, where the engineering of long-lived graphene
plasmons could play a major role.7–10
Plasmon excitations are intrinsic collective charge or
current oscillations coupled via the Coulomb interaction
which constitutes the restoring force. Obviously, the
group velocity of these oscillations cannot exceed the ve-
locity of light. This means that the plasmon dispersion
lies outside the light cone in the near-field (evanescent)
regime. The group velocity only merges with the veloc-
ity of light for low energies ~ω . αEF due to retardation
effects where
α =
e2
4piε0~c
≈ 1
137
(1)
denotes the fine-structure constant with ε0 the vacuum
permittivity and EF = ~vF kF the Fermi energy of the
doped graphene layer. At THz frequencies, the confined
collective oscillations of electrons thus enable the ma-
nipulation of electromagnetic energy at sub-wavelength
scales which is usually coined as plasmonics.
The field of plasmonics in nobel metals has already at-
tracted a great deal of attention for the past 15 years,11–16
where the collective charge excitations on the metal-
lic surface localize the electromagnetic field on sub-
wavelength dimensions and can act as strong dipole or
antenna. Additionally, the field enhancement can become
very large such that single molecules are being detected
by Raman scattering.17 This opened up the possibility
to efficiently couple light to electrons and thus merging
photonics and electronics at nanoscale dimensions,18 and
already gave rise to a number of metamaterials.19–22
Plasmons in graphene provide a suitable alternative to
noble-metal surface plasmon polaritons because of atom-
istic confinement of the electrons and the accompanied
electromagnetic fields, relative long propagation lengths
compared to the plasmon wavelengths and, most impor-
tantly, tunability.7–9 Here, we will review the recent ad-
vances in the emerging field of graphene plasmonics and
give a comprehensive introduction to the basic theoreti-
cal models and techniques.
Plasmons cannot directly couple to propagating elec-
tromagnetic radiation because the conservation of mo-
mentum is not satisfied in the photon absorption pro-
cess. To couple light to surface plasmon polaritons on
nobel metals, the Otto23 or Kretschmann24 configura-
tion is used, i.e., the velocity of light of the incoming
light c′ is reduced by a factor of 2-10 due to an optically
dense medium. The slope of the light cone is thus smaller
(c′ < c) and plasmons can be excited by incoming light
under an appropriate incident angle, see Fig. 1a).
For graphene on a typical dielectric substrate with rel-
ative dielectric constant  ≈ 3 and covered by air, the
plasmon dispersion is shifted to larger q-vectors, approx-
imated by the compact formula
q
qp
≈ αEF
~ω
(2)
where ω = cq is the energy dispersion of the vacuum
light cone, qp is the wave number of the plasmon and
EF the Fermi energy of the doped graphene layer. For
typical Fermi energies of EF = 0.3eV, there is thus a
strong reduction of the wavelength even in the THz-
regime (~ω & 4meV), and the Otto or Kretschmann con-
figuration can usually not be used to detect graphene’s in-
trinsic plasmonic excitations. Graphene plasmons were,
therefore, first investigated by means of electron energy-
loss spectroscopy (EELS) where the electronic beam was
carrying the necessary momentum.25,26
One possibility to couple propagating light to
graphene’s density oscillations is to break the transla-
tional symmetry. The necessary (missing) momentum is
then provided by a patterned 2D surface with a periodic
sub-wavelength structure, see Fig. 1b). For graphene,
this was first achieved with a grated geometry reveal-
ing plasmon resonances with remarkably large oscillator
strengths even at room temperature.27 To this end, the
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2absorption spectrum was obtained for two different po-
larizations: for the electric field parallel to the grating,
the usual Drude peak was seen whereas a (plasmon) res-
onance showed up at finite q in the case of perpendicu-
lar polarization.27,28 Alternatively, a graphene disk array
can be used to excite plasmon resonances by incoming
light.29
Graphene plasmons can also be excited without pe-
riodic sub-wavelength patterning by converting the far-
field modes into near-field modes via dipole scattering.
By this, graphene plasmons were recently launched and
detected directly by evanescent waves produced by il-
luminating an atomic force microscope (AFM) tip with
propagating light in the infrared regime.30–32 By this
technique, also the propagation of plasmons can be stud-
ied and a new near-field scattering microscopy is devel-
oping which is likely to be superior to AFM scanning
techniques for large sample areas.
Up to now, the experimental techniques can only ac-
cess the low wave number regime q ∼ 104 − 105cm−1
for which the standard theoretical tools such as hydro-
dynamic models or the random phase approximation
(RPA) are well justified (assuming usual doping levels
with q/kF  1). In this topical review, we want to
summarize these basic theoretical concepts needed to de-
scribe the light-graphene interaction for various physical
environments and conditions. We further intend to illus-
trate the same ideas from different perspectives and will
thus derive the basic formulas using various approaches.
In Sec. II, we present the fundamental formulas con-
cerning the 2D plasmon dispersion using phenomenolog-
ical descriptions. In Sec. III and IV, we review various
aspects of intrinsic plasmon excitations of single layer
and bilayer graphene, mostly based on the RPA. In Sec.
V, we derive the plasmonic spectrum of electrostatically
coupled graphene layers and in Sec. VI, we discuss the
effect of retardation on longitudinal (or transverse mag-
netic - TM) as well as on transverse (or transverse electric
- TE) plasmons. We close with an account on plasmon
excitations in Dirac systems with large spin-orbit cou-
pling. In an appendix, we summarize basic concepts and
results of linear response theory for Dirac Fermions based
on the hexagonal tight-binding model as well as for the
electromagnetic gauge field.
II. HYDRODYNAMIC MODELS
Plasmons are collective density oscillations present in
almost all electronic systems. They are straightforwardly
obtained via a hydrodynamic description based on the
continuity equation and linear response
−iωρ = −∇ · j = χ+jj∇ ·A = −
χ+jj
iω
∇2φ , (3)
where we introduced the (local) longitudinal current re-
sponse function, χ+jj = χ
+
jj(ω), defined in the appendix,
Eq. (69), and used E = iωA = −∇φ with E the electric
FIG. 1. (color online): a) Schematic 2D plasmon disper-
sion (blue curve) together with the light cone in vacuum (red
solid line) and in an optically denser medium (red dashed
line). The retardation regime is indicated by the circled re-
gion where strong light-matter interaction sets in. b) Excita-
tion of plasmonic modes by light is possible via an artificial
sub-wavelength periodicity providing the missing momentum,
∆k‖, of the incident electromagnetic radiation with parallel
momentum k‖.
field and A, φ the vector and electrostatic potential, re-
spectively. With the Fourier transform, φ(r) = φqe
iq·r,
and the general relation between the potential and the
charge density φq = vqρq, we can write the above equa-
tion as
(ω2 − χ+jjvqq2)ρq = 0 . (4)
Collective density oscillations are thus defined by the dis-
persion relation ω2p = χ
+
jjvqq
2 which holds for all di-
mensions. This approach is well justified in the long-
wavelength limit q → 0 where the system can be de-
scribed by an electron liquid. Including additionally pres-
sure and shear forces will lead to the same plasmonic
dispersion as obtained from the random phase approxi-
mation (RPA), discussed in the next section.33
We will now limit the following discussion to two di-
mensions (2D) and write the dispersion relation in terms
of the Drude weight defined by D = e2χ+jj(ω → 0). This
yields the usual expression D2DEG = e
2n/m for a 2D
electron gas (2DEG) with particle density n and electron
mass m. Note that we have taken the local approxi-
mation q → 0 before the static limit ω → 0 since the
electrons cannot establish local equilibrium and remain
dynamical. The other order of limits would be related to
the density of states of the electron system and thus an
equilibrium property.
With the 2D Coulomb interaction vq =
e2
2ε0q
and 
the relative (effective) dielectric constant, the plasmon
dispersion for a general 2D system in the local approxi-
mation is thus given by
ωp =
√
D
2ε0
q , (5)
yielding the characteristic square-root dispersion in 2D.
3For graphene on the interface of two different dielectric
media, one further has  = (1 + 2)/2, see Eq. (30).
In the local limit, q → 0, we can treat general isotropic
systems with energy dispersion relation E(k) ∼ |k|ν on
the same footing, see appendix. For low temperature,
one obtains the general result in terms of the chemical
potential µ,
χ+jj =
gsgvν
2
µ
2pi~2
, (6)
with gs, gv, the spin- and valley degeneracies, respec-
tively.
The 2D particle density is independent of the energy
dispersion and given by n = gsgv4pi k
2
F with kF the Fermi
wave number. This results in a different density behavior
of χ+jj for different E(k) ∼ |k|ν . Assuming further a
dependence of the dispersion on the momentum p = ~k,
it is clear that the Drude weight will depend on ~ for all
ν 6= 2.34 Interestingly, for the two most prominent cases,
monolayer graphene and a 2DEG, we have χ+jj =
µ
pi~2
and thus the same plasmon dispersion in terms of the
chemical potential; only the density behavior is different.
For Dirac Fermions with ν = 1, the Drude weight can
be written as
DDirac =
e2vF
~
√
gsgvn
4pi
=
4µ
pi~
σ0 , (7)
with σ0 =
gsgv
16
e2
~ the universal conductivity. The general
plasmon dispersion of Eq. (5) can further be expressed
with respect to dimensionless quantities as
~ωp
µ
=
√
gsgvαg
2
√
q
kF
, (8)
with graphene’s fine-structure constant αg = α
c
vF
≈ 2.2.
For gs = gv = 2 and  = 2, one obtains the formula of
the introduction, Eq. (2).
A. Drude model
Dissipative effects on the plasmon dispersion are
most easily included within the phenomenological Drude
model which provides the corresponding conductivity.
We will first recapitulate the results for 2D surface plas-
mon polaritons emerging on the surface of nobel met-
als. We then discuss genuine 2D plasmons, i.e., graphene
plasmons.
1. Surface plasmon polaritons
On metal/insulator interfaces, i.e., on a metal surface
with negative dielectric constant covered by a dielectric
medium with  > 0, surface plasmon polaritons can exist
up to the frequency ωspp = ω
3D
p /
√
1 + , with the volume
plasma frequency ω3Dp =
√
ne2/ε0m.
35 Dissipation is in-
troduced via the three-dimensional (3D) Drude model
which leads to the following local dielectric function:36
3D(ω) = 1−
(ω3Dp )
2
ω(ω + iγ)
, (9)
where γ denotes the electronic relaxation rate. For sil-
ver, one finds ~ω3Dp = 9.176eV and ~γ = 21meV and
~ω3Dp = 9.062eV and ~γ = 70meV for gold.37 For en-
ergies in the visible regime, also the response of bound
electrons and high-energy interband transitions needs to
be taken into account.35 Nevertheless, the plasmon dis-
persion is fixed by the bulk properties of the underlying
3D metal which cannot easily be changed. This is one of
the main disadvantages compared to graphene’s genuine
2D plasmons.
2. Graphene plasmons
Graphene’s plasmons are intrinsic excitations of a truly
2D system. They are defined by the following ”local” 2D
dielectric function obtained from the Maxwell equations:
2D(q, ω) = +
iσ(ω)q
2ωε0
, (10)
with the 2D (local) Drude conductivity given by σ(ω) =
ie2χ+jj(ω)/(ω+iγ). Using Eq. (5), we thus have a similar
expression for the dielectric function as in the 3D case,
2D(q, ω) = 
(
1− ω
2
p
ω(ω + iγ)
)
. (11)
Genuine 2D plasmons are defined by 2D(q, ωp) = 0 and
with the electronic relaxation time τ = 1/γ this yields
ωτp = −i
1
2τ
+
√
ω2p −
1
(2τ)2
. (12)
Given the relaxation time due to Coulomb38 or
resonant39 scattering, the damping rate of graphene plas-
mons can be estimated. For graphene on a substrate,
one usually sets ~γ = 10meV. For suspended graphene,
the main scattering mechanism at finite temperature is
given by flexural phonons which can be eliminated by
applying strain or placing graphene on a substrate.40 We
finally note that transport lifetimes are usually calcu-
lated in the local limit, but for high-frequency plasmons
the q-dependence of the response function can become
important.41
B. Semiclassical Boltzmann equation
The above treatment holds for any 2D electronic sys-
tem and graphene’s characteristic properties only entered
4through the local response function, i.e., ωp and the phe-
nomenological relaxation time τ . We will now discuss hy-
drodynamic (Euler) equations which explicitly take into
account the linear Dirac dispersion. We can also allow for
electron as well as for hole currents and include damping
terms defined via microscopic collision integrals.
To derive the Euler equations for graphene, we follow
Ref. 42. For a general discussion including also a mag-
netic field and the full band structure, see Refs. 43 and
44. Starting point is the continuity equation for the semi-
classical distribution function ddtfk(t)(r, t)+∇· jk(r, t) =
0 with the current given by jk = vkfk. For graphene, the
velocity reads vk = vFk/k and with the equation of mo-
tion p˙ = e∇φ we arrive at the collision-free Boltzmann
equation for graphene,
∂f
∂t
+ vF
p
p
∂f
∂r
+ e
∂φ
∂r
∂f
∂p
= 0 . (13)
Expanding the Fermi distribution, f ≈ f0 − ∂f0∂ (p · v),
multiplying the above equation with p and integrating
over the phase space dΓp =
gsgvd
2p
(2pi~)2 , we arrive at the
Euler equations for graphene as discussed by Ryzhii and
co-workers:42
3
2vF
∂〈p〉v
∂t
+
vF
2
∂〈p〉
∂r
− ne∂φ
∂r
= 0 (14)
with 〈p〉 = ∫ dΓppf0. The Euler equation has to
be solved together with the continuity equation ∂∂tn +
∂
∂r (nv) = 0.
The above equations hold for electrons as well as for
holes and the effect of disorder, phonons and/or Coulomb
interaction can be included by appropriate collision inte-
grals. By linearization, one obtains analytical solutions
for two limits: the symmetric bipolar and the monopo-
lar system. In both cases, the plasmon dispersion has
the same analytic structure as in Eq. (12), but the
relaxation time is now replaced by expressions involv-
ing the collision integrals. In the monopolar case, this
leads to a square-root or linear plasmon dispersion, de-
pending on the screening behavior (of the gate), see Sec.
III A 5. The symmetric bipolar system can support plas-
mons with a sound velocity vs ≈ 0.6vF , emerging due to
the co-directional motion of electrons and holes. A novel
plasmonic mode in neutral graphene due to excitontic ef-
fects was also reported in Ref. 45, with sound-velocity
vs = (1 − e−N )vF and N = 4 the number of fermion
flavors.
Within the above Euler equations, one can also discuss
the generation of plasma waves by a dc current,46 which
was first proposed by Dyakonov and Shur in a 2DEG,47
and recently investigated experimentally in the context
of graphene which opens up the possibility of effective
THz generation.48
III. PLASMONS IN SINGLE-LAYER
GRAPHENE
A plasmon is an oscillating charge density mode which
is necessarily accompanied by a corresponding electric
potential, neglecting retardation effects for the moment.
Density and electric potential are related via the Poisson
equation and the oscillations are thus sustained by the
Coulomb interaction between electrons.
In order to describe plasmon excitations, the response
of an electronic system to the total (screened) electric
potential φtotal(r, t) is needed, which shall be denoted
by χρρ. But it is often more convenient to discuss the
total response of the system (χtotalρρ ) to the external po-
tential, φext(r, t). The long-ranged Coulomb interaction
then needs to be treated self-consistently, leading to the
following total density response:
χtotalρρ (q, ω) =
χρρ(q, ω)
(q, ω)
=
χρρ(q, ω)
1− vqχρρ(q, ω) , (15)
with the 2D Fourier transform of the electron-electron in-
teraction vq =
e2
2ε0q
. The plasmonic excitations are then
defined by the zeros of the dielectric function (q, ω),
that also relates the total (screened) electric potential
to the externally applied potential via φtotal(q, ω) =
φext(q, ω)/(q, ω). A plasmon is, therefore, a finite so-
lution φtotal(q, ω) that requires no external driving, i.e.,
it is self-sustained.
So far, the above analysis is exact. Taking now the
response function χρρ as the bare response without in-
cluding vertex corrections, this is usually coined as the
random phase approximation (RPA), χtotalρρ → χRPAρρ ,
and represents the standard approximation to analyze
the plasmonic spectrum within linear response theory.
It is well justified in the high-density limit or for wave
numbers q . kF , with kF the Fermi wave number.33,49,50
Including retardation effects, the full current response
needs to be considered. Assuming an isotropic system,
the longitudinal (+) and transverse (-) current gener-
ated by a (total) gauge potential in linear response is
given by j± = −qeχ±jjA±total with qe = −e the electron
charge. The total gauge potential consists of the exter-
nal potential and the field produced by the generated
current, A±total = A
±
ext + ∆A
± and in linear response, we
have ∆A± = −qed±j± with d± the 2D photonic propa-
gator, see appendix. The total response defined through
j± = −qeχ±jj,totalA±ext is thus given by
χ±jj,total =
χ±jj
1− q2ed±χ±jj
. (16)
Again, we have χ±jj,total → χ±jj,RPA in the case of a
vertex-free (bare) current response.
In the following, we will summarize the basic results
for the plasmonic excitations based on the RPA in single
layer graphene and also comment on various extensions.
The underlying response functions are discussed in the
appendix.
5FIG. 2. Generalized loss function S(q, ω) = −ImχRPAρρ (q, ω+
i0) for doped graphene in units of EF /~2 at zero temperature
(left) and at T = TF /4 (right). The region of undamped
plasmons at T = 0 is defined by straight lines. The black
curve on the right hand side corresponds to T = 0.
A. Gappless Dirac Fermions
Graphene is a 2D crystal where the carbon atoms form
a hexagonal lattice. The two equivalent atoms in the
unit cell give rise to two electronic bands which touch
each other at the corners of the Brillouin zone. They can
be grouped together to two inequivalent K-points which
are related via time-reversal symmetry and around these
K-(Dirac) points, the energy dispersion is conical and
isotropic with Fermi velocity vF ≈ c/300.4 Within this
Dirac cone approximation, the response functions are also
isotropic and we may drop the vector character of q → q.
The general, non-retarded plasmon dispersion in-
cluding phenomenological damping is then defined by
(q, ωp − iγ) = 0, where γ is the decay rate of the
plasmons.49 For weak damping, the plasmon dispersion
ωp(q) and the decay rate γ are determined by
1 = vqReχρρ(q, ωp) , γ =
Imχρρ(q, ωp)
∂
∂ωReχρρ(q, ω) |ωp
. (17)
Solutions to the first equation require Reχρρ > 0,
which for single layer graphene is only the case for finite
doping EF > 0 and ω > vF q. Furthermore, a stable so-
lution demands Imχρρ = 0, which is the regime indicated
by the white triangle of Fig. 10. In RPA,  → RPA,
this yields stable δ-like excitations with an energy disper-
sion given in Eq. (8) for q . kF .51,52 For larger q & kF ,
the plasmon dispersion enters the regime of interband
transitions (violet region of Fig. 10) where the plas-
mon becomes (Landau) damped due to dissipation into
particle-hole excitations. This leads to a nonzero decay
rate γ.51
In Fig. 2, we plot the generalized loss function
S(q, ω) = −ImχRPAρρ (q, ω) indicating intrinsic plasmon
excitations, see Sec. V B. The left hand side shows
the dispersion at zero temerpature and the full red line
stands for δ-like undamped excitations which merge into
the Landau-damped regime of interband transitions.
1. Finite temperature
At finite temperature, plasmons can be sustained even
by undoped graphene,53 i.e., the thermally activated
charge density leads to coherent oscillations which are
only weakly damped by the temperature induced inter-
band transitions. There is a simple analytic expression
for the energy dispersion using the formula of χρρ for
finite Fermi energy EF at T = 0 by replacing EF →
2 ln 2kBT .
53,54 This substitution also holds for bilayer
graphene.55
For finite chemical potential, no closed analytic for-
mula for χρρ is known. Still, there is a compact expres-
sion involving only a one-dimensional integral, first ob-
tained for the density response.56 The full current-current
correlation was also derived, displaying a similar symme-
try between the longitudinal and transverse channel as
for the T = 0 result, see Eq. (70).57
On the right hand side of Fig. 2, the energy loss func-
tion displaying the plasmonic resonances is shown at fi-
nite temperature T = TF /4 with the Fermi temperature
TF = EF /kB . The black line indicates the plasmon dis-
persion at T = 0 obtained by Eq. (17) with γ = 0. The
plasmonic resonances are red shifted with respect to the
T = 0 result, but for larger temperature T & TF /2, they
become blue shifted.
2. Local response
For small wave numbers q  kF , the local response
is sufficient for the description of the plasmonic excita-
tions which is the case in most experimental setups. The
current response function is thus often approximated by
the constant Drude weight D = e2χ+jj(ω → 0) or, in
terms of the conductivity, by D = e2 limω→0 ωImσ(ω).
This yields the expressions obtained from hydrodynamic
models, see Eq. (5).
The local approximation can be improved by also in-
cluding the frequency dependence of the local conductiv-
ity. One can then split up the contribution in intra- and
interband processes
σ(ω) = σintra(ω) + σinter(ω) . (18)
Intraband processes lead to longitudinal, interband pro-
cesses to transverse plasmons. The local conductiv-
ity has been discussed by numerous authors including
magnetic fields, phenomenological disorder and finite
temperature.54,58–62
3. Undoped graphene
The charge response function of undoped graphene was
already calculated in 1994,63 and yields the characteristic
square root singularity at the one-particle energy disper-
6sion ω = vF q, discussed in the appendix. The conductiv-
ity is then given by
σµ=0,T=0(ω, q) = σ0
ω√
ω2 − (vF q)2
, (19)
with σ0 =
gsgve
2
16~ the universal conductivity. The con-
ductivity σ is real for ω > vF q and there are no plasmon
excitations at zero temperature. But including vertex
corrections in the polarizability leads to a positive imagi-
nary part and a linear plasmon mode with sound velocity
below the Fermi velocity emerges.45 Undoped graphene
can also sustain plasmonic oscillations when exposed to
circularly polarized external electric fields.64
4. Beyond the Dirac cone approximation
Up to now, the (bare) density response χρρ was calcu-
lated within the Dirac cone approximation. But for large
Fermi energies with EF & 1eV, this must be extended to
also include trigonal warping. More generally, the full
hexagonal tight-binding model can be considered which
is also suitable to treat chemical potentials around the
van Hove singularity at ∼ 3eV.
The polarizability of the full tight-binding model was
discussed numerically65 and within the semiclassical
Boltzmann equation.44 Interestingly, one can also ob-
tain analytical results for χρρ for small q-vectors in the
high-symmetry direction Γ −M .66 The analytical solu-
tion displays the characteristic square-root singularity at
the one-particle dispersion ω = vF q independent of the
doping-dependent Fermi velocity which becomes zero at
the van Hove singularity. For general q-direction, this
singularity splits in two peaks and acoustic plasmons
were predicted due to different group velocities.67
Large Fermi energies up to EF = 1.5eV are, e.g., re-
alized in intercalated graphene.68 But the inclusion of
lattice effects has only little effect on the low-frequency
plasmon dispersion with an induced anisotropy within
1%. Nevertheless, at energies close to ~ω ∼ 3eV, i.e., the
van Hove singularity, a linear dispersing damped plas-
mon mode emerges due to interband transitions.69 Also
for large wave vectors close to the corners of the hexag-
onal Brillouin zone, new low-frequency plasmon modes
with a linear spectrum, so-called intervalley plasmons,
emerge which are related to the transitions between the
two nonequivalent Dirac cones.70
5. Acoustic intraband plasmons
Apart from the above mentioned acoustic plasmons
due to interband or intervalley scattering, the optical√
q-plasmons can also be converted into charged acoustic
(intraband) plasmons. This is due to the strong screen-
ing of a metallic gate71 or of a substrate with a huge
dielectric constant.55 The sound velocity characterizing
the acoustic plasmon dispersion ω = vsq, then reads
vs =
√
4αgkF zvF , (20)
with z the distance of the graphene layer to the metal-
lic gate or substrate. This approximation breaks down
for small kF z since the sound velocity cannot become
smaller than the Fermi velocity and a more careful
analysis is needed.72,73 Linear collective dispersions are
also found from a general analysis of the plasmon spec-
trum of graphene in the vicinity of a thick plasma-like
substrate.74
B. Gapped Dirac Fermions
The spectrum of graphene on various substrates like
Boron Nitride75 or Iridium76 shows a one-particle gap.
Gapped Dirac Fermions can also approximately describe
a number of new 2D crystals like molybdenum disulphide,
MoS2, or other transition metal dichalcogenides.
77,78
For undoped, but gapped graphene, the response is
similar to the case of doped, but ungapped graphene by
identifying the gap parameter, ∆, with twice the Fermi
energy, 2EF . For instance, the local conductivity for
neutral graphene with one-particle gap ∆ reads
Reσ = σ0
(~ω)2 + ∆2
(~ω)2
θ(~ω −∆) , (21)
Imσ =
σ0
pi
(
2∆
~ω
− (~ω)
2 + ∆2
(~ω)2
ln
∣∣∣∣∆ + ~ω∆− ~ω
∣∣∣∣) . (22)
In case of large particle gaps, the non-relativistic limit is
obtained.79 For the general, doped case, analytical results
for the density response, χρρ,
80 as well as for the current
response, χ±jj ,
79 can be obtained and the corresponding
plasmonic excitations were discussed within the RPA.81
A gap in the one-particle spectrum can also be pro-
voked artificially by graphene anti-dot lattices. In addi-
tion to the typical bulk plasmons in doped samples, also
inter-band plasmons appear.82 These shall be discussed
in detail in the next subsection.
C. Interband plasmons and EELS
Before the technological advances to efficiently cou-
ple light to graphene by various near-field techniques,
graphene plasmons were mainly investigated by means
of high resolution electron energy-loss spectroscopy
(EELS). Two regimes were discussed, i.e., acoustic in-
terband plasmons at low and high energies, which will
be addressed below.
1. Acoustic plasmons at low energies
For low energies ~ω . 0.5eV, EELS was first per-
formed for graphene on SiC.25 These experiments were
7repeated83,84 and extended to various metallic substrates
like Platinum(111)85 and Iridium(111).86
All experiments in common is a characteristic peak in
the loss function with linear dispersion at larger ener-
gies, even though the systems are quite different. E.g.,
graphene on SiC is doped with EF ≈ 0.3eV and graphene
on Iridium is undoped and gapped with ∆ ≈ 0.1eV. Ad-
ditionally, the width of the resonances shows linear be-
havior in all cases.
Both features, linear dispersion and linearly increas-
ing line-width, can be captured by assuming the q-
dependent conductivity of neutral graphene including
only interband transitions, Eq. (19). The loss function
S = −Im −1RPA is then given by
S(q, ω) =
x
1 + x2
, with x =
piαg
2
vF q√
ω2 − (vF q)2
(23)
which shows a maximum at x = 1. This corresponds
to a linear (acoustic) dispersion ω = vsq with sound-
velocity vs =
√
1 +
(piαg
2
)2
vF . For  ≈ 3.5, we obtain the
experimentally observed sound velocity of vs ≈ 1.4vF for
a SiC-substrate.25
The above analysis is practically unchanged, if we con-
sider a lossy substrate with  = R + iI and the substi-
tution  → || = √2R + 2I . For || ≈ 3.5, we obtain the
experimentally observed sound velocity of vs ≈ 1.4vF
for Iridium.86 For a Platinum substrate, one finds vs ≈
1.15vF leading to a dielectric constant || ≈ 6.1.85
In Fig. 3, the electron loss function S = −Im −1RPA
is shown together with the experimental data of Ref.
86 (left) and Ref. 85 (right). As mentioned above, a
good fit for the linear dispersion ω = vsq is obtained
for || ≈ 3.5 (Ir) and || ≈ 6.1 (Pt) which lies consider-
ably below the values of the corresponding local dielectric
constants. The screening behavior of metals thus seems
strongly reduced at finite q which deserves further inves-
tigation.
From the above analysis, it is clear that these ”inter-
band plasmons” are no collective excitations, but merely
represent an enhanced charge resonance, i.e., they do not
correspond to RPA = 0.
2. Acoustic plasmons at high energies
For large energies ~ω ≈ 5eV, a peak in the loss func-
tion associated to pi → pi∗ transitions around the van
Hove singularity was first predicted by DFT-studies,87
and later experimentally observed in suspended graphene
by electron energy-loss spectroscopy (EELS).26 These pi-
plasmons also display a linear dispersion. Within the
hexagonal tight-binding model and RPA, i.e., without
including correlation or renormalization effects, no zero
of the dielectric function RPA is obtained.
65 The absorp-
tion peak would thus be merely due to interband transi-
tions enhanced by a band-structure effect. Nevertheless,
in bi- or multilayer, RPA(q, ω) becomes zero around the
M-point and genuine plasmons emerge.88
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FIG. 3. (color online): Loss function S(q, ω) =
−Im −1RPA(q, ω) of graphene on an Iridium (left) and Plat-
inum (right) substrate due to interband transitions compared
to the experimental data of Ref. 86 and 85 (squares), respec-
tively. Also shown the acoustic plasmon dispersion ω = vsq
with sound velocity vs ≈
√
1 + (
piαg
2|| )
2vF for dielectric con-
stants || = 3.5 (left) and || = 6.1 (right).
D. Magneto-plasmons and strain
A magnetic field strongly alters the response of the
electrons and thus the plasmonic excitations. The re-
sulting magneto-plasmons have been studied, within dif-
ferent approaches, in Refs. 89–91. They were observed
in graphene epitaxially grown on SiC, where the Drude
absorption is transformed into a strong terahertz plas-
monic peak due to natural nanoscale inhomogeneities,
such as substrate terraces and wrinkles.92 Similar exper-
iments were also performed in a graphene disk array93
and graphene nanoribbons.94
It was further shown that the excitation of the plasmon
modifies dramatically the magneto-optical response and
in particular the Faraday rotation.92 The giant Faraday
rotation due to magneto-plasmons in graphene micorib-
bons was also recently analyzed theoretically.95
Due to the linear dispersion of Dirac Fermions, non-
homogeneous strain and thus a variable hopping ampli-
tude gives rise to pseudo-magnetic fields.96 The influence
of strain on the response function was discussed in Ref.
97 and on plasmons in Ref. 98.
E. Dissipative effects
Intrinsic dissipation such as one-particle scattering or
temperature naturally damp plasmonic excitations and
limit the propagation length of the light-like density
waves. Experimentally, the damping rate seems to be
larger than what would be expected from the Drude
formalism.31 This was traced back to the large absorp-
tion plateau of gated graphene for energies below the
absorption threshold, ~ω . 2EF .99 Including impurity
8scattering due to short-range and Coulomb scatterers as
well as electron-phonon interaction, the residual absorp-
tion could partially be explained,100–102 but important
questions concerning the value of the plateau conduc-
tivity remain.103 Recently, electron-electron interactions
were included to address these discrepancies,104 and be-
low, we will discuss this and additional lifetime limiting
processes in more detail.
1. Phonons
Due to the low carbon mass, the energy of optical
phonons of graphene is as large as 0.2eV. Below this en-
ergy threshold, there are no other prominent decay chan-
nels and for THz frequencies, long-lived plasmon excita-
tions seem possible.9 But for large gate voltage, the plas-
mon dispersion hybridizes with the phonon modes which
results in three new branches,28 leading to plasmon life-
times of 20fs or less when damping via the emission of
graphene optical phonons is allowed. In Ref. 105, simi-
lar experiments with graphene nano disks have been per-
formed, yielding a larger lifetime approximately agreeing
with the estimate coming from dc transport experiments.
Furthermore, surface polar phonons in the SiO2 sub-
strate under graphene nanostructures lead to a signif-
icantly modified plasmon dispersion and damping, in
contrast to the case of a nonpolar diamond-like-carbon
substrate.28 Surface phonons can be treated by using a
frequency dependent dielectric function. For a polar sub-
strate, it is usually parametrized by
(ω) = ∞
(
1 +
ω2LO − ω2TO
ω2TO − ω(ω + iγ)
)
, (24)
with the phonon frequencies ωLO = 1180cm
−1, ωTO =
1070cm−1 and the damping rate ~γ ≈ 1meV in the case
of SiO2.
2. Electron-electron interaction
The random-phase approximation is valid for wave
numbers below the Thomas-Fermi screening length ∝ kF .
Including vertex corrections in the bare charge response
might lead to further dissipation channels, but the chiral
nature of the Dirac carriers suppresses intrinsic plasmon
losses when compared to parabolic band electrons in a
2DEG.104
3. Nonlinear damping terms
Another possible intrinsic damping mechanism is due
to non-linear effects leading to an asymmetric broadening
of the plasmon resonance.106 Mathematically, this was
traced back to the singularity in the Boltzmann equation
at the neutrality point. Following this reasoning, this dis-
sipation should vanish in the case of gapped graphene,
but the final expressions of Ref. 106 are independent
of a mass-term. The effectiveness of this decay channel
thus deserves more investigation, moreover, because this
would question the general RPA-approach based on lin-
ear response.
F. Beyond RPA
The RPA has become a popular tool to analyze the
screening and plasmonic properties of electronic systems
mainly due to its simplicity. Obviously, it would be desir-
able to go beyond this first approximation by including
more interaction terms which might have strong effects.
For undoped graphene, vertex corrections were in-
cluded in the bare polarizibility which leads to a
novel plasmon mode in the region of intraband
transitions.45,107 For doped graphene sheets, a diagram-
matic perturbation theory to first order in the electron-
electron interaction was performed and proves that the
plasmon frequency and Drude weight of the electron
liquid might be enhanced even in the long-wavelength
limit.108
Alternatively, the G0W -approximation is employed
where the self-energy is calculated within the Born ap-
proximation based on the bare electronic Green func-
tion G0 and the RPA-dressed photon Green function
W .109,110 With this approximation, angle resolved pho-
toemission spectroscopy (ARPES) can be analyzed.
APRES for epitaxially grown graphene, e.g., showed that
interaction effects indeed lead to measurable changes in
the energy spectrum.111 These changes can be inter-
preted in terms of new quasi-particles, so-called plas-
marons, that arise due to the interaction between charge
carriers and plasmons.112
G. Plasmons in patterned graphene
Plasmons cannot be directly excited by propagating
electromagnetic radiation because the conservation of
momentum is not satisfied in the photon absorption pro-
cess. But periodically modulated sub-wavelength struc-
tures enable the direct coupling between propagating
photonic modes and matter, see Fig. 1. For graphene,
this has been achieved by a one-dimensional grating
of nanoribbons,27,28,113 and also photonic-crystal-like
structures.29,105
The plasmon dispersion in quasi-one dimensional ar-
rays depends on the width of the nanoribbon and the en-
ergy is lowered compared to 2D bulk plasmons due to the
dipole-dipole interaction between the ribbons. The in-
ternal excitations in periodic structures have been inves-
tigated theoretically for photonic crystal-like structures
based on disks114 and anti-dots,115 nanoribbons,116 and
modulated nanowires.117–119 Also polarization-sensitive
9and gate-tunable photodetection in graphene nanoribbon
arrays was demonstrated.120 For more details, we refer to
the pedagogical review of Ref. 121.
To numerically solve the Maxwell equations for general
guided wave structures, 2D finite-difference time-domain
(FDTD) or finite difference frequency domain (FDFD)
techniques are widely used.122,123 Since retardation ef-
fects can often be neglected, self-consistent eigenvalue
equation combining graphene’s response with the Poisson
equation yield similar results.113,124 For a linear stripe in
y direction, this can be formulated similarly to the hy-
drodynamic equation of Eq. (3):
ρ(x) =
χ+jj
ω2
(q2 − ∂2x)f(x), with
f(x) =
1
2pi
∫
dx′K0(q|x− x′|)ρ(x′) , (25)
where ρ is the charge density, q the conserved momen-
tum in y-direction and K0 denotes the modified Bessel
function of the third kind. The above set of equation has
to be solved self-consistently.
IV. PLASMONS IN BILAYER GRAPHENE
When exfoliating graphene by micromechanical cleav-
age (scotch tape) techniques, one naturally produces
graphene flakes with various number of layers N . These
layers are normally Bernal or AB stacked and the unit cell
contains 2N atoms in which half of all sites are vertically
aligned. These multilayer graphene systems can be well
described by including a interlayer hopping term chang-
ing the electronic spectrum and response. In this section,
we will limit ourselves to bilayer graphene, N = 2 and
discuss plasmonic excitations in AB-stacked, AA-stacked
and also twisted bilayer graphene where the two layers
are rotated with respect to an arbitrary angle.
A. Minimal stacked bilayer graphene
At low energies, Bernal stacked bilayer can be de-
scribed by two parabolic bands touching at the Dirac
points, leading to a Berry phase of 2pi.125 The plas-
monic spectrum shows a transition from Dirac to
2DEG plasmons,126 and analytical formulas for the ef-
fective parabolic two-band model were first presented in
Ref. 127. This was also recently discussed for finite
temperature.128
The full tight-binding model possesses four bands, in-
cluding also the corresponding anti-bonding modes. An-
alytical formulas for the four-band model were given in
Ref. 88 and 129 and similar expressions can be found for
graphene with spin-orbit coupling.130 The simultaneous
treatment of Coulomb interaction between and inside the
layer was discussed in Ref. 131 where the formalism is
naturally based on in-phase and out-of-phase excitations
(see also Sec. V C 1). Let us finally note that due to an
optically active phonon mode and a resonant interband
transition at infrared frequencies, the plasmonic proper-
ties of bilayer graphene can be strongly modified, leading
to Fano-type resonances, giant plasmonic enhancement
of infrared phonon absorption and a narrow window of
optical transparency.132,133
The spectrum of bilayer graphene can become gapped
by breaking the inversion symmetry between the two lay-
ers, e.g., by applying an interlayer bias.134 The dispersion
relation is then given by a Mexican hat dispersion and
even though the ground state is still a Fermi liquid, the
response is anomalous for small, but finite energies due
to the diverging density of states at the band edge.135
This leads to novel plasmonic modes, present even for
undoped biased bilayer graphene, but the physical ori-
gin of these genuine interband plasmons remains to be
elucidated.136
Apart from Bernal or AB-stacked graphene, also AA-
stacked graphene can be obtained from folded graphene
or twisted bilayer graphene with very small twist angle.
In this configuration, all atoms are vertically aligned lead-
ing to a Fermi ring rather than a Dirac point at neutral-
ity. The plasmon modes were discussed in Ref. 137 and
have the curious property of being independent of the
chemical potential in the energy region in which the two
Dirac cones cross.
B. Twisted bilayer graphene
Apart from minimal stacked AB or AA bilayer
graphene, there is also turbostratic (twisted) graphene
naturally obtained from epitaxially graphene grown on
the carbon-terminated face of SiC. But even with me-
chanical cleavage techniques, these 2D carbon systems
with internal rotational disorder can be produced and
transferred to virtually any substrate, e.g. BN.
For each valley, the electronic structure of twisted bi-
layer is defined by two Dirac points which are symmetri-
cally separated by ∆K = 2|K| sin(θ/2), θ being the twist
angle and |K| the modulus of the two K-points.138 The
electronic spectrum is characterized by a van Hove singu-
larity located in between the two Dirac points at energy
M ≈ ~vF∆K/2,139 which is repeated at higher energies
due to an approximate shell-structure.
The plasmon dispersion can be discussed numerically
based on the local dielectric function of Eq. (10) by
first calculating Reσ,140 and then Imσ by a subsequent
Kramers-Kronig transformation.141 This gives rise to
four possible plasmonic modes or resonances. i) There are
undamped (conventional) graphene plasmons for chem-
ical potentials with µ  M for which Reσ = 0 and
which are governed by twice the Drude weight of single
layer graphene, D = 2DDirac. This energy window be-
comes smaller for decreasing twist angle since the van
Hove singularity moves closer to the neutrality point and
is only relevant for large twist angles. ii) Due to the ex-
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FIG. 4. Loss function S(q, ω) = −Im −1RPA(q, ω) in the long-
wavelength RPA for twist angle θ = 3.15◦ and various chem-
ical potentials µ/t = 0, 0.1, 0.2, 0.3, 0.4 with  = 2.4 assuming
a SiO2 substrate. The straight full line in a) and b) corre-
sponds to acoustic interband plasmons, the curved full line
in c) and d) to undamped intraband plasmons - both for the
decoupled bilayer. The region of undamped plasmons of the
decoupled bilayer is defined by thin dashed lines.
istence of several van Hove singularities, there are also
interband ”plasmons”, see Sec. III C. These are espe-
cially dominate for large twist angle and low µ and can
lead to a broad optical gap in the interband excitations
where Imσ < 0, see Fig. 4a). iii) In the regime of large
chemical potential, µ  M , the conventional intraband
plasmon is recovered, albeit Moire´-damped due to intrin-
sic (twist) disorder. The dispersion only depends slightly
on the twist angle and becomes well-defined for large µ,
extending into the Landau damped region just as for the
monolayer, see Fig. 4d). iv) Finally, due to the van
Hove singularities, the imaginary part can become neg-
ative, Imσ < 0, opening up the existence of transverse
plasmons, see Sec. VI B.
In Fig. 4, the loss function, S = −Im −1RPA, is shown
for twist angle θ = 3.15◦ and various chemical poten-
tial with  = 2.4 assuming a SiO2-substrate. Similar
results are obtained for smaller angles.141 In all cases,
the Dirac cone dispersion ω = vF q and ~ω = 2EF −~vF q
are shown as dashed lines, indicating the onset of intra-
and interband transitions (see also Fig. 10). Also shown
are the acoustic interband ”plasmons” (see Sec. III C)
with sound velocity vs ≈ piαgvF / (solid line in a) and
b)) and the optical
√
q plasmonic mode of Eq. (5) (solid
line in c) and d)) for decoupled bilayer.
FIG. 5. (color online): Schematic setup of the multilayer
graphene structure. The graphene (2DEG) layers, character-
ized by graphene’s (2DEG) current response, χ±,ijj , at position
zi, are surrounded by different dielectric media characterized
by the relative dielectric constants i and the relative mag-
netic permeabilities µi.
V. PLASMONS IN GENERAL LAYERED
STRUCTURES
There is renewed focus on layered structures due to ex-
perimental advances in exfoliating a number of 2D mate-
rials and combining them in vertical stacks. Double-layer
structures can thus be fabricated with relatively narrow
and low energy barriers,142 leading to novel devices like
broadband optical modulator143 or vertical field-effect
transistors.144
Here, we present the basic steps how to derive the
plasmon dispersion of multi-layer graphene or other 2D
electronic systems including full retardation. We fur-
ther assume that the layers only interact among them-
selves via Coulomb interaction; to also include coherent
interlayer hopping, the 2D response function must be
written in matrix form and would contain non-diagonal
entries.131,136 An alternative method based on a simple
analytical transfer-matrix approach can be found in Ref.
145.
A. Undamped plasmons
To discuss electromagnetic bound states, it is conve-
nient to work within the Weyl gauge, setting the elec-
trostatic potential equal to zero, φ = 0. We then only
have to consider the vector field A and the coupling to
a 2D electronic system (in the following, we will mainly
discuss graphene) is entirely described by the current-
current correlation function. We will treat the general
multi-layer system of Fig. 5 and first discuss the longi-
tudinal or p-polarization.
1. Longitudinal or p-polarization
For longitudinal polarization, the general vector field
has a component parallel and normal (z) to the interface,
A(r, z) =
∑
q
eiq·r
(
A‖(q, z)eq +A⊥(q, z)ez
)
. (26)
11
The components of A⊥ can be obtained from the com-
ponents of A‖ via the condition for a transverse field
∇ · A = 0. It thus suffices to discuss the parallel
component which is continuous at the interfaces. With
A‖ =
∑
iA
‖
i , we make the general ansatz for the gauge
field in medium i,
A
‖
i (q, z) = aie
−q′iz + bieq
′
iz , zi−1 ≤ z < zi , (27)
with the perpendicular wave vector q′i =
√
q2 − (ω/ci)2
and ci = c/
√
iµi the speed of light in the corresponding
medium. The two boundary conditions at the ith inter-
face are related to the continuity of the vector field and
the discontinuity of the displacement field:
aje
−q′izi + bieq
′
izi = ai+1e
−q′i+1zi + bi+1eq
′
i+1zi (28)
q′i+1(i − αi)aje−q
′
izi − q′i+1(i + αi)bieq
′
izi = i+1q
′
iai+1e
−q′i+1zi − i+1q′ibi+1eq
′
i+1zi (29)
where αi = e
2χ+,ijj (q, ω)
q′i
ε0ω2
.
In the case of N graphene interfaces (z0 → −∞,
zN+1 → ∞), we set a1 = bN+1 = 0 and in the ab-
sence of dissipation (Imχ+,ijj = 0) we have a homoge-
neous set of 2N linear (real) equations with 2N vari-
ables, Mx = 0. The condition detM = 0 then yields N
plasmon modes with positive wavenumber q. In the non-
retarded limit,146 they split into one optical mode with
square-root dispersion and N − 1 acoustic modes with
linear dispersion for small q.147
For a single layer, the boundary conditions yield the
implicit plasmon dispersion,
ω2 = e2
q′1q
′
2
ε0(2q′1 + 1q
′
2)
χ+jj . (30)
Neglecting retardation effects (q′1 = q
′
2 = q), and ap-
proximating the current response by the Drude weight
e2χ+jj → D, we recover the familiar expression for the
plasmon dispersion ω2p =
D
ε0(1+2)
q. This provides the
usually substitution rule for the dielectric constant in Eq.
(5), → (1 + 2)/2. The electron-electron interaction of
2D electrons is thus equally mediated through the upper
and lower dielectric medium.
2. Transverse or s-polarization
For transverse polarized light, only the parallel com-
ponent is non-zero. We can thus write
A‖(r, z) =
∑
q
eiq·rA‖(q, z) (31)
and make the same ansatz as in Eq. (27):
A
‖
i (q, z) = aie
−q′iz + bieq
′
iz , zi−1 < z < zi . (32)
The two boundary conditions at the ith interface are
related to the continuity of the vector field and the dis-
continuity of the magnetic field. They are obtained from
Eq. (28) by substituting q′i → µi, i → q′i, ω → c and
χ+jj → −χ−jj . For a single layer, the plasmon dispersion
is then defined by
µ2q
′
1 + µ1q
′
2 + µ1µ2µ0e
2χ−jj(q, ω) = 0 , (33)
whose possible solutions strongly depend on the sur-
rounding dielectric media.148 For a discussion on general
double layer graphene structures, see Ref. 57.
Note that the symmetry between p- and s-polarization
is normally not present. But here, we base our discus-
sion on the parallel field component which is continuous
in both cases, in contrary to the (usually discussed) total
field which is (dis)continuous for transverse or s (longitu-
dinal or p) polarization. In the following, we will focus on
the longitudinal polarization, but discuss in detail trans-
verse plasmons in Sec. VI B.
B. Damped plasmons and energy loss function
In the presence of dissipation, the plasmon disper-
sion ceases to be well-defined. Therefore, to characterize
damped plasmons, one frequently relies on the energy
loss function defined as S(q, ω) = −Im −1(q, ω + i0).
This is a measure of the spectral density of the intrinsic
plasmonic excitations: a sharp peak in S(q, ω) reveals
long-lifetime plasmons; undamped plasmons, defined by
(q, ω) = 0, correspond to a delta peak in S(q, ω).
This formalism needs to be extended for two or more
(N) interfaces and graphene’s response is then given by
a N ×N -matrix for each polarization (we will drop this
index in the following). Within RPA, this gives the fol-
lowing matrix equation:
χRPA = (1− e2χjjd)−1χjj ≡ −1RPAχjj . (34)
The N × N -matrix χjj denotes the (bare) graphene re-
sponse which is diagonal in the absence of (coherent) in-
terlayer coupling. The N × N -matrix d is the (bare)
photon propagator in the absence of graphene (χijj = 0),
but with the dielectric geometry of Fig. 5. The entries of
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d can be obtained from the standard matching conditions
or, equivalently, using multiple scattering formalism. Di-
agonalizing the response matrix χRPA, one obtains the
elementary excitations of the full system, i.e., in-phase
and out-of-phase mode in the case of N = 2.
Let us now define the energy loss function for arbi-
trary multi-layer structures. We emphasize this point
because the plasmonic spectrum was frequently discussed
by S = −Im−1RPA, where the (scalar) dielectric function
was obtained by RPA = det RPA.
149 But this ”loss func-
tion” changes sign and can thus not be interpreted as a
(positive definite) spectral density. Instead of the deter-
minant, one rather needs to discuss the trace of the di-
electric matrix.136 But graphene’s excitations correspond
to the imaginary part of the full response, χRPA, and the
relative response of the several layers might differ. It is
thus more appropriate to define the following generaliza-
tion of the energy loss function:
S(q, ω) = −ImTrχRPA(q, ω + i0) (35)
Since S(q, ω) is related to the imaginary part of a causal
function, it is strictly positive and reveals the presence of
the intrinsic excitations of the multi-layer system. It is
further invariant with respect to unitary transformations
between the several layers.
C. Double layer
For the special case of two graphene layers, the
above matrix χjj = diag(χ
1
jj , χ
2
jj) represents the bare
graphene’s response in layer 1 (χ1jj) and layer 2 (χ
2
jj).
The photon propagator d for the two polarization can be
found in Ref. 72.
Undamped (longitudinal) plasmonic excitations are de-
fined as usual by the zeros of the dielectric function
det RPA = 0. For two layers without retardation, this is
often written in terms of the charge density response of
the two layers, χ
1/2
ρρ :
(1− v1χ1ρρ)(1− v2χ2ρρ)− v212χ1ρρχ2ρρ = 0 , (36)
where v1/2(q) and v12(q) are the intra- and interlayer
Coulomb interaction, respectively. For different dielectric
media on the left (1) , center (2) and right (3) and
z = z2 − z1 the distance between the two layers, the
general expressions for the intra- and interlayer are given
by55,73,150 v1/2 = [cosh(qz)+(3/1/2) sinh(qz)]v12(q) and
v12 = e
22/(ε0qN) with N = 2(1+3) cosh(qz)+(13+
22) sinh(qz).
Including retardation effects, we have to solve
(q′21 + q
′
12 − q′2α1)(q′23 + q′32 − q′3α2) (37)
− (q′21 − q′12 − q′2α1)(q′23 − q′32 − q′3α2)e−2q
′
2z = 0 ,
where αi = e
2χ+,ijj q
′
i/(ε0ω
2) and z = z2 − z1 again the
distance between the two layers.
Below, we will discuss the two elementary modes of
this system in more detail and also comment on near-
field amplification at certain energies.
1. Optical and acoustic modes
The plasmonic spectrum of double-layer graphene is
characterized by an bonding and anti-bonding mode due
to the electrostatic coupling between the two layers.149
In the case of longitudinal plasmons this leads to an ordi-
nary (optical) 2D plasmon with
√
q-dispersion, but with
larger energy since the charges of the two layers oscil-
late in phase. It also leads to a linear (acoustic) plasmon
mode where the charges oscillate out of phase. In the
case of transverse plasmons, there is no charge accumu-
lation in the graphene layer and we find either one mode
(for small layer separation) or two plasmon modes (for
large layer separation).72
Usually, the plasmon dispersion is well separated from
the light cone and we can set q′1 = q
′
2 = q
′
3 = q. Another
approximation is given by the local response valid in the
long-wavelength limit qz  1, i.e., replacing the current
response by the corresponding Drude weight, e2χ+,ijj =
Di. The optical mode for ω  vF q → 0 is then obtained
as
ω2op = gsgvαgv
2
F (k
1
F + k
2
F )
q
1 + 3
, (38)
with graphene’s fine-structure constant αg = α
c
vF
≈ 2.2.
The acoustic mode reads for (k1F + k
2
F )z/2  1
ω2ac = gsgvαgv
2
F z
k1F k
2
F
(k1F + k
2
F )
q2
2
. (39)
The optical mode only depends on the sum of the outer
dielectric media 1+3 whereas the acoustic sound veloc-
ity only depends on the dielectric medium in the center,
2. This is a general result because for the optical (in-
phase) mode the interfaces have the same homogeneous
charge density in the limit qz → 0, thus not polarizing
the inner medium. For the acoustic (out-of-phase) mode
in the same limit, there are opposite homogeneous charge
densities on the two sheets just like for a capacitor which
in turn does not polarize the surrounding media.
For general parameters, the acoustic mode must be
obtained in terms of a Laurent-Taylor expansion includ-
ing the full expression of the response function.151 The
square-root singularity of χ+jj(q, ω) at ω = vF q then guar-
antees that the sound velocity is always greater than the
Fermi velocity, vs > vF .
55 The general analytical expres-
sion has been obtained by Profumo et al.73
The range of applicability of the analytical formula for
the optical mode, Eq. (38), depends on the relative value
of 1, 3 with respect to 2 and is only valid if they are of
the same order. The general formula valid for qz  1 is
given by
ω2+
gsgvαgv2F q
=
2(k
1
F + k
2
F ) + qz(1k
2
F + 3k
1
F ) +
√
R
2 [2(1 + 3) + qz(22 + 13)]
(40)
with R = 22(k
1
F + k
2
F )
2− 2qz2(k1F − k2F )(1k2F − 3k1F ) +
(qz)2(1k
2
F − 3k1F )2. For a 3D topological insulator with
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FIG. 6. Generalized loss function S(q, ω) =
−ImTrχRPA(q, ω + i0) for doped graphene in units of
EF /~2 at zero temperature (left) and at T = TF /4 (right).
The region of undamped plasmons of the decoupled bilayer
is defined by straight lines.
2  1, 3 and in the case of equal densities k1F = k2F =
kF , this simplifies to
ω2+ =
2gsgvαgv
2
F kF q
1 + 3
[
1 +
qz2
1 + 3
]−1
. (41)
In this case, Eq. (38) is only valid for qz2/(1 + 3) 1.
The left hand side of Fig. 6 shows the energy loss
function defined in Eq. (35) at zero temperature and the
full red lines stand for δ-like undamped excitations which
merge into the Landau-damped regime of interband tran-
sitions. The right hand side shows the loss function at
finite temperature T = TF /4 with the Fermi tempera-
ture TF = EF /kB . The black line indicates the plasmon
dispersion at T = 0 obtained by Eq. (36) without dis-
sipation, Imχ+,ijj = 0. The finite-temperature plasmonic
resonances are slightly red-shifted compared to the T = 0
dispersion as was the case in single layer graphene.
2. Near-field amplification
In the case of two plasmon modes, there exists a fre-
quency where the transmission is exponentially amplified,
reminiscent to the situation of what happens in ”Pendry’s
perfect lens”.20 The frequency lies in between the two
plasmon frequencies and is pinned to the out-of-phase
mode for small wavenumbers. For large wavenumbers or
interlayer distances, the two plasmon modes merge and
sandwich the frequency of exponential amplification. The
exponential transmission,
Tex =
q′12 − q′21 + 2q′2α1
q′32 − q′23 − 2q′3α2
q′3
q′1
e(q
′
2+q
′
3)z , (42)
with αi = e
2χ+,ijj q
′
i/(ε0ω
2) and z = z2 − z1, is accompa-
nied by zero reflection, Rex = 0, and similar expressions
hold for transverse plasmons.72 For different densities in
the two layers, the energy for near-field amplification de-
pends on the arrangement of the layers.
The possibility of exponential amplification might be
useful for near-field microscopies and deserves further in-
vestigation for general multi-layer structures including
dissipation.
VI. PLASMONS INCLUDING RETARDATION
EFFECTS
Due to their large momentum, 2D longitudinal plas-
mons do not easily couple to propagating electromag-
netic radiation and retardation effects can usually be
neglected. But lowering the frequency, the unretarded
square-root dispersion will finally cross the light-cone,
pronouncing the onset of retardation effects, indicated
by the circled region of Fig. 1a).
On the other hand, in order to discuss transverse plas-
mons, full retardation is always needed since the plas-
mon dispersion is closely pinned to the light cone. In
Sec. VI B, we will discuss general aspects of these excita-
tions which lead to broadband polarization in graphene
waveguides.152 They are also present in gapped and one-
dimensional structures as we will show below.
A. Longitudinal or TM plasmons
The standard expression for a 2D plasmon, ωp ∝√
q, assumes instantaneous Coulomb coupling between
charges.51,52 Therefore, it cannot be correct when the
nominal plasmon dispersion meets the light-cone, ωp .
cq. In this regime, even homogeneous graphene plasmons
must couple strongly to (propagating) light and we will
discuss the phenomena associated with the strong light-
graphene coupling for single and double layer structures.
1. Single layer graphene
We consider a single graphene sheet between two di-
electrics with 1 > 2. Graphene plasmons are then ob-
tained from Eq. (30) which includes retardation and
in the unretarded limit, c → ∞, this gives the known
square-root dispersion. In contrast, the exact dispersion
is linear below a characteristic crossover frequency, ωc,
and for reasonable dielectric constants, this scale is given
by ωc ∼ αωF with ωF = EF /~. The plasmon dispersion
thus merges with the light-cone of the slower medium
and one obtains the following asymptotic behavior:153
(
ω
ωF
)2
=

(
4αg
1+2
)(
q
kF
)
, ω & ωc
(
c1
vF
)2 (
q
kF
)2
, ω . ωc
, (43)
with c1 = c/
√
1 the (slower) light velocity inside medium
1. The crossover between the two regimes takes place for
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frequencies which roughly corresponds to the intersec-
tion of the unretarded plasmon and light-cone dispersion.
This yields νc ∼ 600 GHz for doping level n ∼ 1013 cm−2,
reaching the technologically important THz regime for
n ∼ 1014 cm−2.
The linear regime ω . ωc is also the region of strong
graphene-light coupling. This can be seen by looking at
the reflection and transmission amplitudes for the (in-
plane) longitudinal vector potential upon passing from
medium i to j, given by55
rij =
(iq
′
j − jq′i)ε0ω2 + q′iq′je2χ+jj
(iq′j + jq
′
i)ε0ω
2 − q′iq′je2χ+jj
, (44)
and tij = 1 + rij .
For interband transitions with ω & 2ωF , graphene’s re-
sponse in Eq. (44) is small, leading to the universal 2.3%
weak absorption in vacuum.154,155 On the other hand,
for ω . ωc, graphene response starts to dominate in Eq.
(44) implying strong radiation-graphene coupling. For
instance, the reflection amplitude becomes r ∼ −1 for
ω  ωc , meaning (almost) perfect reflection for single-
layer graphene. This perfect reflection is converted in
perfect absorption when losses are allowed,156 providing
a complementary and potentially simpler alternative to
absorption enhancement based on periodic patterning.
2. Double layer graphene
Enhanced light-matter interaction also leads to ex-
traordinary transmission for a double layer graphene ar-
rangement. This term was originally coined to describe
the enormous transmission experimentally observed
through periodically perforated metal sheets, where naive
expectation would assume just the opposite.11 An expla-
nation was provided in terms of the excitation of sur-
face plasmons which results in enhanced (perfect with-
out dissipative) transmission through a nominally opaque
region.12
In the case of double-layer graphene where the central
dielectric is less than the surrounding ones 2 < 1, 3, the
resonant coherent excitations of the graphene layers also
allow for the enhanced transmission of photons through
the central, classically forbidden region for photons, in
direct analogy with the metallic case.
The perfect transmission through the evanescent re-
gion is accompanied by a maximum in the spectral pho-
tonic density and thus due to a plasmonic response of
the double layer graphene system. This enhanced light-
matter interaction is also present in a general setup,
in particular in the allowed (propagating) region where
Fabry-Pe´rot resonances emerge. These Fabry-Pe´rot res-
onances become strongly quenched compared to the case
without the graphene layers and the response, i.e., the
spectral density displays a typical Fano-lineshape. We
can interpret this as the formation of quasi-localized
states between the doped graphene layers which slightly
leak out and thus interact with the incoming (continu-
ous) light field.
The sharp response of graphene in the absence of ab-
sorption also leads to enhanced absorption when losses
are allowed and the setup is similar to the previously
suggested enhanced absorption of graphene placed in a
(double) Fabry-Pe´rot cavity.157,158 We finally note that
there is a critical layer separation for the emergence of a
separated acoustic mode, zc. For layer separations with
z > zc, both modes, the in-phase and out-of-phase mode
coincide with the light-cone.153
B. Transverse or TE Plasmons
Collective charge density fluctuations are accompanied
by collective longitudinal current fluctuations as dictated
by the continuity equation. But there is also the possi-
bility for collective transverse current fluctuations, see
Eq. (16). Whereas longitudinal plasmons can only ex-
ist for a metallic response, Reχ+jj > 0, transverse plas-
mons require a dielectric response, Reχ−jj < 0, because
the photon propagator changes sign for the two polariza-
tion channels, see Eq. (74).
Transverse or TE plasmons are light-like excitations
defined in Eq. (33) and were first discussed in Ref. 159
in the case of suspended graphene. Due to their trans-
verse nature, they are closely pinned to the light cone
which makes them only weakly confined to the graphene
sheet. For graphene on the interface of two distinct di-
electric media, though, no solution is found because the
different (local) light cones are too much separated in en-
ergy to simultaneously host the transverse plasmon.148
Also multi-layer structures with special dielectric media,
e.g. superconductors with µ = 0, that might localize TE
plasmons, do not lead to a solution after a critical layer
separation.57
In the retardation regime, the local optical conductiv-
ity is usually sufficient to discuss TE plasmons. This
yields the following equation for suspended graphene:
1− iωσ(ω)
c2
√
q2 − ω2/c2 = 0 (45)
Writing the optical conductivity in terms of intra- and in-
terband transitions, σ = σintra+σinter, with Imσintra >
0, transverse plasmons can only be sustained by doped
graphene when interband transitions with Imσinter < 0
prevail. This is the case for energies 1.667 < ~ω/EF < 2
where Imσ < 0. With the dimensionless constants
Q = ~cq/EF and Ω = ~ω/EF , the TE plasmon disper-
sion in suspended graphene then reads159√
Q2 − Ω2 = 2α
(
Ω
4
ln
∣∣∣∣2 + Ω2− Ω
∣∣∣∣− 1) , (46)
where α is the fine-structure constant.
Due to their small spectral weight, they have not been
directly observed, yet. Nevertheless, strain will lead to
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field enhancement97 and also in bilayer graphene this
mode is expected to be much stronger.160 In double layer
structures with a certain layer separation, the TE mode
can split in a bonding and anti-bonding mode and in
between these two modes, a region of exponential near-
field amplification can be defined.72 Another detection
method is based on fluorescence quenching of a dye due
to the presence of doped graphene and the non-radiative
decay rate will entirely be defined by transverse plasmons
at large distances.161
1. Gapped graphene
Without a charge density, one cannot generate longi-
tudinal plasmons, i.e., collective charge density fluctua-
tions. But it is possible to generate transverse plasmons,
i.e., collective current fluctuations which are transverse to
the direction of wave propagation. TE plasmons are thus
present for gapped graphene even when the chemical po-
tential lies inside the gap, ∆. They are even more promi-
nent compared to doped graphene (2EF → ∆) due to the
pure dielectric response of the system (σintra = 0) and
exist in the whole energy window 0 < ~ω/∆ < 1. These
collective current fluctuations associated to energies be-
low the gap are possible since the generated particle-hole
pairs are lowered in energy due to the attractive long-
ranged Coulomb interaction.
The dispersion of this mode, assuming local response,
is pinned to the light cone but diverges logarithmically
for energies close to the band gap in analogy to Eq. (46)
√
Q2 − Ω2 = α
(
Ω2 + 1
2Ω
ln
∣∣∣∣1 + Ω1− Ω
∣∣∣∣− 1) , (47)
where α is the fine-structure constant and the dimension-
less constants are Q = ~cq/∆ and Ω = ~ω/∆. For a gap
of ∆ ≈ 0.1eV, the well-defined plasmonic modes would
thus correspond to approximately 24Thz.
2. One-dimensional transverse plasmons
There can also exist purely transverse excitations in a
quasi one-dimensional nanowire which is surprising since
one would always expect charge accumulation at the bor-
der due to the transverse current oscillations. But for en-
ergies exponentially pinned to the light cone, the trans-
verse component of the propagator becomes negative,
opening up the possibility of transverse excitations for
a dielectric response, see appendix.
If we model the (graphene) nanoribbon by a cylindrical
dielectric nanowire, characterized by a local susceptibility
χe(ω) > 0, the bare current response is given by χ
−
jj =
−ω2χe. The self-consisting equation defining the current
response then reads
δjα(r) = −χ−jj
(
Aαext(r)−
∫
d2r′Dα,β(r− r′)δjβ(r′)
)
,
(48)
with Dα,β the photonic propagator, see appendix. If the
external field and the induced current distribution are ho-
mogeneous, we can average over the cylinder and obtain
the following RPA-response function
χRPA,−jj =
χ−jj
1− d−1 χ−jj
, (49)
with d−1 the one-dimensional transverse photon-
propagator, see Eq. (79).
For a dielectric response χ−jj < 0, there are collective
modes only if d−1 < 0. These modes are closely pinned to
the light cone and with Eq. (79) we get
(
q − ω
c
)
≈ c
2ωa2
exp
{
1−
(
1 +
2pia20
χe
)
2c2
ω2a2
}
,
(50)
where a is the radius of the cylinder.
We finally note that in three-dimensions, there are no
collective transverse current oscillations which are sepa-
rated from the light cone.
VII. PLASMONS IN DIRAC SYSTEMS WITH
STRONG SPIN-ORBIT COUPLING
The discovery of graphene triggered the search for
other layered quasi-2D crystals like optically active 2D
transition metal dichalcogenides MoS2, MoSe2 or WS2.
It also stimulated the search for new states of condensed
matter resulting in a paradigmatic model for 2D topo-
logical insulators.162,163 Around the Dirac-points, it is
given by the graphene Hamiltonian with a positive and
negative gap with respect to the two K-points which
arises from an intrinsic spin-orbit coupling. Including
also Rashba spin-orbit coupling, one can tune the system
from the quantum spin-Hall to the normal phase which
are separated by a quantum critical point.
Another system is represented by Hg(Cd)Te quan-
tum wells164 described by the Bernevig-Hughes-Zhang
model.165 In the quantum spin-Hall phase, electrons have
intermediate properties between Dirac and Schro¨dinger
fermiones which gives rise to plasmonic resonances even
in the undoped limit.166
In this section, we will discuss the plasmonic spec-
trum for graphene with intrinsic and Rashba spin-orbit
coupling and the direct band gap 2D semiconductor
MoS2. We close with a discussion on the recently mea-
sured plasmonic spectrum of the 3D topological insula-
tors Bi2Se3.
167
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A. Graphene plasmons with spin-orbit coupling
Let us define the graphene Hamiltonian with spin-orbit
coupling in the Dirac cone approximation163
H = vF ~p · ~τ + λR (~τ × ~σ)~ez + λIτzσz , (51)
where ~σ, ~τ denote the Pauli matrices referring to the
pseudo-spin and valley degrees of freedom, respectively.
For a sufficiently large intrinsic coupling parameter, λI >
λR, the system is in the spin quantum Hall phase with
a characteristic band gap. For λR > λI the gap in the
spectrum is closed and the system behaves as an ordinary
semi-metal. At λR = λI a quantum phase transition oc-
curs in the system.
Closed analytical expressions for the complex polariz-
ability of the above model have been obtained in Ref. 168
and we will follow this discussion. Similar to the case of
massive Dirac Fermions,80 and bilayer graphene,129 this
leads to several solutions of RPA(q, ω) = 0 for non-zero
SOC parameters. One of these solutions has an almost
linear dispersion with a sound velocity close to the Fermi
velocity which exhibits an ending point for λR ∼ λI asso-
ciated to a double zero of Re RPA. This solution does not
lead to a resonance in the loss function and does thus not
resemble a plasmonic mode. In the case where the gap
in the spectrum is closed (λR > λI), two additional zeros
appear leading to potential high energy modes similar to
bilayer graphene.88,129 However, these potential collec-
tive modes are damped by interband transitions and no
clear signature is seen in the density plot.
We are thus left with the solution corresponding to
the genuine 2D plasmonic mode. Its dispersion ωp can
be approximated in the long-wavelength limit by
ω2p =
gvαgvF
2
∑
ν=±1
k2Fν√
k2Fν + λ
2−ν
q , (52)
where λ± = λ ± λI and the Fermi wave number kF± =√
µ˜(µ˜∓ 2λR)± 2λRλI − λ2I with µ˜ = µ/(~vF ).
The numerical solution coincides with the long-
wavelength solution for small momenta and then becomes
red-shifted. But for two occupied conduction bands,
there is an additional Landau-damped region which is
due to interband transitions from the two conduction
bands and the plasmon mode is disrupted at q ≈ 0.05µ˜.
At this “pseudo-gap”, the group velocity of the collec-
tive excitations formally diverges at the entering and exit
points and the spectral weight is eventually transferred
from the lower to the upper band as momentum is in-
creased.
The pseudo-gap of the plasmonic mode always emerges
for λR < 0.5µ˜, since the two bands are occupied indepen-
dently of the value of λI , but it decreases for larger λI .
This is shown in Fig. 7, where the energy loss function
for several values of λI,R is plotted.
The spin-orbit coupling in graphene is small,169–171
still there are proposals how to enhance it,172 which
FIG. 7. Energy loss function S = −Im −1RPA(q, ω + i0) of
graphene with intrinsic (λI) and Rashba (λR) spin-orbit cou-
pling for a) (λR/µ˜, λI/µ˜) = (0.25, 0), b) (0.25, 0.25), c)
(0.25, 0.5), and d) (0.25, 0.75). The straight red lines show
the undamped plasmon modes. The black lines indicate the
boundaries of the particle hole continuum.
might lead to interesting plasmonic systems when the
above pseudo-gap region is reached.
B. Plasmons in MoS2
Around the corners of the Brillouin zone, a monolayer
of MoS2 can be described by an effective two-band model
for both spin (s = ±1) and valley (τ = ±1) components.
A large energy gap of ∆ = 1.9eV separates the valence
and conduction bands and the Hamiltonian for MoS2 is
similar to the one of gapped graphene. The effective
model of Refs. 77 and 78 also contains quadratic terms in
the momentum which lead to different electron and hole
masses. The plasmon dispersion in the long wavelength
limit again displays the typical 2D behavior
(~ωp)2 =
e2
8pi0
∑
τ,s=±1
kτ ·sF
∣∣∣∣∂Eτs±∂k
∣∣∣∣
k=kτ·sF
q , (53)
with the energy dispersion Eτs± for valley τ and spin s
given in Ref. 168 where the upper (lower) sign stands for
the conduction (valence) band.
Due to the electron-hole symmetry in graphene, plas-
mons in n- and p-doped samples show the same dynamics
for equal carrier concentrations. This is no longer true
in monolayer MoS2 as valence and conduction bands dif-
fer due to the strong spin-orbit coupling. On the left
hand side of Fig. 8, the plasmon dispersion and the in-
traband part of the electron-hole continuum are shown at
carrier concentration n = 1012cm−2 for electron (black)
and hole (red) doping. The dotted-dashed lines resemble
the long-wavelength result of Eq. (53) and are in good
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FIG. 8. (Color online) Plasmon dispersion of MoS2 for elec-
tron (black full line) and hole (red full line) concentration of
n = 1012cm−2 (left) and n = 5 × 1013cm−2 (right) in units
of t0 = 1.68eV and a0 = 0.184nm. The dashed lines show
the boundaries of the electron-hole continuum. The dotted-
dashed lines are the long wavelength results of Eq. (53).
agreement for a0q ≤ 0.05 (a0 = 0.184nm). The plasmon
dispersions and the electron-hole continuum for n and
p doping clearly differ and is enhanced for larger carrier
density n = 5×1013cm−2 as the difference in the electron
and hole masses becomes more important, see right hand
side of Fig. 8.
Due to the large direct band gap in monolayer MoS2,
collective charge excitations enter the intraband electron
hole continuum similar to 2D electron and hole gases with
spin-orbit coupling.173–179 The investigation of plasmonic
effects in general transition metal dichalcogenides forms
an active research area as they might determine the ab-
sorption and screening properties of single and multilayer
systems.
C. Plasmons in 3D topological insulators
Typical 3D topological insulators (TI) like Bi2Se3 or
Bi2Te3 are layered materials with repeating unit cells
of hexagonal structure consisting of 5 layers. Due to
the strong spin-orbit coupling, they display protected
surface states that are characterized by a single Dirac
cone whereas the bulk states show a full insulating gap.
Dirac carriers at the surface of a TI reminds one of
graphene, but in graphene, it is momentum and pseudo-
spin that are constrained, whereas it is momentum and
real spin which are locked in the case of these topolog-
ically protected edge states.180,181 The collective modes
of this ”helical metal” were first discussed in Ref. 182
focusing on the curious fact that density fluctuations in-
duce transverse spin fluctuations and vice versa. Spin-
plasmons were also discussed in terms of the plasmon
wave function.183
1. Spin-charge separation
Dirac cones must come in multiples of two and the sin-
gle Dirac cone on one surface naturally finds its pair on
the opposite side. A thin topological insulator slap with-
out wave function overlap thus seems to mimic double-
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FIG. 9. (color online): Left: Schematic picture of the spin-
charge separation. For the optical mode, the charge waves are
in-phase and the spin waves are in different directions for the
top and bottom layer. This leads to effective (pure) charge
oscillations. For the acoustic mode, the charge modulations
are out-of-phase and the spin waves point in the same di-
rection for the top and bottom layer. This leads to effective
(pure) spin oscillations. Right: Comparison of the experimen-
tal data of Ref. 167 (symbols) with the optical mode of Eq.
(41) considering the response of Dirac Fermions and 2DEG
for two slab width z = 60nm (black) and z = 120nm (red) for
3 = 10 (full lines) and 3 = 6 (dashed lines).
layer graphene (see Sec. V C), because the charge re-
sponse of a helical metal is identical to the charge re-
sponse of graphene apart from a factor 4 (for TI gs =
gv = 1). But the Dirac cone on one TI surface is not an
identical copy of the Dirac cone on the other surface be-
cause the sign of the Fermi velocity must be opposite for
the two Dirac cones. This means that the spin locked to
the charge momentum is polarized in opposite directions
on the two surfaces which has the curious consequence
that in-phase and out-of-phase oscillations can be purely
charge- and spin-like, respectively, see left hand side of
Fig. 9.184
Let us now consider the electronic motion confined by
a quasi-one dimensional nanowire and assume that the
ribbon with width a is wide enough to justify the local
approximation of the response function. Thus, only the
in-plane Coulomb interaction needs to be modified, see
appendix. The optical mode is then obtained as
ω2 = (αdv
2
F kFa/pi)q
2 ln(
√
e/(qa)) . (54)
Considering the logarithmic correction only as an addi-
tional factor, also the optical mode shows a linear disper-
sion.
Spin-charge separation and collective excitations with
linear dispersion are the characteristics of the Tomonaga-
Luttinger phenomenology for one-dimensional electron
systems. Choosing the width and the length of the ribbon
as a ≈ 100nm and L ≈ 10µm, we obtain vc ≈ 10vF in
the long-wavelength limit. For the sound (spin) velocity
we set vs ≈ vF , valid for small TI slab widths.This would
correspond to one-dimensional interacting electrons with
Luttinger liquid parameter K ≈ 0.1. By varying the rib-
bon width to a ≈ 10nm, one can reach K ≈ 0.2, thus
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being able to tune the effective interaction. A helical
Luttinger liquid in topological insulator nanowires was
recently discussed in Ref. 185 and offers a microscopic
theory for the observed spectrum.
2. Comparison to experiment
Optical plasmon excitations have recently been de-
tected using infrared spectroscopy as discussed in the
introduction.167 In order to explain their data based on
a double-layer model, one not only needs to consider the
charge response of the Dirac Fermions giving rise to a
4x4 response matrix including spin and charge channels,
but also the 2DEG trapped underneath the TI surface,
resulting in a 8x8 response matrix.186 Taking the deple-
tion layer into account might thus change the number
and behavior of plasmon modes, found in typical double
layer structures.
Nevertheless, due to the closeness of the depletion layer
to the TI surface, the only newly emerging modes would
be charge-less acoustic-like excitations formed by super-
positions of the Dirac carriers and the depletion layer on
the same (top or bottom) TI surface. These modes are
thus closely pinned to the particle-hole continuum and
not observable. They also do not affect the modes ob-
tained by the initial 4x4 matrix which can further be
reduced to a 2x2 matrix since only the charge channels
are coupled. We can, therefore, set the effective response
as χ = χDirac + χ2DEG.184
The full density response of a 2DEG was derived by
Stern,187 but here the local approximation is sufficient,
i.e., Eq. (6) with ν = gs = 2 and gv = 1. We can
thus use Eq. (41) with µ → µDirac + 4µ2DEG and with
µDirac = 542meV and µ2DEG = 60meV,186 we obtain
a reasonable fit to the experimental data for low wave
numbers q . 104cm−1. This can be seen on the right
hand side of Fig. 9, where we plot the resonant plasmon
frequencies νp for slab widths z = 60nm (black) and z =
120nm (red) for a dielectric substrate with 3 = 10 (full
lines). We further assumed 1 = 1 and 2 = 100.
The two high-energy plasmon resonances with q >
104cm−1 cannot be well described by our fit and are
blue shifted. This is in contrast with our expectations
because the dipole-dipole interaction between the pat-
terned nano wires should lead to an additional red-
shift compared to the analytic curves for samples with
small periodicities;116,124 and this shift can be as large
as 20%.113 A possible blue shift could be provided by in-
cluding the frequency dependence of B which might lead
to smaller values B(ω) < 10. We, therefore, also show
curves with B = 6 (dashed lines) which value was mea-
sured for thin (15nm) Al2O3-films.
188 Also a decrease of
TI would lead to a blue shift for larger frequencies and
further studies are needed to reconcile theory with ex-
periment in this regime.
VIII. SUMMARY AND OUTLOOK
In this topical review, we have presented and dis-
cussed various aspect related to plasmonic excitations in
graphene nanostructures and other Dirac systems. Our
discussion was based on linear response theory and the
random phase approximation as well as on hydrodynamic
approaches. The typical square-root dispersion of 2D
electronic systems defined the plasmonic spectrum in
most cases as suggested from phenomenological models.
Still, retardation effects, strong screening and spin-orbit
coupling can lead to a linear or disrupted spectrum. Also
interband plasmons disperse linearly, even though these
charge excitations do often not represent genuine plas-
mons defined by RPA = 0, but are only manifested by a
peak in the energy loss function.
We also discussed plasmons in graphene-based het-
erostructures with inhomogeneous dielectric background.
For intrinsic dissipation, we introduced the generalized
loss function necessary to define the plasmonic multi-
layer resonances. For double-layer structures, general an-
alytical formulas in the long-wavelength limit were pre-
sented, especially important in the context of 3D topo-
logical insulators. Also retardation effects were discussed
leading to enhanced absorption and quenched Fabry-
Pe´rot resonances, as well as to transverse plasmons even
in undoped, gapped 2D and 1D materials.
Several aspects such as quantum effects for plasmons
in quantum junctions of graphene dimers,189 boundary
effects giving rise to Mie-resonances in conducting nano
particles,190 or fluorescent quenching191,192 were not ad-
dressed. For a recent review focusing on the wide-ranged
potential applications of graphene with respect to plas-
monic metamaterials, light harvesting, THz technology,
biotechnology or medical sciences, see Ref. 193.
Another uncovered topic was the non-linear response
of graphene which is ten times larger compared to no-
bel metals like gold.194 This property can lead to an
effective metamaterial with negative refractive index195
or support the propagation of sub wavelength optical
solitons.196 Nonlinear plasmonics based on graphene thus
promises to become an important research field in the
future.197
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X. APPENDIX: LINEAR RESPONSE
The linear response of a system to an external pertur-
bation is related to correlation functions via the Kubo
formula.33,198 For a general Hamiltonian H = H0 + δH
and δH = λαψα, the response of a quantum field ψα
shall be defined by δ〈ψα〉 = χα,βψψ λβ with
χα,βψψ (q, ω) = −
i
~
∫ ∞
0
eiωt〈[ψαq (t), ψβ−q(0)]〉 , (55)
where summation over repeated indices is implied. De-
pending on the context, we will call the response func-
tion retarded Green’s function or propagator of ψα. In
the following, we will discuss the density, current and
gauge field response. We will then point out the relation
between the current and photon propagator.
A. Density-response
We first discuss the density-density correlation func-
tion or polarizability, i.e., ψα → ρ is the electronic den-
sity operator and λα → φ the electrostatic potential. In
3D, this is also called the Lindhard function. For a 2D
electron gas (2DEG), χρρ was first calculated by Stern.
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For a 2D Dirac system, it was first discussed by Shung
in the context of intercalated graphite.199
The 2D polarizability is sometimes defined including
a minus-sign with respect to the convention in 3D, fol-
lowing the original work of Stern. Here, we will use the
definition of Eq. (55), i.e., we have Imχρρ < 0 for ω > 0
and the random phase approximation (RPA) is then de-
fined as usual with a relative minus sign, see Eq. (15).
The density-density correlator or Lindhard function for
the tight-binding model on a 2D (honeycomb) lattice is
given by
χρρ(q, ω) =
gs
(2pi)2
∫
1.BZ
d2k
∑
s,s′=±
fs·s′(k, q) (56)
× nF (E
s(k))− nF (Es′(k+ q))
Es(k)− Es′(k+ q) + ~ω + i0 ,
with the eigenenergies E±(k) = ±t|φ(k)| (t ≈ 2.78eV
is the hopping amplitude), nF (E) = (e
β(E−µ) + 1)−1
the Fermi function, gs = 2 the spin-degeneracy and
φ(k) =
∑
δi
eiδi·k the complex structure factor, with δi
the three nearest neighbor vectors of the hexagonal tight-
binding model.65 Due to the two gapless bands, the above
expression contains the band-overlap function
f±(k, q) =
1
2
(
1± Re
[
φ(k)
|φ(k)|
φ∗(k + q)
|φ(k + q)|
])
, (57)
not present in the one-band 2DEG discussed by Stern.
In the Dirac-cone approximation, the above integral can
be solved analytically in terms of two analytic function.51
We present this solution in the context of the longitudinal
current response, see Eqs. (69) - (70).
To discuss the plasmonic dispersion, the local approx-
imation (q → 0) is frequently used which is given by51,52
χρρ(ω) =
gsgvq
2
8pi~ω
[ 2µ
~ω
+
1
2
ln
∣∣∣∣2µ− ~ω2µ+ ~ω
∣∣∣∣− ipi2 Θ(~ω−2µ)] ,
(58)
with gv = 2 the valley-degeneracy. From this expres-
sion, we obtain the universal conductivity of undoped
graphene σ0 =
pi
2
e2
h via the continuity equation σ =
ie2χρρω/q
2.
Let us make a brief reminder on this universal con-
ductivity. The local conductivity of graphene at zero
temperature is not uniquely defined and can lead to two
distinct universal expressions, i.e., both do not depend on
any material constants, as was already noted in 1994.200
Its value depends on whether the artificially introduced
phenomenological damping term γ → 0 goes to zero be-
fore or after the (finite) frequency ω → 0 and reflects in
some way the duality of graphene being a (semi)metal
with zero density of state or a semiconductor with zero
band-gap. This ambiguity is not a mathematical artifact,
but can be interpreted physically whether or not metallic
leads give rise to a finite broadening in the dc-limit. In
the case of transport measurements (first ω → 0, then
γ → 0), the universal conductivity σdc = 4pi e
2
h is thus
observed,201 whereas in optical experiments (first γ → 0,
then ω → 0) σ0 = pi2 e
2
h is seen.
154,155 Clearly, it is the
latter order of limits which is relevant in the context of
plasmonics and we will always assume this universal value
to be taken.
The local charge response of Eq. (58) contains intra-
as well as interband contributions. To discuss longitu-
dinal plasmons, mainly intraband transitions need to be
considered. In the local approximation, the band-overlap
goes to one, f+ → 1, and we can approximate for general
isotropic dispersion
χρρ =
gsgv
(2pi)2
∫
d2k
nF (E(k))− nF (E(k + q))
~ω + E(k)− E(k + q) . (59)
In the limit q → 0, this becomes
χρρ =
gsgv
(2pi)2
∫
d2k
(
−∂nF (E(k))
∂E(k)
)(∇E(k) · q
~ω
)2
,
(60)
which can be evaluated for low temperatures, leading to
Eq. (6).
B. Current Response
We now discuss the general current-current correla-
tor. By this, we can treat longitudinal and transverse
response on the same footing. We will thus use δH =
−qejiAi with qe = −e the electron charge (e > 0) and
ψα → ji, λα → qeAi.202
The current operator for the full tight binding model
needs to be defined with care because a simple Peierls
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substitution on the lattice breaks gauge invariance.
Within an adequate continuum model, we obtain the
general expression for the paramagnetic current-current
correlation function203
χP ;i,j(q, ω) =
(
te
~
)2
gs
(2pi)2
∫
1.BZ
d2k
∑
s,s′=±
f i,js·s′(k, q)
× nF (E
s(k))− nF (Es′(k+ q))
Es(k)− Es′(k+ q) + ~ω + i0 , (61)
with the same definitions as for the density-density cor-
relation function below Eq. (56), but the band-overlap is
now given by
f i,j± (k, q) =
1
2
(
Re
[
φ˜i(k, q)(φ˜j(k, q))∗
]
(62)
± Re
[
φ˜i(k, q)φ˜j(k, q)
φ∗(k)
|φ(k)|
φ∗(k + q)
|φ(k + q)|
])
,
φ˜i(k, q) =
∑
δ
δi
q · δ
(
ei(k+q)·δ − eik·δ
)
. (63)
The physical response, χi,j , also includes the diamag-
netic contribution,
χi,j(q, ω) = χP ;i,j(q, ω) + χD;i,jq , (64)
χD;i,jq =
e2
~2
hbond
∑
δ
δiδj
4
(q · δ)2 sin
2(
q · δ
2
) ,
where the energy per bond per unit area is given by
hbond =
gs
3(2pi)2
∫
1.BZ
d2kE+(k)
∑
s=±
s · nF (E−s(k)) .
Charge conservation then implies
qi χ
i,j(q, ω) qj = e
2ω2χρρ(q, ω) . (65)
Notice that the anisotropy of the response for finite q
requires the full tensorial structure of χi,j . The conduc-
tivity tensor is defined by σi,j = i e
2χi,j
ω+i0 .
The system linearized around the Dirac point is rota-
tionally invariant. We can thus decompose the response
tensor χi,j into a longitudinal (χ+jj) and transverse (χ
−
jj)
scalar component,
χi,j(q, ω) =
qiqj
|q|2 χ
+
jj(|q|, ω) +
(
δi,j − qiqj|q|2
)
χ−jj(|q|, ω) .
(66)
The longitudinal component is thus directly related to
the polarizability via Eq. (65), i.e., χ+jj = χρρ
ω2
q2 . The
transverse component, χ−jj , was first calculated in Ref.
204.
Following Ref. 51, the results can be written in com-
pact form using two dimensionless, complex functions de-
fined as
F±(q, ω) =
gsgv
16pi
~ω
t
[
1−
(vF q
ω
)2]∓ 12
, (67)
G±(x) = x
√
x2 − 1∓ ln
(
x+
√
x2 − 1
)
, (68)
FIG. 10. Particle hole continuum of pristine graphene. Grey
shaded regions correspond to intraband transitions, whereas
blue and violet shaded regions indicate interband transitions.
The white triangle with ~ω < 2EF indicates the area where
long-lived plasmons may exist.
with the Fermi velocity ~vF = 32at and carbon-carbon
distance a = 0.142nm. We then can write
~2χ±jj(q, ω) = t
[
χ˜±0 (q, ω) + χ˜
±
µ (q, ω)
]
, (69)
where the dimensionless functions χ˜±0 = −ipiF±(q, ω)
contain the response of the system at half-filling, i.e.,
genuine interband contributions. χ˜±µ contains the addi-
tional contributions due to the finite chemical potential
µ,
χ˜±µ (q, ω) = ∓
gsgv
2pi
µ
t
ω2
(vF q)2
± F±(q, ω)
{
G± (x+) (70)
−Θ (x− − 1)
[
G± (x−)∓ ipi
]−Θ (1− x−)G± (−x−)} ,
where we defined x± = 2µ±~ω~vF q .
Writing Eq. (70) in real and imaginary expressions,
the results are divided in six different zones, three above
and three below the Dirac cone dispersion ω = vF q, see
Fig 10. The imaginary part is zero in the white areas
and the left triangle is the Pauli-protected region where
long-lived plasmons exist.
C. Photon Propagator
The retarded photon Green’s function Dαβ for the
gauge field is defined by ψα → Aα and λα → qejα.
Within the Weyl gauge, i.e., setting the scalar potential
to zero, φ = 0, it reads55
ε0Dαβ(k, ω) = 1
ω2 − c2k2
(
δα,β − k
αkβ
ω2/c2
)
. (71)
We will now derive the representations useful for two- and
one-dimensional geometries. Part of this discussion can
also be found in Ref. 35. In the context of 2D graphene,
the main equations were first derived in Ref. 205.
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1. Two dimensional geometries
In a layered structure, assumed to be perpendicular
to the z axis, the components parallel to the interface,
q = (qx, qy), will be preserved as a good quantum num-
ber. It is, therefore, convenient to employ the following
representation for the Green’s function in a homogeneous
medium
Dαβ(z, z′; q, ω) = 1
2pi
∫
dkz e
ikz(z−z′)Dαβ(k, ω), (72)
with k = (q, kz).
In this representation, the tensor components have a
different structure depending on whether α, β = i, j with
i, j = x, y or α, β = z. For graphene plasmonics, we are
mainly interested in the in-plane components. Decom-
posed into longitudinal and transverse contributions, we
obtain with q′ =
√
q2 − µ(ω/c)2
Dij =
[
qiqj
q2
d+(q, ω) +
(
δij − qiqj
q2
)
d−(q, ω)
]
e−q
′|z−z′| ,
(73)
where the in-plane longitudinal (d+) and transverse (d−)
propagators are given by
d+ =
q′
2ε0ω2
, d− = −µµ0
2q′
= − µ
2ε0q′c2
. (74)
Above, we introduced the vacuum permittivity ε0 and
permeability µ0 as well as the relative dielectric constant
 and relative permeability µ. Note that the negative
transverse propagator can be obtained from the longi-
tudinal one by the substitutions,  → q′, q′ → µ, and
ω → c. This substitution is completed by χ+jj → −χ−jj
and holds for all in-plane quantities. By considering in-
plane components, it thus usually suffices to discuss the
longitudinal channel.
2. One dimensional geometries
To discuss the propagation in a nanowire, it is conve-
nient to employ the following representation of the prop-
agator:
Dα,β(r− r′, q, ω) = 1
(2pi)2
∫
d2peip·(r−r
′)Dα,β(k, ω) ,
(75)
with k = (p, q) and R = (r, z). With the two-
dimensional Green’s function
g(r, q) =
1
(2pi)2
∫
d2p
eip·r
p2 + q2
=
1
2pi
K0(qr) , (76)
where K0 denotes the modified Bessel function of the
third kind, the one dimensional photon propagator is de-
fined by g in the limit r → 0. Since K0(x)→ − lnx, this
limit is not well-defined and a regularization procedure
is needed. If we model the nanowire by a small cylin-
der with radius a and look for the average of the fields
induced by a uniform perturbation, we need to consider
Dα,β(q, ω) = 1
pia2
∫
d2r
∫
d2r′Dα,β(r− r′, q, ω) . (77)
This yields the following (well-defined) longitudinal
(d+1 = Dz,z) and transverse (d−1 = Dx,x = Dy,y) one-
dimensional propagator
ε0d
+
1 =
1
2pi
q′2
ω2
ln
√
e
q′a
, (78)
ε0d
−
1 =
1
2pia2
[
1
ω2
−
(
a2
c2
+
(q′a)2
2ω2
)
ln
√
e
q′a
]
, (79)
with the retarded wave number q′ =
√
q2 − ω2/c2. All
other tensor components are zero.
The longitudinal propagator will give rise to plasmons
which disperse as q′
√− ln(q′a),206 whereas the trans-
verse propagator will predominantly give rise to trans-
verse, but charged plasmons.124 But in the limit q′ → 0,
d−1 < 0 and there will be purely light-like transverse plas-
mons. These are discussed in more detail in Sec. VI B 2.
D. Graphene-Light coupling
Within the Dirac cone approximation, the linear re-
sponse of the gauge field and the current decomposes
into a longitudinal and transverse channel. We can thus
write the response as
δA± = eχ±jjδj
± , δj± = ed±δA± , (80)
with the photon propagator d± and the current propa-
gator χ±jj , respectively. Inserting one equation into the
other, we obtain self-sustained oscillations for
1− e2d±χ±jj = 0 . (81)
Within the Dirac cone approximation, longitudinal and
transverse plasmonic excitations are thus decoupled.
The product of e2d± and χ±jj is dimensionless. The
bosonic response function e2d± should therefore be re-
lated to the inverse of the fermonic response function
χ±jj . In the case of zero chemical potential and for the
photonic propagator in vacuum, this relation becomes
particularly clear. From the previous equations, we have
χ±jj = ∓
gsgvω
16~
[(vF q
ω
)2
− 1
]∓1/2
, (82)
e2d± = ±2piα~
ω
[(cq
ω
)2
− 1
]±1/2
, (83)
with α the fine-structure constant. We thus obtain a
dualism between massless bosons and massless (Dirac)
fermions, e2d± ↔ 1/χ±jj , by interchanging c ↔ vF
and 2piα ↔ −16/(gsgv). For a homogeneous dielectric
22
medium with general  and µ, the mapping is slightly
different for longitudinal or transverse channel.
We finally comment on the case of propagating light
ω < cq since taking the right branch cut requires some
care. For ω → ω + iδ, we must have Imd < 0 following
our convention. This yields
e2d± = −i 2piα~
ω
[
1−
(cq
ω
)2]±1/2
. (84)
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