Abstract. In this paper we present a method for the regularization of a set of unstructured 3D points obtained from a sequence of stereo images. This method takes into account the information supplied by the disparity maps computed between pairs of images to constraint the regularization of the set of 3D points. We propose a model based on an energy which is composed of two terms: an attachment term that minimizes the distance from 3D points to the projective lines of camera points, and a second term that allows for the regularization of the set of 3D points by preserving discontinuities presented on the disparity maps. We embed this energy in a 2D finite element method. After minimizing, this method results in a large system of equations that can be optimized for fast computations. We derive an efficient implicit numerical scheme which reduces the number of calculations and memory allocations.
Introduction
This paper deals with the problem of 3D geometry reconstruction from multiple 2D views. Recently, a new accurate technique based on a variational approach has been proposed in [7] , [8] . Using a level set approach, this technique optimizes a 3D surface by minimizing an energy that takes into account the surface regularity as well as the projection of the surface on different images.
In this paper we propose a different approach which is also based on a variational formulation but only using a disparity estimation between images and without defining explicitly any 3D surface. We will assume that the cameras are calibrated in the strong sense (see [6] , [9] or [11] for more details). In the last years, very accurate techniques to estimate the disparity map in a stereo pair of images have been proposed. To extend these techniques to the case of multiple views is not a trivial problem. Roughly speaking the 3D geometry estimation that we propose can be divided in the following steps:
-For each pair of consecutive images, we estimate a dense disparity map using the accurate technique developed in [1] . We estimate such disparity map forward and backward, that is, from one image to the next one and in the opposite direction. -We estimate sequences of corresponding points across the multiple view image sequence. Basically, we try to connect points between images following the disparity map estimations. We select sequences of correspondent points for which the forward and backward disparity estimations are coherent. -From each selected corresponding points sequence we recover a 3D point by intersecting the projection lines of the points in the sequence. By collecting the 3D points obtained from each sequence we recover an unstructured set of 3D points. -Typically, the recovered set of 3D points is noisy, because of errors in the camera calibration process, errors in the disparity estimations, errors in the corresponding point sequences computations, etc., so some kind of regularization is needed. In this paper, we propose a new variational model to smooth the unstructured set of 3D points. This regularization model is based on the 2D image information and does not require to define any kind of geometric relation between the 3D points.
The proposed technique provides a smooth set of unstructured 3D points. In this paper we do not address the problem of defining one or several surfaces fitting the set of points. Such surfaces could be recovered using some standard methods like Alpha shapes [5], Ball pivot [4] or Voronoi filtering [3] . We notice that most of such techniques require the collection of points to be smooth enough to recover the surface. So the regularization step we propose is necessary to improve the results of such techniques.
The regularization model we propose, which is the main contribution of the paper is based on a variational approach. This model is designed in order to maintain the final 3D regularized surface next to the original surface and also to enable a regularization by preserving discontinuities on the disparity maps. The regularization is carried out by means of an operator which is similar to the Nagel-Enkelmann's operator [12] . This operator has already proven its efficiency in other fields like stereoscopic reconstruction [1], optical flow estimation [2], etc. We have modified this operator to include the information given by the forward and backward optical flows of every camera. In our case it is convenient to preserve these discontinuities because disparity maps represent the depth variation of the set of 3D points.
For every camera we will have a set of 2D projection points (extracted from the selected sequences of points described above) forming a grid. These grids are not necessary square and equally distributed as we would expect for regular images. On the contrary we will have in most cases some distributed points on the cameras with float precision. For this, we embed the energy in a finite element method and express the set of 3D points in terms of some basis functions. We will use a Delaunay triangulation for every camera and every point on a mesh will have a correspondent 3D point.
Deriving this energy and searching for the minimum yields a system of as many equations as 3D points are there in the set. The system matrix is a sparse
