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Abstract
We consider an integer partition λ1  · · · λ,  1, chosen uniformly at random among all partitions
of n such that λ1/λ does not exceed a given number k > 1. For k = 2, Igor Pak had conjectured existence of
a constant a such that the random function m−1n λxmn, x ∈ [0,1] (mn = an1/2), converges in probability
to y = f (x)  1, f (0) = 2, f (1) = 1, whose graph is symmetric with respect to y = x + 1. We confirm
a natural extension of Pak’s conjecture for k > 1, and show that the limit shape y = f (x) is given by
wx+1 + wy = 1, where wk + w = 1. In particular, for k = 2, w is the golden ratio (√5 − 1)/2.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In 1972 Andrews [1] found a proof of a Ramanujan’s identity
∞∑
m=1
q2m−1
2m−1∏
j=m
(
1 − qj )−1 = ∞∑
m=1
qm
2m∏
j=m+1
(
1 − qj )−1, (1.1)
by interpreting the two series as the generating functions of the integer partitions λ = (λ1  · · ·
λ > 0),  = (λ)  1, from two classes, A and B, and producing a bijection between A ∩ Λn
and B ∩ Λn. Here Λn is the set of all integer partitions λ of n, and
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While discussing Andrews’s bijection in a context of “stable” versus “unstable” partitions,
Pak [5] formulated the following
Conjecture. There exists a smooth function f (x)  1, x ∈ [0,1], f (0) = 2, f (1) = 1, whose
graph is symmetric with respect to y = x + 1, such that for a partition λ chosen uniformly at
random from A ∩ Λn, or from B ∩ Λn, the random function yn(x) := m−1n λ	xmn
 converges to
y = f (x); here mn = an1/2.
In terminology of [5], Andrews’s partitions were thus conjectured to be stable. Igor Pak also
anticipated that the uniformly random partition from {λ | λ1  2λ} ∩ Λn should have the same
limit shape y = f (x) [6].
Our goal is to confirm fully both conjectures. We will show that the common limit shape
exists, with the function y = f (x) defined by the equation
φx+1 + φy = 1, x ∈ [0,1],
where φ = (√5 − 1)/2 is the “golden ratio,” and
a = ln(1/φ)
( φ∫
1−φ
t−1 ln(1 − t)−1 dt
)−1/2
.
In fact, we will prove a more general result. For a partition chosen uniformly at random from
{λ | λ1  kλ} ∩ Λn, k > 1, being given, the limit shape is given by
wx+1 + wy = 1, x ∈ (0,1),
where w is the root of wk + w = 1 in (0,1), and
a = ln(1/w)
( w∫
1−w
t−1 ln(1 − t)−1 dt
)−1/2
.
As a byproduct, we will show that
∣∣{λ ∈ Λn | λ1  kλ}∣∣∼ δn−1/2 exp
[
2n1/2
( w∫
1−w
1
t
ln
1
1 − t dt
)1/2]
,
where δ is a positive constant dependent on k.
2. Statements and proofs
Let k > 1 be given. For an integer n > 0, let Λnk be the set of all integer partitions λ = (λ1 
λ2  · · · λ > 0) of n, such that λ1  kλ. We will also use λ to denote a partition of n chosen
uniformly at random from Λnk .
Theorem 1. Let w denote the unique root of
wk + w = 1, w ∈ (0,1),
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c =
( w∫
1−w
t−1 ln(1 − t)−1 dt
)1/2
(2.1)
and
mn =
√
n
c
ln
1
w
. (2.2)
In probability,
lim
n→∞λ1/mn = k, limn→∞/mn = k − 1, limn→∞λ/mn = 1, (2.3)
and
lim
n→∞ max1i
∣∣w1+i/mn + wλi/mn − 1∣∣= 0. (2.4)
Notes. 1. Thus with high probability (whp): (a) the uniformly random partition in question has
the smallest part, the number of parts and the largest part asymptotic to mn, (k − 1)mn and kmn,
respectively; (b) the random function m−1n λxmn converges uniformly to y = f (x) 1, defined
by
wx+1 + wy = 1, x ∈ [0,1], (2.5)
and f (x) ≡ 0 for x > 1. (As a partial check, both (0, k) and (k − 1,1) satisfy (2.5).) The graph
of y = f (x) is obviously symmetric with respect to the line y = x + 1.
2. For k = 2, w = (√5 − 1)/2, so that w is the “golden ratio” φ. By (2.3), in this case whp
the Durfee (sub)square of λ has side lengths asymptotic to the smallest part size, the largest part
is asymptotically twice the smallest part, and
φ1+i/mn + φλi/mn ≈ 1,
where
mn = n
1/2
c
ln
1
φ
,
c =
( φ∫
1−φ
t−1 ln(1 − t)−1 dt
)1/2
= (Li2(φ) − Li2(φ2))1/2;
Li2(x) =
x∫
0
1
t
ln
1
1 − t dt =
∞∑
j=1
xj
j2
(|x| 1).
Existence and geometric properties of this limit shape are in full agreement with Igor Pak’s con-
jecture. A referee drew my attention to this connection with the dilogarithm function and pointed
out that Li2(φ) and Li2(φ2) are among very few explicitly known values of the dilogarithm,
namely
Li2(φ) = π
2
− (lnφ)2, Li2
(
φ2
)= π2 − (lnφ)2,10 15
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for k = 2,
c = π√
30
.
3. It is clear that
lim
k→∞w = 1, limk→∞w
k = 0,
and so
lim
k→∞ c = c∞ :=
( 1∫
0
t−1 ln(1 − t)−1 dt
)1/2
=
( 1∫
0
∞∑
j=1
tj−1
j
dy
)1/2
=
( ∞∑
j=1
1
j2
)1/2
= π√
6
(=√Li2(1) ).
Therefore, sending k to infinity in (2.4), we see that perhaps the unrestricted random partition λ
is such that whp
exp
(−c∞i/n1/2)+ exp(−c∞λi/n1/2)≈ 1.
This equation was initially discovered by Temperley [12] via a heuristic argument based on sta-
tistical physics concepts. Many years later Szalay and Turán [9–11] undertook a rigorous study
of the uniformly random integer partition, and proved a central limit theorem for the moderately
sized parts. Vershik [13] noticed that a weak law following from Szalay–Turán’s result does
indeed imply the above equation. In [7] it was shown that the random fluctuation of the parti-
tion boundary around this deterministic curve, scaled by n−1/4, converges weakly to a certain
(continuous) Gaussian process.
4. While proving the theorem we will show effectively that λ/mn is asymptotically Gaussian
with unit mean and variance of order n−1/4. Pushing our approach further and applying tech-
niques from [6], we could have proved a functional central limit theorem for the random function
m−1n λ	xmn
.
Proof of Theorem 1. For notational simplicity we assume that k is an integer.
Part 1. For n μ > 0, let p(n,μ) be the total number of partitions of n with the smallest part μ,
and the largest part kμ at most. Using the obvious bijection between the set of all such partitions
and the partitions of n − μ with part sizes from [μ,kμ], we see that
p(n,μ) = [qn−μ] kμ∏
j=μ
(
1 − qj )−1. (2.6)
Therefore, setting q = e−u, u > 0,
p(n,μ) q−(n−μ)
kμ∏(
1 − qj )−1
j=μ
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(
u(n − μ) +
kμ∑
j=μ
ln
(
1 − e−uj )−1
)

(
eμu − 1)−1 exp(Hn(μ,u));
Hn(μ,u) := un +
kμ∫
μ
ln
(
1 − e−ux)−1 dx. (2.7)
Here, since
∂2Hn
∂u2
=
kμ∫
μ
x2e−ux
(1 − e−ux)2 dx > 0, (2.8)
Hn(μ,u) is a strictly concave function of u. To get the most out of the bound (2.7), we pick
u(μ) = u(n,μ) which minimizes Hn(μ,u), so that
∂Hn(μ,u)
∂u
= 0 ⇒ n −
kμ∫
μ
x
eux − 1 dx = 0, (2.9)
or
n
μ2
=
k∫
1
t
eμut − 1 dt. (2.10)
The RHS of (2.10) strictly decreases with u, from ∞ at u = 0 to 0 at u = ∞. So there does exist
a unique solution u(μ) of (2.10) for each μ > 0, and μu(μ) is strictly increasing with μ, since
n/μ2 is decreasing with μ. It follows from (2.10) that, for u = u(μ),
n
μ2
 k
2/2 − 1/2
ekμu − 1 ,
or
(
eμu − 1)−1 
(
k−1∑
j=0
ejμu
)
n
0.5(k2 − 1)μ2 .
Therefore(
eμu − 1)−1 max{1, bn/μ2}.
(Here and below we use b, b1, . . . to denote positive constants whose actual values are immater-
ial.) Indeed, for μu 1, the previous inequality implies that
(
eμu − 1)−1 
(
k−1∑
j=0
ej
)
n
0.5(k2 − 1)μ2 
bn
μ2
,
and, for μu 1,(
eμu − 1)−1  1.
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p(n,μ)max
{
1, bn/μ2
}
exp
(
Hn
(
μ,u(μ)
))
. (2.11)
Hoping that the bound (2.11) is not far from the actual value of p(n,μ), it is natural to guess that
the likely value of μ for the random partition is close to that which maximizes Hn(μ,u(μ)). To
determine this μ, we need to have a close look at u(μ). By (2.8) u(μ) is continuously differen-
tiable, and, using the implicit function differentiation rule,
du(μ)
dμ
= −∂
2Hn/∂u∂μ
∂2Hn/∂u2
∣∣∣∣
u=u(μ)
.
Consequently
dHn(μ,u(μ))
dμ
= ∂Hn
∂μ
+ ∂Hn
∂u
du
dμ
= ∂Hn(μ,u)
∂μ
= k ln(1 − e−kμu)−1 − ln(1 − e−μu)−1, (2.12)
and, while we are at it,
d2Hn(μ,u(μ))
dμ2
= d
dμ
(
∂Hn
∂μ
)
= ∂
2Hn
∂μ2
+ ∂
2Hn
∂u∂μ
du
dμ
= ∂
2Hn
∂μ2
− (∂
2Hn/∂u∂μ)2
∂2Hn/∂u2
= u
[(
1
euμ − 1 −
k2
ekμu − 1
)
− (uμ)2
(
1
euμ − 1 −
k2
ekμu − 1
)2/ kuμ∫
uμ
y2e−y
(1 − e−y)2 dy
]
. (2.13)
By (2.12), solving dHn(μ,u(μ))/dμ = 0 for w := e−u(μ)μ, we get
(1 − w)(1 − wk)−k = 1, (2.14)
or
w = F(w), F (w) = 1 − (1 − wk)k.
That the equation for w does not depend on n is surprising. As we shall see next it holds another
“surprise” up its sleeve. Observe that F(0) = 0, F(1) = 1, and
F ′(w) = k2[w(1 − wk)]k−1,
F ′′(w) = k2(k − 1)[w(1 − wk)]k−2(1 − (k + 1)wk).
Since F ′(0) = F ′(1) = 0, it follows then that w = F(w) has a root w∗ in (0,1), such that
F ′(w∗) 1. Since F(w) has a single inflection point (k + 1)−1/k in (0,1), this root is unique,
and F ′(w∗) > 1. Next we observe that F(w) = G(G(w)), where
G(w) = 1 − wk.
By uniqueness of w∗, w∗ equals w˜, a unique positive root of
1244 B. Pittel / Journal of Combinatorial Theory, Series A 114 (2007) 1238–1253w = G(w) ⇐⇒ wk + w = 1. (2.15)
(That is the surprise! Equation (2.15) had also arisen in [4], see also [8], for an apparently unre-
lated problem of counting integer partitions whose parts sizes differ by k, at least.) For simplicity,
we will use w to denote the common value of w∗ and w˜. By (2.15) and the equation for F ′,
1 < k2
[
w
(
1 − wk)]k−1 = [kwk−1]2.
By (2.10),
μ = μn = mn = n
1/2
c
lnw−1, (2.16)
with
c :=
( k lnw−1∫
lnw−1
ye−y
1 − e−y dy
)1/2 (
substituting e−y = 1 − t and using (2.15))
=
( w∫
1−w
1
t
ln
1
1 − t dt
)1/2
= (Li2(w) − Li2(1 − w))1/2,
where
Li2(x) =
x∫
0
1
t
ln
1
1 − t dt =
∞∑
j=1
xj
j2
is the dilogarithm function, and
u = un := n−1/2c. (2.17)
Furthermore, by (2.7) and (2.15),
Hn(μn,un) = an1/2,
a = c + c−1
k lnw−1∫
lnw−1
ln
(
1 − e−y)−1 dy
= c + c−1
w∫
wk
t−1 ln(1 − t)−1 dt
= c + c−1c2 = 2c. (2.18)
That Hn(μ,u(μ)) has a local maximum at μn follows from (2.13), (2.15), as
d2Hn(μ,u(μ))
dμ2
∣∣∣∣
μ=μn
 un
(
1
eunμn − 1 −
k2
ekμnun − 1
)
= un
(
1
w−1 − 1 −
k2
w−k − 1
)
= un
(
w
1 − w −
k2wk
1 − wk
)
= un 1 − (kw
k−1)2
k−1 < 0,w
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(2.13) also makes it clear that Hn(μ,u(μ)) is not convex, at least when μu(μ) is close to lnx
from the right, where x > 1 is the positive root of
1 + x + · · · + xk−1 = k2.
However, since μu(μ) increases with μ, according to (2.12) dHn(μ,u(μ))/dμ < 0 (> 0 re-
spectively) if μ < μn (> μn respectively). Therefore Hn(μ,u(μ)) is unimodal, and attains its
absolute maximum at μn. Also, u(μ)μ ∼ unμn for μ ∼ μn; so, by continuity of the square
brackets expression in (2.13) as a function of uμ, we see that, for some positive constant γ ,
d2Hn
dμ2
∼ −2unγ, if |μ − μn| εnμn,
for εn → 0 however slowly. Since also dHn/dμ = 0 at μ = μn, by (2.18) we obtain: uniformly
for these μ’s,
Hn
(
μ,u(μ)
)= 2cn1/2 − (γ + o(1))n−1/2(μ − μn)2. (2.19)
Combining (2.19) with (2.11), and unimodality of Hn(μ,u(μ)), we get∑
|μ−μn|εnμn
p(n,μ) c1n exp
(
an1/2 − c2n1/2ε2n
)
, c1, c2 > 0. (2.20)
Turn now to μ close to μn, i.e. |μ − μn| εnμn. By (2.6) and Cauchy integral theorem,
p(n,μ) = 1
2πi
∮
z=e−u+iθ
θ∈(−π,π)
z−(n−μ)−1
kμ∏
j=μ
(
1 − zj )−1 dz (u > 0). (2.21)
We choose u = u(μ), since—from the above discussion—ρ(μ) = e−u(μ) nearly minimizes the
integrand on the positive real line, while the absolute value of the integrand on any circle |z| = ρ
obviously attains its maximum at z = ρ. So ρ(μ) is almost a saddle point of the integrand. Let
us bound the integrand for |z| = ρ(μ). Using∣∣∣∣ 11 − z
∣∣∣∣ 11 − |z| exp
(
Re z − |z|), |z| < 1
(we suggest the reader prove it), we obtain∣∣∣∣∣
kμ∏
j=μ
(
1 − zj )−1
∣∣∣∣∣
kμ∏
j=μ
(
1 − e−ju)−1 · exp
(
−
kμ−1∑
j=μ
e−ju
(
1 − cos(jθ))
)
; (2.22)
u = u(μ) here and below. In the sum, e−ju  e−kμu and
kμ−1∑
j=μ
cos(jθ)
∣∣∣∣∣
kμ−1∑
j=μ
eijθ
∣∣∣∣∣ |sin((k − 1)μθ/2)||sin(θ/2)| .
So, for
∣∣sin(θ/2)∣∣ 4 ,
π(k − 1)μ
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∣∣sin(θ/2)∣∣ 4
π(k − 1)μ.
Using∣∣sin(θ/2)∣∣ |θ |/π, |θ | π,
x − x3/3! sinx  x − x3/3! + x4/4!, x  0,
we see that, for θ > 0, the sum is at most
(k − 1)μθ/2 − ((k − 1)μθ/2)3/3! + ((k − 1)μθ/2)4/4!
θ/2 − (θ/2)3/3!
 (k − 1)μθ/2 − ((k − 1)μθ/2)
3/3! · (1 − (k − 1)μθ/8)
θ/2 − (θ/2)3/3!
 (k − 1)μ · 1 − (k − 1)
2μ2θ2/48
1 − θ2/24
 (k − 1)μ · (1 − (k − 1)2μ2θ2/50).
Therefore we have
kμ−1∑
j=μ
(
1 − cos(jθ)) { (k − 1)μ(1 − π/4), if |sin(θ/2)| 4π(k−1)μ ,
(k − 1)3μ3θ2/50, otherwise.
As μ is of order n1/2, (2.22) leads to∣∣∣∣∣ 1zn−μ
kμ∏
j=μ
(
1 − zj )−1
∣∣∣∣∣ e(n−μ)u
kμ∏
j=μ
(
1 − e−ju)−1
× exp(−bmin{n1/2, n3/2θ2}), (2.23)
for some b > 0. If |θ | is of order n−1/2, or larger, the last factor decays subexponentially with n,
and for |θ | n−1/2 it is exp(−bn3/2θ2).
The latter bound is sharp in a sense that, for |θ | = o(n−2/3) and μ ∼ μn,
1
zn−μ
kμ∏
j=μ
(
1 − zj )−1 ∼ e(n−μ)u kμ∏
j=μ
(
1 − e−ju)−1 · exp(−(1 + o(1))βn3/2θ2), (2.24)
for some constant β > 0. To prove (2.24), we note that
1
zn−μ
= e(n−μ)ue−i(n−μ)θ ,
and, uniformly for j ∈ [μ,kμ],
(
1 − zj )−1 = (1 − e−ju)−1 exp[iθ j
eju − 1 −
θ2
2
ejuj2
(eju − 1)2 + O
(
j3|θ |3)].
The product of θ -dependent factors in
∏kμ
(1 − zj )−1 is e raised to the powerj=μ
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[
−(n − μ) +
kμ∑
j=μ
j
eju − 1
]
− θ
2
2
kμ∑
j=μ
ejuj2
(eju − 1)2 + O
(
n2θ3
)
. (2.25)
Recalling that u = u(μ) and using (2.9), we see that
iθ
[
−(n − μ) +
kμ∑
j=μ
j
eju − 1
]
= iθ
[
−n +
kμ∫
μ
x
eux − 1 dx + O(μ)
]
= O(|θ |μ)= o(1).
Further, using μ ∼ μn, u ∼ un,
−θ
2
2
kμ∑
j=μ
ejuj2
(eju − 1)2 = −
θ2
2
[ kμ∫
μ
exux2
(eux − 1)2 dx + O
(
μ2
)]
= − θ
2
2u3
kμu∫
μu
exux2
(eux − 1)2 dx + o(1)
= −(1 + o(1))βn3/2θ2 + o(1),
where
β = c−3
k lnw−1∫
lnw−1
eyy2
(ey − 1)2 dy.
Therefore the expression in (2.25) is
−(1 + o(1))βn3/2θ2 + o(1), if |θ | = o(μ−1)= o(n−1/2).
So (2.24) follows.
Turn to the θ -independent factor in (2.24), i.e.
e(n−μ)u
j=kμ∏
j=μ
(
1 − e−ju)−1.
Using Euler–Maclaurin formula of order 2, and μ ∼ μn, u ∼ un, we easily obtain
kμ∑
j=μ
ln
(
1 − e−uj )−1 =
kμ∫
μ
ln
(
1 − e−xu)−1 dx + α1 + o(1),
for some constant α1. Furthermore, using Hn(μ,u) defined in (2.7) and Eqs. (2.12), (2.13), we
have
(n − μ)u +
kμ∫
μ
ln
(
1 − e−xu)−1 dx = Hn(μ,u) − μnun + o(1)
= Hn(μn,un) + dH(ν,u(ν))
dν
∣∣∣∣ (μ − μn) + 1 + o(1)2 d
2H(ν,u(ν))
dν2
∣∣∣∣ (μ − μn)2
ν=μ ν=μn
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= 2cn1/2 − (γ + o(1))n−1/2(μ − μn)2 + lnw + o(1),
see (2.17), (2.18). So the θ -independent factor equals
exp
[
(n − μ)u +
kμ∑
j=μ
ln
(
1 − e−uj )−1
]
= weα1 exp[2cn1/2 − (γ + o(1))n−1/2(μ − μn)2 + o(1)]. (2.26)
The relations (2.23), (2.24) and (2.26) imply that∣∣∣∣∣ 1zn−μ
kμ∏
j=μ
(
1 − zj )−1
∣∣∣∣∣
 b1 exp
(
2cn1/2 − (γ + o(1))n−1/2(μ − μn)2 − bmin{n1/2, n3/2θ2}), (2.27)
and, for θ = o(n−2/3),
1
zn−μ
kμ∏
j=μ
(
1 − zj )−1
∼ weα1 exp(2cn1/2 − (γ + o(1))n−1/2(μ − μn)2 − (1 + o(1))βθ2n3/2). (2.28)
Substituting z = e−u+iθ in the contour integral (2.21), using (2.27) and (2.28) for |θ | 
n−2/3(lnn)−1 and |θ | > n−2/3(lnn)−1, respectively, after an easy integration we obtain: for
|μ − μn| εnμn,
p(n,μ) ∼ δ exp[2cn1/2 − (γ + o(1))n−1/2(μ − μn)2](n−3/4 + O(e−n1/7))
∼ δn−3/4 exp[2cn1/2 − (γ + o(1))n−1/2(μ − μn)2], (2.29)
for some constant δ > 0. Here n−3/4 comes from∫
|θ |n−2/3(lnn)−1
e−βθ2n3/2 dθ,
and e−n1/7 is an upper bound of the complementary integral for |θ | > n−2/3(lnn)−1.
Consequently, assuming that εn  n−1/4 lnn,∑
|μ−μn|εnμn
p(n,μ) ∼ δ∗n−1/2e2cn1/2 , (2.30)
where δ∗ > 0 is a constant. On the other hand, it follows from (2.20) that∑
|μ−μn|εnμn
p(n,μ) c1n exp
(
2cn1/2 − c2(lnn)2
)
. (2.31)
Now recall that λ = (λ1  · · · λ > 0) is chosen uniformly at random from Λn, the set of
all partitions with λ1  kλ. By the definition of p(n,μ),
Pr{λ = μ} = p(n,μ)|Λ | =
p(n,μ)∑
p(n, ν)
.n ν
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Pr
{|λ − μn| εnμn} 1 − exp(−c3(lnn)2), μn = n1/2
c
lnw−1, (2.32)
if εn = n−1/4 lnn. (See (2.15) for the definition of c.)
Part 2. Let an integer m > 0 be given. Conditioned on an event “the smallest part is m,” the
random partition λ remains uniformly distributed on the set of all partitions with the smallest
part m, and the largest part km at most. Let Xj = Xj(λ) (m j  km), be the number of parts
j in λ. Xm  1, of course, and
∑
j jXj = n; so obviously Xj ’s are interdependent. In view of
(2.31), our task is to study {Xj }mjkm for m satisfying the condition
|m − μn| εnμn. (2.33)
For a given q ∈ (0,1), let Zj (m j  km) denote the independent random variables, such
that Zj is geometrically distributed,
Pr{Zj = i} =
(
1 − qj )(qj )i , i  0.
Then {Xj }mjkm has the same joint distribution as {Zj + δjm}mjkm, conditioned on the
event “
∑
j j (Zj + δjm) = n.” The simple proof is based on (2.6). (Fristedt [3] discovered and
systematically used such a conditioning device in context of the unrestricted partitions. It was
also instrumental for the proof of the functional central limit theorem in [7].) It follows then that,
for any set A of the nonnegative integer sequences {xj }mjkm,
Pr
{{Xj } ∈ A} Pr−1
{∑
t
t (Zt + δtm) = n
}
· Pr{{Zj + δjm} ∈ A}.
Thus Pr{{Xj } ∈ A} = o(1), whenever
Pr
{{Zj + δjm} ∈ A}= o
(
Pr
(∑
t
t (Zt + δtm) = n
))
.
To get the most out of the conditioning device, we need to pick q which nearly maximizes
Pr(
∑
t t (Zt + δtm) = n). Now, by the definition of {Zj },
Pr
(∑
j
jZj = n − m
)
= p(n,m) · qn−m
2m∏
j=m
(
1 − qj ),
and from Part 1 we know that the maximum point of the q-dependent factor is asymptotic to e−u,
u = u(m). Moreover, invoking (2.26) and (2.29), we see that Pr(∑j jZj = n − m) is of exact
order m−3/2, i.e. n−3/4, for this choice of q . Thus
P
({Xj } ∈ A)= O(n3/4P({Zj } ∈ A)), (2.34)
for any set A.
For m  j1 < j2  km, introduce Xj1,j2 =
∑j2
j=j1(Xj − δjm), Zj1,j2 =
∑j2
j=j1 Zj and
Ej1,j2 = E[Zj1,j2]. Let us use (2.33) to show that whp Xj1,j2 ∼ Ej1,j2 , uniformly for all
m j1 < j2  km such that j2 − j1 is not too small, i.e. j2 − j1  log3 n, say. First of all
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j2∑
j=j1
e−uj
1 − e−uj = θ(j2 − j1),
θ(j2 − j1) standing for a quantity of exact order j2 − j1. Likewise
Var[Zj1,j2] =
j2∑
j=j1
e−uj
(1 − e−uj )2 = θ(j2 − j1)
and
j2∑
j=j1
E
[
Z3j
]= O(Var[Zj1,j2 ]).
Now
E
[
evZj
]
< ∞, if v < uj.
So, for v < uj1,
E
[
exp
(
v
(
Zj1,j2 − E[Zj1,j2]
))]
=
j2∏
j=j1
E
[
exp
(
v
(
Zj − E[Zj ]
))]= j2∏
j=j1
exp
[
v2
2
Var[Zj ] + O
(
v3E
[
Z3j
])]
= exp
[
v2
2
Var[Zj1,j2] + O
(
v3 Var[Zj1,j2]
)]
.
For
x = o(Var1/2[Zj1,j2 ])= o((j2 − j1)1/2),
we pick
v = ±x(Var[Zj1,j2 ])= o(1),
and via Markov inequality obtain
Pr
(∣∣Zj1,j2 − E[Zj1,j2]∣∣ x Var1/2[Zj1,j2 ]) e−x2/3.
In particular, picking x = (j2 − j1)5/12, and recalling that j2 − j1  (lnn)3, we have
Pr
(∣∣∣∣Zj1,j2Ej1,j2 − 1
∣∣∣∣ (lnn)−1/5
)
 exp
(−(lnn)2).
Therefore, denoting the last event by Aj1,j2 , and the corresponding event for Xj1,j2 by Aj1,j2 ,
we have
P
( ⋃
mj1<j22m
j2−j1(lnn)3
Aj1,j2
)
 exp
(−0.5(lnn)2),
whence, by (2.34),
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( ⋃
mj1<j22m
j2−j1(lnn)3
Aj1,j2
)
 exp
(−0.4(lnn)2). (2.35)
Thus whp every Xj1,j2 , with j2 − j1  log3 n, is asymptotic to Ej1,j2 .
Applying this result to j2 = km, j1 = j2 − 2[(lnn)3], and to j1 = m, j2 = j1 + 2[(lnn)3], we
obtain that whp
km − 2[(lnn)3] λ1  km, m λ−1 m + 2[(lnn)3]. (2.36)
(Recall that λ = m.) Furthermore, for j  km − (lnn)3,
Ej,km =
km∑
i=j
qi
1 − qi ∼
km∫
j
e−ux
1 − e−ux dx
= 1
u
ln
1 − (e−um)k
1 − (e−um)j/m
∼ m
unμn
log
1 − (e−unμn)k
1 − (e−unμn)j/m
(
un = un(μn)
)
.
As e−unμn = w and 1 − wk = w, the last identity simplifies to
Ej,km ∼ mlnw−1 ln
w
1 − wj/m .
Therefore whp, uniformly for m j  km− (lnn)3,
Xj,km − δjm
m
lnw−1 ∼ ln w
1 − wj/m ,
or, in probability,
lim
n→∞
[
wm
−1X(j,km)+1 + wm−1j ]= 1, (2.37)
uniformly for j in question. In fact, the asymptotic relation (2.37) continues to hold (whp) for
m ∈ [km − (lnn)3, km], because for these j ’s whp X(j, km) is of order (lnn)3, m−1j = k −
O(n−1(lnn)3), and w + wk = 1. Setting j = m, we obtain
wm
−1X(m,km)+1 →P 1 − w = wk,
so that
m−1X(m,km) = m−1(λ) →P k − 1. (2.38)
In words, whp the number of parts is asymptotic to k − 1 times m, the smallest part. Combining
(2.37) and (2.38), and noticing that X(λi, km) = i, we conclude: in probability,
lim
n→∞ max1i
∣∣wm−1i+1 + wm−1λi − 1∣∣= 0, (2.39)
uniformly for m satisfying the condition (2.31). Putting together (2.32) and (2.39) completes the
proof of Theorem 1. 
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Theorem 2. Let λ˜ denote a partition chosen uniformly at random from A∩Λn, or B∩Λn. Then
λ˜ has exactly the same limiting shape as λ∗, the partition chosen uniformly at random from Λn2.
Proof. Notice first that A∩ Λn, B ∩ Λn are both subsets of Λn2.
Suppose for instance that λ˜ ∈ A ∩ Λn. Let p˜(n,μ) be the total number of partitions from
A∩ Λn with the largest part 2μ − 1. From Andrews’s interpretation of (1.1) it follows that
p˜(n,μ) = [qn]
[
q2μ−1
2μ−1∏
j=μ
(
1 − qj )−1
]
= [qn−2μ+1]
[(
1 − q2μ) 2μ∏
j=μ
(
1 − qj )−1
]
.
And we recall that
[
qn−μ
] 2μ∏
j=μ
(
1 − qj )−1 = p(n,μ) = ∣∣{λ ∈ Λn2 | λ = μ}∣∣.
Arguing as in the case of p(n,μ) (k = 2), we can show that p˜(n,μ) attains its dominant values
for
μ ∼ μn = an1/2, a = ln(1/φ)
( φ∫
φ2
t−1 ln(1 − t)−1 dt
)−1/2
.
For μ ∼ μn, we use the Cauchy integral formula
p˜(n,μ) = 1
2πi
∮
z=e−u(μ)+iθ
θ∈(−π,π)
z−(n−2μ+2)
(
1 − z2μ) 2μ∏
j=μ
(
1 − zj )−1 dz, (2.40)
where u(μ) is the minimum point of Hn(μ,u) defined in (2.7). Since u(μ)μ ∼ unμn (un =
u(μn)), and the dominant values of |θ | are small, of order o(n−2/3), comparing (2.21) and (2.39)
we get then
p˜(n,μ) ∼ (1 − e−2unμn)e−unμnp(n,μ)
= (1 − φ2)φp(n,μ) = φ2p(n,μ).
Therefore∑
μ1
p˜(n,μ) ∼ φ2
∑
μ1
p(n,μ),
that is
lim
n→∞ Pr{λ
∗ ∈A∩ Λn} = φ2 > 0.
Obviously λ˜ has exactly the same (uniform) distribution on A ∩ Λn as λ∗ conditioned on the
event λ∗ ∈A∩ Λn. Given ε > 0, let
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{
λ ∈ Λn
∣∣∣ max
1i(λ)
∣∣φ1+i/μn + φλi/μn − 1∣∣> ε}.
Then
Pr{λ˜ ∈ Cnε} = Pr{λ∗ ∈ Cnε | λ∗ ∈A∩ Λn} Pr{λ
∗ ∈ Cnε}
Pr{λ∗ ∈A∩ Λn} → 0,
as the numerator goes to zero (Theorem 1, k = 2), and the denominator is bounded away from
zero. The proof of Theorem 2 is complete. 
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