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special spaces with two commuting 
Killing vectors. It is shown that 
the field equations for these spaces 
can be reduced to two ordinary 
differential equations, one of which 
is quasi-linear in one of the variables. 
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1. Introduction 
In this paper we shall investigate the diverging type D 
metrics of Kinnersley (1969). These are empty Einstein spaces, 
possessing two distinct non-shearing ray congruences, which, from the 
Goldberg-Sachs Theorem, must each be Debever-Penrose vectors for the 
Conformal tensor. 
Kinnersley has shown that there are two distinct metrics of 
this type, the first being a generalisation of that Schwarzschild 
(Debney 1967, Carter 1968, Debney Kerr and Schild 1969) and the second 
a completely new solution of the Einstein equations, having the C-metric 
of Levi-Civita as limit. All these solutions contain two commuting 
Killing vectors, together with a discrete symmetry, or inversion 
(Carter 1968) , which leads to a particularly simple canonical form for 
the metrics. 
After this paper had been prepared, it was noticed that its 
main result, the canonical form for the Kinnersley metric, had been 
discovered earlier by Plebanski and Demiansky (1976). However, we 
feel that the techniques and results in this paper are sufficiently 
interesting to warrant publication. We inspected those empty 
algebraically special spaces with two commuting Killing vectors, and 
searched for canonical forms for the metric, whereas Plebanski and 
Demiansky started with a particular canonical form and looked at the 
resulting geometries - in both cases the Kinnersley metric appeared 
naturally. 
The notation used in this paper is set out in the next section, 
and then in section III we set up the standard coordinates used in 
algebraically special spaces (Robinson and Trautman 1962, Kerr 1963, 
Debney et al. 1969) and give the field equations for type D spaces. 
In section IV we show why the solutions divide into two classes each 
( 2) 
of which admit two Killing vectors. We treat these separately in 
sections V and VI but show that Kinnersley's metric admits coordinates 
similar to those given by Carter (1968) for the Kerr-Nut metric. 
( 3) 
2. Notation 
We shall suppose that fl is an algebraically special, empty 
Einstein space, and that {e ·} is a spin (hermitian) basis for the 
00 
vector fields on &, 
i A= A Cl. 
i 
A bar will be used to denote complex conjugation, and so 
The vector A is real iff Aas = ASa . The components 
of the metric are 
(*) 
( 2. 1) 
where EaS is the usual antisymmetric spin metric (Pirani 1964).{waa} 
is the dual basis for covariant vector fields on /l, 
aa 
w 
. aa i 
= w i dx , 
Spin indices are raised and lowered with EaS 
ca = aS 1: 1: = 
"' E "'S '"'a 
s 
- EaS l; ' 
which agrees with the usual convention for ordinary tensors. The. 
spin transformations 
l; a' + l- I 
which generate all orthochronous Lorentz transformations 
are precisely those for which eq. (2.3) is invariant. 
h 11 · h · f ri ri k We s a write t e connexion orms as . = .kdx . 
J J 
Since the components of the metric are constants for a spin basis, 
(*) i,j,k ..•. 1,2,3,4; a,s .... = 0,1 
( 2. 2) 
(2. 3) 
(2. 4) 
(4) 
dgaa[3S = 0 and raaSB = - r[3Baa. For any real bivector 
A .. (= -A .. ) there exists a unique symmetric spinor, A"' 0 , such 1J J1 v.tJ 
Hence 
and the covariant differential of any spin tensor is 
. 
I/Ta. . . = 
f3 ••• 
. 
dTa .• + r': Tp .. . 
s.. p s .. . 
. 
rP· .. Ta .•. 
f3. • • p .•• + .... 
Since ~is empty, the Reimann and conformal tensors are 
identical, and 
We will use the standard where ~a[3yo is completely symmetric. 
notation for the components of this tensor 
~o l/100001 l/11 ~00011 etc. 
The Cartan equations can also be expressed in spinor form 
0, 
dr + r r P - 1- '" '"Y. A w0 P aS ap /\ f3 - '2 r a[3yo w p" 
i i' If e . , = A. , e . is any change of basis, the r., are related 
1 1 1 J 
i to the r. by 
J 
i' 
r' I J 
a' s 
a 
where Sa
1
is a general spin transformation. 
a 
( 2. 6) 
( 2. 7) 
(2. Sa) 
(2. Sb) 
(2. 9) 
Throughout this paper wll will be a fixed principal null vector 
(5) 
(hereafter referred to as p.n.v.) of~· The remaining spin transformations 
can be parametrised by two complex functions, OL, and s, 
From eq. 
[ 
-1 
a' s 
s = 
a o 
-1] 151..s 
s 
( 2. 3) and (2.9) 
l I ~ I . 
w SSW 1 1 
w 
Q I i I 
= (s/s) (w 0 1 
. 
+ IJ/.W 1 1) I 
w 
0 I 0 I 
= (ss)-1(woo + 111. w10 +DlWOl + 6Z. Ol_wl i) , 
f o I 0 I s 2 foo , 
r QI 1 I r 0 l + Olf 0 0 + d (log s) , 
-2 2 
= s (f11- 2111.foi + trL f 0 o-dbL). 
The parameterlll.gives a null rotation about w11 
both zero, since~ is algebraically special, and the remaining 
conformal tensor components transform as 
\!'3 1 = (\!'3 - 31JL\l'2)/s 2 
W1t 1 = (\l'4-4Dl.\l'3+60L.2 W2)/s 4 
I• I 
The space is type D iff 3 an 01.for which w0 0 is also 
a p.n.v., i.e. for which w; = W~ = O, and therefore 
The space will then be flat if ~2 is also zero. 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
( 6) 
3. Field Equations 
The components of f oo are the optical scalars of Sachs for the 
null vector w11 (Jordan Ehlers and Sachs 1961), 
. 
K = foooo = geodesy 
p = foo10 complex divergence, 
a fooo1 shear 
The fourth component, foo11 1 is not invariant under a null rotation 
about w11 • The Goldberg-Sachs theorem states that Kand a are zero 
for any p.n.v. in an empty Einstein space, and so 
foo = pw 10 + foo1i w11 ( 3. 1) 
Since the type D nondiverging spaces are rather trivial, we 
shall assume that p + 0 throughout the next four sections. 
Assumption: p + 0. (3.2) 
The (00) component of eq. (2.8) reduces to 
df o o + 2 r o o " r o 1 ( 3. 3) 
and so, from eq. (3.1) 
df o o " r o o = o . 
The complete solution of this is foo = ¢ds, where ¢ and s are both 
complex functions. A spin trans formation (with s 2 = ¢-, 1 and 
f5L = foo11 Ip) transforms foo to ds and foo1~ to zero, so that 
foo pw1 o = ds • (3.4) 
(7) 
Any transformation preserving eq. (3.4) must satisfy ds' s 2ds, and 
so 
2 <P(s), s = <Ps , 01..= o 
where <P is an analytic function. Following Kerr and Debney (1970) 
-1 (hereafter referred to as K.D.), s, sand v = Ri(p ) are used as 
(3.5) 
coordinates, the last being an affine parameter along w11 • The fourth 
coordinate is any solution of the equations eoo(u) = O, e i1(u) = 1. 
It was shown in K.D. that 
w 1 1 = du + r2ds + r2ds 
w0 0 dv + f3ds + Sd~ + uw 1 1 
w10 ds/P (3.6) 
where f3, U and p satisfy 
s 
u 
p 
-
-vr2 + ~(DDr2 - DDr2), 
u 
- Ri [ Dr2 + 2Mp] 
u 
- l (v + /j) 
i Im (On) 
The operator D is essentially the derivative in the direction of 
and r2 and the complex mass M are independent of v. 
The full group of permissible coordinate transformations,C:, 
is 
( 3. 7) 
(3. 8) 
( 8) 
e : SI = qi (I';) 
u' (u+S(l',;,~))j<Iir;l 
v' = v/l<I\I 
M' M/l<Iir,;13 
SG I (n- Sr; - ~(¢1';1';/¢1';) (u + S)) I ¢1'; l/<Iil;, 
and the corresponding spin transformation is 
Before we write down the components of the connexion, and the 
~ , we shall define 
n 
H = oa DSG 
u 
I DM - 3~ 
- -
J = DDSG - DDSG 
The only nonzero components of r and ~ are then 
fool~ = p 
r u i i ~ = pSG 
u 
r o i 1 i = - Mp2, 
r ii o i = -p coa m M(p2 + pp) 
u 
f111~ Q + pH+ p2I + p3MJ 
uu 
~2 = - 2Mp 3 , 
~3 p2H + 2p 3I + 3pl\MJ , 
~l\ = - p(d d om - p2 (D-4SG )H-p 3[ (D-sSG )I-HJ] 
u u u u 
(3.9a) 
( 3. 9b) 
(3.9c) 
( 3. lOa) 
( 3. lOb) 
( 3 .11) 
(3.12) 
( 3.13) 
( 9) 
The remaining field equations are 
-
-f.e.I 2M - (D - 2S1 ) H = 0 
u u 
f.e. II Im(2M - DDDm = 0 , 
-
f.e. III DM - 3S1 M = 
u 
0 (3.14) 
These differ ~lightly from those in (K.D.), since we have replaced 
µ (there) by 2M, and have rearranged eq. (f.e.I). They are necessary and 
sufficient conditions for the metric 
(3.15) 
W1. th ,}Y,a ' b ( 3 6) d ( 3 7) t b 1 b ' 11 ' 1 w given y eq. . an eq. . , o e a ge raica y specia , 
empty Einstein space. It will then be type D iff eq. (2.13) is satisfied. 
Equating the various powers of p to zero in this gives four equations, 
D. I 3Md a Dst - H2 = 0 , 
u u 
D. II D(H 3M- 4 ) = 0 , 
D. III 4(DM) 2 + 3MHJ 3M(DDM) + 9M2 (a om 0 , 
u 
D. IV D (J/M) 0 . (3.16) 
The metric is flat iff M = 0, so we must assume 
M =!= O. ( 3 .17) 
(10) 
4. ISOMETRIES OF P,, 
In this section we will investigate the symmetries of the type D 
spaces. In (K.D.) it was shown that any Killing vector, K , of the 
metric of section 3 can be written as 
( 4 .1) 
where P is a real function of s and s, and a is an analytic function 
of S· This is equivalent to the fact that K must be an infinitesimal 
generator of the coordinate group e. A simple calculation gives the 
following transformation equation for a and P, 
a' = 1>sa , 
P' = I 1> s I [ P - Re (a~) s - Ks 1 • (4.2) 
If a is non-zero, then the coordinates can be chosen so tl'"1t 
K = os + 3~ , whereas if it is zero then K = Pou' which is already a 
simple expression. 
We shall introduce the following notation: 
Definition: ~ is the set of all type D metrics. 
Definition: Cl (n)' is the set of algebraically special spaces for which 
p and M are non-zero, and which admit at least n cornmu1....:.u':J Killing vectors. 
We shall not need to considerQ(n) for n > 2 since these were 
shown to be empty in K.D.. Also Kinnersley has shown thato9J c: Q (2). 
We will give an independent proof of this later. 
Definition: Cl(l,N) is the set of metrics which admit a Killing vector of 
the type Po Q (n,R) = Q (n)\ Q.(l,N); anda(n,N) are those algebraically 
u 
special spaces containing at least n commuting Killing vectors, one of 
which is Po . 
u 
(11) 
In the above, R and N stand for "radiating" and "non-radiating" (Trim 
and Wainwright, 1974) respectively. Ina.(2,R) the (s,s,u,v) coordinates 
can be chosen so that the metric is independent of s, and sr and so 
os is a complex Killing vector. 
If jli E a(l,N), it is convenient to introduce a slightly different 
coordinate system, (s,~,r,s) defined by 
s = u/P, r = VP (4. 3) 
for which the metric is independent of s, and can be written as 
( dT) 2 (4. 4) 
where 
(JJ p- 1 (JJ 1 1 = ds + Ads + Ads 
A = ( ~+SP S) p-1 m = -2MP 9 
0 :::: - ii'.':.P = P2Im(ii.s), Q = oP, 
L: p2/pp rz + 02, 
-2K2 - 2Rl (m) r + 2 TI = 2K1r , ( 4. 5) 
- 2 
and K1 and K2 are the two-curvatures for the metrics dsds/P and 
- 2 dsds/Q respectively, 
( 4. 6) 
All these functions are independent of r and s, except for TI and L: 
which are quadratic in r. 
(12) 
The field equations for this metric are 
f.e. I 
f.e.II 
f.e.III 
K1 l,;~ = 0 , 
-Im(m) + PQl,;~ - Pl,;Q~ - P~Ql,; + pl,;~Q 
m~ = o. 
Any other symmetry must have the form 
( 4. 7) 
O, (4, S) 
(4. 9) 
K = aa + aa- + ao (sa - ra ) + T(l,;,~) a (4.10) l,; l,; s r s 
where a = a( l,;) , T is real, and a 0 is a real constant. It was proved 
in (K.D.) that K is then a symmetry iff 
Kp + (a 0 - Rl(°t))P = 0 , 
Km + 3aom = 0 , 
Ko + a 0 o = o • 
The function T is defined up to an additive constant 
(corresponding to the known symmetry, al,;) by 
The integrability condition for this is just 
and this follows trivially from equation (4.11). 
Kinne~sley (1969) has proved the following theorem 
(4. lla) 
(4. llb) 
(4.llc) 
( 4. 12) 
Theorem 1: Every type D metric admits two commuting Killing vectors, 
and so.1J is the disjoint union of J)(2 ,R) and JD (2 ,N) 
whereJ)(2,Q) =~n Q(2,Q), Q = R,N. 
(13) 
Proof: A proof of this will be given, since rather different coordinates 
are being used to those of Kinnersley, and certain equations needed 
later will be derived. 
-
If eq. (D.I) is differentiated with respect to D and the first 
two field equations used, then the following equation is obtained 
and so, from eq. (D.II) 
H = f(~)MJ,./3 (4.13) 
where f is an analytic function of s· If the coordinate transformation, 
eq. (3.9), is applied , 
(auDn) I= ¢s-2[ auon - ~(ln¢~)ss + ~(ln¢s)2s] 
H' = H/ I¢ 12 ¢ s s 
and so f' The function f can therefore be transformed to a 
(4.14a) 
(4.14b) 
constant, - 3Ao (say), by an appropriate choice of ¢. We will complete 
the proof of theorem 1 by proving the following two lemmas. 
Lemma l(R): The type D metrics for which H 0 are precisely those 
of Type J) ( 2 , R) . 
Proof: From eq. (4.13) and eq. (D.I), 
(4.15a) 
(4.15b) 
where M has been replaced by N , 
(4.16) 
(14) 
If eq.(4.lSa) is substituted into eq.(f.e.I) and eq.(f.e.III) used, 
then a (N - n) 
u 
O, and so N can be written as 
N = n + t: (I',;,~) 
From eq. (3.10) the transformation u + u + S(I:;;,~) maps t: + t: - SC:, 
and so t: can be eliminated if it can be shown that £~ £1',; 
The following two (equivalent) equations are obtained by 
substituting eq. (4.17) into eq. (f.e.III), 
(or,; + t:ou)N = o , 
on + t:r,; + NouN = o 
By differentiating eq. (4.19) with respect to u, we obtain 
Now from eq. ( 4. 15) , ( 0 + Na ) a On 
u u 
(a-; + Ea ) (N 2 ) = o • 
.., u uu 
O, and so 
The commutators of the differential operators in eq. (4.18,21) are 
<£ - t:-) a s s u , [ dr + £d , a ] .., u u o, 
and therefore if eq. (4.20) is differentiated by as + £du 
(£- - Er) (N 2 ) 0 • 
s "' uuu 
( 4. 17) 
( 4. 18) 
(4.19) 
(4. 20) 
(4. 21) 
From eq. (4.15b), (N 2 ) t O, so that Im(t:-r) = 0, and therefore t: can 
uuu .., 
be transformed to zero. From eq. (4.18,21), (N 2 ) is a function of 
uu 
u alone, and so from eq. (4.20) a On is a function of u. Finally, from 
u 
eq. (4.15b), N itself is independent of i:;; and I',;, and 
(4. 22) 
( 15) 
Since the metric is a function of M,n and v, ds must be a complex 
Killing vector, and so/Ii EJ)( 2, R) • 
Lemma l(N): The type D metrics for which H = 0 are precisely those 
of Typeoll(2 ,N). 
Proof: When H = 0 7 eq. (f.e.I) and eq. (f.e.III) reduce to M = n = O, u uu 
and eq. (D.I) and (D.II) will be satisfied iff a (3 Dn) = D(a Dn) = O, 
u u u 
i.e. . a DSG = g ( S) I an analytic function of s. This can be trans formed 
u 
to zero by solving the third order differential equation for ¢(s) 
Obtained by replacing d on by g(s) On the ~ight hand Side Of eq. (4,14a) I 
u 
and equating it to zero. 
a on = a n - n 2 = o • 
U Us U 
(4.23) 
From eq. (f.e.III), 
( 4. 24) 
and so if this is substituted into eq. (4.23) 
( 4. 25) 
so that M- 1~is linear in ~ . Now eq. (D.III) can be simplified to 
(M-•13) 0 SS = I (4.26) 
and so M-Y3is bilinear ins and S· We will eventually prove that 
it is in fact a real bilinear function multiplied by a complex constant. 
From eq. (f.e.II) and eq. (D.IV), 
aaaan - aoafin = 2D (M - M) I 
- - -
MDD [(DDn - DDn) /M] = o • 
Subtracting one from the other, and using the commutation relation 
-
for D and D , 
(16) 
[ D, D ] - -= (Dn - Dn)a = -26a 
u u' 
the following equation is obtained after a rather lengthy calculation, 
-
6MQu = 21nMz;; [ M + 26 (Daum ] 
The coefficient of 26 in this is just 
66DDC3 ~i . 
u 
which is zero, as can be proved by substituting eq. (4.24) into the 
1;; derivative of eq. (4.26). Eq.(4.27) now reduces to 
From eq. (4. 24) and eq. (4. 28), (M/M) is independent of 1;; and 1;;, and 
so M can be written as 
where µo is a constant, and P is a real bilinear function of 1;; and 
1;; ' 
p~~ = p 1;;1;; = p u = 0 ' 
n = - (lnP) 
u 1;; 6 = 0. u 
(4.27) 
(4.28) 
(4.29) 
(4. 30) 
If we write A= nP- 1 + uP1;;/P 2 , as in eq. (4.5), then A is independent 
of u, and the transformations (v,u) + (r,s), given by eq.(4.3), transform 
the metric to that of eq. (4.4). This is independent of s, and so 
C3 (= p(j ) is a Killing vector. The mass function m is constant, 
s u 
as is the 2 curvature, K1 1 from eq. (4.30). 
The last two type D conditions, eq. (D.III,IV) are satisfied iff 
Q, defined in eq. (4.5) is also a real bilinear function of 1;;,1;; . 
( 17) 
Furthermore, eq. (f.e.II) then gives Im(µo) as a function of the 
coefficients of the two bilinear forms, and so anQ(l,N) metric is 
type D iff 3 a l; coordinate for which P and Q are bilinear. 
The coordinate transformations which preserve the form of the 
d(l,N) metric of eq.(4.4) are 
s' = <ll(l;), r' = Cor, s' = Co- 1 (s + A(l;,l;)) 
( 4. 31) 
where Co is an arbitrary constant. Since eq. (4.23) must be preserved, 
it follows from eq. (4.14a) that 
The complete solution of this is the bilinear transformation 
s' 
al; +b 
cl;+ d det. [ ~ ~] = 1 . ( 4. 32) 
It will be convenient to use a homogeneous spinor notation, where we 
write 
so that the forms P and Q can be written as 
where 
' 
~ = Q • ,...a,a 
aa"' "' 
and, since P and Q are real, the spin tensors P · and Q · are both 
aa aa 
Hermi tean. 
(4. 33) 
(4. 34) 
The bilinear transformations on s are equivalent to the group of 
spin transformations 
( 18) 
r; 
Cl I 
where r;• = r; 11 / r; 0 ' • Since 
¢ = (ad - be) I (cl;+ d) 2 s 
t det.,. 
it is easily seen from eq. (4.31) that 
(f ' = Co <P , ~' = c~ 1 . 
= 1 ' 
It was shown in (K.D.) that if K is any other Killing vector 
for this metric, then it must be an infinitesimal transformation of 
the coordinate group in eq. (4.31) and so it must be 
-K = Cld + aa- + ao(Sd - ra) + T(l;,/;)d , s s s r s 
( 4. 35) 
(4. 36) 
where Cl is an analytic function of I;, Tis real, and, as in eq. (4.11), 
a 0 is a real constant. The metric is invariant under this iff 
KP - (a 0 + Re(as))P = o , 
KQ - (2a 0 + Re(as})Q = o 
Km + 3aom = 0 , 
and T is then any solution of 
Since m = µo , a non-zero constant, ao must be zero, and so 
-
(4. 37) 
(4. 38) 
(4.39) 
where Xis an analytic function. From eq. (4.39), ax+ ax= O, and so 
X = iKoCl(/;) where Ko is a real constant, i.e. 
iKoa(~> ( 4. 40) 
(19) 
This shows that if o is not a constant, then a is determined up to 
a multiplicative constant (any multiple of a Killing vector is also 
a Killing vector). This a can be shown, by direct substitution, to 
satisfy eq. (4.37), so that there are precisely two independent Killihg 
vectors for these metrics. If o is a constant then a is any solution 
of l{P - Re (al;;)P = 0. This has three independent solutions and so there 
are four independent Killing vectors. However, only two can commute, 
and so~ is in {,(,(2 ,N). This completes the proof of theorem I. 
We still have to solve for A from eq. (4.4). If ol;; ~ 0 then 
Ko * 0 and so (o 2/a)~ = 2iK 0 op- 2 , yielding 
(4.41) 
Of course, we can always set Ko = 1 by an appropriate choice of ao . 
When o is a constant, a is far from unique. The coordinates can 
be chosen so that CP is diagonalised and 
Any finite symmetry m"Qst be a bilinear transformation in I;;, and 
so if t + W(l;;,t) is the one parameter subgroup corresponding to a, 
()', (I;;) = <:hjJ(c;;,t> Clt I t = o. 
(4.42) 
where W(l;;,t) = (al;;+ b)/(cl;; + d), and a,b,c, and d are functions of t. 
From this, 
so that a corresponds to a symmetric spinor of rank two, 
()', (I;;) (4.43) 
Substituting this into eq.(4.46) and using eq. (4.51), 
(20) 
where ao and eo are arbitrary constants, eo being real. In particular, 
a = is can always be chosen as a preferred solution of the Killing 
equation, and then 
0 constant~P = ss + K1, a= is, (4. 44) 
5. Metrics of type c::i2(2,R) and Q(2,R) 
The metrics of type o2)( 2, R) are all independent of s and s , 
and so we s~all have a close look at the larger class, Q(2,R), of 
algebraically special spaces with the same symmetries. For these, the 
field equations, (3.14), reduce to ordinary differential equations, 
since D = -no , and can be partially integrated. From eq. (f.e.III), 
u 
where µo is a constant.Eq. (f.e.I) can now be written as 
d (n2H) --3 -= - 3µon n du . u 
and so 
2Da on ""'-4 von-:2. ( 5. 2) 2H = 3µon -
u 
where Vo is another constant. Since 
DODD= -0 ma Dn) 
u 
the last field equation fora.(2,R), eq. (f.e.II), can be written as 
( 5. 3) 
( 21) 
Eq. (5.2) and Eq. (5.3) can be simplified by the substitution 
11 ·e n = g"" 12 e 1 
together with a change of variable from u to a variable x defined 
by 
dx ~2 g du, 
The field equations then become 
... .. 
. 
. 
... ( 3i8 ) 8g - 8g + (28 3 - 8) .g = -Im lJoe 
68 2 ; + 
... ( 3i8 -1 i8 J g + 1288g = Re -3µoe + Vog e 
( 28 3 + 8 g = Im Vog- e 1 ···) ( i · 8 J 
where a dot denotes differentiation with respect to x. These 
equations are not independent, since 
d - 1 d . ax (5.6) + g ax (5.7) = 8(5.6a) 
and so eq. (5.6a) can be ignored if e is non zero. 
When Vo :f= O, we have been unable to integ:i:rate these equations any 
further. 
When the metric is type D, eq. (5. 2) can be simpl.i .,~ ""1 with the 
- 'Ya 
aid of eq. (4.22) to Vo = 0. Conversely, if Vo is zero then HM 
is a constant, and so eq. (D.I.) and eq. (D.II) are satisfied. The 
(5.4) 
(5. 5) 
(5. 6) 
(5.6a) 
( 5. 7) 
last two type D equations (D.III,IV) follow from eq. (5.6) and eq. (5.7). 
Theorem IIR: A space of type CL ( 2, R) is type D iff Vo is zero, 
-4 i.e. iff Hf;G is constant. 
For type ril'.>(2,R) spaces, eq. (5.7) can be integrated, giving 
where Ao is a constant, and so 
(22) 
2i8 •• 2i8 ~Re (Aoe ) , 8 = -~Im (Aoe ) . ( 5. 8) 
The remaining coordinate freedom is 
u' jqoj(u+ho) 
(5. 9a) 
where qo,q1 and ho are all constants. From eq. (5.4,5) 
g' g, 8' = 8 - arg(qo), x' (5.9b) 
xo being another constant, and so A10 = Aoqo - 2 • Providing Ao 
is non-zero, it can be transformed to any required value. Following 
Kinnersley (1969) we choose Ao = 1, and so 
82 = ~cos 28 ' .. 8 = -~sin 28 
which have as solutions 
i8 
e 
1 
dn (x) + /2 sn (x) 1 8 = /2 cn(x) 
where the constant of integration has been eliminated by the 
co-ordinate transformation x + x - xo . The functions in eq. (5.11) 
are the Jacobian elliptic functions of modulus 1//2. The only 
remaining co-ordinate freedom is s' = s + q1, which corresponds 
to the complex Killing vector, ds . 
( 5. 10) 
(5. 11) 
When 8 + O, eq. (5.6a) can be ignored and eq. (5.6) solved for g. 
The complete solution is 
g(x) ( 5. 12) 
where ao and bo are arbitrary complex constants, and the mass 
parameter, µo, is given by 
(2 3) 
JJo = ~ibo 
. 
When 8 = O, i.e. A.o = O, then Im(fi~) = 0 and so 6 = 0 
and the complex divergence p is real. This is the necessary and 
sufficient condition for w11 to be hyper-surface orthogonal. The 
field equations (5.6,7) become 
··• . 3i8o 3i8 g + ,RQ, (3µoe ) = O , Im(µ 0e 0 ) = O. 
The trans formation 8' = 8 - arg ( q 0 ) can be used to make 8 0 = 0 , 
so that ~. = g-~ and µ 0 is real. 
From eq. (5.14), 
where ]Jo + O. The transformation x' = lqo I (x - x 0 ) can be used to 
set ]Jo = -2, and to eliminate the quadratic term. Finally, the 
canonical form for g is 
g = x 3 + a 0 x + bo 
We shall see that this gives the C - metrics of Ehlers and Kundt 
( 1962). 
The metric for these Q,(2,R) metrics can be transformed t0 
(ds) 2 = -2l:g [di';* d~* + dx 2 /4g2 ] 
+ 2 [ ei 8dr;* + e -iGd~*] [ dR + pdx + Odl';* + Od~*] r 
where 
~ = (R2 + e2 ) , p = ~(R2 + 3S 2 ) 
1.. 8 ( 3i e . 8· , . . •. oe- = - Re µ 0e /R+ i ) + 72 (Rg- g) - 2ge 2 + gie· - Rgie 
(5.13) 
(5. 14) 
( 5. 15) 
(5.16) 
( 5. 1 7) 
(24) 
and the coordinates are defined by 
i8 di';*= di';+ dx/ 2ge , R = v IM· ( 5. 18) 
We shall follow the notation of Papapetrou ( 1966) and write this 
metric as 
ds 2 (5.19) 
where /JL, ~ = 1,2; A,B = 3,4 and g .. is a function of the (xoz.), 
1] 
i i.e. the {8A} are Killing vectors. In eq. (5.16), X = (R,X,1';*,1';*) 
We. will say that the metric in eq. (5.19) is quasi-diagonalizable 
(q.d. for short) if the cross terms can be eliminated. This can only 
be done by a transformation of the type 
(}l....' . lfL 
x = x 
If this is substituted into eq. (5.19) the equation g tn.'A' = 0 can 
be solved for the a? 
_A AB 01.. 
df = -h gO'L.Bdx 
CB B 
where gACh = oA and so the metric is q.d. iff the right hand 
side of eq. (5.21) is a perfect differential. 
For the Cl.(2,R) metrics, eq. (5.20) gives 
an - di';* = - e-i8 (gt: - o-i8 + oei8) (dR + pdx) /G 
where n = 1';*' , and G is the determinant of the two metric, gAB, 
(5.20) 
(5. 21) 
(5. 22) 
G = - g 2 L: 2 + 4gl: Re (oe-i8) + 4(Im(oe-i6)) 2 • (5.23) 
such a metric is q. d. iff a (n - 1';*) is a perfect differential. It 
is shown in the appendix that this is so iff Vo is zero, implying 
(25) 
Theorem IIIR: A metric of type a(2,R) is q.d. iff it is of type D. 
When n exists, the metric can be written as 
(ds) 2 = - 2gE[andn + (dx/2g) 2 + (dR + pdx) 2/G] 
+ 2 (eie an+ e-i8 an) (adn + cran) . 
We need a convenient variable, y, whose differential is proportional 
to dR + pdx. From eq. (5.22), 
d(I';* - n) = (ge-i 8 /G) (E + iA) (dy/y 'R) 
where 
- i8 . A = 2Im(ae /g) = 2R8 + sin 28 . 
From eq. (5. 25) 
a(r;;* - n) (C1 + iC2) dy 
where C1 and C2 are real functions of y, and so the ratio C2/C1 
must itself be a function of y. This variable will be defined by 
setting 
Cz/C1 - tan¢ (y) 
. 
This will only work if C2/c 1 is not constant, that is, if e ~ 0, 
and so the C - metric will have to be treated separately. For the 
Kinnersley metric, eq. (5.25) and eq. (5.28) give 
E + iA = ( E 2 + A 2 ) ~ e i ( e - cp) • 
(5.24) 
( 5. 25) 
(5. 26) 
(5.27) 
(5.28) 
(5.29) 
(5. 30) 
( 26) 
From eq. (5.10), 
and so, from eq. (5.29) and eq. (5.30), 
where ¢ = ¢ . Eq. (5. 28) .is equivalent to y 
e 2 i (e-¢) = ():: + iA) /(E - iA) 
and therefore 
Substituting in the known values for E and A, 
d(n - 1;*) = - [ g(E 2 + A2 ) /G] e-i<P dy/2 . 
The expression inside the square brackets must be a function of y. 
(5. 31) 
( 5. 32) 
(5. 33) 
(5. 34) 
( 5. 35) 
From known results for the C metric this was guessed to be proportional 
_l 
to [g(y)] · , so that 
G(x,R) /g(x) = - g(y) (E 2 + A2 ) • ( 5. 36) 
The easiest way to prove this is to substitute for g(y) using 
eq. (5. 29-31) 
(E 2 + A2 ) g(y) = 2 (E 2 + A2 ) RQ, (aoe 2i¢ + b0ei<I>¢> 
= 2RQ,[ aoe2i 8 o::-iA) 2 +boei 8 (E-iA)(R2 El+R sin 28 - El 3 )]. 
( 2 7) 
Eq. (5.36) can then be verified by comparing this with eq. (5.23). 
The function cr still has to be expressed as a function of x 
and y. From eq. (5. 23) and eq. (5. 26) 
From this, eq. (5. 26) and eq. (5. 30), 
cr = l>i1Ee-i8 sec2 ( e - cp) [ g (x) e~Hcp - g (y) e2i8] 
The equation for n can now be written as 
an = di;: + dx/2ei8g(x) + dy/2ei<P g(y) 
and the metric takes the simple form 
(ds) 2 = ~E[sec 2 (8 - cp)g(x) (ei<Pan - e-i<Pan) 2 - dx 2 /g(x) 
- sec2 ( e - cp) g (y) (ei8an + e-i8an) 2 + dy 2 /g (y)] 
E = cos(8 - cp)/(cos(8 + cp) - (cos 28cos 2¢)~) • 
The first p.n.v. is given by 
(5. 37) 
(5.38) 
( 5. 39) 
2R~(ei8at;*) = 2R~(ei8an> + cos(8 - cp)dy/g(y) • (5.40) 
The metric is invariant to dn +-dn and so the second p.n.v. is got 
from eq. (5.40) by changing the sign of an. We shall denote the two 
p.n.v. 's by K± , 
K± = cos(8 - cp)dy/g(y) ± 2R~(ei8an) 
When w1 i is hypersurface orthogonal, e = 0, and we can choose 
ei 8 = 1, so that ~is real. Eq. (5.22) becomes 
d(n - t;*) = - [ g(x) R4/2G] d(x - 2/R) 
and so we will replace the coordinate R by y = x - 2/R. Now 
(5. 41) 
( 2 8) 
~ = R2, and from eq. (5.23) 
G/R4g (x) = - g (x) + 4R- 2 RQ, (cre-i8) 
= - g(x) + O(R- 1 ) • 
Since the right hand side of this must be a function of y, and since 
g is a polynomial, it follows that 
G - - R4 g (x) g (y) • 
Of course, this can also be proved by direct calculation. It is now 
fairly simple to show that 
an = d~ + dx/2g(x) + dy/2g(y) (5.42) 
and that if we write 2n = n 1 + in2 where the nA are real, then 
- 2 -2 r. 2 + dx 2 + 2 dy 2 J (ds) = (x-y) 2 Lg(x)dn1 g(x) g(y)dn2 -g(y) , (5. 43) 
and the p.n.v's are 
K± dn2 ± dy/g(y) . ( 5. 44) 
The curvature invariant ~2 is given by 
~2 = t µo(x - y) 3 (5. 45) 
and so the curvature tensor is regular for all finite values of y 
and x. This is the C metric of Ehlers and Kundt. 
The similarities between eq. (5.38) and eq. (5.43) are obvious. 
The function g appears to be more complicated in Kinnersley's metric, 
since it involves elliptic functions, but it can be reduced to 
polynominal form by defining 
(29) 
x2 tan(e +~TI) , Y2 =tan(¢+ ~TI) , n = ~<n2 + ini)eiTI/i+ 
The metric then becomes 
+ (dX~ /g(X) - dY 2 /g(Y)) (1 + X2Y2)] (5. 46) 
where g is a quartic polynomial, 
ao = l,,rc1 + ~ico, bo = ~c1 (1 + i) + ~cg(l - i) , 
To see that eq. (5.43) is the limit of eq. (5.45), it is necessary to 
let (X,Y,n1,n 2)-+ (qX,qY,ni/q,ni/q) in eq. (5.45), so that 
where the {d.} are arbitrary. If we set q = O in the resultant metric, 
l. 
we get eq. (5.43). 
Another simple limit follows from (5.46) by defining 
z = y- 1 , Z(Z) = -Z 4 g(Z- 1 ) or Z(Z) = c 0 (1- Z 4 ) - c 3Z - c 2 z2 - c 1Z 3 • 
Eq. (5.46) becomes 
ds 2 = 2(1 - xz)- 2 [~a~2 + L:az 2 + g(X) can2 + z2 an1> 2 
g(X) Z(Z) L: 
L: = x2 + z2 
~ 
- z < z) <an 2 - an i> 21 , 
L: 
(5. 4 7) 
and the Kerr Nut metric of the next section is obtained by making the 
substitution 
(30) 
and then putting q = o. 
The curvature invariant, ~2 , of eq. (5.47) is [ l 3 x - z 1 - iXZ (5.48) 
and so the curvature tensor is again regular for all finite X and Z. 
6. METRICS OF TYPE a(l,N) and c2)(2,N) 
If ~ E 0.(1,N) then it has a Killing vector Pd and the metric 
u 
can be transformed to that of eq. (4.4). The mass function, m, can be 
eliminated from eq. (4.8,9) giving 
which can be written as a function of K1 ,K2 and P2os( = PQs - QPs) , 
so that the field equations for Q. (l,N) are 
= 0 (6. 2) 
P2K - - I (P2~ ) 12 + Q2K 0 2ss us s 2s~ = · ( 6. 3) 
If these are satisfied then m is defined up to an additive real constant 
by eq. (4. 8,9). 
The following two equations will prove useful 
0 , (6.4) 
(6. 5) 
the first of these being equivalent to eq. (4.8), and the second being 
an identity. Also, the derivative of m can be found by differentiating 
eq. (4.8) with respect to s, and using eq. (4.9), 
( 31) 
(6. 6) 
Since A can be taken as any solution of: Im(As) 
choice of u, we will assume 
-3 ' QP , by an appropriate 
A- = -igp- 3 
s 
and then eq. (6.6) becomes 
From the analysis of section 4, an~ E Q..(l,N) is type D iff 3 
-
a s coordinate for which P and Q are bilinear in s and s . For a 
general s coordinate' n = PA - (P s/P) u' so that au D n = -P ss/P and 
The type D conditions, eq. ( 3. 16) , reduce to H = 0 and (JP 3 ) s "" 0, 
that is to K1s = (P
2
os)s = o. From eq. (6.5) and eq. (6.6), K2 and m 
are also constant and so the field equations, (6.2) and (6.3), are 
satisfied. 
Lemma 2N: The non-radiating metric of eq. (4.4) is type D iff Ki and 
(6. 7) 
( 6. 8) 
K2 are constant, (P 2os)s = O, and mis a constant whose imaginary part 
is defined in eq. (4.8) (or equivalently, eq. (6.4)). 
An~ E C1.(2,N) iff its metric.is given by eq. (4.4), and it admits 
a second Killing vector K, given by eq. (4.10), commuting with as. 
Since [as, K] aoas, the constant ao must be zero. The two curvatures, 
Ki and K2, and 6 have simple transformation properties for the trans-
formation of eq. (4.31). 
(6. 9) 
and so they satisfy simple Killing equations 
(32) 
K (o) = o • (6. 10) 
If any of these three real functions are non-constant then K is 
essentially unique, since if K * = a*8s + ... is another Killing vector 
and if os :j: o, then K *o =Ko = o gives (a*/a) = (a*/a} .and so 
a* = (real constant) a . 
Suppose we use a s coordinate for which a(s) = ~, and write 
ds = ~(d¢ + id8) / <\ = a¢ - ia8 (6. 11) 
From eq. (4.11) and eq. (6.7), P, Q, and A are all functions of 8; and, 
from eq. (6.7), A can be chosen to be real, so that K = 3¢. The metric 
is given by 
(d T) 2 = -~ t;p-2 [(d8) 2 + [ d¢ + (2oP 2/L:) (ds + Ad¢)] 2 ] 
+ (2dr + (rr/L:) (ds + Ad¢)) (ds + Ad¢) 
where a dot denotes differentiation with respect to e, and g,. is 
1.J 
(6.12) 
independent of¢ ands. If this is q.d., then the appropriate coordinate 
transformation must eliminate all cross terms between (d8,dr) and 
(d¢,ds). There is only one such, and therefore if (s,¢) + Cn 1 ,n2) , 
so. that 
d¢ + (2oP 2/L:) (ds +Ad¢) = dn2 + (26P 2/L:) (dn1 + Adn2> , 
ds +Ad¢= dn1 + Adn2 - (l:/rr)dr 
d¢ 
2 L:[ 2 •' 
-as = 2P2 ae + (an2 + (2oP
2/L:) (dn2 + Adn 2>> 2 ] 
+ ~ dr 2 - f (dn1 + Adn2) 2 
(6.13a) 
(6.13b) 
(6.13c) 
( 33) 
These equations are integrable iff the coefficients of dr are functions 
of r; and so the ratio (r2 + 82 + 2A8P 2)/8P 2 must be independent of 8; 
i.e. 8P 2 and (8 2 + 2A8P 2) must both be constants. From eq. (6.7) 
P2A + 8 = o, (8 2 + 2A8P 2) 8 = A(28P 2) 8 and so~ will be q.d. iff lP 2 is constant 
and TI is a function of r, that is iff K1 1 K2, 8P 2 and mare all constants. 
Finally, from lemma (2N), 
Lemma 3N A type Cl (2 ,N) is quasi-diagonal iff it is type D. 
For an arbitrary Q,(2,N) space, eq. (6.2) and eq. (6.8) give 
(6. 14a) 
(6.14b) 
where n 1 and n 2 are constants, and so the metric is q.d. iff n1 = n2 = o. 
The general solution of eq. (6.14a) is not known, and so the field equation 
for the Cl-(2,N) metrics have not been solved completely, although some 
special solutions are given in (K.D.). In particular, the complete 
solution is given when n1 is zero. 
. 
If~ Ec:V(2,N) and 8 is not a constant then A= -o 2 /2Po For 
the c 0 transformation of eq. (4, 31) and eq. (6.9 ), (2P 26)' = Co 3 (2P 28), 
and so we will assume 
1, A -82 (6. 15) 
If (x,Y) = (0(8), r) are used as non-ignorable coordinates, then 
- (as) 2 = ; ax 2 + rrt (an 1 + y 2 an 2) 2 
x 
(6. 16) 
(34) 
where 
L: = x2 + Y2 
The curvature invariant ~2 is given by 
~2 = -m(r + ix)- 3 
and so the curvature tensor is regular for all points other than 
r = x = O. 
The transformation 
( x', y ', n i ' 1 n 2 ' ) = ( qx, qy, q- 1 n i , q- 3 n 2) 
(K1', K2', m') = (q2K1, q 4K2, q 3m) 
(6. l 7a) 
(6.17b) 
(6. l 7c) 
(6. l 7d) 
(6.18) 
preserves the form of eq. (6.16), but modifies the parameters, showing 
that they are not invariants. If 2K 1 ~ O, then it can be chosen to 
Since both TI and TI have to be positive, -K2 must be also 
x y 
whenever K1 > 0 and Im(m) = 0. This leads to the Kerr metric, 
'IT 
x 
= a2 - x2 , 
When o = o, then Q 
TI = y 2 - 2my + a 2 y 
dx 
convenient to introduce a new coordinate, x, defined by dG = Tix where 
(6.19) 
TI = l/2P 2 and to choose u such that A = 2ox. It follows from the equation 
x 
for K1, eq. (4. 6) and eq. (6.11), that 
(6. 20) 
The metric can be written as 
(35) 
- (ds) 2 = l: [ (6. 21) 
where 
2 2qx > 0 1T = -2K1X + + p 
x 
1T = 2K 1 (y 2 - 02) - 2moY > O 
' y 
l: = y2 + 02 (6.22) 
m = mo + 2iK10 
' 
and p and q are arbitrary constants. This is the B [ +] metric of Carter 
(1968), or the generalised NUT metric. If Ki < 0 then p and q can both 
be transformed to zero. This corresponds to taking P = (/-K1)i(s - G) in 
section 4, but does not work for K1 > 0. In the latter case, the best that 
can be done is to eliminate one or other of p and q. Also, the transformation 
of eq. (6.18) can be used to transform any nonzero IK1I to~' and so the 
canonical forms for 1T and 1T are 
x y 
'K1 > 0: 1T 1 - x2' 1T = y2 - 2my - 02 x y 
K1 < 0: 1T x2 1T = -y2 - 2my + 02 
x y 
K1 = 0: 1T = i 
' 
1Ty = -2my x 
The corresponding ranges of coordinates follow from the requirement that 
both 1T and 1T be positive. 
x y 
The curvature invariants, '¥2, is given by 
'¥2 = -m(y + io)- 3 
and so the curvature tensor is nowhere singular for o ~ 0. 
(36) 
When o = 0 we get the usual variants of Schwarzschild which are singular 
when y = O. 
( 37) 
7. CONCLUSION 
In this paper we have .discussed the diverging empty algebraically 
special metrics and have shown that all (diverging) type D spaces with 
two commuting Killing vectors are characterised by a complex constant 
which is zero iff the space is quasi~diagonalizable or iff the space 
is type D. The non-diverging case has not been treated here, but the 
type D metrics with zero divergence are also quasi-diagonalizable 
(Kinnersley 1969) and in fact may be derived from a limiting process 
on Kinnersley's metric (Carter 1968, Kinnersley 1968). 
Canonical forms have been found for all (diverging) type D 
metrics. The most general metric is typified by a quartic function 
of a single variable and all metrics can be found from it by simple 
limiting processes. This behaviour also holds for the generalibed 
so.lutions containing a maxwell field and cosmological constant where 
again a quartic function of a single variable appears, (Plebanski et al. 
1976, Debeve.r 1971, Weir 1976). 
Coordinates which have been used in the past to describe empty 
algebraically special spaces were introduced in section 3 but :it 
was found in section 5 that these are unsatisfactory for the radiating 
type D metrics. In particular, new coordinates were introduced 
which linearised the remaining field equations for the radiating 
metrics. Whether there are coordinates which drastically simplify 
the field equations for the general algebraically special spaces, 
as there are for type D metrics, is an open question. 
( 38) 
APPENDIX 
We wish to show that d(n - s*) is a perfect differential. Papapetrou 
(1966) has proved that this occurs iff K[µ;VKO'.K(3] = 0 where 
K = Kad is the complex Killing vector. Since, in our ()', 
co-ordinates' KO', = o~ ' KO', = o~ ' we must prove K [ 1 i 2 ] = 0. 
Expressing K[ l; 2 ] in our spin frame, we find, from section III, 
that 
K [ 1 i 2 ] = 2 R.Q,[ {t3p + upm To 0 - To l + pS1 Ti i ] 
where TAB 
+ pp ms - (3n) 
. 
= f · KCD and 
ABCD 
Expanding out K [ 1 ; 2 ] , and using 
we find 
2ppvo 
[Toi - Toi 1 
This calculation is simplified by noting from the work of Papapetrou 
[1·2] -
that K ' = pp (constant) • 
(39) 
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