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Transfer learning technique enables training Deep Learning (DL) models in
a data-efficient way for solving computer vision tasks. It involves pretraining
a DL model to learn representations from a large and general-purpose source
dataset, then fine-tuning the model using the task-specific target dataset. The
dominant supervised learning (SL) approach for pretraining representations
suffers from some limitations that include expensive labeling and poor general-
izability. Recent advancements in the self-supervised learning (SSL) approach
made it possible to learn effective representations from unlabeled data. The
performance of the fine-tuned DL models based on pretrained SSL represen-
tations is on par with the state-of-the-art pretrained SL representation-based
fine-tuned models. However, no study has been done to determine the general-
izability of SSL representations on various target domains as well as to under-
stand the science of its efficacy. In this thesis, we conduct a multi-dimensional
investigation on the SSL approach for pretraining representations. We identify
the space of SSL’s excellence by investigating various SSL techniques on two
types of target datasets: target dataset that is similar to the source dataset
used to create the representations, and target dataset that is significantly dif-
ferent from the source dataset. For the latter type, we use the camera trap
dataset that assembles various information on wildlife populations. In addition
to this, we explain the effectiveness of SSL representations by two techniques:
group symmetry-based analysis (e.g., invariance to various transformations)
and feature visualization-based analysis. We design and conduct an extensive
study for this investigation. The main contribution of this thesis is three-fold:
(i) We achieve the new state-of-the-art benchmark on a large camera trap
dataset using the SSL-based approach. (ii) We analyze the effectiveness and
efficiency of the main SSL techniques against the dominant SL technique for
diverse domains. (iii) We provide an interpretability study framework for the
SSL representations. Using this framework, we offer insights on the general-
izability of the SSL representations as well as how SSL models reason about
the semantic identity of the target data used in a classification task.
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In the past decade, the field of Artificial Intelligence (AI) has seen an immense
amount of growth. Real-world applications like automation, speech recogni-
tion, computer vision, and robotics have benefited greatly from techniques
developed in the field of AI.
Artificial Intelligence is a broad term and often encompasses various sub-
fields. In Artificial Intelligence: A Modern Approach [90], Russel and Norvig
state that a machine that is intelligent enough to pass the complete Turing
test should encompass the following capabilities:







The field has grown in the past decade due to these subfields that make up
an intelligent agent. Due to the internet, the amount of data in the world has
grown at an exponential rate that has lead us into the age of Big Data [71].
To manage this influx of data we have built systems that can infer knowledge
through the process of extracting patterns. This process of discovering pat-
terns in data is called Machine Learning (ML), and algorithms that fall under
this field have proven to be very successful. We now have ML algorithms
that can perform natural language processing, computer vision, and robotics
among other things.
This progress is heavily dependent on the representation of data (Knowl-
edge Representation). Every bit of information that the algorithm takes as
an input is called a feature. These features are the key to determining good
performance. The problem arises from the fact that we cannot know a priori
what features will help with a specific task. The natural solution to this is
then learning the representations along with the mapping to outputs. Learned
representations often result in much better performance as compared to hand-
designed features [32].
This approach for learning representations led to the birth of the field
of Deep Learning (DL). The DL models are designed using the convolutional
neural networks (CNNs) for learning complex representations as a composition
of simpler representations. This sort of hierarchical end-to-end learning has
proven to be extremely successful in practice. An example of this would be
a CNN that learns simple representations like corners, edges, colors, etc., and
then uses these simpler representations to learn higher-level representations
that help it to detect cats in images. This flavor of ML now has more power
and expressivity as an algorithm and performs much better as compared to
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algorithms that purely learn a mapping from representations to output.
DL has achieved tremendous success in a wide variety of tasks such as
vision, text, speech. In this thesis, we focus on vision-oriented tasks. In
the past few years the field has seen ground-breaking progress in supervised
learning tasks like image classification [54, 95, 41, 101], object detection [31,
85, 40], segmentation [62, 40, 12, 119], tracking [106, 118], generative models
[49, 33, 78, 46]. However, solving these tasks using DL requires a large amount
of task-specific data, which is expensive to obtain. A data efficient solution to
this problem is the transfer learning approach [112].
1.2 Transfer Learning
In transfer learning, knowledge gained from learning on the source domain
is applied to a different but related target domain [77]. This learning ap-
proach shifts the target data-based and resource-intensive training of the DL
models to the source data-based pretraining phase. More specifically, transfer
learning consists of two phases (fig 1.1): pretraining and fine-tuning. Dur-
ing the pretraining phase, a DL model is trained once on a large and generic
source dataset to learn representations. Then, during the finite-tuning phase,
these representations are adapted via fine-tuning based on the target data.
The benefit of the transfer learning approach is that if the pretraining rep-
resentations are generic enough, then small target data can be used to solve
a downstream task such as classification [76, 50]. Thus, the effectiveness of
the transfer learning approach depends on learning successful representation
during pretraining.
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Figure 1.1: Transfer Learning: Main Approaches for Learning Representations
During Pretraining.
1.3 Representation Learning during Pretraining
The pretraining representations must be generalizable for improving the per-
formance of the target task with limited data [93]. The standard approach
for creating general-purpose pretrained representations is Supervised Learn-
ing (SL). The SL approach uses a large and generic labeled dataset such as
ImageNet [89] to pretrain a DL model (fig 1.1). The data labels are used to
compute prediction error that the pretraining model reduces by minimizing a
loss function via the gradient descent algorithm.
Although the pretraining representations using the SL approach has been
the de facto standard for transfer learning in computer vision applications
[86, 11, 108, 10], this approach suffers from some limitations.
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1.4 Supervised Learning: Limitations
The SL approach has four key limitations.
• First, this approach is inefficient as it requires a large amount of la-
beled data [116, 44, 64, 21, 52, 39]. There are various ways to attain
these annotations such as from class labels [89], hashtags [64], bounding
boxes [28, 59], etc. But manually annotating the large source dataset is
expensive.
• Second, the semantic annotations that are predefined often scale poorly
to the long tail of visual concepts [103].
• Third, there is an inherent bias that is attached to the learned represen-
tations via the SL approach [25]. Minimization of the loss function dis-
cussed earlier forces the model to learn representations that lead to lower
loss. These representations might not necessarily generalize to other do-
mains effectively [21, 52, 39]. Generalizability suffers more when the new
domain is different from the original one [25, 68, 98].
• Four, the generalization is further hurt in the SL approach due to the
choice of its loss function using in the gradient descent algorithm. More
specifically, the SL approach uses the Cross-Entropy Loss Function [32].
Cross-Entropy Loss measures how far the predicted category is from the
ground truth (i.e., the label). Intuitively, this function attracts samples
from the same class and repels samples from other classes. This leads
to representations that are mainly class-dependent. Hence, they might
transfer poorly to other domains.
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One approach to overcome the limitations of the SL-based pretraining is
to use the unsupervised learning.
1.5 Unsupervised Learning
Unsupervised learning algorithms do not rely on labels (fig 1.1) rather they at-
tempt to learn properties of the dataset that provide some information about
the structure of the dataset. More formally this means learning the true
probability distribution that generated the dataset. There has been a lot of
progress in this area through various algorithms like clustering, autoencoders,
etc. [66, 61, 88, 49]
Regardless of the invaluable progress in the direction of unsupervised learn-
ing, most of the algorithms were not able to match the state-of-the-art (SOTA)
performance achieved by SL techniques until recently [13, 14, 9, 35, 34, 115, 15].
In the past few years, a new sub-field of unsupervised learning has started gain-
ing traction due to its fantastic representation learning capabilities and near
SOTA performance. This field is called self-supervised learning [25]. Its po-
tential to learn expressive representations for solving computer vision tasks is
aptly captured by Yann LeCun, the creator of Convolutional Neural Networks,
“The revolution will not be supervised” [1].
1.6 Self-Supervised Learning (SSL): “The revolution will
not be supervised”
To get closer to human-level intelligence, the models need to look beyond the
dataset and infer more general properties that enable them to be adaptable
and more human-like. As humans, we learn about some general rules like
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face-tracking, object permanence, motion, gravity, etc. early on by purely
observing the world without any feedback [27]. As we grow older we repeat
this cycle of observation→ action and improve our representation of the world.
This trial and error process involves minimal supervision (through labels). It
takes us a small amount of data to learn something simple like what a dog
looks like, However, the DL algorithms require thousands of images of dogs to
do the same. This naturally leads to the question of how can we build systems
that achieve this level of understanding and learning? The simple answeris
utilizing background/domain knowledge to improve representations. This is
where SSL comes into the picture. SSL provides a promising framework for
utilizing data to learn more general representations and these representations
can take us closer to generic-human intelligence in systems.
SSL is a form of ML that obtains feedback signals from the underlying
structure of data instead of explicit labels (fig 1.1). A general SSL technique
entails predicting a hidden property of the input from the observable proper-
ties. This field was referred as unsupervised learning (or a sub-field) in the
past due to the lack of labels but we believe that it is incorrect to define SSL
as a sub-field of unsupervised learning. Unsupervised Learning has minimal to
no feedback signals but self-supervised learning utilizes an enormous amount
of feedback, even more than standard supervised learning, and hence should
be treated as a separate field [2].
This type of learning fits perfectly into the equation as we have almost
endless amounts of unlabelled data and self-supervised learning can learn rep-
resentations from the internal structure of this data without manual supervi-
sion. Based on this premise SSL, in theory, should outperform all previous
forms of learning when it comes to building general representations devoid of
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biases.
Progress in the direction of SSL started with the advancement of Natural
Language Processing (NLP) models. There is a long list of great advance-
ments in the field of NLP that is driven by self-supervised learning: Collobert-
Weston 2008 model [19], Word2Vec [67], GloVE [81], fastText[45], BERT[22],
RoBERTa [60], XLM-R [20], GPT-1/2/3 [83, 84, 6]. This shift from supervised
→ self-supervised learning occurred due to its ability to provide considerably
higher performance compared to simple training in a supervised fashion.
In NLP models, the training process usually involves masking parts of the
input and then using the rest to predict these masked words. BERT is a great
example of self-supervised learning in NLP. The training for BERT involves
masking a certain percentage of the inputs and asking the model to predict the
masked inputs. This is an example of self-supervised learning that is based on
reconstruction/prediction. What makes it so effective is the fact that textual
data is in the discrete space. Probability distributions in the discrete space are
easier to represent. Unfortunately, transferring to other domains like vision
becomes extremely difficult. The inputs in the vision domain are pixels and the
output space is a high-dimensional continuous space. The pixels themselves are
not i.i.d. unlike words in sentences. In the vision domain, there are situations
where self-supervision has outperformed supervised learning on certain vision
tasks but it still hasn’t completely overtaken supervised learning similar to the
NLP domain. There is a lot of prior and ongoing work focused on building
new SSL techniques and improving their performance. The goal is to beat
supervised learning. Recent work in the area of self-supervised learning has
been able to beat supervised learning on benchmarks in the field of object
detection and segmentation [13, 14, 9, 35, 34, 115, 15]. This does not mean
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that it has completely surpassed supervised learning. In this thesis, we will
attempt to break down the reasons behind this advancement and study them
in detail.
1.7 Motivation
Irrespective of the progress made by SSL-based pretrained representations for
transfer learning in computer vision tasks [13, 14, 9, 34, 15], to the best of our
knowledge no effort has been made to study/explain the efficacy of the SSL
representations. There are diverse techniques to create SSL representations
[13, 14, 9, 115, 111]. The effectiveness of these techniques varies with respect
to the target domain. However, it is not clear what type of target data benefits
more from a specific SSL technique. More importantly, there has been no study
to understand why the SSL-based representations are effective for downstream
tasks such as object recognition. To advance the research on the SSL approach,
the following questions need to be addressed.
• How do the pretrained representations, learned via the SSL techniques
for transfer learning, perform when the target data is significantly dif-
ferent from the source data (used for pretraining representations) as
compared to the target data that is similar to the source data?
• How do the SSL techniques perform under large and small data regimes
for the above two target domains?
• Which SSL techniques are both effective and efficient for a given target
domain?
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In this thesis, we conduct an in-depth analysis of SSL representations cre-
ated by various techniques for transfer learning classification tasks. To de-
termine the domain-specific efficacy of the SSL techniques, we systematically
apply SSL techniques (i.e., SSL-based representation to fine-tune classifiers)
on two different types of target datasets. More specifically, we use a single
source dataset (i.e., ImageNet [89]) for creating the SSL representations and
use these representations to perform classification on the following two types
of target datasets: the target dataset is similar to the source dataset, and the
target dataset is significantly different from the source dataset. For the first
type of target dataset, we use the CIFAR datasets [53] due to their similarity
in the categories and data distribution. For the second target domain, we use
the camera trap dataset.
Camera traps or motion-activated cameras are one of most widely used
tools by ecologists to collect various information on wildlife populations such as
habitat [26], population dynamics [74], and [51], and prey vigilance [17]. Deep
Learning has emerged as a potential solution to automate the classification
of the large camera trap datasets [73, 100]. Recently, a SOTA benchmark
is achieved by SL-based DL approach [73] on one of the largest camera trap
datasets, i.e., the Snapshot Serengeti [99]. However, the effectiveness of the
SL-based approach depends on the availability of a large labeled dataset. The
SSL could be a data-efficient solution to the camera trap image classification
problem.
1.8 Thesis Goal
The goal of this thesis is two-fold.
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• Provide an effective and efficient solution for the camera-trap datasets
that overcome the limitations of the supervised learning techniques.
• Perform extensive analysis of the SSL representations in comparison to
the SL representations.
For the SSL analysis, we investigate the following research questions.
• RQ1 (exploratory): Do SSL representations exhibit better generalizabil-
ity than the SL representations?
• RQ2 (exploratory): Are the effectiveness (accuracy, precision, etc.) and
efficiency (epochs to reach convergence) of the two main SSL representa-
tion learning approaches (i.e., cluster-based and instance-based) different
on downstream classification tasks?
• RQ3 (explanatory): Do the SSL representations exhibit better group
symmetries (e.g., invariance with respect to various transformations such
as translation, rotation, flip, scale, etc.)?
• RQ4 (explanatory): How does the SSL approach reason about the seman-
tic identity of the data while creating the representations as compared
to the SL approach?
In order to address these questions, we design a set of studies that includes
diverse target datasets as well as various SSL techniques. The SSL represen-
tations are pretrained using the ImageNet dataset [89], following which the
downstream classification task is performed on datasets that share ImageNet
like classes and class distributions (e.g., CIFAR-10 and CIFAR-100 [53]) as
12
well as on datasets that are significantly different from ImageNet, i.e., cam-
era trap datasets (e.g., Snapshot Serengeti [99], NACTI [100], ENA-24 [114]).
We experiment with two main SSL approaches to capture the variance across
various techniques: instance-based (SimCLR [13, 14] and Barlow Twins [115])
and class-based (DeepClusterv2 [9] and SwAV [9]).
1.9 Main Contributions
Our Main Contributions are as follows:
• We achieved the new SOTA on the Snapshot Serengeti camera trap
dataset using the SSL-based approach.
• We provided a benchmark for the camera trap ENA-24 dataset.
• We provided an in-depth analysis of the effectiveness and efficiency of
SSL techniques in the vision domain.
• We investigated the representations learned by SSL techniques in con-
trast to SL techniques.
• We also compared various SSL techniques.
• We designed a framework to study the interpretability of the SSL repre-
sentations. The framework uses two approaches: group symmetry and
feature visualization.
1.10 Thesis Organization
The rest of the thesis is organized as follows:
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1. Chapter 2: Describes Self-Supervised Learning and its various approaches.
2. Chapter 3: Describes the Interpretability Study Framework.
3. Chapter 4: Describes the Method of this Thesis (design of our study,
datasets, SSL methods, model, etc.)
4. Chapter 5: Results and Analysis.




In this chapter, we discuss the background and various techniques of self-
supervised learning.
2.1 Representation Learning
In ML, representation learning refers to a bag of tools that allow a system
to discover representations needed for the task automatically [32]. This takes
away the need for manually/hand-designed features, essentially removing the
feature-engineering aspect from the ML pipeline. This results in an end-to-
end approach that takes in inputs/features and outputs predicted labels (could
be numerical values or classes). The representations and the mapping from
representations to outputs are learned together. In practice, this results in
improved performance and efficiency.
This kind of learning involving representations is motivated by the fact
that tasks often require inputs that are convenient to process. Real-world
data, unfortunately, is not convenient, and hence techniques that hand-design
features have not been as successful as end-to-end learning (often referred to
as deep learning). The two ways to learn representations are:
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• Supervised learning: representations learned using (feature, label) pairs.
• Unsupervised learning: representations learned without labels.
There are numerous examples of both of these techniques that seem to
work well in practice. Supervised Learning seems to be superior due to its
high performance on real-world tasks. The lack of labels makes unsupervised
learning quite difficult. Although supervised learning works great in practice
it does not always provide an effective and efficient solution. It suffers from a
lack of generalization and sample inefficiency. To make matters worse, labeling
is expensive, and hence labeled datasets are difficult to procure. These issues
have lead researchers to look for alternative approaches. One such approach is
self-supervised learning [23, 25, 24] which originated from unsupervised learn-
ing. The main categories of representation learning are shown in fig 2.1.
Figure 2.1: Categories of Representational Learning.
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2.1.1 Unsupervised Learning
The act of learning representations without labels is often defined as unsuper-
vised learning. The goal here is to discover and capture underlying patterns
and structures in data, in the hope of building excellent representations. Rep-
resentation learning using unsupervised techniques often results in an inter-
section of fields called semi-supervised learning [57, 55, 110]. First, we learn
representations in an unsupervised fashion, and then we fine-tune these repre-
sentations with a small labeled dataset. The hypothesis behind this approach
is that the first part of this framework will build decent representations and
the second part will fine-tune them to be performant for the task at hand.
This works decently but doesn’t come close to beating completely supervised
learning.
Self-supervised learning techniques were proposed in the process of design-
ing an efficient approach for unsupervised learning. It started as a sub-class
of unsupervised learning but has grown to be its own field given how it learns
representations.
2.2 Self-Supervised Learning (SSL)
The core idea behind self-supervised learning is to automatically generate a
supervisory signal that helps the algorithm solve a specific task. Algorithms
that fall under this type of learning do not use annotated datasets to learn rep-
resentations. This feedback signal is generated via a few different approaches
which we will cover in detail. In general, there are two high-level approaches to
self-supervised learning: Generative and Discriminative. In the next section,
we discuss these two in detail and address some techniques that fall under
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these paradigms. The main SSL techniques are shown in fig 2.2.
Figure 2.2: Various SSL techniques.
2.3 Generative Approach to Self-Supervised Learning
Generative Learning aims to learn representations by modeling the input dis-
tribution P (x). This is done under the assumption that a good model of P (x)
contains sufficient information about the category distribution P (y|x). More
informally this means that if we can learn a representation that is good enough
for perfect reconstruction then the same representation encodes sufficient in-
formation about the category of the sample, providing it with the ability to
discriminate between samples. Along with this assumption, we expect the
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learned representation to be invariant to variance in samples irrelevant to the
task. Invariance is generally achieved via regularization of latent representa-
tions (enforcing sparsity [75] or robustness to noise [5, 104]).
Doersch et. al. argue that the latent variables of an appropriate generative
model are a good way to think of efficient representations. Ideally, a gener-
ative model of natural images would be capable of generating images under
their natural distribution and would be able to seek common causes for dif-
ferent images and share information between them. The problem arises from
the fact that inferring latent structures given an image is intractable even for
simple models. There has been work done in this area to overcome the compu-
tational complexities, Wake-Sleep algorithm [42], Contrastive Divergence [43],
Deep Boltzmann Machines [91], and Variational Bayesian methods [49, 87] are
some of the examples. These models use sampling to perform approximate
inference. Generative models attempt to directly model the pixel distribu-
tion which is computationally expensive and therefore it becomes difficult to
train a convolutional network. Given the way these models work and their
limitations, they have not been great at performing well on high-resolution
natural images. Smaller datasets like handwritten digits seem to be manage-
able [42, 43, 91, 49, 87].
2.4 Discriminative Approach to Self-Supervised Learn-
ing
Discriminative approaches to SSL are fundamentally different from Generative
ones. Generative models learn how to reconstruct an input but this seems
unnecessary in the context of tasks like classification, detection, etc. If the
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task is to classify categories then image reconstruction is unnecessary and adds
complexity. Learning the input distribution is extremely expensive as well. A
discriminative approach instead attempts to learn an embedding (a feature
vector for each image). In a latent space, semantically similar embeddings
would be close to each other while different ones would be further apart.
The goal of this formulation isn’t to learn the input distribution P(x) but
instead a representation that can discriminate between input samples. Ob-
jective functions used to learn representations are similar to the ones used in
supervised learning. In contrast to supervised learning, these functions are
used to train networks for performing pretext tasks where both inputs and
labels are derived from an unlabelled dataset. An example would be the case
where a CNN is trained to discriminate between surrogate classes. Representa-
tions that are learned using this approach are discriminative and also invariant
to some typical transformations. These discriminative and invariances make
them useful for vision tasks.
There is a caveat to discriminative learning approaches: The approach dis-
cussed assumes that transformations do not change the identity of the image.
For example, color transformations will cause the trained network to be invari-
ant to color-based changes and thus cannot be expected to work well on tasks
that rely on color as a discriminating factor (differentiating black panthers
from pumas). There are a few different ways to handle this issue that involve
carefully choosing transformations or using multiple networks trained on var-
ious sets of transformations. The key takeaway here is that similar to pretext
tasks the choice of transformations is essential to the learned representations.
There are two key discriminative SSL approaches:
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• Instance-Based: These usually employ two techniques: pretext task-
based learning or contrastive loss-based learning. Both focus on learning
how to discriminate specific instances instead of classes.
• Cluster-Based: This is similar to how supervised learning learns to dis-
criminate between classes/categories but since we have no labels the
algorithm has to rely on the underlying structure in the dataset.
2.4.1 Instance Based Approaches
The fact that supervised learning requires annotated data, conceptually the
labels bind disparate images belonging to the same class. This scheme suffers
from multiple problems. Often, the data labeling process is non-trivial. For
example, camera-trap datasets are annotated by volunteers who might not be
the best judge when it comes to deciding the most correct label for an image. In
the same domain, there might be issues with missing objects since camera-traps
click a sequence of images when triggered by a motion (a monkey that triggered
the camera might be in only one image out of the sequence yet all the images
in the sequences would be labeled with the monkey class). Unfortunately, the
supervised loss function builds representations by forcing these disparate and
noisy images of the same class together and other classes apart. There might
be other issues related to generalization. Learning to discriminate among
classes might be misaligned as an objective when we need the representation for
future downstream tasks. For example, model weights trained on the ImageNet
Classification task might not be suitable for classifying noisy and imbalanced
real-world datasets like the Snapshot Serengeti.
These limitations of class-based learning lead to a follow-up question: Can
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we learn a good representation that captures the apparent similarity among
instances, instead of classes, by merely asking the feature to be discriminative
with respect to individual instances? This question leads to the sub-area of
Instance-Based SSL. The hypothesis here is that the essential difference that
makes supervised pretraining weaker (and instance discrimination stronger)
is the common practice of minimizing intra-class variation in representations.
There is a crude assumption at play that suggests all instances within a cat-
egory should be alike in the latent space of representations. This essential
neglects all the unique information from a single instance that could have
been significant in downstream applications. A strong higher-level representa-
tion is not critical for transferring to downstream tasks, but this in itself does
not explain why instance-based (contrastive) pretraining yields better perfor-
mance than supervised, specifically for tasks like object detection on PASCAL
VOC [13, 9]
The original idea behind annotating one million images for the ImageNet
dataset was to create a knowledge base of rich semantic information which
could potentially benefit downstream applications. However, traditional super-
vised learning minimizes intra-class variation by optimizing the cross-entropy
loss between predictions and labels. In doing so, it focuses on discriminative
regions within a category but at the cost of information loss in other regions
[96]. A better supervised pretraining approach should pull away features cor-
responding to true negatives for each instance without enforcing explicit con-
straints on the positives. This would preserve the unique information of each
positive instance while utilizing the label information in a weak manner. In
theory, this should then result in much better representations that can transfer
well to downstream tasks.
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Instance-based approaches attempt to come close to the ideal scenario
mentioned above. There are a few different ways that researchers have tried
instance-based learning. One must understand the subtleties of each approach
to compare them. The two major approaches that utilize instance-based dis-
crimination are Pretext-Task based learning and Contrastive Loss based learn-
ing.
2.4.1.1 Instance-Based Approach: Pretext Tasks
Pretext learning tasks usually do not require labels, there have been attempts
at learning representations via colorizing grayscale images [117, 56]. Doersch
et. al and Noorzi et. al used the prediction of positions in image patches
as a pretext task [23, 72]. Egomotion(self-motion) of a vehicle between two
consecutive frames has also been decently successful [3]. These do not require
supervision and hence no labels are required.
These SSL techniques in the field of vision have been inspired by years of
work in the NLP domain. Word Vectors [67, 81] and Context-Sensitive En-
coders [82, 22] are a few examples of unsupervised representations achieving
state-of-the-art accuracies in the NLP domain. A lot of work in the pretext-
based SSL was inspired by these techniques. This leads to the natural question
of what are these pretext tasks and how does one go about designing them?
Choosing a pretext task is not as straightforward and requires a lot of thought.
These tasks must be designed in a way that high-level image understanding
is useful for solving them. A good pretext task will allow the intermediate
layer of a convolutional network (CNN) to encode high-level semantic infor-
mation that is beneficial to solving downstream tasks of interest (recognition,
detection, etc.). Prior works have attempted to understand the effectiveness
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of various pretext tasks and understanding these works can guide someone
toward choosing the best pretext task.
In 2015, Doersch et. al. pioneered patch-based pretext tasks. Their ap-
proach extracted random pairs of patches from each image and trained a net-
work to predict the position of the second patch relative to the first. Doing
well on this task implied the network would learn about objects and their
parts. This was inspired by NLP techniques where we want to predict a word
given the surrounding words in a sentence. The task can become extremely
complex based on how the patches are generated [23]. In parallel Agrawal
et. al. attempted to use ego-motion (self-motion) across a stream of images
as a pretext task. No large-scale experiments were conducted to validate this
approach since large datasets for egomotion were not available or were too
complex to generate. Most of the transformations for these tasks were depen-
dent on translations [3]. Pathak et. al suggested reconstruction as a potential
pretext task. This was achieved through inpainting an image based on sur-
rounding pixels. Their approach would randomly drop out patches to force
the network to learn high-level representations. Their networks worked bet-
ter than prior pretext tasks but did not come close to supervised learning.
They use a reconstruction loss which involves a lot of information loss during
training that might result in inefficient representations being learned [80].
Image colorization was made popular by Zhang et. al. Given a grayscale
image (the L channel of the Lab color space), the network was trained to
predict the color at every pixel (specifically, the a & b components of Lab).
Here the L channel is used as input and its a, b channels as the supervisory
signal [117]. This acts as a useful pretext task but relies heavily on color
changes as a transformation and hence can result in covariant representations.
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The same group came up with an improved variant of colorization as a pretext
task approach. They achieve close to invariant representations by using a
unique split architecture that performs two different tasks. Their goal with
this was to solve the problem of covariant color representations. Following the
work of Doersch et. al., Noorzi et. al. suggested a patch-based pretext task
involving solving a jigsaw puzzle where the input image is split into patches
and then scrambled. The model attempts to learn the correct ordering [72].
In 2017, Pathak et. al. attempted to use motion as a pretext task. They
extracted motion cues to segment objects in videos without any supervision
and then train a CNN to predict these segmentations from static frames. These
representations were then transferred to other tasks [79]. This kind of learning
from motion can create representations that can differentiate between objects
and backgrounds but differentiating between objects is something that might
not be learned. Given this fact, their results beat prior work in terms of
performance. Doersch et. al utilized all the prior work in a framework that at-
tempted something novel. Their approach tries to make the pretext task stage
a multi-task learning problem. They combine previously successful pretext
tasks like relative positioning [23], Colorization [117], Exemplar [25], Motion
Segmentation [79]. Their work resulted in some interesting findings like the
combination of pretext tasks always works better than a single task [24]. This
finding makes sense as we are attempting to learn various aspects of the data.
Until now a lot of work was focused on patch-based pretext tasks as they
seemed to perform well but in 2018, Gidaris et. al designed an image-level clas-
sification task [30]. This was extremely clever because now the representations
would be built on complete images. They used rotation prediction as a task.
(90-degree increments). This simple task forced the network to learn semantic
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features that are beneficial to the downstream task. Kim et. al continued the
patch-based pretext tasks by extending the work involving multi-task pretext
tasks. They enhanced the jigsaw puzzle task by combining it with colorization
[117] and Inpainting [80]. They pose the pretext task as completing damaged
jigsaw puzzles. This task was essentially more complex and they hypothesized
that solving this would build better representations. To some degree, they
achieve this as their models can generalize well to downstream tasks [47].
All of the works that we discussed above suffer from limitations. They
are either learning covariant representations or insufficient representations i.e.
learning representations that are not rich enough to compete against super-
vised techniques. Having studied the efficacy of previous pretext task-based
techniques the next step would be to investigate the role of network architec-
ture in this domain.
Kolesnikov et. al. conducted a large-scale study that challenged some
of the practices that had become ubiquitous in the field of SSL [50]. They
focused on architecture design and training regimes. Their findings were in-
teresting and led to future work that resulted in SSL getting closer to and
beating supervised learning in most vision domains. They observed that the
lessons from architecture design in the supervised setting did not translate to
the self-supervised paradigm. They also noticed that contrary to previously
popular architectures like AlexNet, residual networks resulted in richer repre-
sentations that produced higher performance. The width of the CNNs was an
important factor that had a drastic impact on performance and finally, SGD
training of linear model takes a long time (downstream tasks). Finally, the
most important finding was that pretext tasks for SSL should not be consid-
ered in isolation, but in conjunction with architecture design[cite]. This work
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leads to multiple changes to the best practices in the field of SSL. Namely,
future works focused on utilizing ResNets of varying width, better optimiza-
tion techniques, and performed ablation studies that varied pretext-tasks with
architecture design.
2.4.1.2 Instance-Based Approach: Contrastive Loss
In the previous section, we covered various pretext task-based techniques that
have performed well in the past. Although this is a great advancement it does
have some limitations. The main limitation which hurts the approach is that
learning representations via pretext tasks results in covariant representations.
Misra et. al. describe in their paper that introduces the algorithm PIRL,
covariant representations are bad because they learn something about the
transformation that is applied to images and are hence less efficient when
transferred to downstream tasks [69]. Instead, invariant representations work
much better. Invariance implies that no matter what transformation is applied
to the inputs the representations only capture the information essential for
discriminating the instance and have no additional information that can be
used to derive the transformation that has been applied during training.
This finding of the need for invariant representations created a need for bet-
ter instance-based techniques that did not involve pretext tasks. Since pretext
tasks, because of the way they are defined, add some sort of transformation
bias to the representations. The solution to this came from a technique that is
quite old and was used in natural language processing. The contrastive loss-
based technique allows for building representations that are invariant instead
of covariant. In order to understand how this loss function enforces this, we
need to understand the origins of this approach. The contrastive loss is based
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on the Noise Contrastive Estimation Loss (NCE Loss).
NCE Loss was first introduced by Gutmann and Hyv̈arinen [cite] for train-
ing unnormalized probabilistic models [36]. Estimating probability densities
was the main reason for developing this loss. Mnih et. al. later applied NCE
to discrete distributions by using probability mass functions instead of density
functions [70]. The basic idea of NCE is as follows: If we reduce the problem
of density estimation to that of binary classification, discriminating between
samples from the data distribution and samples from known noise distribu-
tion. We predict whether a given example belongs to our distribution or a
noise distribution. This was vital to creating the contrastive loss function, we
will explore how this formed the basis for the contrastive loss-based techniques
that are used to achieve SOTA results.
In 2006, Hadsell et. al. proposed a technique that performed dimension-
ality reduction by learning invariant mappings [37]. Essentially their method
could learn mappings that are invariant to certain transformations of the in-
puts. The contrastive loss function that they employed compared pairs of im-
age representations to push away representations from different images while
pulling together transformations/views of the same image together. The core
idea here hinted that computing the euclidean distance between points on
the manifold approximates the ”semantic similarity” of inputs in the input
space. Their method used an energy-based model that used the neighborhood
relationships to learn a mapping function. For a family of functions G, param-
eterized by W, the objective is to find a value of W that maps a set of high
dimensional inputs to the manifold such that the euclidean distance between
points on the manifold approximates the “semantic similarity” of the inputs in
input space, as provided by a set of neighborhood relationships. No assump-
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tion is made about GW except that it is differentiable with respect to W [37].
Problems arise when looking for a function that can map high-dimensional in-
put patterns to lower-dimensional outputs, given neighborhood relationships















i) = (1− Y )LS(DiW ) + Y LD(DiW )
The contrastive term involving dissimilar points (LD) is essential as it
avoids collapsed situations. The collapsed solution here refers to the fact that
Dw and the loss L can become zero if one were to set Gw to a constant.
Given the origins of contrastive loss and the NCE Loss current research
found a way to combine the aspects from both into a contrastive loss func-
tion that can find a mapping that pulls transformations/views of an instance
together while pushing dissimilar views away. This problem is posed as a pre-
diction problem where for each instance we compute the contrastive loss, this
leads to a strong and consistent feedback signal for the network. This results
in an efficient representation that utilizes instance-based discrimination while
being invariant to transformations. There are still two key limitations to this
approach. There is a possibility of collapsed solutions without the contrastive
term for dissimilar instances. There is also the problem of requiring a lot of
negative samples. Given the structure of the modern contrastive loss function,
it is easy to see that in order to learn good representations we would require a
lot of negative/dissimilar examples so that the network can learn to separate
these instances on the latent manifold. We can look at an example of a typical
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contrastive loss function below, this one was proposed by [13].
`i,j = − log
exp (sim (zi, zj) /τ)∑2N
k=1 1[k 6=i] exp (sim (zi, zj) /τ)
τ is a temperature scalar and sim(·, ·) is the cosine similarity between two
vectors.
Most recent work has addressed this problem using two key strategies: The
first strategy involves utilizing large batch sizes and the second one involves
reducing redundancy in representation space.
Large Batch Sizes: In order to understand the use of large batch sizes, we
need to understand the work that preceded this finding and led to the discov-
ery of the impact of batch sizes on contrastive learning. This wasn’t the first
work that introduced contrastive self-supervised learning but it was the first
in the line of research that lead to the discovery of requirement for large batch
sizes. MoCo managed to achieve this by maintaining a dynamic dictionary of
samples. He. et. al. proposed a framework for unsupervised visual representa-
tion learning. They posed contrastive learning as a dictionary lookup problem
where the dictionary was updated with a Momentum averaging [38]. This
work was able to outperform supervised pretraining on multiple object detec-
tion and segmentation benchmarks. This reinforced the effectiveness of the
contrastive loss function for learning efficient representations. Following this
work, Misra et. al. introduced a framework that improved on prior pretext-
task-based work. As discussed earlier one of the main flaws of pretext-based
networks was the covariant representations [69]. PIRL utilized a siamese net-
work type setup where one network took the original image as the input and
the other took the transformed version. The goal of the pretraining task was
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to encourage the representations of both of these images to be similar. They
achieved this through the contrastive loss function. Similar to MoCo, they
maintained a memory bank that stored large amounts of data. This need for
a memory bank made it clear that the need for negative/dissimilar samples
was essential for the contrastive loss to work well.
Following prior work, Chen et. al. proposed SimCLR in 2020 [13]. The
goal of this work was to propose contrastive self-supervised learning algorithms
which did not require specialized architectures or memory banks. Their sys-
tematic study revealed that in order to learn useful representations a few
things were essential. The composition of data augmentation played a criti-
cal role (adds invariance to transformations). Adding a learnable non-linear
transformation between representation and the contrastive loss substantially
improved the quality of learned representations and finally, the fact that con-
trastive learning benefits from larger batch sizes and higher training steps
as compared to supervised learning. This meant that the limitation of the
contrastive loss function that requires negative samples can be eliminated by
having large batch sizes (more negative) and longer training steps (more time
to build better representations). Their work was able to outperform or match
SOTA architectures trained with supervised learning on various tasks [13].
Tian et. al. built on this work by conducting a theoretical analysis of the
views that are generated by the data augmentations. They realized that view
selection is important and the idea behind generating better views is to reduce
the Mutual Information (MI) between views while keeping the task-relevant
information intact. As a by-product of this study, they were able to beat prior
SOTA results [102].
The authors of SimCLR [13, 14] improved on their work by enhancing their
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self-supervised learning procedure. They realized that bigger models in terms
of depth and width can transfer better to downstream tasks as they learn richer
representations. They increased the capacity of the non-linear projection head
that they introduced in their previous work while also increasing the depth
and width of their networks. Along with this, they experiment with a special
convolutional layer called the Selective Kernel [58]. This is a channel-wise
attention mechanism that improves the parameter efficiency of a network. SK
utilizes attention to pick filters in a convolution layer that are more suited
to the scale of the object in the input. These improvements along with a
unique distillation technique helped them achieve SOTA results on various
benchmarks. With this, we have covered a lot of important work that lead
to the discovery of the need for larger batch sizes for contrastive learning.
We also need to explore a recent work that tackles the two main problems of
contrastive learning without the need for larger batch sizes
Redundancy reduction in representation space: Zbontar et. al. tackle
SOTA practices for contrastive SSL. They argue that a successful approach to
SSL is to learn representations that are invariant to distortions to the input.
The main issue with this as discussed above is trivial/collapsed solutions. Most
recent methods avoid such collapsed solutions by careful implementation de-
tails(batch sizes, augmentations, architecture design, etc.). They propose that
an objective function that naturally avoids such a collapse by measuring the
cross-correlation matrix between the outputs of two identical inputs fed with
distorted views of a sample. The goal is to make this cross-correlation matrix
as close to the identity matrix as possible [115]. This solution makes sense
as this would achieve invariance to distortions. Identity would imply that the
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views are of the same image. Their approach does not require large batches,
nor asymmetry between the network twins such as a predictor network, gra-
dient stopping, or a moving average on the weight update. This framework
outperforms previous benchmarks for semi-supervised learning in the low-data
regime and is on par with the current SOTA for various benchmarks. The fact
that it does not require extremely careful tuning or large batch sizes makes it
extremely efficient.
2.4.2 Clustering Based Approaches
Unlike the instance-based technique, the clustering-based discriminative SSL
techniques discriminate samples based on their cluster assignments. Caron
et. al. propose an online algorithm that utilizes contrastive methods without
computing pairwise comparisons. They argue that pairwise comparisons are
computationally expensive and hence inefficient in practice. Their method
clusters data while enforcing consistency between cluster assignments for dif-
ferent views (augmentations) of the same image. In a normal instance-based
contrastive learning setting the representations of these views are compared
directly. In SwAV they use a swapping mechanism where it predicts the code
of a view from a representation of another view. A simple way to understand
their approach is to think of contrasting between multiple image views by
comparing their cluster assignments instead of their features. Their technique
improves previous clustering-based techniques like DeepCluster and SeLa [9].
They provide version 2 of both these algorithms in their work. Because of
their setup, there is no need for an external memory bank and multiple pair-
wise comparisons are not necessary. All of these enhancements lead to faster




In this chapter, we describe the interpretability study framework for the SSL
representations. The framework (fig 3.1) uses two lenses to investigate the
following questions:
• How do we explain the generalization capability of the SSL-based mod-
els?
• How do the SSL-based models reason about the semantic identity of the
data?
For addressing the first question, we use the lens of group symmetry. The
concept of a group refers to transformations applied to an object (e.g., trans-
lation of an image). The latter question is addressed via the network visual-
ization lens.
3.1 Generalizability Analysis via Group Symmetry
The symmetry of a DL model refers to its properties that remain unchanged
or invariant under some transformations. In a fine-tuned model. Since the
probability distribution of data (features, and semantic identity) is invariant
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Figure 3.1: Interpretability Study Framework.
to transformations (e.g., translation, rotation, reflection, scale change), we
expect the representations learned by a DL model to be invariant as well. In
other words, we want the learned representations to capture these symmetries.
The framework investigates generalizability via three types of symmetries,
i.e., invariance, equivariance, and covariance. First, it examines the invariance
of SSL-based models’ predictions against various types of transformations of
the input images. The dominant SSL techniques such as PIRL, SimCLR,
MoCo, SwAV, Barlow Twins exhibit invariance [69, 13, 14, 38, 9, 115] that
results in improved generalization. However, it’s not clear whether the in-
variance achieved via the SSL techniques is different from that obtained from
the SL techniques. The framework is used to study the invariance of SSL-
based models by passing transformed images through a fine-tuned model and
evaluating its predictive accuracy.
Second, the framework investigates the equivariance symmetry of the SSL
models. A model’s equivariance symmetry is essential for learning coordinate-
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independent descriptions of the features [16]. Equivariance captures the sym-
metry in feature transformation across the hidden layers in response to the
transformation in the images [18]. While some SSL-based models claim to cap-
ture equivariance [111], it is not clear what types of equivariance are present
in SSL-based models. And more importantly, whether the equivariance has a
causal relationship with the SSL models’ invariance. The framework explores
equivariance via visualization technique, discussed next.
3.2 Generalizability Analysis via Network Visualization
To understand the SSL-based models’ reasoning process, the framework uses
visualization techniques. More specifically, it focuses on two aspects: feature
visualization and attribution.
Feature visualization: it is used to understand what features are captured
by the networkor parts of it. Attribution: it is used to understand what part
of the input is processed by a network for making predictions.
The framework creates feature visualization at three levels:
• By individual neurons
• By a channel
• By a layer
Two approaches are employed by the framework for creating the visualiza-
tions.
• Saliency map for the original image
• High-activation synthetic image
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3.2.1 Saliency Map for Original Image
Create heat maps or saliency maps by computing the gradient of the output
(neuron/channel/layer) with respect to the input holding the weights fixed.
This determines which input elements (e.g., which pixels in case of an input
image) need to be changed the least to affect the output the most. The three
most common techniques for creating saliency maps used by the framework
are: Gradients [94], DeconvNets [116], Guided Backpropagation [97].
3.2.2 High-activation Synthetic Image
Using gradient-based technique [112], synthetic images that cause high-activation
for a specific unit can be created for inspection. The framework creates this
type of visualization for the units at two types of layers:
• Final layer (fully-connected) before the classification layer
• Hidden layers
The final layer produces synthetic images in a class-specific manner. Hid-
den layers learn synthetic images that activate each unit.
Finally, the framework creates synthetic images for high-activated channels
using the technique of [8]
These visualizations are examined to determine what types of features are
learned by the model, and what kind of symmetries such as equivariance and
invariance properties are present.
Both the visualization and attribution studies are done by selecting a fixed
DL architecture, then first pretraining it with both SSL and SL techniques,
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followed by fine-tuning on a target dataset. The goal is to compare the features
learned by the SSL-based model with the SL-based model.
3.3 Symmetry in Transformations
In order to understand the term group symmetry and what it entails we first
need to explore the concept of symmetry in transformations. Our physical
world is governed by various kinds of symmetries. A symmetry of a system can
be defined as the property of that system that remains invariant/unchanged
under some transformation. Hence, we can describe symmetries in terms of
transformations. A symmetry transformation or just symmetry for short is a
transformation of some object preserving certain properties of that object.
How does this connect to the field of DL? Models in DL are designed
to capture statistical regularities in the data, our goal is to incorporate our
knowledge of naturally occurring symmetries. For example, let’s consider the
probability distribution of the data and its labels in supervised learning. The
distribution is invariant with respect to some sets of transformations such
as translation, rotation, reflection, scale, i.e. after performing these sets of
transformations, the distribution does not change. Thus, we can expect a
representational model to capture these symmetries as well.
We understand what symmetries in transformation refer to let us dive
into group theory and how we can combine these two concepts to build the
framework of group symmetries.
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3.4 Primer on Group Theory and Symmetries in CNNs
One can view the symmetry transformations in CNNs through the lens of
group theory. Group Theory provides us with the mechanism to investigate
these symmetries in CNNs. In this context, the ”Group” in Group Theory
refers to the transformations applied to an object (e.g., translation of images).
A set of transformations forms a group if it fulfills the following criteria
[29]
• The set must be closed under composition.
• The set must include an identity transformation.
• Each transformation must have an inverse.
• The composition of transformations must be associative.
We can look at an example to prove that a set of transformations can form
a group. Let us look at the translation transformation.
• Two translations can be composed to yield another translation.
• It includes an identity translation by default, e.g., translation by zero.
• For every translation, there exists an inverse translation such that the
composition of a translation with its inverse creates an identity transla-
tion.
• Finally, the composition of translations is an associative operation.
Prior work in this area has discovered two key types of group symmetries
that are observed in CNNs: equivariance and invariance to sets of transforma-
tions [Cohen 2016].
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• Equivariance refers to the symmetry in the feature space at various con-
volutional layers with respect to the transformations in the input.
• Invariance, a special case of equivariance, refers to the symmetry in the
predictions with respect to transformations in the inputs.
We know what invariance means but let’s quickly define equivariance. Finzi
et. al. define equivariance as follows[29], A mapping h(·) is equivariant to a
set of transformations G if when we apply any transformation g to the input of
h, the output is also transformed by g. Formally, if h : A→ A, and G is a set
of transformations acting on A, we say h is equivariant to G if ∀a ∈ A, ∀g ∈ G,
h(ga) = gh(a)
In CNNs when an input(e.g., an image) is translated, the output of the
convolutional layer is translated in the same way. This is due to the transla-
tion equivariance property of the convolutional layers [18, 65, 118, 29]. More
specifically, shifting an image and then feeding it through a number of layers
is the same as feeding the original image through the same layers and then
shifting the resulting feature maps. Thus, the symmetry with respect to trans-
lation is preserved by each layer. This symmetry property makes it possible to
exploit it not just in the first, but also in higher layers of the network. Based
on our discussion above, we can define the set of all translations as a group
(translation group). Therefore, the convolutional layers exhibit group sym-
metry with respect to the translation group. However, convolutional layers
do not exhibit larger group symmetries, including rotations and reflections by
default.
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The concept of symmetry is best understood as being defined with respect
to a certain property. The property that we are interested in will vary depend-
ing on the task that we are performing. In the case of image classification,
for example, the property that we care about is the class/category (y) of an
image. A symmetry with respect to this property is a transformation that
leaves the property unchanged. The set of all symmetries with respect to y
forms a mathematical structure that we defined earlier as a group. This is the
”Group” referred to in the title of the thesis. For our purposes group is always
some set of symmetries as defined below.
Given a bijective function t : X → X that transforms a given input X,
we say that t is a symmetry with respect to a function f(x) = y if, for every
x ∈ X:
f(t(x))→ f(x)
3.5 Group Theory: Invariance and Equivariance
3.5.1 What is equivariance?
Before understanding invariance, we first need to cover the concept of equiv-
ariance since it is a little more difficult to define. Invariance is a special case
of equivariance. Formally speaking equivariance can be thought of as follows:
If a transformation g(.) is applied to a function f(.) then equivariance would
mean the following: f(g(.)) = g(f(.)) [65]. To put it simply, transforming
the input is expected to result in the same transformation of the output.
Early layers in CNNs have displayed this behavior [18]. This behavior leads
to invariance in the final layers. Weiler et. al. argue that equivariance is
necessary because the low-level features like edges and corners appear in all
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kinds of orientations and hence a network with built-in equivariance to different
types of transformation can learn to be invariant to these transformations [107].
The key idea is that these early equivariant layers would then compose into
invariant representations.
CNNs are translation equivariant by default due to pooling and strides
but there is no architectural property that builds equivariance to rotations
or flips. This is normally learned through data augmentation [cite Circuits
article]. Data augmentation isn’t always good, it leads to the so-called black-
box problem (lack of feature map interpretability). Zeiler et. al. inspected
the initial layers in CNNs which revealed that many of them are rotated,
scaled, and translated copies of one another [116]. This seems redundant and
a waste of resources. It seems that instead of efficiently learning equivariant
representations the layers are compelled to learn transformed versions of the
same filter, resulting in redundant degrees of freedom and increased risk of
overfitting.
Equivariance in networks is more preferable. Worral et. al. discuss how
equivariant detectors do not dispose of local pose information and hence build
richer and more useful representations that can be transferred to downstream
tasks [109]. Cohen et. al. discuss how CNNs preserve translation symmetry
due to natural translation equivariance. They suggest that this symmetry is
important as it can be exploited by the layers further down the network to
learn invariant representations [18]. Given this research into CNNs the obvious
question that arises is how does equivariance lead to invariance?
If a layer is an equivariant embedding of the input with respect to a certain
symmetry, it can always be turned into an invariant embedding in a later
layer. Whether this can be done in a straightforward and meaningful manner
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depends on how the equivariance is implemented. Famous examples where
this works are networks where multiple convolutional layers are followed by a
global average pooling layer (GAP). In this case, everything until the GAP
layer is translation equivariant, but the output of the GAP layer (and of the
entire network) is invariant with respect to translations of the input. Another
natural question that arises is why go through all this trouble? Isn’t it better
to learn invariance from the beginning?
The short answer is no. Assume that after a few layers, the perceptive field
and the complexity of the operations are both large enough to detect features
like noses and eyes but not yet large enough to detect faces. Dropping spatial
information at this point (e.g. becoming translation invariant) would make
it impossible for the network to see that both eyes of the person are located
on the same cheek: Mona Lisa would look like a woman/general face to the
network. Hence, there is an interesting interplay between perceptive field size,
network depth, invariance, and equivariance.
Our discussion on group symmetry, invariance, and equivariance has made
one thing clear, invariance-based learning is not ideal. In SSL early invariance-
based representations would completely ignore ego-motion (self-motion) and
flow transformations across frames (video domain). These two things are es-
sential for complex scenes. Xiong et. al. argue that their Flow Equivariance-
based method helps to learn visual representations for complex scenes. Their
method learns a dense pixel-level representation based on a flow equivariance
objective. This objective encourages the features to obey the same flow trans-
formation as the input image pairs. Their equivariance objective ensures that
the positive pair of examples are sampled from the same object across two
different video frames.
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They propose a simple flow equivariance objective that can be applied
densely at every pixel on the feature map, summarized in [cite figure]. In
particular, given two consecutive video frames, they estimate an optical flow
map that denotes a pixel-wise transformation T between the two frames (3.2).
Then they train the network to minimize the distance between the first frame
I1 and the warped features of the second frame T
−1(I2) [111].
Figure 3.2: Xiong et. al.’s approach to SSL [111]
Using optical flow ensures that crowded regions are handled with precise
instance alignment. They do not enforce strict equivariance but instead embed
equivariance in their training objective to achieve self-supervision.
3.5.2 What is Invariance?
As discussed earlier, invariance is a special case of equivariance. In the context
of neural networks, invariance can be defined as follows: A network is invariant
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to a certain group of transformations if its predictions do not change when
the transformation is applied to the input. More formally we can say that
invariance is considered under the action of a group G. A group is an abstract
object, which is a set of transformations (functions) that operate on images.
Lyle et. al. provide a mathematical definition for invariance as follows The
action of G on a set X is a mapping αG(X)− > X which is compatible with
the group operation. We denote a random element of G by g. A mapping
f : X− > Y is invariant under G (or G-Invariant) if f(g(x)) = f(x), x ∈ X
For example, x may be an image of an animal, y the label for the animal, and
G the group of two-dimensional rotations. The sample (x, y) is sampled i.i.d
from some unknown probability distribution PD. Furthermore, PD is known
or assumed to be G-Invariant [63].
PD(g(x), y) = PD(x, y), g ∈ G
In simple terms after performing a transformation (e.g., translation/ro-
tation) the probability distribution does not change. A good model of the
distribution must be G-Invariant.
Given the above definition of invariance, we need to understand the need
for these kinds of representations. Barnard et. al. argue that neural networks
must possess the invariance property because they are modeled after biological
neural networks [4]. Biological systems are extremely adept at some forms of
invariant recognition. For example, humans/animals can recognize an object
even if it has been translated, rotated, flipped, scaled, etc. This provides a
strong backing for neural networks to possess this same ability. If current
neural networks were efficient at recognition invariance (similar to biological
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networks) then we would have extremely efficient computer vision systems.
This does not mean that the whole network needs to be invariant but at least
the output of the classifier should possess this property. (this is observed in
CNNs)
In 2020, Lyle et. al. published a study on the benefits of invariance in
neural networks. They suggested that there are a few ways that one can
achieve invariance in neural networks:
• Trained Invariance: data augmentation allows for building invariance
into models during training. They argue that data augmentation leads
to greater invariance and better generalization.
• Architectural Invariance: This involves either changing the architecture
to be invariant to transformations (custom filters that enforce specific
types of transformation invariances) or through feature averaging applied
to the penultimate or the final layer.
They argue that an invariant network can be created by composing a se-
quence of equivariant functions. Empirically this seems to work better than
trained invariance [63]. Equivariance is often difficult to detect and requires
an extremely detailed neuron-level analysis [7]. In this thesis, we focus on the
invariance aspect of group symmetries. We attempt to investigate the ability
of SSL and SL models to learn invariance to transformations.
3.6 What does a network see?
Ever since deep learning proved itself to be a viable solution for various prob-
lems like speech, vision, text, etc. researchers have attempted to understand
46
the ability of models to perform well by exploring what they learn. Under-
standing what convolutional networks ”see” is an ongoing area of research in
the field of neural network interpretability. Prior work has proved why this is
important and how these techniques can allow us to uncover the mysteries of
these ”black box” networks [116, 94, 113, 92, 105, 7]. In our work, we conduct
a 2-dimensional exploration. We investigate what a model learns on a filter
level [113], following this we attempt to understand various attributions that
lead to predictions [92, 105]. This allows us to explore the efficacy of SSL
representations from a visualization standpoint.
Convolutional Filter Visualization: In order to assess the quality of tar-
get filters in earlier and deeper layers we follow the process outlined by Yosinki
et al. [113]. This kind of visualization allows use to understand the activations
for certain filters i.e. what kind of inputs cause an activation for a given filter.
This is important to understand the richness of representations and gives us an
insight into what the convolutional network is ”seeing”. Yosinski et. al. argue
that understanding what is learned can provide key intuitions for creating the
next generation of high-performance architectures.
Attribution based visualizations: Selvaraju et. al. argue that deep learn-
ing often fails disgracefully without any explanation. These kinds of results are
unfavorable and there is a need for more transparent models. Interpretabil-
ity is key and one of the ways to achieve this is the localization of targets
in the original image and high-resolution detail about the fine-grained detail
[92]. Their proposed Grad-CAM approach achieves just this exact thing. They
go on to combine pixel-space gradient visualizations [94] with their Gradient-
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weighted Class Activation Mapping to produce a novel technique called Guided
Grad-CAM. This technique is class-discriminative and high-resolution which
provides a degree of transparency to the decision-making process of the model.
Wang et. al. introduced the Score-CAM technique to get rid of the gradients
involved in Grad-CAM (it can be thought of as an extension to Grad-CAM).
They dive into various issues with gradient-based techniques that lead to vi-
sualization problems. Noisy gradients and false confidence can degrade the
quality of visualizations [105]. We add this technique to our study to under-




To address the research questions given in the introduction, we design a set of
studies. First, we describe the datasets and fine-tuning techniques using the
SSL and SL representations. Then, we describe studies.
4.1 Datasets
To address the first research question, we use two types of variously-sized
target datasets similar to and different from the source dataset (i.e., Ima-
geNet) used to create the pretrained representations using both the SL and
SSL techniques.
• Target datasets similar to the source dataset: both large and small
• Target datasets different from the source dataset: both large and small
For the first type, we use the CIFAR-10 and CIFAR-100 as target datasets
due to their similarity with the source dataset. While CIFAR-10 allows for
investigation in the large dataset regime, using CIFAR-100 we investigate the
small dataset regime.
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For the latter type, we select a domain that is significantly different from
the source dataset, i.e., the camera trap dataset. We argue that the camera
trap data domain is significantly different from the source domain. More
specifically, camera trap images are quite different from ImageNet/CIFAR like
images because:
• They suffer from heavily skewed distributions (some animals have a
higher population and tend to move around more comparatively and
are therefore captured more). This is evident from the two large camera
trap datasets as shown in figures 4.3 and 4.4.
• These datasets often have noisy labels. A camera trap captures images
as a set of pictures labeled with the same category. However, the object
of interest in the capture event images with the same label may or may
not present in all images [73].
• The presence of background in these images are more prominent as shown
in figures 4.1 and 4.2.
We use three camera trap datasets for investigation.
• Snapshot Serengeti [99]
• North American Camera Trap Images (NACTI) [100]
• ENA24 [114]
While both the Snapshot Serengeti and NACTI are large datasets (on an
average number of images per class is larger), the ENA24 dataset is smaller.
The varied size of these datasets allows us to investigate the performance of
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Figure 4.1: CIFAR style data [53]
Figure 4.2: Image of a Guinea Fowl from the Serengeti dataset.
the SSL and SL representations for both large and small dataset regimes for
the camera trap domain.
Below we describe our datasets.
Snapshot Serengeti We choose the Snapshot Serengeti Dataset [99] as a
downstream task because it represents a real-world natural image dataset.
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The domain of the task is significantly different from the ImageNet task that
the models were pretrained on. The class distribution is imbalanced and the
dataset has a lot of noise (in the form of images labeled with a category even
when they are empty, occlusions, day/night images). This dataset essentially
represents a typical real-world dataset. The SS Project is the world’s largest
camera-trap project. It has 225 camera traps that continuously capture im-
ages (they are triggered by motion). The public dataset consists of millions of
images. We decided to follow the preprocessing strategy outlined by Norouz-
zadeh et. al. Their work on this dataset is the current benchmark for the
image classification task. After following their preprocessing strategy we end
up with a dataset with 757,000 images distributed over 48 classes. We use their
gold-standard dataset as a validation set to be consistent with the previous
benchmark. The gold-standard dataset has been annotated by experts while
the training dataset has been annotated by volunteers. We employ the data
augmentation described in [73]. We chose to follow the exact data process-
ing procedure in order to accurately compare our performance to the previous
SOTA. We also reproduce the results for the SOTA in order to compare it to
supervised and self-supervised finetuning.
North American Camera Trap Images We utilize the camera-trap dataset
that was created by Tabak et. al [100]. After getting the original NACTI
dataset we randomly sample 750,000 images while maintaining the original
class distribution (50 classes). The reason for this is that we wanted to vali-
date our results on the Snapshot Serengeti Dataset by comparing it to another
massive real-world dataset that had a different data distribution. Preprocess-
ing for this dataset is similar to the SS dataset and we use the same data
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Figure 4.3: Data distribution for the Serengeti dataset.
augmentation strategy. The reason for this is the same as before, an accurate
comparison to our experiments on the SS dataset.
Figure 4.4: Data distribution for the NACTI dataset.
ENA24 This is also a camera trap dataset that consists of approximately
10,000 camera trap images split over 23 classes. These camera traps were cap-
tured in the North America Region [114]. As before, we preprocess the dataset
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with the SS specifications. We utilize this dataset to test the capabilities of
self-supervised models in scenarios where the downstream task has a small
amount of labeled data. Since this is a real-world dataset with fewer images
for training it should prove to be a complex task that can provide insights into
the generalization capabilities of self-supervised models.
Figure 4.5: Data distribution for the ENA-24 dataset.
CIFAR 10 & 100 Finally, we also include the CIFAR datasets [53]. These
datasets have been used throughout ML/DL research for the past decade.
The main reason for utilizing these datasets was their similarity to ImageNet
in terms of the distribution of data and nature of the images. Results on
these datasets would allow us to contrast the performance of SSL models on
downstream tasks similar to and different from the pretraining task.
4.2 Models
All representations (both self-supervised and supervised) are pretrained on
the same source dataset, i.e., the ImageNet dataset, and then fine-tuned for
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Figure 4.6: Data distribution for the CIFAR-10 dataset.
Figure 4.7: Data distribution for the CIFAR-100 dataset.
downstream classification task using the above-mentioned target datasets.
We investigate two types of SSL techniques for creating representations.
• Instance-based: SimCLRv2 ans Barlow Twins
• Cluster-based: DeepClusterv2 and SwAV
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4.2.1 Self-Supervised: Instance Based
SimCLRv2 is the current SOTA SSL framework and that is the reason
we chose to include this in our work. As discussed before models under this
framework are trained with an instance-based contrastive loss along with archi-
tectures of varying depth and width and large batch sizes. For our experiments
we investigate SimCLRv2 along 3 dimensions:
• ResNets: depth 50 and 152.
• Width: 1x and 2x.
• Filter Calibration: With and without Selective Kernel
Barlow Twins Along with SimCLRv2, we utilize another instance-based
technique. This recent work is extremely efficient in terms of convergence,
batch size, and its ability to form good representations without a lot of tuning.
We expect this to perform similar to or better than its equivalent architectural
counterparts. (ResNet-50 with width 1x)
4.2.2 Self-Supervised: Cluster Based
SwAV Since we have utilized 2 instance-based techniques we also employ
two cluster-based techniques that have achieved SOTA results. SwAV is able
to work with smaller batch sizes and is proven to converge much faster than its
instance-based counterparts. We utilize two variants of ResNet50 pretrained
with SwAV (1x and 2x width). These networks should be able to match the
performance of SimCLRv2 while being able to converge faster.
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DeepClusterv2 Along with this, we use a ResNet50 trained with the Deep-
Clusterv2 approach. We expect this to be competitive but it should not be
the best performing architecture based on its ability to learn representations.
4.2.3 Supervised Models
Finally, along with the self-supervised learning techniques we will be utilizing
two variants of ResNets (50 and 152) pretrained on ImageNet with supervised
learning.
In order to address our research questions in chapter 1 we design the fol-
lowing studies.
4.3 Study 1 (RQ1)
Finetune (ImageNet-based) supervised pretrained CNNs using the following
datasets: CIFAR-10, CIFAR-100, Snapshot Serengeti, ENA-24, NACTI.
4.4 Study 2 (RQ1 & RQ2)
Finetune (ImageNet-based) self-supervised pretrained CNNs using the follow-
ing datasets: CIFAR-10, CIFAR-100, Snapshot Serengeti, ENA-24, NACTI.
The techniques used for the SSL models are SimCLRv2, SwAV, DeepClus-
terv2, BarlowTwins.
4.5 Study 3 (RQ3)
As previously discussed in chapter 3, we aim to discover the types of group
symmetries in both SSL and SL (for this thesis we will focus on invariance
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symmetries). We use one efficient and effective model from each paradigm.
We decide to go with the BarlowTwins [115] ResNet50 architecture and the
basic ResNet50 (SL) architecture. This allows us to perform a one-to-one
comparison between the two techniques without worrying about model archi-
tecture, capacity, hyperparameters, etc. Symmetries that we focus on involve
the study of invariance to transformations such as rotation, flip, translations,
and scaling.
We select four classes based on the following class-average criteria:
• Class 1 (zebra): High precision/recall for both SSL and SL.
• Class 2 (guineaFowl): High precision/recall for SSL.
• Class 3 (ostrich): High precision/recall for SL.
• Class 4 (lionMale): Low precision/recall for both SSL and SL.
For each of these classes we pick 10 images and generate transformations
for each of them. Transformations are as follows:
• Horizontal Translation (pixels): [-100, -75, -50, -25, 0, 25, 50, 75, 100]
• Vertical Translation (pixels): [-100, -75, -50, -25, 0, 25, 50, 75, 100]
• Rotations (degrees): [0, 50, 100, 150, 200, 250, 300, 350]
• Flip: [left/right]
• Scale (zoom): [0x , 2x, 4x, 6x, 8x, 10x]
We compute the confidence/prediction probabilities for each of these im-
ages for each transformation and then we average for each transformation(number
of transforms), then for each class (10 images per class). This provides us with
58
an average curve similar to the one that is used by [116]. This kind of study
can give us insights into the invariance properties of these two techniques.
Figure 4.8: Example of horizontal translation on a zebra image.
Figure 4.9: Example of vertical translation on a zebra image.
Figure 4.10: Example of rotation on a zebra image.
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Figure 4.11: Example of flip on a zebra image.
Figure 4.12: Example of scale-zoom on a zebra image.
4.6 Study 4 (RQ4)
The goal of this study is to interpret the decision-making process of convo-
lutional networks trained using both SSL and SL representations. We at-
tempt to understand this process via visualization techniques. We stick to the
same models as the last study (ResNet50 for BarlowTwins [115] and SL). We
use a variety of visualization techniques that have been applied throughout
computer-vision/DL research that we covered in chapter 3.
• Yosinski-style filter visualizations [113]
• Guided Grad-CAM based saliency maps [92]




In this chapter, we discuss the results and analyze our findings.
5.1 Experimental Settings
For all our studies we use the following training hyperparameters. This set of
hyperparameters work well for all our experiments and are consistent with our
hypothesis (e.g., fewer epochs are required for achieving good performance).
• Adam Optimizer [48]
• Learning Rate: 1e-5.
• Weight Decay: 5e-4.
• Batch Size: 128
• Epochs: 25 (Serengeti, NACTI, CIFAR), 50 (ENA-24, due to its size)
We utilize 2 Tesla V100 GPUs for our training process. Each architecture
is trained in parallel on these two GPUs. The training time per epoch for the
large-scale datasets such as Serengeti and NACTI is 120 minutes on average
(there is variance depending on the number of parameters in the model). The
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smaller camera trap dataset i.e., ENA-24 trains much faster taking about 1
min/epoch on average. The CIFAR experiments were conducted on Google
Colab since the datasets were smaller in size and did not require big compute
or storage. Each architecture was trained with 1 GPU. We don’t provide
the training statistics for this since it is a small dataset and benchmarks are
available on the internet.
5.2 Study 1
In this study we finetune ResNet architectures pretrained on ImageNet using
supervised learning. We also reproduce the SOTA results for the Serengeti
dataset described in [73].
Snapshot Serengeti Table 5.1 presents our results for the Serengeti Dataset.
We observe that different variants of ResNet are not successful in beating the
SOTA validation accuracy on this dataset, which is achieved by training the
model from scratch using the Serengeti dataset. Our results are consistent
with the findings in [73]. This downstream task is difficult due to the inherent
imbalance in data distribution and the natural noise present in the dataset.
Representations learned using supervised learning are not rich enough to ob-
tain good performance.
Supervised: Snapshot Serengeti
Architecture Param (M) Top-1 Acc (%) Top-5 Acc (%)
ResNet-50-1x 24 91.93 98.47
ResNet-152-1x 58 92.89 98.57
ResNet-152-1x [73] 58 93.62 98.58
Table 5.1: Finetuning (Supervised Learning) vs SOTA on Snapshot Serengeti
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NACTI Table 5.2 presents our results for the NACTI Dataset. We observe
that the supervised learning model achieved very high validation accuracy.
We decided to only test the ResNet-152 variant because this dataset is similar
to the Snapshot Serengeti dataset in terms of distribution and noise. We
hypothesized that the results on this dataset the Serengeti dataset should be
similar to the ones on the Serengeti dataset and hence we use the larger variant
of the ResNet family to accommodate for the large dataset size.
Supervised: North American Camera Trap
Architecture Param (M) Top-1 Acc (%) Top-5 Acc (%)
ResNet-152-1x 58 95.97 99.74
Table 5.2: Finetuning for Supervised Learning models on NACTI
ENA-24 Table 5.3 presents our results for the ENA-24 Dataset. We observe
that the supervised learning models achieved near-perfect validation accura-
cies. We hypothesize that since the size of the dataset is small there is not
enough variation in the dataset for it to be problematic for supervised learning
representations. The models are big enough (representational capacity-wise)
which results in high performance.
Supervised: ENA-24
Architecture Param (M) Top-1 Acc (%) Top-5 Acc (%)
ResNet-50-1x 24 98.52 99.89
ResNet-152-1x 58 98.27 99.78
Table 5.3: Finetuning for Supervised Learning models on ENA-24
CIFAR Tables 5.4 and 5.5 show the results on the CIFAR dataset. We
only use the ResNet50 variant for these experiments as the task is simple (i.e.,
input data is 28x28 images), the dataset is small and uniformly distributed. It
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would be inefficient to employ a powerful architecture like ResNet152 on these
datasets. Our hypothesis is validated by the results, we notice that the model
achieves near-perfect test accuracy on the CIFAR-10 dataset while achieving
a decent accuracy on the CIFAR-100 task. CIFAR-100 is inherently difficult
due to the fact that there are only 500 images per category and it is a 100-way
classification problem.
Supervised: CIFAR-10
Architecture Param (M) Train Acc (%) Test Acc(%)
ResNet-50-1x 24 99.882 95.9
Table 5.4: Finetuning Supervised Learning models on CIFAR-10
Supervised: CIFAR-100
Architecture Param (M) Train Acc (%) Test Acc (%)
ResNet-50-1x 24 99.94 81.41
Table 5.5: Finetuning Supervised Learning models on CIFAR-100
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5.3 Study 2
In this study we finetune ResNet architectures pretrained on ImageNet using
various self-supervised learning techniques.
Snapshot Serengeti Table 5.6 presents our results on the Serengeti dataset.
We make some interesting observations. First, we are able to achieve a new
SOTA on this dataset through the SK variants of SimCLRv2 architectures.
The ResNet50-1x variant achieves the new SOTA not only in terms of time
(trained for 25 epochs vs 55 on the SOTA) but also the model size (34M
vs 58M). Our results indicate that self-supervised representations are more
effective (performance) and efficient (convergence). The best performing ar-
chitecture is the ResNet50-2x variant (double the width). This architecture is
parameter heavy but it is able to reach 94.44% top-1 accuracy.
Self-Supervised : Snapshot Serengeti
Architecture Param (M) Top-1 Acc (%) Top-5 Acc (%)
ResNet-50-1x 24 90.62 97.10
ResNet-50-1x-sk 34 93.87 98.42
ResNet-50-2x 94 91.43 97.71
ResNet-50-2x-sk 140 94.44 98.27
ResNet-152-1x 58 92.69 98.02
ResNet-152-1x-sk 89 93.85 98.43
Swav-ResNet50-1x 24 92.14 98.75
Swav-ResNet50-2x 94 93.04 98.73
DeepCluster-R50 24 92.95 98.94
Barlow Twins-R50 24 92.79 98.69
ResNet-152-1x[73] 58 93.62 98.58
Table 5.6: Finetuning (Self-Supervised Learning) vs SOTA on Snapshot
Serengeti
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NACTI We discover that SSL models end up being on par with each other
on this dataset. Table 5.7 shows our results on this dataset. These approaches
end up achieving high performance on this dataset similar to the Snapshot
Serengeti results.
Self-Supervised : North American Camera Trap
Architecture Param (M) Top-1 Acc (%) Top-5 Acc (%)
ResNet-152-1x 58 94.99 98.97
ResNet-152-1x-sk 89 95.01 98.88
Table 5.7: Finetuning Self-Supervised Learning models on NACTI
ENA-24 Table 5.8 shows the results for self-supervised techniques on this
dataset. We notice that along with the best architecture most of the three
high capacity models trained with the SimCLRv2 framework achieve similar
accuracies. Although the ResNet152-SK variant achieves the top accuracy, the
ResNet50-1x model is more preferable as it has fewer parameters and achieves
similar performance. This dataset is smaller and has less variation. Hence, the
SSL representations are able to achieve near-perfect performance. This points
to the fact that the representations learned by these models generalize well to
low-data domains as well.
Self-Supervised : ENA-24
Architecture Param (M) Top-1 Acc (%) Top-5 Acc (%)
ResNet-50-1x 24 94.68 97.05
ResNet-50-1x-sk 34 97.02 98.14
ResNet-50-2x 94 97.02 98.86
ResNet-50-2x-sk 140 97.14 97.97
ResNet-152-1x 58 97.36 98.94
ResNet-152-1x-sk 89 97.78 98.14
Table 5.8: Finetuning Self-Supervised Learning models on ENA-24
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CIFAR The results for the CIFAR dataset are shown in tables 5.9 and 5.5.
CIFAR-10 is a relatively easier task and hence almost all these models excel
at this dataset. We notice that the ResNet50-2x variant of the SwAV tech-
nique achieves the top performance. This is closely matched by SimCLRv2’s
ResNet50-2x SK variant. The Barlow Twins technique is preferable over these
two techniques due to its high performance and modest 24 M parameter size.
It seems that the representations learned by this technique are much more
rich compared to the others. This result is consistent in the more difficult do-
main. Bigger model capacity helps SwAV and SimCLRv2 models to achieve
top performance on CIFAR-100 but if we consider efficiency along with effec-
tiveness, the Barlow Twins and DeepClusterv2 models perform significantly
better. These results confirm that self-supervised representations transfer ef-
fectively to tasks that are similar to the original domain.
Self-Supervised : CIFAR-10
Architecture Param (M) Train Acc (%) Test Acc (%)
ResNet-50-1x 24 98.434 92.37
ResNet-50-1x-sk 34 98.62 94.5
ResNet-50-2x 94 98.212 93.86
ResNet-50-2x-sk 140 98.504 95.69
Swav-ResNet50-1x 24 98.148 95.46
Swav-ResNet50-2x 94 99.828 95.96
DeepCluster-R50 24 99.952 95.14
Barlow Twins-R50 24 99.922 95.54
Table 5.9: Finetuning Self-Supervised Learning models on CIFAR-10
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Self-Supervised : CIFAR-100
Architecture Param (M) Train Acc (%) Test Acc (%)
ResNet-50-1x 24 98.91 76.26
ResNet-50-1x-sk 34 97.31 78.27
ResNet-50-2x 94 96.91 79.57
ResNet-50-2x-sk 140 96.98 80.9
Swav-ResNet50-1x 24 94.82 76.98
Swav-ResNet50-2x 94 99.81 79.22
DeepCluster-R50 24 96.51 78.68
Barlow Twins-R50 24 96.75 78.36
Table 5.10: Finetuning Self-Supervised Learning models on CIFAR-100
5.3.1 Comparison: SSL vs SL
In this section, we pick some best performing architectures from our previous
results to do a comparison between SSL and SL. We cover the best architec-
tures for each dataset.
Snapshot Serengeti We notice that SSL-based architectures significantly
outperform SL-based architectures for the Snapshot Serengeti dataset. ResNet-
50-1x-sk variant not only attains SOTA accuracy but also converges in 12
epochs of fine-tuning. This reinforces our initial hypothesis about SSL-based
techniques building more efficient representations in terms of generalization
and performance.
SSL vs SL (Best Architectures): Snapshot Serengeti
Architecture Param (M) Train Acc (%) Convergence (epochs)
ResNet-50-1x-sk (SSL) 34 93.87 12
ResNet-50-2x-sk (SSL) 140 94.44 22
ResNet-152-1x-sk (SSL) 89 93.85 24
ResNet-50-1x (SL) 24 91.93 18
ResNet-152-1x (SL) 58 92.89 16
Table 5.11: Best architectures SSL vs SL on Snapshot Serengeti
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NACTI SSL models end up performing on-par or slightly worse than SL
models for this task. The comparable ResNet-152 variants both have high
performance and they converge quickly. This comparable performance might
have to do something with the similarity between datasets. We believe that
if there is a significant difference between the camera-traps in this dataset as
compared to the Serengeti dataset then this performance is understandable.
SSL vs SL (Best Architectures): NACTI
Architecture Param (M) Train Acc (%) Convergence (epochs)
ResNet-152-1x (SSL) 58 94.99 25
ResNet-152-1x-sk (SSL) 89 95.01 25
ResNet-152-1x (SL) 58 95.97 21
Table 5.12: Best architectures SSL vs SL on NACTI
ENA-24 SSL ends up performing slightly worse than SL for this task. We
suspect that this has to do with the number of images in the dataset. The
training dataset has less than 10,000 images and it seems that SSL-based
models have a lower threshold for dataset size when it comes to transferring
to downstream tasks. Regardless, these models come close to the supervised
learning models.
SSL vs SL (Best Architectures): ENA-24
Architecture Param (M) Train Acc (%) Convergence (epochs)
ResNet-50-1x (SSL) 24 94.68 49
ResNet50-1x-sk (SSL) 34 97.02 47
ResNet-152-1x (SSL) 58 97.36 43
ResNet-152-1x-sk (SSL) 89 97.78 44
ResNet-50-1x (SL) 24 98.52 26
ResNet-152-1x (SL) 58 98.27 43
Table 5.13: Best architectures SSL vs SL on ENA-24
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CIFAR The CIFAR datasets are similar to the original task. Thus we expect
SL-based models to perform better. However, we observe that the bigger the
SSL models (SwAV and ResNet50-2x-sk), the more they end up matching the
performance achieved by the SL model. This points to the fact that there
are good representations being built during SSL training but there are a few
conditions that have to be met for SSL to consistently outperform SL. Both
of these paradigms have their advantages and disadvantages.
SSL vs SL (Best Architectures): CIFAR-10
Architecture Param (M) Train Acc (%) Convergence (epochs)
BarlowTwins-R50 (SSL) 24 95.54 20
ResNet50-2x-sk (SSL) 140 95.69 25
SwAV-ResNet50-2x (SSL) 94 95.96 25
ResNet-50-1x (SL) 24 95.90 18
Table 5.14: Best architectures SSL vs SL on CIFAR-10
SSL vs SL (Best Architectures): CIFAR-100
Architecture Param (M) Train Acc (%) Convergence (epochs)
BarlowTwins-R50 (SSL) 24 78.36 16
DeepCluster-R50 (SSL) 24 78.68 24
ResNet50-2x-sk (SSL) 140 80.90 18
SwAV-ResNet50-2x (SSL) 94 79.22 25
ResNet-50-1x (SL) 24 81.41 24
Table 5.15: Best architectures SSL vs SL on CIFAR-100
5.4 Study 1 & 2: Analyses
We analyze the observed results in light of the research questions presented in
the introduction.
RQ1: Do SSL representations exhibit better generalizability than
SL? The results from study 1 and study 2 provide us with evidence that
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suggests SSL representations are better (more generalizable) when the target
dataset is significantly different. We notice that comparable models trained
under different paradigms perform differently. We notice that on the Serengeti
dataset, ResNet50 trained with Barlow Twins achieves higher accuracy and
does it faster than its supervised alternative. We also believe that the SSL
representations are on par with SL when the target dataset is similar to the
source dataset 5.14. Another interesting observation is the impact of capacity
and architectural augmentations. SimCLR models with higher capacity and
selective kernel convolutional blocks [58] significantly outperform SL models
5.11. In the case of ENA-24, we notice that the SSL models come close but
cannot beat the performance of SL models. We suspect that this is due to
the distribution of ENA-24 being close to uniform and the dataset size being
significantly smaller.
RQ2: Comparison of two SSL approaches The goal of this study is
to compare the two main approaches to SSL-based learning. We intend to
compare the effectiveness/performance and efficiency/convergence displayed
by various techniques under the two main approaches to SSL, i.e., instance-
based and cluster-based.
We observe that instance-based approaches are almost always better 5.6.
Cluster-based techniques lag behind due to model capacities and architec-
tural augmentations (larger width factors and techniques such as selective
kernels[58]). Other techniques like redundancy reduction in the representation
space might also be beneficial [115]. Caron et. al. argue that clustering-based
techniques, specifically SwAV, have faster convergence properties [9]. These
properties do not seem to hold when transferring to downstream tasks, at least
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not for our set of tasks. Regardless, clustering-based techniques are not far
behind and are competitive with instance-based SSL techniques.
5.5 Studies 3 & 4: Results & Analyses
Below we describe the results obtained from studies 3 and 4, as well as analyze
the results.
RQ3: Do SSL representations exhibit stronger group symmetries?
We intend to investigate the group symmetry properties of both paradigms,
specifically invariance to groups of transformations. We perform this investiga-
tion on multiple classes. Initially, we compare the classes outlined in chapter 4.
• Class 1 (zebra): High precision/recall for both SSL and SL.
• Class 2(guineaFowl): High precision/recall for SSL.
• Class 3 (ostrich): High precision/recall for SL.
• Class 4 (lionMale): Low precision/recall for both SSL and SL.
Results are shown in figures 5.3, 5.4, and 5.5. The plots are named in
the order of architecture-width-technique. We notice that SSL and SL per-
form similarly in the context of invariance to transformations. We want to
investigate these properties through the framework of group symmetry-based
visualizations. We identify certain scenarios under which SL performs better
(figure 5.1) than SSL and other cases where the opposite happens (figure 5.2).
We averaged over 10 images and 4 classes but it might be beneficial to do this
study on a large scale to get rid of random chance in the choice. Results of this
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study suggest that SSL and SL are in fact similar when it comes to invariance
properties on average (they differ on a class level).
Additional results on this study are provided in the Appendix A.
Figure 5.1: Zebra rotations analysis. (bt refers to barlow twins)
Figure 5.2: Guinea Fowl flip analysis. (bt refers to barlow twins)
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Figure 5.3: Guinea Fowl vertical translation analysis. (bt refers to barlow
twins)
Figure 5.4: Lion Male scale analysis. (bt refers to barlow twins)
RQ4: How do models (SSL and SL) reason about the semantic iden-
tity of the data while creating the representations? To interpret the
reasoning process of the SSL and SL models, we take both models’ fine-tuned
version that is based on the Serengeti camera trap. We investigate the follow-
ing.
For each image in figure 5.6, we look at the most activated filters across
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Figure 5.5: Zebra horizontal translation analysis. (bt refers to barlow twins)
4 successively higher convolutional layers (layer1, layer2, layer3 and layer4
blocks for ResNet50 [41]). Our goal is to find what features these layers learn
and how these features vary across SSL and SL models. For each image, we
determine which part of the input is used by the model to make a decision
about the image’s semantic identity, i.e., its class.
In addition to these, we try to understand the influence of background
on the class decisions by these models. In many camera trap images, such
as in the Serengeti dataset, the background occupies significant space on the
images. Our goal is to see how the SSL and SL models process background
pixels as they learn features across various layers as well as reasons about the
class of the images. For this investigation, in addition to four images from the
Serengeti dataset, we use four images that have either a white background or
non-prominent background.
We discuss our results and analyses for this study in three sub-sections.
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Figure 5.6: Four animals from the Serengeti dataset
5.5.1 Most activated filters across the architecture
SSL: Figure 5.7 shows the feature maps created by the most activated filters
of the SSL-based model across outputs for 4 ResNet50 Blocks [41] (layer-1,
layer-2, layer-3, and layer-4) for four images (Figure 5.6). We observe that
the network activates the exact same filters (i.e., 55, 183, 11, and 450) at
four layers for the four images. Another observation is that the four filters
learn exactly the same maps for the four images. Filter 55 at layer-1 does not
learn anything meaningful. However, the filters in the successive upper layers
learn increasingly complex patterns. This kind of behavior is expected, prior
works by [94, 113] suggest that this is the way networks build higher-level
representations from lower-level representations. We find it surprising that
the activations for all images were the same. This might indicate the unique
learning process of the SSL techniques.
Figure 5.7: Layer 1 (55) - Layer 2 (183) - Layer 3 (11) - Layer 4 (450)
Figure 5.8 shows the maps learned by the final convolutional layer of the
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SSL-based model. Except for the image of the Ostrich, the maps learn class-
specific information from the respective images. We notice the black and white
patterns for the zebra image, small guinea-fowl-like animals for that class, and
lion-like silhouettes. The lion-like silhouettes seem to possess a mane which
is the distinguishing factor between males and females. The ostrich result is
surprising. We ran various tests but all of them resulted in noise like filters
for Ostrich. This is something that needs more in-depth investigation in the
future.
Figure 5.8: Visualizations for Zebra, Lion, Guinea Fowl, and Ostrich
SL: The feature maps created by the SL-based model are fundamentally
different from those from the SSL-based model. Figure 5.9 shows that the
model activates the exact same filters at the first three layers. However, the
layer-4’s filter varies for some images (5.10). The first filter of the SL-based
model is similar to the SSL-based model, the next two SL filters are funda-
mentally different. These two filters don’t learn anything useful. This points
to the fact that the model doesn’t build complex high-level representations
until the later layers. This is different from representational learning in SSL.
Layer-4 for ostrich and lion seems to be the same which might hint towards
shared representations between classes. This is not as evident as SSL where
all classes share the highest activation filter. Unlike the SSL-based model’s
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fourth layer filter, the SL network’s fourth layer seems to learn more nuanced
features. These are more expressive compared to the ones observed in the
layer4 output for SSL.
Figure 5.9: Layer 1 (85) - Layer 2 (189) - Layer 3 (506)
The final Conv layer filter of the SL-based model captures class-specific
features (5.11). However, the SSL-based features for Zebra and Lion Male
images are more expressive as compared to the SL-based features. We can see
distinct patterns in the case of SSL but the SL model seems to produce mane-
like shapes for the lion image and slight stripes for the zebra. The ostrich
example for SL is interesting, unlike SSL it is not random noise but it isn’t
something that is easily interpretable. The circular patterns could represent
the body of an ostrich but it is difficult to say.
Figure 5.10: Layer-4 for Zebra, Lion, Guinea Fowl, and Ostrich
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Figure 5.11: Visualizations for Zebra, Lion, Guinea Fowl, and Ostrich
5.5.2 Class Activation Heatmaps
We compare the class activation heat maps obtained from both SSL-based and
SL-based models (5.12, 5.13, 5.14, 5.15). We observe that strongly activated
regions in the SSL network are more narrowly focused on the discriminative
regions on the input image. For all our examples the circular area of focus
generated by the Score-CAM technique is tighter for the SSL model. This
seems to suggest that the model has learned to ignore unnecessary information
in the input. SL on the other hand is more spread out allowing for more room
for error, but it also means the prediction confidence might be lower.
Figure 5.12: Score-CAM comparing SSL and SL for Zebra
In the zebra image (figure 5.12), SSL focuses on a small region on the lower
part of Zebras’ torso. SL looks at the full body of the Zebras, this suggests
that the SSL model might be focusing on the stripe pattern. We noticed
this in the previous section with the final layer visualization for SLL (figure
5.8). Another interesting observation is that SL uses background (sky, grass)
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Figure 5.13: Score-CAM comparing SSL and SL for Lion
for decision making. This could explain the less descriptive visualization for
zebra (5.11) in the previous section.
Figure 5.14: Score-CAM comparing SSL and SL for Guinea Fowl
Figure 5.15: Score-CAM comparing SSL and SL for Ostrich
Guinea Fowl, Ostrich & Lion Male: Both SSL and SL focus on the similar
region on the input (5.13, 5.14, 5.15). SSL is more focused on the animal as
its radius of focus is small. SL seems to look at the background (sky, grass) for
decision-making. This reinforces the visualizations we observed in the previous
section. Since the activated filters are not as descriptive it suggests that the
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SL model does not discard background information. This kind of behavior
requires further investigation.
5.5.3 Processing Background
Previously (in figures 5.12, 5.13, 5.14, 5.15) we have seen that SL networks
tend to use a wide-angle lens to discriminate objects. In other words, it looks
at pixels that not only portray the animals but also the surrounding back-
ground. To understand this property of the SL-based models better, we create
class activation maps of the following four images that either have a white
background or a non-prominent background (figure 5.16).
Figure 5.16: Four animals with no/blurry backgrounds
Figures 5.17. 5.19, 5.18, 5.20 show how the SSL-based and SL-based models
process the background pixels. For the Zebra heat maps, although SSL net-
work focuses mostly on the distinctive patterns on Zebra’s lower torso, neck
and upper legs, the SL network not only focus on the distinctive patterns on
its body, but also its surrounding white background (5.17).
For the Guinea Fowl image, the SSL network has a sharp focus on the upper
body and neck area of the animal, SL’s focus spans a large area including the
surrounding background (5.18).
In the case of the ostrich image, the SSL model is focused on the body
while SL is more spread out. This is consistent with the lion image where the
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Figure 5.17: Score-CAM comparing SSL and SL for Zebra with no background
Figure 5.18: Score-CAM comparing SSL and SL for Guinea Fowl with blurry
background
Figure 5.19: Score-CAM comparing SSL and SL for Lion with no background
Figure 5.20: Score-CAM comparing SSL and SL for Ostrich with no back-
ground
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SSL model focuses on the face and the mane while the SL model includes the
rest of the body and the surrounding white pixels (5.19, 5.20).
Based on the above three investigations, we derive the following insights
on the reasoning of the SSL and SL-based models.
• SSL filters are increasingly more complex from layer-1 to layer-4 (figure
5.7).
• SSL layer 4 features are not class specific, unlike SL. They seem to encode
some information that might assist with detecting shapes, backgrounds,
etc. (figures 5.7, 5.9, and 5.10).
• The final conv layer maps learned by both models are similar, i.e., class-
specific. SSL seems to be able to filter out background pixels while
making class decisions. This is a distinctive property of the SSL rep-
resentations (figures 5.12, 5.13, 5.14, 5.15, 5.17. 5.19, 5.18, and 5.20).
This property suggests that SSL representations exhibit better gener-
alizability. This property is significant in the context of the camera
trap data that include the same animals with diverse backgrounds. The
camera trap data requires models that are capable of learning expressive-
repressive representations by filtering out the background. SSL repre-
sentations are more suitable to achieve this goal.
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Chapter 6
Conclusion and Future Work
In this thesis, we conduct a multi-dimensional study of SSL techniques in the
context of transfer learning-based image classification. Our goal is to under-
stand the efficacy of the representations learned by various SSL techniques
for performing image classification on diverse target datasets. We specifically
emphasize the camera trap dataset due to its inherent challenges for accu-
rate classification (e.g., requires large labeled data, unbalanced distribution of
classes, noisy labels) and significance in Ecological research. We design a set of
studies to determine the efficacy of the SSL techniques in comparison to the
SL techniques. Then, for understanding the efficacy of the SSL techniques,
we design a framework to probe inside the “brain” of the SSL models. Our
interpretability analysis is done using two tools: group symmetry and filter vi-
sualization. The group symmetry analysis reveals the invariance symmetry of
the SSL representations with respect to various transformations that include
translation, rotation, flip, and scale change. The visualization-based analysis
offers a tour through the hidden layers of the SSL model and shows how it
reasons about the semantic identity of the data.
Through extensive experimentation, we attain the SOTA performance on
the Snapshot Serengeti camera trap dataset for image classification along with
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providing a benchmark for the ENA-24 dataset. We compare various ap-
proaches to SSL and how they compare against the SL paradigm. We find
that when the target dataset is significantly different from the source dataset,
self-supervised models are not only more effective (higher performance) but
also efficient (faster convergence). When the tasks are similar, the performance
is comparable. This suggests that there are areas where SL excels over SSL
techniques, but when the new task involves a significant shift from the source
task, the SSL techniques exhibit better generalizability.
Our interpretability study sheds light on the generalizability of the SSL
approach as well as shows that the representations learned by the SSL approach
are fundamentally different from those obtained using the SL approach. We
find that the SSL-based networks are more focused on the most relevant regions
of the input images to extract the features, which explains their improved
generalizability.
6.1 Future Word
Our findings answered our original research questions while led to new ones.
For example, how would the efficacy of the SSL representation change if those
are created using domain-specific data? In the future, we plan to investigate
this research question. A useful approach could be to use a large unlabeled
camera trap dataset to learn representations using the SSL approach, then see
how it performs on downstream classification tasks from the same domain. In
addition to this, we plan to perform an expansive study on feature visualization






The following figures compare the invariance of SSL and SL models. Each
figure represents a type of transformation described in chapter 4.
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A.1.2 Guinea Fowl
The following figures compare the invariance of SSL and SL models. Each
figure represents a type of transformation described in chapter 4.
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A.1.3 Lion Male
The following figures compare the invariance of SSL and SL models. Each
figure represents a type of transformation described in chapter 4.
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A.1.4 Ostrich
The following figures compare the invariance of SSL and SL models. Each
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