Rational Krylov methods for functions of matrices with applications to
  fractional partial differential equations by Aceto, Lidia et al.
ar
X
iv
:1
81
2.
01
40
5v
2 
 [m
ath
.N
A]
  3
 Ju
l 2
01
9
Rational Krylov methods for functions of matrices
with applications to fractional partial differential
equations✩
L. Acetoa, D. Bertaccinib,c,∗, F. Durastanted, P. Novatie
a Università di Pisa, Dipartimento di Matematica, Via F. Buonarroti, 1/C, Pisa, Italy
bUniversità di Roma “Tor Vergata”, Dipartimento di Matematica, viale della Ricerca
Scientifica 1, Roma, Italy. Email: bertaccini@mat.uniroma2.it
cIstituto per le Applicazioni del Calcolo (IAC) “M. Picone”, National Research Council
(CNR), Roma, Italy.
dUniversità di Pisa, Dipartimento di Informatica, largo Bruno Pontecorvo 3, Pisa,
Italy.
eUniversità di Trieste, Department of Mathematics and Geosciences, via Valerio 12/1,
34127 Trieste, Italy
Abstract
In this paper we propose a new choice of poles to define reliable rational
Krylov methods. These methods are used for approximating function of
positive definite matrices. In particular, the fractional power and the frac-
tional resolvent are considered because of their importance in the numerical
solution of fractional partial differential equations. The numerical experi-
ments on some fractional partial differential equation models confirm that
the proposed approach is promising.
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1. Introduction
This paper deals with some computational issues concerning the use of
Krylov-type methods for computing certain functions of matrices occurring
in the solution of fractional partial differential equations. In particular, we
focus on the following model problems:{
(−∆)
α
2 u = s(x, u), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(1)
and 

∂u
∂t
= −µ(−∆)
α
2 u+ s(x, u, t), (x, t) ∈ Ω× (t0, T ],
u(x, t0) = u0(x), x ∈ Ω,
u(x, t) = 0 (or ∂nu(x, t) = 0), (x, t) ∈ ∂Ω × (t0, T ],
(2)
where α ∈ (1, 2], µ > 0, and −(−∆)α/2 is the fractional Laplacian oper-
ator with homogeneous Dirichlet (or Neumann) boundary conditions. As
usual, this operator can be defined using the spectral decomposition of the
Laplacian, that is,
(−∆)α/2u =
∞∑
p=1
µα/2p cpϕp, u =
∞∑
p=1
cpϕp,
where {ϕp}
∞
p=1 are the eigenfunctions of (−∆) and {µp}
∞
p=1 are the corre-
sponding positive real eigenvalues. In this view, any positive definite matrix
representing an appropriate discretization An ∈ R
n×n of the Laplacian op-
erator (that is, xTAnx > 0 for any nonzero x ∈ C
n) can be used to approxi-
mate (−∆)α/2 by means of A
α/2
n . This approach is known asMatrix Transfer
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Technique (MTT) [1–6]. Here we use finite differences, finite volumes and
finite elements methods to generate the underlying approximation An.
For what concerns the steady state problem (1), the solution can be
approximated by any method able to compute the action of A
−α/2
n . On the
other hand, the solution of (2) requires also the discretization in time. Since
An inherits the stiffness of the Laplacian operator, the time integration of
(2) needs to be implicit. Therefore, at each time step, we need to compute
the action of matrix functions of the type
(
I + νA
α/2
n
)
−1
, where I denotes
the identity matrix of size n and ν > 0 is a parameter that depends on the
stepsize and the integrator. Assuming that the stiffness is only due to the
Laplacian operator, here we consider IMEX-type methods, which allow an
explicit treatment of the forcing term in (2).
In this work, we analyze some Krylov-type methods approximating the
action of the product of the above matrix functions by a given vector. We
compare the behavior of the polynomial, shift-and-invert, extended, and
rational Krylov methods in terms of accuracy and computational cost on
various test problems and different discretizations. Our aim is to show
that our rational Krylov method can outperform the other approaches pro-
vided that the poles of the underlying rational forms are suitably defined.
To this purpose, we define the poles using the Gauss-Jacobi approach for
the computation of A
−α/2
n as in [7–9], and then extend this idea for the
computation of
(
I + νA
α/2
n
)
−1
v giving also some details for a reliable im-
plementation. We prove that our new poles are real and simple, so that
they can be computed with a root-finder less prone to error amplification.
We remark that the computation of
(
I + νA
α/2
n
)
−1
v with Krylov methods
has been considered in [10], but by using only the shift-and-invert approach.
The paper is organized as follows. In Section 2 we recall the basic
features of Krylov methods of polynomial and rational types tailored for
approximating function of matrices, while in Section 3 we give a theoretical
and computational analysis of the poles of the proposed rational methods.
In Section 4 we discuss some issues of the MTT based on finite differences,
finite elements, and finite volumes approximation applied to the Laplacian
operator. Finally, Section 5 is devoted to some numerical experiments in
which we compare the performances of our approach with the other Krylov
methods presented in Section 2.
3
2. Rational Krylov Methods
We recall that for a given matrix An ∈ R
n×n and a function f that is
analytic on and inside a closed contour Γ that encloses the spectrum of An,
the matrix function f(An) is defined as
f(An) =
1
2πi
∫
Γ
f(z)(zI − An)
−1 d z.
Let Vk be an orthogonal matrix whose columns v1, . . . ,vk span an ar-
bitrary Krylov subspace Wk(An,v) of dimension k. We obtain an approxi-
mation of f(An)v by
f(An)v =
1
2πi
∫
Γ
f(z)(zI −An)
−1
v d z
≈
1
2πi
∫
Γ
f(z)Vk(zI − V
T
k AnVk)
−1V Tk v d z
=Vkf(V
T
k AnVk)V
T
k v.
(3)
Different methods for the approximation of matrix functions are obtained for
different choices of the projection spaces Wk(An,v). Given a set of scalars
{σ1, . . . , σk−1} ⊂ C (the extended complex plane), that are not eigenvalues
of An, let
qk−1(z) =
∏k−1
j=1
(σj − z).
The rational Krylov subspace of order k associated with An, v and qk−1 is
defined by
Qk(An,v) = [qk−1(An)]
−1Kk(An,v),
where
Kk(An,v) = Span{v, Anv, . . . , A
k−1
n v}
is the standard polynomial Krylov space. By defining the matrices
Cj = (µjσjAn − I) (σjI − An)
−1,
where {µ1, . . . , µk−1} ⊂ C are such that σj 6= µ
−2
j , it is known that the
rational Krylov space can also be written as follows (see [11])
Qk(An,v) = Span{v, C1v, . . . , Ck−1 · · ·C2C1v}.
This general formulation allows to recast most of the classical Krylov meth-
ods in terms of a rational Krylov method with a specific choice of σj
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and µj . In particular, the standard (polynomial) Krylov method in which
Wk(An,v) = Kk(An,v) can be recovered by defining µj = 1 and σj = ∞
for each j. The extended Krylov method (see [12, 13]), in which
W2k−1(An,v) = Span{v, A
−1
n v, Anv, . . . , A
−(k−1)
n v, A
k−1
n v},
is obtained by setting
(µj, σj) =
{
(1,∞), for j even,
(0, 0), for j odd.
The shift-and-invert (single pole) rational Krylov, see [14, 15], where
Wk(An,v) = Span{v, (σI − An)
−1
v, . . . , (σI − An)
−(k−1)
v},
is defined by taking µj = 0 and σj = σ for each j.
As for the use of Krylov methods for the computation of functions of op-
erators involving (−∆)α/2, that is for our cases of interest, we quote here [5]
and [10] in which the standard Krylov method and the shift-and-invert ap-
proach are investigated, respectively. On the same line, the computation of
the matrix square root (α = 1) is done by using the extended Krylov method
in [16], see also [17], and the rational Lanczos approximation in [18].
In this work we consider a rational Krylov approach in which µj = 0 for
each j, and where −σj = ξj > 0 are suitably defined (see Section 3). In this
view, the method here presented is a rational Krylov method in which
Wk(An,v) = Span{v, (ξ1I +An)
−1
v, . . . , (ξk−1I +An)
−1 · · · (ξ1I +An)
−1
v}.
(4)
Starting from v1 = v/β, where β = ‖v‖2, we determine vj+1 by orthogo-
nalizing the vector
wj = (ξjI + An)
−1
vj (5)
against v1, . . . ,vj, followed by normalization. In this way, a sequence of
vectors {vj}
k
j=1 is generated such that
vj = (ξjI + An)
j+1∑
i=1
hi,jvi, for j ≤ k − 1,
vk = (ξkI + An)
k∑
i=1
hi,kvi + (ξkI + An)hk+1,kvk+1
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obtaining the following Arnoldi–like decomposition:
V Tk AnVk = (I −HkDk)H
−1
k − hk+1,kV
T
k Anvk+1e
T
kH
−1
k ,
where Dk = diag({ξ
−1
j }
k
j=1) and Hk is the Hessemberg matrix Hk = [hi,j].
Since
hk+1,kV
T
k Anvk+1e
T
kH
−1
k = hk+1,kV
T
k Vk+1Hk+1ek+1e
T
kH
−1
k = Ok,
we find the following expression for the projected matrix
V Tk AnVk = (I −HkDk)H
−1
k .
Finally, we approximate f(An)v as
f(An)v ≈ βVkf(V
T
k AnVk)e1,
where e1 = (1, 0, . . . , 0)
T ∈ Rk.
As is well known, rational Krylov methods are generally quite fast (in
terms of iterations with respect to the polynomial counterpart) whenever
An represents an unbounded self-adjoint operator. In this view, the most
computational demanding part of these methods is typically due to the
solution of the linear systems (5). The computational cost of an iterative
solver for (5), whenever An is large, is highly problem-dependent and often
influences very much the performance of these algorithms and therefore
their competitiveness with respect to polynomial methods. Anyway, in the
examples considered here, we always deal with sparse and, in particular,
banded matrices An. In this sense, we compute the approximate solution
of (5) by means of sparse direct solvers. Alternatively, one may consider
iterative solvers with preconditioners able to handle multiple shifts (see
e.g. [19–22]).
In Section 3 we propose to select the poles ξj by exploiting some insights
on the functions to be approximated here, i.e. f(z) = z−α/2 and f(z) =
(1+νzα/2)−1, by working with suitable rational approximations. Clearly, one
could look for an automatic selection of the poles that avoids the use of such
information. An example of application of this strategy is represented by the
RKFIT algorithm [23]. It can be used for computing a rational approximation
for a matrix function f(An) by solving a rational least square problem of
the form
given f(An), An,v, find Rk+ℓ,k(·) to minimize ‖f(An)v− Rk+ℓ,k(An)v‖
2
2,
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where f is a matrix function (or an approximation), and Rk+ℓ,k is a rational
function of type (k+ ℓ, k) and ℓ ≥ −k. Thus, the minimum is taken on the
roots of the polynomials defining Rk+ℓ,k. To effectively use this procedure,
one needs to find some starting poles for Rk+ℓ,k(z) and the values of k and
ℓ.
3. Poles Selection
Our proposal for selecting the poles for the construction of the rational
Krylov subspace (4) relies on the rational approximation of z−α/2 proposed
in [7–9]. In particular, following [8, eq. (5)], we get
z−α/2 ≈
k∑
j=1
2 sin(α
2
π)τ 1−α/2
π
ωj
1 + θj
(
τ(1 − θj)
1 + θj
+ z
)
−1
, Rk−1,k (z) ,
where ωj and θj are, respectively, the weights and nodes of the Gauss–
Jacobi quadrature formula with weight function (1 − x)−
α
2 (1 + x)
α
2
−1 and
τ is a positive real parameter that should be defined suitably. In addition,
denoting by ζr the rth zero of the Jacobi polynomial P
(α/2,1−α/2)
k−1 (z) and
setting
ǫr = τ
1− ζr
1 + ζr
, r = 1, 2, . . . , k − 1, (6)
ηj =
τ(1− θj)
1 + θj
, j = 1, 2, . . . , k, (7)
from [8, Proposition 1] we can express Rk−1,k(z) as the rational function
Rk−1,k(z) =
pk−1(z)
qk(z)
=
χ
∏k−1
r=1(z + ǫr)∏k
j=1(z + ηj)
,
where
χ =
ηk
τα/2
(
k+α/2−1
k−1
)
(
k−α/2
k
) k−1∏
j=1
ηj
ǫj
.
It is worth noting that {θj}
k
j=1 are the zeros of the Jacobi polynomial
P
(−α/2,α/2−1)
k (z) . In this context, this implies that the values ηj are all real
and simple and therefore the roots of qk(z) as well.
Given a positive definite matrix An with spectrum σ(An) ⊆ [λmin, λmax],
a specific rational approximation for the matrix function f(An) = A
−α/2
n
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can be deduced from the above, provided that the parameter τ is selected.
To this purpose, setting
τ˜k , λmin
(
α/2
2ke
)2
exp
(
2W
(
4k2e
(α/2)2
))
with W (·) denoting the Lambert-W function, in [7, Propositions 3.4, 4.1] it
has been shown that for the matrix function A
−α/2
n a reliable value of τ is
given by
τ = τk :=


τ˜k, if k ≤ k,(
σ˜k +
√
σ˜2k + (λminλmax)
1/2
)2
, if k > k,
where
σ˜k , −
α/2
8k
ln
(
λmax
λmin
)
λ
1/2
max,
and
k =
(α/2)2
8
(
λmax
λmin
)1/2 [
ln
(
λmax
λmin
)
+ 2
]
.
This choice is the result of an analysis on the Padé-type approximations of
z−α/2. Now, by using the above arguments, we can get an approximation
also for f(z) = (1 + νzα/2)−1. Indeed, we can write
(1 + νz
α/2)−1 =
1
1 + ν(z−α/2)−1
≈
1
1 + ν(Rk−1,k(z))−1
=
1
1 + ν qk(z)
pk−1(z)
=
pk−1(z)
pk−1(z) + νqk(z)
:=
pk−1(z)
q˜k(z)
.
For the roots of q˜k(z) we observe the following useful result.
Proposition 1. All the roots of the polynomial q˜k(z) are real and simple.
To prove this we need two auxiliary results. First, there is an interlacing
of the zeros of Jacobi polynomials of different orders and weights.
Theorem 1. [24, Theorem 2.3] Let β, γ > −1. For any t, s ∈ [0, 2], let
• −1 < θ1 < θ2 < . . . < θn < 1 be the zeros of P
(β,γ)
n , and
• −1 < ζ1 < ζ2 < . . . < ζn−1 < 1 be the zeros of P
(β+t,γ+s)
n−1 .
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Then
−1 < θ1 < ζ1 < θ2 < ζ2 < . . . < θn−1 < ζn−1 < θn < 1.
Theorem 2. [25, Theorem 8] Let p and q be real polynomials. Then p and
q have strictly alternating roots if and only if all polynomials in the space
{c1 p+ c2 q : ci ∈ R, i = 1, 2}
have real and simple roots.
Proof of Proposition 1. To apply Theorem 2, we need to show that the roots
of the polynomials pk−1(z) and qk(z) are strictly interlaced. By construction
we know that the roots of pk−1(z) are the real values {−ǫr}
k−1
r=1 in (6), while
the roots of qk(z) are the real values {−ηj}
k
j=1 in (7). By Theorem 1 applied
to the Jacobi polynomials P
(−α/2,α/2−1)
k (z) and P
(α/2,1−α/2)
k−1 (z) we have
− 1 < θ1 < ζ1 < θ2 < ζ2 < . . . < θk−1 < ζk−1 < θk < 1. (8)
Then, for the interlacing between the {−ǫr}
k−1
r=1 and the {−ηj}
k
j=1, we need
to prove that −η1 < −ǫ1 < −η2 < −ǫ2 < . . . < −ηk−1 < −ǫk−1 < −ηk or,
equivalently,
η1 > ǫ1 > η2 > ǫ2 > . . . > ηk−1 > ǫk−1 > ηk.
Now, using (6) and (7) for i = 1, . . . , k − 1, we have
ǫi > ηi+1 ⇔
τ (1− ζi)
1 + ζi
>
τ (1− θi+1)
1 + θi+1
.
Since τ > 0, (1 + ζi) > 0 and (1 + θi+1) > 0, the previous inequalities are
satisfied if and only if ζi < θi+1, which is true by (8). Similar arguments
lead to verify that ηi > εi. By using Theorem 2, the proof is complete.
In addition, since all the coefficients of q˜k(z) are strictly positive by
construction, according to the Descartes’ rule of signs, we are also sure that
all its roots are negative.
In consideration of all the above arguments, the poles that we use for the
computation of the proposed rational Krylov methods are positive, real and
simple. In fact, when f(An) = A
−α/2
n , in (4) we take as poles the opposite
of the roots of qk(z) (i.e., ξj = ηj), while, when f(An) = (I + νA
α/2
n )−1,
we take as poles the opposite of the roots of q˜k(z). Thus, one of the main
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features of our proposal is represented by the possibility to work only with
real arithmetic. From now on, we refer to the rational Krylov methods
based on these poles as Krylov Jacobi.
Just to provide an example of computed poles, in Figure 1 we focus
on the matrix An given by the centered differences discretization of the
1D Laplacian with n = 212 and α = 1.2. In this case, for k = 10, 20, 30, we
computed the roots {θj}
k
j=1 and {ζr}
k−1
r=1 by the JACOBI_POLYNOMIAL Matlab
code; see [26]. On the other hand, we used the package MPSolve to compute
the roots of q˜k(z); see [27, 28].
4. Solving the model problems by MTT using Krylov methods
Computing efficiently functions of matrix-vector products by Krylov
methods is beneficial for many applications. However, in order to provide
reasonable comparisons, here we consider one class of mathematical tools
which is quite wide and important because it forms the ground of many
numerical models: (evolutionary) fractional partial differential equations.
As a case study, let us consider the d–dimensional Laplacian operator
∆ =
d∑
i=1
∂2
∂x2i
, (9)
on the domain Ω subject to Dirichlet (or Neumann) boundary conditions.
The Matrix Transfer Technique (MTT) introduced in [3, 4] considers ap-
proximations to the fractional Laplacian of the form
(−∆)
α
2 ≈ A
α/2
n ,
where An is a suitable matrix approximation of the standard Laplacian. In
this work, we consider the following discretizations:
• finite differences (FD);
• finite elements methods (FEM) with first order Lagrangian elements
on a triangular tessellation;
• cell–centered finite volume (FV) methods with a piecewise linear ba-
sis, [29].
10
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k=20
k=30
Figure 1: Poles for the computation of the function f(z) = (1 + νzα/2)−1 for the matrix
An given by the centered differences discretization of the 1D Laplacian with n = 2
12,
α = 1.2, and ν = 1/(n+ 1).
11
For FEM and FV we get An = M
−1
n Kn, where Kn denotes the stiffness ma-
trix, whileMn is the mass matrix for the FEM or the diagonal matrix of the
cell volumes for FV. In these cases, even if An is generally not symmetric, it
is similar to a positive definite matrix. In fact, M
1
2
n AnM
−
1
2
n = M
−
1
2
n KnM
−
1
2
n .
Whenever the mass matrix Mn is not trivial, i.e. An is not a multiple of
Kn, we should solve linear systems with coefficient matrices (ξjI+M
−1
n Kn),
by means of a direct method. This can be inappropriate because it would
require assembling the matrix An = M
−1
n Kn that can be dense. Therefore,
instead of computing the basis of the rational Krylov space with An, we
generate it working with Aˆn = ξjMn + Kn. This is completely analogous
to what is usually done for generalized eigenvalues for the pencil (Kn,Mn)
with rational Krylov methods, see, e.g., [30, 31]. Then, with the attained
basis, we approximate the matrix–vector product f(An)v as in (3).
Finally, we stress that direct solvers for sparse linear systems can benefit
by the use of permutations to reduce fill–in. This can be mostly useful when
unstructured matrices are used for either FEM or FV discretizations.
4.1. Integration in time
If we consider the solution of the problem (2) semidiscretized with re-
spect to the space variables, we get the initial value problem{
y
′(t) = −A
α
2
n y(t) + s(t), t ∈ (t0, T ],
y(t0) = y0,
(10)
where y(t) : R→ Rn and y0 ∈ R
n (with respect to problem (2), to simplify
notation, here we set µ = 1 and s(x, u, t) = s(x, t)). To integrate (10) in
time, we apply a Linear Multistep Method (LMM) over an equispaced grid
tj = t0 + jδt, j = 0, 1, . . . , nt, with δt = (T − t0)/nt the selected stepsize.
Setting g(y, t) = −A
α
2
n y(t) + s(t), we get
ℓ∑
j=0
αjy
(m+j) = δt
ℓ∑
j=0
βjg
(m+j), m = 0, 1, . . . , nt − ℓ, (11)
with
y
(m+j) ≈ y(tm+j), g
(m+j) = g(y(m+j), tm+j).
Since the fractional Laplacian operator is unbounded and give stiffness ,
implicit schemes are preferable to avoid possible severe stepsize restrictions
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in order to satisfy stability requirements; see, e.g., [32]. Using implicit
schemes, we need to solve linear systems of the form
(
αℓI + δtβℓA
α
2
n
)
y
(m+ℓ) = δt
ℓ−1∑
j=0
βjg
(m+j)−
ℓ−1∑
j=0
αjy
(m+j), m = 0, 1, . . . , nt−ℓ,
that can be recast in the computation of a function of matrix times vector,
that is,
y
(m+ℓ) = f(An)y˜
(m), m = 0, 1, . . . , nt − ℓ,
where
f(z) =
(
1 + δt
βℓ
αℓ
z
α
2
)
−1
(12)
and
y˜
(m) =
1
αℓ
(
δt
ℓ−1∑
j=0
βjg
(m+j) −
ℓ−1∑
j=0
αjy
(m+j)
)
.
By using similar arguments, we can also deal with semi–linear problems
having non–linear forcing term{
y
′(t) = −µA
α
2
n y(t) + s(t,y(t)), t ∈ (t0, T ],
y(t0) = y0.
(13)
Assuming that the function s is not responsible for further stiffness, we
can use implicit–explicit methods (IMEX), similarly to [8]. A generic ℓ-step
IMEX method for (13) can be written as
ℓ∑
j=0
αjy
(m+j) = −δtµ
ℓ∑
j=0
βjA
α
2
n y
(m+j) + δt
ℓ−1∑
j=0
γjs(tm+j ,y
(m+j)). (14)
For further details on IMEX methods see, e.g., [33, 34]. Therefore, we need
again to compute matrix functions of the form (12).
5. Numerical Experiments
The examples in this section are collected in two groups. In Section 5.1
we deal with the discrete version of the steady state problem (1), while in
Section 5.2 the time dependent problem (2).
All the numerical experiments are performed on a laptop running Linux
with 8 Gb memory and CPU Intel® Core™ i7-4710HQ CPU with clock
2.50 GHz. The codes are written and executed in MATLAB R2018a. The
following external codes are used in our routines:
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• MPSolve package for the computation of the polynomial zeros; see [27],
• rat_krylov for the construction of the basis of the rational Kyrlov
methods; see [11],
• EKS class for the construction of the basis of the extended Krylov
method; see [13],
• FENICS library [35] v.2018.1 to assemble the finite elements matrices.
• FiPy library [36] v.3.1.3-dev2-g11937196 to assemble the finite volume
matrices.
The auxiliary linear systems are solved here by Matlab’s standard back-
slash. Whenever is feasible, the reference solution u∗ for the various prob-
lem is computed directly by the Schur–Parlett algorithm. We denote by
ε = ‖u∗ − u‖2/‖u
∗‖2 the relative error. All the timings are measured in
seconds averaged on one hundred runs. For the definition of the poles, the
interval [λmin, λmax] is always assumed explicitly known.
5.1. Stationary problems
We report the results for the steady state problem (1) discretized using
second order centered differences for the 1D and 2D Laplacian on the do-
mains [0, 1] and [0, 1]2, respectively. The right–hand side terms for the two
problems are f(x) = sin(πx), and f(x, y) = sin(πx) sin(πy). We observe the
expected behavior: rational Krylov Jacobi algorithms outperform (in term
of iterations) the polynomial Krylov; see Figure 2 for the behavior for the
one dimensional problem, and Figure 3 for the two dimensional. In both
cases the shift parameter σ for the shift–and–invert method is computed as
σ =
√
λmin(An)λmax(An), cf. [18].
5.2. Time–dependent problems
In this section, we focus on the problem (2). First, we set s = 0, µ = 1,
T = 1,
u(x, y, 0) = x2y2(1− x)(1− y), (15)
on the unit square Ω = [0, 1]2 and consider Dirichlet boundary conditions.
We refer to this test problem as P1. By using finite differences (FD), fi-
nite volumes (FV) and finite elements methods (FEM) we discretize this
problem and test on it the underlying rational Krylov methods. Then,
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Figure 2: Comparisons of the convergence curve in term of the relative error ε with
the reference solution for the 1D stationary problem discretized by finite differences for
α = 1.2, k = 10, 20, 30. The behavior for other values of α is similar.
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Figure 3: Comparisons of the convergence curve in term of the relative error ε with
the reference solution for the 2D stationary problems discretized by finite differences for
α = 1.5, k = 10, 20, 30. The behavior for other values of α is similar.
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we consider the problem (2) with s a nonzero polynomial function of the
solution, producing the fractional Allen–Cahn equation, that is

∂u
∂t
+ µ(−∆)
α
2 u = −(u3 − u), (x, t) ∈ Ω× [t0, T ],
u(x, t0) = u0(x), x ∈ Ω,
∂nu(x, t) = 0, (x, t) ∈ ∂Ω× (t0, T ].
(16)
Here µ > 0 is a small parameter defining the thickness of the interface sep-
arating the different phases and u0 ∈ L
2(Ω). In our numerical experiments
we choose Ω = [0, 1]2, [t0, T ] = [0, 4], and
u0(x) ≡ u0(x, y) = 0.25 sin(2πx) sin(2πy). (17)
Refer to this test problem as P2. We apply finite volumes and finite el-
ements methods to discretize this problem. In both cases the obtained
matrices An are positive definite, and thus the analysis in Section 3 applies
straightforwardly.
P1 by using FD. We consider the five–point stencil of the FD discretization
for the Laplacian operator on the grid with nx = ny = nt = 2
6 points. The
method for marching in time is the implicit Euler. Therefore, as discussed
in Section 4, in order to advance in time, we need to compute the matrix
function
f(An) = (I + c δtA
α/2
n )
−1,
where c is a constant. In Figure 4 the relative error and execution time
comparison for the first iterate of the method is reported. The poles for
the RKFIT algorithm are computed on the complete matrix function on
a reduced size grid (nx = ny = 2
4 and nt = 2
6) from the initial guess
{σj = +∞}
k
j=1. Note that the RKFIT can compute only k = 10 different
nodes. We recall also that for the extended Krylov algorithm the number
k represent the size of the Krylov subspaces, thus the number of linear
auxiliary linear systems solved is ⌊k/2⌋. This explain the behavior with
respect to time: the Krylov space of the same dimension for the extended
Krylov costs roughly a half of the rational subspace of the same size.
P1 by using FV. We consider the cell–centered FV discretization of the
problem (2) on the same grid used for finite differences. In particular,
nx = ny = nt = 2
6. Results in Figure 5 are comparable with those of the
FD discretization. The RKFIT algorithm produces less than the requested
16
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Figure 4: P1– FD: The nodes in the time–error graph corresponds to k = 10, 15, 20, 25, 30
poles.
number of nodes and at a greater computational effort. By fixing the size
of the Krylov space, we observe that the Krylov Jacobi method is more
accurate than the extended Krylov method which, on the other hand, keeps
the same ratio with respect to the achieved timings.
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Figure 5: P1– FV: The nodes in the time–error graph corresponds to k = 10, 15, 20, 25, 30
poles.
P1 by using FEM. Consider here the FEM discretization of problem (2) on
the structured mesh made by triangular cells with straight sides, i.e., each
side of the squared domain Ω is divided into nx and ny rectangles, and then
divided into a pair of triangles, with Lagrangian elements of order 1. From
Figure 6 we observe that the RKFIT algorithm produces again less than
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the requested number of nodes and at a greater computational effort. Con-
sidering Krylov spaces of the same size, the Krylov Jacobi method is more
accurate than the extended Krylov. Moreover, the latter in this example is
only marginally better with respect to the execution time.
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Figure 6: P1– FEM: The nodes in the time–error graph corresponds to k =
10, 15, 20, 25, 30 poles.
P2 by using FV. Consider the cell–centered FV for (16) over a uniform
quadrangular mesh with nx = ny = 64 intervals on the unit square [0, 1]
2. To
solve this problem we consider the application of the IMEX backward Euler
method with δt = 10
−2. The results are collected in Figure 7, from which
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Figure 7: P2– FV: Allen–Cahn equation (16) with µ = 10−4. The nodes in the time–error
graph corresponds to k = 10, 15, 20, 25, 30 poles.
we observe that the Krylov Jacobi method achieves the better accuracy
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already with k = 5 nodes. The RKFIT Algorithm, tuned on the problem
with nx = ny = 32, fails to compute acceptable nodes in this case, see the
example of the errors for α = 1.8 given in Figure 8.
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Figure 8: P2– FV: Comparison of the relative error for the Allen–Cahn equation (16)
with µ = 10−2.
P2 by using FEM. Consider the discretization of (16) by means of Lagrange
linear elements over a uniform finite element mesh on the unit square [0, 1]2,
i.e., a mesh consisting of triangular cells with straight sides dividing each
side of the square into nx and ny rectangles, each divided into a pair of
triangles, for nx = ny = 80. The integration method in time is the IMEX
backward Euler with δt = 10
−2. The performance of the considered rational
Krylov method are shown in Figure 9. Note that the behavior is analogous
to the one observed for the time–dependent problem (2) (compare the results
with those in Figure 6).
6. Conclusion and perspectives
We considered certain matrix functions involving the fractional power of
real positive definite matrices computed by rational Krylov methods with
application to the numerical approximation of fractional-in-space partial
differential equations. We proposed a new choice of the poles, real and
simple by construction, that appears to be effective and faster with respect
to polynomial, shift-and-invert, extended Krylov methods, and RKFIT.
Within the same framework, one can apply the proposed rational Krylov
Jacobi method also to fractional linear multistep methods [37] for solving (2)
in which the first order derivative in time is replaced by a fractional deriva-
tive of order β, with β ∈ (0, 1).
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Figure 9: P2– FEM: Allen–Cahn equation (16) with µ = 10−3. The nodes in the time–
error graph corresponds to k = 10, 15, 20, 25, 30 poles.
In principle, the proposed method can work on irregular domains, Robin
or Dirichlet BC, see, e.g., [38–40], and can be used also in contexts of adap-
tivity, provided that these generate a symmetric positive definite matrix. In
the latter case, studying how the selected poles vary as the mesh is changed
would be of interest, and could also open new alternative approaches.
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