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ABSTRACT 
By considering tridiagonal matrices as three-term recurrence relations with 
Dirichlet boundary conditions, one can formulate their inverses in terms of Green’s 
functions. This analysis is applied to three-point difference schemes for 1-D problems, 
and five-point difference schemes for 2-D problems. We derive either an explicit 
inverse of the Jacobian or a sharp estimate for both uniform and nonuniform grids. 
1. INTRODUCTION 
Many problems in the physical sciences can be reduced to the solution of 
nonlinear boundary value problems in one dimension: 
- U”= f(x, U, U’), O<r<l, (l.la) 
u(O)=a and u(l)=b, (l.lb) 
or in two dimensions: 
x, Y E Q2, (1.2a) 
u given on ati, (1.2b) 
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where a and b are constants and where (e’) denotes differentiation with 
respect to X. In the two-dimensional case Q = [0, l] x[O, l] and X2 is the 
boundary of Q. Problems of this type arise in combustion, fluid flow, and solid 
mechanics [3, 91. Most of them are sufficiently complex so that analytical 
solutions cannot be obtained and, as a consequence, numerical methods such 
as finite differences must be used. By replacing the continuous differential 
operators in (1.1) and (1.2) by appropriate finite-difference expressions, we 
convert the problem of finding an analytic solution to one of finding an 
approximation to it at each point of the finite-difference grid. For a suffi- 
ciently good starting estimate, the resulting set of nonlinear equations can be 
solved by Newton’s method. 
In one-dimensional problems the Jacobians are typically tridiagonal. If the 
spatial variation of the solution of the problem is smooth without any sharp 
peaks or steep fronts, an equispaced or mildly nonuniform grid is ordinarily 
sufficient. The more challenging problems exhibit a high degree of spatial 
activity and therefore need highly nonuniform grids. To analyze the conver- 
gence properties of Newton’s method for these problems we need accurate 
estimates for the inverse of the Jacobian. This is the main motivation for the 
present paper (see also [lo]). We b ase our analysis on interpreting the 
tridiagonal matrices as three-term recursions with Dirichlet boundary condi- 
tions rather than on global linear algebraic methods. In this way we can write 
formally the inverse of the Jacobian in terms of the Green’s functions for this 
recursion. The Green’s functions can be estimated from the basis solutions of 
the recursion. This often leads to generalizations of known results for self- 
adjoint and equispaced problems (see e.g. [2, 81). In the next section we 
introduce some preliminary results and notation. In Section 3 we derive 
expressions for the Green’s functions. This is applied to the equispaced 1-D 
case in Section 4, and in Sections 5, 6, and 7 to the general 1-D problem. 
Finally, we present some results for the 2-D problem in Section 8. 
2. PRELIMINARY RESULTS AND NOTATION 
In one-dimensional problems we want to obtain a discrete solution of (1.1) 
on the mesh d(M) defined by 
_4qM):={xi10=x,-e< *-* <x,=1}, 
For the stepsizes we use the notation 
hi:=xi-xi-i, i=1,2 ,..., M; h := maxhi 
I 
(2-l) 
(2.2) 
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We approximate second derivatives by 
t+) L ( hi+12+ hi)( Ui+hf,ui - % -;i-1), (2.3) 
where ui is an approximation to u(ri). This leads to the difference equation 
2h, %-cl - 
hi+l+hiUi+‘+2ui- hi+l + hi+' 
=h,hi+lf(xi,u(xi),u’(xi)). (2.4) 
The right-hand side in (2.4) still contains a dependence on u’( xi). For its 
discretization we can use centered or one-sided differences. We note that this 
leads to O(h) perturbations of the coefficients on the left-hand side in a 
linearized form. Similarly, the contribution of u(xi) on the right-hand side 
gives an 0( h2) perturbation in ui. For a large class of problems these 
perturbations are such that they still lead to a positive scheme [ll]. Since we 
aim mainly at estimates for the resulting Green’s functions, we can use a 
monotonicity argument to give bounds for the more general problem once we 
have established a bound for the “unperturbed’ case. These questions are 
dealt with in Section 7. We shall first concentrate, however, on giving bounds 
for the inverse of the matrix A of the system 
AU= F, (2.5) 
where 
A= 
2 -Pr 
- 
a2P2 2 - P2 
(2.6) 
P . -aM-2 M-2 2 -PM-P 
- 
aMplfiM-l 2 
36 
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hi+1 
ai=hi’ 
2hi 
h= hi+l+h,' 
(2.7a) 
(2Jb) 
with 
and 
(2.7e) 
The explicit inverse of A when pi = 1 for all i is well known. In this paper we 
derive an expression for A-’ in the more general case of nonuniform mesh 
spacing (see Section 5). 
In two dimensions we want to obtain a discrete solution of (1.2) on the 
mesh _M( M, N) the nodes of which are formed by the intersection of the lines 
of the meshes 
_,#(M) := {xilO=x,<x,< .** <TM==}, (2.8a) 
A!(N) := { yj 10 = y, < y1-c . *. < YN = l}. (2.8b) 
For the stepsizes in the y-direction we use the notation 
kj:= yj- Y~-~, j=1,2 N; >...> k := maxkj. (2.9) 
j 
We approximate the Laplacian Au by 
“i+y-“i,j _ ui,j-hyi-l,j 
I+1 I 1 
ui j+leUi j ui j-ui j-1 
’ kj+l ’ - ’ kj ’ 
I ’ 
(2.10) 
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where ui j is an approximation to u(xj, yj). This leads to the difference 
equation 
2hi 2hi+l - 
hi+l+hiUi+‘-j- hi+l+h,U’-‘d 
2hi+lhi 2hi+ lhi - 
kj+l(kj+l+kj)UiJ+l- kj(kj+l+kj)Ui~j-l 
+ [2+2sJi., 
=h,hi+lf(xi, Yjp ui,jp u,i,j, uyi,j), (2.11) 
where uxi, j and uyi, j denote approximations to au/&x and &/ay at 
(xi, yj). If we label the grid points in “reading order”, we obtain a system like 
(2.5) where the matrix A is block tridiagonal, viz. 
21+ y,T -P,Z 
- n&Z 2Z+ y,T 
A= I 
with 
hi+l 
a’=hi’ I 
and where 
T= 
2h, 
k= hi+l+hi and yi = hj+lhi, (2.13) 
38 
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sj= -L- 2ki kj+l. 
kj+lkj’ 
‘j= kj+l+kj’ and ‘j=F* 
(2.15) 
The matrix T in (2.14) has a structure similar to that of A in (2.6) except for 
the fact that the jth row in T is divided by a factor l/k j+lkj. It will be 
convenient to use the partitioned vectors U, viz. 
Ur 
IJ=: ) 
[ I ri,-1 
(2.16) 
where Vi denotes the (N - l)-dimensional vector of unknown values 
(“i,i>..** ui,N-r)T’ 
3. GREEN’S FUNCTIONS 
Both the relations for { ui } in the one-dimensional case and for { Uj } in 
the two-dimensional case can be interpreted as a two-step recursion plus an 
initial and a terminal condition. In order to find suitable Green’s functions for 
such a boundary-value problem, we investigate the more general homoge- 
neous two-step recursion 
A,U,+r + B,U, + C,U,_, = 0, i=l ,..., M-l, (3.1) 
where Ai, C, are nonsingular; this is related to the block tridiagonal matrix 
A= 
Bl Al 
c2 B2 A2 
. . 
c M-2 B M-2 A M-2 
(3.2) 
(the matrices C, and AM_ r have been added in (3.1) for esthetic reasons; ah 
submatrices are assumed to be of the same order). If we denote A-’ = (Gi j), 
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where Gi, j is a matrix like Ai, we can derive the following relations: 
AiGi+l,j +BiGi j+CiGi_l j=Ai,j, l<i,j<M-1, (3.3) 
where we have denoted 
if i= j, 
if i#j. (3.4) 
Moreover, for fixed j, each Green’s function { Gi, j}EO satisfies the boundary 
conditions 
(3.5) 
As appeared, for example, in [5, 61 it is often useful to express G,, j in 
terms of the coefficients of the recursion and suitable basis solutions. If we 
assume that the Cj and Ai are nonsingular (N - l)st-order matrices, we know 
that the solution space of (3.1) is 2( N - l)-dimensional. Because of the special 
structure of this recursion, we choose as a basis for the solution space matrix 
solutions {Si}z”=, and {Ri}EO, with Si and Ri (N - l)st-order matrices that 
satisfy the boundary conditions 
s, = 0, s, = 1, (3.6a) 
R,=O, R,_,=z. (3.6b) 
We have 
PROPERTY 3.7. Assume A in (3.2) is non-singular. Then the sequences of 
the columns of the Si together with those of the Ri form a basis. 
Proof. Suppose the sequences of columns of the Si were not indepen- 
dent; then for some index 1 there would exist some vector p such that both 
S,p = 0 and S,, ,p = 0. However, as the A i and Ci are nonsingular, this 
would imply that Sip = 0 for all p, which contradicts (3.6a). Hence the 
sequences of columns of the Si are independent, and so are those of the Ti. 
Now suppose for some vectors p, q E RN-‘, we have Vi := Sip + R,q = 0 for 
all i. Then defining V as in (2.16), we see that AU = 0, which contradicts the 
nonsingularity assumption of A. n 
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We have 
COROLLARY 3.8. R,, Si are rwn.singular for all i. 
REMARK 3.9. We point out that the matrix solution { Si } will most likely 
represent the unstable and { Ri } the stable modes of (3.2) if we have a 
dichotomic solution space. 
The expressions for the Gi, j can now be written in the form 
fi R,R;_‘,C;‘A, A;‘, 
l=j 1 
M-l 
l-j S&+riA;$ Cj:l, l=j 1 
where the products are understood to be 
fiP,=Pv...Pp. 
j=p 
i< j, (3.10a) 
i>j, (3.1Ob) 
(3.11) 
The derivation of the expressions in (3.10) is straightforward but tedious; 
hence it is omitted. We refer to [5], where it is shown how it can be found in 
the scalar case. The correctness of their form also follows from simple 
substitution. 
REMAFIK 3.12. Note that C, and 
C,R, and A,_,S, are meaningful. 
A M_1 may not be defined, but that 
4. EQUISPACED GRIDS IN THE 1-D CASE 
As a first application of the expressions found in Section 3, we consider 
the 1-D case where hi = h for all i. As a consequence we have oi = pi = 1 for 
all i. The recursion (3.1) then reads 
- ui+l +2u, - ui_l = 0. (4.1) 
This is the same recursion as for the Chebyshev polynomials (with x = l), viz. 
- u,+r(x)+2x2+) - ui_l(x) =o. (4.2) 
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The basis solutions {q(x)} and { ai( of (4.2) have as initial values (see [l, 
P* 7771) 
90(r) = 1, <(x)=x, (4.3) 
@o(x) = 1, el(x) = 2x. (4.4) 
We are interested particularly in { 9Yi(x)}, the Chebyshev polynomials of the 
second kind which, e.g., for - 1 < x < 1 have the representation 
c5Yi( x) = 
sin[(i + l)arccosx] 
sin [arccos X] ’ (4.5) 
It is simple to see that by adding formally 
@-r(x) := 0, (4.6) 
the sets {%,(x)} and {%a(~)} g enerate these polynomials. However, for 
r = 1 they have exactly the same initial values as S, and S, [see (3.6a)] 
respectively. Hence we obtain 
si = @i-i(l). 
From symmetry arguments we also have [see (3.6b)] 
Ri = @&-i(l). 
Substituting x = 1 in (4.5), we see 
Si=i, R,=M-i. 
Since Cr:’ = Ai’ = - 1, so C;‘A, = 1 in (3.10) we obtain 
M-2 (M-2)2 (M-3)2 ... 
(4.7) 
(4.8) 
(4.9) 
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which is a well-known result (see [2, 111). Note that these Chebyshev 
polynomials can also be used if the matrix A in (2.6) is shifted by a diagonal 
matrix. If we have a diagonal element 2 + X instead of 2, we formally obtain 
si=@i_l 1+; ) ( 1 
and 
Ri=@M_i_l 1+; ( 1 
(4.11a) 
(4.11b) 
We return to this approach in Section 8. 
5. AN EXPLICIT INVERSE FOR THE LAPLACIAN IN THE 1-D CASE 
For more general problems we cannot use the approach of Section 4. In 
this section we investigate A-l for nonuniform grids. We rewrite (3.1) as 
Bi( -Ui+l+ ~UieoLiui_l)=o’ (5.1) 
Now q and pi are such that ui = 1 is a solution. By order reduction (see e.g. 
[7]), we can find another basis solution, and hence we are able to write an 
explicit expression for the basis solutions { Si } and { Ri }. We obtain 
(5.2a) 
and 
(5.2b) 
Here empty sums are understood to be 0 and empty products to be 1. By 
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substituting (5.2) in (3.9) and noting that C,‘A, = a[-‘, we obtain the 
following result: 
THEOREM 5.3. The inverse (Gi, j) of the matrix A in (3.2) is given by 
Gi,j = I 
If we substitute a, = h,+Jh,, we fiti 
PROPERTY 5.4. (d Ji, j) = A- ’ in (3.2) is given by 
Gi,j= 
fknn which follows 
COROLLARY 5.5. 
1, iQ j, 
In particular, if hi = h, it can be seen that we again obtain the result of 
the previous section. 
In [8] matrices were discussed that arise from applying central differences 
to the self-adjoint equation 
- ;;“;( d&) =f(r). (5.6) 
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If we denote pi = p(xi), the left-hand side of (2.4) becomes 
2Pi+ Ihi Pi+lhi + Pihi+, 2Pihi+l - 
hiiI+hiUii’+’ hi+l+hi %- hi+,+hiUi-l’ 
(5.7) 
The attractiveness of (5.7) becomes visible if we divide the expression by the 
factor 2hi+ ,hi/( hi+ 1 + hi), from which we see that the resulting matrix is 
symmetric. It is straightforward to see that we may choose [consistent with 
(WI 
Pi = 2pihi+l hi+l+hi 
and &j+$ 
t+l I 
giving a Green’s function (see Theorem 5.3) 
Gi,j=(c+$)(l-“j)*, i<j, 
(5.8) 
(5.9a) 
(5.9b) 
6. MORE GENERAL 1-D PROBLEMS; af,&’ # 0 
As we mentioned in Section 2, it is possible to use the Green’s_function 
technique to estimate the inverse of the Jacobian in more general situations. 
Since we linearize in practice, it makes sense to restrict ourselves to linear 
problems. We let 
af - = P(X)U'(X), ad (6.1) 
and 
g = q(x)u(x). (6.2) 
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In this section we consider the case where 4 = 0. We assume that central 
differences are used to discretize (6.1) i.e., 
(6.3) 
Hence, a discretization of (1.1) is given by 
- 2h, + p,h,h,+, 
hi+l+hi ui+l+2ui+ 
-2hi+l-Pihihi+l 
hi+l+ hi Cl 
= hihi+lf(xi), 
(6.4) 
where we denote pi = p(xi). We obtain a linear system like (2.5) (2.6) where 
Bi = 
hi(2-Pihi+l) 
hi+l+hi ’ 
(6.5a) 
hi+l 2+ p,h, 
ai=h,2-pihi+,’ 
provided 2- pihi+l’ 0. (6.5b) 
The pleasant consequence of using this notation is that we can use the results 
of Section 5 almost directly. We first have 
ASSUMPTION 6.6. Let p = max.,,,,,,[p(x)l and 2 - pihi+l > 0 for all i. 
Since(2+pihi)/(2-pihi+,)<exp[pi(hi+i+hi)/2], we find 
LEMMA 6.7. 
;I,,,* exP[ P(Xj+lexi-l )I, j 2 i, 
s=i t 
h ‘a~eXP[P(*I+,Xj_,)], jai. 
s=i % 
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Hence, for the central scheme we obtain 
PROPERTY 6.8. (Gi, j), the inverse of A, where ai and pi are as in (6.5), 
is estimated by 
A similar result holds if we use, for example, one-sided differences, i.e., 
(6.9) 
in which case we have the discretization 
- 2hi + pihi( hi+ 1 + hi) 
hi+l+ hi 
ui+1+(2-p,hi)ui- h2hi~1h,.i-l=h,h,+,f(xi). 
r+1 I 
(6.10) 
With a slight modification this fits into the framework of Sections 2 and 5. To 
this end we define 
p, = 2hi[l_QPi(hi+l+hi)] t hi+l+ h, ’ 
hi+l 1 
ai=hi l-+pi(hi+l+hi)’ 
The homogeneous part of (6.10) reads 
- piui+l + &Ui - aipiui_l = 0. 
(6.11a) 
(6.11b) 
(6.11~) 
(6.12) 
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Apparently - pi + li - c& = 0, where, as in Section 5, there exists a solution 
{ui}withui=l d an , as a consequence, the basis solutions { Si } and { R i } are 
given by (5.2). Estimates for Gi, j follow from results similar to those in (6.8). 
REMARK 6.13. If p does not change sign on [0, 11, it is fairly straightfor- 
ward to give a lower bound for Gi j where p is replaced by min, E ,0 l,lp(x)l. 
Also, if p does change sign on [6,1], a lower bound can still be given by 
replacing p with - p. It is also possible to derive even sharper bounds to 
explain, for example, the different behavior between central and “upwinded” 
differences (see also [5]). Concluding, we see that the results of Section 5 
carry over in a qualitative way, at least if the convective term is not dominant, 
i.e., if (6.6) holds 
7. MORE GENERAL 1-D PROBLEMS; df/ih # 0 
We now consider the case where p = 0 and o # 0, cf. (6.1) and (6.2). 
ASSUMPTION 7.1. Let q(x) > 0, x E [O,l], and define oi = 4(x,). We let 
D denote the matrix diag(h,h,+ iqi) and B the matrix resulting from the 
discretization of - U” + q(x)u, i.e., B = A+ D, where the matrix A is the 
same as in (2.6). 
We have the following theorem 
THEOREM 7.2. Let D=diag([It-~hihi+,qi]~‘). We have 
Proof. We write B = 21+ D - N, where N > 0. It follows that 
since D > 0. We now make use of the property that for two M-matrices 
M,,M, where M, < M,, we have 0 <ML’ <MT’ (see e.g. [ll]). We thus 
find 
A similar proof can be given to show B -’ Q bA ~ ‘. n 
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We also have 
THEOREM 7.3. BP ’ can be bounded below by 
[I - A-‘DD]A-‘6 B-’ 
and 
[I-DID-‘<B-i. 
(i) 
(ii) 
Proof. Since 
A-‘= B-‘+B-‘DA-’ < B-‘+A-‘b)DA-‘, 
we find easily 
[I - A-‘DDA-‘]A-l < B-‘. 
By interchanging the roles of A and D we obtain the second estimate. n 
REMAFUC 7.4. It should be noted that the lower bound (i) in the above 
theorem is only meaningful for 9 very small, since (A-‘DD)i, j = [(hi+, + 
hj)‘lj(l -xj)xjl/(2+ hjhj+,9j) is O(1) for 9 large and O(h9) for 9 small. 
On the other hand, the lower bound in (ii) is 0(l/h29) for h29 small, but this 
applies to diagonal elements only. 
In some applications-for example, if we discretize a parabolic problem 
by a transverse method of lines with large time intervals-the term hihi+ 19j 
may be fairly large compared to 1. As a result, the question arises as to how 
sharp are the estimates in Theorems 7.2 and 7.3. We will therefore try to 
estimate B - ’ by computing basis solutions { Si } and { Ri } as before. We will 
employ estimates of these functions which we denote by { $ } and { fii }, 
respectively. The estimates are motivated by the following considerations. It 
is well known [4, 51 that the growth of basis solutions can often be related to 
the roots of the “local characteristic polynomial” 
- Pit2 + (2+ hihi+19i)t - a,& = 0. (7.5) 
If for instance, hi = h and 9i is small, then the roots are = 1 + hfi, and 
= 1 - hfi, which are the proper quantities for approximating the analytic 
increments exp(h&) and exp( - h&), respectively. However, if h”9, is 
large, the roots do not bear a direct relationship to these increments, since 
they are = 1 + h2si and = (1 + h29j)- ‘. More important, however, is the 
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conclusion that there is a strong geometric dichotomy that should have an 
effect on the Green’s functions [S, 61. Inspired by these facts, we define the 
following prospective estimators for the basis solutions: 
i-l 
si= c 
I=0 
(7.6a) 
(7.6b) 
where 
t, = w, + k+lPs9s~ (7.6~) 
?IS = 34 + k+r)h,+19,* (76d) 
We next introduce (unscaled) basis solutions { $ } and { A i } : 
DEFINITION 7.7. Let { si } and { Ai } satisfy the recursion 
-&ri+r +(2+ h,h,+rq,)x, - c&Xi = 0, 
for i=l,2,..., M - 1, and the boundary conditions 9, = !$ = 0, s, = 3, and 
A, = R,, A, = R, = 0, respectively. 
We have the following result 
LEMMA 7.8. Denote 5 = (s l,...,S,_,)T and 
0 1 
0 1 
. . 
c,= . . 
. . 
0 1 
O_ 
Then B(S - s) = DC,$ ad B(ii - 8) = DC& 
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Proof. We write zi = (B(S - !$))i, which can be rewritten as 
2hi+l 
zi= - hi+l+hi 
$_,+(2+ hihi+19i)Si_1 
+(2+hih,+l9i)$‘I!?(l+t,)- hi,2,h;hi’i-, 
1 s==l 
-~hi+21h~hi~~:(1+l,)-l h’ f;::,;li sol (I + &> 
= hihi+19i~i_, + 
h,_ hihi+l 
I h, +h,hi ir (l+(s) 
1+1 I 1 s=l 
h; hihi+l 
hi- hi+l+hi - hi+l+hi s=l 1 ri 0+5,) 
= hihi+,9iSi_l. 
We also have 
PROPERTY 7.9. Let hihi+19i > 4. Then 
1 
i-2 
- Ch,,, 
l+~hi’i+lqi 1=” h, s=l 
2 
+ hihi+lqi(hi+l+ hi) 
1’ 
i-2 
Ch,,, 
l++hihi+,9, [co h, s=l 
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and 
2 
+ hihi+lqi(hi+l+ hi) 
Proof. From Lemma 7.8 we find (B - DC,)5 = Bs, SO 
S= [D-l~+~]-l[~-l~+~-~,]S, (7.1Oa) 
or 
S= [I-(D-~A+I)-'C,]S, (7.1Ob) 
which, upon expanding the quantity in the inner brackets, becomes 
S= [I-c,+D-~A~,-(D-~A)~~,+ . ..]S. (7.1oc) 
If we rearrange terms, we can write 
9= [I-c,+(I+D-IA)-'D-~AC,]S, (7.11a) 
or 
S=[I-(l- D~~A)C,-(I+D-~A)-'D-~AC,]S, (7.11b) 
where we have used the fact that hihi + lqi is much larger than 1, SO that 
p(D-lA)<l. Since [I+D-lA]-'D-lA=B-lA and since we can deduce 
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from the proof of Theorem 7.3 that B- ‘A < b, we obtain from (7.11a) 
and from (7.11b) 
s-c [I-c,+bc,]S, 
9 > [I-C, - bC, +D-‘AC,]% 
To find the required upper and lower bounds, we note that 
[(I-C,)SJi=~‘~(l+E,), 
1 s-l 
and 
[(D-IAC,)~] = 2 
’ hihi+19i(hi+l + hi) 
(7.12) 
(7.13) 
(7.14) 
(7.15) 
and finally that 
(bcLs)i = (7.16) 
The result for fi follows similarly by replacing C, with C [,. W 
The bounds in Property 7.9 look fairly complicated. One should bear in 
mind, however, that we assumed hi hi+ 19i to be large. To obtain a rough 
upper and lower bound for Si, we can replace hihi+ 19i by a large number, 
say a; we then have 
&-1 
hl 
2h i-2+ eui-3 --u 
4 h, 
< si < kui-l + fTui-z. (7.17) 
1 1 
Hence we conclude that (hi/h)JJf;:(l + [_s) is a relatively sharp estimate of 
gi [up to 0(1/a)], and we point out that { Si } and { Ai } exhibit a geometrical 
behavior. 
INVERSES OF TRIDIAGONAL MATRICES 53 
Instead of carrying through the complicated bounds of Property 7.9, we 
can use the estimates of $ and hi to give an estimate for B- ’ that is 
pointwise accurate up to O([hihi+ ioi] -‘). 
THEOREM 7.18. Let 
hi hi + 14i is large for all i 
(Gi, j)= B-‘. The following estimate holds if 
I 
hi 
F 
Gi,j = 
hi+l 
L 4.f 2hj+l ny(l+ [,) ’ 
i 2 j. 
Proof. From the result of Property 7.9, it follows immediately that 
h$, = h M_lkM=Z, so we may identify h,!$ with Si and h,_,ki with Ri. 
The rest of the proof follows from substitution in (3.10). w 
From this theorem we may conclude that the estimate in Theorem 7.2 is 
crude (for hihi+ lqi large), at least for the offdiagonal elements; it is off by 
approximately a factor of l/h for the diagonal elements. This can be checked 
most conveniently by taking qi = q, hi = h for all i so that 1+ 5, = u, for 
some constant u. Hence G, j = ui-jml for i < j and Gi j = uj-i-l for j < i. 
On the other hand, the estimate (ii) in Theorem 7.3 can be seen to be realistic 
as far as the diagonal elements are concerned. 
8. ESTIMATES FOR THE INVERSE OF THE 
DISCRETE LAPLACIAN IN 2D 
From the matrix in (2.12) we can derive the following second-order 
recursion: 
-&~+l+(2z+yiT)t4-c43itJ_l=0. (8.1) 
If we have an equispaced grid in both spatial directions, we can give an 
explicit expression for the basis solutions { Si } and { R i } in terms of Chebyshev 
polynomials providing (ri = pi = 1 and yi = y = constant for all i. We find 
Si=@i_i (I+ ;T), (8.2) 
Ri = @,+-l (Z+;T). (8.3) 
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From this we obtain 
PROPERTY 8.4. Let ai =& = 1 and yi = y for all i. lf we denote 
A-‘=(G. .), 
‘.I 
where Gj j is the (N- l)x(N- 1) block in the (i, j)th posi- 
tion, then 
Gi,j=@i_l Z-t2T %M-j-l Z+2T @M-l I+gT ( ’ ) ( ’ )[ ( ’ )]I’, i<j, 
Ri = @M-i_1 (,+~T),j_,(~+~~)[~,_,(~+~~)]-l, i>,j. 
This interesting result was first given in [2], where one may find some 
additional references with respect to the equispaced case. 
For nonequispaced grids in two dimensions, the problem is significantly 
more complicated than the corresponding one-dimensional case. We first 
consider the following simplification. Suppose that the yi in (8.1) are zero for 
all i. The matrix recursion becomes a scalar recursion written N - 1 times. If 
we denote the matrix found by putting yi = 0 by A, we can find immediately 
an explicit inverse for the matrix from Section 5. We have 
G&Z . . G1,M-lZ 
(8.5) 
where Z = I,_, 
G ’ I --. M-l.1 G,_;,,Z 
Since the (M - 1)x(&Z - 1) matrix (Gi, j) in Property 5.5 is a positive 
matrix, it follows that A-’ is semipositive. We can use this fact to derive 
blockwise estimates for A- ‘. We have 
PROPERTY 8.6. The matrix T (see Equation (2.13)) has positive eigenval- 
ues of multiplicity 1. We let P be such that P-‘TP is a diagonal matrix, and 
we define P= diag(P, P,..., P). Then the matrix A in (2.12) satisfies the 
following inequality: 
0 < P-‘A-‘P < A-‘. 
Proof. 
(a) Let D=diag(d,,...,d,_, ). It is fairly simple to choose dl,...,d,_, 
such that D-‘TD is symmetric. From Gershgorin’s theorem it follows that 
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the eigenvalues are semipositive, but since T is nonsingular, they are all 
strictly positive. 
(b) Let A := P-‘TP. Then PA-‘P is a matrix like (2.12) with A instead 
of T as diagonal blocks. Evidently, the matrix PA- ‘P is diagonally dominant 
(see [8]), and it differs from the matrix A by the positive A-blocks on the 
diagonal. By considering only the positive diagonals in both A and PA- ‘P, it 
follows simply that 
O,<PA-‘P<A-‘, 
(with inequalities on the diagonals of the blocks). n 
It is not an easy task to compute or even to approximate the matrix P in 
Theorem 8.3. However, in some applications only blockwise estimates for A-’ 
are required; in particular, if there is a nonuniformity in the spatial grid in 
only one spatial direction, this may be sufficient. We can, however, give a 
somewhat better result if we consider a modified form of A-‘. If we 
substitute matrices Hj for the identity matrices at position (i, j) in (8.5) we 
have 
Gl,lHl ... 
. . . 
... 
(8.7) 
By forming the product Z = Ak ‘, we obtain 
zi j=yjTG, jHi (8.8) 
(where we note that yi and Gi j are scalars). We choose Hi such that 
Zi, j = I,_,, so that 
Hi = [Y~G~,~] -‘T-l = 
2 
(h,+r+ I$)(1 -xi)%+ T-‘* (8.9) 
We observe that by this choice Zj, j > 0 for i # j. We can therefore write 
A&‘= z > I. (8.10) 
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Since A is positive, we see immediately that 
(8.11) 
where 
(kl)i, j= 
and 
(A-‘)i,j=$-~T-l’ i > j. 
II+1 ’ 
The inverse of the matrix T- ’ = ( ti, j) is given by 
ti,j= kj+;+ yl- yj)yi, i6 j, 
and 
ti,j= kj+l+ kj 
2 Cl- Yi)Yj> i>, j. 
(8.12a) 
(8.12b) 
(8.13a) 
(8.13b) 
It is possible to improve upon these bounds by using arguments similar to 
those employed in Section 7 in computing the basis solutions of (8.1). We will 
not investigate this here, however. 
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