While small ball, or lower tail, asymptotic for Gaussian measures generated by solutions of stochastic ordinary differential equations is relatively well understood, a lot less is known in the case of stochastic partial differential equations. The paper presents exact logarithmic asymptotics of the small ball probabilities in a scale of Sobolev spaces when the Gaussian measure is generated by the solution of a diagonalizable stochastic parabolic equation. Compared to the finite-dimensional case, new effects appear in a certain range of the Sobolev exponents.
Introduction
A standard Gaussian random variable ζ is very unlikely to be large: P(|ζ| 2 > A) ≤ e −A/2 , A > 0, (cf. [5, Lemma A.3] ), but it is relatively likely to be small: by direct computation,
In fact, for every finite collection of iid standard Gaussian random variables ζ 1 , . . . , ζ n , analysis of the density of the χ 2 n distribution shows that lim ε→0 ε −n/2 P n k=1 ζ 2 k ≤ ε = 2 (2−n)/2 nΓ(n/2) ,
where Γ is the Gamma function. Similarly, for finitely many Gaussian random variables, the asymptotic of P n k=1 a k ζ 2 k ≤ ε , a k > 0, is always algebraic in ε, as ε → 0. On the other hand, for a standard N -dimensional Brownian motion w = w(t), 0 ≤ t ≤ T , Transition from a finite to an infinite number of Gaussian random variables typically leads to a qualitative change of behavior of small ball (or lower tail) probabilities: if a k > 0, k a k < ∞, then, as ε → 0, the decay of
is usually faster that polynomial in ε.
The logarithmic asymptotic (1.1) is rather robust: if x = x(t) is the solution of the linear equation
with a positive-definite matrix Q, then
regardless of the matrix A; cf. [10, Theorem 4.5] . In one-dimensional case, (1.3) continues to hold even with some time-dependent drifts [3] .
A possible infinite-dimensional generalization of (1.2) is the stochastic wave equation
where W = W (t, x) is a two-parameter Brownian sheet andẆ (t, x) = ∂ 2 W/(∂t∂x) is the corresponding space-time Gaussian white noise. Indeed, a change of variables reduces (1.4) to (1.5)
with a different Brownian sheetW ; cf. [16, Theorem 3.1] . Equation (1.5) can thus be considered an extension of (1.2) to two independent variables in the spirit of [4, Section 7.4.2]; according to [11] , the small ball probabilities for u and W have similar asymtotics.
So far, the paper [11] appears to be the only work addressing the question of small ball probabilities for stochastic partial differential equations. The objective of the current paper is to investigate the asymptotic behavior of ln P( u 2 L 2 ((0,T );H γ ) ≤ ε), ε → 0, where u is the solution of the stochastic parabolic equation
A is a positive self-adjoint elliptic operator on a bounded domain G ⊂ R d ,Ẇ is spacetime Gaussian white noise, and H γ , γ ∈ R, is the scale of Sobolev space generated by A. An expansion of the solution of (1.6) in eigenfunctions of A leads to an infinite system of ordinary differential equations, making (1.6) an infinite-dimensional version of (1.2). The results can be summarized as follows: For both X = u and X = W , as ε → 0,
where C, γ 0 , and are suitable numbers. For example, γ 0 (W ) = d/2 and (γ, W ) = d/(2γ − d). In particular, if γ > d, then the result is very similar to the finite-dimensional case (1.3) . The details are below in Theorem 3.3 (X = W ) and Theorem 3.6 (X = u).
Throughout the paper, for f (x) > 0, g(x) > 0, the notation
The variable x can be discrete or continuous and the limiting value x 0 finite or infinite. We also fix Ω, F, {F t } 0≤t≤T , P , a stochastic basis satisfying the usual assumptions.
Background on small ball probabilities
Let ζ n , n ≥ 1, be independent identically distributed standard Gaussian random variables and let a n , n ≥ 1, be positive real numbers such that n a n < ∞. By direct computation,
and then Tauberian theorems make it possible to connect the asymptotic of the right-hand side of (2.1) as p → +∞ with the asymptotic of P ∞ n=1 a n ζ 2 n ≤ ε as ε → 0. The most general result in this direction was obtained in [15] :
The function r = r(ε) is defined implicitly by the relation ε = n≥1 a n 1 + 2a n r(ε) , and this implicit dependence on ε is the main drawback of (2.2) in concrete applications.
Less precise but more explicit bounds are possible using exponential Tauberian theorems, such as 
3) is only logarithmic asymptotic of the probability and is not as strong as (2.2), it is usually more explicit than (2.1) and is good enough in many applications. When (2.3) holds, we say that the random variable ξ has the small ball rate = τ 1 − τ and the small ball constant
Occasionally, a more refined version of Theorem 2.1 is necessary. 
with a ∈ R and σ > 0, and assume that the initial condition x(0) is independent of the Brownian motion w and is a Gaussian random variable with mean µ 0 and variance σ 2 0 . Then
Proof. This follows by direct computation using [6, Theorem 3]; see also [9, Lemma 17.3] when µ 0 = σ 0 = 0.
Corollary 2.4. For the standard Brownian motion, with a = µ 0 = σ 0 = 0, and σ = 1, equality (2.4) becomes the well-known Cameron-Martin formula:
As an illustration of Theorem 2.1, let us confirm (1.1).
Proof. By (2.5) and independence of the components of w,
Then (2.6) follows from Theorem 2.1 with α = N T / √ 2 and τ = 1/2.
Diagonalizable Stochastic Parabolic Equation
Let A be a positive-definite self-adjoint elliptic operator of order 2m on a bounded domain G ⊂ R d with sufficiently smooth boundary; alternatively, G can be a smooth closed ddimensional manifold with smooth measure dx. Denote by λ k , k ≥ 1, the eigenvalues of A, and by ϕ k , k ≥ 1, the corresponding normalized eigenfunctions. Our main assumption is that the Weyl-type asymptotic holds for λ k : 
Then define the space H γ as the closure of C ∞ 0 (G) with respect to the norm · γ . In particular,
We also define
and
Then, for γ > d 2 ,
Proof. Definition of W implies that w k (t) are independent standard Brownian motions. Then both (3.3) and (3.4) follow by direct computation. In particular, by (3.1),
We then get the following analogue of (2.6). 6 Theorem 3.3. As ε → 0,
Proof. By (2.5) and (3.2),
If γ > d, then the series k λ −γ/(2m) k converges, and the dominated convergence theorem implies
so that the first relation in (3.5) follows from Theorem 2.1.
If d 2 < γ ≤ d, then we establish the asymptotic of (3.6) by comparison with a suitable integral.
Note that
and the function f = f (x) satisfies
After that, Theorems 2.2 and 2.1 imply the remaining relations in (3.5) .
We now use the process W to construct an infinite-dimensional analogue of (1.2).
Given r > 0, consider the equation
and r = 1, equation (3.7) becomes (1) There exists a γ ∈ R such that u ∈ L 2 Ω; C (0, T ); H γ .
Proposition 3.5. Equation (3.7) has a unique solution u = u(t). Moreover, for every γ > d 2 ,
Proof. The result can be derived from general existence and uniqueness theorems for stochastic evolution equations, such as [2, Theorem 5.4] or [13, Theorem 3.1.1]; below is an outline of a direct proof.
Taking h = ϕ k in (3.9) we find
Then
and then Kolmogorov's criterion implies that u has a modification in L 2 Ω; C (0, T ); H −γ .
To establish uniqueness, note that the difference v of two solutions satisfies the deterministic equationv + Av = 0 with zero initial condition.
By (2.4) and (3.11) ,
The goal is to show that, as p → ∞,
after that, relations (3.12) will follow from Theorems 2.1 and 2.2.
We start by establishing (3.20) . We then show that S 2 (p) and S 3 (p) are of lower order compared to S 1 (p):
Note that 10 and recall that (3.1) holds. If γ > d, then
Since, for every k ≥ 1,
Therefore, for γ > d,
By ( We will now show that
To begin, let us establish the asymptotic of S f (p). With the notations By L'Hospital's rule, for every κ > 0,
Therefore, as p → ∞,
In particular,
To establish (3.24), write
Then (3.24) will follow from
We have To get a bound on S 2,f , note that
where C f is a suitable constant independent of p. Together with (3.23), inequality (3.29 ) implies
and the constant C f,2 does not depend on p. By integral comparison,
and, similar to the derivation of (3.26),
which implies (3.28).
The asymptotic (3.20) of S 1 (p) is now proved; a more compact form of (3.20) is
It remains to establish (3.21). Recall that Next, B k = 1 + 2pλ −(r+(γ/m)) −1/2 , and therefore
, and C g is a suitable constant independent of p. Then, by integral comparison,
Finally, by direct computation,
Comparing with (3.30), we see that
for all γ > d 2 − rm. To show that S 3 (p) = o(S 1 (p)), p → ∞, note that (3.18) and inequality ln(1 + x) ≤ x imply
This completes the proof of Theorem 3.6.
Comparing (3.5) and (3.12) , we see that, for γ > d, the small ball behavior of both W and u is the same and, in a certain sense, similar to the finite-dimensional case (1.3). For 
Similarly,
In particular, taking γ = 0, we get a rather explicit logarithmic asymptotic 16 Then, as ε → 0,
Proof. Direct computations show that
For the solution u = u(t) of equation (3.7), (4.5) To derive (4.4), it remains to replace S in (3.5) with c 2m/d a . After a slightly more detailed analysis, (4.5) follows from (3.12) in a similar way. Note that if c a = S d/(2m) , then (4.5) becomes (3.12) .
In the special case a k = k, an alternative proof of Proposition 4.2 is possible using the results from [7, Example 2]; for technical reasons, such a proof is usually not possible under the general assumption (4.3). Without (4.3) (that is, assuming only (4.1)), a precise logarithmic asymptotic of the small ball probabilities may not exist when γ ≤ d, but the corresponding upper and lower bounds can still be derived. In the finite-dimensional case (1.2), it is known [10, Theorem 4.5] that the initial condition may affect the small ball constant but not the small ball rate: if x(0) is a Gaussian random vector independent of w, then
where C may depend on the mean and covariance of x(0). In particular, if the covariance matrix of x(0) is non-singular, then C = T 2 /8, that is, the initial condition does not change the small ball asymptotic at the logarithmic level. The corresponding results in the infinitedimensional case are as follows.
Proposition 4.3. Assume that (4.6) holds.
