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ABSTRACT
In Software-Defined Networking (SDN), network appli-
cations use the logically centralized network view pro-
vided by the controller to remotely orchestrate the net-
work switches. To avoid the controller being a single
point of failure, traditional fault-tolerance techniques
are employed to guarantee availability, a fundamental
requirement in production environments. Unfortunately,
these techniques fall short of ensuring correct network
behaviour under controller failures. The problem of
these techniques is that they deal with only part of the
problem: guaranteeing that application and controller
state remains consistent between replicas. However, in
an SDN the switches maintain hard state that must
also be handled consistently. Fault-tolerant SDN must
therefore include switch state into the problem.
A recently proposed fault-tolerant controller platform,
Ravana, solves this problem by extending fault-tolerant
SDN control with mechanisms that guarantee control
messages to be processed transactionally and exactly
once, at both the controllers and the switches. These
guarantees are given even in the face of controller and
switch crashes. The elegance of this solution comes at
a cost. Ravana requires switches to be modified and
OpenFlow to be extended with hitherto unforeseen ad-
ditions to the protocol. In face of this challenge we
propose Rama, a fault-tolerant SDN controller platform
that offers the same strong guarantees as Ravana with-
out requiring modifications to switches or to the Open-
Flow protocol. Experiments with our prototype imple-
mentation show the additional overhead to be modest,
making Rama the first fault-tolerant SDN solution that
can be immediately deployable.
1. INTRODUCTION
Software-Defined Networking (SDN) decouples the net-
work control plane from the data plane via a well-defined
programming interface (such as OpenFlow [16]). This
decoupling allows the control logic to be logically cen-
tralized, easing the implementation of network policies,
enabling advanced forms of traffic engineering (e.g.,
Google’s B4 [10]), and facilitating innovation (network
virtualization [12] being a prominent example).
The controllers are the crucial enabler of the SDN
paradigm: they maintain the logically centralized net-
work state to be used by applications and act as a com-
mon intermediary with the data plane. Figure 1 shows
the normal execution in an SDN environment. Upon
receiving a packet it does not know how to handle, the
switch sends an event to the controller. The controller
delivers the event to the applications, which afterwards
apply their logic based on this event, and eventually in-
struct the controller to send commands to the switches
(e.g., to install flow rules).
Figure 1: SDN flow execution. Switches send events to
the controller as needed and the controller replies with
one or more commands that modify the switch’s tables.
A trivial implementation of SDN using a centralized
controller would lead to an undesirable outcome: a sin-
gle point of failure. To guarantee the required avail-
ability of network control, it is necessary the controller
platform to be made fault-tolerant. Fault tolerance de-
mands transparency: for a controller that claims having
such ability – in other words, for it to be logically cen-
tralised – applications that run on it should operate
correctly in the presence of faults. This is a funda-
mental requirement, as in case of controller failures the
network view needs to be maintained consistent, other-
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wise applications will operate in a stale network view,
leading to network anomalies that can have undesirable
consequences (e.g., security breaches) [15, 11].
To address this problem, traditional replication tech-
niques are usually employed [17, 14, 18]. However,
building a consistent network view in the controllers is
not enough to offer consistent logically centralized con-
trol that prevents the above-mentioned anomalies. In
SDN, it is necessary to include switch state into the sys-
tem model to achieve this goal [11]. Since switches are
programmed by controllers (and controllers can fail),
there must be mechanisms to ensure that the entire
event-processing cycle of SDN is handled consistently.
A correct, fault-tolerant SDN environment needs to
ensure observational indistinguishability [11] between an
ideal central controller and a replicated controller plat-
form. Informally, to ensure observational indistinguisha-
bility the fault-tolerant system should behave the same
way as a fault-free SDN for its users (end-hosts and net-
work applications). Fot this purpose, it is necessary the
following properties to be met:
• Total Event Ordering: Controller replicas should
process events in the same order and subsequently
all controller application instances should reach
the same internal state
• Exactly-Once Event Processing: All the events
are processed, and neither are lost nor processed
repeatedly.
• Exactly-Once Execution of Commands: Any
given series of commands are executed once, and
only once on the switches.
To the best of our knowledge, the problem of correct,
fault-tolerant SDN control has only been addressed in
the work by Katta et al. [11]. Instead of just keeping the
controller state consistent, the authors propose Ravana,
a fault-tolerant SDN controller platform that handles
the entire event-processing cycle as a transaction – ei-
ther all or none of the components of this transaction
are executed. This enables Ravana to correctly handle
switch state and thus guarantee SDN correctness even
under fault.
To achieve these properties, however, Ravana requires
modifications to the OpenFlow protocol and to existing
switches. Specifically, switches need to maintain two
buffers, one for events and one for commands, and four
new messages need to be added to the protocol. These
modifications preclude the adoption of Ravana on exist-
ing systems and hinder the possibility of it being used
in the near future (as there are no guarantees these
messages be added to OpenFlow anytime soon, for in-
stance).
Faced with this challenge, we propose Rama, a fault-
tolerant SDN controller platform that, similar to Ra-
vana, offers a transparent control plane that allows un-
modified network applications to run in a consistent and
fault-tolerant environment. The novelty of the solution
lies in Rama not requiring changes to OpenFlow nor to
the underlying hardware, allowing immediate deploy-
ment. For this purpose, Rama exploits existing mech-
anisms in OpenFlow and orchestrates them to achieve
its goals.
The main contributions of this work can be summa-
rized as follows:
• A protocol for fault-tolerant SDN that provides
the correctness guarantees of a logically centralised
controller without requiring changes to OpenFlow
or modifications to switches.
• The implementation and evaluation of a prototype
controller – Rama – that demonstrates the over-
head of the solution to be modest.
2. FAULT TOLERANCE IN SDN
Katta et al. have experimentally shown [11] that tra-
ditional techniques for replicating controllers do not en-
sure correct network behaviour in case of failures. The
reason is that these techniques address only part of
the problem: maintaining consistent state in controller
replicas. By not considering switch state (and the in-
teraction controller-switches) inconsistencies may arise,
resulting in potentially severe network anomalies. In
this section we present a summary of the problems of
using techniques that do not incorporate switches in
the system model, which lead to the design require-
ments of a correct fault-tolerant SDN solution. We also
present Ravana [11], the first fault-tolerant controller
that achieves the required correctness guarantees for
SDN.
2.1 Inconsistent event ordering
Since OpenFlow 1.3, switches can maintain TCP con-
nections with multiple controllers. In a fault-tolerant
configuration switches can be set to send all their events
to all known controller replicas. As replicas process
events as they are received, each one may end up build-
ing a different internal state. Although TCP guarantees
the order of events delivered by each switch, there are no
ordering guarantees between events sent to controllers
by the different switches, leading to the problem.
Consider a simple scenario with two controller repli-
cas (c1 and c2) and two switches (s1 and s2) that send
all events to both controllers. Switch s1 sends two
events – e1 and e2, in this order – and switch s2 sends
two other events – e3 and e4, in this order. One pos-
sible outcome where both controllers receive events in
a different order while respecting the TCP FIFO prop-
erty is c1 receiving events in the order e1, e3, e2, e4 and
c2 receiving in the order e3, e4, e1, e2. Unfortunately,
an inconsistent ordering of events can lead to incorrect
packet-processing decisions [11]. As a result of this con-
sistency problem we derive the first design goal for a
fault-tolerant and correct SDN controller:
Total event ordering: controllers replicas should
process the same (total) order of events and subsequently
all controller application instances should reach the same
internal state.
2.2 Unreliable event delivery
In order to achieve a total ordering of events between
controller replicas two approaches can be used:
1. The master (primary) replica can store controller
state (including state from network applications)
in an external consistent data-store (as in Onix
[13], ONOS [3], and SMaRtLight [4]);
2. The controller state can be kept consistent using
replicated state machine protocols.
Although both approaches ensure a consistent order-
ing of events between controller replicas, they are not
fault-tolerant in the standard case where only the mas-
ter controller receives all events.
If we consider — for the first approach – that the
master replica can fail between receiving an event and
finishing persisting the controller state in the external
data-store (which happens after processing the event
through controller applications), that event will be lost
and the new master (i.e., one of the other controller
replicas) will never receive it. The same can happen in
the second approach: the master replica can fail right
after receiving the event and before replicating it in the
shared log (which in this case happens before process-
ing the event through the controller applications). In
these cases, since only the crashed master received the
event, the other controller replicas will not have an up-
dated view of the network. Again, this may cause severe
network problems [11]. Similar problems can occur in
case of repetition of events. These problems lead to the
second design goal:
Exactly-once event processing: All the events
sent by switches are processed, and are neither lost nor
processed repeatedly.
2.3 Repetition of commands
In either traditional state machine replication or con-
sistent storage approaches, if the master controller fails
while sending a series of commands, the new elected
master may send repeated commands. This may hap-
pen when the old master fails before informing the slave
replica of its progress. Since some commands are not
idempotent [11], its duplication can lead to undesirable
network behaviour. This problem leads to the third and
final design goal:
Exactly-once command execution: any series of
commands are executed only once on the switches.
2.4 Ravana
Ravana [11] is the first controller to provide correct
fault-tolerant SDN control. To achieve this, Ravana
processes control messages transactionally and exactly
once (at both the controllers and the switches) using a
replicated state machine approach, but without involv-
ing the switches in an expensive consensus protocol.
The protocol used by Ravana is show in Figure 2.
Switches buffer events (as they may need to be retrans-
mitted) and send them to the master controller that will
replicate them in a shared log with the slaves. The con-
troller will then reply back to the switch acknowledging
the reception of the events. Then, events are delivered
to applications that may after processing require one or
more commands to be sent to switches. Switches reply
back to acknowledge the reception of these commands
and buffer them to filter possible duplicates.
Figure 2: Ravana protocol. In Ravana switches main-
tain two buffers (displayed on the left) to re-transmit
events and filter repeated commands in case of master
failure. New acknowledge messages (ack_event and
ack_cmd) are exchanged between the switch and the
master to guarantee the consistency requirements.
While Ravana allows unmodified applications to run
in a fault-tolerant environment, it requires modifica-
tions to the OpenFlow protocol and to switch hardware.
Namely, Ravana leverages on buffers implemented on
switches to retransmit events and filter possible repeated
commands received from the controllers. Also, explicit
acknowledgement messages must be added to the Open-
Flow protocol so that the switch and the controller
acknowledge received messages. Unfortunately, these
requirements preclude immediate adoption of Ravana.
For instance, it is not antecipated OpenFlow to be ex-
tended to include the required messages anytime soon.
These limitations are the main motivation for our pro-
posal, which we present next.
3. RAMA DESIGN
The goal of our work is to build a strongly consis-
tent and fault-tolerant control plane for SDN to be used
transparently by unmodified applications. This section
describes the architecture and protocol for such control
plane, which is driven by the following four require-
ments. First, reliability: the system should maintain
a correct and consistent state even in the presence of
failures (in both the controllers and switches). Sec-
ond, transparency: the consistency and fault-tolerance
Figure 3: High level architecture of the system.
properties should be completely transparent to appli-
cations. Third, performance: the performance of the
system should not degrade as the number of network
elements (events and switches) grows. Fourth, immedi-
ate deployability: the solution should work with existing
switches and not require new additions to the OpenFlow
protocol.
3.1 Architecture
The high-level architecture of our system, Rama1, is
depicted in Figure 3. Its main components are: (i)
OpenFlow enabled switches (switches that are imple-
mented according to the OpenFlow specification), (ii)
controllers that manage the switches and (iii) a coor-
dination service. In our model, we consider only one
network domain with one primary controller and one
or more backup controllers, depending on the number
of faults to tolerate. Each switch connects to one pri-
mary controller and multiple (f to be precise) backup
controllers (to tolerate up to f crash controller faults).
This primary/backup model is supported by OpenFlow
in the form of master/slave and allows the system to
tolerate controller faults. When the master controller
fails, the remaining controllers will elect a new leader
to act as the new master for the switches managed by
the crashed master. This election is supported by the
coordination service.
The coordination service offers strong consistency and
abstracts controllers from complex primitives like fault
detection and total order, making them simpler and
more robust. Note that the coordination system re-
quires a number of replicas equal to 2f+1, with f being
the number of faults to tolerate. The strong consis-
tency model assures that updates to the coordination
service made by the master will only return when they
1In the Hindu epic Ramayana, Rama is the hero whose
wife (Sita) is abducted by Ravana.
are persistently stored. This means that slaves will al-
ways have the fresh modifications available as soon as
the master receives confirmation of the update. This re-
sults in a consistent network view among all controllers
even if some fail. The need for agreement between sev-
eral replicas make the coordination service the system
bottleneck [9]. In addition to the controllers’ state, the
switches also maintain state that must be handled con-
sistently in the presence of faults. Fulfilling this request
is the main goal of the protocol we present next.
3.2 Rama protocol
In an SDN setting, switches generate events (e.g.,
when they receive packets or when the status of a port
changes) that are forwarded to controllers. The con-
trollers run multiple applications that process the re-
ceived events and may send commands to one or more
switches in reply to each event. This cycle repeats itself
in multiple switches across the network as needed.
In order to maintain a correct system in the pres-
ence of faults, one must handle the state in the con-
trollers and the state in the switches consistently. To
ensure this, the entire cycle presented in Figure 4 is pro-
cessed as a transaction: either all or none of the compo-
nents of this transaction are executed. This means that
(i) the events are processed exactly once at the con-
trollers, (ii) all controllers process events in the same
(total) order to reach the same state, and (iii) the com-
mands are processed exactly once in the switches. Be-
cause the standard operation in OpenFlow switches is
to simply process commands as they are received, the
controllers must coordinate to guarantee the required
exactly-once semantics. Ravana [11] does not need this
coordination because the (modified) switches can sim-
ply buffer the commands received and discard repeated
commands (i.e., those with the same identifier) sent by
the new controller.
Figure 4: Control loop of (1) event delivery, (2) event
ordering, (3) event processing, and (4) command exe-
cution. Events are delivered to the master controller,
which decides a total order on the received events. The
events are processed by applications in the same order
in all controllers. Applications issue commands to be
executed in the switches.
By default, in OpenFlow a master controller receives
all asynchronous messages (e.g., OFPT_PACKET_IN), whe-
reas the slaves controllers only receive a subset (e.g.,
port modifications). With this configuration only the
master controller would receive the events generated by
switches. There are two options to solve this problem.
One is for slaves to change this behaviour by sending an
OFPT_SET_ASYNC message to each switch that modifies
the asynchronous configuration. As a result, switches
send all required events to the slaves. Alternatively, all
controllers can set their role to EQUAL. The OpenFlow
protocol specifies that switches should send all events to
every controller with this role. Then, controllers need to
coordinate between themselves who the master is (i.e.,
the one that processes and sends commands). We have
opted for the second solution and use the coordination
service for leader election amongst controllers.
The fault-free execution of the protocol is represented
in Figure 5. In the figure we consider a switch to be
connected with one master controller and a single slave
controller. The main idea is that switches must send
messages to all controllers, so that they can coordi-
nate themselves even if some fail at any given point. In
Ravana, because switches simply buffer events (so that
they can be retransmitted to a new master if needed),
switches can send events only to the current master,
instead of to every controller.
Figure 5: Fault-free case of the protocol. Switches
send generated events to all controllers so that no event
is lost. The master controller replicates the event in
the shared log and then feeds its applications with the
events in log order. Commands sent are buffered by
the switch until the controller sends a Commit Request.
The corresponding Commit Reply message is forwarded
to all controllers.
The master controller then replicates the event in a
shared log with the other controllers, imposing a total
order on the events received (to simplify, the coordi-
nation service is omitted from the figure). When the
event is replicated to the shared log controllers, it is
processed by the master controller applications, which
will generate zero or more commands. To guarantee
exactly-once semantics, the commands are sent to the
switches in bundles (a feature introduced in OpenFlow
1.4, see Figure 6). With this feature a controller can
open a bundle, add multiple commands to it and then
instruct the switch to commit all commands present in
the bundle in an atomic and ordered fashion.
Figure 6: OpenFlow Bundles.
Rama uses bundles in the following way. When an
event is processed by all modules, the required com-
mands are added by the master controller to a bundle.
The master then sends an OFPBCT_COMMIT_REQUEST mes-
sage to each switch affected by the event. The switch
processes the request and tries to apply all the com-
mands in the bundle in order. Afterwards, it then sends
a reply message indicating if the Commit Request was
successful or not. This message is used by Rama as an
acknowledgement.
Again, we need to make sure that this reply message
is sent to all controllers. This is a challenge, because
Bundle Replies are Controller-to-Switch messages and
hence are only sent to the controller that made the re-
quest (using the same TCP connection). To overcome
this challenge we introduce a new mechanism in Rama.
The way we inform other controllers if the bundle was
committed or not (so that they can decide later if they
need to resend specific commands) is by including one
OFPT_PACKET_OUT message in the end of the bundle with
the action output=controller. The outcome is that
the switch will send the information included in the
OFPT_PACKET_OUT message to all connected controllers
in a OFPT_PACKET_IN message. This message is set by
the master controller to inform slave controllers about
the events that were fully processed by the switch (in
this bundle). This prevents a new master from sending
repeated commands, thus guaranteeing exactly-once se-
mantics. Ravana does not need to rely on bundles since
switches buffer all received commands so that they can
discard possible duplicates from a new master.
The master finishes the transaction by replicating an
event processed message in the log, informing backup
controllers that they can safely feed the corresponding
event in the log to their applications. This is done to
simply bring the slaves to the same updated state as
the master controller (the resulting commands sent by
the applications are naturally discarded).
3.2.1 Fault cases
When the master controller fails, the backup con-
trollers will detect the failure (by timeout) and run a
leader election algorithm to elect a new master for the
switches. Upon election, the new master must send a
Role Request message to each switch, to register as the
new master. There are three main cases where the mas-
ter controller can fail:
1. Before replicating the received event in the dis-
tributed log (Figure 7);
2. After replicating the event but before sending the
Commit Request (Figure 8);
3. After sending the Commit Request message.
Figure 7: Case of the protocol where the master fails
before replicating the event received. Because the slaves
buffer all events, the event is not lost and the new mas-
ter can resume the execution of the failed controller.
In the first case, the master failed to replicate the re-
ceived events to the shared log. As slave controllers re-
ceive and buffer all events, no events are lost. First, the
new master must finish processing any events logged by
the older master. Note that events marked as processed
have their resulting commands filtered. This makes the
new master reach the same internal state as the previous
one before choosing the new order of events to append
to the log (this is valid for all other fault cases). The
new elected master then appends the buffered events in
order to the shared log and continues operation (feeding
the new events to applications and sending commands
to switches).
In the cases where the event was replicated in the log
(cases 2 and 3), the master that crashed may or may not
have issued the Commit Request message. Therefore,
the new master must carefully verify if the switch has
processed everything it has received before re-sending
the commands and the Commit Request message. To
guarantee ordering, OpenFlow provides a Barrier mes-
sage, to which a switch can only reply after process-
ing everything it has received before. If a new master
receives a Barrier Reply message without receiving a
Commit Reply message (in form of OFPT_PACKET_OUT),
it can safely assume that the switch did not receive nor
execute a Commit Request for that event from the old
master (case 2)2. Even if the old master sent all com-
mands but did not send the Commit Request message,
the bundle will never be committed and will eventu-
ally be discarded. Therefore, the new master can safely
resend the commands. In case 3, since the old mas-
ter sent the Commit Request before crashing, the new
master will receive the confirmation that the switch pro-
cessed the respective commands for that event and will
not resend them (guaranteeing exactly-once semantics
for commands).
Figure 8: Case of the protocol where the master fails
after replicating the event. The first part of the pro-
tocol is identical to the fault-free case and is omitted
from the figure. In this case, the crashed master may
have already sent some commands or even the Commit
Request to the switch.
4. CORRECTNESS
The Rama protocol we propose in this paper was de-
signed to guarantee correctness of fault-tolerant SDN
control. We define correctness as in [11], where the
authors introduce the concept of observational indistin-
guishability in the SDN context, defined as follows:
Observational indistinguishability: If the trace of ob-
servations made by users in the fault-tolerant system
is a possible trace in the fault-free system, then the
fault-tolerant system is observationally indistinguish-
able from a fault-free system.
For observational observability, it is necessary to guar-
antee transactional semantics to the entire control loop,
including (i) exactly-once event delivery, (ii) event or-
dering and processing, and (iii) exactly-once command
execution. In this section we summarize how the mech-
anisms employed by our protocol fulfil each of these
necessary requirements. For a brief comparison with
Ravana, see Table 1.
Exactly once event processing: events cannot be
lost (processed at least once) due to controller faults
2This relies on the FIFO properties of the controller-
switch TCP connection.
Property Ravana Rama
At least once events
Buffering and retransmission of
switch events
Switches send events to every
controller with role EQUAL
At most once events Event IDs and filtering in the log
Total event order Master appends events to a shared log
At least once commands
RPC acknowledgments from
switches
Bundle commit is known by every
controller by piggybacking
PacketOut in OpenFlow Bundle
At most once commands
Command IDs and filtering at
switches
Table 1: How Rama and Ravana achieve the same consistency properties using different mechanisms
nor can they be processed repeatedly (they must be
processed at most once). Contrary to Ravana, Rama
does not need switches to buffer events neither that con-
trollers acknowledge each received event to achieve at-
least once event processing semantics. Instead, Rama
relies on switches sending the generated events to all
(f+1) controllers (considering that the system tolerates
up to f crash faults) so that at least one will known
about the event. Upon receiving these events, the mas-
ter replicates them in the shared log while the slaves
add the events to a buffer. As such, in case the master
fails before replicating the events, the new elected mas-
ter can append the buffered events to the log. If the
master fails after replicating the events, the slaves will
filter the events in the buffer to avoid duplicate events
in the log. This ensures at-most once event process-
ing since the new master only processes each event in
the log once. Together, sending events to all controllers
and filtering buffered events ensures exactly-once event
processing.
Total event ordering: to guarantee that all con-
troller replicas reach the same internal state, they must
process any sequence of events in the same order. For
this, both Rama and Ravana rely on a shared log across
the controller replicas (implemented using the external
coordination service) which allows the master to dic-
tate the order of events to be followed by all replicas.
Even if the master fails, the new elected master always
preserves the order of events in the log and can only
append new events to it.
Exactly once command execution: for any given
event received from one switch, the resulting series of
commands sent by the controller are processed by the
affected switches exactly once. Here, Ravana relies on
switches acknowledging and buffering the commands re-
ceived from controllers (to filter duplicates). As this re-
quires changes to the OpenFlow protocol and to switches,
Rama relies on OpenFlow Bundles to guarantee trans-
actional processing of commands. Additionally, the Com-
mit Reply message, which is triggered after the bundle
finishes, is sent to all controllers and thus acts as an ac-
knowledgement that is independent of controller faults.
If the master fails, the new master needs to know if
it should resend the commands for the logged events
or not. A Packet Out message at the end of the bun-
dle acts as a Commit Reply message to the slave con-
trollers. This way, upon becoming the new master, the
controller replica has the required information to know
if the switch processed the commands inside the bundle
or not, without relying on the crashed master. Further-
more, the new master sends a Barrier Request message
to the switch. Receiving the corresponding Barrier Re-
ply message guarantees that neither the switch nor the
link are slow (because a message was received and TCP
maintains FIFO order) and thus there is no possibility
of the Packet Out being delayed. Therefore, the use of
Bundles that include a Packet Out at the end, in addi-
tion to the Barrier message ensures that commands will
be processed by the switches exactly-once.
It is important to note that we also consider the case
where switches fail. However, this is not a special case of
the protocol because it is already treated by the Open-
Flow protocol under normal operation. A switch failure
will generate an event in the controller which will be de-
livered to applications, for them to act accordingly (e.g.,
re-route traffic around the failed switch). A particularly
relevant case is when a switch fails before sending the
Commit Reply to the master and the slave controllers.
Importantly, this event does not result in transaction
failure. Since this is a normal event in SDN, the con-
troller replicas simply mark pending events for the failed
switch as processed and continue operation.
While we detail our reasoning as to why our protocol
meets the correctness requirements of observational in-
distinguishability in SDN, modelling the Rama protocol
and giving a formal proof is left as future work and out
of the scope of this paper.
5. IMPLEMENTATION
We have built Rama on top of Floodlight [1]. For
Figure 9: Rama thread architecture
coordination, we opted for ZooKeeper [9]. This ser-
vice abstracts controllers from fault detection, leader
election, and event transmission and storage (for con-
troller recovery). Rama introduces two main modules
into Floodlight: the Event Replication module (Section
5.1) and the Bundle Manager module (Section 5.2). Ad-
ditionally, the Floodlight architecture was optimised for
performance by introducing parallel network event col-
lection and logging (Rama’s multi-thread architecture is
shown in Figure 9) and by batching events (Section 5.3).
The multi-thread paralelism is introduced carefully, not
to break TCP FIFO order of event processing, as will
be explained next.
In the original Floodlight, worker threads are used
to collect network events and to process the modules
pipeline (in Floodlight network applications are called
“modules”). This design precludes event batching and
other optimisations. Ideally, we want to free the threads
that collect network events as soon as possible so that
they can keep collecting more events. For this pur-
pose, the worker threads’ only job in Rama is to push
events to the Replication Queue. Events for a particu-
lar switch are collected always by the same thread (al-
though each thread can be shared by several switches)
and thus TCP FIFO order is guaranteed in the Repli-
cation Queue. Next, the Rama runtime imposes a total
order on the events by giving them a monotonically in-
creasing ID. As such, several Replication threads can
then take events from this queue and execute the logic
in the Event Replication module, which will send the
events to ZooKeeper in batches, without breaking the
required total order for correctness. This technique is
equivalent to Ravana’s parallel event logging [11]. When
ZooKeeper replies to the request, the events are added
to the Pipeline Queue to be processed by the Floodlight
modules. A single thread is used in this step, to guar-
antee the total order. The slave replicas also follow the
total order from the IDs assigned by the master.
One of our requirements was to make the control
plane transparent for applications to execute unmod-
ified. The Event Replication module is transparent to
other modules as it acts before the pipeline. The mod-
ules will continue to receive events as usual in Flood-
light and process them by changing their internal struc-
tures and sending commands to switches. The process
of sending messages inside OpenFlow Bundles as re-
quired by Rama is also made completely transparent to
Floodlight modules, as will be explained in Section 5.2.
5.1 Event Replication and ZK Manager
The Event Replication module is the bridge between
receiving events from the worker threads and pushing
them into the pipeline queue to be processed by Flood-
light modules. Events are only added to the pipeline
queue after being stored in ZooKeeper. To separate
tasks, Event Replication leverages on the ZK Manager,
an auxiliary class that acts as ZooKeeper client (es-
tablishing connection, making requests and processing
replies) and keeps state regarding the events (an event
log and an event buffer in case of slaves) and switch lead-
ership. Event Replication and the ZK Manager work
together to attain exactly-once event delivery and total
order as follows.
When an event arrives at the Event Replication mod-
ule, we check whether the controller is in master or
slave mode. In master mode the event is replicated in
ZooKeeper and added to its in-memory log. This log is a
collection of RamaEvent objects which, apart from the
switch information and message content, contains the
unique event identifier explained before. The events are
replicated in ZooKeeper in batches (see Section 5.3),
so each replication thread simply adds an event to the
current batch and becomes free to process a new event.
Eventually the batch will be sent to ZooKeeper contain-
ing one or more events to be stored. Upon receiving the
reply, the events are pushed to the pipeline queue, or-
dered according to the identifier given by the master to
guarantee total order.
In slave mode, the event is simply buffered in memory
(to be used in the case where the master controller fails).
A special case is when the event received is the Packet
Out that the master controller included in the bundle.
In this case, the slave marks that this switch already
processed all commands for this event. Slaves also keep
an event log as the master, but only events that come
from the master are added to it. Events from the mas-
ter arrive via watches set in ZooKeeper nodes. Slaves
set watches and are notified when the master creates
event nodes under that node. New events are added to
the in memory log (so it is kept up-to-date with the log
maintained by the master) and the events are added to
the pipeline queue in the same way as in the master con-
troller. An important detail is that event identifiers are
set by the master controller, and when slaves deserialize
the data obtained from nodes stored in ZooKeeper they
get the same RamaEvent objects created by the master.
Therefore, the events will be queued in the same order
as they were in the master controller replica.
5.2 Bundle Manager
The Bundle Manager module keeps state related to
the open bundles for each switch (as result of an event)
and is responsible for adding messages to the bundle,
closing and committing it. To guarantee transparency
to applications, we modified the write method in OF-
Switch.java (the class that is used by all modules to
send commands to switches) to call the Bundle Man-
ager. This module will wrap the message sent by ap-
plication modules in a OFPT_BUNDLE_ADD_MESSAGE and
send it to the switch. This process is transparent be-
cause applications are unaware of the Bundle Manager
module.
In the end of the pipeline, the Bundle Manager mod-
ule is thus called to prepare and commit the bundles
containing the commands instructed by the modules
as a response to this event. Note that one event may
cause modules to send commands to multiple switches,
so in this step the Bundle Manager may send OFP-
BCT_COMMIT_REQUEST to one or more switches. Before
committing the bundle, the Bundle Manager also adds
a OFPT_PACKET_OUT message to it, so that slave con-
trollers will know if the commands for an event were
committed or not in the switch (as explained in Sec-
tion 3.2). This message will be received by the slave
controllers as a OFPT_PACKET_IN message with the re-
quired information set by the master controller.
5.3 Event batching
Floodlight thread architecture was modified to allow
event batching, for performance reasons. Considering
that ZooKeeper is running on a separated machine from
the master controller replica, sending one event at a
time to ZooKeeper would significantly degrade perfor-
mance. Therefore, the ZKManager groups events before
sending them to ZooKeeper in batches. Batches are
sent to ZooKeeper using a special request called multi,
which contains a list of operations to execute (e.g., cre-
ate, delete, set data). For event replication, the multi
request will have a list with multiple create operations
as parameter. This request is sent after reaching the
maximum configured amount of events (e.g., 1000) or
some time after receiving the first event in the batch
(e.g., 50ms). This means that each event has a maxi-
mum delay bound (regarding event batching).
6. EVALUATION
In this section we evaluate Rama to understand its
viability and the costs associated with the mechanisms
used to achieve the desired consistency properties (with-
out modifying the OpenFlow protocol or switches).
6.1 Setup
For the evaluation we used 3 machines connected to
the same switch via 1Gbps links as shown in Figure 10.
Each machine has an Intel Xeon E5-2407 2.2GHz CPU
and 32 GB (4x8GB) of memory. Machine 1 runs one or
more Rama instances, machine 2 runs ZooKeeper 3.4.8,
and machine 3 runs Cbench to evaluate controller per-
formance. This setup tries to emulate a scenario similar
to a real one with ZooKeeper on a different machine for
fault-tolerance purposes, and Cbench on a different ma-
chine to include network latency.
Figure 10: Experiment setup
6.2 Rama performance
We have compared the performance of Rama against
Ravana [11]. Figure 11a shows the throughput for each
controller (for Ravana we use the results reported in
[11], as its authors considered a similar setup). For
Rama measurements we run Cbench emulating 16 swit-
ches.
Rama achieves a throughput close to 30K responses
per second. This figure is lower than Ravana’s, as our
solution incurs in higher costs compared to Ravana for
the consistency guarantees provided. The additional
overhead is caused by two requirements of our proto-
col. First, current switches’ lack of mechanisms to al-
low temporary storage of OpenFlow events and com-
mands require Rama to instruct switches to send all
events to all replicas, increasing network overhead. Sec-
ond, the lack of acknowledgement messages in Open-
Flow leads Rama to a more expensive solution – bun-
dles – to achieve similar purposes. The overhead intro-
duced by these mechanisms is translated into reduced
throughput when compared with Ravana.
In figure 11b we show, separately, throughput results
considering the different levels of consistency provided
by both Rama and Ravana. The exactly-once events
consistency level ( ) ensures that no events are lost and
that controllers do not process repeated events. Addi-
tionally, controllers must agree on a total order of events
to be delivered to applications. For the latter, both
Rama and Ravana rely on ZooKeeper to build a shared
log across controllers. In our case, the master controller
batches events in multiple requests to ZooKeeper, waits
for replies, and orders the events before adding them
to the Pipeline Queue. Note that neither Rama nor
Ravana wait for ZooKeeper to persistently store re-
quests on disk (they both use ZooKeeper in-memory).
In our case, the multi-request is sent asynchronously
(i.e., threads are freed to continue operation) and a call-
back function is registered. This function will be acti-
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Figure 11: Throughput
vated when ZooKeeper replies to our multi request and
enqueues the logged events (in order) in the Pipeline
Queue to be processed by the modules. In Ravana the
processing is equivalent.
The Exactly-once commands semantics ( ) ensures
that commands sent by controllers are not lost and that
switches do not receive duplicate commands. Ravana
relies on switches to explicitly acknowledge each com-
mand and filter repeated ones. For Rama, this includes
maintaining state of all opened bundles for switches,
and sending additional messages to the switches. In-
stead of replying only with a Packet Out as in Flood-
light, Rama must send messages to open the bundle,
add the Packet Out to it, close the bundle and commit
it. To evaluate this case, we modified Cbench to make
switches increase their counters only when they receive
a Commit Request message from the controller. This
allows a fair evaluation of the performance of Rama in
a real system – indeed, in Rama a packet will only be
forwarded after committing the bundle on the switch to
guarantee consistent processing.
As show in Figure 11b, some guarantees are costlier to
ensure than others3. For instance, the cost of providing
Exactly-once events semantics is higher than Exactly-
once commands semantics. This result brings with it an
important insight: the system bottleneck is the coordi-
nation service. In other words, the additional mecha-
nisms Rama uses to guarantee the desired consistency
properties add overhead but, crucially, system perfor-
mance is not limited by these mechanisms.
Figure 11c shows how maintaining multiple switch
connections affects Rama throughput. As switches send
events at the highest possible rate, the throughput of
3Note that we do not include the results from Exactly-
once commands in Ravana as these are not available
in [11]. It is possible, however, to extrapolate that the
results will be inline with the rest of the analysis.
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Figure 12: Variation of Rama throughput with batch
size
the system saturates with around 16 switches. Impor-
tantly, the throughput does not decrease with a higher
number of switches.
6.3 Event batching
Rama batches events to reduce the communication
overhead of contacting ZooKeeper. In practice, events
are sent to ZooKeeper after reaching a configurable num-
ber of events in the batch (batching size) or after a con-
figurable timeout (batching time).
To evaluate batching we conducted a series of tests
with different configurations to understand how the batch-
ing size and time affects Rama performance (Figure 12).
Intuitively, a larger batching size will increase through-
put, but as downside will also increase latency. As
batching size increases, throughput increases due to the
reduction of RPC calls required to replicate events.
6.4 Failover Time
To measure the time for Rama to react to failures we
use mininet [2], OpenvSwitch [20], and iperf. We setup
a simple topology in Mininet with one switch and two
hosts, one to act as iperf server and another as client.
We start the client and server in UDP mode, with the
client generating 1 Mbit/sec for 10 seconds. The switch
connects to two Rama instances and sends all events to
both controllers. Each Rama instance is connected to
the ZooKeeper server running on another machine (as
before) with a negotiated session timeout of 500ms. To
make sure that no rules are installed on the switch –
so that events are sent to the controllers each time a
packet arrives – we run Rama with a module that only
forwards packets (using Packet Out messages) without
modifying the switch’s tables.
Figure 13 shows the reported bandwidth from the
iperf server and indicates the time taken by Rama to
react to failures. Namely, the slave replica takes around
550ms to react to faults. This includes the time for: (a)
ZooKeeper to detect the failure and notify the slave
replicas (500ms); (b) electing a new leader for the swit-
ches; (c) the new leader to transition to master (finish
processing logged events from the old master to reach
the same internal state); (d) append buffered events to
the log and start delivering unprocessed events in the
log to applications so they start sending commands to
the switches. As is clear, the major factor affecting
failover time is the time ZooKeeper needs to detect the
failure of the master controller.
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6.5 Summary
Rama comes close, but does not achieve the perfor-
mance of Ravana. This is due to the fact that our sys-
tem incurs in higher costs. Rama requires more mes-
sages to be sent over the network and introduces new
mechanisms, such as bundles, which increase the over-
head of the solution in order to achieve the same proper-
ties as Ravana. Despite the (relatively small) loss in per-
formance, the value proposition of Rama of guarantee-
ing consistent command and event processing without
requiring modifications to switches or to the OpenFlow
protocol still makes it an effective enabler for immediate
adoption of fault-tolerant SDN solutions.
7. RELATEDWORK
Consistent SDN. Levin et al. [15] have explored the
trade-offs of state distribution in a distributed control
plane, motivating the importance of strong consistency
in applications’ performance. On the one hand, view
staleness affects the correct operation of applications,
which may lead to poor network performance. On the
other, applications need to be more complex in order to
be aware of possible network inconsistencies.
Having a strongly consistent network view across the
controllers may be critical to the operation of some ap-
plications (e.g., load balancing) in terms of correctness
and performance [15]. However, as noted in the CAP
theorem, a system can not provide availability while
also achieving strong consistency in the presence of net-
work partitions. Because of this, fault-tolerant and dis-
tributed SDN architectures must use techniques to ex-
plicitly handle partitions in order to optimize consis-
tency and availability (and thus achieving a tradeoff
between them) [6].
Part of the strong consistency in the controllers comes
from a consistent packet processing (i.e., packets re-
ceived from switches). OF.CPP [19] explores the consis-
tency and performance problems associated with packet
processing at the controller and proposes the use of
transactional semantics to solve them. These seman-
tics are achieved by using multi-commit transactions,
where each event is a sub transaction, which can com-
mit or abort, of the related packet (the main transac-
tion). However, this transactional semantics in packet
processing is not enough: controllers should also coor-
dinate to guarantee the same semantics in the switches’
state. Specifically, the commands sent by the controllers
should be processed exactly once by the corresponding
switches – a problem our work addresses.
Consistent network updates. The concepts of
per-packet and per-flow consistency in SDN were intro-
duced in [22] to provide a useful abstraction for appli-
cations: consistent network updates. With consistent
updates, packets or flows in flight are processed exclu-
sively by the old or by the new network policy (never a
mix of both). For example, with per-packet consistency,
every packet traversing the network is processed by ex-
actly one consistent global network configuration. The
authors extend this work in [21] and implement Kinetic,
which runs on top of NOX [8] to offer these abstractions
in a control plane to be used by applications. The main
mechanism used to guarantee consistent network up-
dates is the use of a two-phase protocol to update the
rules on the switches. First, the new configuration is in-
stalled in an unobservable way (no packets go through
these rules yet). Afterwards, the switch’s ingress ports
are updated one-by-one to stamp packets with a new
version number (using VLAN tags). Only packets with
the new version number are processed by the new rules.
In [7], Canini et al. extend Kinetic to a distributed
control plane and formalize the notion of fault-tolerant
policy composition. Their algorithm also requires a
bounded number of tags, regardless of the number of
installed updates, as opposed to the unbounded num-
ber of tags in [21].
This class of proposals addresses consistent network
updates, which is an orthogonal problem to the one ad-
dressed here.
Fault-tolerance in SDN. Botelho et al. [4] and
Katta et al. [11] both address fault tolerance in the
control plane while achieving strong consistency. In [4]
the authors proposes SMaRtLight, a fault-tolerant con-
troller architecture for SDN. Their architecture uses a
hybrid replication approach: passive replication in the
controllers (one primary and multiple backups) and ac-
tive replication in an external distributed data store,
to achieve durability and strong consistency. The con-
trollers are coordinated through the data store and ca-
ching mechanisms are employed to achieve acceptable
performance. In [5] the authors extend their solution to
a distributed deployment. In contrast to our solution,
SMaRtLight requires applications to be modified to use
the data store directly. More importantly, the solution
does not consider the consistency if switch state in the
system model. Ravana [11] was the first fault-tolerant
controller that integrates switches into the problem. The
techniques proposed by its authors guarantee correct-
ness of event processing and command execution in SDN.
The main differentiating factor of our work to Ravana is
that our solution does not require changes to the Open-
Flow protocol nor to switches.
Distributed SDN controllers. The need for scala-
bility and dependability has been a motivating factor for
distribution and fault-tolerance in SDN control planes.
Onix [13], the first distributed, dependable, production-
level solution considered these problems from the out-
set. As the choice of the “right” consistency model
was perceived as fundamental by its authors, Onix of-
fered two data stores to maintain the network state:
an eventually consistent and a strong consistent option.
ONOS [3] is an open-source solution that shares with
Onix the fact that controller state is stored in an ex-
ternal consistent data-store. Both approaches ensure a
consistent ordering of events between controller repli-
cas, but they do not include switch state and hence can
lead to the network anomalies of traditional replication
solutions.
Traditional fault-tolerance techniques. View-
stamped Replication [17], Paxos [14], and Raft [18] are
well-known distributed consensus protocols used for repli-
cation of state machines in client-server models. None
of these widely-used protocols is directly applicable in
the context of SDN, where to guarantee correctness it
is necessary not only to have consistent controller state,
but also switch state.
8. CONCLUSIONS
In a fault-tolerant SDN, maintaining consistent con-
troller state is not enough to achieve correctness. Unlike
traditional distributed systems, in SDN it is necessary
to consistently handle switch state to avoid loss or repe-
tition of commands and events under controller failures.
To address these challenges we propose Rama, a consis-
tent and fault-tolerant SDN controller that handles the
entire event processing cycle transactionally.
Rama differs from the existing alternative, Ravana
[11], by not requiring modifications to the OpenFlow
protocol nor to switches. This comes at a cost, as the
techniques introduced in Rama incur in a higher over-
head when compared to Ravana. As the overhead leads
to a relatively modest decrease in performance, we ex-
pect, in practice, this to be compensated by the fact
that our solution is immediately deployable. We make
our software available open source4 to further foster
adoption of fault-tolerant SDN.
As for future work, besides devising a formal proof
on the consistency guarantees Rama provides, we plan
to address correctness in distributed SDN deployments
and to consider richer fault models.
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