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Abstract
This thesis deals with the theoretical investigation of spectral and dynamical properties
of bosonic many-body quantum systems. Such systems are of particular theoretical and
experimental interest since they may form a Bose-Einstein condensate: A macroscopic
fraction of the particles occupies the same one-particle quantum state. This is interesting
from a theoretical point of view, because the complex many-body quantum system can
effectively be described by the behaviour of the one-particle condensate wavefunction.
A particular effective theory is the so-called Bogoliubov theory. It was introduced by
Bogoliubov in [17] and predicts the low-energy properties of the Bose gas under several
physically motivated assumptions. This thesis deals with the mathematically rigorous
derivation of Bogoliubov’s predictions and related questions in physically interesting
regimes.
Our first result is a rigorous derivation of complete Bose-Einstein condensation of
low-energy states in the Gross-Pitaevskii regime. In this regime, the particles interact
through a two-body potential of the form κN2V (N.), where N denotes the number of
particles and κ > 0 is a coupling constant. Assuming κ > 0 to be sufficiently small, we
show that low-energy states exhibit complete Bose-Einstein condensation with a uniform
(in N) bound on the number of excitations, in the limit N →∞.
Strongly related to our first result, we consider next the dynamics of Bose-Einstein
condensates in the Gross-Pitaevskii regime. Under a physically motivated assumption on
the energy of the initial data, we show that the system exhibits complete Bose-Einstein
condensation for all times if it exhibits condensation initially and that the dynamics can
effectively be described by the time-dependent Gross-Pitaevskii equation. Compared to
previously known results, we provide optimal rates of convergence.
Our third result is a rigorous approximation of the low-energy spectrum of the Bose
gas in the Gross-Pitaevskii regime, up to errors that vanish in the limit N → ∞. In
particular, we verify the predictions of Bogoliubov theory for the ground state energy
and the low-energy excitation spectrum of the system.
Our last result provides a norm approximation of the many-body Schro¨dinger
evolution of a system of bosons interacting through a two-body potential scaling as
N3β−1V (Nβ.), for β ∈ (0; 1). Assuming that the system exhibits Bose-Einstein
condensation initially, we approximate the many-body dynamics in the limit of large
N by describing the condensate wavefunction by the solution of a cubic non-linear
Schro¨dinger equation while describing the excitations of the system in terms of a unitary
Fock space evolution, generated by a quadratic Fock space Hamiltonian.
This thesis is based on the articles [20], [13], [15] and [19].
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Zusammenfassung
Diese Arbeit befasst sich mit der theoretischen Untersuchung von spektralen und
dynamischen Eigenschaften von bosonischen Vielteilchen-Quantensystemen. Solche Sys-
teme sind von besonderem theoretischen und experimentellen Interesse, da sie ein Bose-
Einstein Kondensat bilden ko¨nnen: Ein makroskopischer Anteil der Teilchen befindet
sich in ein und demselben Quantenzustand. Aus theoretischer Sicht ist dies interes-
sant, da das komplexe Quantensystem effektiv durch die Einteilchen-Wellenfunktion des
Kondensats beschrieben werden kann. Eine spezielle effektive Theorie ist die sogenannte
Bogoliubov Theorie. Sie wurde von Bogoliubov in [17] eingefu¨hrt und trifft Vorher-
sagen u¨ber die nieder-energetischen Eigenschaften des Bose Gases unter Zuhilfenahme
mehrerer physikalisch motivierter Annahmen. Diese Dissertation befasst sich mit der
mathematisch rigorosen Herleitung von Bogoliubovs Vorhersagen und weiteren damit
zusammenha¨ngenden Fragen fu¨r physikalisch interessante Systeme.
Unser erstes Ergebnis ist eine rigorose Herleitung der Tatsache, dass
nieder-energetische Zusta¨nde in dem Gross-Pitaevskii Regime ein Bose-Einstein
Kondensat bilden. In diesem Regime wechselwirken die Teilchen durch ein Potential
der Form κN2V (N.), wobei N die Teilchenanzahl des Systems und κ > 0 eine Kop-
plungskonstante bezeichnen. Unter der Annahme hinreichend kleiner κ > 0 zeigen wir,
dass nieder-energetische Zusta¨nde ein Bose-Einstein Kondensat bilden mit gleichma¨ssig
(in N) beschra¨nkter Anzahl angeregter Teilchen, im Grenzwert N →∞.
Eng zusammenha¨ngend mit unserem ersten Ergebnis untersuchen wir dann die Dy-
namik von Bose-Einstein Kondensaten in dem Gross-Pitaevskii Regime. Unter einer
physikalisch motivierten Annahme an die Energie der Anfangszusta¨nde zeigen wir, dass
das System fu¨r alle Zeiten ein Bose-Einstein Kondensat bildet, falls es zu
Beginn der Dynamik ein Kondensat bildet und dass die Dynamik effektiv durch die
zeitabha¨ngige Gross-Pitaevskii Gleichung beschrieben werden kann. Verglichen mit
bisherigen Resultaten sind die Konvergenzraten unseres Ergebnisses optimal.
Unser drittes Ergebnis besteht in der rigorosen Approximation des nieder-
energetischen Spektrums des Bose Gases in dem Gross-Pitaevskii Regime, bis auf Fehler,
welche in dem Grenzwert N → ∞ verschwinden. Insbesondere verifizieren wir
Bogoliubovs Vorhersagen u¨ber die Grundzustandsenergie und das nieder-energetische
Anregungsspektrum des Systems.
Unser letztes Ergebnis besteht in einer Norm Approximation der Vielteilchen
Schro¨dinger Zeitentwicklung eines Systems von Bosonen, die durch ein Potential der
Form N3β−1V (Nβ.), fu¨r β ∈ (0; 1), miteinander wechselwirken. Unter der Annahme,
dass das System zu Beginn der Dynamik ein Bose-Einstein Kondensat bildet,
approximieren wir die Vielteilchen Zeitentwicklung im Grenzwert grosser N , indem wir
die Kondensat-Wellenfunktion durch die Lo¨sung einer kubischen, nicht-linearen
Schro¨dinger-Gleichung beschreiben, wa¨hrend wir die Anregungen des Systems durch eine
unita¨re Fockraum Zeitentwicklung beschrieben, die von einem quadratischen Fockraum
Hamilton Operator erzeugt wird.
Die vorliegende Arbeit basiert auf den Artikeln [20], [13], [15] und [19].
iii

Acknowledgments
I would like to thank Benjamin Schlein for his scientific guidance, his advice and his
constant support throughout my time as Ph.D. student. I would like to thank him for
always being open and available for any discussion related to science - I have profited a
lot from our discussions and I have always enjoyed very much to learn from his way of
thinking about mathematics and physics.
During my time as Ph.D. student, I had the great opportunity to work with Chiara
Boccato, Serena Cenatiempo, Phan Tha`nh Nam and Marcin Napio´rkowski. I enjoyed
working with each of them very much and I am happy to thank them for many ideas
they shared and discussed with me - I am thankful for having learned a lot from them.
I thank all the people from the working group in Zurich for a wonderful atmosphere,
many nice discussions, great coffee breaks and much more: thanks a lot Chiara Boccato,
Chiara Saffirio, Giuseppe Genovese, Marcello Porta, Ian Jauslin, Giovanni Antinucci,
Vedran Sohinger, Rafael Greenblatt, Luca Fresta, Giulia Basti, Severin Schraven, Marco
Falconi and Simone Rademacher.
I am happy to thank my parents Inge and Peter, my sister Angela, my brother Martin
and my uncle Reinhard for their constant support, their encouragement and interest.
Ne¨ fund, faleminderit zemra ime, te dua shume¨, ti jeni thjesht e mrekullueshme dhe
ti je dielli im.
v

Contents
1 Introduction 1
1.1 Bosonic Many-Body Systems in Quantum Mechanics . . . . . . . . . . . . 2
1.2 Fock space and Excitations around a Bose-Einstein Condensate . . . . . . 3
1.3 Bogoliubov Theory for Dilute Bose Gases . . . . . . . . . . . . . . . . . . 9
1.4 Complete Bose-Einstein Condensation in the Gross-Pitaevskii Limit . . . 14
1.5 Dynamics of Bose-Einstein Condensates in the Gross-Pitaevskii Limit . . 17
1.6 The Excitation Spectrum of Bose Gases in the Gross-Pitaevskii Limit . . 22
1.7 Fluctuation Dynamics of Bose-Einstein Condensates for Bose Gases In-
teracting through Singular Potentials . . . . . . . . . . . . . . . . . . . . . 28
1.A Notation and Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2 Complete Bose-Einstein Condensation in the Gross-Pitaevskii Limit 34
2.1 Main Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Generalized Bogoliubov Transformations for Translation Invariant Systems 39
2.3 The excitation Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.4 Analysis of the excitation Hamiltonian GN . . . . . . . . . . . . . . . . . . 52
2.4.1 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.4.2 Analysis of G(0)N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.4.3 Analysis of G(2)N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.4.4 Analysis of G(3)N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.4.5 Analysis of G(4)N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.4.6 Proof of Proposition 2.3.2 . . . . . . . . . . . . . . . . . . . . . . . 81
3 Gross-Pitaevskii Dynamics for Bose-Einstein Condensates 84
3.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2 Generalized Bogoliubov Transformations for Inhomogeneous Systems . . . 92
3.3 Fluctuation Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.4 Analysis of the Generator of Fluctuation Dynamics . . . . . . . . . . . . . 112
3.4.1 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.4.2 Analysis of e−B(ηt)L(0)N,teB(ηt) . . . . . . . . . . . . . . . . . . . . . 122
3.4.3 Analysis of e−B(ηt)L(1)N,teB(ηt) . . . . . . . . . . . . . . . . . . . . . 127
3.4.4 Analysis of e−B(ηt)L(2)N,teB(ηt) . . . . . . . . . . . . . . . . . . . . . 130
vii
3.4.5 Analysis of e−B(ηt)L(3)N,teB(ηt) . . . . . . . . . . . . . . . . . . . . . 146
3.4.6 Analysis of e−B(ηt)L(4)N,teB(ηt) . . . . . . . . . . . . . . . . . . . . . 154
3.4.7 Analysis of (i∂te
−B(ηt))eB(ηt) . . . . . . . . . . . . . . . . . . . . . 159
3.4.8 Proof of Theorem 3.3.4 . . . . . . . . . . . . . . . . . . . . . . . . 160
3.5 Bounds on the Growth of Fluctuations . . . . . . . . . . . . . . . . . . . . 162
4 Bogoliubov Theory in the Gross-Pitaevskii Limit 170
4.1 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
4.2 Further Properties of Generalized Bogoliubov Transformations . . . . . . 175
4.3 Excitation Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
4.4 Bounds on excitations vectors . . . . . . . . . . . . . . . . . . . . . . . . . 188
4.5 Diagonalization of the Quadratic Hamiltonian . . . . . . . . . . . . . . . . 201
4.6 Proof of Theorem 4.1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
4.7 Analysis of GN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
4.7.1 Analysis of G(0)N = e−B(η)L(0)N eB(η) . . . . . . . . . . . . . . . . . . 218
4.7.2 Analysis of G(2)N = e−B(η)L(2)N eB(η) . . . . . . . . . . . . . . . . . . 219
4.7.3 Analysis of G(3)N = e−B(η)L(3)N eB(η) . . . . . . . . . . . . . . . . . . 225
4.7.4 Analysis of G(4)N = e−B(η)L(4)N eB(η) . . . . . . . . . . . . . . . . . . 229
4.7.5 Proof of Proposition 4.3.2 . . . . . . . . . . . . . . . . . . . . . . . 236
4.8 Analysis of the excitation Hamiltonian JN . . . . . . . . . . . . . . . . . . 241
4.8.1 Analysis of e−AQGN eA. . . . . . . . . . . . . . . . . . . . . . . . . 241
4.8.2 Analysis of e−ACNeA. . . . . . . . . . . . . . . . . . . . . . . . . . 246
4.8.3 Analysis of e−AHNeA. . . . . . . . . . . . . . . . . . . . . . . . . . 253
4.8.4 Proof of Theorem 4.3.3 . . . . . . . . . . . . . . . . . . . . . . . . 258
4.A Condensate Depletion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
5 Fluctuations of N-Particle Quantum Dynamics around the Nonlinear
Schro¨dinger Equation 262
5.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
5.2 Outline of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
5.2.1 Fluctuation evolution . . . . . . . . . . . . . . . . . . . . . . . . . 272
5.2.2 Modified fluctuation evolution . . . . . . . . . . . . . . . . . . . . 272
5.2.3 Bogoliubov transformation . . . . . . . . . . . . . . . . . . . . . . 275
5.3 Analysis of Bogoliubov transformed dynamics . . . . . . . . . . . . . . . . 276
5.4 Approximation of fluctuation dynamics . . . . . . . . . . . . . . . . . . . 285
5.5 Proof of main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
viii
Chapter 1
Introduction
This thesis deals with the theoretical investigation of properties of Bose gases interacting
through very strong short-range interactions. A Bose gas is a quantum system composed
of a large number of particles, such as atoms or molecules, obeying the so-called Bose-
Einstein statistics. What makes Bose gases particularly interesting is the fact that,
at extremely low-temperatures, they may undergo a phase transtion to form a Bose-
Einstein condensate. In this state of matter, a macroscopic fraction of the particles
occupies the same one-particle state. This phenomenon has not only been predicted
theoretically by Bose and Einstein [18, 32, 33] in the early 20th century, but it has
also been verified experimentally in 1995 by the Nobel laureates Cornell, Ketterle and
Wieman [7, 29].
While a theoretical derivation of Bose-Einstein condensation for non-interacting gases
can be found in many theoretical physics textbooks on condensed matter theory, a
proof of condensation for Bose gases with realistic short-range interactions is much more
difficult. More generally, the rigorous derivation of energetic and dynamical properties
of interacting Bose Einstein condensates is highly non-trivial and there has been a lot of
research devoted to it in the mathematical physics literature. Due to the large number
of particles in typical experiments (the number may vary between 103 to 106 particles), a
lot of attention has been devoted to the rigorous derivation of effective theories for large
bosonic many-body quantum systems, such as Hartree theory, Gross-Pitaevskii theory
or Bogoliubov theory. These theories provide effective descriptions of the complex many-
body system, making explicit predictions for the energy and the dynamics of the system.
This thesis deals with the mathematically rigorous justification of such theories for Bose
gases interacting through very strong short-range potentials. In the following sections,
we introduce basic notions of many-body quantum mechanics, the mathematical setting
in which we work and we present our main results concerning the spectral and dynamical
properties of large bosonic quantum many-body systems.
1
1.1 Bosonic Many-Body Systems in Quantum Mechanics
In the framework of quantum mechanics, a single particle is described by a vector ψ ∈ H
in a complex, separable Hilbert space H. A system of N ∈ N particles is described by a
vector ψN ∈ HN = H⊗N . Bosons are particles obeying Bose-Einstein statistics. A system
of N identical bosons is described by a vector ψN ∈ HN , invariant under permutations
of its particles. More precisely (see for instance [93, Chapter II.4]), we denote by SN
the group of permutations of N elements which acts on HN by requiring that
σ(ϕj1 ⊗ ϕj2 ⊗ . . .⊗ ϕjN ) = ϕσ(j1) ⊗ ϕσ(j2) ⊗ . . .⊗ ϕσ(jN )
for all σ ∈ SN , j1, j2, . . . , jN ∈ N, where
{⊗N
i=1 ϕji ∈ HN : j1, j2, . . . , jN ∈ N
}
is
a basis of HN . It is then simple to verify that the symmetrization operator SN =
(1/N !)
∑
σ∈SN σ defines an orthogonal projection on HN . Its image SN (HN ) describes
the subspace of bosonic N -particle states which are symmtric with respect to
permutations of its particles.
In this thesis, the one-particle space is given by L2(Λ) where either Λ = R3 or
Λ = T3 = R3/Z3, that is, we consider spinless particles either moving in the three-
dimensional Euclidean space or being trapped in a box of volume one with periodic
boundary conditions. As a consequence, the N -particle bosonic systems with which we
are concerned are described by the Hilbert space L2s(Λ
N ) = SN
(
L2(ΛN )
)
.
The energy and the time-evolution of an N -particle system are determined by an
Hamilton operator HN which acts as a self-adjoint operator in HN and typically has the
form
HN =
N∑
i=1
(−∆xi + Vext(xi))+ ∑
1≤i<j≤N
v(xi − xj) (1.1)
The operator −∆xi , i = 1, . . . , N, denotes the Laplacian with respect to the variable
xi ∈ Λ. It measures the kinetic energy of the i-th particle. The multiplication operator
Vext denotes an external potential; in case of Λ = R3 it may trap the particles to a
bounded domain. Finally, v is a real-valued, measurable function modeling the interac-
tions among the particles and acting as a multiplication operator. We assume it to be
radially symmetric and non-negative. In this thesis, we restrict our attention to systems
described by Hamiltonians HN of the form (1.1).
The conditions that we impose in the following sections on Vext and v ensure that
HN is a densely defined, self-adjoint operator, HN : D(HN ) → L2s(ΛN ), bounded from
below. Under such conditions, the ground state energy EN of HN is defined by
EN = inf
ψN∈D(HN ),
‖ψN‖L2s(ΛN )=1
〈ψN , HNψN 〉 (1.2)
As HN is realized as a self-adjoint operator, also the dynamics of the system is well-
defined. If ψN denotes the initial state of the system, its time-evolution is given by the
2
solution t 7→ ψN,t = e−iHN tψN of the Schro¨dinger equation{
i∂tψN,t = HNψN,t,
(ψN,t)|t=0 = ψN
(1.3)
Here, the operator-valued function t 7→ e−iHN t denotes the strongly continuous, one-
parameter unitary group with infinitesimal generator HN .
The ground state energy (1.2) describes the lowest possible energy the system can
possess. If Λ = T3, we are not only interested in the ground state energy of the system,
but also in estimating energy levels above EN , the so-called excitation spectrum of HN .
In this case, the conditions on v ensure that HN has purely discrete spectrum.
As mentioned in the introduction, this thesis deals with quantum systems with a very
large number N of particles. As a consequence, an exact computation of the ground-
state energy EN , the excitation spectrum of HN and the time-evolution ψN,t are out of
reach, at least for physically interesting systems with non-trivial interaction. Therefore,
we are interested in rigorous approximations of (1.2) and (1.3) in the limit N →∞.
An important property of bosonic quantum systems is the fact that, at low tem-
perature, they undergo a phase transition to form a Bose-Einstein condensate. This
behaviour plays a crucial role, both to understand the low-energy spectrum and the time-
evolution of the system. It was first predicted by Bose and Einstein in [18], [32, 33]. In
this thesis, we are therefore also concerned with the proof of Bose-Einstein condensation
for low-energy states at zero temperature. While it is rather clear what Bose-Einstein
condensation means for a non-interacting Bose gas, a general definition for interacting
Bose gases goes back to Penrose and Onsager in [84]. The definition makes use of the
so-called one-particle reduced density γ
(1)
N ∈ L(L2(Λ)) of a many-body wavefunction
ψN ∈ L2s(ΛN ), defined as the non-negative trace class operator with integral kernel
γ
(1)
N (x; y) =
∫
ΛN−1
dx2 . . . dxN ψN (x, x2, . . . , xN )ψN (y, x2, . . . , xN ) (x, y ∈ Λ) (1.4)
We say that a sequence (ψN )N∈N, ψN ∈ L2s(ΛN ), of many-body wavefunctions with
associated sequence of one-particle reduced densities (γ
(1)
N )N∈N exhibits complete Bose-
Einstein condensation in the one-particle wavefunction ϕ ∈ L2(Λ) with associated
orthogonal rank-one projection |ϕ〉〈ϕ| ∈ L(L2(Λ)) if
lim
N→∞
tr
∣∣γ(1)N − |ϕ〉〈ϕ|∣∣ = 0 (1.5)
Intuitively, this means that all particles, up to a fraction vanishing as N → ∞, are
described by the condensate wavefunction ϕ.
1.2 Fock space and Excitations around a Bose-Einstein
Condensate
Throughout this thesis, we work in a Fock space setting. In this section, we first introduce
this setup and then explain how it may be used to describe excitations around a Bose-
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Einstein condensate. Most of the objects we introduce are standard so that we only
collect their definitions and some of their properties from the articles [20, Section 2], [13,
Section 2], [15, Section 2] and [19, Sections 1 and 2].
First of all, the bosonic Fock space F is defined as the Hilbert space F = ⊕n≥0 L2s(Λn)
equipped with the inner product
〈ξ, ζ〉F = 〈ξ, ζ〉 =
∑
n≥0
〈
ξ(n), ζ(n)
〉
L2s(Λ
n)
(ξ, ζ ∈ F)
The vacuum vector describing states of zero particles is denoted by Ω = {1, 0, 0, . . . } ∈ F .
In F , one can create or annihilate a particle in the state f ∈ L2(Λ) using the creation
operator a∗(f) and the annihilation operator a(f), respectively. They are defined by1
(a∗(f)ξ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)ξ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn)
(a(f)ξ)(n)(x1, . . . , xn) =
√
n+ 1
∫
dx f¯(x)ξ(n+1)(x, x1, . . . , xn)
Notice that, given an n-particle state ψn = (0, . . . , 0, ψn, 0, 0 . . .) ∈ F , a∗(f)ψn =√
n+ 1Sn+1(f ⊗ ψn) ∈ F is proportional to the symmetrization of the product f ⊗ ψn.
a∗(f) and a(f) are realized as closed and unbounded operators in F , and they are de-
fined such that a∗(f) is the adjoint of a(f) (see [94, Chapter X.7] for the details). In
addition, they satisfy the canonical commutation relations
[a(f), a∗(g)] = 〈f, g〉L2(Λ) = 〈f, g〉2, [a(f), a(g)] = [a∗(f), a∗(g)] = 0 (1.6)
for all f, g ∈ L2(Λ).
When we consider translation invariant systems, that is Λ = T3, it is useful to
work in momentum space. Indeed, in this case {x 7→ ϕp(x) = e−ipx, p ∈ 2piZ3} is an
orthonormal basis for L2(Λ). Hence, defining Λ∗ = 2piZ3, every f ∈ L2(Λ) can be
expanded in a Fourier series f(.) =
∑
p∈Λ∗ fpe
ip(.) with the Fourier coefficients
fˆp =
∫
dx f(x)e−ip·x (p ∈ Λ∗)
For Λ = T3, it is moreover useful to define the operators
a∗p = a
∗(ϕp), ap = a(ϕp) (p ∈ Λ∗) (1.7)
creating and, respectively, annihilating a particle with momentum p ∈ Λ∗.
Sometimes, it is more convenient to carry out computations in position space. To
this end, we will use the operator valued distributions aˇ∗x, aˇy, x, y ∈ Λ, creating and,
respectively, annihilating a particle at x, y ∈ Λ. They satisfy
a(f)∗ =
∫
dx f(x) aˇ∗x, a(f) =
∫
dy f¯(y) aˇy (1.8)
1To simplify the notation, in the following all integrals are to be understood as taken over the whole
domain under consideration, unless stated otherwise. For instance,
∫
dxdy is to be read as
∫
Λ×Λ dxdy.
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Formally, these creation and annihilation fields satisfy the (distributional) relations
[aˇx, aˇ
∗
y] = δ(x− y), [aˇx, aˇy] = [aˇ∗x, aˇ∗y] = 0, (x, y ∈ Λ) (1.9)
where δ denotes as usual the Dirac δ-distribution. If we consider systems in Λ = R3, we
simply write ax, a
∗
y instead of aˇx, aˇ
∗
y, since we do not use (1.7) in this case.
We emphasize that, in this thesis, we are mostly concerned with statements about
expectations of quadratic forms that can be written conveniently as an integral of a
suitable kernel multiplied by creation and annihilation fields. In this context, the fields
aˇx, aˇ
∗
y, are simply a device keeping track of the combinatorial factors due to the symmetry
of bosonic many-body states which makes the computation of expectation values very
efficient (see the corresponding remark in [65, Section 2]). For more details about their
mathematically precise definition and their properties, we refer the reader to [94, Chapter
X.7], in particular to [94, Theorem X.44].
Given a one particle operator B acting on (a dense subspace of) L2(Λ), we define its
second quantization dΓ(B) by setting (dΓ(B)ξ)(n) =
∑n
j=1Bjξ
(n), where Bj = 1⊗ · · · ⊗
B ⊗ · · · ⊗ 1 acts as B on the j-th particle and as the identity on all other particles. If
B has the integral kernel B(x; y), we can use creation and annihilation fields to write
dΓ(B) =
∫
dxdy B(x; y)a∗xay
Important operators are the number of particles operator N = dΓ(1) and the kinetic
energy operator, given by K = dΓ(−∆). Equivalently, we have
N =
∫
dx a∗xax, K =
∫
dx a∗x(−∆x)ax =
∫
dx ∇xa∗x∇xax
The number of particles operator is useful to obtain upper bounds on creation and
annihilation operators and second quantized, bounded operators. We have
‖a(f)ξ‖ ≤ ‖f‖2‖N 1/2ξ‖, ‖a∗(f)ξ‖ ≤ ‖f‖2‖(N + 1)1/2ξ‖ (1.10)
for every f ∈ L2(R3). For a bounded operator B ∈ L(L2(Λ)), we also have
± dΓ(B) ≤ ‖B‖op N , ‖dΓ(B)ξ‖ ≤ ‖B‖op‖N ξ‖ (1.11)
where the second bound follows from the first by noting that [dΓ(B),N ] = 0.
We also need to bound operators that are quadratic in creation and annihilation
operators, and that do not necessarily preserve the number of particles. Given j ∈
L2(Λ× Λ), we let
A]1,]2(j) =
∫
a]1(jx)a
]2
x dx =
∫
j ]¯1(x; y)a]1y a
]2
x dxdy (1.12)
where jx(y) = j(x; y), ]1, ]2 ∈ {·, ∗}, ]¯1 = · if ]1 = ∗ and ]¯1 = ∗ if ]1 = ·, and where
we write a] = a if ] = ·, a] = a∗ if ] = ∗ and, similarly, j] = j if ] = · and j] = j¯ if
5
] = ∗. If ]1 = · and ]2 = ∗ (i.e. if a creation operator lies on the right of an annihilation
operator), in order to define2 A]1,]2(j), we assume that the kernel j ∈ L2(Λ×Λ) is such
that x → j(x;x) is well-defined3 and satisfies x → j(x;x) ∈ L1(Λ). Operators of this
form can be bounded as follows.
Lemma 1.2.1. Let j ∈ L2(Λ× Λ). Then for any ξ ∈ F ,
‖A]1,]2(j)ξ‖ ≤
√
2‖(N + 1)ξ‖
{ ‖j‖2 + ∫ |j(x;x)|dx if ]1 = ·, ]2 = ∗
‖j‖2 otherwise
When we work in Λ = T3, we only consider quadratic operators that are translation
invariant and which, in momentum space, have the form
A]1,]2(f) =
∑
p∈Λ∗
fp a
]1
α1pa
]2
α2p (1.13)
Here, f ∈ `2(Λ∗), ]1, ]2 ∈ {·, ∗}, and we use the notation a] = a, if ] = ·, and a] = a∗ if
] = ∗. Also, αj ∈ {±1} is chosen so that α1 = 1, if ]1 = ∗, α1 = −1 if ]1 = ·, α2 = 1 if
]2 = · and α2 = −1 if ]2 = ∗. In position space, these operators read
A]1,]2(j) =
∫
dxdy fˇ(x− y) aˇ]1x aˇ]2y
Analogously to Lemma 1.2.1, we have the following bounds.
Lemma 1.2.2. Let f ∈ `2(Λ∗) and, if ]1 = · and ]2 = ∗ assume additionally that
f ∈ `1(Λ∗). Then we have, for any ξ ∈ F ,
‖A]1,]2(f)ξ‖ ≤
√
2 ‖(N + 1)ξ‖
{ ‖f‖2 + ‖f‖1 if ]1 = ·, ]2 = ∗
‖f‖2 otherwise
Having introduced the Fock space F and standard creation and annihilation oper-
ators, let us now explain how a Fock space setting can be used to describe excitations
around a Bose-Einstein condensate.
First, we fix a normalized function ϕ ∈ L2(Λ) which we think of as the condensate
wavefunction. Following [64, Section 2.3], we then observe that every ψN ∈ L2s(ΛN ) can
be uniquely decomposed into the sum
ψN =
N∑
n=0
ψ
(n)
N ⊗s ϕ⊗(N−n) (1.14)
for a sequence ψ
(n)
N ∈ L2⊥ϕ(Λ)⊗sn, n = 0, . . . , N . Here, L2⊥ϕ(Λ)⊗sn denotes the symmetric
tensor product of n copies of the orthogonal complement L2⊥ϕ(Λ) of ϕ in L
2(Λ). Given
2In this case, A]1,]2(j) is defined as A]1,]2(j) = A]2,]1(j) +
∫
dx j(x;x).
3In this thesis, we in fact consider mostly continuous kernels j ∈ C(Λ× Λ).
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ψk ∈ L2s(Λk) and ψl ∈ L2s(Λl), the symmetric tensor product ψk ⊗s ψl ∈ L2s(Λk+l) is
defined by
ψk ⊗s ψ` (x1, ..., xk+l)
=
1√
k!`!(k + `)!
∑
σ∈Sk+λ
ψk
(
xσ(1), ..., xσ(k)
)
ψl
(
xσ(k+1), ..., xσ(k+l)
)
Using the decomposition (1.14), we can define a unitary map
UN (ϕ) : L
2
s(Λ
N )→ F≤N⊥ϕ through UN (ϕ)ψN = {ψ(0)N , ψ(1)N , . . . , ψ(N)N }. (1.15)
Here F≤N⊥ϕ =
⊕N
n=0 L
2
⊥ϕ(Λ)
⊗sn denotes the bosonic Fock space constructed over L2⊥ϕ(Λ),
truncated to sectors with at most N particles4. It naturally embeds into the full exci-
tation Fock space F⊥ϕ, i.e. F≤N⊥ϕ ↪→ F⊥ϕ =
⊕
n≥0 L
2
⊥ϕ(Λ)
⊗sn. The image UN (ϕ)ψN
describes particles in ψN that are not in the condensate. It allows us to focus on or-
thogonal excitations of the condensate. As we show in Chapter 2, see Remark 1) in
Section 1.4, the criterion (1.5) for the sequence ψN to exhibit Bose-Einstein condensa-
tion is equivalent to
N−1〈UN (ϕ)ψN ,N⊥ϕ UN (ϕ)ψN 〉 = 1− 〈ϕ, γ(1)N ϕ〉 → 0 (1.16)
as N →∞.
In most parts of this thesis (excluding Chapter 5), we work in the truncated Fock
spaces F≤N and F≤N⊥ϕ . On these spaces, we define, for any f ∈ L2(Λ), modified creation
and annihilation operators b∗(f) and b(f) by
b(f) =
√
N −N
N
a(f), and b∗(f) = a∗(f)
√
N −N
N
(1.17)
Notice that b(f), b∗(f) are bounded operators (since ‖N|F≤N ‖op ≤ N) mapping F≤N to
itself (and also F≤N⊥ϕ to itself if f ⊥ ϕ). As becomes clear in the following chapters, these
modified fields arise naturally from the application of the map UN (ϕ), defined in (1.14),
since, for f ⊥ ϕ, we have
UN (ϕ)a
∗(f)a(ϕ)U∗N (ϕ) = a
∗(f)
√
N −N⊥ϕ =
√
Nb∗(f) (1.18)
Hence, on the level of L2s(Λ
N ), the operator b∗(f) excites a particle from the condensate
to the excited state f while b(f) annihilates an excited particle, thereby creating a new
particle in the condensate ϕ.
In analogy to the usual creation and annihilation operators, we introduce the distri-
butional creation and annihilation fields
bˇx =
√
N −N
N
aˇx, and bˇ
∗
x = aˇ
∗
x
√
N −N
N
4In the same way we define F≤N =⊕Nn=0 L2s(Λn) ↪→ F .
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so that
b(f) =
∫
dx f¯(x) bˇx, and b
∗(f) =
∫
dx f(x)bˇ∗x (1.19)
These fields satisfy the modified commutation relations
[bˇx, bˇ
∗
y] =
(
1− N
N
)
δ(x− y)− 1
N
aˇ∗yaˇx
[bˇx, bˇy] = [bˇ
∗
x, bˇ
∗
y] = 0
(1.20)
as well as
[bˇx, aˇ
∗
yaˇz] = δ(x− y)bz, [bˇ∗x, aˇ∗yaˇz] = −δ(x− z)b∗y (1.21)
In particular, these relations imply [bˇx,N ] = bˇx and [bˇ∗x,N ] = −bˇ∗x. For translation
invariant systems, i.e. Λ = T3, we define in addition
bp =
√
N −N⊥ϕ0
N
ap, b
∗
p = a
∗
p
√
N −N⊥ϕ0
N
(p ∈ Λ∗) (1.22)
so that, in momentum space, the commutation relations (1.20) read
[bp, b
∗
q ] =
(
1− N⊥ϕ0
N
)
δp,q − 1
N
a∗qap
[bp, bq] = [b
∗
p, b
∗
q ] = 0
(1.23)
As an immediate consequence of (1.10), we obtain the following bounds on the b-fields.
Lemma 1.2.3. Let f ∈ L2(Λ). For any ξ ∈ F≤N , we have
‖b(f)ξ‖ ≤ ‖f‖2
∥∥∥∥∥N 1/2
(
N −N + 1
N
)1/2
ξ
∥∥∥∥∥
‖b∗(f)ξ‖ ≤ ‖f‖2
∥∥∥∥∥(N + 1)1/2
(
N −N
N
)1/2
ξ
∥∥∥∥∥
Since N ≤ N on F≤N , b(f), b∗(f) are bounded by ‖b(f)‖, ‖b∗(f)‖ ≤ (N + 1)1/2‖f‖2.
We also consider quadratic operators in the b fields. Given j ∈ L2(Λ×Λ), we define,
similarly to (1.13),
B]1,]2(j) =
∫
bˇ]1(jx)bˇ
]2
x dx =
∫
j ]¯1(x; y)bˇ]1y bˇ
]2
x dxdy (1.24)
If ]1 = · and ]2 = ∗, we require that j is regular and that x→ j(x;x) is integrable.
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Lemma 1.2.4. Let j ∈ L2(Λ× Λ). Then
‖B]1,]2(j)ξ‖∥∥(N + 1) (N−N+2N ) ξ∥∥ ≤
√
2
{ ‖j‖2 + ∫ |j(x;x)|dx if ]1 = ·, ]2 = ∗
‖j‖2 otherwise
for all ξ ∈ F≤N . Since N ≤ N on F≤N , the operator B]1,]2(j) is bounded, with
‖B]1,]2(j)‖ ≤
√
2N
{ ‖j‖2 + ∫ |j(x;x)|dx if ]1 = ·, ]2 = ∗
‖j‖2 otherwise
Remark: For ϕ ∈ L2(Λ), let qϕ = 1 − |ϕ〉〈ϕ| be the orthogonal projection onto
L2⊥ϕ(Λ). If j ∈ (qϕ]¯1 ⊗ qϕ]¯2 )(L2(Λ× Λ)), we have B]1,]2(j) : F≤N⊥ϕ → F≤N⊥ϕ (here we use
the notation ]¯ = ∗ if ] = · and ]¯ = · if ] = ∗, and ϕ] = ϕ if ] = ∗, ϕ] = ϕ¯ if ] = ·).
When we consider Λ = T3, we restrict our attention to translation invariant operators
which are quadratic in the modified fields. For f ∈ `2(Λ∗+), we define
B]1,]2(f) =
∑
p∈Λ∗
fp b
]1
α1p b
]2
α2p
with α1 = 1 if ]1 = ∗, α1 = −1 if ]1 = ·, α2 = 1 if ]2 = · and α2 = −1 if ]2 = ∗. By
construction, B]1,]2(f) : F≤N⊥ϕ0 → F
≤N
⊥ϕ0 . In position space, these operators read
B]1,]2(f) =
∫
fˇ(x− y) bˇ]1x bˇ]2y dxdy
Similarly to Lemma 1.2.4, we close this section with the following lemma.
Lemma 1.2.5. Let f ∈ `2(Λ∗). If ]1 = · and ]2 = ∗, we assume additionally that
f ∈ `1(Λ∗). Then
‖B]1,]2(f)ξ‖∥∥(N + 1) (N−N+2N ) ξ∥∥ ≤
√
2
{ ‖f‖2 + ‖f‖1 if ]1 = ·, ]2 = ∗
‖f‖2 otherwise
for all ξ ∈ F≤N . Since N ≤ N on F≤N , the operator B]1,]2(f) is bounded, with
‖B]1,]2(f)‖ ≤
√
2N
{ ‖f‖2 + ‖f‖1 if ]1 = ·, ]2 = ∗
‖f‖2 otherwise
1.3 Bogoliubov Theory for Dilute Bose Gases
In this section we clarify what we mean by Bogoliubov theory and which of the mathe-
matical questions it raises are addressed in this thesis. Our presentation of Bogoliubov
theory follows [88] and [70, Appendix A], which is based on the article [65].
Bogoliubov theory, or Bogoliubov’s method, is a microscopic quantum mechanical
theory that was originally proposed by Bogoliubov in [17] in order to explain qualitative
features of superfluid Helium. In modern physics textbooks (such as [88, Chapter 4])
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Bogoliubov’s method is used as an approximation scheme to calculate the ground state
energy and the excitation energies of a dilute system of weakly interacting bosons with
high accuracy.
To explain the ideas behind Bogoliubov’s approximation, let us consider a system
of N bosons moving in5 ΛL = R3/(LZ3), i.e. in a box of volume L3 with periodic
boundary conditions. Switching to momentum space and using the formalism of second
quantization, the Hamilton operator has the form
HN,L =
∑
p∈Λ∗L
p2a∗pap +
1
2L3
∑
r,p,q∈Λ∗L
v̂(r)a∗p+ra
∗
qapaq+r (1.25)
Bogoliubov was interested in the ground state and excitation energies of HN,L in the
thermodynamic limit, where N,L→∞ with the density ρ = N/L3 being fixed.
Bogoliubov’s method is based on physically motivated assumptions that, starting
from (1.25), lead to an operator whose spectrum can be computed explicitly. Moti-
vated by the non-interacting Bose gas with v = 0, Bogoliubov’s first assumption is
that the system exhibits complete Bose-Einstein condensation in the one-particle state
ϕ0,L = L
−3/2 ∈ L2(ΛL). Condensation implies that, in low-energy states, the expecta-
tion of the operator a∗0a0 is close to N , with an error of lower order. Hence, as a first
approximation, Bogoliubov replaced the operators a0 and a
∗
0, appearing in HN,L, by the
number N1/2. This step is the so-called c-number substitution. The resulting operator
H˜N,L consists of a constant plus a sum of terms which are either quadratic, cubic or
quartic in creation and annihilation operators. Since the cubic and quartic terms are of
lower order in N than the constant and quadratic terms, the second step of Bogoliubov’s
approximation consists in dropping the cubic and quartic terms.
From these steps, HN,L can be approximated by the quadratic operator
Q˜N,L =
N − 1
2
ρv̂(0) +
∑
06=p∈Λ∗L
[
p2 + ρv̂(p)
]
a∗pap +
1
2
∑
06=p∈Λ∗L
ρv̂(p)
[
a∗pa
∗
−p + apa−p
]
which can be diagonlized explicitly by applying the unitary Bogoliubov transformation
T = exp
[
1
2
∑
06=p∈Λ∗L
νp
(
a∗pa
∗
−p − apa−p
)]
with ν(p) = 12 tanh
−1 (ρv̂(p)/[p2 + ρv̂(p)]), p ∈ Λ∗L. We obtain
TQ˜N,LT
∗ =
N − 1
2
ρv̂(0)− 1
2
∑
06=p∈Λ∗L
([
p2 + ρv̂(p)
]−√[p2 + ρv̂(p)]2 − ρ2v̂(p)2)
+
∑
06=p∈Λ∗L
√
p4 + 2p2ρv̂(p) a∗pap
(1.26)
5A complete orthonormal basis of L2(ΛL) is given in this case by {x 7→ L−3/2e−ipx, p ∈ 2piL Z3}.
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At this point, Bogoliubov realized that, in the thermodynamic limit, the low-energy
spectrum of the system only depends on v through the first and second Born approxi-
mations a
(1)
0 and a
(2)
0 of the scattering length a0 = a0(v). The latter is a measure of the
interaction’s effective length scale on which it acts6. It is defined by the solution f of
the zero-energy scattering equation[
−∆ + 1
2
v(x)
]
f(x) = 0 (1.27)
with the boundary condition7 f(x)→ 1, as |x| → ∞. For |x| > r, one has
f(x) = 1− a0|x|
for a constant a0 which is uniquely determined by the interaction v and which is called
its scattering length. Equivalently, a0 can be computed from
8pia0 =
∫
dx v(x)f(x) (1.28)
Writing f = 1 − w and using the scattering equation (1.27), the last expression can be
expanded into the Born series for a0, given by
8pia0 = v̂(0) +
∞∑
k=1
(−1)k
2k(2pi)3k
∫
R3k
dp1 . . . dpk
v̂(p1)
p21
(
k−1∏
i=1
v̂(pi − pi+1)
p2i+1
)
v̂(pk) (1.29)
where v̂ denotes the Fourier transform of the map v. From this series, we read off the
first and second Born approximations a
(1)
0 and a
(2)
0 for a0 as
a
(1)
0 =
v̂(0)
8pi
, a
(2)
0 =
v̂(0)
8pi
− κ
2
16pi(2pi)3
∫
R3
dp
v̂(p)2
p2
In the last step of his analysis, Bogoliubov argued that, for dilute systems with small
density ρ, low-energy eigenvalues of HN,L should only depend on a0; hence, he replaced
a
(1)
0 and a
(2)
0 in the expressions for the low-energy spectrum by a0. Arguing similarly for
(1.26) (see [88, Chapter 4.2]), we approximate TQ˜N,LT
∗ by the quadratic operator
QN,L = EN,L +
∑
06=p∈Λ∗L
√
p4 + 16piρa0p2 a
∗
pap (1.30)
6As an example, the box potential vbox, defined by vbox =∞ for |x| ≤ a and vanishing otherwise, has
scattering length a0(vbox) = a, as mentioned in [70, Chapter 2].
7For a mathematically precise definition, we refer the reader to [70, Appendix C]: The scattering
length a0 is determined by first solving (1.27) in H
1(BR(0)) for some fixed R > r, and noting that a0 is
independent of R which follows from [70, Appendix C, Remark 1]. In the notation of [70, Appendix C,
Remark 1], the function f : R3 → R solving (1.27) is given by F0(| · |).
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where the ground state energy EN,L is given by
8
EN,L = 4pia0ρ(N − 1)− 1
2
∑
06=p∈Λ∗L
[
p2 + 8pia0ρ−
√
p4 + 16piρa0p2 − (8pia0ρ)
2
2p2
]
(1.31)
(1.30) implies that low-energy eigenvalues of HN,L − EN,L are given by finite sums of
the form ∑
0 6=p∈Λ∗L
np
√
p4 + 16piρa0p2 (1.32)
for integers np ∈ N such that np 6= 0 for only finitely many p ∈ Λ∗L. Moreover, we remark
that in the thermodynamic limit the ground state energy EN,L converges, up to leading
order in ρa30  1, to the limit E0 which is given by
E0 = 4piρa0N
(
1 +
128
15
√
pi
√
ρa30
)
(1.33)
Equation (1.33) is the so called Lee-Huang-Yang formula (see [60]) for the ground state
energy of the weakly interacting Bose gas. Finally, let us remark that the linearity of the
dispersion relation
√
p4 + 16piρa0p2 for small values of p ∈ Λ∗L, |p|  1, verifies Landau’s
criterion of superfluidity (see, e.g. [88, Chapter 6.1]).
To date, there exist only few mathematically rigorous results related to parts of Bo-
goliubov theory. First of all, the mathematically rigorous justification of whether or
not low-energy states of interacting many-body systems exhibit complete Bose-Einstein
condensation in the thermodynamic limit is up to now, more than 70 years after Bogoli-
ubov’s paper [17], an open problem. A proof of condensation is currently pursued in a
long-term project using renormalization group techniques by Balaban-Feldman-Kno¨rrer-
Trubowitz; we refer the reader to [8] for a review on recent progress. Concerning the
ground state energy of three dimensional interacting Bose gases, the leading order term
4piρa0N of the Lee-Huang-Yang formula (1.33) could be verified as the correct upper
bound by Dyson in [31] (for hard-sphere interactions). The validity of the leading or-
der term as lower bound was verified only 40 years later by Lieb and Yngvason in [73].
Concerning the second order corrections to the ground state energy, Bogoliubov theory
could be verified for the first time by Lieb-Solovej for bosonic jellium in [68] and for the
two-component charged Bose gas in [69] as well as [97]. The Lee-Huang-Yang formula
(1.33) was verified as correct upper bound for the ground state energy, up to leading
order in the coupling constant of the interaction potential, by Erdo˝s-Schlein-Yau in [38].
Their result was later improved in [99] by Yau-Yin whose upper bound agrees with the
Lee-Huang-Yang formula. That the Lee-Huang-Yang formula describes correct upper
and lower bounds for the ground state energy of systems of interacting Bose gases in a
regime of weak coupling and high density was proved by Giuliani-Seiringer in [45]. In
such a regime, the scattering length a0 can indeed be replaced by its second order Born
8We point out that the leading order term 4pia0ρ(N−1) is usually replaced by 4pia0ρN in the literature,
see for instance equation (4.29) in [88, Chapter 4.2]. In the thermodynamic limit, the difference 4pia0ρ
is negligible compared to the leading order term (1.33) of the ground state energy.
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approximation a0 ' a(1)0 + a(2)0 , up to negligible errors. The results of Giuliani-Seiringer
in [45] were recently improved by Brietzke-Solovej, see [21]. Finally, the rigorous verifi-
cation of Bogoliubov’s predictions for the excitation spectrum of the Hamiltonian HN,L,
in particular the dispersion relation
√
p4 + 16piρa0p2, is still an open problem.
In this thesis, we will not be interested in the thermodynamic limit. Instead, we
will study systems in the so-called Gross-Pitaevskii regime, which is relevant to describe
trapped Bose gases like the ones that are currently produced in labs. In the Gross-
Pitaevskii regime, gases of N particles are trapped in a volume of order one and interact
through a potential with scattering length of the order O(N−1). The Hamilton operator
acts on (a dense subspace of) L2s(Λ
N ), for Λ = R3 or Λ = T3, and it has the form
HN =
N∑
i=1
(−∆xi + Vext(xi))+ ∑
1≤i<j≤N
N2V (N(xi − xj)) (1.34)
By scaling, Bose gases in the Gross-Pitaevskii regime are mathematically equivalent to
systems of N particles interacting through a fixed two-body potential in an extended
volume of the order N3. Compared with the thermodynamic limit discussed above, the
Gross-Pitaevskii limit describes ultra-dilute gases, with the density ρ = N−2 converging
to zero as N →∞.
It is easy to translate Bogoliubov theory to Bose gases in the Gross-Pitaevskii regime.
The goal of this thesis consists in providing rigorous mathematical justification for
Bogoliubov Theory in the Gross-Pitaevskii regime. In particular, we will address the
following questions.
The first ingredient in Bogoliubov theory is the assumption of complete Bose-Einstein
condensation of low-energy states. If one tries to determine the excitation spectrum of
the Hamiltonian HN based on this assumption, it is clear that one first has to prove that
the system indeed satisfies this hypothesis under physically reasonable assumptions.
Moreover, in view of Bogoliubov’s c-number substitution9, which simply replaces an
operator by a number, it is desireable to determine explicit error bounds on the rate of
convergence in (1.5). Our first goal in this thesis consists therefore to prove condensation
in the Gross-Pitaevskii regime. This question is discussed in Chapter 2 whose main result
is presented in Section 1.4.
Naturally linked with the proof of condensation for low-energy states is the question
of its dynamical stability. Indeed, in actual experiments the particles are first trapped
by a confining potential and cooled down to extremely low temperatures. Condensation
is measured by recording the particle’s velocity distribution after releasing the trap (see
[7], [29]) and comparing it to a distribution of particles in thermal equilibrium. Hence,
it is an interesting question to prove that a system still exhibits complete Bose-Einstein
condensation after a time t > 0 if it exhibits condensation initially at t = 0. We address
this question in Chapter 3 and present our main result in Section 1.5
9We remark that, in the thermodynamic limit, the c-number substitution as such is mathematically
valid independently of whether the system possesses Bose-Einstein condensation or not, see [72] and its
slightly extended version [70, Appendix D]. As mentioned there, however, the c-number substitution is
only useful in view of computing the energies if the system indeed exhibits condensation.
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Once condensation has been proved, one may try to derive explicit expressions for
the ground state energy of HN and its excitation spectrum. In Chapter 4 we ver-
ify Bogoliubov’s predictions about the low-energy spectrum of HN with explicit error
bounds. We in fact prove that the Hamiltonian HN is, up to errors which are well
under control in suitable low-energy spectral subspaces of HN , unitarily equivalent to a
diagonal quadratic Fock space Hamiltonian as predicted by Bogoliubov theory and that
the excitation energies depend indeed only on the scattering length a0 of the interaction
potential. Our main result is presented in Section 1.6.
In Chapter 4, we not only determine the low-lying eigenvalues of HN , but we also
deduce L2s(Λ
N )-norm approximations for the corresponding eigenvectors. Up to the
application of a unitary transformation, these approximations consist of the eigenvectors
of a quadratic operator having the form (1.30), and acting on states in the Fock space.
As in Chapter 3, we consider in the last Chapter 5 the time evolution of states initially
close to the ground state of the system. In analogy to the norm approximations for
low-energy eigenvectors in terms of eigenvectors of a quadratic Fock space Hamiltonian,
we ask if also the full many-body time evolution can be described effectively by a unitary
dynamics generated by a quadratic operator on the Fock space. Here, in contrast with
the other parts of the thesis, we will not work in the Gross-Pitaevskii regime, but instead
in slightly less singular scaling regimes as explained below.
1.4 Complete Bose-Einstein Condensation in the Gross-
Pitaevskii Limit
In this section we present our main result on the complete Bose-Einstein condensation
in the Gross-Pitaevskii regime. Our result is proved in [13]. The manuscript of [13] is
provided in Chapter 2 and also appeared in the doctoral thesis [12] of Chiara Boccato
in 2017, see [12, Chapter 3]. All authors contributed equally to the article [13]. More
specific details about the individual contributions are provided in the introduction of
Chapter 2. The summary of our main result, given in this section, is a modified and
rephrased version of the introduction in [13].
We consider the Gross-Pitaevskii regime for N bosons moving in the box of volume
one with periodic boundary conditions. The Hamilton operator HN of the system reads
HN =
N∑
i=1
−∆xi + κ
∑
1≤i<j≤N
N2V (N(xi − xj)) (1.35)
and acts on (a dense subspace of) L2s(Λ
N ). We assume for positive coupling constant
κ > 0 that the unscaled map V ∈ L3(R3) is non-negative, spherically symmetric and
compactly supported10. By scaling, the scattering length of the interaction κN2V (N.)
appearing in (1.35) is given by a0/N where a0 denotes the scattering length of κV .
10Notice that for N  r, with r denoting the range of the unscaled map V , the scaled function
N2V (N.) extends to a periodic function lying in N2V (N.) ∈ L3(T3).
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In the Gross-Pitaevskii regime, several important results concerning the ground state
energy and the existence of Bose-Einstein condensation have been proved in the works
[66, 73, 71, 79]. First of all, the results obtained in [73, 71, 79] show that the ground
state energy EN of (1.35) satisfies
lim
N→∞
EN
N
= 4pia0 (1.36)
In addition to the first order approximation of the ground state energy (1.36), it was
shown in [66, 79] that the ground state of (1.35) exhibits Bose-Einstein condensation in
the constant one-particle state ϕ0 ≡ 1|Λ. More precisely, if ψN denotes a normalized
ground state vector for (1.35), and if γ
(1)
N = tr2,...,N |ψN 〉〈ψN | denotes its one-particle
reduced density, it follows from [66] that
tr
∣∣γ(1)N − |ϕ0〉〈ϕ0|∣∣→ 0 (N →∞)
Recall from equation (1.16) in Section 1.2 that this is equivalent to
1− 〈ϕ0, γ(1)N ϕ0〉 → 0 (N →∞) (1.37)
We remark that the results in [71, 66] were actually more general and also applied to
inhomogenous systems in the Gross-Pitaevskii regime, i.e. systems where the particles
are usually trapped in a bounded subset in R3, see also the next Section 1.5. Similar
results have been derived for rotating Bose gases in [67]. Finally, we point out that by
following the arguments given in [66], one can also deduce a rate for the convergence in
(1.37). This rate, however, is far from the optimal one.
Our main result in [13] is a proof of Bose-Einstein condensation via (1.37), assuming
the coupling constant κ ≥ 0 to be sufficiently small, with optimal rate of convergence.
We have the following theorem, see [13, Theorem 1.1].
Theorem 1.4.1. Let V ∈ L3(R3) be non-negative, spherically symmetric and compactly
supported and assume the coupling constant κ ≥ 0 to be small enough. Let ψN ∈ L2s(ΛN )
be a sequence with ‖ψN‖ = 1 and such that
〈ψN , HNψN 〉 ≤ 4pia0N +K (1.38)
for some K > 0 for all N ∈ N. Let γ(1)N = tr2,...,N |ψN 〉〈ψN | be the one-particle reduced
density associated with ψN . Then there exists a constant C > 0, depending on V and on
κ, but independent of K, such that
1− 〈ϕ0, γ(1)N ϕ0〉 ≤
C(K + 1)
N
(1.39)
where ϕ0(x) = 1 for all x ∈ Λ.
Furthermore, the ground state energy EN of (1.35) is such that
|EN − 4pia0N | ≤ D (1.40)
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for a D > 0 independent of N (depending only on V and κ). Hence, the one-particle
reduced density associated with the ground state of (1.35) satisfies (1.39), with K replaced
by the constant D.
Before explaining the strategy of its proof, let us add a few comments on Theorem
1.4.1. First of all, Theorem 1.4.1 shows the validity of complete Bose-Einstein condensa-
tion in the Gross-Pitaveskii regime with optimal11 condensation rate of order O(N−1).
With regard to Bogoliubov theory, discussed in Section 1.3, this justifies rigorously Bo-
goliubov’s basic assumption of condensation in the zero momentum state. From this
point of view, our result can be seen as a first step towards a better mathematical
understanding of Bogoliubov theory in the Gross-Pitaevskii limit.
Next, let us point out that the proof of Theorem 1.4.1 in [13] actually shows that
the Hamiltonian HN can be bounded from below by
HN − 4pia0N ≥ 4pi2c
N∑
i=1
(
1− |ϕ0〉〈ϕ0|i
)− C (1.41)
for two constants c, C > 0. This inequality immediately implies (1.39) and it shows
moreover that the ground state energy EN of the Hamilton operator HN is bounded
from below by EN ≥ 4pia0N + O(1). Together with a similar upper bound which also
follows from our analysis, this implies that EN = 4pia0N + O(1). This improves the
corresponding results of [71, 79] for the ground state energy in the Gross-Pitaevskii
regime and is as such of independent interest.
Finally, we also mention that Theorem 1.4.1 can be generalized to the inhomogeneous
setting in which the particles are trapped in a finite region in Λ = R3. This has been
worked out in detail in the master thesis [92].
After these remarks on Theorem 1.4.1, let us now briefly explain the strategy for its
proof. First of all, we follow [64] and use the map UN (ϕ0) : L
2
s(Λ
N )→ F≤N⊥ϕ0 , defined in
(1.15), to work in the Fock space F≤N⊥ϕ0 of excited particles. The map UN (ϕ0) is unitary
and enables us to define the excitation Hamiltonian
LN = UN (ϕ0)HNUN (ϕ0)∗
mapping its dense domain in F≤N⊥ϕ0 to F
≤N
⊥ϕ0 . As explained in detail in Section 2.3,
the Hamiltonian LN is given by the sum of the constant N2 κV̂ (0) = N2
∫
dx V (x) and
of several operators which are either quadratic, cubic or quartic in the creation and
annihilation operators. From the bound κV̂ (0) > 8pia0, we observe that the constant
N
2 V̂ (0), explicitly contained in the excitation Hamiltonian LN , differs from the true
ground state energy EN = 4pia0N+O(1) by a quantity proportional to N . This indicates
that important contributions to the ground state energy of LN must still be contained in
the quadratic, cubic and quartic operators mentioned above. In particular, this means
that low-energy states of LN are not close to the vacuum Ω = UN (ϕ0)ϕ⊗N0 . It follows
11Optimality follows indeed from (1.69) in Chapter 4, where we actually compute the condensate
depletion in the ground state of HN , as N →∞.
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already from [73, 71, 36, 37, 40, 39], that short-scale pair correlations, modeled by the
solution f of the zero-energy scattering equation (1.27), play a crucial role in the correct
description of low-energy states ψN of HN . To implement such correlations, we follow
the strategy of [20], which is based on important ideas from [11], and use generalized
Bogoliubov transformations. For a suitable kernel η ∈ L2⊥ϕ0(Λ)⊗s L2⊥ϕ0(Λ), these maps
are unitary operators of the form
T (η) = exp
{
1
2
∑
p∈Λ∗\{0}
ηp
[
b∗pb
∗
−p − bpb−p
]}
: F≤N⊥ϕ0 → F
≤N
⊥ϕ0 (1.42)
with bp, b
∗
p defined as in (1.22).
Using T (η), one may hope that states of the form ψN ' UN (ϕ0)∗T (η)Ω correctly
describe low-energy states of HN , in the sense that the expectation of HN with respect
to such states yields the correct ground state energy EN = 4pia0N +O(1). Notice that,
compared to the product state ϕ⊗N0 = UN (ϕ0)
∗Ω, such states have the form
UN (ϕ0)
∗T (η)Ω = exp
[
1
2
∫
dxdy η(x− y)ϕ0(x)ϕ0(y)a∗xa∗ya0a0 − h.c.
]
ϕ⊗N0
That is, starting from a pure product state ϕ⊗N0 , we may think of the map T (η) as
replacing uncorrelated particle pairs of the form (x, y) 7→ ϕ0(x)ϕ0(y) by correlated pairs
of the form (x, y) 7→ η(x − y)ϕ0(x)ϕ0(y). As turns out indeed in Chapter 2, any low-
energy state ψN satisfying (1.38) can be written as ψN = UN (ϕ0)
∗T (η)ξN where the
excitation vector ξN satisfies 〈ξN ,N⊥ϕ0ξN 〉 ≤ C + K, uniformly as N → ∞. This
motivates us to define a new excitation Hamiltonian
GN = T (η)∗LNT (η) = T (η)∗UN (ϕ0)HNUN (ϕ0)∗T (η)
Similarly to LN , also GN consists of a sum of several terms, but in this case the constant
term that it contains is given by 4pia0N +O(1). Moreover, we show that, for sufficiently
small coupling constant κ > 0 of the interaction, there exist positive constants c, C > 0
such that GN satisfies the operator bound
GN − 4pia0N ≥ cN⊥ϕ0 − C
Together with the fact that generalized Bogoliubov transformations T (η) do not sub-
stantially change the expectation of the number of particles operator N⊥ϕ0 , this enables
us to deduce (1.39). Moreover, by using a similar upper bound on GN , we complete the
proof of Theorem 1.4.1.
1.5 Dynamics of Bose-Einstein Condensates in the Gross-
Pitaevskii Limit
In this section we summarize the results of Chapter 3, which reproduces the manuscript
[20], on the dynamical stability of Bose-Einstein condensates in the Gross-Pitaevskii
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regime. The manuscript of [20] is provided in Chapter 3. The introduction given in this
section is a modified and rephrased version of the introduction in [20].
In Section 1.4, we have seen that, in the Gross-Pitaevskii regime, low-energy states
exhibit complete Bose-Einstein condensation. Since Bose-Einstein condensates are ob-
served in experiments where particles are initially trapped at extremely low temperatures
and measurements carried out after releasing the traps, see [7, 29], it is natural to ask
whether the evolution of initial data close to the ground state of a trapped Hamiltonian
still exhibits condensation after a positive time t > 0. To describe experiments where
particles are initially trapped and evolve in time after releasing the traps, we consider
first the Hamilton operator
HtrapN =
N∑
i=1
[−∆xi + Vext(xj)] +
∑
1≤i<j≤N
N2V (N(xi − xj)) (1.43)
Here, Vext is a confining external potential and we assume the interaction potential V
to be non-negative, spherically symmetric and compactly supported.
As shown in [66, 71, 79], the ground state energy EN of (1.43) satisfies
lim
N→∞
EN
N
= min
ϕ∈DGP:‖ϕ‖2=1
EtrapGP (ϕ) (1.44)
where DGP = L2(R3, Vext(x) dx) ∩ H1(R3) and with the Gross-Pitaevskii energy
functional EtrapGP : DGP → R, defined by
EtrapGP (ϕ) =
∫ [|∇ϕ(x)|2 + Vext(x)|ϕ(x)|2 + 4pia0|ϕ(x)|4] dx (1.45)
Moreover, it was proven in [66, 79] that the ground state of (1.43) exhibits complete
Bose-Einstein condensation in the minimizer φGP ∈ L2(R3) of (1.45). In other words,
if γ
(1)
N = tr2,...,N |ψN 〉〈ψN | denotes the one-particle reduced density associated with the
ground state of (1.43), then
tr
∣∣γ(1)N − |φGP〉〈φGP|∣∣→ 0 (N →∞) (1.46)
The first main result of this section describes the evolution of initial data close to the
ground state of (1.43) (in the sense of (1.48)), with respect to the Hamilton operator
HN =
N∑
i=1
−∆xi +
∑
1≤i<j≤N
N2V (N(xi − xj)) (1.47)
obtained from (1.43) by switching off the traps. We state our result as the following
theorem, see [20, Theorem 1.1].
Theorem 1.5.1. Let Vext : R3 → R be locally bounded with Vext(x) → ∞ as |x| → ∞.
Let V ∈ L3(R3) be non-negative, compactly supported and spherically symmetric. Let
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ψN be a sequence in L
2
s(R3N ), with one-particle reduced density γ
(1)
N = tr2,...,N |ψN 〉〈ψN |.
We assume that, as N →∞,
aN = 1− 〈φGP, γ(1)N φGP〉 → 0 and
bN =
∣∣∣N−1〈ψN , H trapN ψN 〉 − E trapGP (φGP)∣∣∣→ 0 (1.48)
where φGP ∈ H4(R3) is the unique non-negative minimizer of the Gross-Pitaevskii energy
functional (1.45). Let ψN,t = e
−iHN tψN be the solution of the Schro¨dinger equation (1.3)
with initial data ψN and with HN defined in (1.47). Denote by γ
(1)
N,t the one-particle
reduced density associated with ψN,t. Then there are constants C, c > 0 such that
1− 〈ϕt, γ(1)N,tϕt〉 ≤ C
[
aN + bN +N
−1] exp (c exp (c|t|)) (1.49)
for all t ∈ R. Here, t 7→ ϕt solves the time-dependent Gross-Pitaevskii equation
i∂tϕt = −∆ϕt + 8pia0|ϕt|2ϕt (1.50)
with the initial data ϕt=0 = φGP.
Remarks:
1) Existence and uniqueness of the minimizer φGP of the Gross-Pitaevskii functional
(1.45) was proved in [71]. In Theorem 1.5.1 we also make the assumption that
φGP ∈ H4(R3). Under suitable assumptions on the external potential Vext (it
is enough to assume that Vext ∈ C2(R3) as well as its derivatives grow at most
exponentially at infinity), this follows from elliptic regularity and [51].
2) It follows from (1.44) and (1.46) that the assumptions aN , bN → 0 are satisfied if ψN
is chosen as the ground state of (1.43). Furthermore, if we assume the interaction
V to be sufficiently weak, the assumptions (1.48) are satisfied for any low-energy
state in the sense of (1.38) (with HN replaced by H
trap
N ). This follows from the
third remark after Theorem (1.4.1) of Section 1.4 showing that aN , bN = O(N−1).
In this case, the rate aN = O(N−1) is optimal so that Theorem 1.5.1 shows that
the optimal condensation rate is preserved in time after releasing the traps.
Theorem 1.5.1 describes the time-evolution of initially trapped low-energy states of
the Hamiltonian (1.43). More generally, one may ask if Bose-Einstein condensation is
also preserved in time if the system initially exhibits condensation in an arbitrary one-
particle condensate wavefunction ϕ ∈ H1(R3) (which does not necessarily minimize the
Gross-Pitaevskii functional). Our second main result of [20] shows that this is indeed the
case if the assumption aN → 0 (as N →∞) is replaced by a slightly stronger condition.
We state it as follows, see [20, Theorem 1.2].
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Theorem 1.5.2. Assume that V ∈ L3(R3) is non-negative, compactly supported and
spherically symmetric. Let ψN be a sequence in L
2
s(R3N ), with one-particle reduced
density γ
(1)
N = tr2,...,N |ψN 〉〈ψN |. Assume that, for a ϕ ∈ H4(R3),
a˜N = tr
∣∣γ(1)N − |ϕ〉〈ϕ|∣∣→ 0 and
b˜N =
∣∣∣N−1〈ψN , HNψN 〉 − EGP(ϕ)∣∣∣→ 0 (1.51)
as N →∞. Here EGP is the translation invariant Gross-Pitaevskii functional
EGP(ϕ) =
∫ [|∇ϕ|2 + 4pia0|ϕ|4]dx (1.52)
Let ψN,t = e
−iHN tψN be the solution of the Schro¨dinger equation (1.3) with initial
data ψN and where HN denotes the translation invariant Hamiltonian defined in (1.47).
Let γ
(1)
N,t denote the one-particle reduced density associated with ψN,t. Then
1− 〈ϕt, γ(1)N,tϕt〉 ≤ C
[
a˜N + b˜N +N
−1
]
exp (c exp (c|t|)) (1.53)
where t 7→ ϕt solves the time-dependent Gross-Pitaevskii equation (1.50).
Before explaining the strategy for the proof of Theorems 1.5.1 and 1.5.2, let us com-
ment on earlier derivations of the Gross-Pitaevskii equation (1.50). The first rigorous
derivation of the time-dependent Gross-Pitaevskii equation (1.50), starting from the mi-
croscopic Schro¨dinger dynamics, was given in [36, 37, 40, 39]. Part of the proof was
simplified in [25], using also ideas from [56]. In these derivations, the convergence of the
reduced one-particle density of the Schro¨dinger evolution towards the rank-one projec-
tion associated with the solution of the Gross-Pitaevskii equation was proved without
control of the convergence rate. A different derivation of the Gross-Pitaevskii equation
was given in [85] where it was shown that the convergence rate is of the order O(N−η),
for some η > 0. The results of [85] were generalized in [74, 83, 54] and the methods of
[85] were also used in [53] to derive the time-dependent Gross-Pitaevskii equation in two
space dimensions. In a slightly different setting, the recent work [11] proves the conver-
gence with a rate similar to (1.49), (1.53). In this work, Bose-Einstein condensates are
modeled by approximately coherent states on the full bosonic Fock space. Compared
to these previously known results, the novelty of (1.49), (1.53) is that they provide an
explicit and optimal rate determined by the properties of the N -particle initial data.
Let us now briefly explain the strategy for the proofs of Theorem 1.5.1 and
Theorem 1.5.2. In our approach, we combine ideas from [64] and [11]. First of all,
we follow [64] and use the map UN (ϕt) : L
2
s(R3N )→ F≤N⊥ϕt , defined in (1.15), to work in
the Fock space F≤N⊥ϕt of excited particles. Note that F
≤N
⊥ϕt now depends on time, since
t 7→ ϕt denotes the solution of the Gross-Pitaevskii equation (1.50). As explained in
detail in Chapter 3, the bound (1.49), and similarly (1.53), follows if we can show that
〈W˜tξ˜N ,N⊥ϕtW˜tξ˜N 〉 ≤ Ct(NaN +NbN + 1) (1.54)
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where N⊥ϕt denotes the number of particles operator in F≤N⊥ϕt , Ct > 0 denotes a constant
which is independent of N , ξ˜N denotes the excitation vector ξ˜N = UN (ϕt=0)ψN and W˜t
denotes the unitary fluctuation dynamics
W˜t = UN (ϕt)e−iHN tUN (ϕt=0)∗ : F≤N⊥ϕt=0 → F
≤N
⊥ϕt (1.55)
As a typical strategy to prove a bound like (1.54), one may try to apply a Gronwall
estimate to the time-dependent function t 7→ 〈W˜tξ˜N ,N⊥ϕtW˜tξ˜N 〉. If one follows this
idea, a short computation shows, however, that the time derivative of the function
t 7→ 〈W˜tξ˜N ,N⊥ϕtW˜tξ˜N 〉 contains large terms which are hard to control uniformly in N .
Recalling the definition of the map UN (ϕt) in (1.14), the reason for this is that the de-
composition (1.15) expands the evolved state ψN,t = e
−iHN tψN around the uncorrelated
product state ϕ⊗Nt . As mentioned in the previous Section 1.4, however, short-scale pair
correlations play a crucial role in the Gross-Pitaevskii regime. Consequently, we should
modify the fluctuation dynamics W˜t in order to incorporate pair correlations.
To reach this goal, we adapt the approach of [11], where correlations were introduced
by means of Bogoliubov transformations having the form
T˜t = exp
[
1
2
∫
dxdy
(
kt(x; y)a
∗
xa
∗
y − h.c.
)]
: F → F (1.56)
whose action on creation and annihilation operators is explicitly given by
T˜ ∗t a
∗(f)T˜t = a∗(coshkt(f)) + a(sinhkt(f¯)) (1.57)
Here, kt ∈ L2s(R3×R3) is an appropriate symmetric kernel and coshkt and sinhkt are the
bounded operator series
coshkt =
∞∑
n=0
(ktk¯t)
n
(2n)!
, sinhkt =
∞∑
n=0
(ktk¯t)
nkt
(2n+ 1)!
Unfortunately, transformations of the form (1.56) do not respect the truncation of
the excitation Fock space F≤N⊥ϕt , i.e. states with at most N particles are mapped to
vectors on the full Fock space F , without restriction on the number of particles. To
circumvent this problem, we define generalized Bogoliubov transformations of the form
Tt = exp
[
1
2
∫
dxdy
(
ηt(x; y)b
∗
xb
∗
y − h.c.
)]
: F≤N⊥ϕt → F
≤N
⊥ϕt (1.58)
for ηt ∈ L2⊥ϕt(R3)⊗sL2⊥ϕt(R3). While the operators Tt map F≤N⊥ϕt to itself, their action on
creation and annihilation operators is not explicit. Hence, to prove Theorem 1.5.1 and
Theorem 1.5.2, we have to show that
T ∗t b
∗(f)Tt = b∗(coshηt(f)) + b(sinhηt(f¯)) + dη(f, f¯) (1.59)
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where the operator dη(f, f¯) : F≤N⊥ϕt → F
≤N
⊥ϕt is a bounded error operator which satisfies
∥∥dη(f, f¯)ξ∥∥ ≤ Cηt‖f‖2‖N 3/2⊥ϕtξ‖
N
(ξ ∈ F≤N⊥ϕt)
We postpone more details to Sections 3.2 and 3.4.1 of Chapter 3.
With the generalized Bogoliubov transformations Tt, defined in (1.58), we can define
the modified unitary fluctuation dynamics Wt by
Wt = T ∗t UN (ϕt)e−iHN tUN (ϕt=0)∗Tt=0 : F≤N⊥ϕt=0 → F
≤N
⊥ϕt (1.60)
Using the fact that T ∗t N⊥ϕtTt ≤ C(N⊥ϕt + 1), uniformly in N , we may then try to
apply a Gronwall estimate on the expectation t 7→ 〈WtξN ,N⊥ϕtWtξN 〉, where ξN =
T ∗t=0UN (ϕt=0)ψN . To be more precise, it turns out that it possible to apply Gronwall’s
inequality on the sum of the time dependent generator Gt of the fluctuation dynamics
Wt, defined by i∂tWt = GtWt, and the number of particles operator N⊥ϕt . This enables
us to prove the existence of a constant Ct > 0, which is independent of N , such that
〈Wt,N⊥ϕtWt〉 ≤ Ct〈Wt=0,
[Gt=0 +N⊥ϕt=0]Wt=0〉 (1.61)
Inserting the initial conditions (1.48) and (1.51), respectively, into the right hand side
of (1.61), we conclude (1.54) and deduce Theorem 1.5.1 and Theorem 1.5.2.
1.6 The Excitation Spectrum of Bose Gases in the Gross-
Pitaevskii Limit
In this section, we present our main result on the low-energy spectrum of Bose gases in
the Gross-Pitaevskii regime. Our results confirm with mathematical rigor the predic-
tions of Bogoliubov for the ground state energy and the low-energy excitation spectrum,
as described in Section 1.3. The results are proved in the article [15], provided in
Chapter 4. The introduction given in this section is adapted from [15, Section 1].
As in Section 1.4, we consider systems of N bosons moving in the unit box with
periodic boundary conditions, i.e. we set Λ = T3. The Hamiltonian reads
HN =
N∑
i=1
−∆xi + κ
∑
1≤i<j≤N
N2V (N(xi − xj)) (1.62)
The coupling constant κ > 0 is later chosen to be sufficiently small and we assume
V ∈ L3(R3) to be non-negative, radially symmetric and compactly supported. The
scattering length of the unscaled potential κV is denoted by a0. As a consequence, the
scattering length of the two-body interaction κN2V (N.) in (1.62) is given by a0/N .
In Section 1.4, we have seen that, for sufficiently small values of the coupling constant
κ > 0, the ground state energy EN of the Hamilton operator HN is given by
EN = 4pia0N +O(1) (1.63)
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In addition, the one-particle reduced density γ
(1)
N = tr2,...,N |ψN 〉〈ψN | associated to any
low-energy state ψN ∈ L2s(ΛN ), satisfying 〈ψN , HNψN 〉 ≤ 4pia0N + C, is such that
1− 〈ϕ0, γ(1)N ϕ0〉 ≤ CN−1 (1.64)
for a constant C > 0, which is independent of N . Recall that ϕ0(x) = 1 for all x ∈ Λ.
While equation (1.63) determines the ground state energy of HN up to leading order
in N , equation (1.64) verifies Bogoliubov’s fundamental assumption of complete Bose-
Einstein condensation for low-energy states of the system, as explained in Section 1.3.
In this section we go one step further: Our main results verify the predictions of
Bogoliubov theory for the low-energy spectrum of HN . Up to errors that vanish in
the limit N → ∞, we verify Bogoliubov’s predictions (1.31) and (1.32) on the O(1)
contribution to the ground state energy EN in (1.63) and on the low-energy excitation
spectrum of HN . We state our result as the following theorem, see [15, Theorem 1.1].
Theorem 1.6.1. Let V ∈ L3(R3) be non-negative, spherically symmetric, compactly
supported and assume that the coupling constant κ > 0 is small enough. Then, in the
limit N →∞, the ground state energy EN of the Hamilton operator HN defined in (1.62)
is given by
EN = 4pi(N − 1)aN
− 1
2
∑
p∈Λ∗+
[
p2 + 8pia0 −
√
|p|4 + 16pia0p2 − (8pia0)
2
2p2
]
+O(N−1/4) (1.65)
Here we introduced the notation Λ∗+ = 2piZ3\{0} and we defined
8piaN = κV̂ (0) +
∞∑
k=1
(−1)kκk+1
(2N)k
∑
p1,...,pk∈Λ∗+
V̂ (p1/N)
p21
(
k−1∏
i=1
V̂ ((pi − pi+1)/N)
p2i+1
)
V̂ (pk/N)
(1.66)
Moreover, the spectrum of HN − EN below a threshold ζ consists of eigenvalues given,
in the limit N →∞, by∑
p∈Λ∗+
np
√
|p|4 + 16pia0p2 +O(N−1/4(1 + ζ3)) (1.67)
Here np ∈ N for all p ∈ Λ∗+ and np 6= 0 for finitely many p ∈ Λ∗+ only.
Let us compare the second order ground state energy approximation (1.65) with
Bogoliubov’s prediction (1.31). In our setting, the side length L of the box is L = 1
which implies that the system’s density is equal to ρ = N . The scattering length of the
two-body interaction in the Hamiltonian (1.62) is given by a0/N , where a0 denotes the
scatttering length of the unscaled potential κV . Hence, we have (a0/N)ρ = a0 such that
the only difference between (1.65) and (1.31) lies in the leading order terms 4pi(N−1)aN
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and 4pi(N − 1)a0, respectively. The constant aN is in general different from the infinite
volume scattering length a0. In fact, we can compare the series (1.66) with the Born
series of the scattering length a0, given by
8pia0 = κV̂ (0) +
∞∑
k=1
(−1)kκk+1
2k(2pi)3k
∫
R3k
dp1 . . . dpk
V̂ (p1)
p21
(
k−1∏
i=1
V̂ (pi − pi+1)
p2i+1
)
V̂ (pk)
(1.68)
For sufficiently small κ > 0, both series are absolutely convergent and we recognize that
the series in (1.66) is a Riemann sum for (1.68). We show in Chapter 4 that we can
bound the difference between aN and a0 by
|aN − a0| ≤ Cκ
2
N
.
Numerical computations for simple choices of V suggest, however, that the difference
|aN − a0| is really of the order O(N−1), and not smaller. Thus, in the Gross-Pitaevskii
limit, we can not replace the constant aN by the infinite volume scattering length a0.
Apart from this difference, let us stress that Bogoliubov’s prediction for the excitation
energies of HN − EN , given in (1.32), coincides exactly with our result (1.67), up to an
error that vanishes in the limit N → ∞. This is quite remarkable if one considers
the fact that Bogoliubov, only relying on physical intuition, simply replaced several
operators by real numbers, neglected some of them completely and, in addition to that,
replaced the first and second Born approximations for the scattering length a0, which
differ from a0 by a quantity of order O(1), by the scattering length a0 itself. More
precisely, from the mathematical point of view, Bogoliubov’s approximation steps, in
particular dropping cubic and quartic operators and replacing a
(1)
0 , a
(2)
0 → a0, produce
error terms which are in fact of the order O(N). Therefore, the derivation proposed by
Bogoliubov and described in Section 1.3 is certainly not correct in the Gross-Pitaevskii
regime. Nevertheless, Bogoliubov ends up with the correct energy predictions. The
mathematical reason for this is that the missing energy that Bogoliubov simply inserts
by replacing the Born-approximations of a0 by a0 itself, are indeed hidden in the cubic
and quartic operators which he discarded one step earlier! The mathematical difficulty in
the proof of Theorem 1.6.1 consists therefore in the rigorous extraction of these energies
from the cubic and quartic operators. We explain our strategy to achieve this goal below.
Finally, let us point out that Theorem 1.6.1 determines the low-energy eigenvalues
of the Hamiltonian HN . Using standard arguments, we derive in Chapter 4 also norm
convergent approximations for the associated eigenvectors in L2s(Λ
N ). As is explained
in detail in Chapter 4, these approximations are, up to a unitary transformation, in fact
the eigenvectors of the quadratic operator (1.30) (where we set L = 1, ρa0 is replaced by
a0 and EN,L is replaced by EN , the ground state energy of HN ), viewed as an operator
on the Fock space F≤N⊥ϕ0 of excited particles. As an application, we are able to compute
the condensate depletion, i.e. the expected number of excitations of the condensate, in
the ground state ψN of (1.62). If γ
(1)
N denotes the one-particle reduced density associated
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with the ground state ψN , we obtain
1− 〈ϕ0, γ(1)N ϕ0〉 =
1
N
∑
p∈Λ∗+
[
p2 + 8pia0 −
√
p4 + 16pia0p2
2
√
p4 + 16pia0p2
]
+O(N−9/8) (1.69)
While Theorem 1.6.1 describes the excitation spectrum for weakly interacting Bose
gases in the Gross-Pitaevskii regime, previously known derivations are available for the
following related scaling regimes. The first rigorous derivation of the excitation spectrum
was obtained for mean-field systems on the unit torus in [96]. This result was generalized
to inhomogeneous mean-field systems in [46] where the authors also conjectured the
form of the excitation spectrum in the Gross-Pitaevskii regime (our result (1.67) indeed
proves [46, Conjecture 1] in the setting where Λ = T3). A different derivation of the
low-energy spectrum of mean-field bosons, covering the results of [96, 46], was then given
in [64]. The work [30] introduced another approach for the derivation of the low-energy
spectrum, valid in a combined mean-field and infinite volume limit, extending the results
of [96]. In [89, 90, 91], the ground state energy of mean-field Hamiltonians with ultra-
violet cutoff was derived as a function in powers of N−1. Finally, the recent article
[14] provides a derivation of the excitation spectrum of Bose gases interacting through
singular potentials of the form κN3β−1V (Nβ(.)) for all β ∈ (0; 1).
Let us now sketch the proof of Theorem 1.6.1. As in the previous Sections 1.4 and
1.5, we follow first of all [64] and use the map UN (ϕ0), defined in Section 1.2, to switch
from L2s(Λ
N ) to a setting in the excitation Fock space F≤N⊥ϕ0 . From the results of [13],
discussed in Section 1.4, we know already that we can extract the leading order term
4pia0N of the ground state energy EN of (1.62) by employing generalized Bogoliubov
transformations of the form
T (η) = exp
[
1
2
∑
p∈Λ∗+
ηp
(
b∗pb
∗
−p − bpb−p
) ]
: F≤N⊥ϕ0 → F
≤N
⊥ϕ0 (1.70)
Here, the coefficients ηp are related to a suitable modification of the solution of the zero-
energy scattering equation (1.27), and the operators b∗p, bp are the modified creation and
annihilation operators introduced in (1.22). Although the action of T (η) on creation and
annihilation operators is not explicit, we know from [20, 13, 14] that
T (η)∗bpT (η) = cosh(ηp)bp + sinh(ηp)b∗−p + dp
T (η)∗b∗pT (η) = cosh(ηp)b
∗
p + sinh(ηp)b−p + d
∗
p
(1.71)
for remainder operators dp that are small on states with few excitations.
Using the generalized Bogoliubov transformation T (η), we define the excitation
Hamiltonian GN by
GN = T (η)∗UN (ϕ0)HNUN (ϕ0)∗T (η)
Hence, GN is unitarily equivalent to HN and maps its dense domain in F≤N⊥ϕ0 into F
≤N
⊥ϕ0 .
The main result of [13] shows that GN can be written as
GN = 4pia0N +HN + ∆N (1.72)
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where HN = K+ VN =
∫
dx a∗x(−∆x)ax + κ2
∫
dxdy N2V (N(x− y))a∗xa∗yaxay, while the
operator ∆N is an error term. The latter has the property that for every δ > 0 there
exists a constant C > 0 such that
±∆N ≤ δHN + Cκ(N⊥ϕ0 + 1) (1.73)
where N⊥ϕ0 is the number of particles operator on F≤N⊥ϕ0 . This result implies that
low-energy states of (1.62) exhibit complete Bose-Einstein condensation.
In view of the proof of Theorem 1.6.1, the a priori information from (1.73) on low-
energy states is not enough. Apart from information on the average number of excitations
of low-energy states, we also need to control their energy. To this end, we combine (1.73)
with analogous bounds for the commutator of GN with N⊥ϕ0 . This enables us to prove
that, if ψN ∈ L2s(ΛN ) is in the spectral subspace of HN with threshold ζ, i.e. ψN =
χ(HN − EN ≤ ζ)ψN , then its corresponding excitation vector ξN = T (η)∗UN (ϕ0)ψN
satisfies 〈
ξN ,
[
(HN + 1)(N⊥ϕ0 + 1) + (N⊥ϕ0 + 1)3
]
ξN
〉 ≤ C(1 + ζ3), (1.74)
uniformly in N . With this substantially stronger a priori information on low-energy
states we can take a closer look at GN to discard several contributions which are negligible
on low-energy states. Our analysis yields that GN can be written as
GN = CGN +QGN + CN +HN + EGN (1.75)
where CGN is a constant, QGN is quadratic in the modified creation and annihilation
fields, CN is the cubic operator, defined by
CN = κ√
N
∑
p,q∈Λ∗+:q 6=−p
V̂ (p/N)
[
b∗p+qb
∗
−p(bqcosh(ηq) + b
∗
−qsinh(ηq)) + h.c.
]
, (1.76)
and EGN is an error operator which is negligible on low-energy states due to (1.74) and
± EGN ≤ CN−1/2
[
(HN + 1)(N⊥ϕ0 + 1) + (N⊥ϕ0 + 1)3
]
(1.77)
Up until the decomposition (1.75), our analysis is similar to the one of [14], where we
considered intermediate regimes with interactions having the form κN3β−1V (Nβ(.)), for
β ∈ (0; 1). In [14], a similar bound to (1.77) was already enough to derive the excitation
spectrum up to errors vanishing in the limit of large N . In the Gross-Pitaevskii limit
where β = 1, this is no longer the case: Our analysis shows that the cubic operator CN
and the quartic potential energy operator VN contain crucial contributions of order O(1)
to the energy. To extract these important contributions, we conjugate GN with a unitary
transformation S(η) = eA(η). Compared to the generalized Bogoliubov transformations
(1.70), the exponent A(η) of the operator S(η) is cubic rather than quadratic in the
(modified) creation and annihilation operators. A similar idea was used in a different
setting in [99] to derive an upper bound on the ground state energy of a dilute Bose gas
in the thermodynamic limit, consistent with the Lee-Huang-Yang formula (1.33) up to
second order.
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On the mathematical level, the idea that guides us to find the correct cubic expo-
nential S(η) = eA(η) is that conjugating the operator CN +HN with S(η) yields, after
performing a second order Taylor expansion and ignoring for simplicity of this introduc-
tory discussion all higher order commutator terms, the sum
S(η)∗
(CN +HN)S(η) ' CN +HN + [CN , A(η)] + [HN , A(η)] + 1
2
[
[CN +HN , A(η)], A(η)
]
On the one hand, it turns out that the sum [CN , A(η)] + 12
[
[HN , A(η)], A(η)
]
gives the
important order O(1) contributions to the low-energy eigenvalues of HN while the term
1
2
[
[CN , A(η)], A(η)
]
turns out to be negligible. On the other hand, the commutator
[HN , A(η)] contains cubic and non-normally ordered quintic terms which, after normal
ordering, combine to a cubic contribution that cancels exactly the cubic operator CN ,
once the right choice for A(η) has been found! In fact, a very similar mechanism is
already caused by the generalized Bogoliubov transformation T (η), enabling us to prove
(1.75) in the first place. In view of this latter cancellation and the strategy for the cubic
renormalization, one can find the correct choice for S(η) = eA(η) simply by analogy
to the choice of T (η). Of course, once this choice has been made, the main challenge
consists in showing that all other terms produced from the conjugation of GN by S(η)
are mathematically well under control.
With the appropriate choice for the unitary operator S(η), we consider the new
excitation Hamiltonian JN , defined by
JN = S(η)∗GNS(η) = S(η)∗T (η)∗UN (ϕ0)HNUN (ϕ0)∗T (η)S(η)
and mapping its dense domain in F≤N⊥ϕ0 into F
≤N
⊥ϕ0 . Since the conjugation of S(η) leads
to the cancellation of the cubic operator CN , we can now show that
JN = CJN +QJN + VN + EJN (1.78)
where CJN and QJN are new constant and quadratic terms, while EJN is a negligible
error operator on low-energy states. Compared to (1.75), the important difference is
now that JN is, up to the potential energy VN , a quadratic operator which can be
diagonalized. To conclude Theorem 1.6.1, we conjugate JN with a last generalized
Bogoliubov transformation R(η) to diagonalize the quadratic operator QJN . This leads
to the operator
MN = R(η)∗JNR(η) = R(η)∗S(η)∗T (η)∗UN (ϕ0)HNUN (ϕ0)∗T (η)S(η)R(η)
which can be written as
MN = 4piaN (N − 1)− 1
2
∑
p∈Λ∗+
[
p2 + 8pia0 −
√
|p|4 + 16pia0p2 − (8pia0)
2
2p2
]
+
∑
p∈Λ∗+
√
|p|4 + 16pia0p2 a∗pap + VN + EMN
(1.79)
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for an error term EMN that satisfies
±EMN ≤ CN−1/4
[
(HN + 1)(N⊥ϕ0 + 1) + (N⊥ϕ0 + 1)3
]
and is therefore negligible on low-energy states. Applying the min-max principle, our
main result Theorem 1.6.1 follows by comparing the eigenvalues of MN with those of
its quadratic part. The presence of the quartic operator VN in (1.79) is not a problem,
because VN ≥ 0. This implies that VN can be discarded to show lower bounds. To prove
upper bounds, we only need to check that the expectation of VN is small on eigenstates
of the quadratic operator
∑
p∈Λ∗+
√|p|4 + 16pia0p2 a∗pap in (1.79).
1.7 Fluctuation Dynamics of Bose-Einstein Condensates
for Bose Gases Interacting through Singular Potentials
In this section, we explain our main result on the norm approximation of the exact
Schro¨dinger evolution (1.3) of Bose-Einstein condensates interacting through singular
potentials. Our approximation consists of an effective dynamical description of the con-
densate evolution and by approximating the fluctuation dynamics in terms of a unitary
dynamics on the Fock space, generated by a quadratic Fock space Hamiltonian. Our
results are proved in the article [19] which is reproduced in Chapter 5. The presentation
in this section is a shortened and simplified version of the introduction [19, Section 1].
Here, we consider systems of N bosons moving in Λ = R3 and interacting through a
strong short-range potential of the form N3β−1V (Nβ.), where, in contrast to the previous
sections (where β = 1), we let β ∈ (0; 1). The Hamilton operator has the form
HβN =
N∑
i=1
−∆xi +
1
N
∑
1≤i<j≤N
N3βV (Nβ(xi − xj)) (1.80)
We assume the unscaled potential V ≥ 0 to be non-negative, smooth, radially symmetric
and compactly supported in R3.
In Section 1.5, we saw that, in the Gross-Pitaevskii regime, the time evolution of
initial Bose-Einstein condensates continues to exhibit Bose-Einstein condensation, and
that the evolution of the condensate wavefunction can be described in terms of the
time-dependent Gross-Pitaevskii equation (1.50). It is easy to translate the results of
Section 1.5 to the intermediate regimes with β ∈ (0; 1). In this case, we obtain that
the evolution of the condensate wavefunction is determined by the cubic non-linear
Schro¨dinger equation {
i∂tϕt = −∆ϕt + σ|ϕt|2ϕt,
(ϕt)|t=0 = ϕ0
(1.81)
with σ = V̂ (0) =
∫
dx V (x) (this follows from the observation that the scattering length
of N3β−1V (Nβ.) is equal to V̂ (0), up to errors vanishing as N → ∞). Convergence
towards the non-linear dynamics (1.81) holds in the sense of reduced densities. It is
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natural to ask whether one can derive a more precise approximation for the full evolution
ψN,t = e
−iHβN tψN , an approximation valid on the level of the L2s(R3N )-norm.
To derive such a norm-approximation, one has to describe not only the evolution of
the condensate wavefunction, as in (1.81), but one also has to find an effective description
of the excitations of the full evolution ψN,t = e
−iHβN tψN , that is, an effective description
of the evolution of those particles which are not condensated. To this end, it is first of all
convenient to switch to a Fock space representation, because the number of excitations,
in contrast with the total number of particles, is not preserved. We therefore proceed
as in the previous sections and use the map UN (ϕt) : L
2
s(R3N )→ F≤N⊥ϕt to switch to the
excitation Fock space F≤N⊥ϕt in which we describe fluctuations around the solution ϕt of
(1.81). In the mean-field regime, i.e. for β = 0, it has been shown in [63] that the unitary
fluctuation dynamics UN (ϕt)e
−iHβ=0N tUN (ϕt=0)∗ : F≤N⊥ϕt=0 → F
≤N
⊥ϕt , corresponding to
the full many-body evolution, can be approximated by a unitary evolution U2,mf(t; s) :
F⊥ϕs → F⊥ϕt on the full Fock space which is generated by a time-dependent generator,
quadratic in creation and annihilation operators. That is, one has
lim
N→∞
∥∥∥UN (ϕt)e−iHβ=0N tUN (ϕt=0)∗ξN − U2,mf(t; 0)ξN∥∥∥ = 0 (1.82)
for suitable initial states ξN ∈ F≤N⊥ϕt=0 . In fact, the time-dependent quadratic generatorG2,mf(t) of the effective dynamics U2,mf(t; s), defined by
i∂tU2,mf(t; s) = G2,mf(t)U2,mf(t; s), U2,mf(s; s) = 1|F ,
is essentially given by the quadratic part of the generator of UN (ϕt)e
−iHβ=0N tUN (ϕt=0)∗.
Notice that the latter contains also operators which are cubic and quartic in the creation
and annihilation fields. Analogous to the results of [96, 46, 64] related to the spectrum
and the eigenstates of mean-field systems, the convergence (1.82) can be interpreted as
a rigorous verification of Bogoliubov theory in a dynamical setting.
Although the convergence in (1.82) could be extended in [76, 77, 58] to scaling regimes
where β ∈ [0; 12), a heuristic argument of [58] suggests that this range can not be
extended further to regimes where β ≥ 12 . In fact, in view of the work [16], where an
effective norm approximation of the full many-body evolution of an appropriate class of
Fock space initial data was derived for all β ∈ (0; 1), this is not very surprising: With
increasing scaling parameter β, the interactions among the particles get more and more
singular. Hence, correlations among the particles play an important role for the correct
description of the dynamics.
To introduce correlations among the particles, we follow therefore the approach of
[11, 16] and use Bogoliubov transformations which are unitary operators of the form
TN,t = exp
(
1
2
∫
dxdy [kN,t(x; y)axay − h.c.]
)
: F⊥ϕt → F⊥ϕt (1.83)
for a suitable kernel kN,t ∈ L2⊥ϕt(R3)⊗sL2⊥ϕt(R3). As in the previous sections, the kernel
kN,t ∈ L2⊥ϕt(R3)⊗sL2⊥ϕt(R3) is related to the solution f of the scattering equation (1.27).
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More precisely, we relate kN,t to the Neumann ground state fN of the problem[
−∆ + 1
2
N3β−1V (Nβ.)
]
fN = λNfN (1.84)
on the ball |x| ≤ `, for a fixed ` > 0. We fix fN (x) = 1, for |x| = `, and we extend fN
to R3 requiring that fN (x) = 1 for all |x| ≥ `, see Section 5.1 for more details.
As mentioned earlier, in particular in Sections 1.4 and 1.5, Bogoliubov transforma-
tions of the form (1.83) do not preserve the truncation of the excitation Fock space
F≤N⊥ϕt . In the previous sections we solved this problem by using generalized Bogoli-
ubov transformations, tailored to stay in the truncated space. Here, we proceed dif-
ferently and solve this problem by means of localization methods introduced in [64,
76, 77]. In particular, as an intermediate step in our analysis, we switch from F≤N⊥ϕt
to the full Fock space F⊥ϕt by approximating the many-body fluctuation dynamics
UN (ϕt)e
−iHβN tUN (ϕt=0)∗ : F≤N⊥ϕt=0 → F
≤N
⊥ϕt by an auxiliary fluctuation dynamics
U˜N (t; s) : F⊥ϕs → F⊥ϕt . Once, this approximation has been achieved, we can proceed
similarly to [11, 16] and use (1.83) to implement correlations among particles. The main
advantage of this approach is the fact that the action of Bogoliubov transformations on
creation and annihilation operators is explicitly given by
TN,ta(f)T
∗
N,t = a(coshkN,t(f)) + a
∗(sinhkN,t(f¯))
TN,ta
∗(f)T ∗N,t = a
∗(coshkN,t(f)) + a(sinhkN,t(f¯))
With TN,t, defined as in (1.83) for an appropriate kernel kN,t ∈ L2⊥ϕt(R3)⊗sL2⊥ϕt(R3),
we consider the modified fluctuation dynamics
TN,tUN (ϕt)e
−iHβN tUN (ϕt=0)∗1≤NT ∗N,0 : F⊥ϕt=0 → F⊥ϕt
and we prove that it can be approximated, as N →∞, by a unitary evolution
U2(t; s) : F⊥ϕs → F⊥ϕt (1.85)
with quadratic operator G2(t) such that
i∂tU2(t; s) = G2(t)U2(t; s), U2(s; s) = 1|F
The precise definition of G2(t) is given in Section 5.1 of Chapter 5 below. Let us now
state our first main result as follows, see [19, Theorem 2].
Theorem 1.7.1. Let V : R3 → R be smooth, radially symmetric, compactly supported
and pointwise non-negative. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ = 1 and
〈ξN , (K +N )ξN 〉 ≤ C (1.86)
Let ψN,t = e
−iHβN tψN be the solution of the Schro¨dinger equation (1.3) with initial data
ψN = UN (ϕ0)
∗1≤NT ∗N,0ξN (1.87)
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and let U2(t; 0) be the unitary dynamics on F defined in (1.85). Then, for all α <
min(β/2, (1−β)/2), there exists a constant C > 0 and a time-dependent phase e−i
∫ t
0 dτ ηN (τ)
such that∥∥UN (ϕt)ψN,t − e−i ∫ t0 dτ ηN (τ) T ∗N,t U2(t; 0) ξN∥∥2 ≤ CN−α exp(C exp(C|t|)) (1.88)
for all N sufficiently large and all t ∈ R.
Theorem 1.7.1 applies to the study of the time-evolution of initial data of the form
ψN = UN (ϕ0)
∗1≤NT ∗N,0ξN (1.89)
for a ξN ∈ F⊥ϕ0 satisfying the bound
〈ξN , [K +N ] ξN 〉 ≤ C (1.90)
uniformly in N . In our second main result we clarify what conditions need to be imposed
on ψN so that it is possible to find ξN ∈ F⊥ϕ0 with (1.89) and (1.90). We state this as
the following theorem, see [19, Theorem 3].
Theorem 1.7.2. Let V : R3 → R be smooth, radially symmetric, compactly supported
and pointwise non-negative. Let ψN ∈ L2s(R3N ) with reduced one-particle density matrix
γN such that
tr
∣∣γN − |ϕ0〉〈ϕ0|∣∣ ≤ CN−1 (1.91)
and∣∣∣∣ 1N 〈ψN , HNψN 〉 −
[
‖∇ϕ0‖2 + 1
2
〈ϕ0, (N3βV (Nβ.)fN ∗ |ϕ0|2)ϕ0〉
]∣∣∣∣ ≤ CN−1 (1.92)
Let ψN,t = e
−iHβN tψN be the solution of the Schro¨dinger equation (1.3) with initial data
ψN ∈ L2s(R3N ) and let U2(t; 0) be the unitary dynamics on F defined in (1.85). Then,
for all α < min(β/2, (1 − β)/2), there exists a constant C > 0 and a time-dependent
phase e−i
∫ t
0 dτ ηN (τ) such that∥∥TN,tUN (ϕt)ψN,t − e−i ∫ t0 dτ ηN (τ) U2(t; 0)TN,0 UN (ϕt=0)ΨN,0∥∥2
≤ CN−α exp(C exp(C|t|))
(1.93)
for all N sufficiently large and all t ∈ R.
Before closing this section, let us make a few remarks on Theorems 1.7.1 and 1.7.2.
First of all, we assumed the initial data bounds (1.91) and (1.92) to hold with best
possible rates N−1, corresponding to initial data with bounded (i.e. N -independent)
number of excitations and with bounded excitation energy. These assumptions could be
slightly relaxed, allowing for more excitations and for a larger excitation energy. In this
case, however, the rate on the right hand side of (1.93) would deteriorate.
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Next, it is clear from the analysis of [20, Section 6], provided in Chapter 3 below,
that one can also replace the condition (1.91) by the weaker bound
1− 〈ϕ0, γN,0ϕ0〉 ≤ CN−1 (1.94)
if one additionally assumes that there exists an external confining potential Vext such
that ϕ0 minimizes the energy functional
E(ϕ) =
∫ [|∇ϕ(x)|2 + Vext(x)|ϕ(x)|2] dx
+
1
2
∫
dxdyN3βV (Nβ.)(x− y)fN (x− y)|ϕ(x)|2|ϕ(y)|2
(1.95)
with the constraint ‖ϕ‖2 = 1 and if one replaces the condition (1.92) by the similar
bound ∣∣∣∣ 1N 〈ψN,0, Hβ,trapN ψN,0〉 − E(ϕ0)
∣∣∣∣ ≤ CN−1
for the Hamilton operator with confining potential Hβ,trapN = H
β
N +
∑N
j=1 Vext(xj). The
assumptions (1.94), (1.95) are expected to hold true if ψN is the ground state of the
trapped Hamiltonian Hβ,trapN . They describe experiments where particles are initially
trapped by external fields and they are cooled down at temperatures so low that they
essentially relax to the ground state.
Finally, let us point out that the conditions (1.94), (1.95), and hence (1.89), (1.90),
have been proved rigorously for the ground states (more generally, low-lying eigenstates)
of trapped systems when either β = 0 (mean-field regime) [96, 46, 64, 30, 82, 89], or
0 < β < 1 and particles are trapped in a unit torus without an external potential [13, 14].
1.A Notation and Conventions
Let us briefly comment on some conventions used throughout the rest of this thesis.
As should be clear from the context, we denote by ‖·‖ the norm on the spaces L2(Λ),
`2(Λ∗), L2s(ΛN ) or on the Fock space F (and consequently on the excitation Fock spaces
F≤N⊥ϕ which naturally embed into F). Sometimes we denote the norm on L2(Λ) or `2(Λ∗)
by ‖ · ‖2. Similarly, by ‖ · ‖p we denote the norm on Lp(Λ) or `p(Λ∗) for p ≥ 1. We also
denote by 〈·, ·〉 the inner product on the spaces L2(Λ), `2(Λ∗) or on the Fock space F .
By ‖·‖Hm , m ∈ N\{0}, we denote the norms of the spaces Hm(Λ) of square-integrable
(equivalence classes of) functions with square-integrable k-th derivatives, k = 1, 2, . . . ,m.
Given two densely defined operators A,B on a Hilbert space with domains DA and
DB, respectively, by B ≤ A we mean that DA ⊂ DB and that 〈ξ,Bξ〉 ≤ 〈ξ, Aξ〉 (denoting
by 〈·, ·〉 the inner product of the Hilbert space) for all ξ ∈ DA. We abbreviate by ±B ≤ A
the operator inequalities B ≤ A and −B ≤ A.
Given a normalized one-particle wavefunction ϕ ∈ L2(Λ) and the map
UN (ϕ) : L
2
s(Λ
N )→ F≤N⊥ϕ , introduced in Section 1.2, we may write UN (ϕ) = U(ϕ) = Uϕ.
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Similarly, we sometimes write UN (ϕ) = UN , N⊥ϕ = N⊥ = N+ = N (notice that indeed
N⊥ϕ = (N )|F⊥ϕ) as well as F≤N⊥ϕ = F≤N+ once the choice of ϕ ∈ L2(Λ) has been made.
Finally, given a potential v : R3 → R, we generally denote its scattering length by
the letter a0(v) = a0. In the orginal articles [20, 14, 19], we denoted the scattering length
by a0. In the manuscripts provided in Chapters 2, 3 and 5 we changed the symbol a0 to
a0 (since a0 also denotes the operator a(ϕ0), at least in [14]) in order to have a uniform
notation for the scattering length.
Any further conventions and notational remarks are deferred to the manuscripts of
[20, 14, 15, 19] provided in the following Chapters 2, 3, 4 and 5.
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Chapter 2
Complete Bose-Einstein
Condensation in the
Gross-Pitaevskii Limit
In this chapter, we give the details for the proof of Theorem 1.4.1. As discussed in Section
1.4, Theorem 1.4.1 shows complete Bose-Einstein condensation of low-energy states in
the Gross-Pitaevskii regime. Our result was proved in [13], which already appeared
in the doctoral thesis [12]. The coauthors C. Boccato, S. Cenatiempo, B. Schlein and
myself contributed equally to the article [13]. In particular, up to editorial corrections
of all coauthors, Sections 4.4 and 4.5 were worked out by myself while the remaining
sections were worked out by the remaining coauthors.
The following manuscript is a slightly modified version of the article [13]. First,
Section 2.1 is a partly rephrased and shortened verion of the introduction [13, Section 1].
Second, Section 2.2 is a shortened version of [13, Section 2], since we already introduced
the general mathematical setting in which we work and most of the related standard
results in Section 1.2. Up to the notational modifications already mentioned in Section
1.A, the remaining parts of the paper appear as in the original article [13].
2.1 Main Result
Recall from Section 1.4 that we consider systems of N bosons on the unit torus Λ = T3,
i.e. the particles move in a box of volume one with periodic boundary conditions. We
are interested in the Gross-Pitaevskii regime so that the Hamilton operator has the form
HN =
N∑
j=1
−∆xj + κ
N∑
i<j
N2V (N(xi − xj)) (2.1)
We will assume V ∈ L3(R3) to be non-negative, spherically symmetric and compactly
supported. In (2.1), we also introduced a coupling constant κ > 0, which we will later
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assume to be small enough. The scattering length a0 of the potential κV is defined
through the zero-energy scattering equation[
−∆ + κ
2
V
]
f = 0 (2.2)
with the boundary condition f(x)→ 1 as |x| → ∞ (note that (2.2) is an equation on R3,
despite the fact that we consider particles moving on the torus Λ). Outside the support
of V , f has the form
f(x) = 1− a0|x| (2.3)
The constant a0 is known as the scattering length of κV . By scaling, the scattering
length of the interaction κN2V (Nx) appearing in (2.1) is given by aN = a0/N .
It follows from [73, 71, 79] that the ground state energy EN of (2.1) is such that
lim
N→∞
EN
N
= 4pia0 (2.4)
Moreover, it has been shown in [66, 79] that the ground state of (2.1) exhibits Bose-
Einstein condensation in the one-particle orbital ϕ0(x) ≡ 1 on Λ. In other words, if ψN
is a normalized ground state vector for (2.1), and if γ
(1)
N = tr2,...,N |ψN 〉〈ψN | denotes its
one-particle reduced density, it was proven in [66] that
γ
(1)
N → |ϕ0〉〈ϕ0| (2.5)
as N →∞ (for example, in the trace-norm topology). Actually, results in [71, 66] were
more general and also applied to non-translation invariant bosonic systems in the Gross-
Pitaevskii regime, where particles are trapped in a volume of order one by an external
confining potential. For rotating gases similar results have been obtained in [67]. In
fact, following the arguments of [66], it is also possible to give a bound on the rate of
the convergence (2.5), which is, however, far from optimal.
The main result of our paper is a proof of Bose-Einstein condensation (2.5), valid
for sufficiently small values of the coupling constant κ ≥ 0, with a presumably optimal
bound on the rate of the convergence. This is the content of the next theorem.
Theorem 2.1.1. Let V ∈ L3(R3) be non-negative, spherically symmetric and compactly
supported and assume the coupling constant κ ≥ 0 to be small enough. Let ψN ∈ L2s(ΛN )
be a sequence with ‖ψN‖ = 1 and such that
〈ψN , HNψN 〉 ≤ 4pia0N +K (2.6)
for some K > 0. Let γ
(1)
N = tr2,...,N |ψN 〉〈ψN | be the one-particle reduced density as-
sociated with ψN . Then there exists a constant C > 0, depending on V and on κ but
independent of K such that
1− 〈ϕ0, γ(1)N ϕ0〉 ≤
C(K + 1)
N
(2.7)
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where ϕ0(x) = 1 for all x ∈ Λ.
Furthermore, the ground state energy EN of (2.1) is such that
|EN − 4pia0N | ≤ D (2.8)
for a D > 0 independent of N (depending only on V and κ). Hence, the one-particle
reduced density associated with the ground state of (2.1) satisfies (2.7), with K replaced
by the constant D.
Remarks:
1) The inequality (2.7) immediately implies convergence of the reduced density γ
(1)
N
towards the orthogonal projection |ϕ0〉〈ϕ0| in the trace-class topology, since
tr
∣∣γ(1)N − |ϕ0〉〈ϕ0|∣∣ ≤ 2 ‖γ(1)N − |ϕ0〉〈ϕ0|‖HS ≤ 23/2 (1− 〈ϕ0, γ(1)N ϕ0〉)1/2 ≤ C√
N
Together with
1− 〈ϕ0, γ(1)N ϕ0〉 = tr
[
|ϕ0〉〈ϕ0|
(|ϕ0〉〈ϕ0| − γ(1)N )] ≤ tr ∣∣γ(1)N − |ϕ0〉〈ϕ0|∣∣
this remark shows in particular the equivalence of the criteria (1.5) and (1.16).
2) We think that the smallness assumption on κ > 0 is technical; we expect the results
of Theorem 2.1.1 to remain true, independently of the strength of the interaction
(of course, assuming the interaction to scale as in (2.1)).
Bounds similar to (2.7) have been obtained in [96, 46, 30, 91] for N -boson systems
in the mean field limit, described by the Hamilton operator
HmfN =
N∑
j=1
−∆xj +
1
N
N∑
i<j
V (xi − xj) (2.9)
acting again on L2s(Λ
3N ). In [96, 46, 64, 30] establishing an estimate on the number of
particles orthogonal to the condensate was an important ingredient to show the validity
of Bogoliubov theory for the mean-field Hamiltonian (2.9). In this sense, (2.7) can be
thought of as a first step towards a better mathematical understanding of the excitation
spectrum of Bose gases in the Gross-Pitaevskii regime corresponding to (2.1).
To prove Theorem 2.1.1 we combine techniques from [64] with ideas developed in [11]
and recently in [20] to study the time-evolution in the Gross-Pitaevskii regime. First of
all, following [64], we observe that every normalized ψN ∈ L2s(ΛN ) can be represented
uniquely as
ψN =
N∑
n=0
ψ
(n)
N ⊗s ϕ⊗(N−n)0 (2.10)
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for a sequence ψ
(n)
N ∈ L2⊥(Λ)⊗sn. Here L2⊥(Λ)⊗sn denotes the symmetric tensor product
of n copies of the orthogonal complement L2⊥(Λ) of ϕ0 in L
2(Λ). This remark allows us
to define a unitary map
UN : L
2
s(Λ
N )→ F≤N+ through UNψN = {ψ(0)N , ψ(1)N , . . . , ψ(N)N }. (2.11)
Here F≤N+ =
⊕N
n=0 L
2
⊥(Λ)
⊗n denotes the bosonic Fock space constructed over L2⊥(Λ),
truncated to sectors with at most N particles. The unitary map UN factors out the Bose-
Einstein condensate described by ϕ0 and it let us focus on its orthogonal excitations,
described on F≤N+ .
With UN , we can define a first excitation Hamiltonian LN = UNHNU∗N : F≤N+ →
F≤N+ . To compute LN , it is convenient to rewrite the original Hamiltonian (2.1) in
second quantized form as
HN =
∑
p∈Λ∗
p2a∗pap +
κ
N
∑
p,q,r∈Λ∗
V̂ (r/N)a∗p+ra
∗
qapaq+r (2.12)
where Λ∗ = 2piZ3 is momentum space and where, for every p ∈ Λ∗, a∗p, ap are the usual
Fock space operators, creating and annihilating a particle with momentum p (precise
definitions will be given in Section 2.2). Roughly speaking, LN can be obtained from
(2.12) by replacing creation and annihilation operators a∗0, a0 in the zero-momentum
mode by factors of (N −N+)1/2, where N+ =
∑
p∈Λ∗\{0} a
∗
pap is the number of particles
operator on the excitation space F≤N+ . This procedure can be thought of as a rigorous
version of the Bogoliubov approximation, proposed already in [17]. Conjugating HN
with UN we effectively extract, from the original interaction term in (2.12) (quartic
in creation and annihilation operators), contributions that are constant (commuting
numbers), quadratic and cubic in creation and annihilation operators (the precise form
of LN is given in (2.47) and (2.48)).
In the mean field regime described by the Hamilton operator (2.9), assuming that V
is positive definite it turns out that, up to errors of order one,
i) the constant term in LmfN = UNHmfN U∗N is given by NV̂ (0)/2, which is (again up to
errors of order one) the ground state energy of (2.9),
ii) the sum of all other contributions in LmfN can be bounded below on F≤N+ by the
number of particles operator N+.
We conclude that
LmfN −NV̂ (0)/2 ≥ cN+ − C (2.13)
for appropriate constants C, c > 0. This bound shows that states with small excita-
tion energy can be written as ψN = U
∗
NξN for an excitation vector ξN ∈ F≤N+ with
〈ξN ,N+ξN 〉 ≤ C, uniformly in N . It is easy to check that this estimate implies (2.7).
In the Gross-Pitaevskii regime, on the other hand, conjugating with UN is not enough.
The difference between the constant term in LN and the ground state energy of (2.1)
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is still of order N and, moreover, the sum of the other contributions to LN cannot
be bounded below by the number of particles operator. The problem, in the Gross-
Pitaevskii regime, is the fact that the completely factorized wave function U∗NΩ = ϕ
⊗N
0
(with Ω = {1, 0, . . . , 0} the vacuum vector in F≤N+ ) is not a good approximation for
the ground state vector of (2.1) or, more generally, for low-energy states. Instead,
states with small energies in the Gross-Pitaevskii limit are characterized by a short
scale correlation structure, which already played a crucial role in [71, 66] and also in
the analysis of the time-evolution; see [36, 37, 40, 39, 85, 34, 11, 26, 20]. To take
into account correlations we proceed as in [20], conjugating LN = UNHNU∗N with a
generalized Bogoliubov transformation T . This idea stems from [11], where Bogoliubov
transformations of the form
T˜ = exp
12 ∑
q∈Λ∗+
ηq
[
a∗qa
∗
−q − aqa−q
] (2.14)
with coefficients ηq ∈ R related to the solution of the zero energy scattering equation
(2.2), have been used to model correlations (in fact, since [11] studied the time-evolution
in non-translation-invariant systems, a slightly more general version of (2.14) was used
there). A nice property of the unitary map (2.14) is the fact that its action on creation
and annihilation operators can be computed explicitly, i.e.
T˜ ∗apT˜ = cosh(ηp) ap + sinh(ηp) a∗−p
for all p ∈ Λ∗+. Unfortunately, however, the Bogoliubov transformation T˜ does not map
F≤N into itself (it does not preserve the constraint on the number of particles). To
circumvent this obstacle, we follow [20] and introduce generalized Bogoliubov transfor-
mations, having the form
T = exp
12 ∑
p∈Λ∗+
ηp
[
b∗pb
∗
−p − bpb−p
] (2.15)
with the modified creation and annihilation operators
bp =
√
N −N+
N
ap and b
∗
p = a
∗
p
√
N −N+
N
We will choose ηp = −N−2ŵ`(p/N), where ŵ` are the Fourier coefficients of w` = 1− f`
and f` is a modification of the solution f of the zero-energy scattering equation (2.2)
(more precisely, f` is going to be the Neumann ground state on the ball of radius N`, for
an ` of order one). We will show in Lemma 2.3.1 that, with this definition, ηp ' Cκ/|p|2
for |p|  N , with fast decay for |p| & N guaranteeing that ∑p p2η2p ' CN (the large p
behavior of ηp corresponds to the |x|−1 singularity of (2.3), regularized on a length scale
of order N−1).
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Let us point out that the idea of using unitary operators of the form (2.15) already
appeared in [96], in the analysis of the excitation spectrum of mean-field Hamiltonians.
In [96], however, these generalized Bogoliubov transformations were used to diagonalize
the quadratic part of the excitation Hamiltonian LmfN , and not, as we do here, to extract
additional contributions from cubic and quartic terms in LN ; as a consequence, in [96]
the choice of the coefficients ηp was very different than in (2.15).
Since T maps F≤N+ back into itself, we can use it to define a new, modified, excitation
Hamiltonian GN = T ∗UNHNU∗NT : F≤N+ → F≤N+ . While conjugation with T only
creates a finite number of excitations (because ηp is square summable; see Lemma 2.2.2),
it extracts an additional energy of order N (because
∑
p p
2η2p ' CN). Choosing ηp as
indicated above makes sure that the constant term in GN is exactly 4pia0N and that all
other contributions can be bounded below by the number of particles operator, up to
errors of order one. In Proposition 2.3.2 we will conclude that, similarly to (2.13),
GN − 4pia0N ≥ cN+ − C (2.16)
for appropriate constants C, c > 0 (the proof of Proposition 2.3.2 is given in Section 2.4
and represents the longest part of the paper). Conjugating (2.16) with T and U (and
using the fact that, as discussed in Lemma 2.2.2, T only changes the number of particles
by a multiplicative constant), we arrive at the estimate
HN − 4pia0N ≥ c
N∑
j=1
(1− |ϕ0〉〈ϕ0|)j − C (2.17)
between operators acting on the N -particle Hilbert space L2s(Λ
N ). For j = 1, . . . , N ,
(1− |ϕ0〉〈ϕ0|)j indicates the projection 1− |ϕ0〉〈ϕ0| onto the orthogonal complement of
the condensate wave function ϕ0 acting on the j-th particle. In other words, the operator
on the r.h.s. of (2.17) measures the number of orthogonal excitations of the condensate.
It is then easy to see that (2.17) implies complete Bose-Einstein condensation in the
precise sense of (2.7).
Technically, the main challenge that we have to face is the fact that the action of the
generalized Bogoliubov transformations (2.15) on creation and annihilation operators
is not explicit, as it was for (2.14). Instead, we will have to expand operators of the
form T ∗apT in absolutely convergent infinite series and we will need to bound several
contributions. The main tool we use to control these expansions is Lemma 2.2.3 below,
which we take from [20]. s
2.2 Generalized Bogoliubov Transformations for Transla-
tion Invariant Systems
As explained in the previous section, we will have to analyse the action of generalized
Bogoliubov transformations of the form (2.15) on the creation and annihilation opera-
tors. To carry out the analysis, we will need to consider products of several creation
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and annihilation operators. In particular, two types of monomials in creation and anni-
hilation operators will play an important role in our analysis. For f1, . . . , fn ∈ `2(Λ∗+),
] = (]1, . . . , ]n), [ = ([0, . . . , [n−1) ∈ {·, ∗}n, we set
Π
(2)
],[ (f1, . . . , fn)
=
∑
p1,...,pn∈Λ∗
b[0α0p1a
]1
β1p1
a[1α1p2a
]2
β2p2
a[2α2p3 . . . a
]n−1
βn−1pn−1a
[n−1
αn−1pnb
]n
βnpn
n∏
`=1
f`(p`)
(2.18)
where, for every ` = 0, 1, . . . , n, we set α` = 1 if [` = ∗, α` = −1 if [` = ·, β` = 1
if ]` = · and β` = −1 if ]` = ∗. In (2.18), we impose the condition that for every
j = 1, . . . , n − 1, we have either ]j = · and [j = ∗ or ]j = ∗ and [j = · (so that the
product a]`β`p`a
[`
α`p`+1
always preserves the number of particles, for all ` = 1, . . . , n − 1).
With this assumption, we find that the operator Π
(2)
],[ (f1, . . . , fn) maps F≤N+ into itself.
If, for some ` = 1, . . . , n, [`−1 = · and ]` = ∗ (i.e. if the product a[`−1α`−1p`a]`β`p` for
` = 2, . . . , n, or the product b[0α0p1a
]1
β1p1
for ` = 1, is not normally ordered) we require
additionally that f` ∈ `1(Λ∗+). In position space, the same operator can be written as
Π
(2)
],[ (j1, . . . , jn) =
∫
bˇ[0x1 aˇ
]1
y1 aˇ
[1
x2 aˇ
]2
y2 aˇ
[2
x3 . . . aˇ
]n−1
yn−1 aˇ
[n−1
xn bˇ
]n
yn
n∏
`=1
fˇ`(x` − y`) dx`dy` (2.19)
An operator of the form (2.18), (2.19) with all the properties listed above, will be called
a Π(2)-operator of order n.
For g, f1, . . . , fn ∈ `2(Λ∗+), ] = (]1, . . . , ]n) ∈ {·, ∗}n, [ = ([0, . . . , [n) ∈ {·, ∗}n+1, we
also define the operator
Π
(1)
],[ (f1, . . . , fn; g)
=
∑
p1,...,pn∈Λ∗
b[0α0,p1a
]1
β1p1
a[1α1p2a
]2
β2p2
a[2α2p3 . . . a
]n−1
βn−1pn−1a
[n−1
αn−1pna
]n
βnpn
a[n(g)
n∏
`=1
f`(p`)
(2.20)
where α` and β` are defined as above. Also here, we impose the condition that, for
all ` = 1, . . . , n, either ]` = · and [` = ∗ or ]` = ∗ and [` = ·. This implies that
Π
(1)
],[ (f1, . . . , fn; g) maps F≤N+ back into F≤N+ . Additionally, we assume that f` ∈ `1(Λ∗),
if [`−1 = · and ]` = ∗ for some ` = 1, . . . , n (i.e. if the pair a[`−1α`−1p`a]`β`p` is not normally
ordered). In position space, the same operator can be written as
Π
(1)
],[ (f1, . . . , fn; g) =
∫
bˇ[0x1 aˇ
]1
y1 aˇ
[1
x2 aˇ
]2
y2 aˇ
[2
x3 . . . aˇ
]n−1
yn−1 aˇ
[n−1
xn aˇ
]n
yn aˇ
[n(g)
n∏
`=1
fˇ`(x` − y`) dx`dy`
(2.21)
An operator of the form (2.20), (2.21) will be called a Π(1)-operator of order n. Operators
of the form b(fˇ), b∗(fˇ), for a f ∈ `2(Λ∗+), will be called Π(1)-operators of order zero.
In the next lemma we show how to bound Π(2)- and Π(1)-operators. The simple
proof, based on Lemma 1.2.2, can be found in [20].
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Lemma 2.2.1. Let n ∈ N, g, f1, . . . , fn ∈ `2(Λ∗+), ξ ∈ F≤N+ . Let Π(2)],[ (f1, . . . , fn) and
Π
(1)
],[ (f1, . . . , fn; g) be defined as in (2.18), (2.20). Then∥∥∥Π(2)],[ (f1, . . . , fn)ξ∥∥∥ ≤ 6n n∏
`=1
K
[`−1,]`
`
∥∥∥∥(N+ + 1)n(1− N+ − 2N
)
ξ
∥∥∥∥
∥∥∥Π(1)],[ (f1, . . . , fn; g)ξ∥∥∥ ≤ 6n‖g‖ n∏
`=1
K
[`−1,]`
`
∥∥∥∥∥(N+ + 1)n+1/2
(
1− N+ − 2
N
)1/2
ξ
∥∥∥∥∥
(2.22)
where
K
[`−1,]`
` =
{ ‖f`‖2 + ‖f`‖1 if [`−1 = · and ]` = ∗
‖f`‖2 otherwise
Since N+ ≤ N on F≤N+ , it follows that∥∥∥Π(2)],[ (f1, . . . , fn)∥∥∥ ≤ (12N)n n∏
`=1
K
[`−1,]`
`
∥∥∥Π(1)],[ (f1, . . . , fn; g)∥∥∥ ≤ (12N)n√N‖g‖ n∏
`=1
K
[`−1,]`
`
After these preliminaries, we introduce generalized Bogoliubov transformations, and
we discuss their main properties. For η ∈ `2(Λ∗+) with η−p = ηp for all p ∈ Λ∗+, we define
B(η) =
1
2
∑
q∈Λ∗+
(
ηqb
∗
qb
∗
−q − ηqbqb−q
)
(2.23)
and the unitary operator
eB(η) = exp
12 ∑
q∈Λ∗+
(
ηqb
∗
qb
∗
−q − ηqbqb−q
) (2.24)
Notice that B(η), eB(η) : F≤N+ → F≤N+ . We will call unitary operators of the form (2.24)
generalized Bogoliubov transformations. The name arises from the observation that, on
states with N+  N , we can expect that bq ' aq, b∗q ' a∗q and therefore that
B(η) ' B˜(η) = 1
2
∑
q∈Λ∗+
(
ηqa
∗
qa
∗
−q − ηqaqa−q
)
Since B˜(η) is quadratic in creation and annihilation operators, the unitary operator
exp(B˜(η)) is a standard Bogoliubov transformation, whose action on creation and anni-
hilation operators is explicitly given by
e−B˜(η)apeB˜(η) = cosh(ηp)ap + sinh(ηp)a∗−p (2.25)
41
As explained in the introduction, since the Bogoliubov transformation in (2.25) does not
map F≤N+ in itself, in the following it will be convenient for us to work with generalized
Bogoliubov transformations of the form (2.24). The price we have to pay is the fact that
there is no explicit expression like (2.25) for the action of (2.24). Hence, we need other
tools to control the action of generalized Bogoliubov transformations. A first result,
whose proof can be found in [20] and which will play an important role in the sequel,
is the fact that conjugating with (2.24) does not change the momenta of the number of
particles operator substantially, if η ∈ `2(Λ∗+) (the same result was previously established
in [96]).
Lemma 2.2.2. Let η ∈ `2(Λ∗+) and B(η) as in (2.23). Then, for every n1, n2 ∈ Z, there
exists a constant C > 0 (depending also on ‖η‖) such that
e−B(η)(N+ + 1)n1(N + 1−N+)n2eB(η) ≤ C(N+ + 1)n1(N + 1−N+)n2
on F≤N+ .
Controlling the change of the number of particles operator is not enough for our
purposes. Instead, we will often need to express the action of generalized Bogoliubov
transformations by means of convergent series of nested commutators. We start by
noticing that, for any p ∈ Λ∗+,
e−B(η)bpeB(η) = bp +
∫ 1
0
ds
d
ds
e−sB(η)bpesB(η)
= bp −
∫ 1
0
ds e−sB(η)[B(η), bp]esB(η)
= bp − [B(η), bp] +
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2B(η)[B(η), [B(η), bp]]es2B(η)
Iterating m times, we obtain
e−B(η)bpeB(η) =
m−1∑
n=1
(−1)n
ad
(n)
B(η)(bp)
n!
+
∫ 1
0
ds1
∫ s1
0
ds2· · ·
∫ sm−1
0
dsm e
−smB(η)ad(m)B(η)(bp)e
smB(η)
(2.26)
where we introduced the notation ad
(n)
B(η)(A) defined recursively by
ad
(0)
B(η)(A) = A and ad
(n)
B(η)(A) = [B(η), ad
(n−1)
B(η) (A)]
We will show later that, under suitable assumptions on η, the error term on the r.h.s. of
(2.26) is negligible in the limit m → ∞. This means that the action of the generalized
Bogoliubov transformation eB(η) on bp and similarly on b
∗
p can be described in terms
of the nested commutators ad
(n)
B(η)(bp) and ad
(n)
B(η)(b
∗
p). In the next lemma, we give a
detailed analysis of these operators.
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Lemma 2.2.3. Let η ∈ `2(Λ∗+) be such that ηp = η−p for all p ∈ `2(Λ∗). To simplify
the notation, assume also η to be real-valued (as it will be in applications). Let B(η) be
defined as in (2.23), n ∈ N and p ∈ Λ∗+. Then the nested commutator ad(n)B(η)(bp) can be
written as the sum of exactly 2nn! terms, with the following properties.
i) Possibly up to a sign, each term has the form
Λ1Λ2 . . .ΛiN
−kΠ(1)],[ (η
j1 , . . . , ηjk ; ηspϕαp) (2.27)
for some i, k, s ∈ N, j1, . . . , jk ∈ N\{0}, ] ∈ {·, ∗}k, [ ∈ {·, ∗}k+1 and α ∈ {±1}
chosen so that α = 1 if [k = · and α = −1 if [k = ∗ (recall here that ϕp(x) = e−ip·x).
In (2.27), each operator Λw : F≤N+ → F≤N+ , w = 1, . . . , i, is either a factor
(N −N+)/N , a factor (N + 1−N+)/N or an operator of the form
N−hΠ(2)]′,[′(η
z1 , ηz2 , . . . , ηzh) (2.28)
for some h, z1, . . . , zh ∈ N\{0}, ], [ ∈ {·, ∗}h.
ii) If a term of the form (2.27) contains m ∈ N factors (N−N+)/N or (N+1−N+)/N
and j ∈ N factors of the form (2.28) with Π(2)-operators of order h1, . . . , hj ∈
N\{0}, then we have
m+ (h1 + 1) + · · ·+ (hj + 1) + (k + 1) = n+ 1 (2.29)
iii) If a term of the form (2.27) contains (considering all Λ- and Π(1)-operators) the
arguments ηi1 , . . . , ηim and the factor ηsp for some m, s ∈ N and some i1, . . . , im ∈
N\{0}, then
i1 + · · ·+ im + s = n.
iv) There is exactly one term having the form(
N −N+
N
)n/2(N + 1−N+
N
)n/2
ηnp bp (2.30)
if n is even, and
−
(
N −N+
N
)(n+1)/2(N + 1−N+
N
)(n−1)/2
ηnp b
∗
−p (2.31)
if n is odd.
v) If the Π(1)-operator in (2.27) is of order k ∈ N\{0}, it has either the form
∑
p1,...,pk
b[0α0p1
k−1∏
i=1
a]iβipia
[i
αipi+1a
∗
−pkη
2r
p ap
k∏
i=1
ηjipi
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or the form ∑
p1,...,pk
b[0α0p1
k−1∏
i=1
a]iβipia
[i
αipi+1apkη
2r+1
p a
∗
−p
k∏
i=1
ηjipi
for some r ∈ N, j1, . . . , jk ∈ N\{0}. If it is of order k = 0, then it is either given
by η2rp bp or by η
2r+1
p b
∗−p, for some r ∈ N.
vi) For every non-normally ordered term of the form∑
q∈Λ∗
ηiqaqa
∗
q ,
∑
q∈Λ∗
ηiqbqa
∗
q∑
q∈Λ∗
ηiqaqb
∗
q , or
∑
q∈Λ∗
ηiqbqb
∗
q
appearing either in the Λ-operators or in the Π(1)-operator in (2.27), we have i ≥ 2.
Proof. The proof is a translation in momentum space of the proof of Lemma 3.2 in [20].
For completeness, we repeat here the main steps. We proceed by induction. For n = 0
the claims are clear. For the induction from n to n+1 we will repeatedly use the relations
[B(η), bp] = −(N −N+)
N
ηpb
∗
−p +
1
N
∑
q∈Λ∗+
b∗qa
∗
−qapηq
= −ηpb∗−p
(N −N+ + 1)
N
+
1
N
∑
q∈Λ∗+
apa
∗
−qb
∗
qηq,
[B(η), b∗p] = −ηpb−p
(N −N+)
N
+
1
N
∑
q∈Λ∗+
a∗pa−qbqηq
= −(N −N+ + 1)
N
ηpb−p +
1
N
∑
q∈Λ∗+
bqa−qa∗pηq,
[B(η), a∗paq] = [B(η), aqa
∗
p] = −b∗pb∗−qηq − ηpb−pbq,
[B(η), N −N+] =
∑
q∈Λ∗+
ηq(b
∗
qb
∗
−q + bqb−q).
(2.32)
Since ad
(n+1)
B(η) (bp) = [B(η), ad
(n)
B(η)(bp)], by linearity it is enough to analyze[
B(η),Λ1Λ2 . . .ΛiN
−kΠ(1)],[ (η
j1 , . . . , ηjk ; ηspϕαp)
]
(2.33)
with Λ1Λ2 . . .ΛiN
−kΠ(1)],[ (η
j1 , . . . , ηjk ; ηspϕαp) satisfying properties (i) to (vi). By Leibniz,
the commutator (2.33) is a sum of terms, where B(η) is either commuted with a Λ-
operator, or with the Π(1)-operator.
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First, consider the case that B(η) is commuted with a Λ-operator. If Λ is either
equal (N −N+)/N or to (N + 1−N+)/N , the last identity in (3.43) implies that, after
commutation with B(η), Λ should be replaced by
N−1Π(2)∗,∗(η) +N−1Π
(2)
·,· (η) (2.34)
This generates two terms contributing to ad
(n+1)
B(η) (bp). Let us check that these new terms
satisfy (i)-(vi), with n replaced by (n + 1). (i) is obviously true. Also (ii) remains true
because, when replacing (N −N+)/N or (N + 1−N+)/N by one of the two summands
in (2.34), the index m decreases by one but, at the same time, we have one more Π(2)-
operator of order one (which means that j is replaced by j + 1, and that there is an
additional factor hj+1 + 1 = 2 in the sum (2.29)). Since exactly one additional factor η
is inserted, also (iii) remains true. The Π(1)-operator is not affected by the replacement,
so also (v) continues to hold true. Since both terms in (2.34) are normally ordered, (vi)
remains valid as well, by the induction assumption. Finally, the two terms generated in
(2.34) are not of the form appearing in (iv).
Next, we consider the commutator of B(η) with an operator of the form (2.28) for
some h ∈ N, with h ≤ n by (ii). By definition
Λ = N−h
∑
p1,...,ph∈Λ∗
b
[′0
α0p1a
]′1
β1p1
a
[′1
α1p2a
]′2
β2p2
a
[′2
α2p3 . . . a
]′h−1
βh−1ph−1a
[′h−1
αh−1phb
]′h
βhph
h∏
`=1
ηzlpl (2.35)
When [B(η), ·] hits b[′0α0p1 , the first two equations in (3.43) imply that Λ is replaced by
the sum of two operators. The first operator is either
−N −N+
N
N−hΠ(2)
]′ ,[˜′
(ηz1+1, ηz2 , . . . , ηzh) or
− N −N+ + 1
N
N−hΠ(2)
]′ ,[˜′
(ηz1+1, ηz2 , . . . , ηzh)
(2.36)
depending on whether [
′
0 = · or [
′
0 = ∗ (here [˜′ = ([¯′0, [
′
1, . . . , [
′
h−1) with [¯
′
0 = · if [
′
0 = ∗
and [¯
′
0 = ∗ if [
′
0 = ·). The second operator is a Π(2)-operator of order (h+ 1), given by
N−(h+1)Π(2)
]˜′,[˜′
(η, ηz1 , ηz2 , . . . , ηzh) (2.37)
where ]˜ = ([¯
′
0, ]
′
1, . . . , ]
′
h), [˜ = ([¯
′
0, [
′
0, . . . , [
′
h−1).
In both cases (i) is clearly correct and (ii) remains true as well (when we replace
(2.35) with (2.36), the number of (N −N+)/N or (N −N+ + 1)/N -operators increases
by one, while everything else remains unchanged; similarly, when we replace (2.35) with
(2.37), the order of the Π(2)-operator increases by one, while the rest remains unchanged).
(iii) also remains true, since in (2.36) the power z1 + 1 of the first η-kernel is increased
by one unit and in (2.37) there is one additional factor η, compared with (2.35). (v)
remains valid, since the Π(1)-operator on the right is not affected by this commutator.
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(vi) remains true in (2.36), because z1 + 1 ≥ 2 . It remains true also in (2.37). In fact,
according to (3.43), when switching from (2.35) to (2.37), we are effectively replacing
b → b∗a∗a or b∗ → baa∗. Hence, the first pair of operators in (2.37) is always normally
ordered. As for the second pair of creation and annihilation operators (the one associated
with the function ηz1 in (2.37)), the first field is of the same type as the original b-field
appearing in (2.35); non-normally ordered pairs cannot be created. Finally, we remark
that the terms we generated here are certainly not of the form in (iv).
The same arguments can be applied if B(η) hits the factor b
]′h
βhph
on the right of (2.35)
(in this case, we use the identities for the first two commutators in (3.43) having the
b-field to the left of the factors (N + 1 − N+)/N and (N − N+)/N and to the right of
the apa
∗−q and a∗pa−q operators).
If instead B(η) hits a term a∗prapr+1 or apra
∗
pr+1 in (2.35), for an r = 1, . . . , h − 1,
then, by (3.43), Λ is replaced by the sum of the two terms, given by
−
[
N−rΠ(2)
]′′ ,[′′
(ηz1 , ηz2 , . . . , ηzr+1)
] [
N−(h−r)Π(2)
]′′′ ,[′′′
(ηzr+1 , ηz2 , . . . , ηzh)
]
(2.38)
and by
−
[
N−rΠ(2)
]′′′′ ,[′′
(ηz1 , ηz2 , . . . , ηzr)
] [
N−(h−r)Π(2)
]′′′ ,[′′′′
(ηzr+1+1, ηz2 , . . . , ηzh)
]
(2.39)
with [
′′
= ([
′
0, . . . , [
′
r−1), [
′′′
= ([
′
r, . . . , [
′
h−1), [
′′′′
= ([¯′r, [
′
r+1, . . . , [
′
h−1) and with ]
′′
=
(]
′
1, . . . , ]
′
r−1, ]¯
′
r), ]
′′′
= (]
′
r+1, . . . , ]
′
h), ]
′′′′
= (]
′
1, . . . , ]
′
r) (here, we denote ]¯
′
r = ∗ if ]′r = ·
and ]¯′r = · if ]′r = ∗, and similarly for [¯′r−1). Obviously, the new terms containing (2.38)
and (2.39) satisfy (i). (ii) remains valid since the contribution of the original Λ to the
sum in (2.29), which was given by (h+ 1) is now given by (r+ 1) + (h− r+ 1) = h+ 2.
Also (iii) continues to be true, because for both terms (2.38) and (2.39), there is one
new additional factor η. Moreover, the terms we generated do not have the form (iv).
Since the Π(1)-operator is unaffected, (v) remains true. As for (vi), we observe that
non-normally ordered pairs can only be created where ]
′
r is changed to ]¯
′
r (in the term
where ]
′′
appears) or where [
′
r is changed to [¯
′
r (in the term where [
′′′ appears). In both
cases, however, the change ]
′
r → ]¯′r and [
′
r → [¯′r comes together with an increase in
the power of η (i.e. ηzr is changed to ηzr+1 in the first case, while ηzr+1 is changed to
ηzr+1+1 in the second case). Since zr + 1, zr+1 + 1 ≥ 2, (vi) is still satisfied.
Next, let us consider the terms arising from commuting B(η) with the operator
N−kΠ(1)],[ (η
j1 , . . . , ηjk ; ηspϕαp)
=
∑
p1,...,pk∈Λ∗
b[0α0p1a
]1
β1p1
a[1α1p2a
]2
β2p2
a[2α2p3 . . . a
]k−1
βk−1pk−1a
[k−1
αk−1pka
]k
βkpk
a[kαpη
s
p
n∏
`=1
ηjlpl
(2.40)
The arguments are very similar to the case when B(η) is commuted with a Π(2)-operator
of the form (2.35). In particular, if B(η) hits b[0α0p1 , (2.40) is replaced by the sum of two
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terms, the first one being
−N −N+
N
N−kΠ(1)
],˜[
(ηj1+1, . . . , ηjk ; ηspϕαp) or
− N −N+ + 1
N
N−kΠ(1)
],˜[
(ηj1+1, . . . , ηjk ; ηspϕαp)
depending on whether [0 = · or [0 = ∗ (with [˜ = ([¯0, [1, . . . , [k−1)) and the second one
being
N−(k+1)Π(1)
]˜,˜[
(η, ηj1 , . . . , ηjk ; ηspϕαp)
with ]˜ = ([¯0, ]1, . . . , ]k) and [˜ = ([¯0, [1, . . . , [k). As for (2.36) and (2.37) above, one can
show that (i), (ii), (iii), (v), (vi) remain valid. Property (iv) will be discussed below.
If B(η) is commuted with one of the factors a]rpra
[r
pr+1 for an r = 1, . . . , k − 1, the
resulting two terms will be given by
−
[
N−rΠ(2)
]′′ ,[′′
(ηj1 , . . . , ηjr+1; ηspϕαp)
] [
N−(k−r)Π(1)
]′′′ ,[′′′
(ηjr+1 , . . . , ηjk ; ηspϕαp)
]
(2.41)
and by
−
[
N−rΠ(2)
]′′′′ ,[′′
(ηj1 , . . . , ηjr ; ηspϕαp)
] [
N−(k−r)Π(1)
]′′′ ,[′′′′
(ηjr+1+1, . . . , ηjk ; ηspϕαp)
]
(2.42)
with ]
′′
, ]
′′′
, ]
′′′′
and [
′′
, [
′′′
, [
′′′′
as defined after (2.39). Proceeding analogously as for
(2.39), these terms satisfy (i),(ii),(iii),(v),(vi).
Let us next consider the case that (2.40) hits the last pair of operators appearing in
(2.40). From the induction assumption, this pair either equals η2ra∗pkap or η
2r+1apka
∗−p.
In the first case, (2.40) is replaced by
−Π(2)],[′(ηj1 , . . . , ηjk) η2r+1p b∗−p −Π
(2)
]′,[′(η
j1 , . . . , ηjk+1) η2rp bp (2.43)
In the second case, it is replaced by
−Π(2)]′,[′(ηj1 , . . . , ηjk+1) η2r+1p b∗−p −Π
(2)
],[′(η
j1 , . . . , ηjk) η2r+2p bp (2.44)
In (2.43), (2.44), we used the notation [′ = ([0, . . . , [k−1), ]′ = (]1, . . . , ]¯k). From the
expression (2.43), (2.44), we infer that also here (i), (ii), (iii), (v), (vi) are satisfied.
As for (iv), from the induction assumption there is exactly one term, in the expansion
for ad
(n)
B(η)(bp), given by (2.30) if n is even and by (2.31) if n is odd. As an example,
let us consider (2.30). If we commute the zero-order Π(1)-operator ηnp bp in (2.30) with
B(η), we obtain exactly the term in (2.31), with n replaced by (n+ 1) (together with a
second term, containing a Π(1)-operator of order one). Similarly, if we take (2.31) and
commute the Π(1)-operator ηnp b
∗−p with B(η), we get (2.30), with n replaced by (n+ 1).
Considering the terms above, it is clear that there can be only exactly one term with
this form. This shows that also in the expansion for ad
(n+1)
B(η) (bp), there is precisely one
term of the form given in (iv).
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We conclude the proof by counting the number of terms in the expansion for the
nested commutator ad
(n+1)
B(η) (bp). By the inductive assumption, ad
(n)
B(η)(bp) can be ex-
panded in a sum of exactly 2nn! terms. (ii) implies that each of these terms is a product
of exactly (n+1) operators, each of them being either (N −N+), (N − (N+−1)), a field
operator b]q or a quadratic factor a
]
ua[q commuting with the number of particles operator.
By (3.43), the commutator of B(η) with each such factor gives a sum of two terms.
Therefore, by the product rule, ad
(n+1)
B(η) (bp) contains 2
n(n!)× 2(n+ 1) = 2(n+1)((n+ 1)!)
summands.
Using Lemma 2.2.3 the remainder terms in the expansion (2.26) can be estimated in
the same way as in Lemma [20, Lemma 3.3]. The outcome is stated in the next lemma,
whose proof is a translation into momentum space of the proof of [20, Lemma 3.3].
Lemma 2.2.4. Let η ∈ `2(Λ∗+) be symmetric, with ‖η‖ sufficiently small. Then we have
e−B(η)bpeB(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(bp)
e−B(η)b∗pe
B(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(b
∗
p)
(2.45)
where the series on the r.h.s. are absolutely convergent.
2.3 The excitation Hamiltonian
We define the unitary operator UN : L
2
s(Λ
N ) → F≤N+ as in (2.11). In terms of creation
and annihilation operators, the map UN is given by
UNψN =
N⊕
n=0
(1− |ϕ0〉〈ϕ0|)⊗n a
N−n
0√
(N − n)!ψN
for all ψN ∈ L2s(ΛN ) (here we identify ψN ∈ L2s(ΛN ) with the vector {. . . , 0, ψN , 0, . . . } ∈
F). The map U∗N : F≤N+ → L2s(ΛN ) is given by
U∗N{ψ(0), . . . , ψ(N)} =
N∑
n=0
a∗(ϕ0)N−n√
(N − n)!ψ
(n)
It is useful to compute the action of UN on the product of a creation and an annihilation
operators. We find (see [64]):
UNa
∗
0a0U
∗
N = N −N+
UNa
∗
pa0U
∗
N = a
∗
p
√
N −N+
UNa
∗
0apU
∗
N =
√
N −N+ap
UNa
∗
paqU
∗
N = a
∗
paq
(2.46)
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for all p, q ∈ Λ∗+ = Λ∗\{0}. Writing the Hamiltonian (2.1) in momentum space, we find
HN =
∑
p∈Λ∗
p2a∗pap +
κ
2N
∑
p,q,r∈Λ∗
V̂ (r/N)a∗pa
∗
qaq−rap+r
With (2.46), we can conjugate HN with the map UN , defining LN = UNHNU∗N : F≤N+ →
F≤N+ . We find
LN = L(0)N + L(2)N + L(3)N + L(4)N (2.47)
with
L(0)N =
(N − 1)
2N
κV̂ (0)(N −N+) + κV̂ (0)
2N
N+(N −N+)
L(2)N =
∑
p∈Λ∗+
p2a∗pap +
∑
p∈Λ∗+
κV̂ (p/N)
[
b∗pbp −
1
N
a∗pap
]
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
b∗pb
∗
−p + bpb−p
]
L(3)N =
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)
[
b∗p+qa
∗
−paq + a
∗
qa−pbp+q
]
L(4)N =
κ
2N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p,−q
V̂ (r/N)a∗p+ra
∗
qapaq+r
(2.48)
The superscript j = 0, 2, 3, 4 indicates the number of creation and annihilation operators
appearing in L(j)N . As explained in the introduction, in the mean-field regime the term
L(0)N is the ground state energy of the Bose gas and the sum of the quadratic, cubic and
quartic contributions can be bounded below by N+, up to errors of order one (at least
for positive definite interaction). This is not the case in the Gross-Pitaevskii regime
we are considering here. To extract the important contributions to the energy that are
still hidden in L(2)N ,L(3)N ,L(4)N , we need to conjugate LN with a generalized Bogoliubov
transformation, as defined in (2.24).
To choose the function η ∈ `2(Λ∗+) entering (2.23) and (2.24), we consider the solution
of the Neumann problem (
−∆ + κ
2
V
)
f` = λ`f` (2.49)
on the ball |x| ≤ N` (we omit the N -dependence in the notation for f` and for λ`; notice
that λ` scales as N
−3), with the normalization f`(x) = 1 if |x| = N`. It is also useful to
define w` = 1 − f` (so that w`(x) = 0 if |x| > N`). By scaling, we observe that f`(N.)
satisfies the equation(
−∆ + κN
2
2
V (Nx)
)
f`(Nx) = N
2λ`f`(Nx)
on the ball |x| ≤ `. We choose 0 < ` < 1/2, so that the ball of radius ` is contained in
the box Λ. We extend then f`(N.) to Λ, by choosing f`(Nx) = 1 for all |x| > `. Then(
−∆ + κN
2
2
V (Nx)
)
f`(Nx) = N
2λ`f`(Nx)χ`(x) (2.50)
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where χ` is the characteristic function of the ball of radius `. In particular, x→ w`(Nx)
is compactly supported and it can be extended to a periodic function on the torus Λ.
The Fourier coefficients of the function x→ w`(Nx) are given by
1
(2pi)3
∫
Λ
w`(Nx)e
−ip·xdx =
1
N3
ŵ`(p/N)
where
ŵ`(p) =
1
(2pi)3
∫
R3
w`(x)e
−ip·xdx
is the Fourier transform of the function w`. From (2.50), we find the following relation
for the Fourier coefficients of w`(Nx):
−p2ŵ`(p/N) + κN
2
2
V̂ (p/N)− κ
2N
∑
q∈Λ∗
V̂ ((p− q)/N)ŵ`(q/N)
= N5λ`χ̂`(p)−N2λ`
∑
q∈Λ∗
χ̂`(p− q)ŵ`(q/N)
(2.51)
In the next lemma we collect some important properties of w`, f`; its proof can be
found in [36, Lemma A.1] and in [20, Lemma 4.1] (exchanging V with κV and following
the κ-dependence of the bounds). Notice that this lemma is the reason why we require
that V ∈ L3(R3); for the rest of the analysis V ∈ L2(R3) would be enough.
Lemma 2.3.1. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric. Fix ` > 0 and let f` denote the solution of (2.49).
i) We have
λ` =
3a0
N3`3
(1 +O(a0/N`))
ii) We have 0 ≤ f`, w` ≤ 1 and∣∣∣∣κ∫ V (x)f`(x)dx− 8pia0∣∣∣∣ ≤ CκN . (2.52)
iii) There exists a constant C > 0 such that
w`(x) ≤ Cκ|x|+ 1 and |∇w`(x)| ≤
Cκ
x2 + 1
. (2.53)
for all |x| ≤ N`.
iv) There exists a constant C > 0 such that
|ŵ`(p)| ≤ Cκ
p2
for all p ∈ Λ∗+.
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Using the solution f` of (2.49) and recalling that w` = 1− f`, we define η : Λ∗ → R
through
ηp = − 1
N2
ŵ`(p/N) (2.54)
From Lemma 2.3.1, it follows that
|ηp| ≤ Cκ
p2
(2.55)
and also that
|η0| ≤ N−2
∫
R3
w`(x)dx ≤ Cκ (2.56)
Hence η ∈ `2(Λ∗+), uniformly in N . Another useful bound which can be proven with
Lemma 2.3.1 (part iii)) is given by∑
p∈Λ∗
p2|ηp|2 = ‖∇ηˇ‖22 ≤ CNκ2 (2.57)
From (2.51), we obtain
p2ηp +
κ
2
V̂ (p/N) +
κ
2N
∑
q∈Λ∗
V̂ ((p− q)/N)ηq
= N3λ`χ̂`(p) +N
2λ`
∑
q∈Λ∗
χ̂`(p− q)ηq
(2.58)
Using the coefficients ηp, for p 6= 0, we construct the generalized Bogoliubov transfor-
mation eB(η) : F≤N+ → F≤N+ as in (2.24). With it, we define the excitation Hamiltonian
GN : F≤N+ → F≤N+ by setting (recall the definition (2.47) of the operator LN )
GN = e−B(η)LNeB(η) = e−B(η)UNHNU∗NeB(η) (2.59)
In the next proposition, we collect important properties of the self-adjoint operator GN .
Proposition 2.3.2. Let V ∈ L3(R3) be non-negative, compactly supported and spher-
ically symmetric and assume that the coupling constant κ ≥ 0 is small enough. Then
there exists a constant C > 0 such that, on F≤N+ ,
2pi2N+ − C ≤ 1
2
(K + VN )− C ≤ GN − 4pia0N ≤ C(K + VN + 1) (2.60)
where we used the notation
K =
∑
p∈Λ∗+
p2a∗pap and VN =
κ
2N
∑
p,q∈Λ∗+,r∈Λ∗
r 6=−p,−q
V̂ (r/N) a∗p+ra
∗
qapaq+r .
The proof of Proposition 2.3.2 is, from the technical point of view, the main part
of our paper. It is deferred to Section 2.4 below. Using Proposition 2.3.2 we can now
complete the proof of Theorem 2.1.1.
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Proof of Theorem 2.1.1. From the upper bound in (2.60), taking the expectation in the
vacuum Ω = {1, 0, . . . , 0} ∈ F≤N+ , we find
〈U∗NeB(η)Ω, HNU∗NeB(η)Ω〉 = 〈Ω,GNΩ〉 ≤ 4pia0N + C
In particular, this implies that the ground state energy EN of HN is such that
EN ≤ 4pia0N + C . (2.61)
From the lower bound
2pi2N+ − C ≤ GN − 4pia0N
in (2.60), conjugating with eB(η) and then with U∗N we find, using Lemma 2.2.2, the
inequality
HN ≥ 4pia0N + cU∗NN+UN − C = 4pia0N + c
N∑
j=1
(1− |ϕ0〉〈ϕ0|)j − C (2.62)
between operators on L2s(Λ
N ). Here (1 − |ϕ0〉〈ϕ0|)j denotes the orthogonal projection
1 − |ϕ0〉〈ϕ0| acting on the j-th particle. On the one hand, (2.62) implies that HN ≥
4pia0N − C and therefore that
EN ≥ 4pia0N − C .
Combined with (2.61), this bound implies (2.8). On the other hand, (2.62) implies that
for a normalized ψN ∈ L2s(ΛN ) with
〈ψN , HNψN 〉 ≤ 4pia0N +K
and with one-particle reduced density γ
(1)
N we must have
K + C ≥ c
N∑
j=1
〈ψN , (1− |ϕ0〉〈ϕ0|)jψN 〉 = cN
[
1− 〈ϕ0, γ(1)N ϕ0〉
]
which implies that
1− 〈ϕ0, γ(1)N ϕ0〉 ≤
C(K + 1)
N
for an appropriate C > 0. This shows (2.7) and concludes the proof of Theorem 2.1.1.
2.4 Analysis of the excitation Hamiltonian GN
In this section, we prove Proposition 2.3.2. To this end, we use (2.47) to decompose the
excitation Hamiltonian (2.59) as
GN = G(0)N + G(2)N + G(3)N + G(4)N (2.63)
with
G(j)N = e−B(η)L(j)N eB(η)
and with L(j)N as defined in (2.48), for j = 0, 2, 3, 4.
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2.4.1 Preliminary results
Before analyzing the operators on the r.h.s. of (2.63), we collect in the following Lemma
some preliminary bounds that will be used frequently in the next subsections.
Lemma 2.4.1. Let ξ ∈ F≤N+ , p, q ∈ Λ∗+, i1, i2, k1, k2, `1, `2 ∈ N, j1, . . . , jk1, m1, . . . ,mk2 ∈
N\{0} and αi = (−1)`i for i = 1, 2. For s ∈ {1, . . . , i1}, s′ ∈ {1, . . . , i2}, let Λs,Λ′s′ be
either a factor (N −N+)/N , a factor (N + 1−N+)/N or a Π(2)-operator of the form
N−hΠ(2)],[ (η
z1 , . . . , ηzh) (2.64)
for some h ∈ N\{0}, z1, . . . , zh ∈ N\{0} and ], [ ∈ {·, ∗}h. Suppose that the operators
Λ1 . . .Λi1N
−k1Π(1)],[ (η
j1 , . . . , ηjk1 ; η`1p ϕα1p)
Λ′1 . . .Λ
′
i2N
−k2Π(1)]′,[′(η
m1 , . . . , ηmk2 ; η`2q ϕα2q)
(2.65)
with some ] ∈ {·, ∗}k1 , [ ∈ {·, ∗}k1+1, ]′ ∈ {·, ∗}k2 , [′ ∈ {·, ∗}k2+1, appear in the expansion
of ad
(n)
B(η)(bp) and of ad
(k)
B(η)(bq) for some n, k ∈ N, as described in Lemma 2.2.3.
i) For any β ∈ Z, let
D = (N+ + 1)(β−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)ξ
and
D˜ = (N+ + 1)(β−1)/2Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)∗Λ∗i1 . . .Λ∗1ξ
Then, we have
‖D‖, ‖D˜‖ ≤ Cnκnp−2`1‖(N+ + 1)β/2ξ‖ (2.66)
If `1 is even, we also find
‖D‖ ≤ Cnκnp−2`1‖ap(N+ + 1)(β−1)/2ξ‖ (2.67)
ii) For β ∈ Z, let
E = (N+ + 1)(β−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2q ϕα2q)ξ
Then, we have
‖E‖ ≤ Cn+kκn+kp−2`1q−2`2‖(N+ + 1)(β+1)/2ξ‖ (2.68)
If `2 is even, we find
‖E‖ ≤ Cn+kκn+kp−2`1q−2`2‖aq(N+ + 1)β/2ξ‖ (2.69)
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If `1 is even, we have
‖E‖ ≤ Cn+kkN−1κn+kp−2(`1+1)q−2`2‖(N+ + 1)(β+1)/2ξ‖
+ Cn+kκn+kp−2(`1+`2)µ`2δp,−q‖(N+ + 1)(β−1)/2ξ‖
+ Cn+kκn+kp−2`1q−2`2‖ap(N+ + 1)β/2ξ‖
(2.70)
where µ`2 = 1 if `2 is odd and µ`2 = 0 if `2 is even. If `1 is even and either k1 > 0
or k2 > 0 or there is at least one Λ- or Λ
′-operator having the form (2.64), we
obtain the improved bound
‖E‖ ≤ Cn+kkN−1κn+kp−2(`1+1)q−2`2‖(N+ + 1)(β+1)/2ξ‖
+ Cn+kN−1κn+kp−2(`1+`2)µ`2δp,−q‖(N+ + 1)(β+1)/2ξ‖
+ Cn+kκn+kp−2`1q−2`2‖ap(N+ + 1)β/2ξ‖
(2.71)
Finally, if `1 = `2 = 0, we can write
E = E1(p, q) + E2 apaqξ (2.72)
where
‖E1(p, q)‖ ≤ Cn+kkN−1κn+kp−2‖aq(N+ + 1)β/2ξ‖
and E2 is a bounded operator on F≤N+ with
‖E\2ζ‖ ≤ Cn+kκn+k‖(N+ + 1)(β−1)/2ζ‖ (2.73)
for \ ∈ {·, ∗} and for all ζ ∈ F≤N+ . If k1 > 0 or k2 > 0 or at least one of the Λ- or
Λ’-operators has the form (2.64), we also have the improved bound
‖E\2ζ‖ ≤ Cn+kN−1κn+k‖(N+ + 1)(β+1)/2ζ‖ (2.74)
for \ ∈ {·, ∗} and all ζ ∈ F≤N+ .
Proof. Let us start with part i). If Λ1 is either the operator (N −N+)/N or (N −N+ +
1)/N , then, on F≤N+ ,∥∥∥(N+ + 1)(β−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)ξ∥∥∥
≤ 2
∥∥∥(N+ + 1)(β−1)/2Λ2 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk ; η`1p ϕα1p)ξ∥∥∥ (2.75)
If instead Λ1 has the form (2.64) for a h ≥ 1, we apply Lemma 2.2.1 and we find (using
part vi) in Lemma 2.2.3)∥∥∥(N+ + 1)(β−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)ξ∥∥∥
≤ Chκh¯‖(N+ + 1)(β−1)/2Λ2 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)ξ‖
(2.76)
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where we used the notation h¯ = z1 + · · ·+zh for the total number of factors η’s appearing
in (2.64). Iterating the bounds (2.75) and (2.76), we find
‖(N+ + 1)(β−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk ; η`1p ϕα1p)ξ‖
≤ Cr+h1+···+hsκh¯1+···+h¯s‖(N+ + 1)(β−1)/2N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)ξ‖
(2.77)
if r of the operators Λ1, . . . ,Λi1 have either the form (N − N+)/N or the form (N −
N+ + 1)/N , and the other s = i1 − r are Π(2)-operators of the form (2.64) of order
h1, . . . , hs , containing h¯1, . . . h¯s factors η. Again with Lemma 2.2.1 and with (2.55), we
obtain (using also Lemma 2.2.3, part iii), and the fact that (N+ + 1)(β−1)/2Π(1)],[ (. . . ) =
Π
(1)
],[ (. . . )(N+ + 1± 1)(β−1)/2)
‖(N+ + 1)(β−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα1p)ξ‖
≤ Cr+h1+···+hs+j1+···+jk1+`1κh¯1+···+h¯s+j1+···+jk1+`1p−2`1‖(N+ + 1)β/2ξ‖
≤ Cnκnp−2`1‖(N+ + 1)β/2ξ‖ .
(2.78)
This shows the bound (2.66) for ‖D‖. The bound (2.66) for ‖D˜‖ can be proven similarly.
If we now assume that `1 is even, the last field on the right in the Π
(1) operator in the
term D must be an annihilation operator ap (see Lemma 2.2.3, part v)). Proceeding as
above, but estimating
‖(N+ + 1)(β−1)/2N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕp)ξ‖
≤ Cj1+···+jk1+`1κj1+···+jk1+`1p−2`1‖ap(N+ + 1)(β−1)/2ξ‖
we also obtain (2.67).
Let us now consider part ii). The bounds (2.68) and (2.69) follow applying (2.66)
twice and, respectively, (2.66) and then (2.67). We focus therefore on (2.70). Here, we
assume that `1 is even. This implies that the field operator on the right of the first
Π(1)-operator is an annihilation operator ap. To bound ‖E‖, we have to commute ap to
the right, until it hits ξ. To commute ap through factors of N+, we use the pull-through
formula apN+ = (N+ + 1)ap. On the other hand, when we commute ap through a pair
of creation and/or annihilation operators associated with a function ηj for some j ≥ 1
(like the pairs appearing in the Π(2)-operators of the form (2.64) or in the Π(1)-operators
in (2.65)), we generate a creation or an annihilation operator ap or a
∗−p together with
an additional factor ηjp. Furthermore, since the commutator erases a creation and an
annihilation operator, we can save a factor N−1 (taken from the factor N−h in (2.64) or
from the factor N−k2 in (2.65)). For example,[
ap,
∑
r∈Λ∗
ηjra
∗
rar
]
= ηjpap
There are at most k pairs of creation and/or annihilation operators through which ap
needs to be commuted (because every such pair carries a factor ηj , and the total number
55
of η factors on the right of ap is k). At the end, we also have to pass ap through
the field operator appearing on the right of the second Π(1)-operator; this is either the
annihilation operator aq if `2 is even, or the creation operator a
∗−q, if `2 is odd. Hence,
the commutator vanishes if `2 is even, while it is given by
[ap, a
∗
−q] = δp,−q (2.79)
if `2 is odd. This leads to the estimate (2.70). If we additionally assume that either
k1 > 0 or k2 > 0 or that there is at least one Λ- or Λ
′-operator having the form (2.64),
in the contribution arising from the commutator of ap and a
∗−q (which is only present
if `2 is odd), we can extract an additional factor (N+ + 1)/N (this additional factor
can be used here and not elsewhere, because in this term, after commuting ap and a
∗−q,
there is one less factor of N+). This observation leads to (2.71). Finally, let us consider
`1 = `2 = 0. In this case we proceed as before, commuting the annihilation operator
ap to the right. The contribution of the commutators of ap with the pairs of creation
and annihilation fields appearing in the Π(1)-operator and possibly in the Π(2)-operators
lying on the right of ap is collected in the term E1 (this term can be estimated as on
the first line on the r.h.s. of (2.70) or (2.71)). After commuting ap all the way to the
right, we are left with the second term on the r.h.s. of (2.72), with the operator E2
containing all Λ- and Λ′-operators as well as all pairs of annihilation and/or creation
operators appearing in the two Π(1)-operator which can be estimated, following Lemma
2.2.1 as in (2.73) or (2.74).
2.4.2 Analysis of G(0)N
From (2.48), we have
G(0)N = e−B(η)L(0)N eB(η) =
(N − 1)
2
κV̂ (0) + E(0)N
with
E(0)N =
κV̂ (0)
2N
e−B(η)N+eB(η) − κV̂ (0)
2N
e−B(η)N 2+eB(η)
In the next Proposition, we estimate the error term E(0)N .
Proposition 2.4.2. Let the assumptions of Proposition 2.3.2 be satisfied. Then there
exists a constant C > 0 such that
± E(0)N ≤ Cκ(N+ + 1) (2.80)
as operator inequality on F≤N+ .
Proof. Eq. (2.80) follows from Lemma 2.2.2 and the fact that, on F≤N+ , N+ ≤ N .
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2.4.3 Analysis of G(2)N
From (2.48), we recall that
L(2)N = K + L˜(2)N
where
K =
∑
p∈Λ∗+
p2a∗pap
is the kinetic energy operator and
L˜(2)N =
∑
p∈Λ∗+
κV̂ (p/N)
[
b∗pbp −
1
N
a∗pap
]
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
b∗pb
∗
−p + bpb−p
]
(2.81)
Analysis of e−B(η)KeB(η)
We write
e−B(η)KeB(η) = K +
∑
p∈Λ∗+
p2η2p +
∑
p∈Λ∗+
p2ηp
[
b∗pb
∗
−p + bpb−p
]
+ E(K)N (2.82)
In the next proposition, we bound the error term E(K)N .
Proposition 2.4.3. Let the assumptions of Proposition 2.3.2 be satisfied (in particular,
suppose κ ≥ 0 is small enough). Then, for every δ > 0 there exists a constant C > 0
such that, on F≤N+ ,
±E(K)N ≤ δ(K + VN ) + Cκ(N+ + 1) .
Proof. We write
e−B(η)KeB(η) = K +
∫ 1
0
e−sB(η)[K, B(η)]esB(η)ds
= K +
∫ 1
0
∑
p∈Λ∗+
p2ηp
[
e−sB(η)bpb−pesB(η) + e−sB(η)b∗pb
∗
−pe
sB(η)
]
ds
Lemma 2.2.4, together with ad
(n)
sB(η)(A) = s
nad
(n)
B(η)(A), implies that
e−B(η)KeB(η) = K +
∑
n,k≥0
(−1)n+k
n!k!(n+ k + 1)
∑
p∈Λ∗+
p2ηp
[
ad
(n)
B(η)(bp)ad
(k)
B(η)(b−p) + h.c.
]
We separate the summands with (n, k) = (0, 0), (0, 1); we find
e−B(η)KeB(η) = K +
∑
p∈Λ∗+
p2ηp
[
bpb−p + b∗pb
∗
−p
]− 1
2
∑
p∈Λ∗+
p2ηp (bp[B(η), b−p] + h.c)
+
∗∑
n,k
(−1)n+k
n!k!(n+ k + 1)
∑
p∈Λ∗+
p2ηp
[
ad
(n)
B(η)(bp)ad
(k)
B(η)(b−p) + h.c.
]
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where
∑∗
n,k indicates the sum over all pairs (n, k) 6= (0, 0), (0, 1). With (1.23) and (2.82)
we obtain
E(K)N =
∑
p∈Λ∗+
p2η2p
[
b∗pbp −
1
N
a∗pap
]
− N+
N
∑
p∈Λ∗+
p2η2p
− 1
N
∑
p∈Λ∗+
p2η2pbpN+b∗p −
1
2N
∑
p,q∈Λ∗+
p2ηpηq
(
bpb
∗
qa
∗
−qa−p + h.c.
)
+
∗∑
n,k
(−1)n+k
n!k!(n+ k + 1)
∑
p∈Λ∗+
p2ηp
[
ad
(n)
B(η)(bp)ad
(k)
B(η)(b−p) + h.c.
]
=: G1 + G2 + G3 + G4
+
∗∑
n,k
(−1)n+k
n!k!(n+ k + 1)
∑
p∈Λ∗+
p2ηp
[
ad
(n)
B(η)(bp)ad
(k)
B(η)(b−p) + h.c.
]
(2.83)
The expectation of the first term on the r.h.s. of (2.83) can be estimated by
|〈ξ,G1ξ〉| ≤
∑
p∈Λ∗+
p2η2p‖bpξ‖2 +
1
N
∑
p∈Λ∗+
p2η2p‖apξ‖2
≤ sup
p∈Λ∗+
(p2η2p) ‖N 1/2+ ξ‖2 ≤ Cκ2‖N 1/2+ ξ‖2
(2.84)
with (2.55). To bound the second term on the r.h.s. of (2.83) we remark that, by (2.57),∑
p
p2η2p = ‖∇ηˇ‖2 ≤ CNκ2 (2.85)
This implies that
|〈ξ,G2ξ〉| ≤ Cκ2‖N 1/2+ ξ‖2 (2.86)
To estimate the contribution of the third term on the r.h.s. of (2.83), we commute bp to
the right of b∗p. We find, using the fact that N+ ≤ N on F≤N+ and again (2.55), that
|〈ξ,G3ξ〉| ≤ 2
N
∑
p∈Λ∗+
p2η2p‖(N+ + 1)1/2ξ‖2 +
1
N
∑
p∈Λ∗+
p2η2p‖ap(N+ + 1)1/2ξ‖2
≤ Cκ2‖(N+ + 1)1/2ξ‖2
(2.87)
As for the fourth term on the r.h.s. of (2.83), we write it as
G4 = − 1
2N
∑
p,q∈Λ∗+
p2ηpηq
[
b∗qa
∗
−qa−pbp + h.c.
]
+
1
2N2
∑
p,q∈Λ∗+
p2ηpηq
[
a∗qapa
∗
−qa−p + h.c.
]
− 1
N
∑
p∈Λ∗+
p2η2p
[
b∗pbp +
N −N+
N
a∗pap
]
=: G41 + G42 + G43
(2.88)
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While it is easy to bound
|〈ξ,G42ξ〉| ≤ 1
2N2
∑
p,q∈Λ∗+
p2ηpηq‖aq(N+ + 1)1/2ξ‖‖ap(N+ + 1)1/2ξ‖
≤ 1
2N2
 ∑
p,q∈Λ∗+
p2η2p‖aq(N+ + 1)1/2ξ‖2
 12  ∑
p,q∈Λ∗+
p2η2q‖ap(N+ + 1)1/2ξ‖2
 12
≤ CN−1/2κ2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖
(2.89)
and
|〈ξ,G43ξ〉| ≤ CN−1κ2‖(N+ + 1)1/2ξ‖2, (2.90)
in order to control the term G41 we need to use Eq. (2.58). We find
G41 =
κ
4N
∑
p,q∈Λ∗+
V̂ (p/N)ηq
[
b∗qa
∗
−qa−pbp + h.c.
]
− κ
4N2
∑
p,q∈Λ∗+,r∈Λ∗
V̂ ((p− r)/N)ηrηq
[
b∗qa
∗
−qa−pbp + h.c.
]
+N2λ`
∑
p,q∈Λ∗+
χ̂`(p)ηq
[
b∗qa
∗
−qa−pbp + h.c.
]
−Nλ`
∑
p,q∈Λ∗+,r∈Λ∗
χ̂`(p− r)ηrηq
[
b∗qa
∗
−qa−pbp + h.c.
]
=: G411 + G412 + G413 + G414
(2.91)
We estimate
|〈ξ,G413ξ〉| ≤ Cκ
N
∑
p,q∈Λ∗+
|χ̂`(p)||ηq|‖aq(N+ + 1)1/2ξ‖‖ap(N+ + 1)1/2ξ‖
≤ Cκ
N
‖χ̂`‖2‖η‖‖(N+ + 1)ξ‖2
≤ Cκ2‖(N+ + 1)1/2ξ‖2
Furthermore
|〈ξ,G414ξ〉| ≤ Cκ
N2
∑
p,q∈Λ∗+
|g(p)||ηq|‖aq(N+ + 1)1/2ξ‖‖ap(N+ + 1)1/2ξ‖
≤ Cκ‖η‖‖g‖‖(N+ + 1)1/2ξ‖2
where we defined g(p) =
∑
r∈Λ∗ χ̂`(p− r)ηr. Since
‖g‖ = ‖χ`ηˇ‖ ≤ ‖ηˇ‖ = ‖η‖ ≤ Cκ
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we conclude that
|〈ξ,G414ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2
Let us now consider the first term on the r.h.s. of (2.91). Switching to position space
we find, on F≤N+ ,
G411 =
κ
4N
∫
Λ×4
dxdydzdw
∑
p,q∈Λ∗+
V̂ (p/N)ηqe
iq(z−w)eip(x−y)bˇ∗zaˇ
∗
waˇxbˇy
=
κ
4
∫
Λ×4
dxdydzdwN2V (N(x− y))ηˇ(z − w)bˇ∗zaˇ∗waˇxbˇy
Hence
|〈ξ,G411ξ〉| ≤ Cκ
∫
Λ×4
dxdydzdwN2V (N(x− y))|ηˇ(z − w)|‖aˇxaˇyξ‖‖aˇwaˇzξ‖
≤ Cκ
[∫
Λ×4
dxdydzdwN2V (N(x− y))|ηˇ(z − w)|2‖aˇxaˇyξ‖2
]1/2
×
[∫
Λ×4
dxdydzdwN2V (N(x− y))‖aˇzaˇwξ‖2
]1/2
≤ Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
The term G412 can also be estimated similarly. We conclude that
|〈ξ,G41ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
and therefore, together with (2.89), (2.90), we find
|〈ξ,G4ξ〉| ≤ Cκ2‖(N++1)1/2ξ‖‖(K+N++1)1/2ξ‖+Cκ3/2‖(N++1)1/2ξ‖‖V1/2N ξ‖ (2.92)
We consider next the last term in (2.83), namely the sum over all pairs (n, k) 6=
(0, 0), (0, 1). According to Lemma 2.2.4, the operator∑
p∈Λ∗+
p2ηp ad
(n)
B(η)(bp)ad
(k)(b−p) (2.93)
can be written as the sum of 2n+kn!k! terms having the form
G =
∑
p∈Λ∗+
p2ηp Λ1 . . .Λi1N
−k1Π(1)],[ (η
j1 , . . . , ηjk1 ; η`1p ϕα1p)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2p ϕ−α2p)
(2.94)
with i1, i2, k1, k2, `1, `2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈ N\{0}, αi = (−1)`i for i = 1, 2,
and where each Λr, Λ
′
r is either a factor (N−N+)/N , (N+1−N+)/N or a Π(2)-operator
of the form
N−hΠ(2)],[ (η
(z1), . . . , η(zh)) (2.95)
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with h, z1, . . . , zh ∈ N\{0}. We estimate the expectation of operators of the form (2.94).
Let us first assume that `1 + `2 ≥ 1. With Lemma 2.4.1, part ii), we find (using the
bounds (2.68) if `1 + `2 ≥ 2, (2.69) if (`1, `2) = (1, 0) and (2.71) if (`1, `2) = (0, 1))
|〈ξ,Gξ〉| ≤ Cn+k‖(N+ + 1)1/2ξ‖
×
∑
p∈Λ∗+
p2ηp
{
(1 + k/N)η2pκ
n+k−2‖(N+ + 1)1/2ξ‖
+N−1ηpκn+k−1‖(N+ + 1)1/2ξ‖+ ηpκn+k−1‖apξ‖
} (2.96)
To apply (2.71) in the case (`1, `2) = (0, 1), we use here the fact that the pairs (n, k) =
(0, 0), (0, 1) are excluded. The choice (n, k) = (1, 0) is not compatible with (`1, `2) =
(0, 1) (by Lemma 2.2.3, `1 ≤ n and `2 ≤ k). Hence n + k ≥ 2, while `1 + `2 = 1; this
implies by Lemma 2.2.3, part iii), that either k1 > 0 or k2 > 0 or at least one of the Λ- or
Λ′-operators is a Π(2)-operator of the form (2.95). With (2.55) and (2.57), we conclude
from (2.96) that
|〈ξ,Gξ〉| ≤ Ck+n(1 + k/N)κn+k+1‖(N+ + 1)1/2ξ‖2 (2.97)
Let us now consider the case `1 = `2 = 0. With (2.72) in Lemma 2.4.1, we can write
〈ξ,Gξ〉 =
∑
p∈Λ∗+
p2ηp〈(N++1)1/2ξ,E1(p,−p)〉+
∑
p∈Λ∗+
p2ηp〈(N++1)1/2ξ,E2apa−pξ〉 (2.98)
where the first term can be bounded by∣∣∣∣∣∣
∑
p∈Λ∗+
p2ηp〈(N+ + 1)1/2ξ,E1(p,−p)〉
∣∣∣∣∣∣ ≤
∑
p∈Λ∗+
p2ηp‖(N+ + 1)1/2ξ‖‖E1(p,−p)‖
≤ Cn+kkN−1κn+k+1‖(N+ + 1)1/2ξ‖
∑
p∈Λ∗+
p−2‖apξ‖
≤ Cn+kkN−1κn+k+1‖(N+ + 1)1/2ξ‖2
As for the second term on the r.h.s. of (2.98), we use the relation (2.58) to replace
p2ηp = −κ
2
V̂ (p/N)− κ
2N
∑
q∈Λ∗
V̂ ((p−q)/N)ηq+N3λ`χ̂`(p)+N2λ`
∑
q∈Λ∗
χ̂`(p−q)ηq (2.99)
To bound the contribution proportional to κV̂ (p/N), we switch to position space. We
find , for ξ ∈ F≤N+ ,∣∣∣κ ∑
p∈Λ∗+
V̂ (p/N)〈(N+ + 1)1/2ξ, E2apa−pξ〉
∣∣∣
=
∣∣∣∣κ∫
Λ×Λ
dxdyN3V (N(x− y))〈E∗2(N+ + 1)1/2ξ, aˇxaˇyξ〉
∣∣∣∣
≤ κ
∫
Λ×Λ
dxdyN3V (N(x− y))‖E∗2(N+ + 1)1/2ξ‖‖aˇxaˇyξ‖
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Since we are excluding the term with (n, k) = (0, 0), we have either k1 > 0 or k2 > 0 or
at least one of the Λ-operators has the form (2.95); this allows us to apply the bound
(2.74). We obtain∣∣∣∣∣∣κ
∑
p∈Λ∗+
V̂ (p/N)〈E∗2(N+ + 1)1/2ξ, apa−pξ〉
∣∣∣∣∣∣
≤ Cn+kκn+k+1
∫
Λ×Λ
dxdyN5/2V (N(x− y))‖(N+ + 1)1/2ξ‖‖aˇxaˇyξ‖
≤ Cn+kκn+k+1
[∫
Λ×Λ
dxdyN2V (N(x− y))‖aˇxaˇyξ‖2
]1/2
×
[∫
Λ×Λ
dxdyN3V (N(x− y))‖(N+ + 1)1/2ξ‖2
]1/2
≤ Cn+kκn+k+1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
The contribution of the other terms on the r.h.s. of (2.99) can be bounded similarly. We
conclude that, in the case `1 = `2 = 0,
|〈ξ,Gξ〉| ≤ Ck+n(1 + k/N)κn+k+1‖(N+ + 1)1/2ξ‖2
+ Ck+nκn+k+1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
(2.100)
Combining this bound with (2.97) we obtain from (2.93), for sufficiently small κ,∣∣∣ ∗∑
n,k
(−1)n+k
n!k!(n+ k + 1)
∑
p∈Λ∗+
p2ηp
〈
ξ,
[
ad
(n)
B(η)(bp)ad
(k)
B(η)(b−p) + h.c.
]
ξ
〉 ∣∣∣
≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
Together with (2.84), (2.86), (2.87), (2.92), we finally estimate (2.83) by
|〈ξ, E(K)N ξ〉| ≤ Cκ‖(N+ + 1)1/2ξ‖‖(K +N+ + 1)1/2ξ‖+ Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
Hence, for any δ > 0, we can find C > 0 such that
±E(K)N ≤ δ(K + VN ) + Cκ(N+ + 1)
as claimed.
Analysis of e−B(η)L˜(2)N eB(η)
With L˜(2)N as in (2.81), we write
e−B(η)L˜(2)N eB(η) = κ
∑
p∈Λ∗+
V̂ (p/N)ηp +
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
bpb−p + b∗pb
∗
−p
]
+ E(2)N (2.101)
In the next proposition, we estimate the error term E(2)N .
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Proposition 2.4.4. Let the assumptions of Proposition 2.3.2 be satisfied (in particular,
suppose κ ≥ 0 is small enough). Then, for every δ > 0, there exists a constant C > 0
such that, on F≤N+ ,
±E(2)N ≤ δVN + Cκ(N+ + 1)
Proof. Recall that
L˜(2)N = κ
∑
p∈Λ∗+
V̂ (p/N)
(
b∗pbp −
1
N
a∗pap
)
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)
(
bpb−p + b∗pb
∗
−p
)
(2.102)
The expectation of the conjugation of the first term can be estimated by∣∣∣∣∣∣κ
∑
p∈Λ∗+
V̂ (p/N)〈ξ, e−B(η)b∗pbpeB(η)ξ〉
∣∣∣∣∣∣ ≤ κ
∑
p∈Λ∗+
|V̂ (p/N)|〈ξ, e−B(η)b∗pbpeB(η)ξ〉
≤ Cκ〈ξ, e−B(η)N+eB(η)ξ〉
≤ Cκ‖(N+ + 1)1/2ξ‖2
(2.103)
The contribution proportional to −N−1a∗pap on the r.h.s. of (2.102) can be bounded
analogously. So, let us focus on the last sum on the r.h.s. of (2.102). According to
Lemma 2.2.4, we can expand
κ
∑
p∈Λ∗+
V̂ (p/N)e−B(η)bpb−peB(η)
=
∑
n,k≥0
(−1)k+n
k!n!
κ
∑
p∈Λ∗+
V̂ (p/N)ad(n)(bp)ad
(k)(b−p)
= κ
∑
p∈Λ∗+
V̂ (p/N)bpb−p − κ
∑
p∈Λ∗+
V̂ (p/N)bp[B(η), b−p]
+
∗∑
n,k
(−1)k+n
k!n!
κ
∑
p∈Λ∗+
V̂ (p/N)ad(n)(bp)ad
(k)(b−p)
(2.104)
where the sum
∑∗ runs over all pairs (n, k) 6= (0, 0), (0, 1). The first term on the r.h.s.
of (2.104) does not enter the definition (2.101) of the error term E(2)N . The second term
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on the r.h.s. of (2.104) is given by
−κ
∑
p∈Λ∗+
V̂ (p/N)bp [B(η), b−p]
=
N −N+
N
κ
∑
p∈Λ∗+
V̂ (p/N)ηpbbb
∗
p −
κ
N
∑
p,q∈Λ∗+
V̂ (p/N)ηqbpb
∗
qa
∗
−qa−p
=
(
N −N+
N
)2
κ
∑
p∈Λ∗+
V̂ (p/N)ηp +
N −N+
N
κ
∑
p∈Λ∗+
V̂ (p/N)ηp
(
b∗pbp −
3
N
a∗pap
)
− N −N+
N2
κ
∑
p,q∈Λ∗
V̂ (p/N)ηqa
∗
qa
∗
−qapa−p
(2.105)
To bound the expectation of the last term, we observe that∣∣∣∣∣∣ κN
∑
p,q∈Λ∗
V̂ (p/N)ηq〈ξ, a∗qa∗−qapa−pξ〉
∣∣∣∣∣∣ ≤ κN
∥∥∥ ∑
q∈Λ∗+
ηqaqa−qξ
∥∥∥∥∥∥ ∑
p∈Λ∗+
V̂ (p/N)apa−pξ
∥∥∥
(2.106)
On the one hand,∥∥∥ ∑
q∈Λ∗+
ηqaqa−qξ
∥∥∥ ≤ ∑
q∈Λ∗+
|ηq|‖aq(N+ + 1)1/2ξ‖
≤ Cκ‖(N+ + 1)ξ‖ ≤ CN1/2κ‖(N+ + 1)1/2ξ‖
On the other hand, switching to position space,
κ
∥∥∥ ∑
p∈Λ∗+
V̂ (p/N)apa−pξ
∥∥∥ ≤ κ∫
Λ×Λ
dxdyN3V (N(x− y))‖aˇxaˇyξ‖
≤ CN1/2
(
κ1/2‖V1/2N ξ‖+ Cκ‖(N+ + 1)1/2ξ‖
)
From (2.106), we find∣∣∣∣∣∣ κN
∑
p,q∈Λ∗
V̂ (p/N)ηq〈ξ, a∗qa∗−qapa−pξ〉
∣∣∣∣∣∣
≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
(2.107)
To control the first and second term on the r.h.s. of (2.105), we observe that
κ
N
∑
p∈Λ∗+
|V̂ (p/N)|ηp ≤ Cκ
2
N
∑
p∈Λ∗+
|V̂ (p/N)|
p2
≤ Cκ2
∑
q∈Λ∗+/N
1
N3
|V̂ (q)|
q2
≤ Cκ2
∫
R3
|V̂ (q)|
q2
dq ≤ Cκ2
(2.108)
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since the sum over the rescaled lattice N−1Λ∗+ can be interpreted as a Riemann sum.
Together with (2.107), this remark implies that∣∣∣−κ ∑
p∈Λ∗+
V̂ (p/N)〈ξ, bp[B(η), b−p]ξ〉 − κ
∑
p∈Λ∗+
V̂ (p/N)ηp
∣∣∣
≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
(2.109)
Let us now focus on the sum
∑∗ over all pairs (n, k) 6= (0, 0), (0, 1) on the r.h.s. of
(2.104). According to Lemma 2.2.4, the operator
κ
∑
p∈Λ∗+
V̂ (p/N)ad(n)(bp)ad
(k)(b−p) (2.110)
can be expanded as the sum of 2n+kn!k! terms having the form
I =κ
∑
p∈Λ∗+
V̂ (p/N)Λ1 . . .Λi1N
−k1Π(1)],[ (η
j1 , . . . , ηjk1 ; η`1p ϕα1p)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2p ϕ−α2p)
where i1, i2, k1, k2, `1, `2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈ N\{0}, αi = (−1)`i for i = 1, 2
and where each operator Λi,Λ
′
i is either a a factor (N−N+)/N , a factor (N−N+ +1)/N
or a Π(2)-operator of order h ∈ N\{0} having the form
N−h Π(2)],[ (η
z1 , . . . ηzh) (2.111)
with z1, . . . , zh ∈ N\{0}. To bound the expectation of an operator of the form I we
consider first the case `1 + `2 ≥ 1. Combining the bounds (2.68) (if `1 + `2 ≥ 2), (2.69)
(if (`1, `2) = (1, 0)) and (2.71) (if (`1, `2) = (0, 1)) from Lemma 2.4.1, we obtain
|〈ξ, Iξ〉| ≤ κ
∑
p∈Λ∗+
|V̂ (p/N)|‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2Λ1 . . .Λi1
×N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕp)Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2p ϕp)ξ‖
≤ Cn+kκn+k+1‖(N+ + 1)1/2ξ‖
×
∑
p∈Λ∗+
|V̂ (p/N)|
{
(1 + k/N)p−4‖(N+ + 1)1/2ξ‖
+ p−2‖apξ‖+N−1p−2‖(N+ + 1)1/2ξ‖
}
≤ Ck+n(1 + k/N)κn+k+1‖(N+ + 1)1/2ξ‖2
(2.112)
where we used again the bound (2.108). If instead `1 = `2 = 0, we use (2.72) to
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decompose
〈ξ, I ξ〉 = κ
∑
p∈Λ∗+
V̂ (p/N)〈(N+ + 1)1/2ξ,E1(p,−p)〉
+ κ
∑
p∈Λ∗+
V̂ (p/N)〈(N+ + 1)1/2ξ,E2apa−pξ〉
The r.h.s. of the last equation can be estimated exactly as we did with the r.h.s. of
(2.98). We obtain, similarly to (2.100), that for `1 = `2 = 0,
|〈ξ, Iξ〉| ≤ Ck+n(1 + k/N)κn+k+1‖(N+ + 1)1/2ξ‖2
+ Ck+nκn+k+1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖ .
Combining this bound with (2.112), we find from (2.110) that for sufficiently small κ,
∣∣∣ ∗∑
n,k
(−1)k+n
k!n!
κ
∑
p∈Λ∗+
V̂ (p/N)〈ξ, ad(n)(bp)ad(k)(b−p)ξ〉
∣∣∣
≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
Together with (2.103), (2.104) and (2.109), we conclude that
|〈ξ, E(2)N ξ〉| ≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
Hence, for every δ > 0 we can find a constant C > 0 such that
±E(2)N ≤ δVN + Cκ‖(N+ + 1)1/2ξ‖2
2.4.4 Analysis of G(3)N
From (2.48) and (2.63), we have
G(3)N =
κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)e−B(η)b∗p+qa
∗
−paqe
B(η) + h.c. (2.113)
In the next proposition, we show how to bound G(3)N .
Proposition 2.4.5. Let the assumptions of Proposition 2.3.2 be satisfied (in particular,
suppose κ ≥ 0 is small enough). Then, for every δ > 0 there exists C > 0 such that, on
F∗+,
±G(3)N ≤ δVN + Cκ(N+ + 1)
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Since some of the terms in G(3)N (and many terms in G(4)N , which will be analyzed in
the next subsection) have to be bounded with the potential energy operator, in the proof
of Prop. 2.4.5 (and in the proof of Prop. 2.4.7 in the next subsection) we will often need
to switch to position space. For this reason it is convenient to show a version of the
estimates in Lemma 2.4.1 stated in position space. The proof of the following Lemma
follows closely the proof of Lemma 5.2 in [20].
Lemma 2.4.6. Let ξ ∈ F≤N+ , β ∈ N, i1, i2, k1, k2, `1, `2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈
N\{0}, For every s = 1, . . . ,max{i1, i2}, let Λs,Λ′s be either a factor (N − N+)/N ,
(N −N+ + 1)/N or a Π(2)-operator of the form
N−hΠ(2)],[ (η
z1 , . . . , ηzh) (2.114)
for some h ∈ N\{0}, z1, . . . , zh ∈ N\{0} and ], [ ∈ {·, ∗}h. Suppose that the operators
Λ1 . . .Λi1N
−k1Π(1)],[ (η
j1 , . . . , ηjk1 ; ηˇ`1x )
Λ′1 . . .Λ
′
i2N
−k2Π(1)]′,[′(η
m1 , . . . , ηmk2 ; ηˇ`2y )
for some ] ∈ {·, ∗}k1 , [ ∈ {·, ∗}k1+1, ]′ ∈ {·, ∗}k2 , [′ ∈ {·, ∗}k2+1 appear in the expansion
of ad
(n)
B(η)(bˇx) and of ad
(k)
B(η)(bˇy) for some n, k ∈ N, as described in Lemma 2.2.3. Here
we use the notation ηˇ`1x for the function z → ηˇ`1(x − z), where ηˇ`1 denotes the Fourier
transform of the function η`1 defined on Λ∗+. Let
S = ‖(N+ + 1)β/2Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; ηˇ`2y )
× Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; ηˇ`1x )ξ‖
Then we have the following bounds. If `1, `2 ≥ 1,
S ≤ Cn+kκn+k‖(N+ + 1)(β+2)/2ξ‖ (2.115)
If `1 = 0 and `2 ≥ 1,
S ≤ Cn+kκn+k‖aˇx(N+ + 1)(β+1)/2ξ‖
If `1 ≥ 1 and `2 = 0,
S ≤ Cn+kκn+knN−1‖(N+ + 1)(β+2)/2ξ‖
+ Cn+kκn+k−`1µ`1 |ηˇ`1(x− y)|‖(N+ + 1)β/2ξ‖
+ Cn+kκn+k‖aˇy(N+ + 1)(β+1)/2ξ‖
(2.116)
where µ`1 = 1 if `1 is odd, while µ`1 = 0 if `1 is even. If `1 ≥ 1 and `2 = 0 and we
additionally assume that k1 > 0 or k2 > 0 or at least one of the Λ- or Λ
′-operators is a
Π(2)-operator of the form (2.114), we obtain the improved estimate
S ≤ Cn+kκn+knN−1‖(N+ + 1)(β+2)/2ξ‖
+ Cn+kκn+k−`1µ`1N
−1|ηˇ`1(x− y)|‖(N+ + 1)(β+2)/2ξ‖
+ Cn+kκn+k‖aˇy(N+ + 1)(β+1)/2ξ‖
(2.117)
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Finally, if `1 = `2 = 0,
S ≤ Cn+kκn+knN−1‖aˇx(N+ + 1)(β+1)/2ξ‖+ Cn+kκn+k‖aˇxaˇy(N+ + 1)β/2ξ‖
We are now ready to proceed with the proof of Prop. 2.4.5.
Proof of Prop. 2.4.5. We start by writing
e−B(η)a∗−paqe
B(η) = a∗−paq +
∫ 1
0
ds e−sB(η)[a∗−paq, B(η)]e
sB(η)
= a∗−paq +
∫ 1
0
e−sB(η)(ηqb∗−pb
∗
−q + ηpbqbp)e
sB(η)
With Lemma 2.2.4, we obtain
e−B(η)a∗−paqe
B(η)
= a∗−paq
+
∑
n,k≥0
(−1)n+k
n!k!(n+ k + 1)
[
ηqad
(n)
B(η)(b
∗
−p)ad
(k)
B(η)(b
∗
−q) + ηpad
(n)
B(η)(bq)ad
(k)
B(η)(bp)
]
From (2.113), we find
G(3)N =
∑
r≥0
(−1)r
r!
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)ad
(r)
B(η)(b
∗
p+q)a
∗
−paq
+
∑
n,k,r≥0
(−1)n+k+r
n!k!r!(nk + 1)
× κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηq ad
(r)
B(η)(b
∗
p+q)ad
(n)
B(η)(b
∗
−p)ad
(k)
B(η)(b
∗
−q)
+
∑
n,k,r≥0
(−1)n+k+r
n!k!r!(n+ k + 1)
× κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηp ad
(r)
B(η)(b
∗
p+q)ad
(n)
B(η)(bp)ad
(k)
B(η)(bq)
+ h.c.
(2.118)
We start by analyzing the last sum on the r.h.s. of (2.118). From Lemma 2.2.3, each
operator
κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηp ad
(r)
B(η)(b
∗
p+q)ad
(n)
B(η)(bp)ad
(k)
B(η)(bq) (2.119)
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can be expanded in the sum of 2n+k+rn!k!r! terms having the form
L =
κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηp Π
(1)
],[ (η
j1 , . . . , ηjk1 ; η`1p+qϕα1(p+q))
∗Λ∗i1 . . .Λ
∗
i1
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2p ϕα2p)
× Λ′′1 . . .Λ′′i3N−k3Π
(1)
]′′,[′′(η
s1 , . . . , ηsk3 ; η`3ϕα3q)
(2.120)
where i1, i2, i3, k1, k2, k3, `1, `2, `3 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 , s1, . . . , sk3 ∈ N\{0}, αi =
(−1)`i for i = 1, 2 and where each operator Λi,Λ′i,Λ′′i is either a factor (N −N+)/N , a
factor (N + 1−N+)/N or a Π(2)-operator of the form
N−hΠ(2)],[ (η
z1 , . . . , ηzs)
for some h, z1 . . . , zh ∈ N\{0}. The expectation of (2.120) can be bounded by
|〈ξ,Lξ〉| ≤ κ√
N
∑
p,q∈Λ∗+:
p6=−q
|V̂ (p/N)||ηp|‖Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p+qϕα1(p+q))ξ‖
× ‖Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2p ϕα2p)
× Λ′′1 . . .Λ′′i3N−k3Π
(1)
]′′,[′′(η
s1 , . . . , ηsk3 ; η`3ϕα3q)ξ‖
Combining the bounds (2.66) (if `1 ≥ 1) and (2.67) (if `1 = 0) on the one hand, and the
bounds (2.68) (if `2, `3 ≥ 1), (2.69) (if `2 ≥ 1 and `3 = 0), (2.70) (if `2 = 0 and `3 ≥ 1)
and (2.72) (if `1 = `2 = 0) on the other hand, we conclude that
|〈ξ,Lξ〉| ≤ Cn+k+rκn+k+r+2
× 1√
N
∑
p,q∈Λ∗+:
p 6=−q
1
p2
{ 1
(p+ q)2
‖(N+ + 1)1/2ξ‖+ ‖ap+qξ‖
}
×
{(1 + r/N)
p2q2
‖(N+ + 1)ξ‖+ (1 + r/N)
p2
‖aq(N+ + 1)1/2ξ‖
+
1
q2
‖ap(N+ + 1)1/2ξ‖+ ‖apaqξ‖
}
≤ Cn+k+r(1 + r/N)κn+k+r+2‖(N+ + 1)1/2ξ‖2
From (2.119), we obtain that the expectation of the last sum on the r.h.s. of (2.118) is
bounded by∣∣∣ ∑
n,k,r≥0
(−1)n+k+r
n!k!r!(n+ k + 1)
× κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηp 〈ξ, ad(r)B(η)(b∗p+q)ad
(n)
B(η)(bp)ad
(k)
B(η)(bq)ξ〉
∣∣∣
≤ Cκ2‖(N+ + 1)1/2ξ‖2
(2.121)
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Next, we consider the second sum on the r.h.s. of (2.118) (we take the hermitian
conjugated operator). To bound the expectation of this term, we will need to use the
potential energy operator. For this reason, it is convenient to switch to position space.
We find
κ√
N
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηq ad
(r)
B(η)(b−q)ad
(n)
B(η)(b−p)ad
(k)
B(η)(bp+q)
= κ
∫
Λ×Λ
dxdy N5/2V (N(x− y))ad(r)B(η)(b(ηˇ1+`1x )ad
(n)
B(η)(bˇy)ad
(k)
B(η)(bˇx)
(2.122)
where we used the notation ηˇs to indicate the Fourier transform of the sequence Λ∗ 3
p→ ηsp, and ηˇsx denotes the function (or the distribution, if s = 0) z → ηˇsx(z) = ηˇs(z−x).
With Lemma 2.2.3, the r.h.s. of (2.122) can be written as the sum of 2n+k+rn!k!r! terms,
all having the form
M = κ
∫
Λ×Λ
dxdy N5/2V (N(x− y)) Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; ηˇ1+`1x )
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; ηˇ`2y )
× Λ′′1 . . .Λ
′′
i3N
−k3Π(1)
]′′ ,[′′
(ηs1 , . . . , ηsk3 ; ηˇ`3x )
(2.123)
where i1, i2, i3, k1, k2, k3, `1, `2, `3 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 , s1, . . . , sk3 ∈ N\{0} and
where each operator Λi,Λ
′
i,Λ
′′
i is either a factor (N −N+)/N , a factor (N + 1−N+)/N
or a Π(2)-operator of the form
N−hΠ(2)],[ (η
z1 , . . . , ηzh) (2.124)
for some h, z1, . . . , zh ∈ N\{0}. To bound the expectation of (2.123), we first assume
that (n, k) 6= (0, 1). Under this condition, we bound
|〈ξ,Mξ〉| ≤ κ
∫
Λ×Λ
dxdy N5/2V (N(x− y))‖N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; ηˇ`1+1x )∗Λ∗i1 . . .Λ∗1ξ‖
×
∥∥∥Λ′1 . . .Λ′i2N−k2Π(1)]′,[′(ηm1 , . . . , ηmk2 ; ηˇ`2y )
× Λ′′1 . . .Λ
′′
i3N
−k3Π(1)
]′′ ,[′′
(ηs1 , . . . , ηsk3 ; ηˇ`3x )ξ
∥∥∥
(2.125)
With Lemma 2.4.6, we estimate
‖N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; ηˇ`1+1x )∗Λ∗i1 . . .Λ∗1ξ‖ ≤ Crκr+1‖(N+ + 1)1/2ξ‖ (2.126)
Considering separately all possible choices for the parameters `2, `3, Lemma 2.4.6 also
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implies that∥∥∥Λ′1 . . .Λ′i2N−k2Π(1)]′,[′(ηm1 , . . . , ηmk2 ; ηˇ`2y )Λ′′1 . . .Λ′′i3N−k3Π(1)]′′ ,[′′ (ηs1 , . . . , ηsk3 ; ηˇ`3x )ξ∥∥∥
≤ Cn+kκn+k
{
(1 + k/N)‖(N+ + 1)ξ‖+ (1 + k/N)‖aˇx(N+ + 1)1/2ξ‖
+ ‖aˇy(N+ + 1)1/2ξ‖+ ‖aˇxaˇyξ‖
}
(2.127)
When dealing with the choice (`2, `3) = (0, 1), we used here the exclusion of the pair
(n, k) = (0, 1), which implies that n + k ≥ 1 (because n ≥ `2, k ≥ `3) and therefore
that either k2 > 0 or k3 > 0 or that at least one of the Λ
′- or of the Λ′′-operators is a
Π(2)-operator of the form (2.124); this observation allowed us to use the bound (2.117),
which together with |ηˇ(x − y)| ≤ CN‖V ‖1, led us to (2.127). Inserting (2.126) and
(2.127) in (2.125), we arrive at
|〈ξ,Mξ〉| ≤ Cn+k+r(1 + k/N)κn+k+r+2‖(N+ + 1)1/2ξ‖
∫
Λ×Λ
dxdy N5/2V (N(x− y))
×
{
‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)1/2‖+ ‖aˇy(N+ + 1)1/2ξ‖+ ‖aˇxaˇyξ‖
}
≤ Cn+k+r(1 + k/N)κn+k+r+2‖(N+ + 1)1/2ξ‖2
+ Cn+k+r(1 + k/N)κn+k+r+3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
(2.128)
Finally, let us consider the expectation of (2.123) in the case (n, k) = (0, 1). In
fact, we can further restrict our attention to the choice (`2, `3) = (0, 1), because for
all other choices of (`2, `3), the bound (2.127) remains true even if (n, k) = (0, 1). If
(`2, `3) = (n, k) = (0, 1), by Lemma 2.2.3, part iii) and iv), the operator (2.123) has the
form
M = κ
∫
Λ×Λ
dxdy N5/2V (N(x− y))
× Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 , ηˇ1+`1x )bˇy
(N −N+)
N
b∗(ηˇx)
= κ
∫
Λ×Λ
dxdy N5/2V (N(x− y))
× Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 , ηˇ1+`1x )a∗(ηˇx)
(N + 1−N+)
N
aˇy
+ κ
∫
Λ×Λ
dxdy N5/2V (N(x− y))
× Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 , ηˇ1+`1x )
(N + 1−N+)
N
(N −N+)
N
ηˇ(x− y)
=: M1 + M2
(2.129)
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The expectation of the first term can be bounded by
|〈ξ,M1ξ〉| ≤ Crκr+2
∫
Λ×Λ
dxdy N5/2V (N(x− y))‖(N+ + 1)1/2ξ‖‖aˇy(N+ + 1)1/2ξ‖
≤ Crκr+2‖(N+ + 1)1/2ξ‖2
(2.130)
As for the second term on the r.h.s. of (2.129), its expectation vanishes on vectors
ξ ∈ F≤N+ (because of the orthogonality to the constant orbital ϕ0).
Combining (2.128) with (2.129) and (2.130), and summing over all n, k, r ∈ N, we
conclude that, if ‖V ‖1 is small enough, the expectation of the second sum on the r.h.s.
of (2.118) is bounded by∣∣∣ ∑
n,k,r≥0
(−1)n+k+r
n!k!r!(n+ k + 1)
κ√
N
×
∑
p,q∈Λ∗+,p+q 6=0
V̂ (p/N)ηq 〈ξ, ad(r)B(η)(b∗p+q)ad
(n)
B(η)(b
∗
−p)ad
(k)
B(η)(b
∗
−q)ξ〉
∣∣∣
≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
(2.131)
Finally, we consider the first sum on the r.h.s. of (2.118). From Lemma 2.2.3, each
operator
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)ad
(r)
B(η)(b
∗
p+q)a
∗
−paq (2.132)
can be written as the sum of 2rr! terms having the form
P =
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)N−k1Π(1)],[ (η
j1 , . . . , ηjk1 ; η`1p+qϕα1(p+q))
∗Λ∗i1 . . .Λ
∗
1a
∗
−paq
(2.133)
for i1, k1, `1 ∈ N, j1, . . . , jk1 ∈ N\{0}, α1 = 1 if `1 is even, α1 = −1 if `1 is odd. To
bound the expectation of P we distinguish three cases.
If `1 ≥ 2, we bound (proceeding as in Lemma 2.4.1)
|〈ξ,Pξ〉| ≤ Cκ√
N
∑
p,q∈Λ∗+:p 6=−q
|ηp+q|`1 ‖a−pΛ1..Λi1N−k1Π(1)(ηj1 , . . . , ηjk1 ;ϕα1(p+q))ξ‖‖aqξ‖
≤ Crκr+1
∑
p,q∈Λ∗+:p 6=−q
1
(p+ q)4
{
‖a−pξ‖+ r
Np2
‖(N+ + 1)1/2ξ‖
}
‖aqξ‖
≤ Cr(1 + r/N)κr+1‖(N+ + 1)1/2ξ‖2
If `1 = 1, we commute the operator a−(p+q) (or the b−(p+q) operator) appearing in
the Π(1)-operator in (2.133) to the right, and the operator a∗−p to the left (it is important
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to note that [a−(p+q), a∗−p] = 0 since q 6= 0). We find
|〈ξ,Pξ〉| ≤ C
rκr+1√
N
∑
p,q∈Λ∗+:p 6=−q
|V̂ (p/N)| 1
(p+ q)2
{ r
Np2
‖(N+ + 1)ξ‖‖aqξ‖
+
1
N(p+ q)2
‖a−p(N+ + 1)1/2ξ‖‖aqξ‖+ ‖a−pξ‖‖a−(p+q)aqξ‖
}
≤ Crκr+1‖(N+ + 1)1/2ξ‖2
Finally, if `1 = 0 we only commute a
∗−p to the left. We find (similarly as in
Lemma 2.4.1)
|〈ξ,Pξ〉| ≤
∣∣∣∣∣∣ κ√N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)〈R ap+qa−pξ, aqξ〉
∣∣∣∣∣∣
+
Crrκr+1
N
∑
p,q∈Λ∗+:p 6=−q
|V̂ (p/N)|
p2
‖ap+qξ‖‖aqξ‖
(2.134)
for an operator R with ‖Rξ‖ ≤ Crκr. To bound the first term, we switch to position
space. We find, similarly to (2.108),
|〈ξ,Pξ〉| ≤ κ
∫
Λ×Λ
dxdy N5/2V (N(x− y))‖R aˇxaˇyξ‖‖aˇxξ‖
+
Crrκr+1
N
∑
p,q∈Λ∗+:p 6=−q
|V̂ (p/N)|
p2
‖ap+qξ‖‖aqξ‖
≤ Crκr+1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖+ Crrκr+1‖(N+ + 1)1/2ξ‖2
From (2.132), summing over all r ∈ N, we conclude that the expectation of the first sum
on the r.h.s. of (2.118) is bounded, if ‖V ‖1 is small enough, by∣∣∣∑
r≥0
(−1)r
r!
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/n)〈ξ, ad(r)B(η)(b∗p+q)a∗−paqξ〉
∣∣∣
≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
From (2.118), (2.121), (2.131) and the last equation, it follows that for every δ > 0 there
exists C > 0 such that
±G(3)N ≤ δVN + Cκ(N+ + 1)
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2.4.5 Analysis of G(4)N
With L(4)N as defined in (2.48), we write
G(4)N = e−B(η)L(4)N eB(η)
= VN + κ
2N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+rηq
+
κ
2N
∑
q,r∈Λ∗+:r 6=−q
V̂ (r/N) ηq+r
(
bqb−q + b∗qb
∗
−q
)
+ E(4)N
(2.135)
In the next proposition, we estimate the error term E(4)N .
Proposition 2.4.7. Let the assumptions of Proposition 2.3.2 be satisfied (in particular,
suppose κ ≥ 0 is small enough). Then, for every δ > 0 there exists C > 0 such that, on
F∗+,
±E(4)N ≤ δVN + Cκ(N+ + 1)
Proof. We have
e−B(η)L(4)N eB(η)
=
κ
2N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p,q
V̂ (r/N)e−B(η)a∗pa
∗
qaq−rap+re
B(η)
= VN + κ
2N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p,q
V̂ (r/N)
∫ 1
0
ds e−sB(η)
[
a∗pa
∗
qaq−rap+r, B(η)
]
esB(η)
= VN + κ
2N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+r
∫ 1
0
ds
(
e−sB(η)b∗qb
∗
−qe
sB(η) + h.c.
)
+
κ
N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=p,−q
V̂ (r/N)ηq+r
∫ 1
0
ds
(
e−sB(η)b∗p+rb
∗
qa
∗
−q−rape
sB(η) + h.c.
)
(2.136)
Now we observe that
e−sB(η)a∗−q−rape
sB(η) = a∗−q−rap +
∫ s
0
dτ e−τB(η)
[
a∗−q−rap, B(η)
]
e−τB(η)
= a∗−q−rap +
∫ s
0
dτ e−τB(η)
(
ηpb
∗
−pb
∗
−q−r + ηq+rbpbq+r
)
e−τB(η)
Inserting in (2.136) and using Lemma 2.2.4, we obtain
e−B(η)L(4)N eB(η) − VN = W1 + W2 + W3 + W4
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where we defined
W1 =
∞∑
n,k=0
(−1)n+k
n!k!(n+ k + 1)
× κ
2N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+r
(
ad
(n)
B(η)(bq)ad
(k)
B(η)(b−q) + h.c.
)
W2 =
∞∑
n,k=0
(−1)n+k
n!k!(n+ k + 1)
× κ
N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=p,−q
V̂ (r/N)ηq+r
(
ad
(n)
B(η)(b
∗
p+r)ad
(k)
B(η)(b
∗
q)a
∗
−q−rap + h.c.
)
(2.137)
and
W3 =
∞∑
n,k,i,j=0
(−1)n+k+i+j
n!k!i!j!(i+ j + 1)(n+ k + i+ j + 2)
κ
N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p−q
V̂ (r/N)ηq+rηp
×
(
ad
(n)
B(η)(b
∗
p+r)ad
(k)
B(η)(b
∗
q)ad
(i)
B(η)(b
∗
−p)ad
(j)
B(η)(b
∗
−q−r) + h.c.
)
W4 =
∞∑
n,k,i,j=0
(−1)n+k+i+j
n!k!i!j!(i+ j + 1)(n+ k + i+ j + 2)
× κ
N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p−q
V̂ (r/N)η2q+r
×
(
ad
(n)
B(η)(b
∗
p+r)ad
(k)
B(η)(b
∗
q)ad
(i)
B(η)(bp)ad
(j)
B(η)(bq+r) + h.c.
)
(2.138)
We consider, first of all, the expectation of the term W2. Since we will need the potential
energy operator to bound this term, it is convenient to switch to position space. On
F≤N+ , we find
W2 =
∞∑
n,k=0
(−1)n+k
n!k!(n+ k + 1)
× κ
∫
Λ×Λ
dxdyN2V (N(x− y))
(
ad
(n)
B(η)(bˇ
∗
x)ad
(k)
B(η)(bˇ
∗
y)a
∗(ηˇx)aˇy + h.c.
) (2.139)
with the notation ηˇx(z) = ηˇ(x− z). With Cauchy-Schwarz, we find∣∣∣κ∫
Λ×Λ
dxdy N2V (N(x− y))〈ξ, ad(n)B(η)(bˇ∗x)ad
(k)
B(η)(bˇ
∗
y)a
∗(ηˇx)aˇyξ〉
∣∣∣
≤ κ
∫
Λ×Λ
dxdy N2V (N(x− y))
× ‖(N+ + 1)1/2ad(k)B(η)(bˇy)ad
(n)
B(η)(bˇx)ξ‖‖(N+ + 1)−1/2a∗(ηˇx)aˇyξ‖
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We bound
‖(N+ + 1)−1/2a∗(ηˇx)aˇyξ‖ ≤ Cκ‖aˇyξ‖
With Lemma 2.2.3, we estimate ‖(N+ + 1)1/2ad(k)B(η)(bˇy)ad
(n)
B(η)(bˇx)ξ‖ by the sum of
2n+kn!k! terms of the form
T =
∥∥∥(N+ + 1)1/2Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; ηˇ`1y )
×Λ′1 . . .Λ′i2N−k2Π
(1)
],[ (η
m1 , . . . , ηmk2 ; ηˇ`2x )ξ
∥∥∥ (2.140)
with i1, i2, k1, k2, `1, `2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 0 and where each Λi and Λ′i op-
erator is either a factor (N − N+)/N , (N − N+ + 1)/N or a Π(2)-operator (here ηˇ`1
indicates the function with Fourier coefficients given by η`1p , for all p ∈ Λ∗+).
With Lemma 2.4.6, we find
T ≤ (n+ 1)Ck+nκk+n
{
‖(N+ + 1)3/2ξ‖+ ‖aˇy(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)ξ‖
+N‖(N+ + 1)1/2ξ‖+
√
N‖aˇxaˇyξ‖
} (2.141)
For ξ ∈ F≤N+ , we obtain∣∣∣∣κ∫
Λ×Λ
dxdyN2V (N(x− y))〈ξ, ad(n)B(η)(bˇ∗x)ad
(k)
B(η)(bˇ
∗
y)a
∗(ηˇx)aˇyξ〉
∣∣∣∣
≤ (n+ 1)!k!Cn+kκn+k+2
∫
Λ×Λ
dxdy N2V (N(x− y))‖ayξ‖
×
{
N‖(N+ + 1)1/2ξ‖+N‖aˇxξ‖+N‖aˇyξ‖+N1/2‖aˇxaˇyξ‖
}
≤ (n+ 1)!k!Cn+kκn+k+3/2‖(N+ + 1)1/2ξ‖‖(VN +N+ + 1)1/2ξ‖
and therefore, if κ is small enough,
|〈ξ,W2ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖ . (2.142)
Next, let us consider the term W3, defined in (2.138). As above, we switch to position
space. We find
W3 =
∞∑
n,k,i,j=0
(−1)n+k+i+j
n!k!i!j!(i+ j + 1)(n+ k + i+ j + 2)
× κ
∫
dxdy N2V (N(x− y))
×
(
ad(n)(bˇ∗x)ad
(k)
B(η)(bˇ
∗
y)ad
(i)
B(η)(b
∗(ηˇx))ad
(j)
B(η)(b
∗(ηˇy)) + h.c.
)
(2.143)
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With Cauchy-Schwarz, we have∣∣∣∣κ∫ dxdyN2V (N(x− y))〈ξ, ad(n)B(η)(bˇ∗x)ad(k)B(η)(bˇ∗y)ad(i)B(η)(bˇ∗(ηˇx))ad(j)B(η)(bˇ(ηˇy))ξ〉∣∣∣∣
≤ κ
∫
dxdy N2V (N(x− y)) ‖(N+ + 1)1/2ad(k)B(η)(bˇy)ad
(n)
B(η)(bˇx)ξ‖
× ‖(N+ + 1)−1/2ad(i)B(η)(b(ηˇx))ad(j)(b(ηˇy))ξ‖
Expanding ad
(i)
B(ηt)
(b(ηˇx))ad
(j)(b(ηˇy)) as in Lemma 2.2.3 and using Lemma 2.4.6 (with `1
and `2 replaced by `1 + 1 and `2 + 1, so that we can always use the inequality (2.115)),
we obtain
‖(N+ + 1)−1/2ad(i)B(η)(b(ηˇx))ad(j)(b(ηˇy))ξ‖ ≤ i!j!Ci+jκi+j+2‖(N+ + 1)1/2ξ‖ (2.144)
As for the norm ‖(N+ + 1)1/2ad(k)B(η)(bˇy)ad
(n)
B(η)(bˇx)ξ‖, we can estimate by the sum of
2n+kn!k! contributions of the form (2.140). With (2.141), we conclude that, if κ is small
enough,
|〈ξ,W3ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖ (2.145)
The term W4 in (2.138) can be bounded similarly. First, we switch to position space.
We find
W4 =
∞∑
n,k,i,j=0
(−1)n+k+i+j
n!k!i!j!(i+ j + 1)(n+ k + i+ j + 2)
× κ
∫
dxdy N2V (N(x− y))
(
ad(n)(bˇx)ad
(k)(bˇy)ad
(i)(b(ηˇ2x))ad
(j)(bˇy) + h.c.
)
(2.146)
The expectation of the operators on the r.h.s. of (2.146) can be bounded similarly as we
did for the operators on the r.h.s. of (2.143). The only difference is the fact that now
we have to replace the estimate (2.144) with
‖(N+ + 1)−1/2ad(i)(b(ηˇ2x))ad(j)(bˇy)ξ‖ ≤ i!j!Ci+jκi+j+2
[
‖(N+ + 1)1/2ξ‖+ ‖ayξ‖
]
We arrive at
|〈ξ,W4ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖ (2.147)
Finally, we consider the term W1 in (2.137). Here, we separate contributions with
(n, k) = (0, 0), (0, 1) by writing:
W1 =
κ
2N
∑
qΛ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+q(bqb−q + h.c.)
− κ
4N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+r (bq [B(η), b−q] + h.c.) + W˜1
(2.148)
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where
W˜1 =
∗∑
n,k
(−1)n+k
n!k!(n+ k + 1)
κ
2N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+r
(
ad
(n)
B(η)(bq)ad
(k)
B(η)(b−q) + h.c.
)
(2.149)
and where the sum
∑∗
n,k runs over all pairs (n, k) 6= (0, 0), (0, 1).
The first term on the r.h.s. of (2.148) does not enter the definition (2.135) of the
error term E(4)N . We do not have to estimate it. As for the second term on the r.h.s. of
(2.148), we compute the commutator
[B(η), b−q] = −ηq(1−N+/N)b∗q +
1
N
∑
m∈Λ∗+
ηmb
∗
ma
∗
−ma−q
Hence
κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qbq [B(η), b−q]
= − κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηqbqb
∗
q
(
1− N+ + 1
N
)
+
κ
N2
∑
q,m∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηmbqb
∗
ma
∗
−ma−q
and therefore
κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qbq [B(η), b−q]
= − κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηq
(
1− N+
N
)(
1− N+ + 1
N
)
+
2κ
N2
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηqa
∗
qaq
(
1− N+ + 1
N
)
+
κ
N3
∑
q,m∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηma
∗
ma
∗
−maqa−q
We conclude that
κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qbq [B(η), b−q] +
κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηq
= T1 + T2 + T3
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with
T1 =
κ
N2
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηq(2N+ + 1 +N+/N +N 2+/N)
T2 =
2κ
N2
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηqa
∗
qaq
(
1− N+ + 1
N
)
T3 =
κ
N3
∑
q,m∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηma
∗
ma
∗
−maqa−q
Since
κ
N2
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)
1
(r + q)2q2
≤ C <∞ (2.150)
uniformly in N , we easily find
|〈ξ,T1ξ〉| ≤ Cκ‖(N+ + 1)1/2ξ‖2
Furthermore,
|〈ξ,T2ξ〉| ≤ 2κ
3
N2
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
|V̂ (r/N)| 1
(r + q)2q2
‖aqξ‖2 ≤ CN−1κ3‖(N+ + 1)1/2ξ‖2
Finally, we consider the term T3. To this end, we switch to position space. We find
T3 =
κ
N3
∑
q,m∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηr+qηma
∗
ma
∗
−maqa−q
= κ
∫
Λ×Λ
dxdy V (N(x− y))ηˇ(x− y)Baˇxaˇy
where B =
∑
m∈Λ∗+ ηma
∗
ma
∗−m. Since ‖B∗ξ‖ ≤ Cκ‖(N+ + 1)ξ‖, we obtain
|〈ξ,T3ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖
∫
Λ×Λ
dxdy N1/2V (N(x− y))|ηˇ(x− y)|‖aˇxaˇyξ‖
≤ Cκ2‖(N+ + 1)1/2ξ‖
∫
Λ×Λ
N3/2V (N(x− y))‖axayξ‖
≤ CN−1κ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
Let us now focus on the expectation of (2.149). According to Lemma 2.2.3, the
operator
κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+rad
(n)(bq)ad
(k)(b−q)
can be written as the sum of 2n+kn!k! terms having the form
X =
κ
N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+rΛ1 . . .Λi1N
−k1Π(1)],[ (η
j1 , . . . , ηjk1 ; η`1q ϕα1q)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
m1 , . . . , ηmk2 ; η`2q ϕ−α2q)
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where i1, i2, k1, k2, `1, `2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈ N\{0}, αi = 1 if `i is even and
αi = −1 if `i is odd. To bound the expectation of the operator X, we distinguish two
cases.
If `1 + `2 ≥ 1, we use Lemma 2.4.1 to estimate
|〈ξ,Xξ〉| ≤ Cn+kκn+k+2‖(N+ + 1)1/2ξ‖N−1
∑
q,r∈Λ∗+:r 6=−q
|V̂ (r/N)|
(q + r)2
×
{
1
q4
(1 + k/N)‖(N+ + 1)1/2ξ‖+ 1
q2
‖aqξ‖+ 1
Nq2
‖(N+ + 1)1/2ξ‖
}
Here we used the fact that we excluded the pairs (n, k) = (0, 0), (0, 1) to make sure that,
if `1 = 0 and `2 = 1, then either k1 > 0 or k2 > 0 or at least one of the operators Λ or
Λ′ has to be a Π(2)-operator. From (2.150) and from the similar bound
sup
q
1
N
∑
r
|V̂ (r/N)| 1
(q + r)2
≤ C <∞
uniformly in N , we conclude that, for `1 + `2 ≥ 1,
|〈ξ,Xξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 (2.151)
For `1 = `2 = 0, we use Lemma 2.4.1 to write
X =
κ
N
∑
q∈Λ∗+,r∈Λ∗
V̂ (r/N)ηq+r [Aq +Baqa−q] =: X1 + X2
where
|〈ξ,Aqξ〉| ≤ Cn+kκn+k k
Nq2
‖(N+ + 1)1/2ξ‖2
and (since we excluded the term with (n, k) = (0, 0))
‖B∗ξ‖ ≤ Cn+kN−1κn+k‖(N+ + 1)ξ‖
We immediately obtain that
|〈ξ,X1ξ〉| ≤ C
n+kκn+k+2
N2
∑
q∈Λ∗+,r∈Λ∗
V̂ (r/N)
1
(q + r)2q2
‖(N+ + 1)1/2ξ‖2
≤ Cn+kκn+k+2‖(N+ + 1)1/2ξ‖2
and, switching to position space,
|〈ξ,X2ξ〉| =
∣∣∣κ∫
Λ×Λ
dxdy N2V (N(x− y))η(x− y)〈B∗ξ, aˇxaˇyξ〉
∣∣∣
≤ κ
∫
Λ×Λ
dxdyN2V (N(x− y))|η(x− y)|‖aˇxaˇyξ‖‖B∗ξ‖
≤ Cκn+k+2‖(N+ + 1)1/2ξ‖
∫
Λ×Λ
dxdyN5/2V (N(x− y))‖aˇxaˇyξ‖
≤ Cκn+k+3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
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Combining the last two bounds with (2.151), and then summing over all n, k, we find
|〈ξ, W˜1ξ〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
With (2.137), (2.138), (2.142), (2.145), (2.147), we conclude the proof of the proposition.
2.4.6 Proof of Proposition 2.3.2
Combining the results of Prop. 2.4.2, Prop. 2.4.3, Prop. 2.4.4, Prop. 2.4.5 and Prop.
2.4.7, we conclude that the excitation Hamiltonian GN defined in (2.59) is such that
GN = (N − 1)
2
κV̂ (0) +
∑
p∈Λ∗+
ηp
p2ηp + κV̂ (p/N) + κ
2N
∑
r∈Λ∗:r 6=−p
V̂ (r/N)ηp+r

+
∑
p∈Λ∗+
p2ηp + κV̂ (p/N)
2
+
κ
2N
∑
r∈Λ∗:r 6=−q
V̂ (r/N)ηp+r
 [bpb−p + b∗pb∗−p]
+K + VN + EN
where the operator EN is such that, for all δ > 0 there exists C > 0 with
±EN ≤ δ(K + VN ) + Cκ(N+ + 1)
With (2.58), we obtain
GN = (N − 1)
2
κV̂ (0) +
κ
2
∑
p∈Λ∗+
V̂ (p/N)ηp +K + VN + EN
+
∑
p∈Λ∗+
ηp
−κV̂ (p/N)η0
2N
+ λ`N
3χ̂`(p) + λ`N
2
∑
q∈Λ∗
χ̂`(p− q)ηq

+
∑
p∈Λ∗+
N3λ`χ̂`(p) +N2λ` ∑
q∈Λ∗
χ̂`(p− q)ηq − κ
2N
V̂ (p/N)η0
 (bpb−p + b∗pb∗−p)
(2.152)
With the definition (2.54) and with the estimate (2.56) we find that∣∣∣∣∣∣(N − 1)2 κV̂ (0) + κ2
∑
p∈Λ∗+
V̂ (p/N)ηp − Nκ
2
∫
N3V (Nx)f`(Nx)dx
∣∣∣∣∣∣ ≤ Cκ
With the approximate identity (2.52), we conclude that∣∣∣∣∣∣(N − 1)2 κV̂ (0) + κ2
∑
p∈Λ∗+
V̂ (p/N)ηp − 4pia0N
∣∣∣∣∣∣ ≤ Cκ .
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As for the terms on the second line on the r.h.s. of (2.152), they are all at most of
order one. The first term can be estimated with (2.56) by∣∣∣ κ
N
∑
p∈Λ∗+
V̂ (p/N)ηpη0
∣∣∣ ≤ Cκ3
N
∑
p∈Λ∗+
V̂ (p/N)
p2
≤ Cκ3
similarly to (2.108). The second term can be controlled using Lemma 2.3.1, part i),
which implies that λ`N
3 ≤ Cκ. We find
N3λ`
∑
p∈Λ∗+
χ̂`(p)ηp ≤ Cκ‖χ`‖‖η‖ ≤ Cκ2
As for the third term, we use again the bound N3λ` ≤ Cκ to estimate∣∣∣λ`N2 ∑
p∈Λ∗+,q∈Λ∗
χ̂`(p− q)ηqηp
∣∣∣ ≤ CN−1κ‖η‖2 ≤ CN−1κ3
Next, we bound the expectation of the operator on the last line on the r.h.s. of
(2.152). The first contribution can be estimated by∣∣∣N3λ` ∑
p∈Λ∗+
χ̂`(p)〈ξ, bpb−pξ〉
∣∣∣ ≤ Cκ‖(N+ + 1)1/2ξ‖ ∑
p∈Λ∗+
|χ̂`(p)‖a−pξ‖
≤ Cκ‖χ`‖‖(N+ + 1)1/2ξ‖2 ≤ Cκ‖(N+ + 1)1/2ξ‖2
Similarly,∣∣∣N2λ` ∑
p∈Λ∗+,q∈Λ∗
χ̂`(p− q)ηq〈ξ, bpb−pξ〉
∣∣∣ ≤ CN−1κ‖χ̂` ∗ η‖‖(N+ + 1)1/2ξ‖2
≤ CN−1κ‖(N+ + 1)1/2ξ‖2
Finally, to estimate the contribution of the last term on the last line on the r.h.s. of
(2.152), we switch to position space. We find∣∣∣ κ
2N
∑
p∈Λ∗+
V̂ (p/N)η0〈ξ, bpb−pξ〉
∣∣∣ ≤ Cκ∫ dxdy N2V (N(x− y))‖aˇxaˇyξ‖‖ξ‖
≤ CN−1/2κ3/2‖V1/2N ξ‖‖ξ‖
We conclude that
GN = 4pia0N +K + VN + E˜N
where the error term E˜N is such that, for all δ > 0 there exists a constant C > 0 such
that
± E˜N ≤ δ(K + VN ) + Cκ(N+ + 1) (2.153)
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The statement of Prop. 2.3.2 now follows by the remark that, on F≤N+ , N+ ≤ (2pi)−2K
(i.e. the kinetic energy operator on F≤N+ is gapped). Taking for example δ = 1 in
(2.153), we find
GN ≤ 4pia0N + 2(K + VN ) + C(N+ + 1) ≤ 4pia0N + C(K + VN + 1)
Taking instead δ = 1/3, we find the lower bound
GN ≥ 4pia0N + 2
3
(K + VN )− Cκ(N+ + 1) ≥ 4pia0N +
[
2
3
− Cκ
(2pi)2
]
(K + VN )− C
Now, if κ ≥ 0 is small enough, we obtain that
GN ≥ 4pia0N + 1
2
(K + VN )− C ≥ 4pia0N + 2pi2N+ − C
which completes the proof of Prop. 2.3.2.
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Chapter 3
Gross-Pitaevskii Dynamics for
Bose-Einstein Condensates
In this chapter, we give the details for the proofs of Theorems 1.5.1 and 1.5.2. As
discussed in Section 1.5, these results show that, in the Gross-Pitaevskii regime, Bose-
Einstein condensation is dynamically stable and that the evolved condensate wavefunc-
tion is described by the solution of the time-dependent Gross-Pitaevskii equation. Our
main results are proved in [20].
The following manuscript is a slightly modified version of the paper [20]. Section 3.1
is a partly rephrased and shortened verion of the introduction [20, Section 1]. Second,
Section 3.2 is a shortened version of [20, Sections 2 and 3], since we already introduced
the Fock space setting in which we work and related standard results in Section 1.2.
Apart from these changes and up to the notational modifications already mentioned in
Section 1.A, the following sections appear as in the paper [20].
3.1 Main Results
Let us recall from Section 1.5 that, in this chapter, we consider trapped gases of N
bosons in Λ = R3 in the Gross-Pitaevskii regime, described by the Hamilton operator
HtrapN =
N∑
j=1
[−∆xj + Vext(xj)]+ N∑
i<j
N2V (N(xi − xj)) (3.1)
Vext is a confining external potential and we assume the interaction potential V to be
non-negative, spherically symmetric and compactly supported (but our results could be
easily extended to potentials decaying sufficiently fast at infinity).
Characteristically for the Gross-Pitaevskii regime, the interaction N2V (N.) appear-
ing in (3.9) scales with N so that its scattering length is of the order N−1. The scattering
length a0 of the unscaled potential V is defined by the condition that the solution of the
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zero-energy scattering equation[
−∆ + 1
2
V (x)
]
f(x) = 0, (3.2)
with the boundary condition f(x)→ 1 for |x| → ∞, has the form
f(x) = 1− a0|x| (3.3)
outside the support of V . Equivalently, a0 is determined by
8pia0 =
∫
V (x)f(x)dx (3.4)
By scaling, the scattering equation (3.2) also implies that the rescaled potential N2V (N.)
in (3.9) has scattering length a0/N .
It has been shown in [71] (and more recently in [79]) that the ground state energy
EN of the Hamilton operator (3.1) is such that
lim
N→∞
EN
N
= min
ϕ∈L2(R3):
‖ϕ‖2=1
EtrapGP (ϕ) (3.5)
with the Gross-Pitaevskii energy functional
EtrapGP (ϕ) =
∫ [|∇ϕ(x)|2 + Vext(x)|ϕ(x)|2 + 4pia0|ϕ(x)|4] dx (3.6)
Furthermore, the results of [66, 79] imply Bose-Einstein condensation in the ground
state of (3.1). More precisely, if γ
(1)
N = tr2,...,N |ψN 〉〈ψN | denotes the one-particle reduced
density associated with the ground state of (3.1), then
γ
(1)
N → |φGP〉〈φGP| (3.7)
where φGP ∈ L2(R3) is the unique non-negative minimizer of (3.6), among all ϕ ∈ L2(R3)
with ‖ϕ‖2 = 1. The interpretation of (3.7) is straightforward: in the ground state of
(3.1), all particles, up to a fraction vanishing in the limit of large N , are in the same
one-particle state φGP.
In typical experiments, one observes the time-evolution of trapped Bose gases pre-
pared in or close to their ground state, resulting from a change of the external fields.
As an example, consider the situation in which the trapping potential is switched off
at time t = 0. In this case, the dynamics is described, on the microscopic level, by the
many-body Schro¨dinger equation
i∂tψN,t = HNψN,t (3.8)
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with the translation invariant Hamilton operator
HN =
N∑
j=1
−∆xj +
N∑
i<j
N2V (N(xi − xj)) (3.9)
and with the ground state of (3.1) as initial data. The next theorem shows how the solu-
tion of (3.8) can be described in terms of the time-dependent Gross-Pitaevskii equation.
Theorem 3.1.1. Let Vext : R3 → R be locally bounded with Vext(x) → ∞ as |x| → ∞.
Let V ∈ L3(R3) be non-negative, compactly supported and spherically symmetric. Let
ψN be a sequence in L
2
s(R3N ), with one-particle reduced density γ
(1)
N = tr2,...,N |ψN 〉〈ψN |.
We assume that, as N →∞,
aN = 1− 〈φGP, γ(1)N φGP〉 → 0 and
bN =
∣∣∣N−1〈ψN , H trapN ψN 〉 − E trapGP (φGP)∣∣∣→ 0 (3.10)
where φGP ∈ H4(R3) is the unique non-negative minimizer of the Gross-Pitaevskii energy
functional (3.6). Let ψN,t = e
−iHN tψN be the solution of (3.8) with initial data ψN and
let γ
(1)
N,t be the one-particle reduced density associated with ψN,t. Then there are constants
C, c > 0 such that
1− 〈ϕt, γ(1)N,tϕt〉 ≤ C
[
aN + bN +N
−1] exp (c exp (c|t|)) (3.11)
for all t ∈ R. Here ϕt is the solution of the time-dependent Gross-Pitaevskii equation
i∂tϕt = −∆ϕt + 8pia0|ϕt|2ϕt (3.12)
with the initial data ϕt=0 = φGP.
Remarks:
1) The condition aN = 1− 〈φGP, γ(1)N φGP〉 → 0 is equivalent with γ(1)N → |φGP〉〈φGP|.
Similarly, the bound (3.11) implies that γ
(1)
N,t → |ϕt〉〈ϕt|. More precisely, using the
fact that |ϕt〉〈ϕt| is a rank-one projection, it follows from (3.11) that
tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ 2∥∥∥γ(1)N,t − |ϕt〉〈ϕt|∥∥∥
HS
≤ 23/2[1− 〈ϕt, γ(1)N,tϕt〉]1/2
≤ C[aN + bN +N−1]1/2 exp(c exp(c|t|)) .
Hence, (3.11) is a statement about the stability of Bose-Einstein condensation with
respect to the many-body Schro¨dinger equation (3.8).
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2) To keep the notation as simple as possible, we consider the time evolution (3.8) gen-
erated by the translation invariant Hamiltonian (3.9). With the same techniques
we use to prove Theorem 3.1.1, we could also have included in (3.9) an external
potential Wext (at least if the difference Wext−Vext is bounded below). Under this
assumption, the convergence (3.11) remains true, of course provided we introduce
the external potential Wext also in the time-dependent Gross-Pitaevskii equation
(3.12). Physically, this would describe experiments where the system prepared at
equilibrium (in the ground state) is perturbed by a change of the external poten-
tial, rather than by switching it off (we could also consider the situation where the
external potential depends on time).
Theorem 3.1.1 is meant to describe the time-evolution of data prepared in the ground
state of the trapped Hamilton operator (3.1). From the mathematical point of view, one
may also ask whether it is possible to show that the evolution of an initial data exhibiting
Bose-Einstein condensate in an arbitrary one-particle wave function ϕ ∈ H1(R3) which
does not necessarily minimize EtrapGP . This is the content of our next theorem.
Theorem 3.1.2. Assume that V ∈ L3(R3) is non-negative, compactly supported and
spherically symmetric. Let ψN be a sequence in L
2
s(R3N ), with one-particle reduced
density γ
(1)
N = tr2,...,N |ψN 〉〈ψN |. Assume that, for a ϕ ∈ H4(R3),
a˜N = tr
∣∣γ(1)N − |ϕ〉〈ϕ|∣∣→ 0 and
b˜N =
∣∣∣N−1〈ψN , HNψN 〉 − EGP(ϕ)∣∣∣→ 0 (3.13)
as N →∞. Here EGP is the translation invariant Gross-Pitaevskii functional
EGP(ϕ) =
∫ [|∇ϕ|2 + 4pia0|ϕ|4]dx (3.14)
Let ψN,t = e
−iHN tψN be the solution of the Schro¨dinger equation (3.8) with initial
data ψN and let γ
(1)
N,t denote the one-particle reduced density associated with ψN,t. Then
1− 〈ϕt, γ(1)N,tϕt〉 ≤ C
[
a˜N + b˜N +N
−1
]
exp (c exp (c|t|)) (3.15)
where ϕt denotes the solution of the time-dependent Gross-Pitaevskii equation (3.12).
As mentioned in Section 1.5, the first proof of the convergence of the reduced density
associated with the solution of the Schro¨dinger equation (3.8) towards the orthogonal
projection onto the solution of the time-dependent Gross-Pitaevskii equation (3.12) was
obtained in [36, 37, 40, 39] (partly simplified in [25], using also ideas from [56]). A
different proof was later given in [85] whose methods were also used in the related
results in [74, 83, 53, 54]. More recently, convergence with a rate similar to (3.11), (3.15)
has been proven to hold in [11], for a class of Fock space initial data. The novelty of
(3.11), (3.15) is the fact that convergence is shown with an explicit and (at least in
(3.11)) optimal rate determined by the properties of the N -particle initial data.
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More results are available about quantum dynamics in the mean-field regime. In this
case, the evolution of the Bose gas is generated by an Hamilton operator of the form
HmfN =
N∑
j=1
−∆xj +
1
N
N∑
i<j
V (xi − xj) (3.16)
In the limit N → ∞, the solution of the Schro¨dinger equation ψN,t = e−iHmfN tψN , for
initial data ψN exhibiting Bose-Einstein condensation in a one-particle wave function
ϕ ∈ L2(R3), can be approximated by products of the solution of the nonlinear Hartree
equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (3.17)
Convergence towards Hartree dynamics has been established in different settings and
using different methods in several works, including [2, 3, 4, 6, 5, 9, 26, 35, 41, 43, 42, 52,
57, 95, 98]. In the mean-field regime, it is also possible to find a norm approximation
of the many-body evolution by taking into account fluctuations around the Hartree
dynamics (3.17); see, for example, [10, 24, 47, 48, 55, 63, 75].
It is also interesting to consider the many-body evolution in scaling limits interpo-
lating between the mean-field regime described by the Hamilton operator (3.16) and the
Gross-Pitaevskii regime described by (3.9). In such regimes the interaction is of the
form N3β−1V (Nβ.) for β ∈ (0; 1). A norm-approximation of the time-evolution in these
intermediate regimes was obtained for classes of Fock space initial data in [49, 58, 50],
for β ∈ (0; 23), and in [16], valid for all interpolating regimes where β ∈ (0; 1). Anal-
ogous results for classes of N -particle initial data were provided in [76, 77] for scaling
regimes where β ∈ (0; 12). In Chapter 5, we will come back to this question and present
our main result in this direction which combines the methods of [16, 76, 77] to derive a
norm-approximation of the many-body evolution for N -particle initial data, valid for all
interpolating regimes where β ∈ (0; 1).
To prove Theorem 3.1.1 and Theorem 3.1.2. we will combine the strategies used in
[11] and [63]. Let us briefly recall the main ideas of these works. In [11], the Bose gas
was described on the Fock space F = ⊕n≥0 L2s(R3n) by the Hamilton operator
HN =
∫
∇xa∗x∇xaxdx+
1
2
∫
N2V (N(x− y))a∗xa∗yayax dxdy
where a∗x, ax are the usual operator valued distributions, creating and, respectively, an-
nihilating a particle at the point x ∈ R3. Notice that HN commutes with the number of
particle operator N = ∫ a∗xax dx, and that its restriction to the sector of F with exactly
N particles coincides with (3.9).
On the Fock space F , a Bose-Einstein condensate can be described by a coherent
state of the form W (
√
Nϕ)Ω, where Ω = {1, 0, 0, . . . } is the vacuum vector, ϕ ∈ L2(R3)
is a normalized one-particle orbital, and where, for every f ∈ L2(R3),
W (f) = exp(a∗(f)− a(f))
88
is a Weyl operator with wave function f . Here, we denoted by
a∗(f) =
∫
f(x)a∗x dx and a(f) =
∫
f¯(x)ax
the usual creation and annihilation operators on F , creating and annihilating a particle
with wave function f . A simple computation shows that
W (
√
Nϕ)Ω = e−N/2
{
1, N1/2ϕ, . . . ,
Nn/2ϕ⊗n√
n!
, . . .
}
In the coherent state W (
√
Nϕ)Ω, the number of particles is Poisson distributed, with
mean and variance equal to N .
On the Fock space F , it is interesting to study the dynamics of approximately co-
herent initial states. In the Gross-Pitaevskii regime, however (in contrast with the mean
field limit), we cannot expect the evolution of approximately coherent initial data to
remain approximately coherent. On every sector of F with a fixed number of particles,
the coherent states W (
√
Nϕ)Ω is factorized; it describes therefore uncorrelated particles.
On the other hand, already from [37, 34] and more recently also from [27], we know that,
in the Gross-Pitaevskii regime, particles develop important correlations. To provide a
better approximation of the many-body dynamics, Weyl operators were combined in
[11] with appropriate Bogoliubov transformations, leading to so-called squeezed coher-
ent states. To be more precise, let f denote the solution of the zero-energy scattering
equation (3.2) and w = 1− f (keep in mind that, for |x|  1, w(x) = a0/|x|). Using w,
we define
kN,t(x; y) = −Nw(N(x− y))ϕt(x)ϕt(y) (3.18)
where ϕt is the solution of the time-dependent Gross-Pitaevskii equation (3.12). In fact,
in [11] and also later in the present paper, it is more convenient to replace ϕt with
the solution of the slightly modified Gross-Pitaevskii equation (3.68); to simplify the
presentation, we neglect these technical details in this introduction. With (3.18), it is
easy to check that kN,t ∈ L2(R3 × R3), with ‖kN,t‖2 bounded, uniformly in N and in t.
This implies that (3.18) is the integral kernel of a Hilbert-Schmidt operator; this remark
allows us to define, on F , the unitary Bogoliubov transformations
Tt = exp
[
1
2
∫
dxdy
(
kN,t(x; y)a
∗
xa
∗
y − h.c.
)]
(3.19)
Notice that the action of Tt on creation and annihilation operators is explicitly given by
T ∗t a
∗(g)Tt = a∗(coshkN,t(g)) + a(sinhkN,t(g¯)) (3.20)
where g ∈ L2(R3) and coshkN,t and sinhkN,t are the bounded operators (sinhkN,t is even
Hilbert-Schmidt) defined by the convergent series
coshkN,t =
∞∑
n=0
(kN,tk¯N,t)
n
(2n)!
, and sinhkN,t =
∞∑
n=0
(kN,tk¯N,t)
nkN,t
(2n+ 1)!
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Using the Bogoliubov transformation Tt to generate correlations at time t, it makes
sense to study the time evolution of initial data close to the squeezed coherent state
W (
√
Nϕ)T0Ω, and to approximate it with a Fock space vector of the same form. More
precisely, for ξN ∈ F close to the vacuum (in a sense to be made precise later), we may
consider the time evolution
e−iHN tW (
√
Nϕ)T0ξN = W (
√
Nϕt)TtξN,t (3.21)
where we defined ξN,t = UN (t)ξN and the fluctuation dynamics
UN (t) = T ∗t W ∗(
√
Nϕt)e
−iHN tW (
√
Nϕ0)T0 (3.22)
In order to show that the one-particle reduced density γ
(1)
N,t associated with the l.h.s.
of (3.21) is close to the orthogonal projection onto the solution of the Gross-Pitaevskii
equation (3.68), it is enough to prove that ξN,t is close to the vacuum, in an appropriate
sense. In fact, it is enough to show that the expectation of the number of particles in
ξN,t is small, compared with the total number of particles N , assuming the same is true
for the initial ξN ∈ F . In other words, the problem of proving convergence towards the
Gross-Pitaevskii dynamics reduces to the problem of showing that the expectation of
the number of particles remains approximately preserved by the fluctuation dynamics
(3.22). In [11], this strategy was used to show that the one-particle reduced density γ
(1)
N,t
associated with ΨN,t = e
−iHN tW (
√
Nϕ)T0ξN is such that
‖γ(1)N,t − |ϕt〉〈ϕt|‖HS ≤ CN−1/2 exp(c exp(c|t|))
for any ξN ∈ F with ‖ξN‖ = 1 and such that〈
ξN ,
[N +N 2/N +HN] ξN〉 ≤ C
uniformly in N .
While the method of [11] works well to show convergence towards the Gross-Pitaevskii
dynamics for the evolution of Fock space initial data of the form W (
√
Nϕ)T0ξN , it is
difficult to apply them to N -particle initial data in L2s(R3N ) (a special class of N -particle
states for which this is indeed possible is discussed in Appendix C of [11]). An alternative
approach, tailored on N -particle initial data, was proposed in [63] for bosons in the mean
field limit. From Section 1.2, we recall the important observation of [64], used also in
[63], that, for a fixed normalized ϕ ∈ L2(R3), every ψN ∈ L2s(R3N ) can be uniquely
represented as
ψN =
N∑
n=0
ψ
(n)
N ⊗s ϕ⊗(N−n) (3.23)
for a sequence {ψ(n)N }Nn=0 with ψ(n)N ∈ L2⊥ϕ(R3)⊗sn, the symmetric tensor product of n
copies of the orthogonal complement of ϕ in L2(R3).
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This remark allows us to define the unitary map UN (ϕ) = U(ϕ), introduced already
in (1.15), by
U(ϕ) : L2s(R3N )→ F≤N⊥ϕ through U(ϕ)ψN = {ψ(0)N , ψ(1)N , . . . , ψ(N)N }. (3.24)
Notice that a similar decomposition of states ψN ∈ L2s(R3N ) (but with no second quan-
tization) is also used in the approach of [85, 75] to identify excitations of the condensate.
To prove convergence towards the Hartree evolution for N -particle systems in the mean
field regime described by (3.16), we define a fluctuation dynamics
WmfN,t = U(ϕt)e−iH
mf
N tU∗(ϕ) : F≤N⊥ϕ → F≤N⊥ϕt (3.25)
where ϕt denotes the solution of the time-dependent Hartree equation (3.17). Similarly
as above, the problem of proving convergence of the reduced density to the Hartree
dynamics reduces to the problem of showing that the expectation of the number of
particles operator is approximately preserved by the fluctuation dynamics WmfN,t. In the
mean field regime, one can even go one step further, constructing a quadratic evolution
on F (i.e. a unitary group with a generator quadratic in creation and annihilation
operators) that approximatesWmfN,t; in [63], this procedure was shown to provide a norm
approximation for the many-body evolution.
In contrast to that, in the Gross-Pitaevskii regime, we need to modify our ansatz in
order to take into account correlations developed by the many-body evolution. Similarly
as above, where we argued that coherent states are not a good ansatz to describe the
evolution of Fock space initial data, the reason is that we cannot expect here that
factorized N -particles states of the form U∗ϕtΩ = ϕ
⊗N
t provide a good approximation
for the solution of the Schro¨dinger equation (3.8) in the Gross-Pitaevskii regime. The
tool we use for this incorporating correlations are, in analogy to the methods of [11],
generalized Bogoliubov transformations of the form
St = exp
[
1
2
∫
dxdy (ηt(x; y)b
∗
xb
∗
y − h.c.)
]
(3.26)
for a kernel ηt ∈ L2(R3 × R3), orthogonal to ϕt in both its variables. Compared with
the standard Bogoliubov transformations in (3.19), (3.26) has an important advantage:
it maps F≤N⊥ϕt back into itself.
For this reason, with (3.26) we can define the modified fluctuation dynamics WN,t =
S∗t U(ϕt)e−iHN tU∗(ϕ0)S0 : F≤N+ → F≤N+ , which will play in our analysis a similar role
as (3.22) played in [11]. To prove Theorem 3.1.1 and Theorem 3.1.2 it will then be
enough to show a bound for the growth of the expectation of the number of particles
with respect to WN,t. To achieve this goal, we will establish several properties of its
generator. Technically, the main challenge we will have to face is the fact that, in contrast
with (3.20), there is no explicit formula for the action of the generalized Bogoliubov
transformation (3.26) on creation and annihilation operators. For this reason, we will
have to expand expressions like S∗t b(g)St in absolutely convergent infinite series, and we
will have to control the contribution of several different terms. The main tool to control
these expansions is Lemma 3.2.3 below.
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3.2 Generalized Bogoliubov Transformations for Inhomo-
geneous Systems
As explained in the previous section, we will have to analyse the action of generalized
Bogoliubov transformations of the form (3.26) on the creation and annihilation operators.
Similar to Section 2.2, we carefully introduce here the operators (3.26) and study their
properties. In particular, we need to introduce two types of monomials in creation and
annihilation operators that will play an important role in our analysis. We define
Π
(2)
],[ (j1, . . . , jn) =
∫
b[0x1a
]1
y1a
[1
x2a
]2
y2a
[2
x3 . . . a
]n−1
yn−1a
[n−1
xn b
]n
yn
n∏
`=1
j`(x`; y`) dx`dy` (3.27)
where jk ∈ L2(R3 × R3) for k = 1, . . . , n and where ] = (]1, . . . , ]n), [ = ([0, . . . , [n−1) ∈
{·, ∗}n. In other words, for every index j ∈ {1, . . . , n}, we have either ]j = · (meaning
that a]j = a or b]j = b) or ]j = ∗ (meaning that a]j = a∗ or b]j = b∗) and analogously
for [j , if j ∈ {0, . . . , n− 1}. Furthermore, for j = 1, . . . , n− 1, we impose the condition
that either ]` = · and [` = ∗ or ]` = ∗ and [` = · (so that the product a]`y`a[`x`+1 always
preserves the number of particles, for all ` = 1, . . . , n − 1). If [i−1 = · and ]i = ∗ (i.e.
if the product a
[i−1
xi a
]i
yi for i = 2, . . . , n, or the product b
[0
x1a
]1
y1 for i = 1, is not normally
ordered) we require additionally x→ ji(x;x) to be integrable. An operator of the form
(3.27), with all the properties listed above, will be called a Π(2)-operator of order n.
Next, we define
Π
(1)
],[ (j1, . . . , jn; f) =
∫
b[0x1a
]1
y1a
[1
x2a
]2
y2a
[2
x3 . . . a
]n−1
yn−1a
[n−1
xn a
]n
yna
[n(f)
n∏
`=1
j`(x`; y`) dx`dy`
(3.28)
where f ∈ L2(R3) and , as above jk ∈ L2(R3×R3) for all k = 1, . . . , n, ] = (]1, . . . , ]n) ∈
{·, ∗}n, [ = ([0, . . . , [n) ∈ {·, ∗}n+1 with the condition that, for all ` = 1, . . . , n, we either
have ]` = · and [` = ∗ or ]` = ∗ and [` = ·. Additionally, we assume that x→ ji(x;x) is
integrable, if [i−1 = · and ]i = ∗ for an i = 1, . . . , n. An operator of the form (3.28) will
be called a Π(1)-operator of order n. Operators of the form b(f), b∗(f), for a f ∈ L2(R3),
will be called Π(1)-operators of order zero. It will also be useful to consider
Π˜
(1)
],[ (j1, . . . , jn; f) =
∫
a[0(f)a]0x1a
[1
y1a
]1
x2a
[2
y2a
]2
x3 . . . a
[n−1
yn−1a
]n−1
xn b
[n
yn
n∏
`=1
j`(x`; y`)dx`dy`
(3.29)
where f ∈ L2(R3), jk ∈ L2(R3 × R3) for all k = 1, . . . , n, ] = (]0, . . . , ]n−1) ∈ {·, ∗}n,
[ = ([0, . . . , [n) ∈ {·, ∗}n+1 with the condition that, for every ` ∈ {0, . . . , n − 1}, either
]` = · and [` = ∗ or ]` = ∗ and [` = ·. As above, we also assume that that x→ ji(x;x)
is integrable, if [i−1 = · and ]i = ∗ for i = 1, . . . , n. Observe that
Π
(1)
],[ (j1, . . . , jn; f)
∗ = Π˜(1)]′,[′(jn, . . . , j1; f)
with [′ = ([¯n, . . . , [¯0), ]′ = (]¯n, . . . , ]¯1), where [¯ = · if [ = ∗ and [¯ = ∗ if [ = · (and
similarly for ]¯).
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Notice that Π(2)-operators involve two b operators and therefore may create or an-
nihilate up to two excitations of the condensate (depending on the choice of [0 and ]n,
it may excite two particles, it may annihilate two excitations or it may create one and
annihilate another excitation, leaving the total number of excitations invariant). Π(1)-
and Π˜(1)-operators, on the other hand, create or annihilate exactly one excitation. The
conditions on the number of creation and annihilation operators guarantee that Π(2)-,
Π(1)- and Π˜(1)-operators always map F≤N back into itself. In the next lemma we collect
bounds that we are going to use to control these operators.
Lemma 3.2.1. Let n ∈ N, f ∈ L2(R3), j1, . . . , jn ∈ L2(R3 × R3). We assume the
operators Π
(2)
],[ (j1, . . . , jn) and Π
(1)
],[ (j1, . . . , jn; f) are defined as in (3.27), (3.28). Then
we have the bounds∥∥∥Π(2)],[ (j1, . . . , jn)ξ∥∥∥ ≤ 6n n∏
`=1
K
[`−1,]`
`
∥∥∥∥(N + 1)n(1− N − 2N
)
ξ
∥∥∥∥
∥∥∥Π(1)],[ (j1, . . . , jn; f)ξ∥∥∥ ≤ 6n‖f‖ n∏
`=1
K
[`−1,]`
`
∥∥∥∥∥(N + 1)n+1/2
(
1− N − 2
N
)1/2
ξ
∥∥∥∥∥
(3.30)
where
K
[`−1,]`
` =
{ ‖j`‖2 + ∫ |j`(x;x)| dx if [`−1 = · and ]` = ∗
‖j`‖2 otherwise
Since N ≤ N on F≤N , it follows that Π(2)],[ (j1, . . . , jn),Π
(1)
],[ (j1, . . . , jn; f) are bounded
operators on F≤N , with∥∥∥Π(2)],[ (j1, . . . , jn)∥∥∥ ≤ (12N)n n∏
`=1
K
[`−1,]`
`
∥∥∥Π(1)],[ (j1, . . . , jn; f)∥∥∥ ≤ (12N)n√N‖f‖2 n∏
`=1
K
[`−1,]`
`
Remark: if ji ∈ (qϕ[¯i−1 ⊗ qϕ]¯i )L2(R3 × R3) for all i = 1, . . . , n and if f ∈ L2⊥(R3),
then Π
(2)
],[ (j1, . . . , jn) and Π
(1)
],[ (j1, . . . , jn; f) map F≤N⊥ϕ into itself.
Proof. We consider operators of the form (3.27). Let us assume, for example, that [0 = ·
and ]n = ·. Then we have, writing bx1 = ax1(1 −N/N)1/2 and byn = ayn(1 −N/N)1/2
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and using the pull-through formula g(N )ax = axg(N − 1),
Π
(2)
],[ (j1, . . . , jn)
=
∫
ax1
(
N −N
N
)1/2
a]1y1 . . . a
]n−1
yn−1a
[n−1
xn ayn
(
N −N
N
)1/2 n∏
`=1
j`(x`; y`)dx`dy`
=
∫
ax1a
]1
y1 . . . a
]n−1
yn−1a
[n−1
xn ayn
(
N −N + 1
N
)1/2(N −N
N
)1/2 n∏
`=1
j`(x`; y`)dx`dy`
=
n∏
`=1
A[`−1,]`(j`)
(
N −N + 1
N
)1/2(N −N
N
)1/2
where we used the definition (1.13). The first bound in (3.30) follows therefore from
Lemma 1.2.1. The other estimates can be shown similarly.
For a kernel η ∈ L2(R3 × R3) with η(x; y) = η(y;x), we define
B(η) =
1
2
∫ [
η(x; y)b∗xb
∗
y − η¯(x; y)bxby
]
dxdy (3.31)
Observe that, with the notation introduced in (1.24),
B(η) =
1
2
[
B∗,∗(η)−B∗∗,∗(η)
]
= −1
2
[
B·,·(η)−B∗·,·(η)
]
.
We will consider unitary operators of the form
eB(η) = exp
[
1
2
∫
(η(x; y)b∗xb
∗
y − η¯(x; y)bxby)
]
which we are going to call generalized Bogoliubov transformations. It is clear that
B(η), eB(η) : F≤N → F≤N . Furthermore, if η ∈ (qϕ ⊗ qϕ)L2(R3 × R3) then we have
B(η), eB(η) : F≤N⊥ϕ → F≤N⊥ϕ for any normalized ϕ ∈ L2(R3) (as above, qϕ = 1− |ϕ〉〈ϕ| is
the projection into the orthogonal complement of ϕ). It may be helpful to observe that,
with the unitary operator U(ϕ) defined in (3.24), we can write, according to (1.18),
B(η) =
1
2
U(ϕ)
∫
dxdy
[
η(x; y)a∗xa
∗
y
a(ϕ)a(ϕ)
N
− η¯(x; y)a
∗(ϕ)a∗(ϕ)
N
axay
]
U∗(ϕ) (3.32)
In other words, after transforming with U(ϕ), the operator B(η) creates and annihi-
lates pair excitations of the condensate (moving two particles from the condensate to
its orthogonal complement or, viceversa, moving two excitations orthogonal to the con-
densate back into the condensate). Notice that, while U∗(ϕ)B(η)U(ϕ) preserves the
number of particles, B(η) does not (because it does not preserve the number of excita-
tions, obviously). When acting on many-body states exhibiting complete condensation,
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the operators a(ϕ)2/N and a∗(ϕ)2/N appearing in (3.32) can be approximated, in lead-
ing order, by 1. With this replacement, the operator B(η) is approximated by
B˜(η) =
1
2
∫
dxdy
(
η(x; y)a∗xa
∗
y − η¯(x; y)axay
)
which is quadratic in the fields a, a∗. Exponentiating B˜(η) we find a Bogoliubov trans-
formation, whose action on creation and annihilation operators is explicitly given by
e−B˜(η)a(f)eB˜(η) = a(coshη(f)) + a∗(sinhη(f¯)) (3.33)
where coshη and sinhη denote the operators defined by the absolutely convergent series
coshη =
∞∑
j=0
(ηη¯)n
(2n)!
, and sinhη =
∞∑
j=0
(ηη¯)nη
(2n+ 1)!
(3.34)
Here we think of η as the Hilbert-Schmidt operator with integral kernel given by η(x; y)
(and η¯ is the operator with integral kernel given by η¯(x; y)). Bogoliubov transformations
of the form exp(B˜(η)) have been used in [11] to model correlations among particles in
the Gross-Pitaevskii regime, for approximately coherent initial data on the Fock space.
In the setting of the present paper, however, the Bogoliubov transformation exp(B˜(η))
has the annoying problem that it does not map F≤N⊥ϕ into itself (it maps F⊥ϕ into itself,
if η ∈ (qϕ ⊗ qϕ)L2(R3 × R3), but since it does not preserve the number of particles, it
will not preserve the condition that N ≤ N). For this reason, in this paper, we are
going to use generalized Bogoliubov transformations of the form exp(B(η)). The price
that we have to pay is the fact that, in contrast to (3.33), the action of exp(B(η)) on
creation and annihilation operators is not explicit. Let us remark here that generalized
Bogoliubov transformations of the form exp(B(η)) have already been used in [96, 46] to
study the excitation spectrum in the mean field regime. Here we will need more detailed
information on the action of these operators; the rest of this section is therefore devoted
to the study of the properties of generalized Bogoliubov transformations.
First of all, we need the following generalization of Lemma 4.3 of [11] (a similar result
has also been proven in [96]).
Lemma 3.2.2. Let η ∈ L2(R3 × R3). Let B(η) be the antisymmetric operator defined
in (3.31). For every n1, n2 ∈ Z there exists a constant C = C(n1, n2) such that
e−B(η)(N + 1)n1 (N + 1−N )n2 eB(ϕ) ≤ C(N + 1)n1(N + 1−N )n2
as operator inequality on F≤N .
Proof. We use Gronwall’s inequality. For a fixed ξ ∈ F≤N and s ∈ [0; 1], let
f(s) =
〈
ξ, e−sB(η)(N + 1)n1(N + 1−N )n2esB(η)ξ
〉
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We compute
f ′(s) = 〈ξ, e−sB(η) [(N + 1)n1(N + 1−N )n2 , B(η)] esB(η)ξ〉
=
〈
esB(η)ξ, {(N + 1)n1 [(N + 1−N )n2 , B(η)]
+[(N + 1)n1 , B(η)](N + 1−N )n2} esB(η)ξ
〉 (3.35)
From the pull-through formula N b∗ = b∗(N + 1), we conclude that
[(N + 1−N )n2 , B(η)] = 1
2
B∗,∗(η) [(N − 1−N )n2 − (N + 1−N )n2 ] + h.c.
[(N + 1)n1 , B(η)] = 1
2
B∗,∗(η) [(N + 3)n1 − (N + 1)n1 ] + h.c.
By the mean value theorem, we can find functions θ1, θ2 : N→ (0; 2) (depending also on
N,n1, n2) such that
(N − j + 1)n2 − (N − j − 1)n2 = 2n2(N + 1− j − θ1(j))n2−1
(j + 3)n1 − (j + 1)n1 = 2n1(j + 1 + θ2(j))
Hence, the first term on the r.h.s. of (3.35) can be written as
〈esB(η)ξ, (N + 1)n1 [(N + 1−N )n2 , B(η)]esB(η)ξ〉
=
1
2
〈(N + 1)n1esB(η)ξ, (B∗,∗(η)(N + 1−N − θ1(N ))n2−1 + h.c.) esB(η)ξ〉
=
1
2
〈(N + 1)n1/2(N + 3−N − θ1(N − 2))n2/2esB(η)ξ,
B∗,∗(η)(N + 3)n1/2(N + 1−N − θ1(N ))n2/2−1esB(η)ξ〉
+
1
2
〈(N + 1)n1/2(N + 1−N − θ1(N ))n2/2esB(η)ξ,
B·,·(η)(N − 1)n1/2(N + 3−N − θ1(N − 2))n2/2−1esB(η)ξ〉
The Cauchy-Schwarz inequality implies with Lemma 1.2.4∣∣∣〈esB(η)ξ,(N + 1)n1 [(N + 1−N )n2 , B(η)]esB(η)ξ〉∣∣∣
≤ C
∥∥∥(N + 1)n1/2(N + 3−N − θ1(N − 2))n2/2esB(η)ξ∥∥∥
×
∥∥∥(N + 3)n1/2+1(N + 1−N − θ1(N ))n2N−1esB(η)ξ∥∥∥
Since on F≤N we have N ≤ N and since 0 ≤ θ1(n) ≤ 2 for all n ∈ N, we conclude that∣∣∣〈esB(η)ξ, (N + 1)n1 [(N + 1−N )n2 , B(η)]esB(η)ξ〉∣∣∣ ≤ Cf(s)
The second term on the r.h.s. of (3.35) can be bounded similarly. We infer that f ′(s) ≤
Cf(s). Gronwall’s inequality implies that f(s) ≤ eCsf(0). Hence, taking s = 1, and
renaming the constant C, we obtain〈
ξ, e−B(η)(N + 1)n1(N + 1−N )n2eB(η)ξ
〉
≤ C 〈ξ, (N + 1)n1(N + 1−N )n2ξ〉
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which concludes the proof of the lemma.
We will need to express the action of the generalized Bogoliubov transformation eB(η)
on the b-fields by means of a convergent series of nested commutators. To this end, we
start by noticing that, for f ∈ L2(R3),
e−B(η)b(f)eB(η) = b(f) +
∫ 1
0
ds
d
ds
e−sB(η)b(f)esB(η)
= b(f)−
∫ 1
0
ds e−sB(η)[B(η), b(f)]esB(η)
= b(f)− [B(η), b(f)] +
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2B(η)[B(η), [B(η), b(f)]es2B(η)
Iterating m times, we obtain
e−B(η)b(f)eB(η) =
m−1∑
n=1
(−1)n
ad
(n)
B(η)(b(f))
n!
+
∫ 1
0
ds1
∫ s1
0
ds2· · ·
∫ sm−1
0
dsm e
−smB(η)ad(m)B(η)(b(f))e
smB(η)
(3.36)
where we introduced the notation ad
(n)
B(η)(A) defined recursively by
ad
(0)
B(η)(A) = A and ad
(n)
B(η)(A) = [B(η), ad
(n−1)
B(η) (A)]
We will show later that, under suitable assumptions on η, the error term on the r.h.s. of
(3.36) is negligible in the limit m → ∞. This means that the action of the generalized
Bogoliubov transformation B(η) on b(f) and similarly on b∗(f) can be described in terms
of the nested commutators adB(η)(A), for A = b(f) or A = b
∗(f). In the next lemma,
we give a detailed analysis of these terms.
For a kernel η ∈ L2(R3 × R3), we will use the notation
η(n) =

1, for n = 0
(ηη¯)`, if n = 2`, ` ∈ N\{0}
(ηη¯)`η if n = 2`+ 1, ` ∈ N
(3.37)
Here we, identify η ∈ L2(R3 ×R3) with the Hilbert-Schmidt operator acting on L2(R3),
with the integral kernel given by η. To avoid keeping track of complex conjugations of
η-kernels, we also introduce the following notation. For \ ∈ {·, ∗} we write η\ = η, if
\ = ·, and η\ = η¯ if \ = ∗. More generally, for n ∈ N, and (\1, . . . , \n) ∈ {·, ∗}n, we will
use the notation η
(n)
\ = η\1η\2 . . . η\n , in the sense of products of operators. Also for a
function f ∈ L2(R3), we use the notation f\ = f if \ = · and f\ = f¯ if \ = ∗.
Lemma 3.2.3. Let η ∈ L2(R3 × R3) be such that η(x; y) = η(y;x) for all x, y ∈ R3.
Let B(η) be defined as in (3.31). Let n ∈ N and f ∈ L2(R3). Then the nested commu-
tators ad
(n)
B(η)(b(f)) can be written as the sum of exactly 2
nn! terms, with the following
properties.
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i) Possibly up to a sign, each term has the form
Λ1Λ2 . . .Λi
1
Nk
Π
(1)
],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η
(s)
\ (f♦)) (3.38)
for some i, k, s ∈ N, j1, . . . , jk ∈ N\{0}, ♦ ∈ {·, ∗}, ] ∈ {·, ∗}k, [ ∈ {·, ∗}k+1,
\v ∈ {·, ∗}jv for all v = 1, . . . , k and \ ∈ {·, ∗}s. In (3.38), each operator Λw :
F≤N → F≤N is either a factor (N − N )/N , a factor (N + 1 − N )/N or an
operator of the form
1
Np
Π
(2)
],[ (η
(m1)
\1
, η
(m2)
\2
, . . . , η
(mp)
\p
) (3.39)
for some p,m1, . . . ,mp ∈ N\{0}, ], [ ∈ {·, ∗}p, \v ∈ {·, ∗}mv for all v = 1, . . . , p.
ii) If a term of the form (3.38) contains m ∈ N factors (N−N )/N or (N+1−N )/N
and j ∈ N factors of the form (3.39) with Π(2)-operators of order p1, . . . , pj ∈
N\{0}, then we have
m+ (p1 + 1) + · · ·+ (pj + 1) + (k + 1) = n+ 1 (3.40)
iii) If a term of the form (3.38) contains (considering all Λ-operators and the Π(1)-
operator) the kernels η
(i1)
\1
, . . . , η
(im)
\m
and the wave function η
(s)
\ (f♦) for some m, s ∈
N, i1, . . . , im ∈ N\{0}, \r ∈ {·, ∗}ir for all r = 1, . . . ,m, \ ∈ {·, ∗}s then
i1 + · · ·+ im + s = n.
iv) There is exactly one term having the form(
N −N
N
)n/2(N + 1−N
N
)n/2
b(η(n)(f)) (3.41)
if n is even, and
−
(
N −N
N
)(n+1)/2(N −N + 1
N
)(n−1)/2
b∗(η(n)(f¯)) (3.42)
if n is odd.
v) If the Π(1)-operator in (3.38) is of order k ∈ N\{0}, it has either the form∫
b[0x1
k−1∏
i=1
a]iyia
[i
xi+1a
∗
yk
a(η(2r)(f))
k∏
i=1
η
(ji)
\i
(xi; yi)dxidyi
or the form ∫
b[0x1
k−1∏
i=1
a]iyia
[i
xi+1ayka
∗(η(2r+1)(f¯))
k∏
i=1
η
(ji)
\i
(xi; yi)dxidyi
for some r ∈ N, j1, . . . , jk ∈ N\{0}. If it is of order k = 0, then it is either given
by b(η
(2r)
\ (f♦)) or by b
∗(η(2r+1)\ (f♦)), for some r ∈ N.
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vi) For every non-normally ordered term of the form∫
dxdy η
(i)
\ (x; y)axa
∗
y,
∫
dxdy η
(i)
\ (x; y)bxa
∗
y∫
dxdy η
(i)
\ (x; y)axb
∗
y, or
∫
dxdy η
(i)
\ (x; y)bxb
∗
y
appearing either in the Λ-operators or in the Π(1)-operator in (3.38), we have i ≥ 2.
Remark: Similarly, the nested commutator ad(n)(b∗(f)) can be written as the sum
of 2nn! terms of the form
1
Nk
Π˜
(1)
],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η
(`)
\k+1
(f♦))Λ1Λ2 . . .Λi
satisfying properties analogous to those listed in i)-vi).
Proof. We prove the lemma by induction. For n = 0 all claims are trivially satisfied.
For the induction step from n to n + 1 we first compute, using (1.20) and (1.21) the
commutators
[B(η), bz] = −N −N
N
b∗(ηz) +
1
N
∫
dxdy η(x; y)b∗xa
∗
yaz
= −b∗(ηz)N + 1−N
N
+
1
N
∫
dxdy η(x; y)aza
∗
yb
∗
x,
[B(η), b∗z] = −b(ηz)
N −N
N
+
1
N
∫
dxdy η¯(x; y)a∗zaybx
= −N + 1−N
N
b(ηz) +
1
N
∫
dxdy η¯(x; y)bxaya
∗
z,
[B(η), a∗zaw] = [B(η), awa
∗
z] = −b∗zb∗(ηw)− b(ηz)bw,
[B(η), N −N ] = [B(η), N + 1−N ] =
∫
dxdy (η(x, y)b∗xb
∗
y + η¯(x; y)bxby).
(3.43)
From ad
(n+1)
B(η) (b(f)) = [B(η), ad
(n)
B(η)(b(f))] and by linearity, it is enough to analyze[
B(η),Λ1Λ2 . . .ΛiN
−kΠ(1)],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η
(`)
\k+1
(f♦))
]
(3.44)
with the operator Λ1Λ2 . . .ΛiN
−kΠ(1)],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η
(s)
\ (f♦)) satisfying properties (i)
to (vi). Applying Leibniz rule [A,BC] = [A,B]C + B[A,C], the commutator (3.44) is
given by a sum of terms, where B(η) is either commuted with a Λ-operator, or with the
Π(1)-operator.
Let’s consider first the case that B(η) is commuted with a Λ-operator, assuming
further that Λ is either the operator (N −N )/N or the operator (N + 1−N )/N . The
last line in (3.43) implies that such an operator Λ is replaced, after commutation with
B(η), by the sum
N−1Π(2)∗,∗(η) +N−1Π
(2)
·,· (η¯). (3.45)
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With this replacement, we generate two terms contributing to ad
(n+1)
B(η) (b(f)). Let us
check that these new terms satisfy the properties (i)-(vi) (of course, with n replaced
by (n + 1)). (i) is obviously true. Also (ii) remains valid, because replacing a factor
(N − N )/N or (N + 1 − N )/N by one of the two summands in (3.45), the index m
will decrease by one, but there will be an additional factor of 2 because we added a
Π(2)-operator of the order one. Since exactly one additional kernel η\ is inserted, also
(iii) continues to hold true. The factor Π(1) is not affected by the replacement, hence
the new terms will continue to satisfy (v). Furthermore, since both terms in (3.45) are
normally ordered, also (vi) remains valid, by the induction assumption. We observe,
finally, that the two terms we generated here do not have the form appearing in (iv).
Next, we consider the commutator of B(η) with a Λ-operator of the form Λ =
N−pΠ(2)],[ (η
(m1)
\1
, . . . , η
(mp)
\p
) for a p ∈ N (p ≤ n by (ii)). By definition
Λ = N−p
∫
b[0x1
p−1∏
i=1
a]iyia
[i
xi+1b
]p
yp
p∏
i=1
η
(mi)
\i
(xi; yi)dxidyi (3.46)
If [B(η), ·] hits b[0x1 , the first two relations in (3.43) imply that Λ is replaced by a sum of
two operators, the first one being either
−N −N
N
N−pΠ(2)
],˜[
(η
(m1+1)
\1
, η
(m2)
\2
, . . . , η
(mp)
\p
) or
− N + 1−N
N
N−pΠ(2)
],˜[
(η
(m1+1)
\1
, η
(m2)
\2
, . . . , η
(mp)
\p
)
(3.47)
depending on whether [0 = · or [0 = ∗ (here [˜ = ([¯0, [1, . . . , [p−1) with [¯0 = · if [0 = ∗ and
[¯0 = ∗ if [0 = ·). The second operator emerging when [B(η), ·] hits b[0x1 is a Π(2)-operator
of order (p+ 1), given by
N−(p+1)Π(2)
]˜,˜[
(η\0 , η
(m1)
\1
, . . . , η
(mp)
\p
) (3.48)
where ]˜ = ([¯0, ]1, . . . , ]p), [˜ = ([¯0, [0, . . . , [p−1) and \0 = [0.
For both terms (3.47) and (3.48), (i) is clearly correct and also (ii) remains true
(when we replace (3.46) with (3.47), the number of (N − N )/N or (N − N + 1)/N -
operators increases by one, while everything else remains unchanged; similarly, when we
replace (3.46) with (3.48), the order of the Π(2)-operator increases by one, while the rest
remains unchanged). (iii) remains true as well, since, in (3.47), the power m1 + 1 of
the first η-kernel is increased by one unit and, in (3.48), there is one additional factor
η, compared with (3.46). (v) remains valid, since the Π(1)-operator on the right is not
affected by this commutator. (vi) remains true in (3.47), because m1 +1 ≥ 2 . It remains
true also in (3.48). In fact, according to (3.43), when switching from (3.46) to (3.48),
we are effectively replacing b → b∗a∗a or b∗ → baa∗. Hence, the first pair of operators
in (3.48) is always normally ordered. As for the second pair of creation and annihilation
operators (the one associated with the kernel η
(m1)
\1
in (3.48)), the first field is of the same
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type as the original b-field appearing in (3.46); hence non-normally ordered pairs cannot
be created. Finally, we remark that the terms we generated here are certainly not of
the form in (iv) (because for terms as in (iv) all Λ-factors must be either (N −N )/N or
(N + 1−N )/N , and this is not the case, for terms containing (3.47) or (3.48)).
The same arguments can be applied if B(η) hits the factor b
]p
yp on the right of (3.46)
(in this case, we use the identities for the first two commutators in (3.43) having the
b-field to the left of the factors (N + 1−N )/N and (N −N )/N and to the right of the
aza
∗
y and a
∗
zay operators).
If now B(η) hits a term a∗yraxr+1 or ayra
∗
xr+1 in (3.46), for an r = 1, . . . , p − 1, then
(3.43) implies that Λ = N−pΠ(2)],[ (η
(m1)
\1
, . . . , η
(mp)
\p
) is replaced by the sum of the two
terms, given by
−
[
N−rΠ(2)]′,[′(η
(m1)
\1
, . . . , η
(mr+1)
\′r
)
] [
N−(p−r)Π(2)
]′′ ,[′′
(η
(mr+1)
\r+1
, . . . , η
(mp)
\p
)
]
(3.49)
and by
−
[
N−rΠ(2)
]′′′ ,[′
(η
(m1)
\1
, . . . , η
(mr)
\′r
)
] [
N−(p−r)Π(2)
]′′ ,[′′′
(η
(mr+1+1)
\
′
r+1
, . . . , η
(mp)
\p
)
]
(3.50)
with [′ = ([0, . . . , [r−1), [′′ = ([r, . . . , [p−1), [
′′′
= ([¯r, [r+1, . . . , [p−1) and with ]′ =
(]1, . . . , ]r−1, ]¯r), ]
′′
= (]r+1, . . . , ]p), ]
′′′
= (]1, . . . , ]r) (here, we denote ]¯r = ∗ if ]r = ·
and ]¯r = · if ]r = ∗, and similarly for [¯r−1). The precise form of \′r and \′r+1 does not play
an important role (they are given by \′r = (\r, ]r) and \′r+1 = (\r+1, [r)). The new terms
containing (3.49) and (3.50) clearly satisfy (i). Furthermore, (ii) remains true because
the contribution of the original Λ to the sum in (3.40), which was given by (p + 1) is
now replaced by (r + 1) + (p− r + 1) = p+ 2. Clearly, (iii) remains true as well, since,
for both terms (3.49) and (3.50), the total powers of the η-kernels is increased exactly
by one. As before, the terms we generated do not have the form (iv). (v) continues
to hold true, because the Π(1) term is unaffected. As for (vi), we observe that non-
normally ordered pairs can only be created where ]r is changed to ]¯r (in the term where
]′ appears) or where [r is changed to [¯r (in the term where [′′′ appears). In both cases,
however, the change ]r → ]¯r and [r → [¯r comes together with an increase in the power
of the corresponding η-kernel (i.e. η
(mr)
\r
is changed to η
(mr+1)
\′r
in the first case, while
η
(mr+1)
\r+1
is changed to η
(mr+1+1)
\′r+1
in the second case). Since mr + 1,mr+1 + 1 ≥ 2, even if
non-normally ordered terms are created, they still satisfy (vi).
Next, let us consider the terms arising from commuting B(η) with the operator
N−kΠ(1)],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η
(s)
\ (f♦))
= N−k
∫
b[0x1
k−1∏
i=1
a]iyia
[i
xi+1a
]k
yk
a[k(η
(s)
\ (f♦))
k∏
i=1
η
(ji)
\i
(xi; yi)dxidyi
(3.51)
We argue similarly to the case in which B(η) hits a Π(2)-operator like (3.46). In par-
ticular, if B(η) hits the operator b[0x1 , the operator (3.51) is replaced by the sum of two
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terms, the first one being
−N −N
N
N−pΠ(1)
],˜[
(η
(m1+1)
\′1
,η
(m2)
\2
, . . . , η
(mk)
\k
; η
(s)
\ (f♦)) or
− N + 1−N
N
N−pΠ(1)
],˜[
(η
(m1+1)
\′1
, η
(m2)
\2
, . . . , η
(mk)
\k
; η
(s)
\ (f♦))
depending on whether [0 = · or [0 = ∗ (with [˜ = ([¯0, [1, . . . , [k−1)) and the second one
being
N−(k+1)Π(1)
]˜,˜[
(η, η
(m1)
\1
, . . . , η
(mk)
\k
, η
(s)
\ (f♦))
with ]˜ = ([¯0, ]1, . . . , ]k) and [˜ = ([¯0, [1, . . . , [k). As we did in the analysis of (3.47) and
(3.48), one can show that both these terms satisfy all properties (i), (ii), (iii), (v), (vi)
(we will discuss the properties (iv) below).
If instead B(η) hits one of the factors a]ryra
[r
xr+1 for an r = 1, . . . , k − 1, the resulting
two terms will have the form
−
[
N−rΠ(2)]′,[′(η
(m1)
\1
, . . . , η
(mr+1)
\′r
)
] [
N−(k−r)Π(1)
]′′ ,[′′
(η
(mr+1)
\r+1
, . . . , η
(mk)
\k
; η
(s)
\ (f♦))
]
(3.52)
and by
−
[
N−rΠ(2)
]
′′′
,[
′ (η
(m1)
\1
, . . . , η
(mr)
\′r
)
] [
N−(k−r)Π(1)
]′′ ,[′′′
(η
(mr+1+1)
\
′
r+1
, . . . , η
(mk)
\k
; η
(s)
\ (f♦))
]
(3.53)
with ]′, ]′′ , ]′′′ and [′, [′′ , [′′′ as defined after (3.50). Proceeding similarly as we did in
(3.50), we can show that these terms satisfy (i),(ii),(iii),(v),(vi).
Let us now consider the case that (3.51) is commuted with the last pair of operators
appearing in (3.51). From the induction assumption, we know that this pair can only
be a∗yka(η
(2r)(f)) or ayka
∗(η(2r+1)(f¯)). In the first case, (3.51) is replaced by
−Π(2)],[′(η
(j1)
\1
, . . . , η
(jk)
\k
) b∗(η(2r+1)(f¯))−Π(2)]′,[′(η
(j1)
\1
, . . . , η
(jk−1)
\k−1 , η
(jk+1)
\′k
) b(η(2r)(f)) (3.54)
In the second case, it is replaced by
−Π(2)]′,[′(η
(j1)
\1
, . . . , η
(jk−1)
\k−1 , η
(jk+1)
\′k
)b∗(η(2r+1)(f¯))−Π(2)]′,[′(η
(j1)
\1
, . . . , η
(jk)
\k
)b(η(2r+2)(f))
(3.55)
In (3.54), (3.55), we used the notation [′ = ([0, . . . , [k−1), ]′ = (]1, . . . , ]¯k) (as usual, the
precise form of \′k is not important). From the expression (3.54), (3.55), we see that also
in this case, (i), (ii), (iii), (v), (vi) are satisfied.
As for (iv), from the induction assumption we know that there is exactly one term,
in the expansion for ad
(n)
B(η)(b(f)), given by (3.41) if n is even and by (3.42) if n is odd.
Let us take, for example, (3.41). If we commute the zero-order Π(1)-operator b(η(n)(f))
in (3.41) with B(η), we obtain exactly the term in (3.42), with n replaced by (n + 1)
(together with a second term, containing a Π(1)-operator of order one). Similarly, if we
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take (3.42) and we commute the Π(1)-operator b∗(η(n)(f¯) with B(η), we get (3.41), with
n replaced by (n+ 1). Clearly, looking at the terms above, it is clear that there can be
only one term with this form. This shows that also in the expansion for ad
(n+1)
B(η) (b(f)),
there is exactly one term of the form given in (iv).
Finally, let us count the number of terms in the expansion for ad
(n+1)
B(η) (b(f)). By the
inductive assumption, the expansion for ad
(n)
B(η)(b(f)) contains exactly 2
nn! terms. By
(ii), each of these terms is a product of exactly (n + 1) operators, each of them being
either (N −N ), (N + 1−N ), a field operator b]x or a quadratic factor a]ya[x commuting
with the number of particles operator. By (3.43), the commutator of B(η) with each
such factor gives a sum of two terms. Therefore, by the product rule, ad
(n+1)
B(η) (b(f))
contains 2n(n!)× 2(n+ 1) = 2(n+1)(n+ 1)! summands. This concludes the proof of the
lemma.
From Lemma 3.2.3, we immediately obtain a convergent series expansion for the
conjugation of the fields b(f) and b∗(f) with the unitary operator exp(B(η)).
Lemma 3.2.4. Let η ∈ L2(R3 × R3) be symmetric, with ‖η‖2 sufficiently small. Then
we have
e−B(η)b(f)eB(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(b(f))
e−B(η)b∗(f)eB(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(b
∗(f))
(3.56)
where the series on the r.h.s. are absolutely convergent.
Proof. We start from the expression (3.36).
e−B(η)b(f)eB(η) =
m−1∑
n=1
(−1)n
ad
(n)
B(η)(b(f))
n!
+
∫ 1
0
ds1
∫ s1
0
ds2· · ·
∫ sm−1
0
dsm e
−smB(η)ad(m)B(η)(b(f))e
smB(η)
(3.57)
To prove (3.56), we show that the norm of the error term converges to zero, as m→∞.
By Lemma (3.2.3), ad
(n)
B(η)(b(f) is given by a sum of 2
nn! terms of the form
Λ1 . . .Λi
1
Nk
Π
(1)
],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η(`)(f♦)) (3.58)
with i, k, ` ∈ N, j1, . . . , jk ∈ N\{0} and where each Λr is either (N−N )/N , (N+1−N )/N
or an operator of the form
1
Np
Π
(2)
],[ (η
(m1)
\1
, . . . , η
(mp)
\p
)
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On F≤N , we have the bounds ‖(N − N )/N‖ ≤ 1 and ‖(N + 1 − N )/N‖ ≤ 2. Lemma
3.2.1 implies that
N−p
∥∥∥Π(2)],[ (η(m1)\1 , . . . , η(mp)\p )∥∥∥ ≤ (12)p(2‖η‖2)m1+···+mp
and that
N−k
∥∥∥Π(1)],[ (η(j1)\1 , . . . , η(jk)\k ; η(`)(f♦))∥∥∥ ≤ (12)k√N‖f‖2(2‖η‖2)`+j1+···+jk
Here we used the fact that, if a kernel η(j) is associated with a normally ordered pairs of
creation and annihilation operators, then ‖η(j)‖HS ≤ ‖η‖jHS. If instead η(j) is associated
with a non-normally ordered pair, then point (vi) in Lemma 3.2.3 implies that j ≥ 2.
Hence, ∫ ∣∣∣η(j)(x;x)∣∣∣ dx = ∫ ∣∣∣∣∫ η(x; y)η(j−1)(y;x)dy∣∣∣∣ dx
≤
(∫
|η(x; y)|2dxdy
)1/2(∫
|η(j−1)(x; y)|2dxdy
)1/2
≤ ‖η‖2‖η(j−1)‖2 ≤ ‖η‖j2
Therefore, if the term (3.58) contains Π(2)-operators of order p1, . . . , pj ∈ N\{0}, we can
bound ∥∥∥Λ1 . . . . . .Λi 1
Nk
Π
(1)
],[ (η
(j1)
\1
, . . . , η
(jk)
\k
; η(`)(f♦))
∥∥∥
≤ 12p1+···+pj+k
√
N(2‖η‖2)m ≤
√
N‖f‖2Cm‖η‖m
and therefore, since ad
(m)
B(η)(b(f)) is the sum of 2
mm! terms,
‖ad(m)B(η)(b(f))‖ ≤
√
N‖f‖2(2C‖η‖2)mm! (3.59)
This proves, first of all, that the series on the r.h.s. of (3.56) converges absolutely, if
‖η‖2 ≤ (4C)−1. Under this condition, (3.59) also implies that the error term on the
r.h.s. of (3.57) converges to zero, as m→∞, since∥∥∥∥∫ 1
0
ds1· · ·
∫ sm−1
0
dsme
−smB(η)adB(η)(b(f))esmB(η)
∥∥∥∥ ≤ √N‖f‖2(2C‖η‖)m
It follows from the proof of Lemma 3.2.4 that the norm of e−B(η)b(f)eB(η) is bounded
by a constant proportional to
√
N . For states with bounded number of particles, this
is quite a pessimistic bound. It follows from Lemma 3.2.2, that e−B(η)b(f)eB(η), like
the original field operator b(f), can be bounded by the operator N 1/2(1 − N/N)1/2
(see Lemma 1.2.4). In fact, most terms in the expansion (3.56) are small, on states
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with bounded number of particles. The only “large” contributions arise from the terms
described in point (iv) of Lemma 3.2.3, replacing the factors (1−N/N) and (1− (N −
1)/N) by 1 (which is a good approximation, on states in F≤N having a bounded number
of particles). Summing over all n ∈ N, we conclude that
e−B(η)b(f)eB(η) = b(coshη(f)) + b∗(sinhη(f¯)) + εη(f) (3.60)
where the operators coshη and sinhη are defined in (3.34) and where εη(f) is a bounded
operator on F≤N (with norm of order √N) which is small on states with bounded
number of particles. In fact, we will prove later that εη(f) can be bounded by the
operator N 3/2/N . Eq. (3.60) explains why we refer to the unitary operators e−B(η)
as generalized Bogoliubov transformations. The difference with respect to the action
(3.33) of a standard Bogoliubov transformation is just the appearance of the small (in
appropriate sense) error εη(f).
3.3 Fluctuation Dynamics
In this section, we are going to define the fluctuation dynamics describing the evolution
of orthogonal excitations of the Bose-Einstein condensate.
Instead of comparing the solution of the many-body Schro¨dinger equation (3.8) di-
rectly with the solution of the Gross-Pitaevskii equation (3.12), it is convenient to in-
troduce a modified, N -dependent, Gross-Pitaevskii equation. To this end, we consider
the ground state f` of the Neumann problem(
−∆ + 1
2
V
)
f` = λ`f` (3.61)
on the ball |x| ≤ N` (we omit the N -dependence in the notation for f` and for λ`; notice
that λ` scales as N
−3), with the normalization f`(x) = 1 if |x| = N`. We extend f` to
R3 by setting f`(x) = 1 for all |x| > N`. It is also useful to set w` = 1 − f` (so that
w`(x) = 0 if |x| > N`). By scaling, we observe that f`(N.) satisfies the equation(
−∆ + N
2
2
V (N.)
)
f`(N.) = N
2λ`f`(N.) (3.62)
on the ball |x| ≤ `. We will consider ` > 0 of order one, independent of N . With
this choice, we expect that f` will be close, in the limit of large N , to the solution of
the zero-energy scattering equation (3.2). This is confirmed by the next lemma, where
we collect some important properties of f`. Most of the these results are taken from
Lemma A.1 of [36].
Lemma 3.3.1. Let V ∈ L3(R3) be a non-negative, spherically symmetric potential with
V (x) = 0 for all |x| > R. Fix ` > 0 and let f` denote the solution of (3.61).
i) We have
λ` =
3a0
N3`3
(1 +O(a0/N`))
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ii) We have 0 ≤ f`, w` ≤ 1 and∫
dxV (x)f`(x) = 8pia0 +O(N−1). (3.63)
iii) There exists a constant C > 0, depending on the potential V , such that
w`(x) ≤ C|x|+ 1 and |∇w`(x)| ≤
C
|x|2 + 1 . (3.64)
for all |x| ≤ N`.
Proof. Statement (i), the fact that 0 ≤ f`, w` ≤ 1, and statement (iii) follow from Lemma
A.1 in [36]. We have to show (3.63). To this end, we adapt the proof of Lemma 5.1 (iv)
of [40]. With r = |x|, we may write m(r) = rf`(r). We find that, for all r ∈ (R,N`],
m(r) = λ
− 1
2
` sin(λ
1
2
` (r −N`)) +N` cos(λ
1
2
` (r −N`)). (3.65)
By expanding up to the order O(λ2` ) we obtain
m(r) = r − a0 +O(N−1), m′(r) = 1 +O(N−1). (3.66)
Hence∫
dxV (x)f`(x) = 4pi
∫ R
0
dr rV (r)m(r)
= 8pi
∫ R
0
dr (rm′′(r) + λ`r2f`(r))
= 8pi
∫ R
0
dr rm′′(r) +O(N−3)
= 8pi(Rm′(R)−m(R)) +O(N−1) = 8pia0 +O(N−1).
(3.67)
Next, we introduce next the modified Gross-Pitaevskii equation
i∂tϕ˜ξt = −∆ϕ˜ξt +
(
N3V (N.)f`(N.) ∗ |ϕ˜ξt|2
)
ϕ˜ξt (3.68)
with initial data ϕ˜ξt=0 = ϕ describing the Bose-Einstein condensate at time t = 0. While
in Theorem 3.1.2 the notation ϕ is already used to indicate the initial condensate wave
function, in the proof of Theorem 3.1.1 we will choose ϕ = φGP to be the minimizer of
the Gross-Pitaevskii functional (3.6). In both cases, we assume that ϕ ∈ H4(R3).
Notice that, in contrast with the initial data ϕ, the solution ϕ˜ξt depends on N .
With (3.63), one can show that ϕ˜ξt converges towards the solution of the original Gross-
Pitaevskii equation (3.12), as N →∞. This fact and some other important properties of
the solutions of (3.12) and (3.68) are listed in the next proposition, whose proof can be
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found in Theorem 3.1 of [11], with the only difference that, in [11], the modified Gross-
Pitaevskii equation was defined through the solution f of the zero energy scattering
equation, while here we work with the Neumann ground state f`. The only relevant
consequence is the fact that, here, the integral of f` against V is not exactly equal to
8pia0; the error, however, is of order N
−1 by (3.63).
Proposition 3.3.2. Let V ∈ L3(R3) be a non-negative, spherically symmetric, com-
pactly supported potential. Let ϕ ∈ H1(R) with ‖ϕ‖2 = 1.
i) Well-Posedness. For any ϕ ∈ H1(R3), with ‖ϕ‖2 = 1, there exist unique global
solutions t → ϕt and t → ϕ˜ξt in C(R, H1(R3)) of the Gross-Pitaevskii equation
(3.12) and, respectively, of the modified Gross-Pitaevskii equation (3.68) with ini-
tial datum ϕ. We have ‖ϕt‖2 = ‖ϕ˜ξt‖2 = 1 for all t ∈ R. Furthermore, there exists
a constant C > 0 such that
‖ϕt‖H1 , ‖ϕ˜ξt‖H1 ≤ C
ii) Propagation of higher regularity. If ϕ ∈ Hm(R) for some m ≥ 2, then ϕt, ϕ˜ξt ∈
Hm(R) for every t ∈ R. Moreover, there exist constants C > 0 depending on m
and on ‖ϕ‖Hm, and c > 0, depending on ‖ϕ‖H1 and m, such that, for all t ∈ R,
‖ϕt‖Hm , ‖ϕ˜ξ‖Hm ≤ Cec|t|. (3.69)
iii) Regularity of time derivatives. Suppose ϕ ∈ H4(R). Then there exist C > 0,
depending on ‖ϕ‖H4, and c > 0, depending on ‖ϕ‖H1, such that, for all t ∈ R,
‖ ˙˜ϕξ‖H2 , ‖ ¨˜ϕξ‖H2 ≤ Cec|t|.
iv) Comparison of Dynamics. Suppose ϕ ∈ H2(R). Then there exists a constant c > 0,
depending on ‖ϕ‖H2, such that for all t ∈ R,
‖ϕt − ϕ˜ξt‖2 ≤ CN−1 exp(c exp(c|t|). (3.70)
To compare the many-body evolution ψN,t with products of the solution ϕ˜ξt of the
modified Gross-Pitaevskii equation (3.12), we are going to use a unitary map (already
discussed in the introduction, after (3.23)) that was first introduced in [64] to analyze the
excitation spectrum of mean field bosonic systems and then in [63] to study fluctuations
around Hartree dynamics, again in the mean field regime. To define this map, we remark
that every ψN ∈ L2s(R3N ) has a unique representation of the form
ψN =
N∑
n=0
ψ
(n)
N ⊗s ϕ˜ξ⊗(N−n)t (3.71)
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where ψ
(n)
N ∈ L2⊥ϕ˜ξt(R
3)⊗sn is symmetric with respect to permutations and orthogonal
to ϕ˜ξt, in each of its coordinate, and where, for ψ
(n)
N ∈ L2⊥(R3)⊗sn and ψ(k)N ∈ L2⊥(R3)⊗sk,
we denote by ψ
(n)
N ⊗s ψ(k)N the symmetrized product defined by
ψ
(k)
N ⊗sψ(n)N (x1, . . . , xk+n)
=
1√
k!n!(k + n)!
∑
σ∈Sk+n
ψ
(k)
N (xσ(1), . . . , xσ(k))ψ
(n)
N (xσ(k+1), . . . , xσ(k+n)).
(3.72)
Using the representation (3.71), we define the map UN,t : L
2
s(R3N )→ F≤N⊥ϕ˜ξt by setting
UN,tψN = {ψ(0)N , ψ(1)N , . . . , ψ(N)N , 0, 0, . . . }. (3.73)
In terms of creation and annihilation operators, the map UN,t is given by
UN,tψN =
N⊕
n=0
(1− |ϕ˜ξt〉〈ϕ˜ξt|)⊗n
a(ϕ˜ξt)
N−n√
(N − n)!ψN .
Here, and frequently in the sequel, we identify ψN ∈ L2s(R3N ) with the Fock space vector
{0, . . . , 0, ψN , 0, . . . } ∈ F . UN,t is clearly an isometry. A simple computation shows that
UN,t (defined as in (3.73), as a map from L
2
s(R3N ) into F≤N⊥ϕ˜ξ) is a unitary operator, with
inverse given by
U∗N,t{ψ(0N , ψ(1)N , . . . , ψ(N)N , 0, . . . } =
N∑
n=0
a∗(ϕ˜ξt)
N−n√
(N − n)!ψ
(n)
N
The action of UN,t on creation and annihilation operators is determined by the following
rules (see [64, 63]):
UN,ta
∗(ϕ˜ξt)a(ϕ˜ξt)U
∗
N,t = N −N
UN,ta
∗(f)a(ϕ˜ξt)U
∗
N,t = a
∗(f)
√
N −N
UN,ta
∗(ϕ˜ξt)a(g)U
∗
N,t =
√
N −Na(g)
UN,ta
∗(f)a(g)U∗N,t = a
∗(f)a(g)
(3.74)
for all f, g ∈ L2⊥ϕ˜ξt(R
3).
The unitary map UN,t acts on ψN ∈ L2s(R3N ) by factoring out the condensate,
consisting of all particles in the state ϕ˜ξt, and mapping ψN to the excitations orthogonal
to the condensate. However, measuring excitations with respect to the condensate wave
function is not a very good idea in the Gross-Pitaevskii regime considered in this paper.
The many-body dynamics is known to develop correlations (see, for example, [40, 34]);
ψN,t is quite far from being factorized. To take into account correlations, we are going
to use a generalized Bogoliubov transformation, as introduced in Section 3.2. We define
kt(x; y) = −Nw`(N(x− y))ϕ˜ξt(x)ϕ˜ξt(y) (3.75)
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From Lemma 4.3.1, it follows that kt ∈ L2(R3 × R3), with L2-norm bounded uniformly
in N . Hence, kt is the integral kernel of a Hilbert-Schmidt operator on L
2(R3), which
we denote again with kt. We define a new Hilbert-Schmidt operator setting
ηt = (1− |ϕ˜ξt〉〈ϕ˜ξt|) kt (1− | ¯˜ϕξt〉〈 ¯˜ϕξt|) (3.76)
Also in this case, we will denote by ηt both the Hilbert-Schmidt operator defined in
(3.76) and its integral kernel. Note that ηt ∈ (qϕ˜ξt ⊗ qϕ˜ξt)L2(R3 × R3), where qϕ˜ξt =
1− |ϕ˜ξt〉〈ϕ˜ξt|. Let us write ηt = kt + µt, with the Hilbert-Schmidt operator
µt = |ϕ˜ξt〉〈ϕ˜ξt| kt | ¯˜ϕξt〉〈 ¯˜ϕξt| − |ϕ˜ξt〉〈ϕ˜ξt| kt − kt| ¯˜ϕξt〉〈 ¯˜ϕξt| (3.77)
In the next lemma we collect some important properties of the operators ηt, kt, µt. The
proof is a simple generalization of the proof of Lemma 3.3 and Lemma 3.4 in [11]; we
omit the details.
Lemma 3.3.3. Let ϕ˜ξt be the solution of (3.68) with initial datum ϕ ∈ H4(R). Let
w` = 1 − f` with f` the ground state solution of the Neumann problem (3.61). Let
kt, ηt, µt be defined as in (3.75), (3.76), (3.77). Then there exist constants C, c > 0
depending only on ‖ϕ‖H4 (in many cases, these constants actually depend only on lower
Sobolev norms of ϕ) and on V such that the following bounds hold true, for all t ∈ R.
i) We have
‖ηt‖2 ≤ C, ‖η(n)t ‖2 ≤ ‖ηt‖n2 ≤ Cn and lim
`→0
sup
t∈R
‖ηt‖2 = 0 (3.78)
and also
‖∇jηt‖2 ≤ C
√
N, ‖∇jµt‖2 ≤ C, ‖∇jη(n)t ‖2 ≤ C‖ηt‖n−22 , ‖∆jη(n)t ‖2 ≤ C‖ηt‖n−22
for j = 1, 2 and for all n ≥ 2. Here ∇1ηt and ∇2ηt denote the kernels ∇xηt(x; y)
and ∇yηt(x; y) (∆1ηt and ∆2ηt are defined similarly). Decomposing coshηt = 1+pηt
and sinhηt = ηt + rηt, we obtain
‖sinhηt‖2, ‖pηt‖2, ‖rηt‖2, ‖∇jpηt‖2, ‖∇jrηt‖2 ≤ C (3.79)
ii) For a.e. x, y ∈ R3 and n ∈ N, n ≥ 2, we have the pointwise bounds
|ηt(x; y)| ≤ C|x− y|+N−1 |ϕ˜ξt(x)||ϕ˜ξt(y)|
|η(n)t (x; y)| ≤ C‖ηt‖n−22 |ϕ˜ξt(x)||ϕ˜ξt(y)|
|µt(x; y)|, |pηt(x; y)|, |rηt(x; y)| ≤ C|ϕ˜ξt(x)||ϕ˜ξt(y)|
(3.80)
iii) We have
sup
x
∫
|ηt(x; y)|2dy, sup
x
∫
|kt(x; y)|2dy, sup
x
∫
|µt(x; y)|2dy ≤ C‖ϕ˜ξt‖H2 ≤ Cec|t|
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and
sup
x
∫
|η(n)t (x; y)|2dy ≤ C‖ηt‖n−22 ‖ϕ˜ξt‖H2 ≤ C‖ηt‖n−22 ec|t|
for all n ≥ 2. Therefore
sup
x
∫
|pηt(x; y)|2dy, sup
x
∫
|rηt(x; y)|2dy, sup
x
∫
|sinhηt(x; y)|2dy ≤ Cec|t|
iv) For j = 1, 2 and n ≥ 2, we have
‖∂tηt‖2, ‖∂2t ηt‖2 ≤ Cec|t|, ‖∂tη(n)t ‖2 ≤ Cnec|t|‖ηt‖n−12
and also
‖∂t∇jηt‖2 ≤ C
√
Nec|t|, ‖∂t∇jµt‖2 ≤ Cec|t|, ‖∂t∇jη(n)t ‖2 ≤ Cn‖ηt‖n−2ec|t|
Therefore
‖∂tpηt‖2, ‖∂trηt‖2, ‖∂tsinhηt‖2, ‖∇j∂tpηt‖2, ‖∇j∂trηt‖2 ≤ Cec|t|
v) For a.e. x ∈ R3, we have the pointwise bounds
|∂tηt(x; y)| ≤ C
[
1 +
1
|x− y|+N−1
]
×
[
| ˙˜ϕξt(x)||ϕ˜ξt(y)|+ |ϕ˜ξt(x)|| ˙˜ϕξt(y)|+ |ϕ˜ξt(x)||ϕ˜ξt(y)|
]
Moreover, for n ≥ 2, we have
|∂tη(n)t (x; y)| ≤ Cnec|t|‖ηt‖n−22
[
| ˙˜ϕξt(x)||ϕ˜ξt(y)|+ |ϕ˜ξt(x)|| ˙˜ϕξt(y)|+ |ϕ˜ξt(x)||ϕ˜ξt(y)|
]
Therefore
|∂tµt(x; y)|,|∂trηt(x; y)|, |∂tpηt(x; y)|
≤ Cec|t|
[
| ˙˜ϕξt(x)||ϕ˜ξt(y)|+ |ϕ˜ξt(x)|| ˙˜ϕξt(y)|+ |ϕ˜ξt(x)||ϕ˜ξt(y)|
]
vi) Finally, we find
sup
x
∫
|∂tηt(x; y)|2dy, sup
x
∫
|∂tkt(x; y)|2dy, sup
x
∫
|∂µt(x; y)|2dy ≤ Cec|t|
Furthermore, for all n ≥ 2,
sup
x
∫
|∂tη(n)t (x; y)|dy ≤ Cnec|t|‖ηt‖n−22
and therefore
sup
x
∫
|∂tpηt(x; y)|2dy, sup
x
∫
|∂trηt(x; y)|2dy, sup
x
∫
|∂tsinhηt(x; y)|2dy ≤ Cec|t|
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We model correlations in the solution ψN,t of the many-body Schro¨dinger equation
(3.8) by means of the generalized Bogoliubov transformation exp(B(ηt)) : F≤N⊥ϕ˜ξt →
F≤N⊥ϕ˜ξt with the integral kernel ηt ∈ (qϕ˜ξt ⊗ qϕ˜ξt)L
2(R3×R3) defined in (3.76). We define
therefore the fluctuation dynamics
WN,t = e−B(ηt) UN,t e−iHN t U∗N,0 eB(ηta0) (3.81)
Then WN,t : F≤N⊥ϕ → F≤N⊥ϕ˜ξt is a unitary operator. Clearly, WN,t depends on the length
parameter ` (the radius of the ball in (3.61)), through the modified Gross-Pitaevskii
equation (3.68) and also through the kernel ηt defined in (3.75), (3.76). While WN,t is
well-defined for any value of ` > 0, we will have to choose ` > 0 small, to make sure
that ‖ηt‖2 is sufficiently small; this will allow us to expand the action of the generalized
Bogoliubov transformation exp(B(ηt)) appearing in (3.81) using the series expansion
(3.56) (because, by (3.78), smallness of ` implies that ‖ηt‖2 is small, uniformly in t).
For ξ ∈ F≤N⊥ϕ , the operator WN,t is defined so that
e−iHN t U∗N,0 e
B(ηta0)ξ = U∗N,t e
B(ηt)WN,tξ .
It allows us to describe the many-body evolution of initial data of the form
ψN = U
∗
N,0e
B(ηta0)ξ, (3.82)
and to express the evolved state again in the form
ψN,t = e
−iHN tψN = U∗N,te
B(ηt)ξt, (3.83)
where we defined ξt =WN,t ξ. As we will see below, a vector of the form (3.82) exhibits
Bose-Einstein condensation in the one-particle state ϕ if and only if the expectation of
the number of particles operator 〈ξ,N ξ〉 is small, compared with the total number of
particles N . Hence, to prove Theorems 3.1.1 and 3.1.2, we will have to show first that
every initial ψN ∈ L2s(R3N ) satisfying (3.10) can be written in the form (3.82) for a
ξ ∈ F≤N⊥ϕ with 〈ξ,N ξ〉  N and then, secondly, that the bound on the expectation of
the number of particles is approximately preserved by WN,t. In fact, it turns out that
to control the growth of the expectation of N along the fluctuation dynamics, it is not
enough to have a bound on 〈ξ,N ξ〉; instead, we will also need a bound on the energy of
ξ (this is why we need to assume bN → 0, in (3.10)).
To control the growth of the number of particles with respect to the fluctuation
dynamics it is important to compute the generator of WN,t. A simple computation
shows that
i∂tWN,t = GN,tWN,t
with the time-dependent generator
GN,t = (i∂te−B(ηt))eB(ηt) + e−B(ηt)
[
(i∂tUN,t)U
∗
N,t + UN,tHNU
∗
N,t
]
eB(ηt) (3.84)
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Notice, that GN,t maps F≤N⊥ϕ˜ξt into F
≤N , but not into F≤N⊥ϕ˜ξt . This is due to the fact that
the space F≤N⊥ϕ˜ξt depends on time (and thus GN,t must have a component which allowsWN,t to move to different spaces). We will mostly be interested in the expectation of
GN,t for states in F≤N⊥ϕ˜ξt , but at some point (when we will be interested in the variation
of the expectation of GN,t) it will be important to remember the component of GN,t
mapping out of F≤N⊥ϕ˜ξt .
In the next proposition, we collect important properties of the generator GN,t.
Theorem 3.3.4. Let V ∈ L3(R3) be non-negative, spherically symmetric and compactly
supported. Let WN,t be defined as in (3.81) with the length parameter ` > 0 sufficiently
small and using the solution of the modified Gross-Pitaevskii equation (3.68), with an
initial data ϕ ∈ H4(R3). Let
CN,t =
1
2
〈
ϕ˜ξt,
(
[N3V (N.)(N − 1− 2Nf`(N.))] ∗ |ϕ˜ξt|2
)
ϕ˜ξt
〉
+
∫
dxdy |∇xkt(x; y)|2 + 1
2
∫
dxdy N2V (N(x− y))|kt(x; y)|2
+ Re
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(x; y).
(3.85)
Then there exist constants C, c > 0 such that, in the sense of quadratic forms on F≤N⊥ϕ˜ξt,
1
2
HN − Cec|t|(N + 1) ≤ (GN,t − CN,t) ≤ 2HN + Cec|t|(N + 1)
±i [N ,GN,t] ≤ HN + Cec|t|(N + 1),
±∂t(GN,t − CN,t) ≤ HN + Cec|t|(N + 1),
±Re[a∗(∂tϕ˜ξt)a(ϕ˜ξt),GN,t] ≤ HN + Cec|t|(N + 1).
(3.86)
where HN is the Fock space Hamiltonian
HN =
∫
dx∇xa∗x∇xax +
1
2
∫
dxdy N2V (N(x− y))a∗xa∗yayax (3.87)
Note that, on F≤N⊥ϕ˜ξt, we have [a
∗(∂tϕ˜ξt)a(ϕ˜ξt),GN,t] = a∗(∂tϕ˜ξt)a(ϕ˜ξt)GN,t.
The proof of Theorem 3.3.4 is given in the next section. From the technical point of
view, it represents the main part of our paper. In Section 3.5, we show then how to use
the properties of GN,t established in Theorem 3.3.4 to complete the proof of Theorems
3.1.1 and 3.1.2.
3.4 Analysis of the Generator of Fluctuation Dynamics
In this section we study the properties of the generator
GN,t = (i∂te−B(ηt))eB(ηt) + e−B(ηt)
[
(i∂tUN,t)U
∗
N,t + UN,tHNU
∗
N,t
]
eB(ηt) (3.88)
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of the fluctuation dynamics (3.81); the goal is to prove Theorem 3.3.4.
As forms on F≤N⊥ϕ˜ξt ×F
≤N
⊥ϕ˜ξt
, we find (see Lemma 6 in [63])
(i∂tUN,t)U
∗
N,t = − 〈i∂tϕ˜ξt, ϕ˜ξt〉(N −N )−
√
N
[
b(i∂tϕ˜ξt) + b
∗(i∂tϕ˜ξt)
]
(3.89)
Using (3.74) to compute UN,tHNU
∗
N,t a lengthy but straightforward computation (see
Appendix B of [63]) shows then that
(i∂tUN,t)U
∗
N,t + UN,tHNU
∗
N,t =
4∑
j=0
L(j)N,t
where
L(0)N,t =
1
2
〈
ϕ˜ξt, [N
3V (N.)(1− 2f`(N.)) ∗ |ϕ˜ξt|2]ϕ˜ξt
〉
(N −N )
− 1
2
〈
ϕ˜ξt, [N
3V (N.) ∗ |ϕ˜ξt|2]ϕ˜ξt
〉
(N + 1)(N −N )
N
L(1)N,t =
√
N b([N3V (N.)w`(N.) ∗ |ϕ˜ξt|2]ϕ˜ξt)−
N + 1√
N
b([N3V (N.) ∗ |ϕ˜ξt|2]ϕ˜ξt) + h.c.
L(2)N,t =
∫
dx∇xa∗x∇xax
+
∫
dxdy N3V (N(x− y))|ϕ˜ξt(y)|2
(
b∗xbx −
1
N
a∗xax
)
+
∫
dxdy N3V (N(x− y))ϕ˜ξt(x) ¯˜ϕξt(y)
(
b∗xby −
1
N
a∗xay
)
+
1
2
[∫
dxdy N3V (N(x− y))ϕ˜ξt(x)ϕ˜ξt(y)b∗xb∗y + h.c.
]
L(3)N,t =
∫
dxdy N5/2V (N(x− y))ϕ˜ξt(y)b∗xa∗yax + h.c.
L(4)N,t =
1
2
∫
dxdy N2V (N(x− y))a∗xa∗yayax
(3.90)
The generator (3.88) of the fluctuation dynamics is therefore given by
GN,t = (i∂te−B(ηt))eB(ηt) +
4∑
j=0
e−B(ηt)L(j)N,teB(ηt)
In the next subsections, we will study separately the six terms contributing to GN,t.
Before doing so, however, we collect some preliminary results, which will be useful for
our analysis.
Notation and Conventions. For the rest of this section we use the short-hand notation
ηx kx, µx for the wave functions ηx(y) = ηt(x; y), kx(y) = kt(x; y) and µx(y) = µt(x; y).
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We will always assume that supt∈R ‖ηt‖2 is sufficiently small, so that we can use the
expansions obtained in Lemma 3.2.4. Finally, by C and c we denote generic constants
which only depend on fixed parameters, but not on N or t, and which may vary from
one line to the next.
3.4.1 Preliminary results
In this subsection we show some simple but important auxiliary results which will be
used throughout the rest of Section 3.4. Recall the operators
Π
(2)
],[ (j1, . . . , jn) =
∫
b[0x1
n−1∏
i=1
a]iyia
[i
xi+1b
]n
yn
n∏
i=1
ji(xi; yi)dxidyi
Π
(1)
],[ (j1, . . . , jn; f) =
∫
b[0x1
n−1∏
i=1
a]iyia
[i
xi+1a
]n
yna
[n(f)
n∏
i=1
ji(xi; yi)dxidyi
introduced in Section 3.2. For each i ∈ {1, . . . , n}, we recall in particular the condition
that either ]i = ∗ and [i = · or ]i = · and [i = ∗.
In the next lemma, we consider commutators of these operators with the number of
particles operator N and with operators of the form a∗(g1)a(g2).
Lemma 3.4.1. Let n ∈ N, f, g1, g2 ∈ L2(R3), j1, . . . , jn ∈ L2(R3 × R3).
i) We have[
N ,Π(2)],[ (j1, . . . , jn)
]
= κ[0,]nΠ
(2)
],[ (j1, . . . , jn) for all ], [ ∈ {·, ∗}n[
N ,Π(1)],[ (j1, . . . , jn; f)
]
= ν[0Π
(1)
],[ (j1, . . . , jn; f) for all ] ∈ {·, ∗}n, [ ∈ {·, ∗}n+1 .
Here κ[0,]n = 2, if [0 = ]n = ∗, κ[0,]n = −2 if [0 = ]n = ·, and κ[0,]n = 0 otherwise,
while ν[0 = 1 if [0 = ∗ and ν[0 = −1 if [0 = ·.
ii) The commutator [
a∗(g1)a(g2),Π
(2)
],[ (j1, . . . , jn)
]
can be written as the sum of 2n terms, all having the form
Π
(2)
],[ (j1, . . . , ji−1, hi, ji+1, . . . , jn)
for some i ∈ {1, . . . , n}. Here hi ∈ L2(R3 × R3) has (up to a possible sign) one of
the following forms:
hi(x; y) = g1(x)ji(g¯2)(y), hi(x; y) = g1(y)ji(g¯2)(y) (3.91)
or the same, but with g1 and g¯2 exchanged. Here ji(g)(x) =
∫
ji(x; z)g(z)dz. Notice
that
‖hi‖2 ≤ ‖g1‖2‖g2‖2‖ji‖2 (3.92)
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and
|hi(x; y)| ≤ max
{
|g1(x)|‖ji(.; y)‖2‖g2‖2, |g1(y)|‖ji(x; .)‖2‖g2‖2,
|g2(x)|‖ji(.; y)‖2‖g1‖2, |g2(y)|‖ji(x; .)‖2‖g1‖2
} (3.93)
iii) The commutator [
a∗(g1)a(g2),Π
(1)
],[ (j1, . . . , jn; f)
]
(3.94)
can be written as the sum of 2n+ 1 terms. 2n of them have the form
Π
(1)
],[ (j1, . . . , ji−1, hi, ji+1, . . . , jn; f)
where hi is (up to a possible sign) one of the kernels appearing in (3.91) (or the
same with g1 and g¯2 exchanged), and satisfying the bounds in (3.92), (3.93). The
remaining term in the expansion for (3.94) has the form
Π
(1)
],[ (j1, . . . , jn; k) (3.95)
where k ∈ L2(R3) is (up to a possible sign) one of the functions
k(x) = 〈g1, f〉 g2(x), k(x) = 〈g2, f〉 g1(x) (3.96)
or one of their complex conjugated functions. In any event, we have
‖k‖2 ≤ ‖g1‖2‖g2‖2‖f‖2
and
|k(x)| ≤ ‖f‖2 max{‖g1‖2|g2(x)|, ‖g2‖2|g1(x)|}
iv) If f ∈ L2(R3) and/or j1, . . . , jn ∈ L2(R3 × R3) depend on time t ∈ R, we have
∂tΠ
(2)
],[ (j1, . . . , jn) =
n∑
i=1
Π
(2)
],[ (j1, . . . , ji−1, ∂tji, ji+1, . . . , jn)
∂tΠ
(1)
],[ (j1, . . . , jn; f) = Π
(1)
],[ (j1, . . . , jn; ∂tf)
+
n∑
i=1
Π
(1)
],[ (j1, . . . , ji−1, ∂tji, ji+1, . . . , jn; f).
Proof. Part (i) follows from (N + 1)bx = bxN and N b∗x = b∗x(N + 1). Part (iv) follows
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easily from the Leibniz rule. To prove part (ii), we apply Leibniz rule:[
a∗(g1)a(g2),Π
(2)
],[ (j1, . . . , jn)
]
=
∫
[a∗(g1)a(g2), b[0x1 ]
n∏
i=1
a]iyia
[i
xi+1b
]n
yn
n∏
i=1
ji(xi; yi)dxidyi
+
n−1∑
m=1
∫
b[0x1
m−1∏
i=1
a]iyia
[i
xi+1
[
a∗(g1)a(g2), a]myma
[m
xm+1
]
×
n−1∏
i=m+1
a]iyia
[i
xi+1b
]n
yn
n∏
i=1
ji(xi; yi)dxidyi
+
∫
b[0x1
n∏
i=1
a]iyia
[i
xi+1 [a
∗(g1)a(g2), b]nyn ]
n∏
i=1
ji(xi; yi)dxidyi
(3.97)
Using the commutation relations
[a∗(g1)a(g2), bx] = −g1(x)b(g2),
[a∗(g1)a(g2), b∗x] = g¯2(x)b
∗(g1)
[a∗(g1)a(g2), a∗xay] = [a
∗(g1)a(g2), aya∗x] = g¯2(x)a
∗(g1)ay − g1(y)a∗xa(g2)
(3.98)
we conclude that on the r.h.s. of (3.97) we have 2n terms, each of them being a Π(2)-
operator (with the same indices ], [ as the Π(2) operator on the l.h.s. of (3.97)). Fur-
thermore, from (3.98) it is clear that for each Π(2) operator on the r.h.s. of (3.97), only
one j-kernel will differ from the j-kernels of the Π(2) operator on the l.h.s. of (3.97). In
the first term on the r.h.s. of (3.97), we only have to replace the j1 kernel (either with
g1(x1)j1(g¯2)(y1) or with g¯2(x1)j1(g1)(y1), depending on [0 ∈ {·, ∗}). Similarly, in the
last term on the r.h.s. of (3.97), only the jn kernel has to be changed. In the m-th term
in the sum, on the other hand, the commutator leads to the sum of two Π(2)-operators,
one where the kernel jm is changed and one where the kernel jm+1 is replaced. From
(3.98), it is easy to check that the new kernel can only have one of the forms listed in
(3.91). The bounds (3.92), (3.93) follow easily from the explicit formula in (3.91). Part
(iii) can be shown similarly; the only difference is that, in this case, the commutator can
hit the last pair a]nyna
[n(f) instead of the b]nyn appearing in the Π
(2)-operator.
It follows from Lemma 3.4.1 that
[N , e−B(η)b(f)eB(η)] =
∞∑
n=0
(−1)n
n!
[N , ad(n)B(η)(b(f))]
[a∗(g1)a(g2), e−B(η)b(f)eB(η)] =
∞∑
n=0
(−1)n
n!
[a∗(g1)a(g2), ad
(n)
B(η)(b(f))]
∂t(e
−B(η)b(f)eB(η)) =
∞∑
n=0
(−1)n
n!
∂tad
(n)
B(η)(b(f))
(3.99)
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where the series on the r.h.s. are absolutely convergent.
In the next subsections we are going to study what happens to the operators L(j)N,t
defined in (3.90), when they are conjugated with the generalized Bogoliubov transfor-
mation eB(ηt). The general strategy is to expand e−B(ηt)L(j)N,teB(ηt) using Lemma 3.56,
and then use Lemma 3.2.3 to express every nested commutator. Therefore, we will have
to bound expectations of operators of the form
Λ1 . . .ΛiN
−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η(s)(g))
or of products of such operators. To this end, the next lemma will be frequently used.
Lemma 3.4.2. Let g ∈ L2(R3), i1, i2, k1, k2, `1, `2 ∈ N and j1, . . . , jk1 ,m1, . . . ,mk2 ∈
N\{0}. Suppose that, for s = 1, . . . , i1, s′ = 1, . . . , i2, Λs, Λ′s′ is either a factor (N −
N )/N , a factor (N −N + 1)/N or an operator of the form
N−p Π(2)],[ (η
(q1)
t,\1
, . . . , η
(qp)
t,\p
) (3.100)
i) Assume that the operator
Λ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η
(`1)
t,♦ (g))
appears in the expansion of ad
(n)
B(ηt)
(b(g)) for some n ∈ N (as discussed in Lemma
3.2.3). Then∥∥∥(N + 1)−1/2Λ1 . . .ΛiN−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(`1)t,♦ (g))ξ∥∥∥ ≤ Cn‖ηt‖n‖g‖‖ξ‖
If moreover, at least one of the Λs operators has the form (3.100) or if k ≥ 1, we
also have∥∥∥(N + 1)−1/2Λ1 . . .ΛiN−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(`1)t,♦ (g))ξ∥∥∥
≤ CnN−1/2‖ηt‖n‖g‖‖(N + 1)1/2ξ‖
(3.101)
ii) Let r : L2(R3) → L2(R3) be a bounded linear operator. We use the notation
(η(s)r)x(y) := (η
(s)r)(x; y) (if s = 0, (η(s)r)x(y) = rx(y) = r(x; y), as a distribu-
tion). Assume that the operator
Λ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; (η
(`1)
t,♦ r)x)
appears in the expansion of ad
(n)
B(ηt)
(b(rx)) for some n ∈ N. Then∥∥∥Λ1 . . .ΛiN−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; (η(`1)t,♦ r)x)ξ∥∥∥
≤
{
Cn‖ηt‖n−1‖(ηtr)x‖‖(N + 1)1/2ξ‖ if `1 ≥ 1
Cn‖ηt‖n‖a(rx)ξ‖ if `1 = 0
(3.102)
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iii) Suppose that the operators
Λ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; (η
(`1+1)
t,♦ r)x),
Λ′1 . . .Λ
′
i2N
−k2Π(1)],[ (η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)
appear in the expansion of ad
(n)
B(ηt)
(b((ηtr)x)) and respectively of ad
(k)
B(ηt)
(bx) for
some n, k ∈ N. Then∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; (η(`1+1)t,♦ r)x)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ
∥∥∥
≤
{
Cn+k‖ηt‖n+k−1‖(ηtr)x‖‖ηx‖‖(N + 1)1/2ξ‖ if `2 > 0
Cn+k‖ηt‖n+k‖(ηtr)x‖‖axξ‖ if `2 = 0
(3.103)
Similarly, if the operators
Λ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; (η
(`1)
t,♦ ∂tηt,♦˜)x),
Λ′1 . . .Λ
′
i2N
−k2Π(1)],[ (η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)
appear in the expansion of ad
(n)
B(ηt)
(b(∂tηt)) and respectively of ad
(k)
B(ηt)
(bx) for some
n, k ∈ N, we have∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; (η(`1)t,♦ ∂tηt,♦˜)x)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ
∥∥∥
≤
{
Cn+k‖ηt‖n+k−1‖(∂tηt)x‖‖ηx‖‖(N + 1)1/2ξ‖ if `2 > 0
Cn+k‖ηt‖n+k‖(∂tηt)x‖‖axξ‖ if `2 = 0
(3.104)
iv) Suppose that the operators
Λ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η
(`1)
y,♦ ),
Λ′1 . . .Λ
′
i2N
−k2Π(1)]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)
appear in the expansion of ad
(k)
B(ηt)
(by) and respectively of ad
(n)
B(ηt)
(bx) for some
n, k ∈ N. For α ∈ N, let
D =
∥∥∥(N + 1)(α−1)/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; η(`1)y,♦ )
× Λ′1 . . .Λ′i2N−k2Π
(1)
],[ (η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k1
; η
(`2)
x,♦′)ξ
∥∥∥
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Then, if `1 > 0, we have, for every α ∈ N,
D ≤
{
Cn+k‖η‖n+k−2‖ηx‖‖ηy‖‖(N + 1)(α+1)/2ξ‖ if `2 ≥ 1
Cn+k‖η‖n+k−1‖ηy‖‖ax(N + 1)α/2ξ‖ if `2 = 0 (3.105)
If instead `1 = 0, we distinguish three cases. For `2 > 1, we obtain
D ≤ Cn+k‖ηt‖n+k−2
{
‖ηy‖‖ηx‖(‖(N + 1)(α−1)/2ξ‖+ n/N‖(N + 1)(α+1)/2ξ‖)
+ ‖ηt‖‖ηx‖‖ay(N + 1)α/2ξ‖
}
(3.106)
If `1 = 0 and `2 = 1, we find
D ≤ Cn+k‖ηt‖n+k−2
{
[n‖ηx‖‖ηy‖+ ‖ηt‖|ηt(x; y)|] ‖(N + 1)(α−1)/2ξ‖
+ ‖ηt‖‖ηx‖‖ay(N + 1)α/2ξ‖
} (3.107)
If `1 = 0 and `2 = 1 and we additionally assume that that k+n ≥ 2 (since `1 ≤ k,
`2 ≤ n from Lemma 3.2.3, this assumption only excludes the case k = `1 = 0,
n = `2 = 1), we find the improved estimate
D ≤ Cn+k‖ηt‖n+k−2
{
N−1 [n‖ηx‖‖ηy‖+ ‖ηt‖|ηt(x; y)|] ‖(N + 1)(α+1)/2ξ‖
+ ‖ηt‖‖ηx‖‖ay(N + 1)α/2ξ‖
} (3.108)
Finally, let `1 = `2 = 0. Then
D ≤ Cn+k‖ηt‖n+k−1
{
nN−1‖ηy‖‖ax(N + 1)α/2ξ‖
+ ‖ηt‖‖axay(N + 1)(α−1)/2ξ‖
} (3.109)
If, however, `1 = `2 = 0 and, additionally, k + n ≥ 1 (excluding the case n = `1 =
k = `2 = 0), we find the improved bound
D ≤ Cn+k‖ηt‖n+k−1
{
nN−1‖ηy‖‖axξ‖+N−1/2‖ηt‖‖axay(N + 1)α/2ξ‖
}
(3.110)
Proof. Let us start with part i). If Λ1 is either the operator (N−N )/N or (N−N+1)/N ,
then, on F≤N ,∥∥∥(N + 1)−1/2Λ1 . . .ΛiN−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(`1)t,♦ (g))ξ∥∥∥
≤ 2
∥∥∥(N + 1)−1/2Λ2 . . .ΛiN−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(`1)t,♦ (g))ξ∥∥∥ (3.111)
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If instead Λ1 has the form (3.140) for a p ≥ 1, we apply Lemma 3.2.1 and we find (using
part vi) in Lemma 3.2.3)∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(`1)t,♦ (g))ξ∥∥∥
≤ Cp‖ηt‖p¯‖(N + 1)−1/2Λ2 . . .ΛiN−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η
(`1)
t,♦ (g))ξ‖
(3.112)
where we used the notation p¯ = q1 + · · ·+qp for the total number of ηt-kernels appearing
in (3.100). Iterating the bounds (3.111) and (3.112), we conclude that
‖(N + 1)−1/2Λ1 . . .Λi1N−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η
(`1)
t,♦ (g))ξ‖
≤ Cr+p1+···+ps‖ηt‖p¯1+···+p¯s‖(N + 1)1/2N−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η
(`1)
t,♦ (g))ξ‖
(3.113)
if r of the operators Λ1, . . . ,Λi1 have either the form (N −N )/N or the form (N −N +
1)/N , and the other s = i1 − r are Π(2)-operators of the form (3.128) of order p1, . . . , ps
, containing p¯1, . . . p¯s ηt-kernels. Again with Lemma 3.2.1, we obtain
‖(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η
(`1)
t,♦ (g))ξ‖
≤ Cr+p1+···+ps+j1+···+jk1+l1‖ηt‖p¯1+···+p¯s+j1+···+jk1+l1‖g‖‖ξ‖
≤ Cn‖ηt‖n‖g‖‖ξ‖ .
(3.114)
This shows the first bound in part i). Now, assume that at least one of the Λm operators,
for m ∈ {1, . . . , i1}, has the form (3.100). Since, for Ψ ∈ F≤N ,
‖(N + 1)−1/2N−pΠ(2)],[ (η
(q1)
t,\1
, . . . , η
(qp)
t,\p
)Ψ‖
≤ Cp‖ηt‖q1+···+qpN−p‖(N + 1)p−1/2Ψ‖
≤ Cp‖ηt‖q1+···+qpN−1/2‖Ψ‖
for any p ≥ 1, in this case we can improve (3.114) to
‖(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η
(`1)
t,♦ (g))ξ‖
≤ CnN−1/2‖ηt‖n‖g‖‖(N + 1)1/2ξ‖ .
Similarly, if k1 ≥ 1, we have by Lemma 3.2.1,
N−k1
∥∥∥(N + 1)−1/2Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k ; η(`1)t,\k+1(g))ξ∥∥∥
≤ N−k1Ck1‖ηt‖j1+···+jk1+`1‖g‖‖(N + 1)k1−1/2ξ‖
≤ CkN−1/2‖ηt‖j1+···+jk1+`1‖g‖‖(N + 1)1/2ξ‖
Hence, also in this case, the bound (3.101) holds true.
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If `1 ≥ 1, part ii) can be proven similarly to part i), noticing that
‖(η(`1)t,♦ r)x‖ ≤ ‖ηt‖`1−1‖(ηtr)x‖ .
If instead `1 = 0, it follows from Lemma 3.2.3, part v), that the field operator associated
with (η
(`1)
t,♦ r)x = rx (the one appearing on the right of Π
(1)) is an annihilation operator
(acting directly on ξ). Hence, (3.102) holds true also in this case.
Let us now consider part iii). We can bound, first of all∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; (η(`1+1)t r)x)Ψ∥∥∥ ≤ Cn‖ηt‖n‖(ηtr)x‖‖Ψ‖
and ∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; (η(`1)t,♦ ∂tηt,♦˜)x)Ψ∥∥∥
≤ Cn‖ηt‖n‖(∂tηt)x‖‖Ψ‖
Choosing now
Ψ = Λ′1 . . .Λ
′
i2N
−k2Π(1)]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ,
and proceeding as in part ii), distinguishing the cases `2 ≥ 1 and `2 = 0, we obtain
(3.103) and (3.104).
Finally, we consider part iv). If `1 > 0, we can proceed as in part iii) to show (3.105).
So, let us focus on the case `1 = 0. In this case, the field operator on the right of the first
Π(1)-operator (the one on the left) is an annihilation operator, ay. To estimate D, we
need to commute ay to the right, until it hits ξ. To commute ay through factors of N ,
we just use the pull-through formula ayN = (N + 1)ay. When we commute ay through
a pair of creation and/or annihilation operators associated with a kernel η
(j)
t for a j ≥ 1
(as the ones appearing in the Π(2)-operators of the form (3.100) or in the operator Π(1)-
operator), we generate a creation or an annihilation operator with argument η
(j)
y , whose
L2-norm is uniformly bounded. At the same time, we spare a factor N−1. For example,
we have [
ay,
∫
a∗xiayiη
(j)(xi; yi)dxidyi
]
= a(η¯(j)y )
At the end, we have to commute ay through the field operator with argument η
(`2)
x,♦′ . The
commutator is trivial if `2 is even (because then the corresponding field operator is an
annihilation operator; see Lemma 3.2.3, part v)). It is given by
[ay, a
∗(η(`2)x,♦′)] = η
(`2)
t,♦′ (x; y) (3.115)
if `2 is odd. If `2 ≥ 2, we can bound |η(`2)t,♦′ (x; y)| ≤ ‖ηt‖`2−2‖ηx‖‖ηy‖ and we obtain
(taking into account the fact that there are at most n pairs of fields with which ay has
to be commuted)
D ≤Ck+n‖ηt‖k+n−2
{
nN−1‖ηy‖‖ηx‖‖(N + 1)(α+1)/2ξ‖
+ ‖ηx‖‖ηy‖‖(N + 1)(α−1)/2ξ‖+ ‖ηt‖‖ηx‖‖ay(N + 1)α/2ξ‖
}
.
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If instead `2 = 1, the r.h.s. of (3.115) blows up, as N → ∞. To make up for this
singularity, we use the additional assumption k + n ≥ 2. Combining this information
with `1 = 0, `2 = 1, we conclude that either k1 > 0 or k2 > 0 or there exists i ∈ N such
that either Λi or Λ
′
i is a Π
(2)-operator of the form (3.100) with p ≥ 1. This factor allows
us to gain a factor (N + 1)/N in the estimate for the term arising from the commutator
(3.115). We conclude that, in this case,
D ≤ Ck+n‖ηt‖k+n−2
{
nN−1‖ηy‖‖ηx‖‖(N + 1)(α+1)/2ξ‖
+N−1|ηt(x; y)|‖(N + 1)(α+1)/2ξ‖+ ‖ηt‖‖ηx‖‖ay(N + 1)α/2ξ‖
}
.
Finally, let us consider the case `2 = 0. Here we proceed as before, commuting ay to
the right. The commutator produces at most n factors, whose norm can be bounded
similarly as before. We easily conclude that
D ≤ Ck+n‖ηt‖k+n−1
{
nN−1‖ηx‖‖ay(N + 1)α/2ξ‖+ ‖ηt‖‖axay(N + 1)(α−1)/2ξ‖
}
If we impose the additional condition k+ n ≥ 1, we deduce that either k1 > 0 or k2 > 0
or there exists i ∈ N such that either Λi or Λ′i is a Π(2)-operator of the form (3.100) with
p ≥ 1. Similarly as we argued in the case `2 = 1, when estimating the contribution with
the two annihilation operators ax, ay acting on ξ, we can therefore extract an additional
factor (N + 1)/N . Under this additional condition, we obtain
D ≤ Ck+n‖ηt‖k+n−1
{
nN−1‖ηx‖‖ayξ‖+N−1/2‖ηt‖‖axay(N + 1)(α−1)/2ξ‖
}
which proves (3.110).
3.4.2 Analysis of e−B(ηt)L(0)N,teB(ηt)
From the definition (3.90), we can write
L(0)N,t = CN,t − 〈ϕ˜ξt,
[
N3V (N.)w`(N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉N
+
1
2N
〈ϕ˜ξt,
[
N3V (N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉N +
1
2N
〈ϕ˜ξt,
[
N3V (N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉N 2
with the t- and N -dependent number
CN,t =
N
2
〈ϕ˜ξt,
[
N3V (N.)w`(N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉 −
1
2
〈ϕ˜ξt,
[
N3V (N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉
The properties of the other terms are described in the next proposition.
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Proposition 3.4.3. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that∣∣∣〈ξ, e−B(ηt) (L(0)N,t − CN,t) eB(ηt)ξ〉∣∣∣ ≤ C〈ξ, (N + 1)ξ〉∣∣∣〈ξ, [N , e−B(ηt) (L(0)N,t − CN,t) eB(ηt)] ξ〉∣∣∣ ≤ C〈ξ, (N + 1)ξ〉∣∣∣〈ξ, [a∗(g1)a(g2), e−B(ηt) (L(0)N,t − CN,t) eB(ηt)] ξ〉∣∣∣ ≤ C‖g1‖‖g2‖〈ξ, (N + 1)ξ〉∣∣∣∂t 〈ξ, e−B(ηt) (L(0)N,t − CN,t) eB(ηt)ξ〉∣∣∣ ≤ Cec|t|〈ξ, (N + 1)ξ〉
(3.116)
for all t ∈ R, g1, g2 ∈ L2(R3), ξ ∈ F≤N .
In order to show Proposition 3.4.3, we need to conjugate the number of particles
operator N with the generalized Bogoliubov transformation e−B(ηt). To this end, we
make use of the following lemma, where, for later convenience, we consider conjugation
of more general quadratic operators.
Lemma 3.4.4. Let r : L2(R3) → L2(R3) be a bounded linear operator. Consider the
Fock-space operators
R1 =
∫
dxdy r(y;x) b∗xby and R2 =
∫
dxdy r(y;x) a∗xay
mapping F≤N in itself. Then we have the bounds∣∣∣〈ξ1, e−B(ηt)RieB(ηt)ξ2〉∣∣∣ ≤ C‖r‖op‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖∣∣∣〈ξ1, [N , e−B(ηt)RieB(ηt)] ξ2〉∣∣∣ ≤ C‖r‖op ‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖∣∣∣〈ξ1, [a∗(g1)a(g2), e−B(ηt)RieB(ηt)] ξ2〉∣∣∣ ≤ C‖r‖op‖g1‖‖g2‖
× ‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.117)
for i = 1, 2 and all ξ1, ξ2 ∈ F≤N . Furthermore, if r = rt is differentiable in t, we find∣∣∣∂t 〈ξ1, e−B(ηt)RieB(ηt)ξ2〉∣∣∣ ≤ Cec|t|(‖r‖op+‖r˙‖op) ‖(N+1)1/2ξ1‖‖(N+1)1/2ξ2‖ (3.118)
for i = 1, 2 and all ξ1, ξ2 ∈ F≤N .
Proof. We consider first the operator R1. By Lemma 3.2.4, we expand
e−B(ηt)R1eB(ηt) =
∫
dx e−B(ηt)b∗(rx)bxeB(ηt)
=
∑
k,n≥0
(−1)k+n
k!n!
∫
dx ad
(n)
B(ηt)
(b∗(rx))ad
(k)
B(ηt)
(bx)
(3.119)
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with the notation rx(y) = r(x; y). According to Lemma 3.2.3 the operator∫
dx ad
(n)
B(ηt)
(b∗(rx)) ad
(k)
B(ηt)
(bx)
is given by the sum of 2n+kn!k! terms having the form
E :=
∫
dxN−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; (η
(`1)
t,♦ r)x)
∗Λ∗i1 . . .Λ
∗
1
Λ′1 . . .Λ
′
i2N
−k2Π(1)]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)
(3.120)
where i1, i2, k1, k2, `1, `2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 1, and where each operator Λi
and Λ′i is either a factor (N −N )/N , a factor (N + 1−N )/N or a Π(2)-operator of the
form
N−pΠ(2)],[ (η
(q1)
t,\
1
, . . . , η
(qp)
t,\
p
) (3.121)
for a p ≥ 1 and powers q1, . . . , qp ≥ 1. With Cauchy-Schwarz we find
|〈ξ1,Eξ2〉| ≤
∫
dx
∥∥∥Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; (η(`1)t,♦ r)x)ξ1∥∥∥
×
∥∥∥∥Λ′1 . . .Λ′i2N−k2Π(1)]′,[′(η(m1)t,\′1 , . . . , η(mk2 )t,\′k2 ; η(`2)x,♦′)ξ2
∥∥∥∥ (3.122)
for every ξ1, ξ2 ∈ F≤N . With Lemma 3.4.2, part ii), we find that
|〈ξ1,E ξ2〉| ≤ Ck+n‖r‖op‖ηt‖n+k‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖ (3.123)
where we used the fact that∫
dx ‖a(rx)ξ1‖2 = 〈ξ1, dΓ(r2)ξ1〉 ≤ ‖r2‖op‖N 1/2ξ1‖2 ≤ ‖r‖2op‖N 1/2ξ1‖2
From (3.119), we conclude that, if supt ‖ηt‖ is small enough,∣∣∣〈ξ1, e−B(ηt)R1eB(ηt)ξ2〉∣∣∣ ≤ C‖r‖op‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖ (3.124)
This proves the first bound in (3.117), if i = 1. The other two bounds in (3.117) and the
bound in (3.118) for i = 1 can be proven similarly. To be more precise, we first expand
the operator e−B(ηt)R1eB(ηt) as in (3.119), where the (n, k)-th term can be written as
the sum of 2n+kk!n! terms of the form (3.120). Then we use Lemma 3.4.1 to express the
commutator of (3.120) with N or with a∗(g1)a(g2) or its time-derivative as a sum of at
most 2(k + n + 1) terms having again the form (3.120), with just one of the ηt-kernels
appropriately replaced. Finally, we proceed as above to show that the matrix elements
of such a term can be bounded as in (3.123). We omit further details.
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Let us now consider the operator R2. We start by writing
e−B(ηt)R2eB(ηt) = R2 +
∫ 1
0
ds e−sB(ηt)[R2, B(ηt)]esB(ηt)
= R2 +
∫ 1
0
ds
∫
dxdy r(y;x)e−sB(ηt) [a∗xay, B(ηt)] e
sB(ηt)
= R2 +
∫ 1
0
ds
∫
dxe−sB(ηt) [b((ηtr)x)bx + h.c.] esB(ηt)
Expanding as in Lemma 3.2.4 and then integrating over s, we find
e−B(ηt)R2eB(ηt)
= R2 +
∑
k,n≥0
(−1)k+n
k!n!(k + n+ 1)
∫
dx
[
ad
(n)
B(ηt)
(b((ηtr)x))ad
(k)
B(ηt)
(bx) + h.c.
] (3.125)
With Lemma 3.2.3, we can write the operator∫
dx ad
(n)
B(ηt)
(b((ηtr)x))ad
(k)
B(ηt)
(bx) (3.126)
as a sum of 2n+kk!n! contributions of the form
E =
∫
dxΛ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; (η
(`1+1)
t,♦ r)x)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)
(3.127)
where each Λi and Λ
′
i is either (N −N )/N , (N + 1−N )/N or an operator of the form
N−p Π(2)],[ (η
(q1)
t,\
1
, . . . η
(qp)
t,\
p
) (3.128)
From Lemma 3.4.2, part iii), we obtain that
|〈ξ1,Eξ2〉| ≤ ‖(N + 1)1/2ξ1‖
×
∫
dx
∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; (η(`1+1)t,♦ r)x)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ2
∥∥∥
≤ Cn+k‖r‖op ‖ηt‖k+n+1‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
This implies that, if supt ‖ηt‖ is small enough,∣∣∣〈ξ1, e−B(ηt)R2eB(ηt)ξ2〉∣∣∣ ≤ C‖r‖op‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
As in the analysis of R1 above, also here one can show the other bounds in (3.117)
for the commutators of e−B(ηt)R1eB(ηt) with N and with a∗(g1)a(g2) and for its time-
derivative.
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Next, we use Lemma 3.4.4 to show Prop. 3.4.3.
Proof of Prop. 3.4.3. To control L(0)N,t we start by noticing that, with Young’s inequality,∣∣〈ϕ˜ξt, [N3V (N.) ∗ |ϕ˜ξt|2] ϕ˜ξt〉∣∣ ≤ ∫ N3V (N(x− y))|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2dxdy
≤ C‖ϕ˜ξt‖44 ≤ C‖ϕ˜ξt‖4H1 ≤ C
(3.129)
and ∣∣∂t〈ϕ˜ξt, [N3V (N.) ∗ |ϕ˜ξt|2] ϕ˜ξt〉∣∣ ≤ C‖ϕ˜ξt‖34‖ ˙˜ϕξt‖4 ≤ C‖ϕ˜ξt‖3H1‖ϕ˜ξt‖H3 ≤ Cec|t|
(3.130)
for constants C, c > 0. Similarly, we also have∣∣〈ϕ˜ξt, [N3V (N.)w`(N.) ∗ |ϕ˜ξt|2] ϕ˜ξt〉∣∣ ≤ C∣∣∂t〈ϕ˜ξt, [N3V (N.)w`(N.) ∗ |ϕ˜ξt|2] ϕ˜ξt〉∣∣ ≤ Cec|t| . (3.131)
By (3.129), (3.130), (3.131), it is enough to show the four bound in (3.116) with
L(0)N,t−CN,t replaced by N and by N 2/N . If we replace L(0)N,t−CN,t with N , the bounds
in (3.116) follow from Lemma 3.4.4. To prove that these bounds also hold for N 2/N ,
we use again Lemma 3.4.4. Setting ξ2 = e
−B(ηt)(N/N)eB(ηt)ξ, we have∣∣∣〈ξ, e−B(ηt)(N 2/N)eB(ηt)ξ〉∣∣∣ = ∣∣∣〈ξ, e−B(ηt)N eB(ηt)ξ2〉∣∣∣ ≤ C‖(N + 1)1/2ξ‖‖(N + 1)1/2ξ2‖
Since, by Lemma 3.2.2,
‖(N + 1)1/2ξ2‖2 = N−2〈ξ, e−B(ηt)N eB(ηt)(N + 1)e−B(ηt)N eB(ηt)ξ〉
≤ N−2〈ξ, (N + 1)3ξ〉 ≤ C〈ξ, (N + 1)ξ〉
for all ξ ∈ F≤N , we have∣∣∣〈ξ, e−B(ηt)(N 2/N)eB(ηt)ξ〉∣∣∣ ≤ C‖(N + 1)1/2ξ‖2
Using Lemma 3.4.4 and Leibniz rule, we also find∣∣∣〈ξ, [N , e−B(ηt)(N 2/N)eB(ηt)]ξ〉∣∣∣ ≤ C‖(N + 1)1/2ξ‖2∣∣∣〈ξ, [a∗(g1)a(g2), e−B(ηt)(N 2/N)eB(ηt)]ξ〉∣∣∣ ≤ C‖g1‖‖g2‖‖(N + 1)1/2ξ‖2∣∣∣〈ξ, ∂t(e−B(ηt)(N 2/N)eB(ηt))ξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖2
This concludes the proof of the proposition.
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3.4.3 Analysis of e−B(ηt)L(1)N,teB(ηt)
We recall that
L(1)N,t =
√
Nb(hN,t)− N + 1√
N
b(h˜N,t) + h.c.
where we used the notation hN,t = (N
3V (N.)w`(N.) ∗ |ϕ˜ξt|2)ϕ˜ξt and h˜N,t = (N3V (N.) ∗
|ϕ˜ξt|2)ϕ˜ξt. We write
e−B(ηt)L(1)N,teB(ηt) =
√
N
[
b(coshηt(hN,t)) + b
∗(sinhηt(h¯N,t)) + h.c.
]
+ E(1)N,t (3.132)
In the next proposition we show that the operator E(1)N,t, defined in (3.132), its commutator
with N and its time-derivative can all be controlled by the number of particles operator
N (while the first term on the r.h.s. of (3.132) will cancel with contributions arising
from conjugation of L(3)N,t).
Proposition 3.4.5. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that ∣∣∣〈ξ, E(1)N,tξ〉∣∣∣ ≤ C〈ξ, (N + 1)ξ〉∣∣∣〈ξ, [N , E(1)N,t] ξ〉∣∣∣ ≤ C〈ξ, (N + 1)ξ〉∣∣∣〈ξ, [a∗(g1)a(g2), E(1)N,t] ξ〉∣∣∣ ≤ C‖g1‖‖g2‖〈ξ, (N + 1)ξ〉∣∣∣∂t〈ξ, E(1)N,tξ〉∣∣∣ ≤ Cec|t|〈ξ, (N + 1)ξ〉
(3.133)
for all ξ ∈ F≤N .
Proof. We start with the observation that
‖hN,t‖, ‖h˜N,t‖ ≤ C‖ϕ˜ξt‖3H1 ≤ C
‖∂thN,t‖, ‖∂th˜N,t‖ ≤ ‖ϕ˜ξt‖2H1‖ϕ˜ξt‖H3 ≤ Cec|t|
(3.134)
uniformly in N and for all t ∈ R. Recall that, by (3.132),
E(1)N,t =
[
e−B(ηt)L(1)N,teB(ηt) −
√
N (b(coshηt(hN,t) + b
∗(sinhηt(hN,t) + h.c.)
]
=
√
N
[
e−B(ηt)b(hN,t)eB(ηt) − (b(coshηt(hN,t) + b∗(sinhηt(hN,t))
]
+ h.c.
+N−1/2e−B(ηt)(N + 1)b(h˜N,t)eB(ηt)
(3.135)
Set
D(g) = e−B(ηt)b(g)eB(ηt) − b(coshηt(g))− b∗(sinhηt(g))
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We observe that Proposition 3.4.5 follows if we prove that
|〈ξ1, D(g)ξ2〉| ≤ CN−1/2‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
|〈ξ1, [N , D(g)]ξ2〉| ≤ CN−1/2‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
|〈ξ1, [a∗(g1)a(g2), D(g)]ξ2〉| ≤ CN−1/2‖g‖‖g1‖‖g2‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
|〈ξ1, ∂tD(g)ξ2〉| ≤ CN−1/2(‖g‖+ ‖g˙‖)‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.136)
for every, possibly time-dependent, g ∈ L2(R3). In fact, applying (3.136) with g = hN,t,
we obtain the desired bounds for the first line on the r.h.s. of (3.135). To bound the
expectation of the operator on the second line on the r.h.s. of (3.135), on the other hand,
we apply (3.136) with g = h˜N,t, ξ1 = ξ and ξ2 = e
−B(ηt)(N + 1)eB(ηt)ξ. We find
N−1/2
∣∣∣〈ξ, e−B(ηt)(N + 1)b(h˜N,t)eB(ηt)ξ〉∣∣∣
= N−1/2
∣∣∣〈ξ2, e−B(ηt)b(h˜N,t)eB(ηt)ξ〉∣∣∣
≤ N−1/2
∣∣∣〈ξ2, [b(coshηt(h˜N,t)) + b∗(sinhηt(h˜N,t))] ξ〉∣∣∣
+ CN−1‖h˜N,t‖‖(N + 1)1/2ξ‖‖(N + 1)1/2ξ2‖
≤ CN−1/2‖(N + 1)1/2ξ‖‖ξ2‖+ CN−1‖(N + 1)1/2ξ‖‖(N + 1)1/2ξ2‖
(3.137)
where we used Lemma 1.2.4, the fact that coshηt , sinhηt are bounded operators (uniformly
in t and N), and (3.134). From Lemma 3.2.2, we obtain
‖ξ2‖2 = 〈ξ, e−B(ηt)(N + 1)2eB(ηt)ξ〉 ≤ C〈ξ, (N + 1)2ξ〉 = C‖(N + 1)ξ‖2
and, similarly,
‖(N + 1)1/2ξ2‖2 = 〈ξ, e−B(ηt)(N + 1)eB(ηt)(N + 1)e−B(ηt)(N + 1)eB(ηt)ξ〉
≤ C〈ξ, e−B(ηt)(N + 1)3eB(ηt)ξ〉
≤ C〈ξ, (N + 1)3ξ〉 = C‖(N + 1)3/2ξ‖2
Inserting the last two bounds in the r.h.s. of (3.137), we conclude that
N−1/2
∣∣∣〈ξ, e−B(ηt)(N + 1)b(h˜N,t)eB(ηt)ξ〉∣∣∣ ≤ C‖(N + 1)1/2ξ‖2
for all ξ ∈ F≤N . Similarly, we can control the commutator of the second line on the
r.h.s. of (3.135) with N and with a∗(g1)a(g2) and its time-derivative.
We still have to show (3.136). To this end, we use Lemma 3.2.4 to expand
e−B(ηt)b(g)eB(ηt) =
∑
n≥0
(−1)n
n!
ad
(n)
B(ηt)
(b(g)) (3.138)
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According to Lemma 3.2.3, the nested commutator ad
(n)
B(ηt)
(b(g)) can be written as a
sum of 2nn! terms, having the form
Λ1 . . .ΛiN
−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η
(s)
t,\k+1
(g∆)) (3.139)
where each Λm is either (N −N )/N , (N −N + 1)/N or a Π(2)-operator of the form
N−pΠ(2)]′,[′(η
(m1)
t,\′1
, . . . , η
(mp)
t,\′p
) (3.140)
Exactly one of these 2nn! terms has the form{
(N−N )r
Nr
(N+1−N )r
Nr b(η
(2r)
t (g)) if n = 2r is even
− (N−N )r+1
Nr+1
(N+1−N )r
Nr b
∗(η(2r+1)t (g¯)) if n = 2r + 1 is odd
(3.141)
All other terms are of the form (3.139), with either k > 0 or with at least one factor Λi
being of the form (3.140). Let us suppose that n = 2r is even. Then we write (3.141) as
(N −N )r
N r
(N + 1−N )r
N r
b(η
(2r)
t (g))
= b(η
(2r)
t (g)) +
[
(N −N )r
N r
(N + 1−N )r
N r
− 1
]
b(η
(2r)
t (g))
(3.142)
Inserting the term b(η
(2r)
t (g)) on the r.h.s. of (3.138) and summing over all r ∈ N, we
reconstruct ∑
r≥0
1
(2r)!
b(η
(2r)
t (g)) = b(coshηt(g))
On the other hand, the contribution of the second term on the r.h.s. of (3.142) has
matrix elements bounded by∣∣∣∣〈ξ1, [(N −N )rN r (N + 1−N )rN r − 1
]
b(η
(2r)
t (g))ξ2〉
∣∣∣∣
≤
∥∥∥∥[(N −N )rN r (N + 1−N )rN r − 1
]
ξ1
∥∥∥∥ ‖b(η(2r)t (g))ξ2‖
≤ 2rN−1/2‖ηt‖2r‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.143)
since 1 − (1 − x)r ≤ rx for all 0 ≤ x ≤ 1. Similarly, the contribution (3.141) with
n = 2r + 1 odd can be shown to reconstruct the operator b∗(sinhηt(g¯)), up to an error
that can be estimated as in (3.143).
As for the other terms of the form (3.139), excluding (3.141), we can bound their
matrix elements using part i) of Lemma 3.4.2. We obtain∣∣∣〈ξ1,Λ1 . . .ΛiN−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(s)t,\k+1)ξ2〉∣∣∣
≤ ‖(N + 1)1/2ξ1‖
∥∥∥(N + 1)−1/2N−kΠ(1)],[ (η(j1)t,\1 , . . . , η(jk)t,\k ; η(s)t,\k+1(g∆))ξ2∥∥∥
≤ Cn‖ηt‖nN−1/2‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.144)
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We conclude that∣∣∣〈ξ1,{e−B(ηt)b(g)eB(ηt) − b(coshηt(g))− b∗(sinhηt)(g¯))} ξ2〉∣∣∣
≤ N−1/2‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
∑
n≥2
nCn‖ηt‖n
≤ CN−1/2‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.145)
if the parameter ` > 0 in the definition (3.76) of the kernel ηt is small enough.
Since, by Lemma 3.4.1, part i), the commutator of every term of the form (3.139)
with N is again a term of the same form, just multiplied with a constant κ ∈ {0,±1,±2},
we conclude that∣∣∣〈ξ1, [N ,{e−B(ηt)b(g)eB(ηt) − b(coshηt(g))− b∗(sinhηt)(g¯))}] ξ2〉∣∣∣
≤ CN−1/2‖g‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.146)
Since, again by Lemma 3.4.1, part ii) and iii), the commutator of every term of the form
(3.139) with a∗(g1)a(g2) can be written as a sum of at most 2n terms having again the
form (3.139), just with one of the ηt-kernels or with the function η
(s)
t,\k+1
(g∆) appearing
in the Π(1)-operator replaced according to (3.91) and (3.96), we also find that∣∣∣〈ξ1, [a∗(g1)a(g2),{e−B(ηt)b(g)eB(ηt) − b(coshηt(g))− b∗(sinhηt)(g¯))}] ξ2〉∣∣∣
≤ CN−1/2‖g‖‖g1‖‖g2‖‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.147)
Finally, since by Lemma 3.4.1, part iv), the time-derivative of each term of the form
(3.139) can be written as a sum of at most (n+ 1) terms having again the form (3.139),
but with one of the ηt-kernels or the function η
(s)
t,\k+1
(g∆) appearing in the Π
(1)-operator
replaced by their time-derivative, we get (since ‖η˙t‖ ≤ Cec|t|)∣∣∣∂t〈ξ1, [e−B(ηt)b(g)eB(ηt) − b(coshηt(g))− b∗(sinhηt)(g¯))] ξ2〉∣∣∣
≤ CN−1/2ec|t|(‖g‖+ ‖g˙‖)‖(N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
(3.148)
3.4.4 Analysis of e−B(ηt)L(2)N,teB(ηt)
Recall that
L(2)N,t = K +
∫
dxdy N3V (N(x− y))|ϕ˜ξt(y)|2
[
b∗xbx −
1
N
a∗xax
]
+
∫
dxdy N3V (N(x− y))ϕ˜ξt(x) ¯˜ϕξt(y)
[
b∗xby −
1
N
a∗xay
]
+
1
2
∫
dxdyN3V (N(x− y)) [ϕ˜ξt(x)ϕ˜ξt(y)b∗xb∗y + h.c.]
(3.149)
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with the notation
K =
∫
dx∇xa∗x∇xax
for the kinetic energy operator.
In the next two subsections we consider first the conjugation of the kinetic energy
operator and then of the rest of L(2)N,t with eB(ηt).
Analysis of e−B(ηt)KeB(ηt)
We write
e−B(ηt)KeB(ηt) = K +
∫
|∇xkt(x; y)|2dxdy
+
∫
dxdy (∆w`)(N(x− y))
[
ϕ˜ξt(x)ϕ˜ξt(y)b
∗
xb
∗
y + h.c.
]
+ E(K)N,t
(3.150)
In the next proposition, we collect important properties of the error term E(K)N,t defined
in (3.150).
Proposition 3.4.6. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that∣∣∣〈ξ, E(K)N,t ξ〉∣∣∣ ≤ Cec|t|‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖∣∣∣〈ξ, [N , E(K)N,t ] ξ〉∣∣∣ ≤ Cec|t|‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖∣∣∣〈ξ, [a∗(g1)a(g2), E(K)N,t ] ξ〉∣∣∣ ≤ Cec|t|‖g1‖H1‖g2‖H1‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖∣∣∣∂t〈ξ, E(K)N,t ξ〉∣∣∣ ≤ Cec|t|‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖
(3.151)
where we used the notation HN = K + VN , with
VN = 1
2
∫
dxdyN2V (N(x− y))a∗xa∗yayax (3.152)
Proof. We write
e−B(ηt)KeB(ηt) −K =
∫ 1
0
e−sB(ηt) [K, B(ηt)] esB(ηt)
=
∫ 1
0
ds
∫
dx e−sB(ηt) [∇xa∗x∇xax, B(ηt)] esB(ηt)
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From (3.43), we find
e−B(ηt)KeB(ηt) −K
=
∫ 1
0
ds
∫
dx
[
e−sB(ηt)b(∇xηx)∇xbxesB(ηt) + h.c.
]
=
∑
k,n≥0
(−1)k+n
k!n!(k + n+ 1)
∫
dx
[
ad
(n)
B(ηt)
(b(∇xηx))ad(k)B(ηt)(∇xbx) + h.c.
]
From the sum on the r.h.s. we extract the term with k = n = 0 and also the term with
n = 0, k = 1. We obtain
e−B(ηt)KeB(ηt) −K
=
∫
dx [b(∇xηx)∇xbx + h.c.]
+
∫
dx b(∇xηx)b∗(∇xηx)− 1
N
∫
dx b(∇xηx)N b∗(∇xηx)
− 1
2N
∫
dxdzdy
[
ηt(z, y)b(∇xηx)b∗ya∗z∇xax + h.c.
]
+
∗∑
k,n
(−1)k+n
k!n!(k + n+ 1)
∫
dx
[
ad
(n)
B(ηt)
(b(∇xηx))ad(k)B(ηt)(∇xbx) + h.c.
]
(3.153)
where
∑∗ denotes the sum over all indices k, n ≥ 0, excluding the two pairs (k, n) = (0, 0)
and (k, n) = (1, 0). We discuss now the terms on the r.h.s. of (3.153) separately.
The first term on the r.h.s. of (3.153) can be decomposed as in (3.77), giving∫
dx b(∇xηx)∇xbx =
∫
dx b(∇xkx)∇xbx +
∫
dx b(∇xµx)∇xbx (3.154)
The second term on the r.h.s. of (3.154) contributes to the error E(K)N,t . Its expectation
is bounded by∣∣∣∣∫ dx〈ξ, b(∇xµx)∇xbxξ〉∣∣∣∣ ≤ ‖(N + 1)1/2ξ‖∫ dx ‖∇xµx‖‖∇xbxξ‖
≤ ‖∇xµ‖‖(N + 1)1/2ξ‖‖K1/2ξ‖ ≤ C‖(N + 1)1/2ξ‖‖K1/2ξ‖
The expectation of the commutator of this term with N and with a∗(g1)a(g2) and also
its time-derivative can be bounded similarly, using the formula
[a∗(g1)a(g2), b(∇xµx)∇xbx] = 〈g1,∇xµx〉b(g2)∇xbx + b(∇xµx)∇g1(x)b(g2)
and the fact that ‖∂t∇xµt‖ < Cec|t|, uniformly in N .
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As for the first term on the r.h.s. of (3.154), we integrate by parts and we use the
definition (3.75), to write∫
dx b(∇xkx)∇xbx =
∫
dxdy N3(∆w`)(N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y) bxby
+ 2
∫
dxdy N2(∇w`)(N(x− y))(∇ϕ˜ξt)(x)ϕ˜ξt(y) bxby
+
∫
dxdy Nw`(N(x− y))(∆ϕ˜ξt)(x)ϕ˜ξt(y)bxby
(3.155)
The first term on the r.h.s. of (3.155) is exactly the (hermitian conjugate of the) con-
tribution that we isolated on the second line of (3.150); it does not enter the error term
E(K)N,t . The second and third terms on the r.h.s. of (3.155), on the other hand, are
included in E(K)N,t . The expectation of the third term is bounded by∣∣∣∣∫ dxdy Nw`(N(x− y))(∆ϕ˜ξt)(x)ϕ˜ξt(y) 〈ξ, bxbyξ〉∣∣∣∣
≤
∫
dx |∆ϕ˜ξt(x)|‖b∗(Nw`(N(x− .))ϕ˜ξt)ξ‖ ‖bxξ‖
≤ sup
x
‖Nw`(N(x− .))ϕ˜ξt‖‖∆ϕ˜ξt‖‖(N + 1)1/2ξ‖2 ≤ Cec|t|‖(N + 1)1/2ξ‖2
(3.156)
To bound the expectation of the second term on the r.h.s. of (3.155), we integrate by
parts. We find∫
dxdy N2(∇w`)(N(x− y))(∇ϕ˜ξt)(x)ϕ˜ξt(y) 〈ξ, bxbyξ〉
= −
∫
dxdyNw`(N(x− y))(∆ϕ˜ξt)(x)ϕ˜ξt(y)〈ξ, bxbyξ〉
−
∫
dxdyNw`(N(x− y))(∇ϕ˜ξt)(x)ϕ˜ξt(y)〈ξ, by∇xbxξ〉
Proceeding as in (3.156), we conclude that∣∣∣∣∫ dxdy N2(∇w`)(N(x− y))(∇ϕ˜ξt)(x)ϕ˜ξt(y) 〈ξ, bxbyξ〉∣∣∣∣
≤ sup
x
‖Nw`(N(x− .))ϕ˜ξt‖
[
‖∆ϕ˜ξt‖‖(N + 1)1/2ξ‖2 + ‖∇ϕ˜ξt‖‖(N + 1)1/2ξ‖‖K1/2ξ‖
]
≤ Cec|t|
[
‖(N + 1)1/2ξ‖2 + ‖(N + 1)1/2ξ‖‖K1/2ξ‖
]
Notice that the last estimate and the estimate (3.156) for the third term on the r.h.s. of
(3.155) continue to hold, if we replace the operator whose expectation we are bounding,
with its commutator with N or with a∗(g1)a(g2) or with its time-derivative.
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Now, let us consider the second term on the r.h.s. of (3.153). We observe that∫
dx b(∇xηx)b∗(∇xηx) =‖∇xηx‖2 − N
N
‖∇xηx‖2
+
∫
dxdydz∇xηt(x; z)∇xη¯t(y;x)
(
b∗zby −
1
N
a∗zay
) (3.157)
Denoting by D the operator with the integral kernel
D(z; y) =
∫
dx∇xηt(z;x)∇xη¯t(x; y) (3.158)
we have∣∣∣∣∫ dxdydz∇xηt(x; z)∇xη¯t(y;x)〈ξ, b∗zbyξ〉∣∣∣∣ ≤ |〈ξ, dΓ(D)ξ〉| ≤ ‖D‖2‖N 1/2ξ‖2 (3.159)
Since, by Lemma 3.3.3, ‖D‖2 ≤ C, we obtain∣∣∣∣∫ dxdydz∇xηt(x; z)∇xη¯t(y;x)〈ξ, b∗zbyξ〉∣∣∣∣ ≤ C‖N 1/2ξ‖2
and similarly for the a∗zay term. As for the first term on the r.h.s. of (3.157), we
decompose ηt = kt + µt. Since ‖∇xµt‖ is finite, uniformly in N and in t, we find∣∣∣∣∫ dx‖∇xηx‖2 − ∫ dxdy |∇xkt(x; y)|2∣∣∣∣ ≤ C
The second term on the r.h.s. of (3.157) can be controlled using N−1‖∇xηx‖2 ≤ C.
Furthermore, one can show that∫
dx 〈ξ, [N , b(∇xηx)b∗(∇xηx)]ξ〉 = 0∣∣∣∣∫ dx 〈ξ, [a∗(g1)a(g2), b(∇xηx)b∗(∇xηx)]ξ〉∣∣∣∣ ≤ C‖g1‖‖g2‖‖(N + 1)1/2ξ‖2
and∣∣∣∂t [ ∫ dx 〈ξ, ∂t[b(∇xηx)b∗(∇xηx)]ξ〉 − ∫ dxdy|∇xkt(x; y)|2]∣∣∣ ≤ CeK|t|‖(N + 1)1/2ξ‖2
Here we used the formula[
a∗(g1)a(g2),
∫
dx b(∇xηx)b∗(∇xηx)
]
=
∫
dx 〈∇xηx, g1〉b(g2)b∗(∇xηx) +
∫
dx, 〈g2,∇xηx〉b(∇xηx)b∗(g1)
for the commutator with a∗(g1)a(g2) and the bounds in Proposition 3.3.2 for ∂tϕ˜ξt.
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The third term on the r.h.s. of (3.153) can be controlled similarly.
To control the fourth term on the r.h.s. of (3.153) we proceed as follows. First of all,
we commute the annihilation operator b(∇xηx) to the right of the two creation operators
b∗ya∗z. Using (1.20), we find
1
2N
∫
dxdydz ηt(z; y)b(∇xηx)b∗ya∗z∇xax
=
1
2N
∫
dxdydz ηt(z; y)b
∗
ya
∗
za(∇xηx)∇xbx
+
1
N
∫
dxdydz ηt(z; y)∇xηt(x; y)
(
1− N
N
− 1
2N
)
a∗z∇xax
− 1
2N2
∫
dxdydz ηt(z; y)a
∗
ya(∇xηx)a∗z∇xax
(3.160)
To bound the expectation of the last term, we use the additional N−1 factor to compen-
sate for ‖∇xηt‖ ' N1/2. We find∣∣∣∣ 12N2
∫
dxdydz ηt(z; y)〈ξ, a∗ya(∇xηx)a∗z∇xaxξ〉
∣∣∣∣
≤ 1
2N2
[∫
dxdydz|ηt(y; z)|2‖∇xaxξ‖2
]1/2 [∫
dxdydz‖aza∗(∇xηx)ayξ‖2
]1/2
≤ ‖ηt‖‖∇xηt‖
2N2
‖K1/2ξ‖‖(N + 1)3/2ξ‖
≤ CN−1/2‖K1/2ξ‖‖(N + 1)1/2ξ‖
Similarly, the expectation of the second term on the r.h.s. of (3.160) is bounded by∣∣∣∣ 1N
∫
dxdydz ηt(z; y)∇xηt(x; y)
〈
ξ,
(
1− N
N
− 1
2N
)
a∗z∇xaxξ
〉∣∣∣∣
≤ 1
N
[∫
dxdydz|ηt(z; y)|2‖∇xaxξ‖2
]1/2 [∫
dxdydz|∇xηt(x; y)||2‖azξ‖2
]1/2
≤ ‖ηt‖‖∇xηt‖
N
‖(N + 1)1/2ξ‖‖K1/2ξ‖
≤ CN−1/2‖(N + 1)1/2ξ‖‖K1/2ξ‖
We are left with the first term on the r.h.s. of (3.160). Here, we decompose
1
2N
∫
dxdydz ηt(z; y)b
∗
ya
∗
za(∇xηx)∇xbx
=
1
2N
∫
dxdydz ηt(z; y)b
∗
ya
∗
za(∇xkx)∇xbx
+
1
2N
∫
dxdydz ηt(z; y)b
∗
ya
∗
za(∇xµx)∇xbx =: M1 + M2
(3.161)
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Since ∇xµt ∈ L2(R3 × R3), with norm bounded uniformly in N and t, we easily find
|〈ξ,M2ξ〉| ≤ CN−1/2‖(N + 1)1/2ξ‖‖K1/2ξ‖
To control the term M1, on the other hand, we integrate by parts. We obtain
M1 =
1
2N
∫
dxdydzdw ηt(z; y)(−∆xkt)(x;w)b∗ya∗zawbx
=
N2
2
∫
dxdydzdw ηt(z; y)(∆w`)(N(x− w))ϕ˜ξt(x)ϕ˜ξt(w)b∗ya∗zawbx
+
N
2
∫
dxdydzdwηt(z; y)(∇w`)(N(x− w))∇ϕ˜ξt(x)ϕ˜ξt(w)b∗ya∗zawbx
+
1
2
∫
dxdydzdw ηt(z; y)w`(N(x− w))∆ϕ˜ξt(x)ϕ˜ξt(w)b∗ya∗zawbx
= M11 + M12 + M13
(3.162)
Since |(∇w`)(Nx)| ≤ C/(N2|x|2), we have
|〈ξ,M12ξ〉| ≤ CN−1
∫
dxdydzdw |ηt(z; y)|
|∇ϕ˜ξt(x)||ϕ˜ξt(w)|
|x− w|2 ‖azbyξ‖‖awbxξ‖
≤ CN−1
[∫
dxdydzdw
|∇ϕ˜ξt(x)|2|ϕ˜ξt(w)|2
|x− w|2 ‖azbyξ‖
2
]1/2
×
[∫
dxdydzdw
|ηt(y; z)|2
|x− w|2 ‖awbxξ‖
2
]1/2
≤ CN−1‖ηt‖‖(N + 1)ξ‖‖(N + 1)1/2(K +N )1/2ξ‖
≤ C‖(N + 1)1/2ξ‖‖(K +N )1/2ξ‖
where we used Hardy’s inequality |x|−2 ≤ C(1 − ∆). The expectation of M13 can be
bounded analogously. Let us focus now on the term M11. Here we use the fact that
f` = 1− w` solves the Neumann problem (3.61) to write
M11 = − N
2
2
∫
dxdydzdw ηt(z; y)V (N(x− w))f`(N(x− w))ϕ˜ξt(x)ϕ˜ξt(w)b∗ya∗zawbx
+N2λ`
∫
dxdydzdw ηt(z; y)f`(N(x− w))χ(|x− w| ≤ `)ϕ˜ξt(x)ϕ˜ξt(w)b∗ya∗zawbx
=: M111 + M112
(3.163)
Since, by Lemma 4.3.1, λ` ≤ CN−3 and 0 ≤ f` ≤ 1, it is easy to check that
|〈ξ,M112ξ〉| ≤ C‖(N + 1)1/2ξ‖2
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As for the first term on the r.h.s. of (3.163), it can be estimated by
|〈ξ,M111ξ〉| ≤
∫
dxdydzdw|ηt(z; y)|N2V (N(x− w))|ϕ˜ξt(w)||ϕ˜ξt(x)|‖azbyξ‖‖awbxξ‖
≤
[∫
dxdydzdw|ηt(z; y)|2N2V (N(x− w))‖awbxξ‖2
]1/2
×
[∫
dxdydzdwN2V (N(x− w))|ϕ˜ξt(w)|2|ϕ˜ξt(x)|2‖azbyξ‖2
]1/2
≤ CN−1/2‖ηt‖‖V1/2N ξ‖‖(N + 1)ξ‖ ≤ C‖V1/2N ξ‖‖(N + 1)1/2ξ‖
where we used the fact that 0 ≤ f` ≤ 1 and the notation (3.152).
Summarizing, we have shown that the expectation of the fourth term on the r.h.s.
of (3.153) can be bounded by∣∣∣∣ 12N
∫
dxdydz ηt(y; z)〈ξ, b(∇xηx)b∗ya∗z∇xaxξ〉
∣∣∣∣ ≤ C‖(N +1)1/2ξ‖‖(K+N +VN +1)1/2ξ‖
(3.164)
Also in this case, it is also easy to check that the same estimate holds true for the
expectation of the commutator of the fourth term on the r.h.s. of (3.153) with N and
with a∗(g1)a(g2) and for the expectation of its time-derivative.
Finally, we have to deal with the last term on the r.h.s. of (3.153). According to
Lemma 3.2.3, the operator∫
dx ad
(n)
B(ηt)
(b(∇xηx))ad(k)B(ηt)(∇xbx)
is given by the sum of 2n+kn!k! terms, all having the form
E :=
∫
dxΛ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
;∇xη(`1+1)x,♦ )
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
;∇xη(`2)x,♦′)
(3.165)
with k1, k2, `1, `2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 1, and where each operator Λi or Λ′i is
either a factor (N −N )/N , (N + 1−N )/N or a Π(2)-operator of the form
N−pΠ(2)],[ (η
(q1)
t,\
1
, . . . , η
(qp)
t,\
p
) (3.166)
with p, q1, . . . , qp ≥ 1. Here we used the fact that η(`1)\ (∇xηx,♦) = ∇xη(`1+1)x,♦′ for an
appropriate choice of ♦′ ∈ {·, ∗}`1+1.
We study the expectation of a term of the form (3.165), distinguishing several cases,
depending on the values of `1, `2 ∈ N.
Case 1: `1 ≥ 1, `2 ≥ 2. In this case, ∇xη(`1+1)t,♦ ,∇xη(`2)t,♦ ∈ L2(R3 × R3), with norm
bounded uniformly in N and t. Hence, with Lemma 3.2.1, we can bound
|〈ξ,Eξ〉| ≤ Ck+n‖ηt‖k+n−`1−`2‖∇xη(`1+1)t ‖‖∇xη(`2)t ‖‖(N + 1)1/2ξ‖2
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Now we observe that, for example,
‖∇xη(`2)t ‖ ≤ ‖∇xη(2)t ‖‖η(`2−2)t ‖ ≤ ‖∇xη(2)t ‖‖ηt‖`2−2 ≤ C‖ηt‖`2−2
Similarly, ‖∇xη(`1+1)t ‖ ≤ C‖ηt‖`1−1. Hence, in this case,
|〈ξ,Eξ〉| ≤ Ck+n‖ηt‖k+n−3‖(N + 1)1/2ξ‖2 .
Case 2: `1 ≥ 1, `2 = 1. In this case we integrate by parts, writing
〈ξ,Eξ〉 =
∫
dx 〈ξ,Λ1 . . .Λi1N−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
;−∆xη(`1+1)x,♦ )
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; ηx,♦′)ξ〉
Since, by Lemma 3.3.3, ‖∆xη(2)t ‖ ≤ Cec|t|, we conclude by Lemma 3.2.1 that, in this
case,
|〈ξ,Eξ〉| ≤ Ck+n‖ηt‖k+n−1‖∆xη(2)t ‖‖(N +1)1/2ξ‖2 ≤ Ck+nec|t|‖ηt‖k+n−1‖(N +1)1/2ξ‖2 .
Case 3: `1 ≥ 1, `2 = 0. In this case, the second Π(1)-operator in (3.165) has the form
N−k2Π(1)]′,[′(η
(m1)
t,\′1
, . . . ,η
(mk2 )
t,\′k2
;∇xδx)
= N−k2
∫
b[0x1
k2−1∏
j=1
a
]j
yja
[j
xj+1a
]k2
yk2
∇xax
k2∏
j=1
η
(mj)
t,\′j
(xj ; yj)dxjdyj
Here we used part v) of Lemma 3.2.3 to conclude that the last field on the right, the
one carrying the derivative, must be an annihilation operator (or possibly a b-operator).
Repeatedly applying Lemma 1.2.1 on pairs of creation and annihilation operators, but
leaving the last annihilation operator ∇xax untouched, we find
|〈ξ, Eξ〉| ≤ Ck+n‖ηt‖k+n−`1‖(N + 1)1/2ξ‖
∫
dx ‖∇xη(`1+1)x ‖‖∇xaxξ‖
≤ Ck+n‖ηt‖k+n−`1‖∇xη(`1+1)t ‖‖(N + 1)1/2ξ‖‖K1/2ξ‖
≤ Ck+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖‖K1/2ξ‖
Case 4: `1 = 0, `2 ≥ 2. Here we proceed as in Case 2, integrating by parts and
moving the derivative over x from ∇xηx,♦ (whose L2 norm blows up) to ∇xη(`2)x,♦′ (using
the fact that ‖∆xη(2)t ‖ <∞).
Case 5: `1 = 0, `2 = 1. In this case, by part v) of Lemma 3.2.3, the two Π
(1)-operators
in (3.165) have the form
Π
(1)
],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
;∇xη(`1+1)x,♦ ) =
∫
b[0x1
k1∏
i=1
a
]j
yja
[j
xj+1a
]n
yna(∇xηx)
k1∏
i=1
η
(ji)
t,\i
(xi; yi)dxidyi
(3.167)
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and
Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
;∇xη(`2)x,♦′) =
∫
b
[′0
x1
k2∏
j=1
a
]′j
yja
[′j
xj+1a
]′n
yna
∗(∇xηx)
k2∏
i=1
η
(mi)
t,\i
(xi; yi)dxidyi
(3.168)
Since ‖∇xηt‖ ' N1/2 blows up as N →∞, to estimate (3.165) in this case we first have
to commute the annihilation operator a(∇xηx,♦) in (3.167) with the creation operator
a∗(∇xηx,♦′) in (3.168). We proceed similarly as we did to bound the second term on
the r.h.s. of (3.153) in the case n = 0, k = 1, starting in (3.157). Here, however, we
first have to commute the annihilation operator a(∇xηx,♦) through the Λ′i operators and
through the creation operators in (3.168).
If Λ′i = (N −N )/N or λ′i = (N + 1−N )/N , we just pull the annihilation operator
a(∇xηx,♦) through, using the fact that a(∇xηx,♦)N = (N + 1)a(∇xηx,♦). On the other
hand, to commute a(∇xηx,♦) through the Λ′i operators having the form (3.166) and
through the creation operators in (3.168) (excluding the very last one on the right), we
use the canonical commutation relations (1.6). The important observation here is the
fact that every creation operator appearing in (3.166) and in (3.168) is associated with
an ηt-kernel; the commutator produces a new creation or annihilation operator, this time
with a wave function whose L2-norm remains bounded, uniformly in N . For example,
we have [
a(∇xηx),
∫
a∗xiayiη
(mi)(xi; yi)dxidyi
]
= a(∇xη(mi+1)x ) (3.169)
Since mi+1 ≥ 2, ‖∇xη(mi+1)‖ ≤ C, uniformly in N . Similar formulas hold for commuta-
tors of a(∇xηx) with a pair of not normally ordered creation and annihilation operators
or with the product of two creation operators. In fact, not only the L2-norm but even
the H1-norm of the wave function of the annihilation operator on the r.h.s. of (3.169)
is bounded, uniformly in N . This means that terms resulting from commutators like
(3.169) can be bounded integrating by parts and moving the derivative in (3.168) to the
argument of the annihilation operator in (3.169). We conclude that E = F1 + F2, where
F1 =
∫
dxΛ1 . . .Λi1N
−k1
∫
b[0x1
k1∏
i=1
a
]j
yja
[j
xj+1a
]n
yn
k1∏
i=1
η
(ji)
t,\i
(xi; yi)dxidyi
× Λ′1 . . .Λ′i2N−k2
∫
b
[′0
x′1
k1∏
i=1
a
]′j
y′j
a
[′j
x′j+1
a
]′n
y′n
k1∏
i=1
η
(ji)
t,\i
(x′i; y
′
i)dx
′
idy
′
i
× a(∇xηx,♦)a∗(∇xηx,♦′)
while F2, which contains the contribution of all commutators, is bounded by
|〈ξ,F2ξ〉| ≤ nCk+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖2
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To estimate F1, we write it as F1 = F11 + F12, with
F11 = ‖∇xηt‖2 Λ1 . . .Λi1N−k1
∫
b[0x1
k1∏
i=1
a
]j
yja
[j
xj+1a
]n
yn
k1∏
i=1
η
(ji)
t,\i
(xi; yi)dxidyi
× Λ′1 . . .Λ′i2N−k2
∫
b
[′0
x′1
k1∏
i=1
a
]′j
y′j
a
[′j
x′j+1
a
]′n
y′n
k1∏
i=1
η
(ji)
t,\i
(x′i; y
′
i)dx
′
idy
′
i
(3.170)
and
F12 =
∫
dxΛ1 . . .Λi1N
−k1
∫
b[0x1
k1∏
i=1
a
]j
yja
[j
xj+1a
]n
yn
k1∏
i=1
η
(ji)
t,\i
(xi; yi)dxidyi
× Λ′1 . . .Λ′i2N−k2
∫
b
[′0
x′1
k1∏
i=1
a
]′j
y′j
a
[′j
x′j+1
a
]′n
y′n
k1∏
i=1
η
(ji)
t,\i
(x′i; y
′
i)dx
′
idy
′
i
× a∗(∇xηx,♦′)a(∇xηx,♦)
(3.171)
The contribution F11 can be estimated by
|F11| ≤ Ck+n‖ηt‖k+n−1‖∇xηt‖2N−α‖(N + 1)α/2ξ‖2 (3.172)
where α = k1 + p1 + · · · + pr + k2 + p′1 + · · · + p′r′ , if r of the operators Λ1, . . . ,Λi1
and r′ of the operators Λ′1, . . . ,Λ′i2 are Π
(2)-operators of the form (3.166), with orders
p1, . . . , pr > 0 and, respectively, p
′
1, . . . , p
′
r′ > 0. Now observe that, since `2 = 1, we must
have k ≥ 1. Since we are excluding here the case n = 0, k = 1, we must either have
n ≥ 1 and k = 1, or k ≥ 2. In both cases k + n ≥ 2. According to Lemma 3.2.3, the
total number of ηt-kernels in every term of the form (3.165) is equal to k + n + 1 ≥ 3.
This implies that there is at least one ηt-kernel, additional to the two ηt-kernels which
produced the commutator ‖∇xηt‖2 in (3.170). We conclude that, in (3.172), we have
α ≥ 1, and therefore, on F≤N ,
|F11| ≤ Ck+n‖ηt‖k+n−1‖∇xηt‖2N−1‖(N + 1)1/2ξ‖2 ≤ Ck+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖2
since ‖∇xηt‖2 ≤ CN by Lemma 3.3.3. To control F12 we notice that, with the operator
D defined in (3.158),
0 ≤
∫
dx a∗(∇xηx,♦′)a(∇xηx,♦) = dΓ(D) ≤ ‖D‖2N ≤ CN
This easily implies that
|〈ξ,F12ξ〉| ≤ Ck+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖2
We conclude that, in this case,
|〈ξ,Eξ〉| ≤ nCk+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖2
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Case 6: `1 = 0, `2 = 0. In this case, the term (3.165) has the form
E =
∫
dxΛ1 . . .Λi1N
−k1
∫
b[0x1
k1∏
i=1
a]iyia
[i
xi+1a
]n
yna(∇xηx,♦)
k1∏
i=1
η(ji)(xi; yi)dxidyi
× Λ′1 . . .Λ′i2N−k2
∫
b
[′0
x′1
k1∏
i=1
a
]′i
y′i
a
[′i
x′i+1
a
]′n
y′n
∇xax
k2∏
i=1
η(mi)(x′i; y
′
i)dx
′
idy
′
i
(3.173)
Notice that a term of this form (with n = 0 and k = 1) already appears in the fourth
line of (3.153) and was studied starting in (3.160) (to be more precise, in this case the
first Π(1)-operator in (3.165) is of order zero (for n = 0, there is no other choice), and
therefore the operator a(∇xηx,♦) appearing in (3.173) is replaced by b(∇xηx,♦)). We will
bound (3.173) following the same strategy used in (3.160). First we have to commute
the operator a(∇xηx,♦) in (3.173) to the right, close to the ∇xax operator. As already
explained in Case 5, the annihilation and creation operators produced while commuting
a(∇xηx,♦) to the right will have wave function with H1-norm bounded, uniformly in N .
Integrating by parts over x, we obtain E = G1 + G2, with
G1 =
∫
dxΛ1 . . .Λi1N
−k1
∫
b[0x1
k1∏
i=1
a
]j
yja
[j
xj+1a
]n
yn
k1∏
i=1
η
(ji)
t,\i
(xi; yi)dxidyi
× Λ′1 . . .Λ′i2N−k2
∫
b
[′0
x′1
k1∏
i=1
a
]′j
y′j
a
[′j
x′j+1
a
]′n
y′n
k1∏
i=1
η
(ji)
t,\i
(x′i; y
′
i)dx
′
idy
′
i a(∇xηx,♦)∇xax
and
|〈ξ,G2ξ〉| ≤ nCk+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖2
To bound G1, we proceed exactly as we did starting in (3.161). Decomposing ηt = µt+kt,
and using the fact that ∇xµt has bounded L2-norm, uniformly in N , we conclude that
G1 = G11 + G12, with
G11 = Λ1 . . .Λi1N
−k1
∫
b[0x1
k1∏
i=1
a
]j
yja
[j
xj+1a
]n
yn
k1∏
i=1
η
(ji)
t,\i
(xi; yi)dxidyi
× Λ′1 . . .Λ′i2N−k2
∫
b
[′0
x′1
k1∏
i=1
a
]′j
y′j
a
[′j
x′j+1
a
]′n
y′n
k1∏
i=1
η
(ji)
t,\i
(x′i; y
′
i)dx
′
idy
′
i
×
∫
dx (−∆xkt)(x; y) axay
and
|〈ξ,G12ξ〉| ≤ Ck+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖‖K1/2ξ‖
By Cauchy-Schwarz, the term G11 is bounded by
|〈ξ,G11ξ〉| ≤ Ck+n‖ηt‖k+n−1N−α‖(N + 1)αξ‖
∫
dxdy|∆xkt(x; y)|‖axayξ‖ (3.174)
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where α = k1 + p1 + · · · + pr + k2 + p′1 + · · · + p′r′ , if r of the operators Λ1, . . . ,Λi1
and r′ of the operators Λ′1, . . . ,Λ′i2 are Π
(2)-operators of the form (3.166), with orders
p1, . . . , pr > 0 and, respectively, p
′
1, . . . , p
′
r > 0. The important observation now is that,
since we excluded the case k = n = 0, we have k + n ≥ 1, and therefore every term of
the form (3.165) must have at least two ηt-kernels in it. This implies that, in (3.174),
α ≥ 1, and therefore that
|G11| ≤ Ck+n‖ηt‖k+n−1N−1/2‖(N + 1)1/2ξ‖
∫
dxdy|∆xkt(x; y)|‖axayξ‖
Proceeding as we did from (3.162) to (3.164), we conclude that
|G11| ≤ Ck+n‖ηt‖k+n−1‖(N + 1)1/2ξ‖‖(HN +N + 1)1/2ξ‖
Summarizing, we proved that the last term on the r.h.s. of (3.153) is a sum over
all (k, n) 6= (0, 0), (1, 0) of 2n+kn!k! terms of the form (3.165), each of them having
expectation bounded by
|〈ξ,Eξ〉| ≤ Ck+nec|t|‖ηt‖max(0,k+n−3)‖(N + 1)1/2ξ‖‖(HN +N + 1)1/2ξ‖
Similarly, one can show that
|〈ξ, [N ,E]ξ〉| ≤ Ck+nec|t|‖ηt‖max(0,k+n−3)‖(N + 1)1/2ξ‖‖(HN +N + 1)1/2ξ‖
|〈ξ, [a∗(g1)a(g2),E]ξ〉| ≤ Ck+nec|t|‖ηt‖max(0,k+n−3)‖g1‖H1‖g2‖H1
× ‖(N + 1)1/2ξ‖‖(HN +N + 1)1/2ξ‖
|〈ξ, ∂t[E]ξ〉| ≤ Ck+nec|t|‖ηt‖max(0,k+n−3)‖(N + 1)1/2ξ‖‖(HN +N + 1)1/2ξ‖
Inserting in (3.153) we conclude that, if supt∈R ‖ηt‖ is small enough, the operator
E(K)N,t defined in (3.150) satisfies the bounds in (3.151).
Analysis of e−B(ηt)(L(2)N,t −K)eB(ηt)
Recall that
L(2)N,t −K =
∫
dx(N3V (N.) ∗ |ϕ˜ξt|2)(x)
[
b∗xbx −N−1a∗xax
]
+
∫
dxdyN3V (N(x− y))ϕ˜ξt(x) ¯˜ϕξt(y)
[
b∗xby −N−1a∗xay
]
+
1
2
∫
dxdy N3V (N(x− y)) [ϕ˜ξt(x)ϕ˜ξt(y)b∗xb∗y + h.c.]
(3.175)
We define the error term E(2)N,t through the equation
e−B(ηt)(L(2)N,t −K)eB(ηt) = Re
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(y;x)
+
1
2
∫
dxdy N3V (N(x− y)) [ϕ˜ξt(x)ϕ˜ξt(y)b∗xb∗y + h.c.]
+ E(2)N,t
(3.176)
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The properties of the error term E(2)N,t are described in the next proposition.
Proposition 3.4.7. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that∣∣∣〈ξ, E(2)N,tξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣〈ξ, [N , E(2)N,t] ξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣〈ξ, [a∗(g1)a(g2), E(2)N,t] ξ 〉∣∣∣ ≤ Cec|t|‖g1‖H2‖g2‖H2‖(N + 1)1/2ξ‖‖(V1/2N +N + 1)1/2ξ‖∣∣∣∂t 〈ξ, E(2)N,tξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(V1/2N +N + 1)1/2ξ‖
(3.177)
for all ξ ∈ F≤N .
Proof. The conjugation of the first two terms on the r.h.s of (3.175) can be controlled
with Lemma 3.4.4, taking r to be multiplication operator with the convolutionN3V (N.)∗
|ϕ˜ξt|2 in the first case (so that ‖r‖op = ‖N3V (N.) ∗ |ϕ˜ξt|2‖∞ ≤ C‖ϕ˜ξt‖2∞ ≤ Cec|t|) and
the operator with integral kernel r(x; y) = N3V (N(x − y))ϕ˜ξt(x)ϕ˜ξt(y) in the second
case (then ‖r‖op ≤ supx
∫ |r(x; y)|dy ≤ Cec|t|, uniformly in N). Hence, to show Prop.
3.4.7 it is enough to prove the bounds (3.177), with E(2)N,t replaced by
E˜(2)N,t =
1
2
∫
dxdy N3V (N(x− y))
[
¯˜ϕξt(x)
¯˜ϕξt(y)e
−B(ηt)bxbyeB(ηt) + h.c.
]
− Re
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(x; y)
− 1
2
∫
dxdyN3V (N(x− y)) [ ¯˜ϕξt(x) ¯˜ϕξt(y)bxby + h.c.]
(3.178)
By Lemma 3.2.4, we can write∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)e−B(ηt)bxbyeB(ηt)
=
∑
n,k≥0
(−1)k+n
k!n!
∫
dxdyN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)ad
(n)
B(ηt)
(bx)ad
(k)
B(ηt)
(by)
=
∫
dxdyN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)bxby
−
∫
dxdyN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)bx[B(ηt), by]
+
∗∑
n,k
(−1)k+n
k!n!
∫
dxdyN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)ad
(n)
B(ηt)
(bx)ad
(k)
B(ηt)
(by)
(3.179)
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where we isolated the terms with (n, k) = (0, 0) and (n, k) = (0, 1) and the sum
∑∗
runs over all other pairs (n, k) ∈ N × N. The first term on the r.h.s. of (3.179) (the
one associated with (k, n) = (0, 0)) is subtracted in (3.178) and does not enter the error
term E˜(2)N,t. The second term on the r.h.s. of (3.179), on the other hand, is given by
P := −
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)bx[B(ηt), by]
=
N − 1−N
N
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y) bxb∗(ηy)
− 1
N
∫
dxdydwdz N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y) ηt(z;w) bxb∗za∗way
Commuting in both terms the annihilation field bx to the right, we find
P =
N − 1−N
N
N −N
N
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y) ηt(x; y)
+
N − 1−N
N
∫
dxdydz N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)
[
b∗(ηy)bx − 1
N
a∗(ηy)ax
]
− 2N −N
N2
∫
dxdydz N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y) a∗(ηy)ax
− N −N
N2
∫
dxdydzdwN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y) ηt(z;w)a∗wa∗zaxay
=: P1 + P2 + P3 + P4
(3.180)
Writing ηt = kt + µt, and using the pointwise bounds |µt(x; y)| ≤ C|ϕ˜ξt(x)||ϕ˜ξt(y)| and
|kt(x; y)| ≤ CN |ϕ˜ξt(x)||ϕ˜ξt(y)| from Lemma 3.3.3, we obtain that∣∣∣〈ξ,P1ξ〉 − ∫ dxdyN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(x; y)∣∣∣ ≤ C‖(N + 1)1/2ξ‖2
The expectation of the operator P2, and analogously the expectation of the operator
P3, can be bounded by
|〈ξ,P2ξ〉| ≤ ‖(N + 1)1/2ξ‖
∫
dxdyN3V (N(x− y))|ϕ˜ξt(x)||ϕ˜ξt(y)|‖ηy‖‖bxξ‖
≤ ‖ϕ˜ξt‖2∞ ‖(N + 1)1/2ξ‖
[∫
dxdyN3V (N(x− y))‖ηy‖2
]1/2
×
[∫
dxdyN3V (N(x− y))‖bxξ‖2
]1/2
≤ Cec|t|‖ηt‖‖(N + 1)1/2ξ‖2
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As for the last term on the r.h.s. of (3.180), its expectation is estimated by
|〈ξ,P3ξ〉| ≤ ‖ηt‖‖(N + 1)ξ‖
∫
dxdyN2V (N(x− y))|ϕ˜ξt(x)||ϕ˜ξt(y)|‖axayξ‖
≤ ‖ηt‖‖(N + 1)ξ‖
[∫
dxdyN2V (N(x− y))‖axayξ‖2
]1/2
×
[∫
dxdyN2V (N(x− y))|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
]1/2
≤ C‖ηt‖‖(N + 1)1/2ξ‖‖V1/2N ξ‖
We conclude that∣∣∣〈ξ,Pξ〉− ∫ dxdyN3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(x; y)∣∣∣
≤ Cec|t|‖ηt‖‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
(3.181)
Let us now consider the terms in the sum on the last line of (3.179), where we excluded
the pairs (k, n) = (0, 0) and (k, n) = (0, 1). By Lemma 3.2.3, the operator∫
dxdyN3V (N(x− y))ϕ˜ξt(x)ϕ˜ξt(y)ad
(n)
B(ηt)
(bx)ad
(k)
B(ηt)
(by) (3.182)
can be expressed as the sum of 2n+kn!k! terms having the form
E =
∫
dxdyN3V (N(x− y))ϕ˜ξt(x)ϕ˜ξt(y)Λ1 . . .Λi1N−k1Π
(1)
],[ (η
(j1)
t,\1
, . . . η
(jk1 )
t,\k1
; η
(`1)
x,♦ )
× Λ′1 . . .Λ′i2N−k2Π
(2)
]′,[′(η
(m1)
t,\′1
, . . . η
(mk2 )
t,\′k2
; η
(`2)
y,♦′)
(3.183)
where k1, k2, i1, i2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 > 0 and where each Λi and Λ′i is either a
factor (N −N )/N or (N + 1−N )/N or a Π(2)-operator of the form
N−p Π(2)],[ (η
(q1)
t,\
1
, . . . , η
(qp)
t,\
p
) (3.184)
With Lemma 3.4.1, we obtain
|〈ξ,Eξ〉| ≤ ‖(N + 1)1/2ξ‖
∫
dxdyN3V (N(x− y))ϕ˜ξt(x)ϕ˜ξt(y)
×
∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; η(`1)x,♦ )
× Λ′1 . . .Λ′i2N−k2Π
(1)
],[ (η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
y,♦′)ξ
∥∥∥
≤ Ck+n‖ηt‖n+k−2‖(N + 1)1/2ξ‖
∫
dxdyN3V (N(x− y))ϕ˜ξt(x)ϕ˜ξt(y)
×
{
n‖ηx‖‖ηy‖‖(N + 1)1/2ξ‖+ ‖ηt‖‖ηy‖‖axξ‖
+ Cec|t|‖ηt‖‖(N + 1)1/2ξ‖+N−1/2‖ηt‖2‖axayξ‖
}
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where (in the last term in the parenthesis) we used the pointwise bound N−1|ηt(x; y)| ≤
Cec|t| from Lemma 3.3.3. The contribution of the first three terms in the parenthesis
can be bounded by Cauchy-Schwarz, since ‖ϕ˜ξt‖∞ ≤ Cec|t|. We find
|〈ξ,Eξ〉| ≤ Ck+nnec|t|‖ηt‖k+n−1‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
Since the expectation of (3.182) is the sum of 2n+kk!n! such contributions, inserting
in (3.179) and taking into account also (3.181), we conclude that∣∣∣〈ξ, E˜(2)N,tξ〉∣∣∣ ≤ Cec|t| ‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
if supt ‖ηt‖ is small enough. As usual, we can prove similarly that the same bounds
hold true for the expectation of the commutators of E˜(2)N,t with the number of particles
operator N and with a∗(g1)a(g2), for arbitrary g1, g2 ∈ H2(R3) (this assumption allows
us to extract ‖gj‖∞ ≤ C‖gj‖H2) and also for the time derivative of E˜(2)N,t.
3.4.5 Analysis of e−B(ηt)L(3)N,teB(ηt)
Recall from (3.90) that
L(3)N,t =
∫
dxdy N5/2V (N(x− y))ϕ˜ξt(y)
[
b∗xa
∗
yax + h.c.
]
We conjugate L(3)N,t with the unitary operator eB(ηt). We define the error term E(3)N,t
through the equation
e−B(ηt)L(3)N,teB(ηt) = −
√
N
[
b(coshηt(hN,t)) + b
∗(sinhηt(h¯N,t)) + h.c.
]
+ E(3)N,t (3.185)
where we recall, from (3.132) that, hN,t = (N
3V (N.)w`(N.) ∗ |ϕ˜ξt|2)ϕ˜ξt. In the next
proposition we collect the important properties of the error term E(3)N,t
Proposition 3.4.8. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that∣∣∣〈ξ, E(3)N,tξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣〈ξ, [N , E(3)N,t] ξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣〈ξ, [a∗(g1)a(g2), E(3)N,t] ξ〉∣∣∣ ≤ Cec|t|‖g1‖H2‖g2‖H2‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣∂t〈ξ, E(3)N,tξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
(3.186)
for all ξ ∈ F≤N .
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Proof. We start by writing
e−B(ηt)a∗yaxe
B(ηt) = a∗yax +
∫ 1
0
ds e−sB(ηt)[a∗yax, B(ηt)]e
sB(ηt)
= a∗yax +
∫ 1
0
e−sB(ηt)
[
b∗yb
∗(ηx) + b(ηy)bx
]
esB(ηt)
From Lemma 3.2.4, we conclude that
e−B(ηt)a∗yaxe
B(ηt) = a∗yax +
∑
k,r≥0
(−1)k+r
k!r!(k + r + 1)
×
[
ad
(k)
B(ηt)
(b∗y)ad
(r)
B(ηt)
(b∗(ηx)) + ad
(k)
B(ηt)
(b(ηy))ad
(r)
B(ηt)
(bx)
]
Inserting in the expression for L(3)N,t, we conclude that
e−B(ηt)L(3)N,teB(ηt)
=
∑
n≥0
(−1)n
n!
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)ad
(n)
B(ηt)
(b∗x)a
∗
yax
+
∑
n,k,r≥0
(−1)n+k+r
n!k!r!(k + r + 1)
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y) ad
(n)
B(ηt)
(b∗x)
×
[
ad
(k)
B(ηt)
(b∗y)ad
(r)
B(ηt)
(b∗(ηx)) + ad
(k)
B(ηt)
(b(ηy))ad
(r)
B(ηt)
(bx)
]
+ h.c.
We divide the triple sum in several parts. We find
e−B(ηt)L(3)N,teB(ηt)
=
∑
n≥0
(−1)n
n!
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)ad
(n)
B(ηt)
(b∗x)a
∗
yax
+
∑
n,r≥0
(−1)n+r
n!(r + 1)!
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)ad
(n)
B(ηt)
(b∗x)b
∗
yad
(r)
B(ηt)
(b∗(ηx))
+
∑
n,r≥0,k≥1
(−1)n+k+r
n!k!r!(k + r + 1)
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)
× ad(n)B(ηt)(b
∗
x)ad
(k)(b∗y)ad
(r)
B(ηt)
(b∗(ηx))
+
∑
n,r≥0,k≥1
(−1)n+k+r
n!k!r!(k + r + 1)
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)
× ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b(ηy))ad
(r)
B(ηt)
(bx)
+ h.c.
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In the terms with k = 0, we distinguish furthermore the case n = 1 from n 6= 1. We find
e−B(ηt)L(3)N,teB(ηt)
= −
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)[B(ηt), b∗x]a∗yax
−
∑
r≥0
(−1)r
(r + 1)!
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)[B(ηt), b∗x]b∗y ad
(r)
B(ηt)
(b∗(ηx))
+
∑
n6=1
(−1)n
n!
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)ad
(n)
B(ηt)
(b∗x)a
∗
yax
+
∑
n 6=1,r≥0
(−1)n+r
n!(r + 1)!
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)ad
(n)
B(ηt)
(b∗x)b
∗
yad
(r)
B(ηt)
(b∗(ηx))
+
∑
n,r≥0,k≥1
(−1)n+k+r
n!k!r!(k + r + 1)
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)
× ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b∗y)ad
(r)
B(ηt)
(b∗(ηx))
+
∑
n,r≥0,k≥1
(−1)n+k+r
n!k!r!(k + r + 1)
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)
× ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b(ηy))ad
(r)
B(ηt)
(bx)
+ h.c.
(3.187)
We start by estimating the contribution of the last term on the r.h.s. of (3.187). We
are interested in the expectation∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y) 〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b(ηy))ad(r)B(ηt)(bx)ξ〉
∣∣∣∣
≤
∫
dxdy N5/2V (N(x− y))|ϕ˜ξt(y)|‖ad
(n)
B(ηt)
(bx)ξ‖‖ad(k)B(ηt)(b(ηy))ad
(r)
B(ηt)
(bx)ξ‖
for n, r ≥ 0 and k ≥ 1. According to Lemma 3.2.4, the norm ‖ad(n)B(ηt)(bx)ξ‖ is bounded
by the sum of 2nn! terms of the form
P1 = ‖Λ1 . . .ΛiN−kΠ(1)],[ (η
(j1)
t,\1
, . . . , η
(jk)
t,\k
; η
(s)
x,♦)ξ‖
for i, k, s ≥ 0, j1, . . . , jk ≥ 1, where each Λi is either a factor (N−N )/N or (N+1−N )/N
or a Π(2)-operator of the form
N−pΠ(2)]′,[′(η
(q1)
t,\′1
, . . . , η
(qp)
t,\′p
) (3.188)
From Lemma 3.4.1, we find
P1 ≤
{
Cn‖η‖n−1‖ηx‖‖(N + 1)1/2ξ‖ if s ≥ 1
Cn‖η‖n‖axξ‖ if s = 0 (3.189)
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Similarly, the norm ‖ad(k)B(ηt)(b(ηy))ad
(r)
B(ηt)
(bx)ξ‖ is bounded by the sum of 2k+rk!r! terms
having the form
P2 =
∥∥∥Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; η(`1+1)y,♦ )
×Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ
∥∥∥∥
which can be estimated (again with Lemma 3.4.1) by
P2 ≤
{
Ck+r‖ηt‖k+r−2‖ηx‖‖ηy‖‖(N + 1)ξ‖ if `2 ≥ 1
Ck+r‖ηt‖k+r−1‖ηy‖‖ax(N + 1)1/2ξ‖ if `2 = 0
Combining this estimate with (3.189), distinguishing different cases depending on the
values of s and `2, and using the estimate supy ‖ηy‖ ≤ Cec|t| < ∞ from Lemma 3.3.3,
we easily find by Cauchy-Schwarz that∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y) 〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b(ηy))ad(r)B(ηt)(bx)ξ〉
∣∣∣∣
≤ n!k!r!Cn+k+rN−1/2‖ηt‖k+r−1‖(N + 1)1/2ξ‖‖(N + 1)ξ‖
≤ n!k!r!Cn+k+r‖ηt‖k+r−1‖(N + 1)1/2ξ‖2
(3.190)
for all ξ ∈ F≤N .
Let us now consider the fifth sum on the r.h.s. of (3.187). The expectation of every
term in this sum is bounded by∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y)〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b∗y)ad(r)B(ηt)(b∗(ηx))ξ〉
∣∣∣∣
≤
∫
dxdy N5/2V (N(x− y))|ϕ˜ξt(y)| ‖ad
(k)
B(ηt)
(by) ad
(n)
B(ηt)
(bx)ξ‖ ‖ad(r)B(ηt)(b
∗(ηx))ξ‖
(3.191)
where we assume k ≥ 1, n, r ≥ 0. According to Lemma 3.2.3, ‖ad(r)B(ηt)(b∗(ηx))ξ‖ is
bounded by the sum of 2rr! terms of the form
Q1 = ‖Λ1 . . .Λi1N−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η(`1+1)x ) ξ‖
for a i1, k1, `1 ≥ 0 and j1, . . . , jk1 ≥ 1. Each Λi is either a factor (N − N )/N , a factor
(N + 1−N )/N or a Π(2)-operator of the form (3.188). From Lemma 3.4.1, we have
Q1 ≤ Cr‖ηt‖r‖ηx‖‖(N + 1)1/2ξ‖
On the other hand, using again Lemma 3.2.3 the norm ‖ad(k)B(ηt)(by) ad
(n)
B(ηt)
(bx)ξ‖ is
bounded by the sum of 2n+kk!n! terms having the form
Q2 = ‖Λ1 . . .Λi1N−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k2
; η
(`1)
y,♦ )
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ‖
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where i1, i2, k1, k2, `1, `2 ≥ 0 and j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 1 and where each Λi and Λ′i
operator is either a factor (N −N )/N , (N −N + 1)/N or a Π(2)-operator of the form
(3.188). Using part iv) of Lemma 3.4.1, we obtain (using the assumption k ≥ 1 to apply
(3.108) and using (3.109) with α = 1)
Q2 ≤ Cn+k‖ηt‖n+k−2
{ [
(n+ 1)‖ηx‖‖ηy‖+ ‖ηt‖N−1|ηt(x; y)
] ‖(N + 1)ξ‖
+ ‖ηy‖‖ηt‖‖ax(N + 1)1/2ξ‖+ ‖ηt‖2‖axayξ‖
}
With the bound supx ‖ηx‖, supx,yN−1|ηt(x; y)| ≤ Cec|t| from Lemma 3.3.3, we conclude
that ∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y)〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b∗y)ad(r)B(ηt)(ηx)ξ〉
∣∣∣∣
≤ n!k!r!Cn+k+rec|t|‖ηt‖n+k+r‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
(3.192)
for all ξ ∈ F≤N .
Let us now study the fourth term on the r.h.s. of (3.187). As we did for the other
terms, we bound the expectation∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y)〈ξ, ad(n)B(ηt)(b∗x)b∗yad(r)B(ηt)(b∗(ηx))ξ〉
∣∣∣∣
≤
∫
dxdy N5/2V (N(x− y))|ϕ˜ξt(y)|‖byad
(n)
B(ηt)
(bx)ξ‖‖ad(r)B(ηt)(b
∗(ηx))ξ‖
(3.193)
where we assume that n 6= 1, r ≥ 0. According to Lemma 3.2.3, ‖ad(r)B(ηt)(b∗(ηx))ξ‖ can
be bounded by the sum of 2rr! terms of the form
R1 = ‖Λ1 . . .Λi1N−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η
(`1+1)
x,♦ )ξ‖
for i1, k1, `1 ≥ 0 and j1, . . . , jk1 ≥ 1. According to Lemma 3.4.1, such a term can always
be estimated by
R1 ≤ Cr‖ηt‖r‖ηx‖‖(N + 1)1/2ξ‖ (3.194)
On the other hand, the norm ‖byad(n)B(ηt)(bx)ξ‖ can be bounded by the sum of 2nn!
contributions having the form
R2 = ‖byΛ1 . . .Λi1Π(k1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η
(`1)
x,♦ )ξ‖ (3.195)
for i1, k1, `1 ≥ 0 and j1, . . . , jk1 ≥ 1. With Lemma 3.4.1, we find that
R2 ≤ Cn‖ηt‖n−2
{ [
(1 + n/N)‖ηx‖‖ηy‖+ ‖ηt‖N−1|ηt(x; y)|
] ‖(N + 1)ξ‖
+ ‖ηt‖‖ηx‖‖ay(N + 1)1/2ξ‖+ (n/N)‖ηt‖‖ηy‖‖ax(N + 1)1/2ξ‖
+ ‖ηt‖2‖axayξ‖
}
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With ‖ϕ˜ξt‖∞ ≤ Cec|t| and supx,yN−1|ηt(x; y)| ≤ Cec|t| we conclude, similarly to (3.192),
that∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y)〈ξ, ad(n)B(ηt)(b∗x)b∗yad(r)B(ηt)(b∗(ηx))ξ〉
∣∣∣∣
≤ (n+ 1)!r!Cn+rec|t|‖ηt‖r+n‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
(3.196)
The expectation of terms in the third sum on the r.h.s. of (3.187) are bounded by∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y)〈ξ, ad(n)B(ηt)(b∗x)a∗yaxξ〉
∣∣∣∣
≤
∫
dxdy N5/2V (N(x− y))|ϕ˜ξt(y)|‖ayad
(n)
B(ηt)
ξ‖‖axξ‖
which is similar to the r.h.s. of (3.193), the only difference being that instead of
‖ad(r)B(ηt)(b∗(ηx))ξ‖ we have ‖axξ‖ (and the fact that in the other norm, we have the
field ay instead of by; it is clear, however, that both fields can be treated similarly).
Analogously to (3.196), we conclude that∣∣∣∣∫ dxdy N5/2V (N(x− y))ϕ˜ξt(y)〈ξ, ad(n)B(ηt)(b∗x)a∗yaxξ〉
∣∣∣∣
≤ (n+ 1)!Cnec|t|‖ηt‖n−1‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
(3.197)
Let us now switch to the second term on the r.h.s. of (3.187) (the sum over r ≥ 0).
First of all, we compute the commutator
[B(ηt), b
∗
x] = −b(ηx)
(
1− N
N
)
+
1
N
∫
dzdwη¯(z;w)a∗xawbz
Hence the r-th term in the sum is proportional to
−
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)
(N − 1−N )
N
b(ηx)b
∗
yad
(r)
B(ηt)
(b∗(ηx))
+
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)N−1Π
(1)
(∗,·),∗(ηt, δx)
∗b∗yad
(r)
B(ηt)
(b∗(ηx))
=: S1 + S2
(3.198)
The expectation of S2 can be bounded as follows.
|〈ξ,S2ξ〉| ≤
∫
dxdy N5/2V (N(x− y))|ϕ˜ξt(y)|‖byN−1Π
(1)
(∗,·),∗(ηt, δx)ξ‖‖ad
(r)
B(ηt)
(b∗(ηx))ξ‖
As in (3.194), we find
‖ad(r)B(ηt)(b
∗(ηx))ξ‖ ≤ Crr!‖ηt‖r‖ηx‖‖(N + 1)1/2ξ‖
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Since, on the other hand,
‖byN−1Π(1)(∗,·),∗(ηt, δx)ξ‖ ≤ CN−1‖ηy‖‖ax(N + 1)1/2ξ‖+ C‖ηt‖‖axayξ‖
we conclude that
|〈ξ,S2ξ〉| ≤ Crec|t|‖ηt‖r+1‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
for all ξ ∈ F≤N . We are left with the operator S1 defined in (3.198). Commuting b(ηx)
with b∗y we write it as
S1 = −
∫
dxdyN5/2V (N(x− y))ηt(x; y)ϕ˜ξt(y)
(N −N )(N −N − 1)
N2
ad
(r)
B(ηt)
(b∗(ηx))
−
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)
(N −N − 1)
N
[
b∗yb(ηx)−
1
N
a∗ya(ηx)
]
ad
(r)
B(ηt)
(b∗(ηx))
=: S11 + S12
The expectation of S12 is estimated by
|〈ξ,S12ξ〉| ≤ Crec|t|‖ηt‖r+1‖(N + 1)1/2ξ‖2
As for S11, we decompose
S11 =−
∫
dxdyN5/2V (N(x− y))kt(x; y)ϕ˜ξt(y)
(N −N )(N −N − 1)
N2
ad
(r)
B(ηt)
(b∗(ηx))
−
∫
dxdyN5/2V (N(x− y))µt(x; y)ϕ˜ξt(y)
(N −N )(N −N − 1)
N2
ad
(r)
B(ηt)
(b∗(ηx))
=: S111 + S112
Since |µt(x; y)| ≤ Cec|t| from Lemma 3.3.3, it is easy to estimate the expectation of the
term S112 by
|〈ξ,S112ξ〉| ≤ Crec|t|‖ηt‖r+1‖(N + 1)1/2ξ‖2
As for the term S111, we use the fact that, by Lemma 3.2.3, the nested commutator
ad
(r)
B(ηt)
(b∗(ηx)) is given by(
1− N − 1
N
)m(
1− N − 2
N
)m
b∗((ηtη¯t)mηx)
if r = 2m is even and by
−
(
1− N + 1
N
)m+1(
1− N
N
)m
b((ηtη¯t)
m+1
x )
if r = 2m+ 1 is odd, up to terms (2rr!− 1 of them) having the form
Λ1 . . .Λi1N
−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; η
(`1+1)
x,♦ )
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where either k1 ≥ 1 or at least one of the Λ-operators is a Π(2)-operator of the form
(3.188). We conclude that, if r = 2m is even,
S111 =
√
N
∫
dxdyN3V (N(x− y))w`(N(x− y))|ϕ˜ξt(y)|2ϕ˜ξt(x)b∗((ηtη¯t)mηx) + S1112
(3.199)
while, if r = 2m+ 1 is odd,
S111 = −
√
N
∫
dxdyN3V (N(x− y))w`(N(x− y))|ϕ˜ξt(y)|2ϕ˜ξt(x)b∗((ηtη¯t)m+1x ) + S1112
(3.200)
where, in both cases, the expectation of the error term S1112 is bounded by
|〈ξ, S1112ξ〉| ≤ Cr‖ηt‖r
∫
dxdy N3/2V (N(x− y)) |kt(x; y)|‖ηx‖‖(N + 1)1/2ξ‖‖(N + 1)ξ‖
≤ Cr‖ηt‖r+1‖(N + 1)1/2ξ‖2
for all ξ ∈ F≤N . Here, once again, we used the fact that N−1|ηt(x; y)| ≤ C. Summing
over all r ≥ 0, we conclude that
−
∑
r≥0
(−1)r
(r + 1)!
∫
dxdy N5/2V (N(x− y))ϕ˜ξt(y)[B(ηt), b∗x]b∗yad
(r)
B(ηt)
(b∗(ηx))
= −
√
N [b((coshηt − 1)(hN,t)) + b∗(sinhηt(hN,t))] + S
where
|〈ξ, Sξ〉| ≤ ec|t|
∑
r≥0
(C‖ηt‖)r‖(N + 1)1/2ξ‖2 ≤ Cec|t|‖(N + 1)1/2ξ‖2 (3.201)
for all ξ ∈ F≤N .
Finally, we consider the first term on the r.h.s. of (3.187). This term can be handled
similarly as we did with the second term (the sum over r ≥ 0). We obtain that
−
∫
dxdyN5/2V (N(x− y))ϕ˜ξt(y)[B(ηt), b∗x]a∗yax = −
√
Nb(hN,t) + S˜
where the expectation of S˜ can be bounded as we did with the expectation of S in
(3.201).
Recalling the definition of E(3)N,t in (3.185), it follows from (3.190), (3.192), (3.196),
(3.197) and (3.201) that
|〈ξ, E(3)N,tξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
The bounds in (3.186) for the expectation of the commutators [N , E(3)N,t], [a∗(g1)a(g2), E(3)N,t]
and of the time-derivative ∂tE(3)N,t can be proven analogously. We omit the details.
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3.4.6 Analysis of e−B(ηt)L(4)N,teB(ηt)
Recall from (3.90) that
L(4)N,t = VN =
1
2
∫
dxdy N2V (N(x− y))a∗xa∗yayax
We conjugate L(4)N,t with the unitary operator eB(ηt). We define the error term E(4)N,t
through the equation
e−B(ηt)L(4)N,teB(ηt) = VN +
1
2
∫
dxdy N2V (N(x− y))|kt(x; y)|2
+
1
2
∫
dxdy N2V (N(x− y)) [kt(x; y)b∗xb∗y + h.c.]
+ E(4)N,t
(3.202)
In the next proposition we collect some important properties of the operator E(4)N,t.
Proposition 3.4.9. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that∣∣∣〈ξ, E(4)N,tξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣〈ξ, [N , E(4)N,t] ξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣〈ξ, [a∗(g1)a(g2), E(4)N,t] ξ〉∣∣∣ ≤ Cec|t|‖g1‖H2‖g2‖H2‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖∣∣∣∂t〈ξ, E(4)N,tξ〉∣∣∣ ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
(3.203)
for all ξ ∈ F≤N .
Proof. We start by writing
e−B(ηt)a∗xa
∗
yayaxe
B(ηt) = a∗xa
∗
yayax +
∫ 1
0
ds e−sB(ηt)
[
a∗xa
∗
yayax, B(ηt)
]
esB(ηt)
A straighforward computation gives
e−B(ηt)a∗xa
∗
yayaxe
B(ηt)
= a∗xa
∗
yayax +
∫ 1
0
ds e−sB(ηt)
[
b∗xb
∗
y (axa
∗(ηy) + a∗(ηx)ay) + h.c.
]
esB(ηt)
(3.204)
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Now we observe that
e−sB(ηt) [axa∗(ηy) + a∗(ηx)ay] esB(ηt)
= axa
∗(ηy) + a∗(ηx)ay +
∫ s
0
dτ e−τB(ηt) [axa∗(ηy) + a∗(ηx)ay, B(ηt)] eτB(ηt)
= ηt(x; y) + a
∗(ηy)ax + a∗(ηx)ay
+
∫ s
0
dτ e−τB(ηt)
[
2b∗(ηx)b∗(ηy) + b(η(2)y )bx + b(η
(2)
x )by
]
eτB(ηt)
Inserting in (3.204), expanding as in Lemma 3.2.4, and integrating over s, τ , we obtain
e−B(ηt)L(4)N,teB(ηt) = VN + W1 + W2 + W3 + W4 (3.205)
where
W1 =
1
2
∑
n,k≥0
(−1)n+k
n!k!(n+ k + 1)
∫
dxdy N2V (N(x− y))ηt(x; y) ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b∗y)
W2 =
∑
n,k≥0
(−1)n+k
n!k!(n+ k + 1)
∫
dxdy N2V (N(x− y)) ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b∗y)a
∗(ηx)ay
W3 =
∑
n,k,m,r≥0
(−1)n+k+m+r
n!k!m!r!(m+ r + 1)(n+ k +m+ r + 2)
×
∫
dxdy N2V (N(x− y)) ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b∗y)ad
(m)
B(ηt)
(b(η(2)x ))ad
(r)
B(ηt)
(by)
W4 =
∑
n,k,m,r≥0
(−1)n+k+m+r
n!k!m!r!(m+ r + 1)(m+ r + n+ k + 2)
×
∫
dxdyN2V (N(x− y)) ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b∗y)ad
(m)
B(ηt)
(b∗(ηx))ad
(r)
B(ηt)
(b∗(ηy))
Let us now estimate the expectation of W2. By Cauchy-Schwarz, we have∣∣∣∣∫ dxdyN2V (N(x− y))〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b∗y)a∗(ηx)ayξ〉
∣∣∣∣
≤
∫
dxdyN2V (N(x− y))
× ‖(N + 1)1/2ad(k)B(ηt)(by)ad
(n)
B(ηt)
(bx)ξ‖‖(N + 1)−1/2a∗(ηx)ayξ‖
We bound
‖(N + 1)−1/2a∗(ηx)ayξ‖ ≤ ‖ηx‖‖ayξ‖ (3.206)
On the other hand, according to Lemma 3.2.4, ‖(N + 1)1/2ad(k)B(ηt)(by)ad
(n)
B(ηt)
(bx)ξ‖ is
bounded by the sum of 2n+kn!k! contributions having the form
T =
∥∥∥(N + 1)1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; η(`1)y,t,♦)
×Λ′1 . . .Λ′i2N−k2Π
(1)
],[ (η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ
∥∥∥∥ (3.207)
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with i1, i2, k1, k2, `1, `2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 0 and where each Λi and Λ′i oper-
ator is either a factor (N −N )/N , (N −N + 1)/N or a Π(2)-operator of the form
N−pΠ(2)],[ (η
(q1)
t,\
1
, . . . , η
(qp)
t,\
p
) (3.208)
According to Lemma 3.4.1, part iv), we have
T ≤ (n+ 1)Ck+n‖ηt‖k+n−2
{
‖ηx‖‖ηy‖‖(N + 1)3/2ξ‖
+ ‖ηt‖‖ηx‖‖ay(N + 1)ξ‖+ ‖ηt‖‖ηy‖‖ax(N + 1)ξ‖
+ ‖ηt‖|ηt(x; y)|‖(N + 1)1/2ξ‖+ ‖ηt‖2
√
N‖axayξ‖
} (3.209)
For ξ ∈ F≤N , we obtain∣∣∣∣∫ dxdyN2V (N(x− y))ηt(x; y)〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b∗y)a∗(ηx)ayξ〉
∣∣∣∣
≤ (n+ 1)!k!Cn+k‖ηt‖n+k−2
∫
dxdyN2V (N(x− y))‖ηx‖‖ayξ‖
×
{
[N‖ηx‖‖ηy‖+ ‖ηt‖|ηt(x; y)|] ‖(N + 1)1/2ξ‖
+N‖ηt‖‖ηy‖‖axξ‖+N‖ηt‖‖ηx‖‖ayξ‖+N1/2‖axayξ‖
}
≤ (n+ 1)!k!Cn+k‖ηt‖n+k‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
and therefore
|〈ξ,W2ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
if supt ‖ηt‖ is small enough.
Now, let us consider the expectation of the term W3. By Cauchy-Schwarz, we have∣∣∣∣∫ dxdyN2V (N(x− y))〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b∗y)ad(m)B(ηt)(b(η(2)x ))ad(r)(by)ξ〉
∣∣∣∣
≤
∫
N2V (N(x− y)) ‖(N + 1)1/2ad(k)B(ηt)(by)ad
(n)
B(ηt)
(bx)ξ‖
× ‖(N + 1)−1/2ad(m)B(ηt)(b(η
(2)
x ))ad
(r)(by)ξ‖
Expanding ad
(m)
B(ηt)
(b(η
(2)
x ))ad
(r)
B(ηt)
(by) as in Lemma 3.2.3 and using Lemma 3.4.1, we
obtain
‖(N + 1)−1/2ad(m)B(ηt)(b(η
(2)
x ))ad
(r)
B(ηt)
(by)ξ‖
≤ m!r!Cm+r‖ηt‖m+r
[
‖ηx‖‖ηy‖‖(N + 1)1/2ξ‖+ ‖ηt‖‖ηx‖‖ayξ‖
] (3.210)
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As for the norm ‖(N + 1)1/2ad(k)B(ηt)(by)ad
(n)
B(ηt)
(bx)ξ‖, we can estimate it as the sum of
2n+kn!k! contributions of the form (3.207). Using (3.209) and integrating over x, y, we
conclude
|〈ξ,W3ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
if supt ‖ηt‖ is small enough.
Let us now switch to W4. We proceed analogously as we did for W3. The only
difference is that, instead of (3.210), we need to bound
‖(N + 1)−1/2ad(m)B(ηt)(b(ηx))ad
(r)
B(ηt)
(b(ηy))ξ‖
≤ m!r!Cm+r‖ηt‖m+r‖ηx‖‖ηy‖‖(N + 1)1/2ξ‖
We find
|〈ξ,W4ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
if supt ‖ηt‖ is small enough.
Finally, we consider the term W1 in (3.205). We extract from the sum over n, k ≥ 0
the terms with (n, k) = (0, 0) and (n, k) = (0, 1). We obtain that
W1 =
1
2
∫
dxdyN2V (N(x− y))ηt(x; y)b∗xb∗y
− 1
4
∫
dxdy N2V (N(x− y))ηt(x; y)[B(ηt), b∗x]b∗y + W˜1
(3.211)
with
W˜1 =
1
2
∗∑
n,k
(−1)n+k
n!k!(n+ k + 1)
∫
dxdyN2V (N(x− y))ηt(x; y)ad(n)B(ηt)(b
∗
x)ad
(k)
B(ηt)
(b∗y)
(3.212)
where
∑∗ excludes the terms (n, k) = (0, 0), (1, 0). We bound the expectation of W˜1 by∣∣∣∣∫ dxdy N2V (N(x− y))ηt(x; y)〈ξ, ad(n)B(ηt)(b∗x)ad(k)B(ηt)(b∗y)ξ〉
∣∣∣∣
≤
∫
dxdyN2V (N(x− y))|ηt(x; y)|
×
∥∥∥(N + 1)−1/2ad(k)B(ηt)(by)ad(n)B(ηt)(bx)ξ∥∥∥ ‖(N + 1)1/2ξ‖
Following Lemma 3.2.4, we can bound the norm ‖(N + 1)−1/2ad(k)B(ηt)(by)ad
(n)
B(ηt)
(bx)ξ‖
by the sum of 2n+kn!k! terms of the form
T˜ =
∥∥∥(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η(j1)t,\1 , . . . , η(jk1 )t,\k1 ; η(`1)y,t,♦)
×Λ′1 . . .Λ′i2N−k2Π
(1)
],[ (η
(m1)
t,\1
, . . . , η
(mk2 )
t,\k2
; η
(`2)
x,♦′)ξ
∥∥∥ (3.213)
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with i1, i2, k1, k2, `1, `2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 0 and where each Λi and Λ′i oper-
ator is either a factor (N−N )/N , (N−N +1)/N or a Π(2)-operator of the form (3.208).
With Lemma 3.4.1 we find
T˜ ≤ (n+ 1)Ck+n‖ηt‖k+n−2
×
{
‖ηx‖‖ηy‖‖(N + 1)1/2ξ‖+ ‖ηt‖‖ηx‖‖ayξ‖+ ‖ηt‖ηy‖‖axξ‖
+ ‖ηt‖N−1|ηt(x; y)|‖(N + 1)1/2ξ‖+ ‖ηt‖2‖axayξ‖
}
The important difference with respect to (3.209) is that here, when we consider the cases
`1 = `2 = 0 and `1 = 0, `2 = 1 we can apply (3.108) and (3.110), rather than (3.107) and
(3.109), because the assumption (n, k) 6= (0, 0), (1, 0) implies that k + n ≥ 2 (the case
(n, k) = (0, 1) is not compatible with `2 = 1). Using supx,yN
−1|ηt(x; y)| ≤ Cec|t| from
Lemma 3.3.3, we conclude that
|〈ξ, W˜1ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
if supt ‖ηt‖ is small enough.
As for the second term on the r.h.s. of (3.211), we have
[B(ηt), b
∗
x] = −b(ηx)
N −N
N
+
1
N
∫
dzdwa∗xazbw ηt(z;w)
Hence
−
∫
dxdyN2V (N(x− y))ηt(x; y)[B(ηt), b∗x]b∗y
=
∫
dxdyN2V (N(x− y))ηt(x; y)b(ηx)b∗y
N −N + 1
N
−N−1
∫
dxdydzdwN2V (N(x− y))ηt(x; y)ηt(z;w) a∗xazbwb∗y
=
∫
dxdyN2V (N(x− y))|ηt(x; y)|2N −N
N
N −N + 1
N
−N−1
∫
dxdydzN2V (N(x− y))ηt(x; y)ηt(x; z)a∗yaz
N −N + 1
N
−N−1
∫
dxdydzdwN2V (N(x− y))ηt(x; y)ηt(z;w) a∗xazbwb∗y
We conclude that
−
∫
dxdyN2V (N(x− y))ηt(x; y)[B(ηt), b∗x]b∗y =
∫
dxdyN2V (N(x− y))|kt(x; y)|2 + W12
where
|〈ξ,W12ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖(VN +N + 1)1/2ξ‖
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Similarly, the first term on the r.h.s. of (3.211) can be decomposed as∫
dxdyN2V (N(x− y))ηt(x; y)b∗xb∗y =
∫
dxdyN2V (N(x− y))kt(x; y)b∗xb∗y + W11
where
W11 =
∫
dxdyN2V (N(x− y))µt(x; y)b∗xb∗y
is such that
|〈ξ,W11ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖‖V1/2N ξ‖
since |µ(x; y)| ≤ Cec|t| uniformly in N .
3.4.7 Analysis of (i∂te
−B(ηt))eB(ηt)
This subsection is devoted to the study of the first term in the generator GN,t in (3.88).
The properties of (i∂te
−B(ηt))eB(ηt) are collected in the next proposition.
Proposition 3.4.10. Under the same assumptions as in Theorem 3.3.4, there exist
constants C, c > 0 such that
|〈ξ, (i∂te−B(ηt))eB(ηt)ξ〉| ≤ C‖(N + 1)1/2ξ‖2
|〈ξ,
[
N , (i∂te−B(ηt))eB(ηt)
]
ξ〉| ≤ C‖(N + 1)1/2ξ‖2
|〈ξ,
[
a∗(g1)a(g2), (i∂te−B(ηt))eB(ηt)
]
ξ〉| ≤ C‖g1‖‖g2‖‖(N + 1)1/2ξ‖2
|〈ξ,
[
∂t(i∂te
−B(ηt))eB(ηt)
]
ξ〉| ≤ Cec|t|‖(N + 1)1/2ξ‖2
(3.214)
for all ξ ∈ F≤N .
Proof. As in Section 6.5 of [11], we expand (i∂te
−B(ηt))eB(ηt) as
(i∂te
−B(ηt))eB(ηt) = −
∫ 1
0
ds e−sB(ηt) [i∂tB(ηt)] esB(ηt)
=
i
2
∑
k,n≥0
(−1)n+k
k!n!(n+ k + 1)
∫
dx ad
(k)
B(ηt)
(b((∂tηt)x))ad
(n)
B(ηt)
(bx) + h.c.
(3.215)
We bound the expectations∣∣∣ ∫ dx 〈ξ,ad(k)B(ηt)(b((∂tηt)x))ad(n)B(ηt)(bx)ξ〉∣∣∣
≤ ‖(N + 1)1/2ξ‖
∫
dx ‖(N + 1)−1/2ad(k)B(ηt)(b((∂tηt)x))ad
(n)
B(ηt)
(bx)ξ‖
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According to Lemma 3.2.4), the norm ‖(N + 1)−1/2ad(k)B(ηt)(b((∂tηt)x))ad
(n)
B(ηt)
(bx)ξ‖ is
bounded by the sum of 2n+kn!k! terms of the form
Z = ‖(N + 1)−1/2Λ1 . . .Λi1N−k1Π(1)],[ (η
(j1)
t,\1
, . . . , η
(jk1 )
t,\k1
; (η
(`1)
t,♦ ∂tηt)x)
× Λ′1 . . .Λ′i2N−k2Π
(1)
]′,[′(η
(m1)
t,\′1
, . . . , η
(mk2 )
t,\′k2
; η
(`2)
x,♦′)ξ‖
(3.216)
with integers i1, k1, `1, i2, k2, `2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 1 and where each Λi and
Λ′i is either a factor (N −N )/N or (N + 1−N )/N or a Π(2)-operator of the form
N−pΠ(2)],[ (η
(q1)
t,\
1
, . . . , η
(qp)
t,\
p
)
From Lemma 3.4.1, part iii), we conclude that
Z ≤
{
Cn+k‖ηt‖n+k−1‖(∂tηt)x‖‖ηx‖‖(N + 1)1/2ξ‖ if `2 > 0
Cn+k‖ηt‖n+k‖(∂tηt)x‖‖axξ‖ if `2 = 0
With Cauchy-Schwarz, we obtain∣∣∣ ∫ dx 〈ξ, ad(k)B(ηt)(b((∂tηt)x))ad(n)B(ηt)(bx)ξ〉∣∣∣ ≤ n!k!Cn+k‖ηt‖n+k‖∂tηt‖‖(N + 1)1/2ξ‖2
From (3.215), we conclude that, if supt ‖ηt‖ is sufficiently small,
|〈ξ, (i∂te−B(ηt))eB(ηt)ξ〉| ≤ C‖(N + 1)1/2ξ‖2
The other bounds in (3.214) can be proven analogously, first expanding (i∂te
−B(ηt))eB(ηt)
as in (3.215), then using Lemma 3.2.4 and Lemma 3.2.3 to write the nested commutators
on the r.h.s. of (3.215) as sums of factors like in (3.216), and then commuting each
of these factors with N , with a∗(g1)a(g2), or taking its time-derivative; we omit the
details.
3.4.8 Proof of Theorem 3.3.4
Combining the results of Subsections 3.4.2-3.4.7 and using the scattering equation (3.62),
we conclude that
GN,t = CN,t +HN + E˜N,t
+N
∫
dxdy
[
−∆ + 1
2
N2V (N(x− y))
]
(1− w`(N(x− y)))ϕ˜ξt(x)ϕ˜ξt(y)b∗xb∗y + h.c.
= CN,t +HN + E˜N,t + A
(3.217)
with
A = N3λ`
∫
dxdy f`(N(x− y))χ(|x− y| ≤ `)
[
ϕ˜ξt(x)ϕ˜ξt(y)b
∗
xb
∗
y + h.c.
]
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and where CN,t is defined as in (3.85). The error term E˜N,t is such that∣∣∣〈ξ, E˜N,tξ〉∣∣∣ ≤ Cec|t|‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖∣∣∣〈ξ, [E˜N,t,N ] ξ〉∣∣∣ ≤ Cec|t|‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖∣∣∣〈ξ, [E˜N,t, a∗(g1)a(g2)] ξ〉∣∣∣ ≤ Cec|t|‖g1‖H2‖g2‖H2‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖∣∣∣〈ξ, [∂tE˜N,t] ξ〉∣∣∣ ≤ Cec|t|‖(HN +N + 1)1/2ξ‖‖(N + 1)1/2ξ‖
(3.218)
Since N3λ` ≤ C and f`(N(x− y)) ≤ 1, we have , with Lemma 1.2.4,
|〈ξ,Aξ〉| ≤ C‖(N + 1)1/2ξ‖2
and similarly, ±[N ,A],±[a∗(g1)a(g2),A],±∂tA ≤ C(N + 1). Setting EN,t = A + E˜N,t, we
conclude that
GN,t = CN,t +HN + EN,t
where EN,t satisfies the same bounds (3.218) as E˜N,t. This immediately implies that, in
the sense of forms on F≤N⊥ϕ˜ξt ×F
≤N
⊥ϕ˜ξt
,
1
2
HN − Cec|t|(N + 1) ≤ GN,t − CN,t ≤ 2HN + Cec|t|(N + 1)
±i [GN,t,N ] ≤ HN + Cec|t|(N + 1)
∂t [GN,t − CN,t] ≤ HN + Cec|t|(N + 1)
Moreover, since
[HN , a∗(g1)a(g2)] =
∫
dx∇g1(x)∇xa∗xa(g2)−
∫
dxa∗(g1)∇g¯2(x)∇xax
+
∫
dxdy N2V (N(x− y))g1(y)a∗xa∗yaxa(g2)
−
∫
dxdy N2V (N(x− y)) g¯2(x)a∗(g1)a∗yayax
we obtain that
|〈ξ,[HN , a∗(g1)a(g2)]ξ〉|
≤ [‖∇g1‖‖g2‖+ ‖g1‖‖∇g2‖] ‖K1/2ξ‖‖N 1/2ξ‖
+ [‖g2‖‖g1‖∞ + ‖g1‖‖g2‖∞]
[∫
dxdyN2V (N(x− y))‖axayξ‖2
]1/2
×
[∫
dxdyN2V (N(x− y))‖ay(N + 1)1/2ξ‖2
]1/2
≤ ‖g1‖H2‖g2‖H2‖H1/2N ξ‖‖(N + 1)1/2ξ‖
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for all ξ ∈ F≤N . Combining with (3.218), and choosing g1 = ∂tϕ˜ξt and g2 = ϕ˜ξt, we find
±Re [GN,t, a∗(∂tϕ˜ξt)a(ϕ˜ξt)] ≤ HN + CeK|t|(N + 1)
This concludes the proof of Theorem 3.3.4.
3.5 Bounds on the Growth of Fluctuations
In this section, we are going to complete the proof of Theorem 3.1.1 and of Theorem
3.1.2. The main ingredient to reach this goal is a bound on the growth of the expectation
of the number of particles operator with respect to the fluctuation dynamics WN,t, that
we prove in the next proposition using the properties of the generator GN,t established
in Theorem 3.1.1.
Proposition 3.5.1. Under the same assumptions as in Theorem 3.3.4, there exist con-
stants C, c > 0 such that
〈WN,t ξ,NWN,tξ〉 ≤ C 〈ξ, (GN,0 − CN,0) + (N + 1))ξ〉 exp(c exp(c|t|)
〈WN,t ξ,HNWN,tξ〉 ≤ C 〈ξ, (GN,0 − CN,0) + (N + 1))ξ〉 exp(c exp(c|t|)
(3.219)
for all ξ ∈ F≤N⊥ϕ . Here the operator HN is defined as in (3.87).
Remark: From (3.86), we also have
〈WN,t ξ,NWN,tξ〉 ≤ C 〈ξ, (HN +N + 1)ξ〉 exp(c exp(c|t|)
〈WN,t ξ,HNWN,tξ〉 ≤ C 〈ξ, (HN +N + 1)ξ〉 exp(c exp(c|t|)
Proof. First of all, we observe that, from the first equation in (3.86),
1
2
HN +N ≤ (GN,t − CN,t) + CeK|t|(N + 1) (3.220)
Hence, it is enough to control the growth of the expectation of the operator on the
right hand side. We follow here the approach of [63]. We define qt = 1 − |ϕ˜ξt〉〈ϕ˜ξt| as
the orthogonal projection onto L2⊥ϕ˜ξt(R
3). We define moreover Γt : F≤N → F≤N⊥ϕt by
imposing that Γt|Fj = q⊗jt for all j = 1, . . . , N (Fj is the sector of F≤N with exactly j
particles). We have, restricting our attention to t ≥ 0 (the case t < 0 can be handled
very similarly)〈
WN,t ξ,
[
(GN,t − CN,t) + CeK|t|(N + 1)
]
WN,t ξ
〉
=
〈WN,t ξ, [(ΓtGN,tΓt − CN,t) + CeKt(N + 1)]WN,t ξ〉
Hence, since N commutes with Γt,
i∂t
〈WN,t ξ, [(GN,t − CN,t) + CeKt(N + 1)]WN,t ξ〉
=
〈WN,t ξ, [ΓtGN,tΓt, (ΓtGN,tΓt − CN,t) + CeKt(N + 1)]WN,t ξ〉
+
〈WN,t ξ, ∂t [(ΓtGN,tΓt − CN,t) + CeKt(N + 1)]WN,t ξ〉
= CeKt 〈WN,t ξ, [GN,t,N ]WN,t ξ〉
+
〈WN,t ξ, ∂t [(ΓtGN,tΓt − CN,t) + CeKt(N + 1)]WN,t ξ〉
(3.221)
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We observe that
0 = ∂t‖ϕ˜ξt‖22 = 〈 ˙˜ϕξt, ϕ˜ξt〉+ 〈ϕ˜ξt, ˙˜ϕξt〉
This implies that
q˙t = −|ϕ˜ξt〉〈 ˙˜ϕξt| − | ˙˜ϕξt〉〈ϕ˜ξt| = −|ϕ˜ξt〉〈qt ˙˜ϕξt| − |qt ˙˜ϕξt〉〈ϕ˜ξt|
Therefore
∂tΓ
(j)
t = −
j∑
i=1
qt ⊗ · · · ⊗
[
|ϕ˜ξt〉〈qt ˙˜ϕξt|qt + qt|qt ˙˜ϕξt〉〈ϕ˜ξt|
]
⊗ · · · ⊗ qt
= −
j∑
i=1
[
|ϕ˜ξt〉〈qt ˙˜ϕξt|iΓ
(j)
t − Γ(j)t |qt ˙˜ϕξt〉〈ϕ˜ξt|i
]
We conclude that
∂tΓt = −a∗(ϕ˜ξt)a(qt ˙˜ϕξt)Γt − Γta∗(qt ˙˜ϕξt)a(ϕ˜ξt)
Thus 〈WN,t ξ, ∂t [(ΓtGN,tΓt − CN,t) + CeKt(N + 1)]WN,t ξ〉
= 〈WN,t ξ, [(∂tΓt)(GN,t − CN,t) + (GN,t − CN,t)(∂tΓt)]WN,t ξ〉
+
〈WN,t ξ, [∂t(GN,t − CN,t) + CKeKt(N + 1)]WN,t ξ〉
= 2Re
〈
WN,t ξ,
[
a∗(qt ˙˜ϕξt)a(ϕ˜ξt),GN,t
]
WN,t ξ
〉
+
〈WN,t ξ, [∂t(GN,t − CN,t) + CKeKt(N + 1)]WN,t ξ〉
where we used the fact that a(ϕ˜ξt)WN,tξ = 0, for all t ∈ R. Together with (3.221), we
find
i∂t
〈WN,t ξ, [(GN,t − CN,t) + CeKt(N + 1)]WN,t ξ〉
= CeKt 〈WN,t ξ, [GN,t,N ]WN,t ξ〉
+
〈WN,t ξ, [∂t(GN,t − CN,t) + CKeKt(N + 1)]WN,t ξ〉
+ 2Re
〈
WN,t ξ,
[
a∗(qt ˙˜ϕξt)a(ϕ˜ξt),GN,t
]
WN,t ξ
〉
From Theorem 3.3.4, we obtain that∣∣∂t 〈WN,t ξ, [(GN,t − CN,t) + CeKt(N + 1)]WN,t ξ〉∣∣
≤ C˜eK|t| 〈WN,t ξ, [HN + CeKt(N + 1)]WN,tξ〉
≤ C˜eK|t|
〈
WN,t ξ,
[
(GN,t − CN,t) + CeK|t|(N + 1)
]
WN,tξ
〉
Applying Gronwall’s inequality, we find a constant c > 0 such that〈
WN,t ξ,
[
(GN,t − CN,t) + CeK|t|(N + 1)
]
WN,tξ
〉
≤ 〈ξ, [(GN,0 − CN,0) + C(N + 1)] ξ〉 exp(c exp(c|t|))
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With (3.220), we conclude that
〈WN,tξ,NWN,tξ〉 ≤ C 〈ξ, [(GN,0 − CN,0) + (N + 1)] ξ〉 exp(c exp(c|t|))
〈WN,tξ,HNWN,tξ〉 ≤ C 〈ξ, [(GN,0 − CN,0) + (N + 1)] ξ〉 exp(c exp(c|t|))
as claimed.
To apply Prop. 3.5.1 to the proof of Theorems 3.1.1 and 3.1.2, we need to control
the expectation on the r.h.s. of (3.219) for vectors ξ ∈ F≤N⊥ϕ describing orthogonal
excitations around the condensate wave function ϕ for initial N -particle wave functions
ψN satisfying (3.10). To this end, we use the next lemma.
Lemma 3.5.2. As in (3.85), let
CN,t =
1
2
〈
ϕ˜ξt,
(
[N3V (N.)(N − 1− 2Nf`(N.))] ∗ |ϕ˜ξt|2
)
ϕ˜ξt
〉
+
∫
dxdy |∇xkt(x; y)|2 + 1
2
∫
dxdy N2V (N(x− y))|kt(x; y)|2
+ Re
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(x; y).
where ϕ˜ξt is the solution of the modified Gross-Pitaevskii equation (3.68), with initial
data ϕ˜ξt=0 = ϕ (we assumed in the construction of the fluctuation dynamics that ϕ ∈
H4(R3); in this lemma, we only need ϕ ∈ H1(R3)). Then there is a constant C > 0,
independent of N and t, such that∣∣[CN,t +N〈i∂tϕ˜ξt, ϕ˜ξt〉]−NEGP(ϕ)∣∣ ≤ C
with the translation invariant Gross-Pitaevskii energy functional EGP defined in (3.14).
Proof. We have
N
〈
i∂tϕ˜ξt, ϕ˜ξt
〉
= N
〈
ϕ˜ξt,−∆ϕ˜ξt
〉
+N
〈
ϕ˜ξt,
(
N3V (N.)f`(N.) ∗ |ϕ˜ξt|2
)
ϕ˜ξt
〉
.
Therefore
CN,t +N〈i∂tϕ˜ξt, ϕ˜ξt〉
= N‖∇ϕ˜ξt‖2 +
(N − 1)
2
〈ϕ˜ξt,
[
N3V (N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉
+
∫
dxdy |∇xkt(x; y)|2 + 1
2
∫
dxdy N2V (N(x− y))|kt(x; y)|2
+ Re
∫
dxdy N3V (N(x− y)) ¯˜ϕξt(x) ¯˜ϕξt(y)kt(x; y).
(3.222)
Obviously,
(N − 1)
2
〈ϕ˜ξt,
[
N3V (N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt〉 =
N
2
〈
ϕ˜ξt,
[
N3V (N.) ∗ |ϕ˜ξt|2
]
ϕ˜ξt
〉
+O(1) (3.223)
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where O(1) denotes a quantity with absolute value bounded by a constant, independent
of N and of t. Furthermore
1
2
∫
dxdy N2V (N(x− y))|kt(x, y)|2
=
N
2
∫
dxdy N3V (N(x− y))w`(N(x− y))2|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
(3.224)
Finally, we consider the third term on the r.h.s. of (3.222), the one with ∇xkt. We recall
that kt(x; y) = −Nw`(N(x− y))ϕ˜ξt(x)ϕ˜ξt(y). Hence, we find
−∆xkt(x; y) = N3(∆w`)(N(x− y))ϕ˜ξt(x)ϕ˜ξt(y) +Nw`(N(x− y))∆ϕ˜ξt(x)ϕ˜ξt(y)
+ 2N2(∇w`)(N(x− y)) · ∇ϕ˜ξt(x)ϕ˜ξt(y).
(3.225)
Since, by (3.61), ∆w` = −∆f` = −(1/2)V f` + λ`f` we have∫
dxdy k¯t(x; y)(−∆xkt)(x; y)
= −N
2
∫
dxdy N3V (N(y − x))(w`(N(x− y))− 1)w`(N(x− y))|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
−N3λ`
∫
dxdy f`(N(x− y))Nw`(N(x− y)) |ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
+ 2
∫
dxdy Nw`(N(y − x))N2(∇w`)(N(y − x)) · ∇ ¯˜ϕξt(x)ϕ˜ξt(x)|ϕ˜ξt(y)|2
−
∫
dxdy N2w2` (N(x− y))(∆ϕ˜ξt)(x)ϕ˜ξt(x)|ϕ˜ξt(y)|2
=
N
2
∫
dxdy N3V (N(y − x))(1− w`(N(x− y)))w`(N(x− y))|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
+ 2
∫
dxdy Nw`(N(y − x))N2(∇w`)(N(y − x)) · ∇ ¯˜ϕξt(x)ϕ˜ξt(x)|ϕ˜ξt(y)|2 +O(1).
(3.226)
In the last step, we used the bounds N3λ` = O(1), Nw`(N(x − y)) ≤ C|x − y|−1 and
0 ≤ f`(N(x− y)) ≤ 1. Integrating by parts in the last term, we find
2
∫
dxdy N2(∇w`)(N(y − x)) · ∇ ¯˜ϕξt(x)Nw`(N(y − x))ϕ˜ξt(x)|ϕ˜ξt(y)|2
= −
∫
dxdy∇x(N2w`(N(y − x))2) · ∇ ¯˜ϕξt(x)ϕ˜ξt(x)|ϕ˜ξt(y)|2
=
∫
dxdy N2w`(N(x− y))2∆ ¯˜ϕξt(x)ϕ˜ξt(x)|ϕ˜ξt(y)|2
+
∫
dxdy N2w`(N(x− y))2∇ ¯˜ϕξt(x) · ∇ϕ˜ξt(x)|ϕ˜ξt(y)|2
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With (3.226), this leads us (using again the bound Nw`(N(x− y)) ≤ C|x− y|−1) to∫
dxdy k¯t(x; y)(−∆xkt)(x; y)
=
N
2
∫
dxdy N3V (N(y − x))(1− w`(N(x− y)))w`(N(x− y))|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
+O(1)
Combining this bound with (3.223) and (3.224), we find
CN,t +N〈i∂tϕ˜ξt, ϕ˜ξt〉
= N
[∫
|∇ϕ˜ξt(x)|2dx+
1
2
∫
dxdyN3V (N(x− y))f`(N(x− y))|ϕ˜ξt(x)|2|ϕ˜ξt(y)|2
]
+O(1)
The expression in the parenthesis on the r.h.s. is exactly the energy functional asso-
ciated with the time-dependent modified Gross-Pitaevskii equation (3.68). By energy
conservation, we conclude that
CN,t +N〈i∂tϕ˜ξt, ϕ˜ξt〉
= N
[∫
|∇ϕ(x)|2dx+ 1
2
∫
dxdyN3V (N(x− y))f`(N(x− y))|ϕ(x)|2|ϕ(y)|2
]
+O(1)
(3.227)
Observe that, with (3.63),∫
dxdy N3V (N(x− y))f`(N(x− y))|ϕ(x)|2|ϕ(y)|2
=
∫
dxdyV (y)f`(y)|ϕ(x)|2|ϕ(x+ y/N)|2
=
[
8pia0 +O(N−1)
] ∫ |ϕ(x)|4dx
+
∫
dxdyV (y)f`(y)|ϕ(x)|2
[|ϕ(x+ y/N)|2 − |ϕ(x)|2]
(3.228)
where∣∣∣ ∫ dxdy V (y)f(y)|ϕ(x)|2 [|ϕ(x+ y/N)|2 − |ϕ(x)|2] ∣∣∣
≤ N−1
∫ 1
0
ds
∫
dxdy V (y)f(y)|ϕ(x)|2|∇ϕ(x+ sy/N)||ϕ(x+ y/N)||y|
≤ CN−1
for a constant C > 0 depending only on the H1-norm of ϕ. Inserting the last bound and
(3.228) in (3.227), we conclude that
CN,t +N〈i∂tϕ˜ξt, ϕ˜ξt〉 = NEGP (ϕ) +O(1)
as claimed.
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With Proposition 3.5.1 and Lemma 3.5.2, we can now conclude the proof of our main
theorem.
Proof of Theorems 3.1.1 and 3.1.2. We observe, first of all, that, by Proposition 3.3.2,∣∣∣〈ϕt, γ(1)N,tϕt〉 − 〈ϕ˜ξt, γ(1)N,tϕ˜ξt〉∣∣∣ ≤ 2‖ϕt − ϕ˜ξt‖ ≤ CN−1 exp(c exp(c|t|)) (3.229)
Hence, it is enough to compute
〈ϕ˜ξt, γ
(1)
N,tϕ˜ξt〉 =
1
N
〈e−iHN tψN , a∗(ϕ˜ξt)a(ϕ˜ξt)e−iHN tψN 〉
=
1
N
〈UN,te−iHN tψN , (N −N )UN,te−iHN tψN 〉
= 1− 1
N
〈UN,te−iHN tψN ,NUN,te−iHN tψN 〉
We define ξ = e−B(ηta0)UN,0ψN ∈ F≤N⊥ϕ . Then we have ψN = U∗N,0eB(ηta0)ξ and therefore
1− 〈ϕ˜ξt, γ
(1)
N,tϕ˜ξt〉 =
1
N
〈WN,tξ, e−B(ηt)N e−B(ηt)WN,tξ〉 ≤ C
N
〈WN,tξ,NWN,tξ〉
where we applied Lemma 3.2.2. By Prop. 3.5.1, we conclude that
1− 〈ϕ˜ξt, γ
(1)
N,tϕ˜ξt〉 ≤ N−1 exp(c exp(c|t|)) 〈ξ, [(GN,0 − CN,0) + C(N + 1)] ξ〉 (3.230)
In order to apply Prop. 3.5.1, we used here the assumption (valid both, in the proof of
Theorem 3.1.1 and Theorem 3.1.2) that ϕ˜t=0 = ϕ ∈ H4(R3).
Recalling from (3.10) the definition aN = 1 − 〈ϕ, γ(1)N ϕ〉, we bound, with the above
definition of ξ,
〈ξ,N ξ〉 = 〈UN,0ψN , eB(ηta0)N e−B(ηta0)UN,0ψN 〉
≤ C〈UN,0ψN ,NUN,0ψN 〉
= C〈ψN , (N − a∗(ϕ)a(ϕ))ψN 〉
= CN(1− 〈ϕ, γ(1)N ϕ〉) = CNaN
We still have to bound the expectation of (GN,0 − CN,0) in the state ξ. We have
GN,0 = i∂te−B(ηt)|t=0eB(ηta0) + e−B(ηta0)
[
(i∂tUN,t)|t=0U∗N,0 + UN,0HNU∗N,0
]
eB(ηta0)
With Proposition 3.4.10, we find∣∣∣〈ξ, i∂te−B(ηt)|t=0eB(ηta0)ξ〉∣∣∣ ≤ C〈ξ, (N + 1)ξ〉 ≤ CNaN + C (3.231)
From Eq. (3.89), we obtain
〈eB(ηta0)ξ, (i∂tUN,t)|t=0 U∗N,0 eB(ηta0)ξ〉
= − 〈(i∂tϕ˜ξt)|t=0, ϕ〉〈UN,0ψN , (N −N )UN,0ψN 〉
− 2Re〈UN,0ψN ,
√
N −Na(q0(i∂tϕ˜ξt)|t=0)UN,0ψN 〉
= −N〈(i∂tϕ˜ξt)|t=0, ϕ〉+N〈(i∂tϕ˜ξt)|t=0, ϕ〉(1− 〈ϕ, γ
(1)
N ϕ〉)
− 2NRe 〈ϕ, γ(1)N q0(i∂tϕ˜ξt)|t=0〉
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Combining this identity with the bound (3.231) and with the observation that, by defi-
nition of ξ,
〈ξ, e−B(ηta0)UN,0HNU∗N,0eB(ηta0)ξ〉 = 〈ψN , HNψN 〉
we conclude that
〈ξ, (GN,0 − CN,0)ξ〉 ≤
[〈ψN , HNψN 〉 − (CN,0 +N〈(i∂tϕ˜t)|t=0, ϕ〉)]
− 2NRe 〈ϕ, γ(1)N q0(i∂tϕ˜t)|t=0〉+ CNaN + C
Hence, with Lemma 3.5.2, we get
〈ξ, (GN,0 − CN,0)ξ〉 ≤
[〈ψN , HNψN 〉 −NEGP(ϕ)]− 2NRe 〈ϕ, γ(1)N q0(i∂tϕ˜t)|t=0〉
+ CNaN + C
(3.232)
where EGP denotes the translation invariant Gross-Pitaevskii functional defined in (3.14).
To bound the second term on the r.h.s. of the last equation, we proceed differently
depending on whether we want to show Theorem 3.1.1 or Theorem 3.1.2. To prove
Theorem 3.1.2, we notice that
〈ϕ, γ(1)N q0(i∂tϕ˜ξt)|t=0〉 = 〈ϕ, γ
(1)
N (i∂tϕ˜ξt)|t=0〉 − 〈ϕ, γ
(1)
N ϕ〉〈ϕ, (i∂tϕ˜ξt)|t=0〉
= 〈ϕ, (i∂tϕ˜ξt)|t=0〉(1− 〈ϕ, γ
(1)
N ϕ〉) + 〈ϕ, (γ(1) − |ϕ〉〈ϕ|)(i∂tϕ˜ξt)|t=0〉
With a˜N = tr |γ(1)N − |ϕ〉〈ϕ||, we obtain that
|〈ϕ, γ(1)N q0(i∂tϕ˜ξt)|t=0〉| ≤ C(aN + a˜N )
Since aN ≤ a˜N , we conclude from (3.232) that
〈ξ, (GN,0 − CN,0)ξ〉 ≤ C
[
Na˜N +Nb˜N + 1
]
Inserting in (3.230) and using (3.229), we arrive at
1− 〈ϕt, γ(1)N ϕt〉 ≤ C
[
a˜N + b˜N +N
−1] exp(c exp(c|t|)) .
This concludes the proof of Theorem 3.1.2.
To show Theorem 3.1.1, we use instead the fact that
i∂tϕ˜t|t=0 = −∆ϕ+ (N3V (N.)f`(N.) ∗ |ϕ|2)ϕ
Since here we assume that the initial data ϕ = φGP is the minimizer of the Gross-
Pitaevskii energy functional (3.6), it must satisfy the Euler-Lagrange equation
−∆ϕ+ Vextϕ+ 8pia0|ϕ|2ϕ = µϕ
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for some µ ∈ R. We find
i∂tϕ˜t|t=0 = µϕ− Vextϕ+
[
(N3V (N.)f`(N.) ∗ |ϕ|2)− 8pia0|ϕ|2
]
ϕ
Using (3.63) the fact that the minimizer ϕ of (3.6) is continuously differentiable and
vanishes at infinity (see [71, Theorem 2.1]), we obtain∥∥∥[(N3V (N.)f`(N.) ∗ |ϕ|2)− 8pia0|ϕ|2]ϕ∥∥∥
2
≤ CN−1
and therefore
−2NRe 〈ϕ, γ(1)N q0(i∂tϕ˜ξt)|t=0〉 ≤ 2NRe 〈ϕ, γ
(1)
N q0(Vext + κ)ϕ〉+ C
for any constant κ ∈ R. Choosing κ ≥ 0 so that Vext + κ ≥ 0 (from the assumptions,
Vext is bounded below), we find
−2NRe 〈ϕ, γ(1)N q0(i∂tϕ˜ξt)|t=0〉
≤ 2NRe 〈ϕ, γ(1)N (Vext + κ)ϕ〉 − 2N〈ϕ, γ(1)N ϕ〉〈ϕ, (Vext + κ)ϕ〉+ C
≤ 2NRe 〈ϕ, γ(1)N (Vext + κ)ϕ〉 − 2N〈ϕ, (Vext + κ)ϕ〉+ C(NaN + 1)
With Cauchy-Schwarz and since 0 ≤ γ(1)N ≤ 1 implies that (γ(1)N )2 ≤ γ(1)N , we get
−2NRe 〈ϕ,γ(1)N q0(i∂tϕ˜ξt)|t=0〉
≤ N〈ϕ, γ(1)N (Vext + κ)γ(1)N ϕ〉 −N〈ϕ, (Vext + κ)ϕ〉+ C(NaN + 1)
≤ Ntr γ(1)N Vext −N〈ϕ, Vextϕ〉+ C(NaN + 1)
Inserting back in (3.232) we conclude that, under the assumptions of Theorem 3.1.1,
〈ξ, (GN,0−CN,0)ξ〉 ≤
[〈ψN , HtrapN ψN 〉−NEtrapGP (ϕ)]+CNaN +C ≤ C[NaN +NbN + 1]
With (3.230) and (3.229), we find now
1− 〈ϕt, γ(1)N,tϕt〉 ≤ C
[
aN + bN +N
−1] exp(c exp(c|t|))
This concludes the proof of Theorem 3.1.1.
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Chapter 4
Bogoliubov Theory in the
Gross-Pitaevskii Limit
In this chapter, we provide the details for the proof of Theorem 1.6.1. As discussed in
Section 1.6, our result rigorously confirms Bogoliubov’s predictions on the low-energy
spectrum of the weakly interacting Bose gas in the Gross-Pitaevskii limit. Our main
result is proved in the article [15].
The following manuscript is a slightly modified version of the paper [15]. Sections
4.1 and 4.2 are shortened and slightly rephrased versions of the introduction [15, Section
1] and of [15, Sections 2], since we already introduced the Fock space setting in which
we work and related standard results in Section 1.2. Apart from these changes and up
to the notational modifications already mentioned in Section 1.A, the following sections
appear as in the paper [15].
4.1 Main result
Let us recall from Section 1.6 that we consider systems of N bosons in the unit torus
Λ = T3 with periodic boundary conditions. The Hamiltonian has the form
HN =
N∑
j=1
−∆xj + κ
N∑
i<j
N2V (N(xi − xj)) (4.1)
The non-negative coupling constant κ will be assumed to be small enough (but fixed,
independent of N). Furthermore, we require V ∈ L3(R3) to be non-negative, radial,
compactly supported and to have scattering length a0.
Let us also recall that the scattering length of the interaction potential is defined
through the zero-energy scattering equation[
−∆ + κ
2
V (x)
]
f(x) = 0 (4.2)
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with the boundary condition f(x) → 1, as |x| → ∞. For |x| large enough (outside the
support of V ), we have
f(x) = 1− a0|x|
for an appropriate constant a0, which is known as the scattering length of κV . It can
be computed by
8pia0 = κ
∫
V (x)f(x)dx (4.3)
By scaling, we obtain the scattering length of κN2V (Nx) is given by a0/N .
For sufficiently small values of the coupling constant κ > 0, the results of [13] prove
that the ground state energy EN of HN satisfies
EN = 4pia0N +O(1) (4.4)
and that the one-particle reduced density γ
(1)
N associated with the ground state of (4.1)
is such that
1− 〈ϕ0, γ(1)N ϕ0〉 ≤ CN−1 (4.5)
for a constant C > 0. These results improve previously known results from [66, 71, 79].
In this paper, we go beyond the first order ground state approximation (4.4), com-
puting the ground state energy and the low-lying excitation spectrum of (4.1), up to
errors vanishing in the limit N →∞. This is the content of our main theorem.
Theorem 4.1.1. Let V ∈ L3(R3) be non-negative, spherically symmetric, compactly
supported and assume that the coupling constant κ > 0 is small enough. Then, in the
limit N →∞, the ground state energy EN of the Hamilton operator HN defined in (4.1)
is given by
EN = 4pi(N − 1)aN
− 1
2
∑
p∈Λ∗+
[
p2 + 8pia0 −
√
|p|4 + 16pia0p2 − (8pia0)
2
2p2
]
+O(N−1/4) (4.6)
Here we introduced the notation Λ∗+ = 2piZ3\{0} and we defined
8piaN = κV̂ (0) +
∞∑
k=1
(−1)kκk+1
(2N)k
∑
p1,...,pk∈Λ∗+
V̂ (p1/N)
p21
(
k−1∏
i=1
V̂ ((pi − pi+1)/N)
p2i+1
)
V̂ (pk/N)
(4.7)
Moreover, the spectrum of HN − EN below a threshold ζ consists of eigenvalues given,
in the limit N →∞, by∑
p∈Λ∗+
np
√
|p|4 + 16pia0p2 +O(N−1/4(1 + ζ3)) (4.8)
Here np ∈ N for all p ∈ Λ∗+ and np 6= 0 for finitely many p ∈ Λ∗+ only.
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Theorem 4.1.1 determines preceisely the low-lying eigenvalues of (4.1). In (4.138)
and (4.139) we also provide a norm approximation of eigenvectors associated with the
low-energy spectrum of (4.1) (we postpone the precise statement of this result, because it
requires additional notation that will be introduced in the next sections). As mentioned
already in Section 1.6, this enables us to compute the condensate depletion in the ground
state ψN of (4.1). Denoting by γ
(1)
N the one-particle reduced density of ψN , we find
1− 〈ϕ0, γ(1)N ϕ0〉 =
1
N
∑
p∈Λ∗+
[
p2 + 8pia0 −
√
p4 + 16pia0p2
2
√
p4 + 16pia0p2
]
+O(N−9/8) . (4.9)
The proof of (4.9), which is based on the approximation (4.139) of the ground state
vector and on some additional bounds from Section 4.7, is deferred to Appendix 4.A.
As already mentioned in Section 1.6, in the last years, rigorous versions of Bogoli-
ubov’s approach have been used to establish the ground state energy and excitation
spectrum for mean-field models describing systems of N trapped bosons interacting
weakly through a potential whose range is comparable with the size of the trap. This
has been done in the works [96, 46, 64, 30, 89, 90, 91]. Recently, we extended these
results by considering more singular interaction regimes in [14].
Let us now quickly recall our strategy before explaining the structure of this paper.
In our approach we follow [14] where we considered systems with Hamilton operator
HβN =
N∑
i=1
−∆xi +
κ
N
∑
1≤i<j≤N
N3βV (Nβ(xi − xj)) (4.10)
for β ∈ (0; 1). Our goal here is to extend the results of [14] to the physically more
interesting and mathematically more challenging Gross-Pitaevskii regime, where β = 1.
The first part of our analysis follows [13], where we proved that low-energy states of the
Hamiltonian (4.1) exhibit complete Bose-Einstein condensation in the zero-momentum
mode ϕ0(x) = 1 for all x ∈ Λ, with only a finite number of orthogonal excitations.
We start with the map UN = UN (ϕ0), introduced in Section 1.2, and construct the
excitation Hamiltonian LN = UNHNU∗N : F≤N+ → F≤N+ , from now on denoting by
F≤N+ = F≤N⊥ϕ0 the Fock space of excited particles. As we will discuss in Section 4.3,
conjugation with UN is reminiscent of the Bogoliubov approximation described in Section
1.3; it produces constant contributions and also terms that are quadratic, cubic and
quartic in creation and annihilation operators a∗p, ap associated with momenta p ∈ Λ∗+ =
2piZ3\{0}. In contrast with what Bogoliubov did and in contrast with what was done in
[64] in the mean-field regime, here we cannot neglect cubic and quartic terms resulting
from conjugation with UN ; they are large and they have to be taken into account to
obtain a rigorous proof of Theorem 4.1.1.
The reason why, in the Gross-Pitaevskii regime, cubic and quartic terms are still
important is that conjugation with UN factors out products of the condensate wave
function ϕ0, while it does not affect correlations. Hence, the correlation structure that
carries an important contribution to the energy and characterizes all low-energy states
172
ψN ∈ L2s(ΛN ) is left in the corresponding excitation vector UNψN ∈ F≤N+ . To extract
the large contributions to the energy that are still hidden in cubic and quartic terms,
we have to conjugate the excitation Hamiltonian LN with a unitary map generating the
correct correlation structure. To reach this goal, we make use of generalized Bogoliubov
transformations having the form
T = exp
1
2
∑
p∈Λ∗+
ηp
(
b∗pb
∗
−p − bpb−p
) (4.11)
With an appropriate choice of the coefficients ηp in the definition of T (related with a
modification of the solution of the zero-energy scattering equation (4.2)), we can define
a new, renormalized, excitation Hamiltonian GN = T ∗LNT = T ∗UNHNU∗NT : F≤N+ →
F≤N+ . We find that
GN = 4pia0N +HN + ∆N (4.12)
where HN is the Hamiltonian HN restricted on the excitation space F≤N+ , while ∆N is
an error term with the property that, for every δ > 0 there exists C > 0 with
±∆N ≤ δHN + Cκ(N+ + 1) (4.13)
where N+ is the number of particles operator on F≤N+ . To determine the low-energy
spectrum of HN we need to go one step further: Combining (4.13) with similar bounds
for the commutator of GN and N+, we can show that, if ψN ∈ L2s(ΛN ) is such that
ψN = χ(HN −EN ≤ ζ)ψN (i.e. if ψN belongs to a low-energy spectral subspace of HN ),
the corresponding excitation vector ξN = T
∗UNψN satisfies the stronger a-priori bound〈
ξN ,
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
ξN
〉 ≤ C(1 + ζ3) (4.14)
uniformly in N .
Armed with this estimate, we can have a second look at the renormalized excitation
Hamiltonian GN and we can prove that several terms contributing to GN are negligible
on low-energy states. We find that
GN = CGN +QGN + CN +HN + EGN (4.15)
where CGN is a constant, QGN is quadratic in (generalized) creation and annihilation
operators, CN is the cubic term
CN = κ√
N
∑
p,q∈Λ∗+:q 6=−p
V̂ (p/N)
[
b∗p+qb
∗
−p(bqcosh(ηq) + b
∗
−qsinh(ηq)) + h.c.
]
(4.16)
and EGN is an error term that can be estimated by
± EGN ≤ CN−1/2
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
(4.17)
and thus, by (4.14), is negligible on low-energy states.
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Up to (4.15), our analysis is similar to that of [14], where we determined the ground
state energy and low-energy excitation spectrum for the Hamiltonian (4.10), for 0 <
β < 1. The main new challenge that we have to face in the Gross-Pitaevskii regime,
i.e. for β = 1, is the appearance, on the r.h.s. of (4.15), of the cubic term CN and of
the potential energy operator restricted on F≤N+ that will be denoted by VN , which is
quartic in creation and annihilation operators (with this notation, HN = K + VN ). For
β < 1, these terms were small (on low-energy states) and they could be included in the
error EGN . For β = 1, this is no longer the case; it is easy to find normalized ξN ∈ F≤N+
satisfying (4.14), and with 〈ξN , CNξN 〉 and 〈ξN ,VNξN 〉 of order one (not vanishing in
the limit N →∞).
It is important to notice that cubic and quartic terms do not improve with different
choices of the coefficients ηp. This is related with the observation, going back to the work
of Erdo˝s-Schlein-Yau in [38] and more recently to the papers [80, 81] of Napiorkowski-
Reuvers-Solovej that quasi-free states can only approximate the ground state energy of
a dilute Bose gas in the Gross-Pitaevskii regime up to errors of order one (to be more
precise, [38, 80, 81] study the ground state energy of an extended dilute Bose gas in the
thermodynamic limit, but it is clear how to translate those results to the Gross-Pitaevskii
regime).
To extract the missing energy from the cubic and quartic terms in (4.15), we are
going to conjugate the excitation Hamiltonian GN with a unitary operator of the form
S = eA, where A is an antisymmetric operator, cubic in (generalized) creation and
annihilation operators. Observe that a similar idea, formulated however with a different
language and in a different setting, was used by Yau-Yin in [99] to find an upper bound
to the ground state energy of a dilute Bose gas in the thermodynamic limit matching
the Lee-Huang-Yang prediction up to second order.
With S, we define yet another (cubically renormalized) excitation Hamiltonian
JN = S∗GNS = S∗T ∗UNHNU∗NTS : F≤N+ → F≤N+
With the appropriate choice of A, we show that
JN = CJN +QJN + VN + EJN (4.18)
where CJN and QJN are new constant and quadratic terms, while EJN is an error term,
satisfying an estimate similar to (4.17) and thus negligible on low-energy states. The
important difference with respect to (4.15) is that now, on the r.h.s. of (4.18), there
is no cubic term! There is still the quartic interaction term VN , but this is a positive
operator and therefore it can be ignored, at least for proving lower bounds.
Conjugating JN with a last generalized Bogoliubov transformation R to diagonalize
the quadratic operator QJN , we obtain a final excitation Hamiltonian
MN = R∗JNR = R∗S∗T ∗UNHNU∗NTSR : F≤N+ → F≤N+
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which can be written as
MN = 4piaN (N − 1)− 1
2
∑
p∈Λ∗+
[
p2 + 8pia0 −
√
|p|4 + 16pia0p2 − (8pia0)
2
2p2
]
+
∑
p∈Λ∗+
√
|p|4 + 16pia0p2 a∗pap + VN + EMN
(4.19)
with an error term EMN which satisfies
±EMN ≤ CN−1/4
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
and is therefore negligible on low-energy states. With (4.19), Theorem 4.1.1 follows
comparing the eigenvalues of MN with those of its quadratic part, by means of the
min-max principle. To prove lower bounds, we can ignore the quartic interaction VN .
To prove upper bounds, on the other hand, it is enough to control the values of VN on
low-energy eigenspaces of the quadratic operator; they turn out to be negligible.
The plan of the paper is as follows. In Section 4.2, we recall the definition of general-
ized Bogoliubov transformations that play a very important role in our analysis and we
review their properties. In Section 4.3 we introduce the excitation Hamiltonian LN , the
renormalized excitation Hamiltonian GN and the excitation Hamiltonian JN with renor-
malized cubic term, and we study their properties. In particular, Prop. 4.3.2 provides
important bounds on GN while Prop. 4.3.3 gives a precise description of JN . In Section
4.4, we prove estimates for the excitation vectors associated with low-energy many-body
wave functions. Section 4.5 is devoted to the diagonalization of the quadratic part of JN
and Section 4.6 applies the min-max principle to conclude the proof of Theorem 4.1.1.
Finally, Section 4.7 and Section 4.8 contain the proof of Prop. 4.3.2 and, respectively,
of Prop. 4.3.3.
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4.2 Further Properties of Generalized Bogoliubov Trans-
formations
In this section, we quickly recall the definition of generalized Bogoliubov transformations
for translation invariant systems, already discussed in Section 2.2, and discuss some
additional properties. For η ∈ `2(Λ∗+) with η−p = ηp for all p ∈ Λ∗+, we define
B(η) =
1
2
∑
p∈Λ∗+
(
ηpb
∗
pb
∗
−p − η¯pbpb−p
)
(4.20)
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and we consider
eB(η) = exp
1
2
∑
p∈Λ∗+
(
ηpb
∗
pb
∗
−p − η¯pbpb−p
) (4.21)
We refer to unitary operators of the form (4.21) as generalized Bogoliubov transforma-
tions, in analogy with the standard Bogoliubov transformations
eB˜(η) = exp
1
2
∑
p∈Λ∗+
(
ηpa
∗
pa
∗
−p − η¯papa−p
) (4.22)
defined by means of the standard creation and annihilation operators. In this paper,
we will work with (4.21), rather than (4.22), because the generalized Bogoliubov trans-
formations, in contrast with the standard transformations, leave the truncated Fock
space F≤N+ invariant. The price we will have to pay is the fact that, while the action of
standard Bogoliubov transformation on creation and annihilation operators is explicitly
given by
e−B˜(η)apeB˜(η) = cosh(ηp)ap + sinh(ηp)a∗−p (4.23)
there is no such formula describing the action of generalized Bogoliubov transformations.
An important part of our analysis is therefore devoted to the control of the action of
(4.21). A first important observation in this direction is the following lemma, whose
proof can be found in [20, Lemma 3.1] (a similar result has been previously established
in [96]).
Lemma 4.2.1. Let η ∈ `2(Λ∗) and B(η) be defined as in (4.20). Then, for every
n1, n2 ∈ Z, there exists a constant C > 0 (depending on ‖η‖) such that, on F≤N+ ,
e−B(η)(N+ + 1)n1(N + 1−N+)n2eB(η) ≤ C(N+ + 1)n1(N + 1−N+)n2
Unfortunately, controlling the change of the number of particles operator is not
enough for our purposes. To obtain more precise information we expand, for any p ∈ Λ∗+,
e−B(η) bp eB(η) = bp +
∫ 1
0
ds
d
ds
e−sB(η)bpesB(η)
= bp −
∫ 1
0
ds e−sB(η)[B(η), bp]esB(η)
= bp − [B(η), bp] +
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2B(η)[B(η), [B(η), bp]]es2B(η)
Iterating m times, we find
e−B(η)bpeB(η) =
m−1∑
n=1
(−1)n
ad
(n)
B(η)(bp)
n!
+
∫ 1
0
ds1
∫ s1
0
ds2· · ·
∫ sm−1
0
dsm e
−smB(η)ad(m)B(η)(bp)e
smB(η)
(4.24)
176
where we recursively defined
ad
(0)
B(η)(A) = A and ad
(n)
B(η)(A) = [B(η), ad
(n−1)
B(η) (A)]
We are going to expand the nested commutators ad
(n)
B(η)(bp) and ad
(n)
B(η)(b
∗
p). To this
end, we need to introduce some additional notation. We follow here [20, 13, 14]. For
f1, . . . , fn ∈ `2(Λ∗+), ] = (]1, . . . , ]n), [ = ([0, . . . , [n−1) ∈ {·, ∗}n, we set
Π
(2)
],[ (f1, . . . , fn)
=
∑
p1,...,pn∈Λ∗
b[0α0p1a
]1
β1p1
a[1α1p2a
]2
β2p2
a[2α2p3 . . . a
]n−1
βn−1pn−1a
[n−1
αn−1pnb
]n
βnpn
n∏
`=1
f`(p`)
(4.25)
where, for ` = 0, 1, . . . , n, we define α` = 1 if [` = ∗, α` = −1 if [` = ·, β` = 1 if ]` = ·
and β` = −1 if ]` = ∗. In (4.25), we require that, for every j = 1, . . . , n − 1, we have
either ]j = · and [j = ∗ or ]j = ∗ and [j = · (so that the product a]`β`p`a[`α`p`+1 always
preserves the number of particles, for all ` = 1, . . . , n − 1). With this assumption, we
find that the operator Π
(2)
],[ (f1, . . . , fn) maps F≤N+ into itself. If, for some ` = 1, . . . , n,
[`−1 = · and ]` = ∗ (i.e. if the product a[`−1α`−1p`a]`β`p` for ` = 2, . . . , n, or the product
b[0α0p1a
]1
β1p1
for ` = 1, is not normally ordered) we require additionally that f` ∈ `1(Λ∗+).
In position space, the same operator can be written as
Π
(2)
],[ (f1, . . . , fn) =
∫
bˇ[0x1 aˇ
]1
y1 aˇ
[1
x2 aˇ
]2
y2 aˇ
[2
x3 . . . aˇ
]n−1
yn−1 aˇ
[n−1
xn bˇ
]n
yn
n∏
`=1
fˇ`(x` − y`) dx`dy` (4.26)
An operator of the form (4.25), (4.26) with all the properties listed above, will be called
a Π(2)-operator of order n.
For g, f1, . . . , fn ∈ `2(Λ∗+), ] = (]1, . . . , ]n) ∈ {·, ∗}n, [ = ([0, . . . , [n) ∈ {·, ∗}n+1, we
also define the operator
Π
(1)
],[ (f1, . . . , fn; g)
=
∑
p1,...,pn∈Λ∗
b[0α0,p1a
]1
β1p1
a[1α1p2a
]2
β2p2
a[2α2p3 . . . a
]n−1
βn−1pn−1a
[n−1
αn−1pna
]n
βnpn
a[n(g)
n∏
`=1
f`(p`)
(4.27)
where α` and β` are defined as above. Also here, we impose the condition that, for
all ` = 1, . . . , n, either ]` = · and [` = ∗ or ]` = ∗ and [` = ·. This implies that
Π
(1)
],[ (f1, . . . , fn; g) maps F≤N+ back into F≤N+ . Additionally, we assume that f` ∈ `1(Λ∗+)
if [`−1 = · and ]` = ∗ for some ` = 1, . . . , n (i.e. if the pair a[`−1α`−1p`a]`β`p` is not normally
ordered). In position space, the same operator can be written as
Π
(1)
],[ (f1, . . . , fn; g) =
∫
bˇ[0x1 aˇ
]1
y1 aˇ
[1
x2 aˇ
]2
y2 aˇ
[2
x3 . . . aˇ
]n−1
yn−1 aˇ
[n−1
xn aˇ
]n
yn aˇ
[n(g)
n∏
`=1
fˇ`(x` − y`) dx`dy`
(4.28)
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An operator of the form (4.27), (4.28) will be called a Π(1)-operator of order n. Operators
of the form b(f), b∗(f), for a f ∈ `2(Λ∗+), will be called Π(1)-operators of order zero.
The next lemma gives a detailed analysis of the nested commutators ad
(n)
B(η)(bp) and
ad
(n)
B(η)(b
∗
p) for n ∈ N; the proof can be found in [13, Lemma 2.5](it is a translation to
momentum space of [20, Lemma 3.2]).
Lemma 4.2.2. Let η ∈ `2(Λ∗+) be such that ηp = η−p for all p ∈ `2(Λ∗). To simplify
the notation, assume also η to be real-valued (as it will be in applications). Let B(η) be
defined as in (4.20), n ∈ N and p ∈ Λ∗. Then the nested commutator ad(n)B(η)(bp) can be
written as the sum of exactly 2nn! terms, with the following properties.
i) Possibly up to a sign, each term has the form
Λ1Λ2 . . .ΛiN
−kΠ(1)],[ (η
j1 , . . . , ηjk ; ηspϕαp) (4.29)
for some i, k, s ∈ N, j1, . . . , jk ∈ N\{0}, ] ∈ {·, ∗}k, [ ∈ {·, ∗}k+1 and α ∈ {±1}
chosen so that α = 1 if [k = · and α = −1 if [k = ∗ (recall here that ϕp(x) = e−ip·x).
In (4.29), each operator Λw : F≤N → F≤N , w = 1, . . . , i, is either a factor
(N −N+)/N , a factor (N − (N+ − 1))/N or an operator of the form
N−hΠ(2)]′,[′(η
z1 , ηz2 , . . . , ηzh) (4.30)
for some h, z1, . . . , zh ∈ N\{0}, ], [ ∈ {·, ∗}h.
ii) If a term of the form (4.29) contains m ∈ N factors (N −N+)/N or (N − (N+ −
1))/N and j ∈ N factors of the form (4.30) with Π(2)-operators of order h1, . . . , hj ∈
N\{0}, then we have
m+ (h1 + 1) + · · ·+ (hj + 1) + (k + 1) = n+ 1
iii) If a term of the form (4.29) contains (considering all Λ-operators and the Π(1)-
operator) the arguments ηi1 , . . . , ηim and the factor ηsp for some m, s ∈ N, and
i1, . . . , im ∈ N\{0}, then
i1 + · · ·+ im + s = n.
iv) There is exactly one term having of the form (4.29) with k = 0 and such that all
Λ-operators are factors of (N −N+)/N or of (N + 1−N+)/N . It is given by(
N −N+
N
)n/2(N + 1−N+
N
)n/2
ηnp bp
if n is even, and by
−
(
N −N+
N
)(n+1)/2(N + 1−N+
N
)(n−1)/2
ηnp b
∗
−p
if n is odd.
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v) If the Π(1)-operator in (4.29) is of order k ∈ N\{0}, it has either the form
∑
p1,...,pk
b[0α0p1
k−1∏
i=1
a]iβipia
[i
αipi+1a
∗
−pkη
2r
p ap
k∏
i=1
ηjipi
or the form ∑
p1,...,pk
b[0α0p1
k−1∏
i=1
a]iβipia
[i
αipi+1apkη
2r+1
p a
∗
p
k∏
i=1
ηjipi
for some r ∈ N, j1, . . . , jk ∈ N\{0}. If it is of order k = 0, then it is either given
by η2rp bp or by η
2r+1
p b
∗−p, for some r ∈ N.
vi) For every non-normally ordered term of the form∑
q∈Λ∗
ηiqaqa
∗
q ,
∑
q∈Λ∗
ηiqbqa
∗
q∑
q∈Λ∗
ηiqaqb
∗
q , or
∑
q∈Λ∗
ηiqbqb
∗
q
appearing either in the Λ-operators or in the Π(1)-operator in (4.29), we have i ≥ 2.
With Lemma 4.2.2, it follows from (4.24) that, if ‖η‖ is sufficiently small,
e−B(η)bpeB(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(bp)
e−B(η)b∗pe
B(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(b
∗
p)
(4.31)
where the series converge absolutely (the proof is a translation to momentum space of
[20, Lemma 3.3]).
In our analysis, we will use the fact that, on states with N+  N , the action of the
generalized Bogoliubov transformation (4.21) can be approximated by the action of the
standard Bogoliubov transformation (4.22), which is explicitly given by (4.23) (from the
definition (1.22), we expect that bp ' ap and b∗p ' a∗p on states with N+  N). To make
this statement more precise we define, under the assumption that κ > 0 is small enough,
the remainder operators
dq =
∑
m≥0
1
m!
[
ad
(m)
−B(η)(bq)− ηmq b]mαmq
]
, d∗q =
∑
m≥0
1
m!
[
ad
(m)
−B(η)(b
∗
q)− ηmq b]m+1αmq
]
(4.32)
where q ∈ Λ∗+, (]m, αm) = (·,+1) if m is even and (]m, αm) = (∗,−1) if m is odd. It
follows then from (4.31) that
e−B(η)bqeB(η) = γqbq + σqb∗−q + dq, e
−B(η)b∗qe
B(η) = γqb
∗
q + σqb−q + d
∗
q (4.33)
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where we introduced the notation γq = cosh(ηq) and σq = sinh(ηq). It will also be useful
to introduce remainder operators in position space. For x ∈ Λ, we define the operator
valued distributions dˇx, dˇ
∗
x through
e−B(η)bˇxeB(η) = b(γˇx) + b∗(σˇx) + dˇx, e−B(η)bˇ∗xe
B(η) = b∗(γˇx) + b(σˇx) + dˇ∗x
where γˇx(y) =
∑
q∈Λ∗ cosh(ηq)e
iq·(x−y) and σˇx(y) =
∑
q∈Λ∗ sinh(ηq)e
iq·(x−y).
The next lemma confirms the intuition that remainder operators are small, on states
with N+  N . This Lemma is the result that will be used in the rest of the paper (in
particular in Section 4.7) to control the action of generalized Bogoliubov transformations.
Lemma 4.2.3. Let η ∈ `2(Λ∗+), n ∈ Z. Let the remainder operators be defined as in
(4.32). Then, if κ > 0 is small enough, there exists C > 0 such that
‖(N+ + 1)n/2dpξ‖ ≤ C
N
[
|ηp|‖(N+ + 1)(n+3)/2ξ‖+ ‖bp(N+ + 1)(n+2)/2ξ‖
]
,
‖(N+ + 1)n/2d∗pξ‖ ≤
C
N
‖(N+ + 1)(n+3)/2ξ‖
(4.34)
for all p ∈ Λ∗+ and, in position space, such that
‖(N+ + 1)n/2dˇxξ‖ ≤ C
N
[
‖(N+ + 1)(n+3)/2ξ‖+ ‖aˇx(N+ + 1)(n+2)/2ξ‖
]
‖(N+ + 1)n/2aˇydˇxξ‖ ≤ C
N
[
‖aˇx(N+ + 1)(n+1)/2ξ‖+ (1 + |ηˇ(x− y)|)‖(N+ + 1)(n+2)/2ξ‖
+‖aˇy(N+ + 1)(n+3)/2ξ‖+ ‖aˇxaˇy(N+ + 1)(n+2)/2ξ‖
]
‖(N+ + 1)n/2dˇxdˇyξ‖ ≤ C
N2
[
‖(N+ + 1)(n+6)/2ξ‖+ |ηˇ(x− y)|‖(N+ + 1)(n+4)/2ξ‖
+ ‖aˇx(N+ + 1)(n+5)/2ξ‖+ ‖aˇy(N+ + 1)(n+5)/2ξ‖
+‖aˇxaˇy(N+ + 1)(n+4)/2ξ‖
]
(4.35)
for all x, y ∈ Λ, in the sense of distributions.
Proof. To prove the first bound in (4.34), we notice that, from (4.32) and from the trian-
gle inequality (for simplicity, we focus on n = 0, powers of N+ can be easily commuted
through the operators dp),
‖dqξ‖ ≤
∑
m≥0
1
m!
∥∥∥[ad(m)−B(η)(bq)− ηmq b]mαmp] ξ∥∥∥ (4.36)
From Lemma 4.2.2, we can bound the norm ‖[ad(m)−B(η)(bq) − ηmq b]mαmp]ξ‖ by the sum of
one term of the form∥∥∥∥∥∥
(N −N+
N
)m+(1−αm)/2
2
(
N + 1−N+
N
)m−(1−αm)/2
2
− 1
 ηmp b]mαmpξ
∥∥∥∥∥∥ (4.37)
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and of exactly 2mm!− 1 terms of the form∥∥∥Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα`1p)ξ∥∥∥ (4.38)
where i1, k1, `1 ∈ N, j1, . . . , jk1 ∈ N\{0} and where each Λr-operator is either a factor
(N −N+)/N , a factor (N + 1−N+)/N or a Π(2)-operator of the form
N−hΠ(2)],[ (η
z1 , . . . , ηzh) (4.39)
with h, z1, . . . , zh ∈ N\{0}. Furthermore, since we are considering the term (4.37) sepa-
rately, each term of the form (4.38) must have either k1 > 0 or it must contain at least
one Λ-operator having the form (4.39). Since (4.37) vanishes for m = 0, it is easy to
bound∥∥∥∥∥∥
(N −N+
N
)m+(1−αm)/2
2
(
N + 1−N+
N
)m−(1−αm)/2
2
− 1
 ηmp b]mαmpξ
∥∥∥∥∥∥
≤ Cmκm−1N−1|ηp|‖(N+ + 1)3/2ξ‖
On the other hand, distinguishing the cases `1 = 0 and `1 > 0, we can bound∥∥∥Λ1 . . .Λi1N−k1Π(1)],[ (ηj1 , . . . , ηjk1 ; η`1p ϕα`1p)ξ∥∥∥
≤ Cmκm−1N−1
[
|ηp|‖(N+ + 1)3/2ξ‖+ ‖bp(N+ + 1)ξ‖
]
Inserting the last two bounds in (4.36) and summing over m under the assumption that
κ > 0 is small enough, we arrive at the first estimate (4.34). The second estimate in (4.34)
can be proven similarly (notice that, when dealing with the second estimate in (4.34),
contributions of the form (4.38) with `1 = 0, can only be bounded by ‖b∗p(N+ + 1)ξ‖ ≤
‖(N+ +1)3/2ξ‖). Also the bounds in (4.35) can be shown analogously, using [14, Lemma
7.2].
4.3 Excitation Hamiltonians
Recall the definition (1.15) of the unitary operator UN : L
2
s(Λ
N )→ F≤N+ , first introduced
in [64]. In terms of creation and annihilation operators, UN is given by
UN ψN =
N⊕
n=0
(1− |ϕ0〉〈ϕ0|)⊗n a(ϕ0)
N−n√
(N − n)! ψN
for all ψN ∈ L2s(ΛN ) (on the r.h.s. we identify ψN ∈ L2s(ΛN ) with {0, . . . , 0, ψN , 0, . . . } ∈
F). The map U∗N : F≤N+ → L2s(ΛN ) is given, on the other hand, by
U∗N {α(0), . . . , α(N)} =
N∑
n=0
a∗(ϕ0)N−n√
(N − n)! α
(n)
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It is instructive to compute the action of UN on products of a creation and an
annihilation operator (products of the form a∗paq can be thought of as operators mapping
L2s(Λ
N ) to itself). For any p, q ∈ Λ∗+ = 2piZ3\{0}, we find (see [64]):
UN a
∗
0a0 U
∗
N = N −N+
UN a
∗
pa0 U
∗
N = a
∗
p
√
N −N+
UN a
∗
0ap U
∗
N =
√
N −N+ ap
UN a
∗
paq U
∗
N = a
∗
paq
(4.40)
Writing (4.1) in momentum space and using the formalism of second quantization, we
find
HN =
∑
p∈Λ∗
p2a∗pap +
κ
2N
∑
p,q,r∈Λ∗
V̂ (r/N)a∗p+ra
∗
qapaq+r (4.41)
where
V̂ (k) =
∫
R3
V (x)e−ik·xdx
is the Fourier transform of V , defined for all k ∈ R3. With (4.40), we can compute the
excitation Hamiltonian LN = UNHNU∗N : F≤N+ → F≤N+ . We obtain
LN = L(0)N + L(2)N + L(3)N + L(4)N (4.42)
with
L(0)N =
N − 1
2N
κV̂ (0)(N −N+) + κV̂ (0)
2N
N+(N −N+)
L(2)N =
∑
p∈Λ∗+
p2a∗pap +
∑
p∈Λ∗+
κV̂ (p/N)
[
b∗pbp −
1
N
a∗pap
]
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
b∗pb
∗
−p + bpb−p
]
L(3)N =
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)
[
b∗p+qa
∗
−paq + a
∗
qa−pbp+q
]
L(4)N =
κ
2N
∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)a∗p+ra
∗
qapaq+r
(4.43)
Conjugation with UN extracts, from the original quartic interaction, some constant
and quadratic contributions, collected in L(0)N and L(2)N . In the Gross-Pitevskii regime,
however, this is not enough; there are still important (order N) contributions to the
ground state energy and to the energy of low-lying excitations that are hidden in the
cubic and quartic terms. In other words, in contrast with the mean-field regime, here we
cannot expect L(3)N and L(4)N to be small. To extract the relevant contributions from L(3)
182
and L(4), we are going to conjugate LN with a generalized Bogoliubov transformation
of the form (4.21).
To choose the function η ∈ `2(Λ∗+) entering the generalized Bogoliubov transforma-
tion (4.21), we consider the solution of the Neumann problem[
−∆ + κ
2
V
]
f` = λ`f` (4.44)
on the ball |x| ≤ N` (we omit the N -dependence in the notation for f` and for λ`; notice
that λ` scales as N
−3), with the normalization f`(x) = 1 if |x| = N`. It is also useful to
define w` = 1 − f` (so that w`(x) = 0 if |x| > N`). By scaling, we observe that f`(N.)
satisfies the equation [
−∆ + κN
2
2
V (Nx)
]
f`(Nx) = N
2λ`f`(Nx)
on the ball |x| ≤ `. We choose 0 < ` < 1/2, so that the ball of radius ` is contained in
the box Λ = [−1/2; 1/2]3. We extend then f`(N.) to Λ, by choosing f`(Nx) = 1 for all
|x| > `. Then (
−∆ + κN
2
2
V (Nx)
)
f`(Nx) = N
2λ`f`(Nx)χ`(x) (4.45)
where χ` is the characteristic function of the ball of radius `. It follows that the functions
x→ f`(Nx) and also x→ w`(Nx) = 1− f`(Nx) can be extended as periodic functions
on the torus Λ. The Fourier coefficients of the function x→ w`(Nx) are given by∫
Λ
w`(Nx)e
−ip·xdx =
1
N3
ŵ`(p/N)
where
ŵ`(p) =
∫
R3
w`(x)e
−ip·xdx
is the Fourier transform of the (compactly supported) function w`. The Fourier coeffi-
cients of x→ f`(Nx) are then given by
f̂`,N (p) :=
∫
Λ
f`(Nx)e
−ip·xdx = δp,0 − 1
N3
ŵ`(p/N) (4.46)
for all p ∈ Λ∗. From (4.45), we derive
−p2ŵ`(p/N) + κN
2
2
∑
q∈Λ∗
V̂ ((p− q)/N)f̂`,N (q) = N5λ`
∑
q∈Λ∗
χ̂`(p− q)f̂`,N (q) (4.47)
In the next lemma we collect some important properties of w`, f`. The proof of the
lemma can be found in [36, Lemma A.1] and in [20, Lemma 4.1].
Lemma 4.3.1. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric. Fix ` > 0 and let f` denote the solution of (4.44).
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i) We have
λ` =
3a0
N3`3
(1 +O(a0/N`))
ii) We have 0 ≤ f`, w` ≤ 1 and∣∣∣∣κ∫ V (x)f`(x)dx− 8pia0∣∣∣∣ ≤ CκN . (4.48)
iii) There exists a constant C > 0 such that
w`(x) ≤ Cκ|x|+ 1 and |∇w`(x)| ≤
Cκ
x2 + 1
. (4.49)
for all |x| ≤ N`.
iv) There exists a constant C > 0 such that
|ŵ`(p)| ≤ Cκ
p2
for all p ∈ Λ∗+.
We define η : Λ∗ → R through
ηp = − 1
N2
ŵ`(p/N) (4.50)
From (4.47), we find these coefficients satisfy the relation
p2ηp +
κ
2
V̂ (p/N) +
κ
2N
∑
q∈Λ∗
V̂ ((p− q)/N)ηq = N3λ`
∑
q∈Λ∗
χ̂`(p− q)f̂`,N (q) (4.51)
or equivalently, expressing also the r.h.s. through the coefficients ηp,
p2ηp +
κ
2
V̂ (p/N) +
κ
2N
∑
q∈Λ∗
V̂ ((p− q)/N)ηq
= N3λ`χ̂`(p) +N
2λ`
∑
q∈Λ∗
χ̂`(p− q)ηq
(4.52)
With Lemma 4.3.1, we can bound
|ηp| ≤ Cκ
p2
(4.53)
for all p ∈ Λ∗+ = 2piZ3\{0}. Eq. (4.53) implies that η ∈ `2(Λ∗+), with norm bounded
uniformly in N . On the other hand, the H1-norm of η diverges, as N → ∞. From
Lemma 4.3.1, part iii), we find∑
p∈Λ∗+
p2|ηp|2 = ‖∇ηˇ‖22 ≤ CNκ2 (4.54)
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We will mostly use the coefficients ηp with p 6= 0. Sometimes, however, it will also
be useful to have an estimate for η0 (because the equation (4.52) involves η0). From
Lemma 4.3.1, part iii), we find
|η0| ≤ N−2
∫
R3
w`(x)dx ≤ Cκ
Sometimes, it will also be useful to switch to position space. Defining ηˇ(x) =∑
q∈Λ∗ ηqe
iq·x we find by Plancherel that ‖ηˇ‖2 ≤ C uniformly in N and, from (4.49)
that
‖ηˇ‖∞ ≤ CκN. (4.55)
Because of (4.33), it will also be useful to have bounds for the quantities σq = sinh(ηq)
and γq = cosh(ηq), and, in position space, for σˇ(x) =
∑
q∈Λ∗ sinh(ηq)e
iq·x and γˇ(x) =∑
q∈Λ∗ cosh(ηq)e
iq·x = δ(x) + rˇ(x), with rˇ(x) =
∑
q∈Λ∗ [cosh(ηq)− 1] eiq·x. In momentum
space, we find the pointwise bounds
|σq| ≤ Cκ|q|−2, |σq − ηq| ≤ Cκ3|q|−6, |γq| ≤ C, |γq − 1| ≤ Cκ2|q|−4 (4.56)
for all q ∈ Λ∗+. In position space, we obtain from (4.55) the estimates
‖σˇ‖2 ≤ Cκ, ‖σˇ‖∞ ≤ CκN, ‖σˇ ∗ γˇ‖∞ ≤ CκN (4.57)
With η ∈ `2(Λ∗+), we construct the generalized Bogoliubov transformation eB(η) :
F≤N+ → F≤N+ , defined as in (4.21). Furthermore, we define a new, renormalized, excita-
tion Hamiltonian GN : F≤N+ → F≤N+ by setting
GN = e−B(η)LNeB(η) = e−B(η)UNHNU∗NeB(η) : F≤N+ → F≤N+ (4.58)
In the next proposition, we collect some important properties of the renormalized
excitation Hamiltonian GN . Here and in the following, we will use the notation
K =
∑
p∈Λ∗+
p2a∗pap and VN =
κ
2N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p,−q
V̂ (r/N)a∗p+ra
∗
qaq+rap (4.59)
for the kinetic and potential energy operators, restricted on F≤N+ . Furthermore, we will
write HN = K + VN .
Proposition 4.3.2. Let V ∈ L3(R3) be non-negative, compactly supported and spheri-
cally symmetric and assume that the coupling constant κ > 0 is small enough. Let GN be
defined as in (4.58) and EN be the ground state energy of the Hamilton operator (4.41).
a) We have
GN − EN = HN + ∆N
where the error term ∆N is such that for every δ > 0, there exists C > 0 with
±∆N ≤ δHN + Cκ(N+ + 1) (4.60)
Furthermore, for every k ∈ N there exists a C > 0 such that
± ad (k)iN+(GN ) = ±ad
(k)
iN+(∆N ) = ±
[
iN+, . . .
[
iN+,∆N
]
. . .
] ≤ C(HN + 1) (4.61)
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b) For p ∈ Λ∗+, we use the notation, already introduced in (4.33), σp = sinhηp and
γp = coshηp. Let
CGN =
(N − 1)
2
κV̂ (0) +
∑
p∈Λ∗+
[
p2σ2p + κV̂ (p/N)
(
σpγp + σ
2
p
) ]
+
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp + 1
N
∑
p∈Λ∗
[
p2η2p +
κ
2N
(
V̂ (·/N) ∗ η)
p
ηp
]
− 1
N
∑
q∈Λ∗
κVˆ (q/N)ηq
∑
p∈Λ∗+
σ2p
(4.62)
For every p ∈ Λ∗+, let
Φp = 2p
2σ2p + κV̂ (p/N) (γp + σp)
2 +
2κ
N
γpσp
∑
q∈Λ∗
V̂ ((p− q)/N)ηq
− (γ2p + σ2p)
κ
N
∑
q∈Λ∗
V̂ (q/N)η˜q
(4.63)
and
Γp = 2p
2σpγp + κV̂ (p/N)(γp + σp)
2 + (γ2p + σ
2
p)
κ
N
∑
q∈Λ∗
V̂ ((p− q)/N)ηq
− 2γpσp κ
N
∑
q∈Λ∗
V̂ (q/N)ηq
(4.64)
Using Φp,Gp we construct the operator
QGN =
∑
p∈Λ∗+
Φpb
∗
pbp +
1
2
∑
p∈Λ∗+
Γp(b
∗
pb
∗
−p + b
∗
pb
∗
−p) (4.65)
Moreover, we define
CN = κ√
N
∑
p,q∈Λ∗+
q 6=−p
V̂ (p/N)
[
b∗p+qb
∗
−p
(
γqbq + σqb
∗
−q
)
+ h.c.
]
(4.66)
Then, we have
GN = CGN +QGN +HN + CN + EGN (4.67)
with an error term EGN satisfying, on F≤N+ , the bound
± EGN ≤
C√
N
(HN +N 2+ + 1)(N+ + 1) (4.68)
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For the Hamilton operator (4.10) with parameter β ∈ (0; 1), a result similar to Propo-
sition 4.3.2 has been recently established in Theorem 3.2 of [14]. The main difference
between Prop. 4.3.2 and previous results for β < 1 is the emergence, in (4.67), of a cubic
and a quartic term in the generalized creation and annihilation operators (the quartic
term VN is included in the Hamiltonian HN ). As explained in the introduction, for
β < 1, the cubic and the quartic parts of GN were negligible and could be absorbed in
the error EGN . In the Gross-Pitaevskii regime, on the other hand, this is not possible. It
is easy to find normalized ξ ∈ F≤N+ with bounded expectation of (N+ +1)(HN +N 2+ +1)
such that 〈ξ, CNξ〉 and 〈ξ,VNξ〉 are of order one and do not tend to zero, as N →∞.
To extract the important contributions that are still hidden in the cubic and in
the quartic terms on the r.h.s. of (4.67), we conjugate the renormalized excitation
Hamiltonian GN with a unitary operator obtained by exponentiating a cubic expression
in creation and annihilation operators.
More precisely, we define the skew-symmetric operator A : F≤N+ → F≤N+ by
A =
1√
N
∑
r∈PH ,v∈PL
ηr
[
σvb
∗
r+vb
∗
−rb
∗
−v + γvb
∗
r+vb
∗
−rbv − h.c.
]
=: Aσ +Aγ − h.c.
(4.69)
where PL = { p ∈ Λ∗+ : |p| ≤ N1/2} corresponds to low momenta and PH = Λ∗+ \ PL to
high momenta (by definition r + v 6= 0). The coefficients ηp are defined in (4.50); they
are the same as those used in the definition of the generalized Bogoliubov transforma-
tion exp(B(η)) appearing in GN . We then define the cubically renormalized excitation
Hamiltonian
JN := e−Ae−B(η)UNHNU∗NeB(η)eA = e−AGNeA : F≤N+ → F≤N+ . (4.70)
In the next proposition, we collect important properties of JN .
Proposition 4.3.3. Let V ∈ L3(R3) be non-negative, compactly supported and spheri-
cally symmetric and assume that the coupling constant κ > 0 is small enough. Let JN be
defined as in (4.70). For p ∈ Λ∗+, we use again the notation σp = sinh(ηp), γp = cosh(ηp)
and we recall the notation f̂`,N from (4.46). Let
CJN :=
(N − 1)
2
κV̂ (0) +
∑
p∈Λ∗+
[
p2σ2p + κV̂ (p/N)σpγp + κ
(
V̂ (·/N) ∗ f̂`,N
)
p
σ2p
]
+
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp + 1
N
∑
p∈Λ∗
[
p2η 2p +
κ
2N
(
V̂ (·/N) ∗ η)
p
ηp
]
(4.71)
Moreover, for every p ∈ Λ∗+ we define
Fp := p
2(σ2p + γ
2
p) + κ
(
V̂ (·/N) ∗ f̂`,N
)
p
(γp + σp)
2;
Gp := 2p
2σpγp + κ
(
V̂ (·/N) ∗ f̂`,N
)
p
(γp + σp)
2
(4.72)
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With the coefficients Fp and Gp, we construct the operator
QJN :=
∑
p∈Λ∗+
[
Fpb
∗
pbp +
1
2
Gp
(
b∗pb
∗
−p1 + bpb−p
)]
quadratic in the b, b∗-fields. Then, we have
JN = CJN +QJN + VN + EJN
for an error term EJN satisfying, on F≤N+ ,
± EJN ≤ CN−1/4
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
. (4.73)
The proof of Proposition 4.3.2 is deferred to Section 4.7. Proposition 4.3.3 will then
be proved in Section 4.8. In the next three sections, on the other hand, we show how to
use these two propositions to complete the proof of Theorem 4.1.1.
4.4 Bounds on excitations vectors
To make use of the bounds (4.68) and (4.73), we need to prove that excitation vectors
associated with many-body wave functions ψN ∈ L2s(ΛN ) with small excitation energy,
defined either as eB(η)UN ψN (if we want to apply (4.68)) or as e
AeB(η)UN ψN (if we want
to apply (4.73)) have finite expectations of the operator (HN + 1)(N+ + 1) + (N+ + 1)3.
This is the goal of this section.
We start with estimates on the excitation vector ξN = e
B(η)UN ψN , that are relevant
to bound errors arising before conjugation with the cubic exponential exp(A).
Proposition 4.4.1. Let V ∈ L3(R3) be non-negative, compactly supported and spheri-
cally symmetric and assume that the coupling constant κ ≥ 0 is small enough. Let EN
be the ground state energy of the Hamiltonian HN defined in (4.41) (or, equivalently,
in (4.1)). Let ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 belong to the spectral subspace of HN with
energies below EN + ζ, for some ζ > 0, i.e.
ψN = 1(−∞;EN+ζ](HN )ψN (4.74)
Let ξN = e
−B(η)UNψN be the renormalized excitation vector associated with ψN . Then,
for any k ∈ N there exists a constant C > 0 such that
〈ξN , (N+ + 1)k(HN + 1)ξN 〉 ≤ C(1 + ζk+1) (4.75)
Remark: since N+ ≤ CHN , (4.75) immediately implies bounds on all moments of
N+. In particular, taking k = 0, (4.75) implies that 〈ξN ,N+ξN 〉 ≤ C(1+ζ) and therefore
that many-body wave functions ψN ∈ L2s(ΛN ) satisfying (4.74) exhibit complete Bose-
Einstein condensation in the zero-momentum mode ϕ0 with optimal rate. In other words,
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(4.75) with k = 0 implies already that the one-particle reduced density γ
(1)
N associated
with ψN is such that
1− 〈ϕ0, γ(1)N ϕ0〉 ≤
C(ζ + 1)
N
(4.76)
Notice that the proof of (4.75) for k = 0 (and also of its consequence (4.76)) has already
been given in [13]; here we extend it to all k ∈ N (the case k = 1 has been discussed in
[14, Prop. 4.2], for Hamilton operators of the form (4.10) and β ∈ (0; 1)).
Proof of Prop. 4.4.1. The proof goes by induction and is similar to the proof of [14,
Prop. 4.2]. For k = 0, we use (4.60) from Prop. 4.3.2 above, choosing for example
δ = 1/2, to show that
EN + ζ ≥ 〈ψN , HNψN 〉 = 〈ξN ,GNξN 〉 ≥ EN + 1
2
〈ξN ,HNξN 〉 − Cκ〈ξN , (N+ + 1)ξN 〉
Since N+ ≤ (2pi)2K ≤ (2pi)2HN we obtain, for κ > 0 sufficiently small, that
〈ξN ,HNξN 〉 ≤ C(1 + ζ)
Let us now consider the induction step. We assume (4.75) holds true for a k ∈ N,
we show it for k replaced by (k + 1). Let G′N = GN − EN . By assumption, ξN =
1(−∞;ζ]
(G′N)ξN . From (4.60), we find
〈ξN , (N+ + 1)k+1(HN + 1)ξN 〉
= 〈ξN , (N+ + 1)(k+1)/2(HN + 1)(N+ + 1)(k+1)/2ξN 〉
≤ 2〈ξN , (N+ + 1)(k+1)/2(G′N + C)(N+ + 1)(k+1)/2ξN 〉
(4.77)
We write
(N+ + 1)(k+1)/2(G′N + C)(N+ + 1)(k+1)/2
= (N+ + 1)(k+1)(G′N + C) + (N+ + 1)(k+1)/2
[
G′N , (N+ + 1)(k+1)/2
] (4.78)
Using the induction assumption and the fact that ξN = 1(−∞;ζ]
(G′N)ξN , the expectation
of the first operator in (4.78) can be controlled by∣∣〈ξN , (N+ + 1)(k+1)(G′N + C)ξN 〉∣∣
≤ 〈ξN , (N+ + 1)(k+1)(G′N + C)−k−1(N+ + 1)(k+1)ξ〉1/2 〈ξN , (G′N + C)k+3ξN 〉1/2
≤ 〈ξN , (N+ + 1)(k+1)ξN 〉1/2〈ξN , (G′N + C)k+3ξN 〉1/2
≤ C(1 + ζk+2)
(4.79)
To bound the expectation of the second term on the r.h.s. of (4.78), we use the identity
1√
z
=
1
pi
∫ ∞
0
dt√
t
1
t+ z
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to write
(N+ + 1)(k+1)/2
[
G′N , (N+ + 1)(k+1)/2
]
=
1
pi
∫ ∞
0
dt
√
t
(N+ + 1)(k+1)/2
t+ (N+ + 1)k+1
[
G′N , (N+ + 1)k+1
] 1
t+ (N+ + 1)k+1
With the identity
[
G′N , (N+ + 1)k+1
]
= −
k+1∑
j=1
(
k + 1
j
)
ad
(j)
N+(G′N ) (N+ + 1)k+1−j
which can be proven by induction over k, we obtain
(N+ + 1)(k+1)/2
[
G′N , (N+ + 1)(k+1)/2
]
=
1
pi
k+1∑
j=1
(−i)j+1
(
k + 1
j
)∫ ∞
0
dt
√
t
(N+ + 1)(k+1)/2
t+ (N+ + 1)k+1 ad
(j)
iN+(G′N )
(N+ + 1)k+1−j
t+ (N+ + 1)k+1
From (4.61) in Prop. 4.3.2 we know that Aj := (HN + 1)−1/2 ad(j)iN+(G′N )(HN + 1)−1/2 is
a self-adjoint operator on F≤N+ , with norm bounded uniformly in N . Hence, we find∣∣∣〈ξN , (N+ + 1)(k+1)/2[G′N , (N+ + 1)(k+1)/2]ξN〉∣∣∣
≤ C
k+1∑
j=1
∫ ∞
0
dt
(t+ 1)1/2
∥∥∥(HN + 1)1/2(N+ + 1)(k+1)/2ξN∥∥∥
×
∥∥∥(HN + 1)1/2 (N+ + 1)k+1−j
t+ (N+ + 1)k+1 ξN
∥∥∥
≤ C
∫ ∞
0
dt
(t+ 1)
2k+3
2k+2
∥∥∥(N+ + 1)(k+1)/2(HN + 1)1/2ξN∥∥∥∥∥∥(N+ + 1)k/2(HN + 1)1/2ξN∥∥∥
≤ C
∥∥∥(N+ + 1)(k+1)/2(HN + 1)1/2ξN∥∥∥∥∥∥(N+ + 1)k/2(HN + 1)1/2ξN∥∥∥
for a constant C > 0 depending on k. With the induction assumption we conclude that,
for any δ > 0, there exists C > 0 such that∣∣〈ξN , (N+ + 1)(k+1)/2[G′N , (N+ + 1)(k+1)/2]ξN 〉∣∣
≤ δ〈ξN , (N+ + 1)k+1(HN + 1)ξN 〉+ C(1 + ζk+1)
(4.80)
Choosing δ > 0 sufficiently small and combining (4.77), (4.78), (4.79) and (4.80) yields
〈ξN , (N+ + 1)k+1(HN + 1)ξN ≤ C(1 + ζk+2)
which completes the proof.
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Next, we control the growth of powers of N+ and of the product (N+ + 1)(HN +
1) under conjugation with the operator exp(A). These bounds are needed to apply
Prop. 4.3.3. First, we focus on the growth of powers of the number of particles operator.
Proposition 4.4.2. Suppose that A is defined as in (4.69). For any k ∈ N, there exists
C > 0 such that, on F≤N+ , we have the operator inequality
e−A(N+ + 1)keA ≤ C(N+ + 1)k
Proof. Let ξ ∈ F≤N+ and define ϕξ : R→ R by
ϕξ(s) := 〈ξ, e−sA(N+ + 1)kesAξ〉
Then we have, using the decomposition A = Aσ +Aγ − h.c. from (4.69),
∂sϕξ(s) = 2Re 〈ξ, e−sA
[
(N+ + 1)k, Aσ
]
esAξ〉+ 2Re 〈ξ, e−sA[(N+ + 1)k, Aγ]esAξ〉
We start by controlling the commutator with Aσ. We find
〈ξ, e−sA[(N+ + 1)k, Aσ]esAξ〉
=
1√
N
∑
r∈PH ,v∈PL
ηrσv〈esAξ, b∗r+vb∗−rb∗−v
[
(N+ + 4)k − (N+ + 1)k
]
esAξ〉
With the mean value theorem, we find a function θ : N→ (0; 3) such that
(N+ + 4)k − (N+ + 1)k = k(N+ + θ(N+) + 1)k−1
Since bpN+ = (N+ + 1)bp and b∗pN+ = (N+ − 1)b∗p, we obtain, using Cauchy-Schwarz
and the boundedness of θ,∣∣∣〈ξ, e−sA[(N+ + 1)k, Aσ]esAξ〉∣∣∣
≤ C√
N
∑
r∈PH ,v∈PL
|ηr||σv|
∥∥(N+ + 1)−3/4+(k−1)/2br+vb−rb−vesAξ∥∥
× ∥∥(N+ + 1)3/4+(k−1)/2esAξ∥∥
≤ C√
N
‖η‖2‖σ‖2
∥∥(N+ + 1)3/4+(k−1)/2esAξ∥∥2
≤ C√
N
〈esAξ, (N+ + 1)k+1/2esAξ〉
≤ C〈esAξ, (N+ + 1)kesA〉
(4.81)
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for a constant C > 0 depending on k. Similarly, the commutator with Aγ is bounded by∣∣∣〈ξ, e−sA[(N+ + 1)k, Aγ]esAξ〉∣∣∣
≤ C√
N
∑
r∈PH ,v∈PL
|ηr|
∥∥(N+ + 1)−1/4+(k−1)/2br+vb−resAξ∥∥
× ∥∥(N+ + 1)1/4+(k−1)/2b−vesAξ∥∥
≤ C√
N
‖η‖2
∥∥(N+ + 1)3/4+(k−1)/2esAξ∥∥2
≤ C〈ξ, e−sA(N+ + 1)kesAξ〉
(4.82)
This proves that
∂sϕξ(s) ≤ Cϕξ(s)
so that, by Gronwall’s lemma, we find a constant C (depending on k) with
〈ξ, e−A(N+ + 1)keAξ〉 = C〈ξ, (N+ + 1)kξ〉 .
To control the growth of the product (HN + 1)(N+ + 1) with respect to conjugation
by eA, we will use the following lemma.
Lemma 4.4.3. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ > 0 is small enough. Let A and HN
be defined as in (4.69) and, respectively, after (4.59). Then,
[HN , A] =
9∑
j=0
Θj + h.c. (4.83)
where
Θ0 = Θ
(1)
0 + Θ
(2)
0 = −
1√
N
∑
r∈PH , v∈PL
κV̂ (r/N) b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
Θ1 = Θ
(1)
1 + Θ
(2)
1 =
2√
N
∑
r∈PH ,v∈PL
ηrb
∗
r+vb
∗
−r
[
r · v γv bv + (v2 + r · v)σvb∗−v
]
Θ2 = Θ
(1)
2 + Θ
(2)
2 =
1
N3/2
∑
r∈PH
v∈PL
∑
q∈Λ∗+,u∈Λ∗:
u6=−q,−r−v
V̂ (u/N)ηrb
∗
r+v+ub
∗
−ra
∗
qaq+u(γvbv + σvb
∗
−v)
Θ3 = Θ
(1)
3 + Θ
(2)
3 =
1
N3/2
∑
r∈PH
v∈PL
∑
q∈Λ∗+,u∈Λ∗:
u6=−q,r
V̂ (u/N)ηrb
∗
r+vb
∗
−r+ua
∗
qaq+u(γvbv + σvb
∗
−v)
Θ4 = Θ
(1)
4 + Θ
(2)
4 =
1
N3/2
∑
r∈PH
v∈PL
∑
q∈Λ∗+,u∈Λ∗:
u6=−q,r
V̂ (u/N)ηrb
∗
r+vb
∗
−r
× (−γva∗qaq+ub−u+v + σvb∗−v+ua∗qaq+u)
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and
Θ5 = Θ
(1)
5 + Θ
(2)
5 = −
1
N3/2
∑
p∈PH ,v∈PL
∑
r∈PL
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v)
Θ6 = Θ
(1)
6 + Θ
(2)
6 = −
1
N3/2
∑
p∈PH ,v∈PL
V̂ (p/N) η0 b
∗
p+vb
∗
−p(γvbv + σvb
∗
−v)
Θ7 = Θ
(1)
7 + Θ
(2)
7 =
1
N3/2
∑
r∈PH ,v∈PL
∑
p∈PL:p 6=−v
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v)
Θ8 = Θ
(1)
8 + Θ
(2)
8 = 2N
2
√
Nλ`
∑
r∈PH ,v∈PL
χ̂`(r) b
∗
r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
Θ9 = Θ
(1)
9 + Θ
(2)
9 = 2N
√
Nλ`
∑
r∈PH ,
v∈PL
∑
q∈Λ∗
χ̂`(r − q)ηq b∗r+vb∗−r
(
γvbv + σvb
∗
−v
)
We have
|〈ξ1,Θ(i)j ξ2〉| ≤ C
[ 〈
ξ1,
(HN + (N+ + 1)2)ξ1〉+ 〈ξ2, (HN + (N+ + 1)2)ξ2〉 ] (4.84)
for a constant C > 0, all ξ1, ξ2 ∈ F≤N+ , i = 1, 2 and all j = 0, 1, . . . , 9, and
± (Θ(i)j + h.c.) ≤ CN−1/4[(N+ + 1)(K + 1) + (N+ + 1)3] (4.85)
for i = 1, 2 and all j = 1, . . . , 9 (but not for j = 0).
Proof. We use the formulas
[a∗paq, b
∗
r ] = δqrb
∗
p, [a
∗
paq, br] = −δprbq (4.86)
to compute[K, A] = 1√
N
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
ηrp
2
{
δp,r+vb
∗
pb
∗
−r(γvbv + σvb
∗
−v)
+δp,−rb∗r+vb
∗
p(γvbv + σvb
∗
−v)− γvδv,pb∗r+vb∗−rbp + σvδ−v,pb∗r+vb∗−rb∗p
}
+ h.c.
=
1√
N
∑
r∈PH ,v∈PL
2r2ηrb
∗
r+vb
∗
−r(γvbv + σvb
∗
−v) + Θ1 + h.c.
(4.87)
Writing
a∗p+ua
∗
qaq+uap = a
∗
p+uapa
∗
qaq+u − δp,qa∗p+uap+u , (4.88)
using (4.86) to commute the r.h.s. of (4.88) with b∗r+v, b∗−r, bv and, respectively, with
b∗−v, and normal ordering the operators appearing to the left of the factor (γvbv +σvb∗−v)
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leads to[VN , A] = 1
N3/2
∑
r∈PH ,v∈PL,u∈Λ∗:
u6=−r,−r−v
V̂ (u/N)ηrb
∗
r+v+ub
∗
−r−u(γvbv + σvb
∗
−v)
+
4∑
j=2
Θj + h.c.
(4.89)
The first term on the r.h.s. of the last equation can be further decomposed as
1
N3/2
∑
r∈PH ,v∈PL,u∈Λ∗:
u6=−r,−r−v
V̂ (u/N)ηrb
∗
r+v+ub
∗
−r−u(γvbv + σvb
∗
−v)
=
1
N3/2
∑
r∈PH ,v∈PL
∑
p∈Λ∗+:p6=−v
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v)
=
1
N3/2
∑
r∈PH ,v∈PL
∑
p∈PH
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v)
+
1
N3/2
∑
r∈PH ,v∈PL
∑
p∈PL:p 6=−v
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v)
=
1
N3/2
∑
p∈PH ,v∈PL
∑
r∈Λ∗
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v) +
7∑
j=5
Θj
(4.90)
The first term on the r.h.s. of (4.90) can be combined with the first term on the r.h.s.
of (4.87); with the relation (4.52), we obtain
1√
N
∑
r∈PH ,v∈PL
2r2ηrb
∗
r+vb
∗
−r(γvbv + σvb
∗
−v)
+
1
N3/2
∑
p∈PH ,v∈PL
∑
r∈Λ∗
V̂ ((p− r)/N)ηrb∗p+vb∗−p(γvbv + σvb∗−v) = Θ0 + Θ8 + Θ9
Combining (4.87), (4.89) and (4.90) with the last equation, we obtain the decomposition
(4.83). Now, we prove the bounds (4.84), (4.85). First of all, using (4.53), we observe
that
|〈ξ1,Θ(1)1 ξ2〉| ≤
2√
N
∑
r∈PH ,v∈PL
|ηr||r||v|‖b−rbr+vξ1‖‖bvξ2‖
≤ CN−1/2‖(K + 1)1/2(N+ + 1)1/2ξ1‖‖(K + 1)1/2ξ2‖
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The term Θ
(2)
1 can be estimated similarly as
|〈ξ1,Θ(2)1 ξ2〉| ≤
2√
N
∑
r∈PH ,v∈PL
|ηr||σv||v||r + v|‖b−rbr+vbv(N+ + 1)−1ξ1‖‖(N+ + 1)ξ2‖
≤ CN−1/2
( ∑
r∈PH ,v∈PL
|ηr|2|σv|2|v|2
)1/2
‖(K + 1)1/2ξ1‖‖(N + 1)ξ2‖
≤ CN−1/2‖(K + 1)1/2ξ1‖‖(N + 1)ξ2‖
This implies, on the one hand, that
|〈ξ1,
(
Θ
(1)
1 + Θ
(2)
1
)
ξ2〉| ≤ C [〈ξ1, (K + 1)ξ1〉+ 〈ξ2, (K + 1)ξ2〉]
and, on the other hand, taking ξ1 = ξ2, that
±
(
Θ
(1)
1 + Θ
(2)
1 + h.c.
)
≤ CN−1/2(K + 1)(N+ + 1)
Next, we consider the quintic terms Θ2,Θ3,Θ4. Switching to position space, we find
〈ξ1,Θ(i)2 ξ2〉 =
∫
dxdy N3/2V (N(x− y))〈ξ1, bˇ∗xb∗(ηˇH,x)aˇ∗yaˇyb]i(µˇL,x)ξ2〉 (4.91)
where ηˇH,x(z) = ηˇH(z−x) with ηˇH being the function with Fourier coefficients ηH(p) =
ηpχ(p ∈ PH) and where µ = γ and ]i = ·, if i = 1, and µ = σ and ]i = ∗ if i = 2, with
γˇL, σˇL defined similarly as ηˇH (but in this case, with the characteristic function of the
set PL). From (4.91), and using that, by definition of the sets PH , PL, ‖ηH‖2 ≤ CN−1/4,
‖γL‖2 ≤ CN3/4, ‖σL‖2 ≤ ‖σ‖2 ≤ C, we obtain that
|〈ξ1,Θ(i)2 ξ2〉| ≤ C
∫
dxdyN2V (N(x− y))‖aˇxaˇyξ1‖‖aˇy(N+ + 1)ξ2‖
≤ Cδ〈ξ1,VNξ1〉+ Cδ−1N−1〈ξ2, (N+ + 1)3ξ2〉
for all δ > 0 and for i = 1, 2. Choosing δ = 1 and δ = N−1/2 we obtain (4.84) and,
respectively, (4.85), with j = 2 and i = 1, 2. The bounds (4.84), (4.85) for j = 3, 4 can
be proven analogously.
As for the terms Θ5,Θ6,Θ7, we can proceed as follows:
|〈ξ1,Θ(1)5 ξ2〉| ≤
1
N3/2
∑
p∈PH ,r,v∈PL
|V̂ ((p− r)/N)||ηr|‖bp+vb−pξ1‖‖bvξ2‖
≤ 1
N3/2
( ∑
p∈PH ,r,v∈PL
|ηr| p2‖b−pbp+vξ1‖2
)1/2
×
( ∑
p∈PH ,r,v∈PL
|V̂ ((p− r)/N)|2|ηr|
p2
‖bvξ2‖2
)1/2
≤ 1√
N
‖(K + 1)1/2(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖
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which immediately implies (4.84), (4.85) for j = 5 and i = 1. The contribution Θ
(2)
5 can
be bounded analogously, replacing ‖bvξ2‖ by |σv|‖(N+ + 1)1/2ξ2‖. The term Θ(i)6 can be
bounded similarly. As for Θ
(1)
7 (a similar bound holds for Θ
(2)
7 ) we find:
|〈ξ1,Θ(1)7 ξ2〉| ≤
1
N3/2
( ∑
r∈PH ,p,v∈PL
|V̂ ((p− r)/N)||ηr| p2‖b−pbp+vξ1‖2
)1/2
×
( ∑
r∈PH ,p,v∈PL
|V̂ ((p− r)/N)||ηr|
p2
‖bvξ2‖2
)1/2
≤ N−1/4‖(K + 1)1/2(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖
Finally, let us consider the terms Θ8,Θ9. Since ‖χ̂`‖2 ≤ C (for a constant C depend-
ing only on `), we have
|〈ξ1,Θ(1)8 ξ2〉| ≤
1√
N
∑
r∈PH ,v∈PL
|χ̂`(r)|‖br+vb−rξ1‖‖bvξ2‖
≤ 1√
N
‖(N+ + 1)ξ1‖‖(N+ + 1)1/2ξ2‖
which implies (4.84) and (4.85) for j = 8 and i = 1. The bounds for j = 8 and i = 2
follow as usual replacing ‖bvξ2‖ by |σv|‖(N+ + 1)1/2ξ2‖, and using the boundedness of
‖σ‖2. Also the estimates for j = 9 can be proven analogously, since also ‖χ̂` ∗ η‖2 =
‖χ`ηˇ‖2 ≤ ‖ηˇ‖2 = ‖η‖2 is finite, uniformly in N .
To conclude the proof of the lemma, we still have to show that Θ
(i)
0 satisfies (4.84),
for i = 1, 2. To this end, we observe that
|〈ξ1,Θ(1)0 ξ2〉| ≤
κ√
N
∑
r∈PH ,v∈PL
|V̂ (r/N)|‖br+vb−rξ1‖‖bvξ2‖
≤ C
 ∑
r∈PH ,v∈PL
r2‖br+vb−rξ1‖2
1/2  1
N
∑
r∈PH ,v∈PL
|V̂ (r/N)|2
r2
‖bvξ2‖2
1/2
≤ ‖(K + 1)1/2(N+ + 1)1/2ξ1‖‖(N+ + 1)1/2ξ2‖
and that a similar estimate holds for Θ
(2)
0 . Here, we used the fact that
1
N
∑
r∈PH
|V̂ (r/N)|2
r2
≤ 1
N
∑
r∈Λ∗+
|V̂ (r/N)|2
r2
≤ C
uniformly in N .
With the bounds on the commutator [HN , A] established in Lemma 4.4.3, we can
now control the growth of (HN + 1)(N+ + 1) under the action of the eA.
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Proposition 4.4.4. Let V ∈ L3(R3) be non-negative, compactly supported and spheri-
cally symmetric and assume that the coupling constant κ > 0 is small enough. Let A and
HN be defined as in (4.69) and, respectively, after (4.59). Then there exists a constant
C > 0 such that for all s ∈ [0; 1] we have on F≤N+ the operator inequality
e−sA(N+ + 1)(HN + 1)esA ≤ C(N+ + 1)(HN + 1) + C(N+ + 1)3
Proof. For a fixed ξ ∈ F≤N+ we define ϕξ : R→ R through
ϕξ(s) := 〈ξ, e−sA(N+ + 1)(HN + 1)esAξ〉
Then, we have
∂sϕξ(s) = 〈ξ, e−sA
[
(N+ + 1)(HN + 1), A
]
esAξ〉
= 〈ξ, e−sA(N+ + 1)
[HN , A]esAξ〉+ 〈ξ, e−sA[N+, A](HN + 1)esAξ〉
=: P1 + P2
(4.92)
We start by analysing P1. From Lemma 4.4.3, we have
P1 =
9∑
j=0
2∑
i=1
〈esAξ, (N+ + 1)Θ(i)j esAξ〉
=
9∑
j=0
2∑
i=1
〈esAξ, (N+ + 1)1/2Θ(i)j (N+ + 1 + `ij)1/2esAξ〉
for appropriate `ij ∈ {±1,±2,±3}. With (4.84) and with Proposition 4.4.2, we conclude
that ∣∣P1∣∣ ≤ C〈ξ, e−sA(N+ + 1)(HN + 1)esAξ〉+ C〈ξ, e−sA(N+ + 1)3esAξ〉
≤ C〈ξ, e−sA(N+ + 1)(HN + 1)esAξ〉+ C〈ξ, (N+ + 1)3ξ〉
(4.93)
Next we analyse P2. From (4.81) and (4.82), we have
|P2| ≤ C
〈
ξ, (N+ + 1) ξ
〉
+ |〈esAξ, [N+, A]HNesAξ〉| (4.94)
With
[N+, A] = 1√
N
∑
r∈PH , v∈PL
ηr
(
3σvb
∗
r+vb
∗
−rb
∗
−v + γvb
∗
r+vb
∗
−rbv + h.c.
)
= 3Aσ +Aγ + h.c.
we write[N+, A]HN = 3AσHN +AγHN + 3A∗σHN +A∗γHN
=
(
3AσHN + h.c.
)
+
(
AγHN + h.c.
)
+
[
A∗γ ,HN
]
+ 3
[
A∗σ,HN
]
=: P21 + P22 +
[
A∗γ ,HN
]
+ 3
[
A∗σ,HN
] (4.95)
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Here, we introduced the normally ordered operators P21 = P211+P212, P22 = P221+P222,
where
P211 :=
1√
N
∑
p∈Λ∗+
r∈PH ,v∈PL
p2ηrσvb
∗
r+vb
∗
−rb
∗
−va
∗
pap + h.c.;
P221 :=
1√
N
∑
p∈Λ∗+
r∈PH ,v∈PL
p2ηrγvb
∗
r+vb
∗
−ra
∗
papbv +
1√
N
∑
r∈PH ,
v∈PL
v2ηrγvb
∗
r+vb
∗
−rbv + h.c.
(4.96)
and, switching to position space,
P212 :=
1
2N3/2
∑
r∈PH ,
v∈PL
∑
p,q,u∈Λ∗+,
u6=−p,−q
V̂ (u/N)ηrσvb
∗
r+vb
∗
−rb
∗
−va
∗
p+ua
∗
qapaq+u + h.c.
=
1
2
∫
Λ3
dxdydz N3/2V (N(x− y))bˇ∗xbˇ∗y bˇ∗za∗(ηˇH,z)a∗(σˇL,z)aˇxaˇy + h.c.;
P222 :=
1
2N3/2
∑
r∈PH ,
v∈PL
∑
p,q,u∈Λ∗+,
u6=−p,−q
V̂ (u/N)ηrγvb
∗
r+vb
∗
−ra
∗
p+ua
∗
qapaq+ubv
+
1
2N3/2
∑
r∈PH ,
v∈PL
∑
p,u∈Λ∗+,
u6=−p,−v
V̂ (u/N)ηrγvb
∗
r+vb
∗
−r
(
a∗p+uapbv+u + a
∗
−pav+ub−p−u
)
+ h.c.
=
1
N1/2
∑
r∈PH ,
v∈PL
ηrγvb
∗
r+vb
∗
−rVNbv
+
∫
Λ3
dxdydz N3/2V (N(x− y))γˇL(x− z)bˇ∗zb∗(ηˇH,z)aˇ∗yaˇxbˇy + h.c.
(4.97)
where, as we did in (4.91) in the proof of Lemma 4.4.3, we introduced the notation ηˇH , γˇL
to indicate functions on Λ, with Fourier coefficients given by ηχH and, respectively,
by γχL, with χH and χL being characteristic functions of high (|p| > N1/2) and low
(|p| < N1/2) momenta. Since, with the notation introduced in Lemma 4.4.3 after (4.83),
[
A∗γ ,HN
]
=
9∑
j=0
(Θ
(1)
j )
∗,
[
A∗σ,HN
]
=
9∑
j=0
(Θ
(2)
j )
∗ ,
it follows from (4.84) that
|〈esAξ, [A∗γ ,HN]esAξ〉| ≤ C〈esAξ, (HN + (N+ + 1)2)esAξ〉
|〈esAξ, [A∗σ,HN]esAξ〉| ≤ C〈esAξ, (HN + (N+ + 1)2)esAξ〉 (4.98)
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Finally, we estimate the expectations of the operators (4.96), (4.97). The term P211
defined in (4.96) is bounded by
∣∣〈esAξ,P211esAξ〉| ≤ 1√
N
 ∑
p,r,v∈Λ∗+
p2 ‖br+vb−rb−vap(N+ + 1)−1esAξ‖2
1/2
×
 ∑
p,r,v∈Λ∗+
η2rσ
2
vp
2‖ap (N+ + 1)esAξ‖2
1/2
≤ C〈esAξ, (N+ + 1)(K + 1)esAξ〉
(4.99)
because ‖η‖2, ‖σ‖2 are finite, uniformly in N . Similarly (using that v2 ≤ 2(r+v)2 +2r2),
we find ∣∣〈esAξ,P221esAξ〉| ≤ C〈esAξ, (N+ + 1)(K + 1)esAξ〉 (4.100)
The expectation of the operator P212 in (4.97) can be bounded using its expression in
position space by∣∣〈esAξ,P212esAξ〉|
≤
∫
Λ3
dxdydz N3/2V (N(x− y))∥∥a(ηˇH,z)aˇzaˇxaˇyesAξ∥∥∥∥a∗(σˇL,z)aˇxaˇyesAξ∥∥
≤
∫
Λ3
dxdydz N5/4V (N(x− y))∥∥aˇzaˇxaˇy(N+ + 1)1/2esAξ∥∥∥∥aˇxaˇy(N+ + 1)1/2esAξ∥∥
≤ CN−1/4〈esAξ, (N+ + 1)VNesAξ〉
(4.101)
where we used the estimates ‖ηˇH,z‖2 ≤ CN−1/4, ‖σˇL,z‖2 ≤ C. As for the operator P222
in (4.97), the expectation of the first term is controlled by∣∣∣ 1
N1/2
∑
r∈PH ,
v∈PL
ηrγv
〈
esAξ, b∗r+vb
∗
−rVNbvesAξ
〉∣∣∣
≤ C
N
∑
r,v∈Λ∗+
∥∥V1/2N ar+va−resAξ∥∥2 + ∑
r,v∈Λ∗+
|ηr|2
∥∥V1/2N avesAξ∥∥2
≤ C
N
∫
Λ2
dxdy
∑
r,v∈Λ∗+
N2V (N(x− y))∥∥avaraˇxaˇyesAξ∥∥2
+ C
∫
Λ2
dxdy
∑
v∈Λ∗+
N2V (N(x− y))∥∥avaˇxaˇyesAξ∥∥2
≤ C〈ξ, e−sA(N+ + 1)(VN + 1)esAξ〉
(4.102)
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while the expectation of the second term is bounded in position space by∣∣∣ ∫
Λ3
dxdydz N3/2V (N(x− y))γˇL(x− z)
〈
esAξ, bˇ∗zb
∗(ηˇH,z)aˇ∗yaˇxbˇye
sAξ
〉∣∣∣
≤
(∫
Λ3
dxdydz N3/2V (N(x− y))‖ηˇH,z‖22
∥∥aˇyaˇz(N+ + 1)1/2esAξ∥∥2)1/2
×
(∫
Λ3
dxdydz N3/2V (N(x− y)) |γˇL(x− z)|2
∥∥aˇxaˇyesAξ∥∥2)1/2
≤ CN−1‖γˇL‖2‖ηˇH‖2〈ξ, e−sA(N+ + 1)3esAξ〉1/2〈ξ, e−sAVNesAξ〉1/2
≤ C〈ξ, e−sAVNesAξ〉+ C〈ξ, (N+ + 1)2ξ〉
(4.103)
because ‖γˇL‖2 ≤ CN3/4 and ‖ηˇH,z‖2 = ‖ηˇH‖2 ≤ CN−1/4 for all z ∈ Λ. From (4.102)
and (4.103), we obtain that
〈esAξ,P222esAξ〉 ≤ C〈esAξ, (HN + 1)(N+ + 1)esAξ〉 (4.104)
Combining (4.94) with (4.95), (4.96), (4.97), (4.98), (4.99), (4.100), (4.101) and
(4.104), we conclude that∣∣P2∣∣ ≤ C〈ξ, e−sA(N+ + 1)(HN + 1)esAξ〉+ C〈ξ, (N+ + 1)3ξ〉
Applying (4.93) and the last bound on the r.h.s. of (4.92), we arrive at
∂sϕξ(s) ≤ Cϕξ(s) + C〈ξ, (N+ + 1)3ξ〉
for some constant C > 0, independent of ξ ∈ F≤N+ . By Gronwall’s lemma, we conclude
that there exists another constant C > 0 such that, for all s ∈ [0; 1],
〈esAξ, (N+ + 1)(HN + 1)esAξ〉 = ϕξ(s)
≤ Cϕξ(0) + C〈ξ, (N+ + 1)3ξ〉
= C〈ξ, (N+ + 1)(HN + 1)ξ〉+ C〈ξ, (N+ + 1)3ξ〉 .
This concludes the proof of the proposition.
We summarize the results of this section in the following corollary, which is a simple
consequence of Prop. 4.4.1, Prop. 4.4.2 and Prop. 4.4.4.
Corollary 4.4.5. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ ≥ 0 is small enough. Let EN be the
ground state energy of HN , defined in (4.1). Let ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 belong to
the spectral subspace of HN with energies below EN + ζ, for some ζ > 0, i.e.
ψN = 1(−∞;EN+ζ](HN )ψN
Let ξN = e
−Ae−B(η)UNψN be the cubically renormalized excitation vector associated with
ψN . Then, there exists a constant C > 0 such that〈
ξN ,
[
(N+ + 1)(HN + 1) + (N+ + 1)3
]
ξN
〉 ≤ C(1 + ζ3) .
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4.5 Diagonalization of the Quadratic Hamiltonian
From Proposition 4.3.3 we can decompose the cubically renormalized excitation Hamil-
tonian JN defined in (4.70) as
JN = CJN +QJN + VN + EJN (4.105)
with the constant CJN given in (4.71), the quadratic part
QJN =
∑
p∈Λ∗+
[
Fpb
∗
pbp +
1
2
Gp
(
b∗pb
∗
−p + bpb−p
)]
(4.106)
with the coefficients Fp, Gp as in (4.72) and the error term EJN satisfying
±EJN ≤ CN−1/4
[HN + (N+ + 1)2](N+ + 1)
as an operator inequality on F≤N+ .
Our goal in this section is to diagonalise the quadratic operator QJN . To reach this
goal, we need first to establish some bounds for the coefficients Fp, Gp in (4.106).
Lemma 4.5.1. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ > 0 is small enough. Let Fp, Gp be
defined as in (4.72). Then there exists a constant C > 0 such that
p2/2 ≤ Fp ≤ C(1 + p2) ; |Gp| ≤ Cκ
p2
and |Gp|
Fp
≤ Cκ|p|4 ≤
1
2
for all p ∈ Λ∗+.
Proof. The proof is essentially the same as the proof of [14, Lemma 5.1]; the bound for
Gp makes use of the relation (4.52) for the coefficients ηp.
Lemma 4.5.1 shows that, if κ > 0 is small enough, |Gp|/Fp ≤ 1/2 for all p ∈ Λ∗+.
Hence, we can introduce coefficients τp ∈ R such that
tanh(2τp) = −Gp
Fp
(4.107)
for all p ∈ Λ∗+. Equivalently,
τp =
1
4
log
1−Gp/Fp
1 +Gp/Fp
.
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Using these coefficients, we define the generalized Bogoliubov transformation eB(τ) :
F≤N+ → F≤N+ with
B(τ) :=
1
2
∑
p∈Λ∗+
τp
(
b∗−pb
∗
p − b−pbp
)
The next lemma, whose proof can be found in [14, Lemma 5.2], shows that the
generalized Bogoliubov transformation eB(τ) diagonalizes the quadratic operator QJN ,
up to errors that are negligible in the limit of large N .
Lemma 4.5.2. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ > 0 is small enough. Let QJN be
defined as in (4.106) and τp as in (4.107) with the coefficients Fp, Gp as in (4.72). Then
e−B(τ)QJN eB(τ) =
1
2
∑
p∈Λ∗+
[
−Fp +
√
F 2p −G2p
]
+
∑
p∈Λ∗+
√
F 2p −G2p a∗pap + δN
where the operator δN is such that, on F≤N+ ,
±δN ≤ CN−1(K + 1)(N+ + 1)
Apart from diagonalizingQJN , conjugation with the Bogoliubov transformation eB(τ)
also acts on the other terms on the r.h.s. of (4.105). The resulting contributions are
controlled by the next lemma (and by Lemma 4.2.1). Here, we use the fact that, from
Lemma 4.5.1, |τp| ≤ C|p|−4 for some constant C > 0 and all p ∈ Λ∗+.
Lemma 4.5.3. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ > 0 is small enough. Let τp be defined
as in (4.107), with Fp, Gp as in (4.72) and VN ,HN be as defined in (4.59). Then, there
exists a constant C > 0 such that
e−B(τ)(N+ + 1)(HN + 1)eB(τ) ≤ C(N+ + 1)(HN + 1) (4.108)
and
± [e−B(τ)VNeB(τ) − VN] ≤ CN−1/2(HN + 1)(N+ + 1) (4.109)
Proof. The proof of (4.108) is similar to the one of [14, Lemma 5.4]; the only difference
is the fact that, here, the potential energy VN scales differently with N . We review
therefore the main steps of the proof, focussing on terms involving VN .
We are going to apply Gronwall’s lemma. For ξ ∈ F≤N+ and s ∈ R, we compute
∂s〈ξ, e−sB(τ)(HN + 1)(N+ + 1)esB(τ)ξ〉 = −〈ξ, e−sB(τ)[B(τ), (HN + 1)(N+ + 1)]esB(τ)ξ〉
By the product rule, we have
[B(τ),(HN + 1)(N+ + 1)]
= (HN + 1)[B(τ),N+] + [B(τ),K](N+ + 1) + [B(τ),VN ](N+ + 1)
(4.110)
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The first term on the r.h.s. of (4.110) can be written as
〈ξ, e−sB(τ)(HN + 1)[B(τ),N+]esB(τ)ξ〉
=
∑
p,q∈Λ∗+
τpq
2〈ξ, e−sB(τ)a∗qaq(bpb−p + b∗pb∗−p)esB(τ)ξ〉
+
∑
p∈Λ∗+
τp〈ξ, e−sB(τ)VN (bpb−p + b∗pb∗−p)esB(τ)ξ〉
=: I + II
(4.111)
From the proof of [14, Lemma 5.4], we have
|I| ≤ C〈esB(τ)ξ, (N+ + 1)(K + 1)esB(τ)ξ〉
To estimate II, we switch to position space. We find
|II| ≤
∑
p∈Λ∗+
|τp|
∫
dxdy N2V (N(x− y))
∣∣∣〈aˇxaˇyesB(τ)ξ, aˇxaˇy(bpb−p + b∗pb∗−p)esB(τ)ξ〉∣∣∣
≤
∑
p∈Λ∗+
|τp|
∫
dxdy N2V (N(x− y))‖aˇxaˇy(N+ + 1)1/2esB(τ)ξ‖
×
[
‖(bpb−p + b∗pb∗−p)(N+ + 1)−1/2aˇxaˇyesB(τ)ξ‖+ ‖aˇyesB(τ)ξ‖+ ‖aˇxesB(τ)ξ‖+ ‖ξ‖
]
≤ C〈ξ, e−sB(τ)(VN + 1)(N+ + 1)esB(τ)ξ〉
since (τp)p∈Λ∗+ ∈ `1(Λ∗+), uniformly in N . From (4.111), we obtain that∣∣∣〈ξ, e−sB(τ)(HN+1)[B(τ),N+]esB(τ)ξ〉∣∣∣ ≤ C〈ξ, e−sB(τ)(HN+1)(N++1)esB(τ)ξ〉 (4.112)
The second term on the r.h.s. of (4.110) can be bounded as in [14] by∣∣∣〈ξ,e−sB(τ)[B(τ),K](N+ + 1)esB(τ)ξ〉∣∣∣ ≤ C〈ξ, e−sB(τ)(HN + 1)(N+ + 1)esB(τ)ξ〉
(4.113)
Finally, we analyse the third term on the r.h.s. of (4.110). Again, it is convenient to
switch to position space. We find
[B(τ),VN ](N+ + 1) = κ
2
∫
Λ×Λ
dxdy N2V (N(x− y))τˇ(x− y)(bˇ∗xbˇ∗y + bˇxbˇy)(N+ + 1)
+ κ
∫
Λ×Λ
dxdy N2V (N(x− y))[b∗xb∗ya∗(τˇy)aˇx + h.c.](N+ + 1)
(4.114)
where τˇ(x) =
∑
p∈Λ∗+ τpe
ip·x. Using ‖τˇ‖∞ ≤ ‖τ‖1 ≤ C < ∞ as well as ‖τˇy‖2 = ‖τˇ‖2 =
‖τ‖2 ≤ C <∞ independently of y ∈ Λ and of N , it is then simple to check that∣∣∣〈ξ, e−sB(τ)[B(τ),VN ](N+ + 1)esB(τ)ξ〉∣∣∣ ≤ C〈ξ, e−sB(τ)(VN +N+ + 1)(N+ + 1)esB(τ)ξ〉
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Combining this bound with (4.112) and (4.113), we obtain∣∣∣∂s〈ξ, e−sB(τ)(HN + 1)(N+ + 1)esB(τ)ξ〉∣∣∣ ≤ C〈ξ, e−sB(τ)(HN + 1)(N+ + 1)esB(τ)ξ〉
By Gronwall’s inequality and integrating over s ∈ [0; 1] we conclude (4.108).
To prove (4.109), on the other hand, we write
e−B(τ)VNeB(τ) − VN =
∫ 1
0
ds e−sB(τ)[VN , B(τ)]esB(τ)
With (4.114), it is simple to check that
±[B(τ),VN ] ≤ N−1/2(VN +N+ + 1)(N+ + 1)
By (4.108) and N+ ≤ K, the last bound immediately implies
±[e−B(τ)VNeB(τ) − VN] ≤ CN−1/2(HN + 1)(N+ + 1) .
It follows from Lemma 4.5.2 and Lemma 4.5.3 that the new excitation Hamiltonian
MN : F≤N+ → F≤N+ defined by
MN = e−B(τ)JNeB(τ) = e−B(τ)e−Ae−B(η)UNHNU∗NeB(η)eAeB(τ)
can be decomposed as
MN = CMN +QMN + VN + EMN
where
CMN := CJN +
1
2
∑
p∈Λ∗+
[
−Fp +
√
F 2p −G2p
]
; QMN :=
∑
p∈Λ∗+
√
F 2p −G2p a∗pap (4.115)
with CJN as in (4.71) and Fp, Gp as in (4.72) and where the error EMN is such that
±EMN ≤ CN−1/4
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
To conclude this section, we are going to compute the constant CMN and the diagonal
coefficients (F 2p − G2p)1/2 appearing in the quadratic opeartor QMN , up to errors that
are negligible in the limit N →∞. To reach this goal, let us introduce some additional
notation. For m ∈ N, we define the Born approximations a(m)N to the finite volume
scattering length aN defined in (4.7), by
8pia
(m)
N := κV̂ (0) + κ
m∑
k=1
(−1)kκk
(2N)k
∑
p1,..,pk∈Λ∗+
V̂ (p1/N)
p21
(
k−1∏
i=1
V̂ ((pi − pi+1)/N)
p2i+1
)
V̂ (pk/N)
(4.116)
204
for all m ≥ 1. Furthermore, we denote by
EBog :=
1
2
∑
p∈Λ∗+
[√
p4 + 16pia0p2 − p2 − 8pia0 + (8pia0)
2
2p2
]
(4.117)
the usual sum encountered in the computation of the ground state energy in Bogoliubov
theory. Recall here that a0 is the (infinite volume) scattering length of the interaction
κV , as defined in (4.3).
Lemma 4.5.4. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ > 0 is small enough. Let a
(m)
N and
EBog be defined as in (4.116) and (4.117), respectively. Then:
i) The limit
aN = lim
m→∞ a
(m)
N
= κV̂ (0) + κ
∞∑
k=1
(−1)kκk
(2N)k
∑
p1,..,pk∈Λ∗+
V̂ (p1/N)
p21
(
k−1∏
i=1
V̂ ((pi − pi+1)/N)
p2i+1
)
V̂ (pk/N)
(4.118)
exists and it is such that
|aN − a0| ≤ Cκ
2
N
(4.119)
for a constant C > 0 independent of κ and of N .
ii) The constant CMN in (4.115) is such that
CMN = 4pi(N − 1)aN + EBog +O(N−1 logN)
iii) The quadratic operator QMN in (4.115) is given by
QMN =
∑
p∈Λ∗+
√
p4 + 16pia0p2 a
∗
pap + δ˜N
where the operator δN is bounded by
±δ˜N ≤ CN−1(K + 1)
Proof. We prove i) first. To show the existence of the limit of a
(m)
N , as m→∞, we use
the fact that |V̂ (p/N)| ≤ V̂ (0) and the estimate∣∣∣∣ ∑
q∈Λ∗+
V̂ ((p− q)/N)
q2
∣∣∣∣ ≤ V̂ (0) ∑
q∈Λ∗+,|q|≤N
1
q2
+
∑
q∈Λ∗+,|q|≥N
∣∣V̂ ((p− q)/N)∣∣
q2
≤ CN +
( ∑
q∈Λ∗+
V̂ 2((p− q)/N)
)1/2( ∑
q∈Λ∗+,|q|≥N
1
q4
)1/2
≤ CN + CN−1/2∥∥N3V (N.)eip·∥∥
2
≤ CN
(4.120)
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uniformly in q ∈ Λ∗+. Iterating this bound, we obtain that, for all integer m < n,∣∣8pia(n)N − 8pia(m)N ∣∣
≤
n∑
k=m
κk+1
2kNk
V̂ (0)
∑
p1,...,pk∈Λ∗+
(
k−1∏
i=1
|V̂ ((pi − pi+1)/N)|
p2i
)
|V̂ (pk/N)|
p2k
≤
n∑
k=m
(Cκ)k+1 ≤ (Cκ)m+1
(4.121)
which converges to zero, as m,n→∞, if κ > 0 is small enough. Hence a(m)N is a Cauchy
sequence and aN = limm→∞ a
(m)
N exists.
To estimate the difference between aN and the infinite volume scattering length a0
of the potential κV , we expand a0 in a Born series and we compare it then with the
Born series for aN . From (4.3), we obtain
8pia0 = κV̂ (0)−
∫
dp
(2pi)3
κV̂ (p)ŵ(p) (4.122)
where ŵ denotes the Fourier transform of w. With the zero-energy scattering equation
(4.2), we find
ŵ(p) =
κV̂ (p)
2p2
− κ
2p2
∫
dq
(2pi)3
V̂ (p− q)ŵ(q)
Inserting the last identity into (4.122) and iterating, we find
8pia0 = κV̂ (0) +
∞∑
k=1
(−1)kκk+1
2k(2pi)3k
∫
dp1 . . . dpk
V̂ (p1)
p21
(
k−1∏
i=1
V̂ (pi − pi+1)
p2i+1
)
V̂ (pk)
(4.123)
since, for κ > 0 small enough, the absolute convergence of the series can be shown as in
(4.121), using |ŵ(p)| ≤ ‖V f‖1|p|−2 and V̂ ∈ L2 ∩ L∞(R3).
To prove (4.119), we compare the summands in (4.118) with the corresponding terms
in (4.123). We find
a0 − aN =
∞∑
k=1
(−1)kκk+1
2k(2pi)3k
Ik (4.124)
with
Ik =
∫
dp1 . . . dpk
V̂ (p1)
p21
(
k−1∏
i=1
V̂ (pi − pi+1)
p2i+1
)
V̂ (pk)
− (2pi)
3k
Nk
∑
p1,..,pk∈Λ∗+
V̂ (p1/N)
p21
(
k−1∏
i=1
V̂ ((pi − pi+1)/N)
p2i+1
)
V̂ (pk/N)
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Let us consider first the case k = 1. For p ∈ R3, let Ωr(p) denote the cube of side length
r centered at p. Then, we have
I1 =
∑
p∈ 2pi
N
Z3\{0}
∫
Ω2pi/N (p)
[
V̂ 2(q)
q2
− V̂
2(p)
p2
]
dq +
∫
Ω2pi/N (0)
V̂ 2(q)
q2
dq =: I
(1)
1 + I
(2)
1
From the boundedness of V̂ , we easily find that |I(2)1 | ≤ CN−1. To estimate I(1)1 , on the
other hand, we write I
(1)
1 = I
(1)
1,> + I
(1)
1,< where
I
(1)
1,> =
∑
p∈ 2pi
N
Z3\{0}:|p|>N1/2
∫
Ω2pi/N (p)
[
V̂ 2(q)
q2
− V̂
2(p)
p2
]
dq
can be estimated by |I(1)1,>| < CN−1, using that V̂ ∈ L2(R3). To control I(1)1,<, we Taylor
expand W (q) = V̂ 2(q)/q2 around q = p ∈ 2piN−1Z3, up to second order. We find
W (q) = W (p) +
3∑
i=1
(∂iW )(p)(qi − pi)
+
∫ 1
0
ds
∫ s
0
dt
3∑
i,j=1
∂i∂jW
(
p+ t(q − p))(qi − pi)(qj − pj)
where, for 0 6= z ∈ R3,
∂i∂jW (z) =
2(∂j V̂ )(z)(∂iV̂ )(z)
z2
+
2(∂i∂j V̂ )(z)V̂ (z)
z2
− 16pizj V̂ (z)∂iV̂ (z)
z4
− 2V̂
2(z)
z4
δij +
8zjziV̂
2(z)
z6
Since
∫
Ω2pi/N (p)
dq (qi − pi) = 0, for i = 1, 2, 3, we find
I
(1)
1,< = κ
2
∫ 1
0
ds
∫ s
0
dt
∑
p∈ 2pi
N
Z3\{0}:
|p|<N1/2
∫
Ω2pi/N (p)
dq
3∑
i,j=1
∂i∂jW
(
p+ t(q − p))(qi − pi)(qj − pj)
For q ∈ Ω2pi/N (p), p ∈ 2piN−1Z3\{0} and t ∈ [0; 1], we have |q − p| ≤ CN−1 and also
|p+ t(q − p)|−α ≤ C|q|−α for α ∈ {2, 4}. Hence,
|I(1)1,<| ≤ CN−2
∫
CN−1≤|q|≤1
dq
|q|4 + CN
−2
∫
1≤|q|≤N1/2
dq
|q|2 ≤ CN
−1
We conclude that |I1| ≤ CN−1. For k ≥ 2, Ik can be bounded similarly; we find a
constant C > 0 such that |Ik| ≤ CkN−1 for all k ∈ N. From (4.124), we arrive at
|a0 − aN | ≤ 1
N
∑
k≥1
(Cκ)k+1 ≤ Cκ
2
N
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if κ > 0 is small enough.
Let us now prove part ii). To this end, we start from (4.115), with CJN as in (4.71)
and Fp, Gp as in (4.72). With√
F 2p −G2p =
√
p4 + 2p2κ
(
V̂ (·/N) ∗ f̂`,N
)
p
we obtain
CMN =
(N − 1)
2
κV̂ (0)−
∑
p∈Λ∗+
[
κ
N
(
V̂ (·/N) ∗ η)
p
σpγp +
κ2
(
V̂ (·/N) ∗ f̂`,N
)2
p
4p2
]
+
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp + 1
N
∑
p∈Λ∗
[
p2η 2p +
κ
2N
(
V̂ (·/N) ∗ η)
p
ηp
]
+ EBog,N
with
EBog,N :=
1
2
∑
p∈Λ∗+
[√
p4 + 2p2κ
(
V̂ (·/N) ∗ f̂`,N
)
p
− p2
− κ(V̂ (·/N) ∗ f̂`,N)p + κ2
(
V̂ (·/N) ∗ f̂`,N
)2
p
2p2
] (4.125)
From (4.52), (4.3), (4.48) and from part i), we find
− κ
2
V̂ (0) +
1
N
∑
p∈Λ∗
[
p2ηp +
κ
2N
(
V̂ (·/N) ∗ η)
p
]
ηp
= −κ
2
V̂ (0)− κ
2
∑
p∈Λ∗
V̂ (p/N)ηp +O(N−1) = −4piaN +O(N−1)
(4.126)
Next, we compare EBog,N with its limiting value (4.117). From (4.125), we write
EBog,N = −(1/2)
∑
p∈Λ∗+ eN,p, with
eN,p = p
2 + κ
(
V̂ (·/N) ∗ f̂`,N
)
p
−
√
p4 + 2p2κ
(
V̂ (·/N) ∗ f̂`,N
)
p
−
κ2
(
V̂ (·/N) ∗ f̂`,N
)2
p
2p2
Taylor expanding the square root, we easily check that |eN,P | ≤ C/|p|4, for a constant
C > 0, independent of N and of p, if κ > 0 is small enough. Replacing (V̂ (./N) ∗ f̂`,N )p
by (V̂ (./N) ∗ f̂`,N )0 and then, using Lemma 4.3.1, part ii), by 8pia0, we produce an error
that can be estimated by∣∣∣∣eN,p − [p2 + 8pia0 −√|p|4 + 16pia0p2 − (8pia0)22p2
]∣∣∣∣ ≤ CN |p|3
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Using this bound for |p| < N and |eN,p| ≤ C/|p|4 for |p| > N , we obtain
|EBog,N − EBog| ≤ CN−1 logN
Together with (4.126), this leads to
CMN =
N
2
κV̂ (0)− 4piaN + EBog +D +O(N−1 logN) (4.127)
with
D = −
∑
p∈Λ∗+
[
κ
N
(
V̂ (·/N) ∗ η)
p
σpγp +
κ2
(
V̂ (·/N) ∗ f̂`,N
)2
p
4p2
]
+
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
We have
κ
2
(
V̂ (·/N) ∗ f̂`,N
)
p
=
κ
2
V̂ (p/N) +
κ
2N
∑
q∈Λ∗+
V̂ ((p− q)/N)ηq + κ
2N
V̂ (p/N)η0
On the other hand, since |σpγp − ηp| ≤ C/p6, we find∑
p∈Λ∗+
κ
N
(
V̂ (·/N) ∗ η)
p
σpγp
=
∑
p,q∈Λ∗+
κ
N
V̂ ((p− q)/N)σqγqηp +
∑
q∈Λ∗+
κ
N
V̂ (q/N)ηqη0 +O(N−1)
and, writing σqγqσpγp = (σqγq − ηq + ηq)(σpγp − ηp + ηp) and expanding the product,
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
=
κ
N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqηp − κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)ηqηp +O(N−1)
Since N−2
∑
p∈Λ∗+ V̂
2(p/N)/p2 ≤ CN−1, we obtain
D = −
∑
p∈Λ∗+
[
κ
2N
∑
q∈Λ∗+
V̂ ((p− q)/N)ηqηp + κ
N
V̂ (p/N)ηpη0 +
κ2
(
V̂ (·/N) ∗ f̂`,N
)2
p
4p2
]
= −
∑
p∈Λ∗+
κ2V̂ 2(p/N)
4p2
−
∑
p1,p2∈Λ∗+
κV̂ ((p1 − p2)/N)
2Np21
[
p21ηp1 + κV̂ (p1/N) +
κ
2N
∑
p3∈Λ∗+
V̂ ((p1 − p3)/N)ηp3
]
ηp2
−
∑
p∈Λ∗+
[
p2ηp +
κ
2
V̂ (p/N) +
κ
2N
∑
q∈Λ∗+
V̂ ((p− q)/N)ηq
]
κV̂ (p/N)
Np2
η0 +O(N−1)
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Using the relation (4.52) and discarding negligible contributions, we arrive at
D = −
∑
p∈Λ∗+
κ2V̂ 2(p/N)
4p2
− 1
4N
∑
p1,p2∈Λ∗+
κV̂ ((p1 − p2)/N)
p21
[
κV̂ (p1/N) + 2N
3λ`χ̂`(p1)
]
ηp2 +O(N−1)
Inserting in (4.127), recalling the definition (4.116) of the Born approximations a
(m)
N and
introducing the sequence
R
(m)
N =
(−1)m
(2N)m+1
×
∑
p1,...,pm+1∈Λ∗+
(
m∏
i=1
κV̂ ((pi − pi+1)/N)
p2i
)[
κV̂ (p1/N) + 2N
3λlχ̂l(p1)
]
ηpm+1
(4.128)
we obtain
CMN = 4piNa
(1)
N +NR
(1)
N − 4piaN + EBog +O(N−1 logN)
We claim that, for all m ∈ N,
4piNa
(1)
N +NR
(1)
N = 4piNa
(m)
N +NR
(m)
N +
m∑
j=1
δ
(j)
N (4.129)
for a sequence δ
(j)
N such that |δ(j)N | ≤ (Cκ)j/N for a constant C > 0 independent of N,κ
and j. We show (4.129) by induction over m. For m = 1, the claim is obvious. Let us
assume that (4.129) holds for a fixed m ∈ N, m ≥ 1. We show that (4.129) for m+ 1 as
well. To this end, we use (4.52) to write
ηpm+1 = −
κV̂ (pm+1/N)
2p2m+1
(1 + η0/N) +
2N3λ`χ̂(pm+1)
2p2m+1
+
2N2λ`ηpm+1
2p2m+1
−
∑
pm+2∈Λ∗+
κV̂ ((pm+1 − pm+2)/N)
2Np2m+1
ηpm+2
Inserting in (4.128), we find that
NR
(m)
N = NR
(m+1)
N + 4piN(a
(m+1)
N − a(m)N ) + δ(m+1)N
where
4piN(a
(m+1)
N − a(m)N )
=
N
2
(−1)m+1
(2N)m+1
∑
p1,...,pm+1∈Λ∗+
κV̂ (p1/N)
p21
(
m∏
i=1
κV̂ ((pi − pi+1)/N)
p2i+1
)
κV̂ (pm+1/N)
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and where
δ
(m+1)
N :=
(−1)m
2m+2Nm
∑
p1,...,pm+1∈Λ∗+
(
m∏
i=1
κV̂ ((pi − pi+1)/N)
p2i
)
1
p2m+1
×
[
− 2N3λ`κV̂ (pm+1/N)χ̂`(p1) + 2N3λ`κV̂ (p1/N)χ̂`(pm+1)
− (κV̂ (p1/N) + 2N3λ`χ`(p1))κV̂ (pm+1/N)η0/N
+ (2N3λ`)
2χ̂`(p1)χ̂`(pm+1)
+
(
κV̂ (p1/N) + 2N
3λ`χ`(p1)
)
2N2λ`ηpm+1
]
(4.130)
Observe that the contribution proportional to −2N3λ`κV̂ (pm+1/N)χ̂`(p1) cancels ex-
actly with the one proportional to 2N3λ`κV̂ (p1/N)χ̂`(pm+1). This can be seen with the
change of variables (p1, p2, . . . , pm) → (pm, pm−1, . . . , p1). Using the estimate (4.120),
the bounds in Lemma 4.3.1 and (4.53), we can also control the other terms on the r.h.s.
of (4.130). We obtain |δ(m+1)N | ≤ (Cκ)m+1/N , for a constant C > 0 independent of κ,N
and m. This proves (4.129).
Using again the estimate (4.120), we find that |R(m)N | ≤ (Cκ)m for a constant C > 0
independent of N,m, κ. Hence, if κ > 0 is sufficiently small, R
(m)
N → 0, as m → ∞.
Together with part i) we find, letting m→∞, that
CMN = 4pi(N − 1)aN + EBog +O(N−1 logN)
as claimed.
Finally, we prove part iii). Here, we use the two bounds∣∣∣√p4 + 2p2(V̂ (·/N) ∗ f̂`,N)p −√p4 + 2p2(V̂ (·/N) ∗ f̂`,N)0∣∣∣ ≤ CN−1|p|
as well as ∣∣∣√p4 + 2p2(V̂ (·/N) ∗ f̂`,N)0 −√p4 + 16pia0p2∣∣∣ ≤ CN−1
It follows immediately that
QMN =
∑
p∈Λ∗+
√
p4 + 2p2
(
V̂ (·/N) ∗ f̂`,N
)
p
a∗pap =
∑
p∈Λ∗+
√
p4 + 16pia0p2 a
∗
pap + δ˜N
where the operator δ˜N is bounded by ±δ˜N ≤ CN−1(K+ 1). This concludes the proof of
the lemma.
Combining Proposition 4.3.3 with the results of the last two sections, we obtain the
following corollary, which will be used in the next section to show Theorem 4.1.1.
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Corollary 4.5.5. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ > 0 is small enough. Then the
excitation Hamiltonian
MN = e−B(τ)e−Ae−B(η)UHNU∗eB(η)eAeB(τ) : F≤N+ → F≤N+
is such that
MN = 4pi(N − 1)aN + 1
2
∑
p∈Λ∗+
[
−p2 − 8pia0 +
√
p4 + 16pia0p2 +
(8pia0)
2
2p2
]
+
∑
p∈Λ∗+
√
p4 + 16pia0p2 a
∗
pap + VN + EMN
(4.131)
and there exists C > 0 such that
±EMN ≤ CN−1/4[(HN + 1)(N+ + 1) + (N+ + 1)3]
Furthermore, let ψN ∈ L2s(R3N ) with ‖ψN‖ = 1 belong to the spectral subspace of HN
with energies below EN + ζ, where EN is the ground state energy of HN and ζ > 0. In
other words, assume that
ψN = 1(−∞;EN+ζ](HN )ψN
Let ξN = e
−B(τ)e−Ae−B(η)UψN ∈ F≤N+ be the excitation vector associated with ψN .
Then there exists a constant C > 0 such that
〈ξN , [(HN + 1)(N+ + 1) + (N+ + 1)3]ξN 〉 ≤ C(1 + ζ3) (4.132)
Proof. Eq. (4.131) follows from Prop. 4.3.3, Lemma 4.5.2, Lemma 4.5.3 and Lemma
4.5.4. Eq. (4.132) is, on the other hand, a consequence of Corollary 4.4.5.
4.6 Proof of Theorem 4.1.1
We define
EMN := 4pi(N − 1)aN +
1
2
∑
p∈Λ∗+
[
−p2 − 8pia0 +
√
p4 + 16pia0p2 +
(8pia0)
2
2p2
]
To prove Theorem 4.1.1, we compare the eigenvalues of MN − EMN below a threshold
ζ > 0 with those of the diagonal quadratic operator
D :=
∑
p∈Λ∗+
εpa
∗
pap (4.133)
with the dispersion εp = (|p|4 + 16pia0p2)1/2 for all p ∈ Λ∗+. For m ∈ N, we denote by λm
the m-th eigenvalue ofMN −EMN and by νm the m-th eigenvalue of D (in both cases,
eigenvalues are counted with multiplicity). To show Theorem 4.1.1, we prove that
|λm − νm| ≤ CN−1/4(1 + ζ3) (4.134)
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for all m ∈ N\{0} such that λm < ζ. Using (4.134), Theorem 4.1.1 can be proven as
follows. Taking the expectation of (4.131) in the vacuum, we conclude that λ1 ≤ CN−1/4.
Hence, for N large enough, we have λ1 ≤ ζ and we can apply (4.134) to show that
|λ1 − ν1| ≤ CN−1/4. Since ν1 = 0, we conclude that |λ1| ≤ CN−1/4 and therefore that
|EN − EMN | ≤ CN−1/4 (4.135)
where EN is the ground state energy of HN , as defined in (4.1). This proves (4.6).
Eq. (4.8), on the other hand, follows from (4.134), from (4.135) and from the observation
that the eigenvalues of D have the form
νj =
∑
p∈Λ∗+
n(j)p εp
for every j ∈ N\{0}. Here the coefficients n(j)p ∈ N, for all j ∈ N and all p ∈ Λ∗+. Notice
that the eigenvector of D associated with the eigenvalue νj is given by
ξj = Cj
∏
p∈Λ∗+
(a∗p)
n
(j)
p Ω (4.136)
for an appropriate normalization constant Cj > 0 (if νj is degenerate, the choice of ξj is
not unique; we will always use eigenvectors of the form (4.136)).
To show (4.134), we will combine a lower and an upper bound for λm in terms of
νm. Since VN ≥ 0, we can ignore the potential energy operator appearing on the r.h.s.
of (4.131) when proving the lower bound. For the upper bound, on the other hand, we
make use of the following lemma, where we control the expectation of VN on low-energy
eigenspaces of the quadratic operator D.
Lemma 4.6.1. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric and let VN be defined as in (4.59). Let ζ > 0 and m ∈ N such that νm < ζ.
Let ξ1, . . . , ξm be defined as in (4.136) (ξj is an eigenvector of D associated with the
eigenvalue νj) and Y
m
D be the subspace spanned by ξ1, . . . , ξm. Then there exists C > 0
such that
〈ξ,VNξ〉 ≤ C(ζ + 1)
7/2
N
for all normalized ξ ∈ Y mD .
Proof. The bounds εp ≥ p2 and ν1 ≤ · · · ≤ νm ≤ ζ imply that aqξj = 0 for all q ∈ Λ∗+
with |q| > ζ1/2. This also implies that aqξ = 0 for all ξ ∈ Y mD . Hence
〈ξ,VNξ〉 ≤ 1
N
∑
p,q,u∈Λ∗+
|V̂ (u/N)|‖aq+uapξ‖‖ap+uaqξ‖
≤ C
N
∑
p,q,u∈Λ∗+:|p|,|q|,|u|≤Cζ1/2
‖aq+uapξ‖‖ap+uaqξ‖ ≤ Cζ
3/2
N
‖(N+ + 1)ξ‖2
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Since N+ ≤ CD, we find
〈ξ,VNξ〉 ≤ Cζ
3/2
N
‖(D + 1)ξ‖2 ≤ C(ζ + 1)
7/2
N
In addition to Lemma 4.6.1, we will need the following result which is an extension
of Lemma 7.3 in [14] to the Gross-Pitaevskii regime.
Lemma 4.6.2. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric, let K,VN be defined as in (4.59). Then there exists C > 0 such that, on
F≤N+ ,
VN ≤ CN+K .
Proof. We bound
〈ξ,VNξ〉 ≤ 1
N
∑
p,q∈Λ∗+,u∈Λ∗:u6=−p,−q
|V̂ (u/N)|‖ap+uaqξ‖‖aq+uapξ‖
≤ 1
N
∑
p,q∈Λ∗+,u∈Λ∗:u6=−p,−q
|V̂ (u/N)|
(q + u)2
(p+ u)2‖ap+uaqξ‖2
≤
 sup
q∈Λ∗+
1
N
∑
u∈Λ∗:u6=−q
|V̂ (u/N)|
(u+ q)2
 ‖K1/2N 1/2ξ‖2 ≤ C‖K1/2N 1/2ξ‖2
With the help of Lemma 4.6.1 and Lemma 4.6.2, we are now ready to prove (4.134).
Let us first prove a lower bound for λm, under the assumption that λm < ζ. From
the min-max principle, we have
λm = inf
Y⊂F≤N+ :
dim Y=m
sup
ξ∈Y :
‖ξ‖=1
〈ξ, (MN − EMN )ξ〉
From the assumption λm < ζ we obtain
λm = inf
Y⊂Pζ(F≤N+ ):
dim Y=m
sup
ξ∈Y :
‖ξ‖=1
〈ξ, (MN − EMN )ξ〉
where Pζ is the spectral projection ofMN −EMN associated with the interval (−∞; ζ].
Hence, with (4.131), VN ≥ 0 and (4.132) we find
λm ≥ inf
Y⊂Pζ(F≤N+ ):
dim Y=m
sup
ξ∈Y :
‖ξ‖=1
〈ξ,Dξ〉 − CN−1/4(1 + ζ3)
≥ inf
Y⊂F≤N+ :
dim Y=m
sup
ξ∈Y :
‖ξ‖=1
〈ξ,Dξ〉 − CN−1/4(1 + ζ3) = νm − CN−1/4(1 + ζ3)
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Let us now prove an upper bound for λm. From the assumption λm < ζ and from
the lower bound proven above, it follows that νm ≤ ζ + 1 (without loss of generality,
we can assume N−1/4ζ3 ≤ 1, since otherwise the statement of the theorem is trivially
satisfied). The min-max principle implies that
λm = inf
Y⊂F≤N+ :
dim Y=m
sup
ξ∈Y :
‖ξ‖=1
〈ξ, (MN − EMN )ξ〉 ≤ sup
ξ∈YmD :
‖ξ‖=1
〈ξ, (MN − EMN )ξ〉 (4.137)
where Y mD denotes the subspace spanned by the m vectors ξ1, . . . , ξm defined in (4.136).
From Lemma 4.6.2 and the inequalities N ≤ CK ≤ CD ≤ Cνm ≤ C(ζ + 1) on Y mD , we
find that
〈ξ, [(HN + 1)(N+ + 1) + (N+ + 1)3]ξ〉 ≤ C〈ξ, (N+ + 1)2(K + 1)ξ〉 ≤ C(1 + ζ3)
for all normalized ξ ∈ Y mD . Inserting the last inequality and the bound from Lemma
4.6.1 in (4.131), we obtain that
〈ξ, (MN − EMN )ξ〉 ≤ 〈ξ,Dξ〉+ CN−1/4(1 + ζ3)
for all ξ ∈ Y mD . From (4.137), we conclude that
λm ≤ sup
ξ∈YmD :‖ξ‖=1
〈ξ,Dξ〉+ CN−1/4(1 + ζ3) ≤ νm + CN−1/4(1 + ζ3)
Combining lower and upper bound, we showed that |λm − νm| ≤ CN−1/4(1 + ζ3),
for all m ∈ N such that λm < ζ. This completes the proof of Theorem 4.1.1.
To conclude this section, we come back to the remark after Theorem 4.1.1, concerning
the eigenvectors of the Hamilton operator HN introduced in (4.1). Theorem 4.1.1 shows
that the eigenvalues of HN can be approximated in terms of the eigenvalues of the
diagonal quadratic operator D defined in (4.133). Following standard arguments one
can also approximate the eigenvectors of HN through the (appropriately transformed)
eigenvectors of D. More precisely, let θ1 ≤ θ2 ≤ . . . denote the ordered eigenvalues
of HN (i.e. θj = λj + EMN , with the notation introduced after (4.133)) and let 0 =
ν1 ≤ ν2 ≤ . . . denote the eigenvalues of the diagonal quadratic operator D defined in
(4.133). Fix j ∈ N\{0} with νj < νj+1. From (4.134) we obtain that also θj < θj+1, if
N is large enough. We denote by Pj the spectral projection onto the eigenspace of HN
associated with the eigenvalues θ1 ≤ · · · ≤ θj and by Qj the orthogonal projection onto
the eigenspace of D associated with the eigenvalues 0 = ν1 ≤ · · · ≤ νj . Then, we find∥∥∥e−B(τ)e−Ae−B(η)UNPjU∗NeB(η)eAeB(τ) −Qj∥∥∥2
HS
≤ C(j + 1)(1 + ν
3
j )
νj+1 − νj N
−1/4 (4.138)
In particular, if ψN denotes a ground state vector of the Hamiltonian HN , there
exists a phase ω ∈ [0; 2pi) such that∥∥ψN − eiωU∗NeB(η)eAeB(τ)Ω∥∥2 ≤ Cθ1 − θ0N−1/4 (4.139)
The proof of (4.138) and (4.139) can be obtained, using the results of Theorem 4.1.1,
analogously as in [46, Section7]. We omit the details.
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4.7 Analysis of GN
In this section, we prove Proposition 4.3.2, devoted to the properties of the excitation
Hamiltonian GN defined in (4.58). In particular, we will show part b) of Prop. 4.3.2,
since part a) was proven already in [13, Prop. 3.2]. In fact, the bound (4.60) is a bit
more precise than the estimate appearing in [13, Prop. 3.2] but it can be easily obtained,
combining the results of Prop. 4.2, Prop. 4.3, Prop. 4.4, Prop. 4.5 and Prop.4.7 in
[13]. As for the bound (4.61), it was not explicitly shown in [13]; however, it follows
from the analysis in [13] by noticing that the commutator [iN+,∆N ] is given by the
sum of the same monomials in creation and annihilation operators contributing to ∆N ,
multiplied with a constant λ (given by the difference between the number of creation
and the number of annihilation operators in the monomial). To be more precise, it
follows from [13] that ∆N can be written as a sum ∆N =
∑∞
k=0 ∆
(k)
N where the errors
∆
(k)
N , k ∈ N, are sums of monomials of creation and annihilation operators that satisfy
±∆(k)N ≤ (Cκ)k(HN + 1) for some constant C > 0, independent of N . Moreover, the
commutator of a given monomial in ∆
(k)
N with N+ is given by the same monomial,
multiplied by some constant λ(k) which is bounded by |λ(k)| ≤ (2k+1) ≤ Ck (if, w.l.o.g.,
the constant C is sufficiently large). Hence, terms in [iN+,∆N ], and analogously in
higher commutators of ∆N with iN+, can be estimated exactly like terms in ∆N (up to
an unimportant additional constant), leading to (4.61). From now on, we will therefore
focus on part b) of Proposition 4.3.2.
Using (4.42), we write
GN = G(0)N + G(2)N + G(3)N + G(4)N , (4.140)
with G(j)N = e−B(η)L(j)N eB(η), for j = 0, 2, 3, 4. In the rest of this section, we will compute
the operators on the r.h.s. of (4.140), up to errors that are negligible in the limit of large
N (on low-energy states). To quickly discard some of the error terms, it will be useful
to have a rough estimate on the action of the Bogoliubov transformation e−B(η); this is
the goal of the next lemma.
Lemma 4.7.1. Let B(η) be defined as in (4.20), with η as in (4.50). Let V ∈ L3(R3)
be non-negative, compactly supported and spherically symmetric and assume that the
coupling constant κ > 0 is small enough. Let K,VN be defined as in (4.59). Then for
every j ∈ N there exists a constant C > 0 such that
e−B(η)K(N+ + 1)jeB(η) ≤ CK(N+ + 1)j + CN(N+ + 1)j+1
e−B(η)VN (N+ + 1)jeB(η) ≤ CVN (N+ + 1)j + CN(N+ + 1)j
Proof. To prove the bound for the kinetic energy operator, we apply Gronwall’s inequal-
ity. For ξ ∈ F≤N+ and s ∈ R we define Φs = esB(η)ξ and we consider
∂s〈Φs,K(N+ + 1)jΦs〉
= 〈Φs, [K(N+ + 1)j , B(η)]Φs〉
= 〈Φs, [K, B(η)](N+ + 1)jΦs〉+ 〈Φs,K[(N+ + 1)j , B(η)]Φs〉
(4.141)
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With
[K, B(η)] =
∑
p∈Λ∗+
p2ηp
(
bpb−p + b∗pb
∗
−p
)
the first term on the r.h.s. of (4.141) can be bounded by∣∣∣〈Φs,[K, B(η)](N+ + 1)jΦs〉∣∣∣
≤ C
∑
p∈Λ∗+
p2|ηp|‖bp(N+ + 1)j/2Φs‖‖(N+ + 1)(j+1)/2Φs‖
≤ C〈Φs,K(N+ + 1)jΦs〉+ CN〈ξ, (N+ + 1)j+1ξ〉
(4.142)
Here, we used Cauchy-Schwarz, the estimate (4.54) and Lemma 4.2.1 to replace, in the
second term on the r.h.s., Φs by ξ. As for the second term on the r.h.s. of (4.141), we
have
〈Φs,K[(N+ + 1)j , B(η)]Φs〉
=
j−1∑
k=0
∑
p∈Λ∗+
ηp〈Φs,K(N+ + 1)j−k−1(b∗pb∗−p + bpb−p)(N+ + 1)kΦs〉
Writing K = ∑q∈Λ∗+ q2a∗qaq and normal ordering field operators, we arrive at∣∣〈Φs,K[(N+ + 1)j , B(η)]Φs〉∣∣
≤ C
∑
p,q∈Λ∗+
q2|ηp|‖aqap(N+ + 1)(j−1)/2Φs‖‖aq(N+ + 1)j/2Φs‖
+ C
∑
p∈Λ∗+
p2|ηp|‖ap(N+ + 1)(j−1)/2Φs‖‖(N+ + 1)j/2Φs‖
≤ C〈Φs,K(N+ + 1)jΦs〉+ CN〈ξ, (N+ + 1)jξ〉.
Inserting the last bound and (4.142) into the r.h.s. of (4.141) and applying Gronwall,
we obtain the bound for the kinetic energy operator.
To show the estimate for the potential energy operator, we proceed similarly. Using
again the notation Φs = e
sB(η)ξ, we compute
∂s〈〈Φs,VN (N+ + 1)jΦs〉
= 〈Φs,
[VN , B(η)](N+ + 1)jΦs〉+ 〈Φs,VN[(N+ + 1)j , B(η)]Φs〉 (4.143)
Using the identity[VN , B(η)] = κ
2N
∑
q∈Λ∗+,r∈Λ∗:r 6=−q
V̂ (r/N)ηq+rb
∗
qb
∗
−q
+
κ
N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=p,−q
V̂ (r/N)ηq+rb
∗
p+rb
∗
qa
∗
−q−rap + h.c.
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and switching to position space, we can bound the expectation of the first term on the
r.h.s. of (4.143) by∣∣〈Φs,[VN , B(η)](N+ + 1)jΦs〉∣∣
≤
∣∣∣∣κ2
∫
Λ2
dxdy N2V (N(x− y))ηˇ(x− y)〈Φs, bˇ∗xbˇ∗y(N+ + 1)jΦs〉∣∣∣∣
+
∣∣∣∣κ∫
Λ2
dxdy N2V (N(x− y))〈Φs, bˇ∗xbˇ∗ya∗(ηˇy)aˇx(N+ + 1)jΦs〉∣∣∣∣
≤ C
∫
Λ2
dxdy N3V (N(x− y))∥∥(N+ + 1)j/2bˇxbˇyΦs∥∥∥∥(N+ + 1)j/2Φs∥∥
+ C
∫
Λ2
dxdy N2V (N(x− y))‖ηˇy‖2
∥∥(N+ + 1)j/2bˇxbˇyΦs∥∥∥∥aˇx(N+ + 1)(j+1)/2Φs∥∥
≤ C〈Φs,VN (N+ + 1)jΦs〉+ CN〈ξ, (N+ + 1)jξ〉
where we used Cauchy-Schwarz, the bound ‖ηˇy‖2 ≤ C, the fact that N+ ≤ N on F≤N+
and, in the last step, Lemma 4.2.1 to replace Φs with ξ in the second term. As for the
second term on the r.h.s. of (4.143), it can be controlled similarly, using the identity
VN
[
(N+ + 1)j , B(η)
]
=
j∑
k=1
∑
p∈Λ∗+
ηp(N+ + 1)j−k−1VN (bpb−p + b∗pb∗−p)(N+ + 1)k
and expressing VN in position space. We conclude that∣∣∂s〈〈Φs,VN (N+ + 1)jΦs〉∣∣ ≤ C〈Φs,VN (N+ + 1)jΦs〉+ CN〈ξ, (N+ + 1)jξ〉
Gronwall’s lemma gives the desired bound.
4.7.1 Analysis of G(0)N = e−B(η)L(0)N eB(η)
From (4.43), recall that
L(0)N =
N − 1
2N
κV̂ (0)(N −N+) + κV̂ (0)
2N
N+(N −N+)
With Lemma 4.2.1, we immediately obtain that
G(0)N =
(N − 1)
2
κV̂ (0) + E(0)N
where the error operator E(0)N is such that, on F≤N+ ,
±E(0)N ≤
C
N
(N+ + 1)2 (4.144)
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4.7.2 Analysis of G(2)N = e−B(η)L(2)N eB(η)
We define the error operator E(2)N by the identity
G(2)N = G(2,K)N + G(2,V )N + E(2)N (4.145)
where we set
G(2,K)N = K +
∑
p∈Λ∗+
[
p2σ2p
(
1 +
1
N
− N+
N
)
+ p2σpγp
(
bpb−p + b∗pb
∗
−p
)
+ 2p2σ2pb
∗
pbp
]
+
∑
p∈Λ∗+
1
N
p2σ2p
∑
q∈Λ∗+
[(
γ2q + σ
2
q
)
b∗qbq + σ
2
q
]
+
∑
p∈Λ∗+
1
N
p2σ2p
∑
q∈Λ∗+
(γqσqb−qbq + h.c.)
+
∑
p∈Λ∗+
[
p2ηpb−pdp + h.c.
]
(4.146)
and G(2,V )N is defined as in
G(2,V )N =
∑
p∈Λ∗+
[
κV̂ (p/N)σ2p + κV̂ (p/N)σpγp
(
1− N+
N
)]
+
∑
p∈Λ∗+
κV̂ (p/N)(γp + σp)
2b∗pbp
+
1
2
∑
p∈Λ∗+
κV̂ (p/N)(γp + σp)
2(bpb−p + b∗pb
∗
−p)
+
∑
p∈Λ∗+
[κ
2
V̂ (p/N)
(
γpbp + σpb
∗
−p
)
dp +
κ
2
V̂ (p/N)dp
(
γpbp + σpb
∗
−p
)]
+ h.c.
(4.147)
The goal of this subsection consists in proving the following lemma, where we bound the
error term E(2)N .
Lemma 4.7.2. Let E(2)N be as defined in (4.145). Then, under the same assumptions as
in Proposition 4.3.2, we find C > 0 such that
± E(2)N ≤ CN−1/2(K +N 2+ + 1)(N+ + 1) (4.148)
Proof. From (4.43), we have L(2)N = K + L(2,V )N , with
L(2,V )N = κ
∑
p∈Λ∗+
V̂ (p/N)
[
b∗pbp −
1
N
a∗pap
]
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
b∗pb
∗
−p + bpb−p
]
(4.149)
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We consider first the contribution of the kinetic energy operator K. We write
K = N − 1
N
∑
p∈Λ∗+
p2b∗pbp +
∑
p∈Λ∗+
p2b∗pbp
N+
N
+K (N+ − 1)
2
N2
Writing N+ =
∑
p∈Λ∗+
(
b∗pbp +N−1 a∗pN+ap
)
in the second term, we find
e−B(η)KeB(η) =
∑
p∈Λ∗+
p2e−B(η)b∗pbpe
B(η) +
1
N
∑
p,q∈Λ∗+
p2e−B(η)b∗pb
∗
qbqbpe
B(η) + E˜1 (4.150)
where, with Lemma 4.7.1,
± E˜1 ≤ CN−2e−B(η)K(N+ + 1)2eB(η) ≤ CN−1K(N+ + 1) + CN−1(N+ + 1)3 (4.151)
Next, we study the first term on the r.h.s. of (4.150). We claim that∑
p∈Λ∗+
p2e−B(η)b∗pbpe
B(η) =K +
∑
p∈Λ∗+
p2σ2p
(
1− N+
N
)
+
∑
p∈Λ∗+
[
p2σpγp
(
bpb−p + b∗pb
∗
−p
)
+ 2p2σ2pb
∗
pbp
]
+
∑
p∈Λ∗+
[
p2ηpb−pdp + h.c.
]
+ E˜2
(4.152)
with the error operator E˜2 such that
± E˜2 ≤ CN−1/2(K + 1)(N+ + 1) (4.153)
To prove (4.153), we use (4.33) to decompose∑
p∈Λ∗+
p2e−B(η)b∗pbpe
B(η) = E1 + E2 + E3,
with
E1 :=
∑
p∈Λ∗+
p2(γpb
∗
p + σpb−p)(γpbp + σpb
∗
−p)
E2 :=
∑
p∈Λ∗+
p2
[
(γpb
∗
p + σpb−p)dp + d
∗
p(γpbp + σpb
∗
−p)
]
E3 :=
∑
p∈Λ∗+
p2d∗pdp
The term E1 can be rewritten as
E1 =K +
∑
p∈Λ∗+
p2σ2p
(
1− N+
N
)
+
∑
p∈Λ∗+
[
p2σpγp
(
bpb−p + b∗pb
∗
−p
)
+ 2p2σ2pb
∗
pbp
]
+ E˜3,
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where
E˜3 = 1
N
∑
p∈Λ∗+
p2
[
a∗pN+ap + σ2pa∗pap
]
is such that, for any ξ ∈ F≤N+ ,
|〈ξ, E˜3ξ〉| ≤ 1
N
∑
p∈Λ∗+
[
p2‖apN 1/2+ ξ‖2 + p2σ2p‖apξ‖2
]
≤ CN−1〈ξ,K(N+ + 1)ξ〉 (4.154)
The term E2 can be split as
E2 =
∑
p∈Λ∗+
[
p2ηpb−pdp + h.c.
]
+ E˜4
where
|〈ξ, E˜4ξ〉| ≤
∑
p∈Λ∗+
p2|σp − ηp||〈ξ, b−pdpξ〉|+
∑
p∈Λ∗+
p2|γp||〈ξ, b∗pdpξ〉|
≤ 1
N
∑
p∈Λ∗+
p2|ηp|3‖(N+ + 1)ξ‖2
+
1
N
∑
p∈Λ∗+
p2‖bp(N+ + 1)1/2ξ‖
[
|ηp|‖(N+ + 1)ξ‖+ ‖bp(N+ + 1)1/2ξ‖
]
≤ CN−1/2‖K1/2(N+ + 1)1/2ξ‖2
As for the term E3, we estimate
|〈ξ,E3ξ〉| ≤
∑
p∈Λ∗+
p2‖dpξ‖2
≤ C
N2
∑
p∈Λ∗+
p2
[
|ηp|2‖(N+ + 1)3/2ξ‖2 + ‖bp(N+ + 1)ξ‖2
]
≤ CN−1‖(N+ + 1)3/2ξ‖2 + CN−1‖(K + 1)1/2(N+ + 1)1/2ξ‖2
for any ξ ∈ F≤N+ . This concludes the proof of (4.152), with the estimate (4.153).
Next, we consider the second term on the r.h.s. of (4.150). We claim that
1
N
∑
p,q∈Λ∗+
p2e−B(η)b∗pb
∗
qbqbpe
B(η)
=
1
N
∑
p∈Λ∗+
p2σ2p +
1
N
∑
p,q∈Λ∗+
p2σ2pσ
2
q +
1
N
∑
p,q∈Λ∗+
p2σ2p(γ
2
q + σ
2
q )b
∗
qbq
+
1
N
∑
p,q∈Λ∗+
p2σ2pγqσq
(
b∗qb
∗
−q + h.c.
)
+ E˜5
(4.155)
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with an error term E˜5 such that
± E˜5 ≤ CN−1/2(K +N 2+ + 1)(N+ + 1) . (4.156)
To prove (4.156), we consider first the operator
D =
∑
q∈Λ∗+
e−B(η)b∗qbqe
B(η)
=
∑
q∈Λ∗+
(γqb
∗
q + σqb−q + d
∗
q)(γqbq + σqb
∗
−q + dq)
=
∑
q∈Λ∗+
[
(γ2q + σ
2
q )b
∗
qbq + σqγq(b
∗
qb
∗
−q + bqb−q) + σ
2
q
]
+ E˜6
where the error E˜6 is such that
± E˜6 ≤ CN−1(N+ + 1)2 (4.157)
as can be easily checked using the commutation relations (1.23) and the bound (4.34).
We go back to (4.155), and we observe that
1
N
∑
p,q∈Λ∗+
p2e−B(η)b∗pb
∗
qbqbpe
B(η)
=
1
N
∑
p∈Λ∗+
p2e−B(η)b∗pe
B(η)De−B(η)bpeB(η)
=
1
N
∑
p∈Λ∗+
p2(γpb
∗
p + σpb−p + d
∗
p) D (γpbp + σpb
∗
−p + dp)
=
1
N
∑
p∈Λ∗+
p2σ2pbpDb
∗
p + E˜7
(4.158)
where
E˜7 = 1
N
∑
p∈Λ∗+
p2σp(γpb
∗
p + d
∗
p)Db
∗
−p +
1
N
∑
p∈Λ∗+
p2σpb−pD(γpbp + dp)
+
1
N
∑
p∈Λ∗+
p2(γpb
∗
p + d
∗
p)D(γpbp + dp)
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can be bounded using (4.34) and the fact that, by Lemma 4.2.1, D ≤ C(N+ + 1), by
|〈ξ, E˜7 ξ〉| ≤ 2
N
∑
p∈Λ∗+
p2|σp|
[
‖D1/2bpξ‖+ ‖D1/2dpξ‖
]
‖D1/2b∗pξ‖
+
1
N
∑
p∈Λ∗+
p2
[
‖D1/2bpξ‖+ ‖D1/2dpξ‖
] [
‖D1/2bpξ‖+ ‖D1/2dpξ‖
]
≤ C
N
∑
p∈Λ∗+
p2|ηp|
[
‖bp(N+ + 1)1/2ξ‖+N−1/2|ηp|‖(N+ + 1)3/2ξ‖
]
‖(N+ + 1)ξ‖
+
C
N
∑
p∈Λ+∗
p2
[
‖bp(N+ + 1)1/2ξ‖2 +N−1|ηp|2‖(N+ + 1)3/2ξ‖2
]
≤ CN−1/2‖(K +N 2+ + 1)1/2(N+ + 1)1/2ξ‖2
As for the other term on the r.h.s. of (4.158), we have, by (4.157),
1
N
∑
p∈Λ∗+
p2σ2pbpDb
∗
p =
1
N
∑
p,q∈Λ∗+
p2σ2p(γ
2
q + σ
2
q )bpb
∗
qbqb
∗
p +
1
N
∑
p,q∈Λ∗+
p2σ2pσ
2
qbpb
∗
p
+
1
N
∑
p,q∈Λ∗+
p2σ2pγqσqbp(b
∗
qb
∗
−q + h.c.)b
∗
p + E˜8
(4.159)
where, using (4.157), it is easy to check that ±E˜8 ≤ CN−1(N+ + 1)2. Rearranging the
other terms on the r.h.s. of (4.159) in normal order and using the commutator relations
(1.23), we obtain (4.155) with an error term satisfying (4.156).
Finally, we focus on the contribution of (4.149). We claim that
e−B(η)L(2,V )N eB(η)
=
∑
p∈Λ∗+
[
κV̂ (p/N)σ2p + κV̂ (p/N)σpγp
(
1− N+
N
)]
+
∑
p∈Λ∗+
κV̂ (p/N)(γp + σp)
2b∗pbp +
1
2
∑
p∈Λ∗+
κV̂ (p/N)(γp + σp)
2(bpb−p + b∗pb
∗
−p)
+
∑
p∈Λ∗+
[κ
2
V̂ (p/N)
(
γpb−p + σpb∗p
)
dp +
κ
2
V̂ (p/N)dp
(
γpb−p + σpb∗p
)]
+ h.c.
+ E˜9
(4.160)
where
± E˜9 ≤ CN−1/2(K +N 2+ + 1)(N+ + 1) (4.161)
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To prove (4.160), (4.161), we start from (4.149) and decompose
e−B(η)L(2,V )N eB(η) = κ
∑
p∈Λ∗+
V̂ (p/N)e−B(η)b∗pbpe
B(η) − κ
N
∑
p∈Λ∗+
V̂ (p/N)eB(η)a∗pape
−B(η)
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)e−B(η)
[
bpb−p + b∗pb
∗
−p
]
eB(η)
=: F1 + F2 + F3
(4.162)
The operators F1 and F2 can be handled exactly as in the proof [14, Prop. 7.6] (notice
that the bounds are independent of β ∈ (0; 1) and they can be readily extended to the
case Gross-Pitaevskii case β = 1). We obtain that
F1 = κ
∑
p∈Λ∗+
V̂ (p/N)[γpb
∗
p + σpb−p][γpbp + σpb
∗
−p] + E˜10
where
±E˜10 ≤ CN−1(N+ + 1)2
and that
±F2 ≤ CN−1(N+ + 1)
Let us consider the last term on the r.h.s. of (4.162). With (4.33), we obtain
F3 =
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
γpbp + σpb
∗
−p
] [
γpb−p + σpb∗p
]
+
κ
2
∑
p∈Λ∗+
V̂ (p/N)
[
(γpbp + σpb
∗
−p) d−p + dp (γpb−p + σpb
∗
p)
]
+ E˜11 + h.c.
where the error term E˜11 = κ2
∑
p∈Λ∗+ V̂ (p/N)dpd−p can be bounded, using (4.34), by
|〈ξ, E˜11ξ〉| ≤ C
∑
p∈Λ∗+
|V̂ (p/N)|‖d∗pξ‖‖d−pξ‖
≤ C
N2
∑
p∈Λ∗+
|V̂ (p/N)|‖(N+ + 1)3/2ξ‖
[
|ηp|‖(N+ + 1)3/2ξ‖+ ‖bp(N+ + 1)ξ‖
]
≤ CN−1/2‖(N+ + 1)3/2ξ‖2
since ‖V̂ (./N)‖2 ≤ CN3/2. This concludes the proof of (4.160) and (4.161). Comparing
(4.145), (4.146) and (4.147) with (4.150). (4.152), (4.155) and (4.160), we conclude
that the bounds (4.151), (4.153), (4.154), (4.156) and (4.161) imply the desired estimate
(4.148).
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4.7.3 Analysis of G(3)N = e−B(η)L(3)N eB(η)
From (4.43), we have
G(3)N =
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)e−B(η)b∗p+qa
∗
−paqe
B(η) + h.c.
We define the error operator E(3)N through the identity
G(3)N =
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)
[
b∗p+1b
∗
−p(γqbq + σqb
∗
−q) + h.c.
]
+ E(3)N (4.163)
The goal of this subsection is to prove the next lemma, where we estimate E(3)N .
Lemma 4.7.3. Let E(3)N be as defined in (4.163). Then, under the same assumptions as
in Proposition 4.3.2, we find C > 0 such that
± E(3)N ≤ CN−1/2(VN +N+ + 1)(N+ + 1) (4.164)
Proof. With
a∗−paq = b
∗
−pbq +N
−1a∗−pN+aq
we obtain
G(3)N =
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)e−B(η)b∗p+qb
∗
−pbqe
B(η) + E˜1 + h.c. (4.165)
where
E˜1 = κ
N3/2
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)e−B(η)b∗p+qa
∗
−paqe
B(η)
can be bounded, switching to position space, by∣∣〈ξ,E˜1ξ〉∣∣
≤ κ
∫
Λ2
dxdy N3/2V (N(x− y))∥∥aˇxaˇy(N+ + 1)1/2eB(η)ξ∥∥∥∥aˇx(N+ + 1)1/2eB(η)ξ∥∥
≤ CN−3/2〈ξ, e−B(η)VN (N+ + 1)eB(η)ξ〉+ CN−1/2〈ξ, e−B(η)(N+ + 1)2eB(η)ξ〉
With Lemma 4.2.1 and Lemma 4.7.1 we conclude that∣∣〈ξ, E˜1ξ〉∣∣ ≤ CN−1/2〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉 (4.166)
To control the first term on the r.h.s. of (4.165), we use (4.33) to decompose
κ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N)e−B(η)b∗p+qb
∗
−pbqe
B(η) = M0 + M1 + M2 + M3 (4.167)
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where
M0 :=
κ√
N
∗∑
p,q
V̂ (p/N)
[
γp+qγpb
∗
p+qb
∗
−p + γp+qσpb
∗
p+qbp + σp+qσpb−p−qbp
+ σp+qγpb
∗
−pb−p−q −N−1σp+qγpa∗−pa−p−q
] [
γqbq + σqb
∗
−q
] (4.168)
and
M1 :=
κ√
N
∗∑
p,q
V̂ (p/N)
[
γp+qb
∗
p+qd
∗
−p + σp+qb−p−qd
∗
−p + γpd
∗
p+qb
∗
−p + σpd
∗
p+qbpd
∗
p+q
]
× [γqbq + σqb∗−q];
+
κ√
N
∗∑
p,q
V̂ (p/N)
[
γp+qγpb
∗
p+qb
∗
−p + γp+qσpb
∗
p+qbp + σp+qσpb−p−qbp
+ σp+qγpb
∗
−pb−p−q −N−1σp+qγpa∗−pa−p−q
]
dq;
M2 :=
κ√
N
∗∑
p,q
V̂ (p/N)
[
γp+qb
∗
p+qd
∗
−p + σp+qb−p−qd
∗
−p + γpd
∗
p+qb
∗
−p + σpd
∗
p+qbp
]
dq
+
κ√
N
∗∑
p,q
V̂ (p/N)d∗p+qd
∗
−p
[
γqbq + σqb
∗
−q
]
;
M3 :=
κ√
N
∗∑
p,q
V̂ (p/N)d∗p+qd
∗
−pdq
Here, we introduced the shorthand notation
∑∗
p,q ≡
∑
p,q∈Λ∗+,p+q 6=0 and we used the
identity b−p−qb∗−p = b∗−pb−p−q − N−1a∗−pa−p−q, for all q ∈ Λ∗+. Notice that the index i
in Mi counts the number of d-operators it contains.
Let us start by analysing M3. Switching to position space we find, using (4.35) and
the bound ‖ηˇ‖∞ ≤ CN (as follows from (4.49) since, by the definition (4.50), we have
ηˇ(x) = −Nw`(Nx)),
|〈ξ,M3ξ〉| ≤
∫
dxdy N5/2V (N(x− y))‖(N+ + 1)−1dˇxdˇyξ‖‖(N+ + 1)dˇxξ‖
≤ C
N3
∫
dxdy N5/2V (N(x− y))
[
‖(N+ + 1)5/2ξ‖+ ‖aˇx(N+ + 1)2ξ‖
]
×
[
N‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)3/2ξ‖
+‖aˇy(N+ + 1)3/2ξ‖+ ‖aˇxaˇy(N+ + 1)ξ‖
]
≤ CN−1/2〈ξ, (VN +N 2+ + 1)ξ〉
(4.169)
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As for M2, it reads in position space
M2 = κ
∫
dxdy N5/2V (N(x− y))[b∗(γˇx)dˇ∗y + b(σˇx)dˇ∗y + dˇ∗xb∗(γˇy) + dˇ∗xb(σˇy)]dˇx
+ κ
∫
dxdy N5/2V (N(x− y))dˇ∗xdˇ∗y
[
b(γˇx) + b
∗(σˇx)
]
=: M21 + M22
To control M22, we use the bound (4.35) to estimate∣∣〈ξ,M22ξ〉∣∣ ≤ κ∫ dxdy N5/2V (N(x− y))∥∥(N+ + 1)−1dˇydˇxξ∥∥∥
×
∥∥∥(N+ + 1)[b(γˇx) + b∗(σˇx)]ξ∥∥
≤ CN−2
∫
dxdyN5/2V (N(x− y))
[
‖(N+ + 1)3/2ξ‖+ ‖aˇx(N+ + 1)ξ‖
]
×
[
N‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)3/2ξ‖
+‖aˇy(N+ + 1)3/2ξ‖+ ‖aˇxaˇy(N+ + 1)ξ‖
]
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
With the first and the second bounds in (4.35), we can also control M21. We find
|〈ξ,M21ξ〉| ≤ C
∫
dxdy N5/2V (N(x− y))‖dˇxξ‖
× [‖dˇyb(γˇx)ξ‖+ ‖dˇyb∗(σˇx)ξ‖+ ‖b(γˇy)dˇxξ‖+ ‖b∗(σˇy)dˇxξ‖]
≤ C
∫
dxdy N1/2V (N(x− y))
[
‖(N+ + 1)3/2ξ‖+ ‖aˇx(N+ + 1)ξ‖
]
×
[
N‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)3/2ξ‖+ ‖aˇy(N+ + 1)3/2ξ‖
+ ‖aˇxaˇy(N+ + 1)ξ‖
]
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
(4.170)
where we used that ‖ηˇ‖∞ ≤ CN . Hence, we proved that
|〈ξ,M2ξ〉| ≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉 (4.171)
Next, let us consider the operator M1. In position space, we find
M1 = κ
∫
dxdy N5/2V (N(x− y))[b∗(γˇx)dˇ∗y + b(σˇx)dˇ∗y + dˇ∗xb∗(γˇy) + dˇ∗xb(σˇy)]
× [b(γˇx) + b∗(σˇx)]
+ κ
∫
dxdy N5/2V (N(x− y))[b∗(γˇx)b∗(γˇy) + b∗(γˇx)b(σˇy) + b(σˇx)b(σˇy)
+ b∗(γˇx)b(σˇy)−N−1a∗(γˇx)a(σˇy)
]
dˇx
=: M11 + M12
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To estimate M11, we proceed as in (4.170). With (4.35), using again ‖ηˇ‖∞ ≤ CN , we
find ∣∣〈ξ,M11ξ〉∣∣ ≤κ∫ dxdy N5/2V (N(x− y)) [‖b(γˇx)ξ‖+ ‖b∗(σˇx)ξ‖]
× [‖dˇyb(γˇx)ξ‖+ ‖dˇyb∗(σˇx)ξ‖+ ‖b(γˇy)dˇxξ‖+ ‖b∗(σˇy)dˇxξ‖]
≤ C
∫
dxdyN3/2V (N(x− y))
[
‖(N+ + 1)1/2ξ‖+ ‖aˇxξ‖
]
×
[
N‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)3/2ξ‖+ ‖aˇy(N+ + 1)3/2ξ‖
+ ‖aˇxaˇy(N+ + 1)ξ‖
]
≤ CN−1/2〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
As for the term M12, we use the bound∥∥∥(N+ + 1)1/2[b∗(γˇx)b∗(γˇy) + b∗(γˇx)b(σˇy) + b(σˇx)b(σˇy)
+ b∗(γˇx)b(σˇy)−N−1a∗(γˇx)a(σˇy)
]
ξ
∥∥∥
≤ C
[∥∥(N+ + 1)3/2ξ∥∥+ ∥∥aˇx(N+ + 1)ξ∥∥+ ∥∥aˇy(N+ + 1)ξ∥∥+ ∥∥aˇxaˇy(N+ + 1)1/2ξ∥∥]
to conclude that
|〈ξ,M12ξ〉|
≤ C
∫
dxdy N3/2V (N(x− y))
[
‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)1/2ξ‖
]
×
[∥∥(N+ + 1)3/2ξ∥∥+ ∥∥aˇx(N+ + 1)ξ∥∥+ ∥∥aˇy(N+ + 1)ξ∥∥+ ∥∥aˇxaˇy(N+ + 1)1/2ξ∥∥]
≤ CN−1/2〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
Thus,
|〈ξ,M1ξ〉| ≤ CN−1/2〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉 (4.172)
Finally, we consider (4.168). We split M0 = M01 + M02, with
M01 :=
κ√
N
∗∑
p,q
V̂ (p/N)γp+qγpb
∗
p+qb
∗
−p
[
γqbq + σqb
∗
−q
]
;
M02 :=
κ√
N
∗∑
p,q
V̂ (p/N)
[
γp+qσpb
∗
p+qbp + σp+qσpb−p−qbp + σp+qγpb
∗
−pb−p−q
−N−1σp+qγpa∗−pa−p−q
][
γqbq + σqb
∗
−q
]
Switching to position space, we find∣∣〈ξ,M02ξ〉∣∣ ≤ C ∫ dxdy N5/2V (N(x− y))[‖aˇxξ‖+ ‖(N+ + 1)1/2ξ‖]
×
[
‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)1/2ξ‖+ ‖aˇy(N+ + 1)1/2ξ‖
]
≤ CN−1/2〈ξ, (N+ + 1)2ξ〉
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As for M01, we write γp = 1+(γp−1) and γp+q = 1+(γp+q−1). Using that |γp−1| ≤ C/p4
and σq are square summable, it is easy to check that
M01 =
κ√
N
∗∑
p,q
V̂ (p/N)b∗p+qb
∗
−p
[
γqbq + σqb
∗
−q
]
+ E˜2
where E˜2 is such that
|〈ξ, E˜2ξ〉| ≤ CN−1/2〈ξ, (N+ + 1)2ξ〉
Combining the last bound, with the bounds (4.166), (4.169), (4.171), (4.172) and the
decompositions (4.165) and (4.167), we obtain (4.164).
4.7.4 Analysis of G(4)N = e−B(η)L(4)N eB(η)
From (4.43) we have
G(4)N =
κ
2N
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p,−q
V̂ (r/N)e−B(η)a∗p+ra
∗
qapaq+re
B(η) (4.173)
We define the error operator E(4)N through the identity
G(4)N = VN +
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1 + 1/N − 2 N+/N
)
+
κ
2N
∑
p∈Λ∗+,q∈Λ∗
V̂ ((p− q)/N)ηq
×
[
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp + σ
2
pbpb−p + dp
(
γpb−p + σpb∗p
)
+
(
γpbp + σpb
∗
−p
)
d−p + h.c.
]
+
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)ηpηq
×
[
γ2ub
∗
ubu + σ
2
ub
∗
ubu + γuσub
∗
ub
∗
−u + γuσubub−u + σ
2
u
]
+ E(4)N
(4.174)
The goal of this subsection is to bound the error term E(4)N .
Lemma 4.7.4. Let E(4)N be as defined in (4.174). Then, under the same assumptions as
in Proposition 4.3.2, we find C > 0 such that
± E(4)N ≤ CN−1/2(VN +N+ + 1)(N+ + 1) (4.175)
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Proof. First of all, we replace, on the r.h.s. of (4.173), all a-operators by b-operators.
To this end, we notice that
a∗p+ra
∗
qapaq+r = b
∗
p+rb
∗
qbpbq+r
(
1− 3
N
+
2N+
N
)
+ a∗p+ra
∗
qapaq+r ΘN+
where
ΘN+ :=
[(
N −N+ + 2
)
N
(N+ − 1)
N
+
(N+ − 2)
N
]2
+
[
− N
2
+
N2
+
3N+
N2
− 2
N2
][(
N −N+ + 2
)
N
(
N −N+ + 1
)
N
]
is such that ±ΘN+ ≤ C(N+ + 1)2/N2 on F≤N+ . With Lemma 4.7.1 we conclude that
G(4)N =
κ(N + 1)
2N2
∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)e−B(η)b∗p+rb
∗
qbpbq+re
B(η)
+
κ
N2
∑
p,q,u∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)e−B(η)b∗p+rb
∗
qb
∗
ububpbq+re
B(η) + E˜1
(4.176)
with the error E˜1 satisfying
±E˜1 ≤ CN−1(VN +N+ + 1)(N+ + 1)
We split the rest of the proof in two steps, where we analyze separately the two terms
on the r.h.s. of (4.176).
Step 1. The first term on the r.h.s. of (4.176) can be written as
κ(N + 1)
2N2
∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)e−B(η)b∗p+rb
∗
qbpbq+re
B(η)
= VN + κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1 + 1/N − 2N+/N
)
+
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp + σ
2
pbpb−p
+ dp
(
γpb−p + σpb∗p
)
+
(
γpbp + σpb
∗
−p
)
d−p + h.c.
]
+ E˜2
(4.177)
where the error E˜2 is such that
±E˜2 ≤ CN−1/2(VN +N+ + 1)(N+ + 1)
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To show (4.177), we write
κ(N + 1)
2N2
∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)e−B(η)b∗p+rb
∗
qbpbq+re
B(η) = V0 + V1 + V2 + V3 + V4
with
V0 :=
κ(N + 1)
2N2
∗∑
p,q,r
V̂ (r/N)
[
γp+rγqb
∗
p+rb
∗
q + γp+rσqb
∗
p+rb−q + σp+rσqb−p−rb−q
+ σp+rγq
(
b∗qb−p−r −N−1a∗qa−p−r
)][
σpσq+rb
∗
−pb
∗
−q−r
+ σpγq+rb
∗
−pbq+r + γpγq+rbpbq+r + γpσq+r
(
b∗−q−rbp −N−1a∗−q−rap
)]
+
κ(N + 1)
2N2
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[(
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp −N−1γpσpa∗pap
+ σ2pbpb−p
)(
1−N+/N
)
+ h.c.
]
+
κ(N + 1)
2N2
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1−N+/N
)2
,
(4.178)
V1 :=
κ(N + 1)
2N2
∗∑
p,q,r
V̂ (r/N)
[
γp+rγqb
∗
p+rb
∗
q + γp+rσqb
∗
p+rb−q
+ σp+rσqb−p−rb−q + σp+rγq
(
b∗qb−p−r −N−1a∗qa−p−r
)]
×
[(
γpbp + σpb
∗
−p
)
dq+r + dp
(
γq+rbq+r + σq+rb
∗
−q−r
)]
+
κ(N + 1)
2N2
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
(
1−N+/N
)
×
[
dp
(
γpb−p + σpb∗p
)
+
(
γpbp + σpb
∗
−p
)
d−p
]
+ h.c. ,
(4.179)
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and
V2 :=
κ(N + 1)
2N2
∗∑
p,q,r
V̂ (r/N)
[(
γp+rb
∗
p+r + σp+rb−p−r
)
d∗q + d
∗
p+r
(
γqb
∗
q + σqb−q
)]
×
[(
γpbp + σpb
∗
−p
)
dq+r + dp
(
γq+rbq+r + σq+rb
∗
−q−r
)]
+
κ(N + 1)
2N2
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[
d∗−pd
∗
p
(
1−N+/N
)
+
(
1−N+/N
)
dpd−p
]
,
V3 :=
κ(N + 1)
2N2
∗∑
p,q,r
V̂ (r/N)
[(
γp+rb
∗
p+r + σp+rb−p−r
)
d∗q + d
∗
p+r
(
γqb
∗
q + σqb−q
)]
dpdq+r
+ h.c. ;
V4 :=
κ(N + 1)
2N2
∗∑
p,q,r
V̂ (r/N)d∗p+rd
∗
qdpdq+r
(4.180)
Here, we used the notation
∑∗
p,q,r :=
∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p,−q for simplicity. Notice that
the index of Vj refers to the number of d-operators it contains.
Let us consider V4. Switching to position space and using (4.35), we find
|〈ξ,V4ξ〉| ≤ C
∫
dxdy N2V (N(x− y))‖dˇxdˇyξ‖ ‖dˇxdˇyξ‖
≤ C
∫
dxdy V (N(x− y))
[
‖(N+ + 1)2ξ‖+N‖(N+ + 1)ξ‖
+ ‖aˇx(N+ + 1)3/2ξ‖+ ‖aˇy(N+ + 1)3/2ξ‖+ ‖aˇxaˇy(N+ + 1)ξ‖
]2
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
Next, we switch to the contribution V3, defined in (4.180). Switching again to
position space, using (4.35) and the bound N+ ≤ N , we obtain
|〈ξ,V3ξ〉| ≤ C
∫
dxdy N2V (N(x− y))‖dˇxdˇyξ‖
×
[
‖dˇyb(γˇx)ξ‖+ ‖dˇyb∗(σˇx)ξ‖+ ‖b(γˇy)dˇxξ‖+ ‖b∗(σˇy)dˇxξ‖
]
≤ C
∫
dxdy V (N(x− y))
[
‖(N+ + 1)2ξ‖+ ‖aˇx(N+ + 1)3/2ξ‖
+ ‖aˇy(N+ + 1)3/2ξ‖+ ‖aˇxaˇy(N+ + 1)ξ‖+N‖(N+ + 1)ξ‖
]2
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
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Proceeding similarly, V2 can be bounded, switching to position space, by
|〈ξ,V2ξ〉| ≤ C
∫
dxdy N2V (N(x− y))
×
[
‖dˇyb(γˇx)ξ‖+ ‖dˇyb∗(σˇx)ξ‖+ ‖b(γˇy)dˇxξ‖+ ‖b∗(σˇy)dˇxξ‖
]2
+ C
∫
dxdy N2V (N(x− y))|(σˇ ∗ γˇ)(x− y)|‖(N+ + 1)−1dˇxdˇyξ‖‖(N+ + 1)ξ‖
≤ C
∫
dxdyV (N(x− y))
[
‖(N+ + 1)2ξ‖+ ‖aˇx(N+ + 1)3/2ξ‖
+ ‖aˇy(N+ + 1)3/2ξ‖+ ‖aˇxaˇy(N+ + 1)ξ‖+N‖(N+ + 1)ξ‖
]2
+ C
∫
dxdyNV (N(x− y))‖(N+ + 1)ξ‖
[
‖(N+ + 1)2ξ‖+N‖(N+ + 1)ξ‖
+ ‖aˇx(N+ + 1)3/2ξ‖+ ‖aˇy(N+ + 1)3/2ξ‖+ ‖aˇxaˇy(N+ + 1)ξ‖
]
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
Here we used the bound ‖σˇ ∗ γˇ‖∞ ≤ CN from (4.57).
Let us now study the term V1. We write
V1 =
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[
dp
(
γpb−p + σpb∗p
)
+
(
γpbp + σpb
∗
−p
)
d−p
]
+ h.c.
+ V12 + V13
(4.181)
where V13 denotes the first sum on the r.h.s. of (4.179) and V12 is the difference between
the second term on the r.h.s. of (4.179) and the term on the r.h.s. of (4.181). Switching
to position space and using (4.35), we find easily
|〈ξ,V12ξ〉| ≤ C
∫
dxdy NV (N(x− y))|(σˇ ∗ γˇ)(x− y)|‖(N+ + 1)ξ‖
× ‖ [‖dˇxb(γˇy)ξ‖+ ‖dˇxb∗(σy)ξ‖+ ‖b(γˇx)dˇyξ‖+ ‖b∗(σˇx)dˇyξ‖]
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
and
|〈ξ,V13ξ〉| ≤ C
∫
dxdyN2V (N(x− y))
×
[
‖(N+ + 1)ξ‖+ ‖ax(N+ + 1)1/2ξ‖+ ‖ay(N+ + 1)1/2ξ‖+ ‖axayξ‖
]
×
[
‖b(γˇx)dˇyξ‖+ ‖b∗(σˇx)dˇyξ‖+ ‖dˇxb(γˇy)ξ‖+ ‖dˇyb∗(σˇy)ξ‖
]
≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
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Finally, we analyse V0, as defined in (4.178). We write V0 = V01 + V02 + V03, where
V01 :=
κ(N + 1)
2N2
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1−N+/N
)2
;
V02 :=
κ(N + 1)
2N2
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[(
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp −N−1γpσpa∗pap
+ σ2pbpb−p
)(
1−N+/N
)
+ h.c.
]
;
V03 :=
κ(N + 1)
2N2
∗∑
p,q,r
V̂ (r/N)
[
γp+rγqb
∗
p+rb
∗
q + γp+rσqb
∗
p+rb−q + σp+rσqb−p−rb−q
+ σp+rγq
(
b∗qb−p−r −N−1a∗qa−p−r
)][
σpσq+rb
∗
−pb
∗
−q−r + σpγq+rb
∗
−pbq+r
+ γpγq+rbpbq+r + γpσq+r
(
b∗−q−rbp −N−1a∗−q−rap
)]
Proceeding similarly as above, switching to position space and using (in the estimate for
E˜4) the bound ‖σˇ ∗ γˇ‖∞ ≤ CN , we find that
V01 =
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1 + 1/N − 2N+/N
)
+ E˜3
V02 =
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp + σ
2
pbpb−p + h.c.
]
+ E˜4
V03 = VN + E˜5
Combining with (4.181) and with all other bounds for the error terms, we arrive at
(4.177).
Step 2. We claim that
κ
N2
∑
p,q,u∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)e−B(η)b∗p+rb
∗
qb
∗
ububpbq+re
B(η)
=
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
[
γ2ub
∗
ubu + σ
2
ub
∗
ubu + γuσub
∗
ub
∗
−u + γuσubub−u
]
+
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)σqγqσpγpσ2u + E˜6
(4.182)
where the error E˜6 is such that, on F≤N+ ,
±E(4)3,N ≤ CN−1/2(VN +N+ + 1)(N+ + 1)
To show (4.182), we split
κ
N2
∑
p,q,u∈Λ∗+,r∈Λ∗:
r 6=−p,−q
V̂ (r/N)e−B(η)b∗p+rb
∗
qb
∗
ububpbq+re
B(η) = W0 + W1 + W2
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where
W0 :=
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
[
1−N+/N
][
e−B(η)b∗ubue
B(η)
][
1−N+/N
]
;
and
W1 :=
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)σqγq
[
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp −N−1γpσpa∗pap + σ2pbpb−p
+ γpb
∗
−pd
∗
p + σpbpd
∗
p + γpd
∗
−pb
∗
p + σpd
∗
pbp + d
∗
p+rd
∗
q
]
× [e−B(η)b∗ubueB(η)][1−N+/N]+ h.c.;
W2 :=
κ
N2
∗∑
p,q,r,u
V̂ (r/N)
[
γp+rγqb
∗
p+rb
∗
q + γp+rσqb
∗
p+rb−q + σp+rσqb−p−rb−q
+ σp+rγq
(
b∗qb−p−r −N−1a∗qa−p−r
)
+
(
γp+rb
∗
p+r + σp+rb−p−r
)
d∗q
+ d∗p+r
(
γqb
∗
q + σqb−q
)
+ d∗p+rd
∗
q
]
×
[
e−B(η)b∗ubue
B(η)
]
×
[
σpσq+rb
∗
−pb
∗
−q−r
+ σpγq+rb
∗
−pbq+r + γpγq+rbpbq+r + γpσq+r
(
b∗−q−rbp −N−1a∗−q−rap
)
+
(
γpbp + σpb
∗
−p
)
dq+r + dp
(
γq+rbq+r + σq+rb
∗
−q−r
)
+ dpdq+r
]
Here, we introduced the notation
∑∗
p,q,r,u :=
∑
p,q,u∈Λ∗+,r∈Λ∗:r 6=−p,−q for simplicity. Using
Lemma 4.2.1 to get rid of the factor
∑
u∈Λ∗+ e
−B(η)b∗ubueB(η) = e−B(η)N+(1−N+/N)eB(η)
and then proceeding similarly as in Step 1, we obtain that
|〈ξ,W1ξ〉| ≤ CN−1/2〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
|〈ξ,W2ξ〉| ≤ CN−1〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
As for W0, we write
W0 =
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
×
[
γ2ub
∗
ubu + σ
2
ub
∗
ubu + γuσub
∗
ub
∗
−u + γuσubub−u + σ
2
u
]
+ E˜7
Using (4.33) to decompose
e−B(η)b∗ubue
B(η) =
(
γub
∗
u + σub−u + d
∗
u
)(
γubu + σub
∗
−u + du
)
and then the bounds (4.34), it is easy to estimate the remainder operator E˜7, on F≤N+ ,
by
±E˜7 ≤ CN−1(N+ + 1)
Hence, we obtain (4.182).
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Step 3. Conclusion of the proof. Combining (4.177) and (4.182) with (4.176), we
conclude that
G(4)N = VN +
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1 + 1/N − 2 N+/N
)
+
κ
2N
∑
p,q∈Λ∗+
V̂ ((p− q)/N)σqγq
[
γ2pb
∗
pb
∗
−p + 2γpσpb
∗
pbp + σ
2
pbpb−p + dp
(
γpb−p + σpb∗p
)
+
(
γpbp + σpb
∗
−p
)
d−p + h.c.
]
+
κ
N2
∑
p,q,u∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
×
[
γ2ub
∗
ubu + σ
2
ub
∗
ubu + γuσub
∗
ub
∗
−u + γuσubub−u + σ
2
u
]
+ E˜8
(4.183)
with an error E˜8 such that, on F≤N+ ,
±E˜8 ≤ CN−1/2(VN +N+ + 1)(N+ + 1)
To conclude the proof of (4.175), we just observe that in the term appearing on the
second line on the r.h.s. of (4.183), we can replace the product σqγq simply by ηq. Since
|σqγq − ηq| ≤ C|q|−6 (or, in position space, ‖(σˇ ∗ γˇ)− ηˇ‖∞ ≤ C), it is easy to show that
the difference can be incorporated in the error term. Similarly, in the term appearing
on the third and fourth lines on the r.h.s. of (4.183), we can replace σpγpσqγq by ηpηq;
also in this case, the contribution of the difference is small and can be included in the
remainder. This concludes the proof of the lemma.
4.7.5 Proof of Proposition 4.3.2
Collecting the results of (4.144), Lemma 4.7.2, Lemma 4.7.3 and Lemma 4.7.4, we obtain
that
GN = C˜GN + Q˜GN +DN +HN + CN + E˜GN (4.184)
where CN is the cubic term defined in (4.66), E˜GN an error term controlled by
±E˜GN ≤ CN−1/2(HN +N 2+)(N+ + 1),
and where C˜GN , Q˜GN and DN are given by
C˜GN =
(N − 1)
2
κV̂ (0) +
∑
p∈Λ∗+
[
p2σ2p
(
1 +
1
N
)
+ κV̂ (p/N)
(
σpγp + σ
2
p
) ]
+
κ
2N
∑
q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp
(
1 + 1/N
)
+
1
N
∑
u∈Λ∗+
σ2u
∑
p∈Λ∗+
[
p2σ2p +
κ
N
∑
q∈Λ∗+
V̂ ((p− q)/N)ηpηq
]
(4.185)
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Q˜GN =
∑
p∈Λ∗+
b∗pbp
[
2σ2pp
2 + κV̂ (p/N) (γp + σp)
2 +
2κ
N
γpσp
∑
q∈Λ∗
V̂ ((p− q)/N)ηq
]
+
∑
p∈Λ∗+
(
b∗pb
∗
−p + bpb−p
)
× [p2σpγp + κ
2
V̂ (p/N)(γp + σp)
2 +
κ
2N
∑
q∈Λ∗
V̂ ((p− q)/N)ηq(γ2p + σ2p)
]
− N+
N
∑
p∈Λ∗+
[
p2σ2p + κV̂ (p/N)γpσp +
κ
N
∑
q∈Λ∗+
V̂ ((p− q)/N)γpσpγqσq
]
+
1
N
∑
u∈Λ∗+
[
(γ2u + σ
2
u)b
∗
ubu + γuσu(b
∗
ub
∗
−u + bub−u)
]
×
∑
p∈Λ∗+
[
p2σ2p +
κ
N
∑
q∈Λ∗+
V̂ ((p− q)/N)ηpηq
]
(4.186)
and
DN =
∑
p∈Λ∗+
[
p2ηpbpd−p +
κ
2
V̂ (p/N)bpd−p +
κ
2N
(
V̂ (·/N) ∗ η)
p
bpd−p + h.c.
]
+
κ
2
∑
p∈Λ∗+
(V̂ (./N) ∗ f̂`,N )(p)
[
(γp − 1)bpd−p + σpb∗−pd−p + h.c.
]
+
κ
2
∑
p∈Λ∗+
(V̂ (./N) ∗ f̂`,N )(p)
[
γpdpb−p + σpdpb∗p + h.c.
] (4.187)
with f̂`,N defined as in (4.46). Next, we analyse the operator DN , which still contains
d-operators, to extract the important contributions. To this end, we write DN = D1 +
D2 + D3, where D1,D2,D3 denote the operators on the first, second and, respectively,
third line on the r.h.s. of (4.187).
Using the relation (4.52) and the bound (4.34), we find
|〈ξ,D1ξ〉| ≤
∑
p∈Λ∗+
|(χ̂` ∗ f̂`,N )(p)|‖(N+ + 1)ξ‖‖(N+ + 1)−1/2d−pξ‖
≤ C
N
‖(N+ + 1)ξ‖
∑
p∈Λ∗+
[
1
p4
‖(N+ + 1)ξ‖+ 1
p2
‖bp(N+ + 1)1/2ξ‖
]
≤ C
N
‖(N+ + 1)ξ‖2
Similarly, using (4.34), we find
±D2 ≤ CN−1(N+ + 1)2
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Thus, we switch to D3. We split D3 = D31 + D32 + D33, with
D31 :=
κ
2
∑
p∈Λ∗+
(V̂ (./N) ∗ f̂`,N )(p)γpdpb−p + h.c.
D32 :=
κ
2
∑
p∈Λ∗+
(V̂ (./N) ∗ f̂`,N )(p)(σp − ηp)dpb∗p + h.c.
D33 :=
κ
2
∑
p∈Λ∗+
(V̂ (./N) ∗ f̂`,N )(p)ηpdpb∗p + h.c.
Switching to position space and using (4.35), we observe that
|〈ξ,D31ξ〉| ≤ C
∫
dxdyN3V (N(x− y))f`(N(x− y))‖(N+ + 1)ξ‖‖(N+ + 1)−1dˇxb(γˇy)ξ‖
≤ C
∫
dxdyN2V (N(x− y))f`(N(x− y))‖(N+ + 1)ξ‖
×
[
‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)1/2ξ‖+ ‖aˇy(N+ + 1)1/2ξ‖+ ‖aˇxaˇyξ‖
]
≤ CN−1/2〈ξ, (VN +N+ + 1)(N+ + 1)ξ〉
As for D32, we can use the decay of |σp − ηp| ≤ C|p|−6 to prove that
±D32 ≤ CN−1(N+ + 1)2
We are left with D33; here we cannot apply (4.34) because of the lack of decay in p. This
term contains contributions that are relevant in the limit of large N . To isolate these
contributions, it is useful to rewrite the remainder operator dp as
dp = e
−B(η)bpeB(η) − γpbp − σpb∗−p
= (1− γp)bp − σpb∗−p + ηp
∫ 1
0
ds e−sB(η)
N −N+
N
b∗−pe
sB(η)
− 1
N
∫ 1
0
ds
∑
q∈Λ∗+
ηqe
−sB(η)b∗qa
∗
−qape
sB(η)
= ηp
∫ 1
0
ds d
(s)∗
−p −
ηp
N
∫ 1
0
ds e−sB(η)N+b∗−pesB(η)
− 1
N
∫ 1
0
ds
∑
q∈Λ∗+
ηqe
−sB(η)b∗qa
∗
−qape
sB(η)
(4.188)
where, in the last step, we wrote e−sB(η)b∗−pesB(η) = γ
(s)
p b∗−p + σ
(s)
p bp + d
(s)∗
−p (the label s
indicates that the coefficients γ
(s)
p , σ
(s)
p and the operator d
(s)∗
−p are defined with η replaced
by sη, for an s ∈ [0; 1]) and we integrated γ(s)p and σ(s)p over s ∈ [0; 1]. Inserting (4.188)
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into D33 and using the additional factor ηp appearing in the first two terms on the r.h.s.
of (4.188), we conclude that
D33 = − κ
2N
∫ 1
0
ds
∑
p,q∈Λ∗+
(V̂ (./N) ∗ f̂`,N )(p)ηpηq
[
e−sB(η)b∗qa
∗
−qape
sB(η)b∗p + h.c.
]
+ E˜1
with an error operator E˜1 such that
± E˜1 ≤ CN−1(N+ + 1)2 (4.189)
We expand
−e−sB(η)a∗−qapesB(η) = −a∗−qap −
∫ s
0
dt e−tB(η)
(
ηpb
∗
−qb
∗
−p + ηqbqbp
)
etB(η)
Again, the contribution containing the additional factor ηp is small. Hence, we have
D33 = − κ
2N
∫ 1
0
ds
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
(p)
[
ηpηqe
−sB(η)b∗qe
sB(η)
× (a∗−qapb∗p + ∫ s
0
dt ηqe
−tB(η)bqbpetB(η)b∗p
)
+ h.c.
]
+ E˜2
where, similarly to (4.189), ±E˜2 ≤ CN−1(N+ + 1)2. In the contribution proportional
to a∗−qapb∗p we commute b∗p to the left. In the other term, we expand e−tB(η)bpetB(η) =
γ
(t)
p bp + σ
(t)
p b∗−p + d
(t)
p using the notation introduced after (4.188) and we commute the
contribution γ
(t)
p bp to the right of b
∗
p. We obtain D33 = D331 + D332 + E˜2, with
D331 := − κ
2N
∫ 1
0
ds
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
p
ηpηqe
−sB(η)b∗qe
sB(η)b∗−q
− κ
2N
∫ 1
0
ds
∫ s
0
dt
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
p
ηpη
2
qe
−sB(η)b∗qe
sB(η)e−tB(η)bqetB(η)
+ h.c.,
D332 := − κ
2N
∫ 1
0
ds
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
p
ηpηqe
−sB(η)b∗qe
sB(η)b∗−qa
∗
pap
− κ
2N
∫ 1
0
ds
∫ s
0
dt
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
p
ηpη
2
qe
−sB(η)b∗qe
sB(η)e−tB(η)bqetB(η)
×
[
b∗pbp −N−1N+ −N−1a∗pap +
(
γ(t)p − 1
)
bpb
∗
p + σ
(t)
p b
∗
−pb
∗
p + d
(t)
p b
∗
p
]
+ h.c.
Since (γ
(t)
p − 1) ≤ Cηp and σ(t)p ≤ Cηp , we can bound∣∣〈ξ,D332ξ〉∣∣ ≤ CN−1〈ξ, (N+ + 1)2ξ〉
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We are left with the operator D331, which is quadratic in the b-fields. Expanding
e−sB(η)b∗qesB(η) = γ
(s)
q b∗q +σ
(s)
q b−q +d
(s),∗
q and e−tB(η)bqetB(η) = γ
(t)
q bq +σ
(t)
q b∗−q +d
(t)
q and
using the bounds (4.34), we obtain
D331 = − κ
2N
∫ 1
0
ds
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
p
ηpηq
[
γ(s)q b
∗
qb
∗
−q + σ
(s)
q b
∗
qbq + σ
(s)
q + h.c.
]
− κ
2N
∫ 1
0
ds
∫ s
0
dt
∑
p,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
p
ηpη
2
q
[
γ(s)q γ
(t)
q b
∗
qbq + γ
(s)
q σ
(t)
q b
∗
qb
∗
−q
+ σ(s)q γ
(t)
q bqbq + σ
(s)
q σ
(t)
q b
∗
qbq + σ
(s)
q σ
(t)
q + h.c.
]
+ E˜2
(4.190)
where the operator E˜2 is such that ±E˜2 ≤ CN−1(N+ + 1)2. Integrating (4.190) over t
and s, we conclude that
DN = − κ
2N
∑
p∈Λ∗,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
(p) ηp
[
γqσq
(
b∗qb
∗
−q + bqb−q
)
+ (σ2q + γ
2
q )b
∗
qbq + σ
2
q
]
+
κ
2N
∑
p∈Λ∗,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
(p) ηp b
∗
qbq + E˜3
(4.191)
where the error E˜3 satisfies
± E˜3 ≤ CN−1/2(VN +N+ + 1)(N+ + 1)
Notice that, in (4.191), we are summing also over the mode p = 0 (this contribution is
small, it can be inserted in the operator E˜3).
Inserting (4.191) into (4.184), we obtain the decomposition (4.67) of the Hamiltonian
GN . In fact, combining (4.185) with the constant contribution in (4.191), we find
C˜GN−
κ
2N
∑
p∈Λ∗,q∈Λ∗+
(
V̂ (·/N) ∗ f̂`,N
)
(p) ηpσ
2
q
=
(N − 1)
2
κV̂ (0) +
∑
p∈Λ∗+
[
p2σ2p + κV̂ (p/N)
(
σpγp + σ
2
p
) ]
+
κ
2N
∑
q∈Λ∗+
V̂ ((p− q)/N)σqγqσpγp + 1
N
∑
p∈Λ∗+
[
p2η2p +
κ
2N
(V̂ (./N) ∗ η)(p)ηp
]
+
1
N
∑
u∈Λ∗+
σ2u
∑
p∈Λ∗+
p2η2p − κ2 V̂ (p/N)ηp + κ2N ∑
q∈Λ∗+
(V̂ (./N) ∗ η)(p) ηp
+O(N−1)
(4.192)
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(the error O(N−1) arises from the substitution σp → ηp in the terms appearing at the
end of the third and on the fourth line). Using the relation (4.51), we have
p2η2p−
κ
2
V̂ (p/N)ηp+
κ
2N
∑
q∈Λ∗+
(V̂ ∗η)(p) ηp = −κV̂ (p/N)ηp+N3λ`(χ̂`∗f̂`,N )(p)ηp (4.193)
Since N3λ` = O(1) and ‖(χ̂` ∗ f̂`,N )η‖1 ≤ ‖χ̂` ∗ f̂`,N‖2‖η‖2 = ‖χ`f`‖2‖η‖2 ≤ ‖χ`‖2‖η‖2 ≤
C, uniformly in N , we conclude that the r.h.s. (4.192) coincides with (4.62), up to errors
of order N−1. Similarly, combining the quadratic term (4.186) with the quadratic terms
on the r.h.s. of (4.191) (and using again the relation (4.193), we obtain (4.65), up to
terms that can be incorporated in the error. We omit these last details.
4.8 Analysis of the excitation Hamiltonian JN
In this section we analyse the excitation Hamiltonian
JN = e−Ae−B(η)UNHNU∗NeB(η)eA = e−AGNeA
to show Proposition 4.3.3. The starting point is part b) of Proposition 4.3.2, stating
that
GN = CGN +QGN + CN +HN + EGN ,
where CGN , QGN and CN are defined in (4.62), (4.65) and (4.66) and the error term EGN
is such that
±EGN ≤
C√
N
[
(N+ + 1)(HN + 1) + (N+ + 1)3
]
.
From Proposition 4.4.2 and Proposition 4.4.4 we conclude that
±e−AEGN eA ≤
C√
N
[
(N+ + 1)(HN + 1) + (N+ + 1)3
]
In the following sections we study the action of eA on QGN , CN and HN separately. At
the end, in Section 4.8.4, we combine these results to prove Theorem 4.3.3.
4.8.1 Analysis of e−AQGN eA.
The action of eA on the quadratic operator QGN defined in Prop. 4.3.2 is determined by
the next proposition.
Proposition 4.8.1. Let A and QGN be defined as in (4.69) and, respectively, (4.65).
Then, under the assumptions of Proposition 4.3.3, we have
e−AQGN eA = QGN + E(Q)N ,
where the error E(Q)N is such that, for a constant C > 0,
±E(Q)N ≤
C√
N
(N+ + 1)2
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To prove the proposition we use the following lemma.
Lemma 4.8.2. Let A be defined as in (4.69) and let Φp and Gp such that |Φp| ≤ C and
|Gp| ≤ C|p|−2. Then, under the assumptions of Proposition 4.3.3,
±
∑
p∈Λ∗+
Φp [b
∗
pbp, A] ≤
C√
N
(N+ + 1)2 (4.194)
±
∑
p∈Λ∗+
Gp [(bpb−p + b∗pb∗−p), A] ≤
C√
N
(N+ + 1)2 (4.195)
Proof of Proposition 4.8.1. We write
e−AQGN eA = QGN +
∫ 1
0
ds e−sA [QN , A]esA .
We recall the expression for QGN in (4.65), where the coefficients of the diagonal and
off-diagonal terms are given by Φp in (4.63) and, respectively, by Γp in (4.64). With
(4.52), one can show that |Φp| ≤ C and |Γp| ≤ C|p|−2. Hence, Proposition 4.8.1 follows
from Lemma 4.8.2 and Proposition 4.4.2.
Proof of Lemma 4.8.2. We start from the proof of (4.194). We use the formula
[b∗p, A]
=
1√
N
∑
r∈PH
v∈PL
ηr
[
(γvb
∗
v + σvb−v)b−r
(
1− N+
N
)
dp,r+v
+ (γvb
∗
v + σvb−v)br+v
(
1− N+ − 1
N
)
dp,−r
+ σv
(
1− N+
N
)
br+vb−r dp,−v − γvb∗r+vb∗−r
(
1− N+
N
)
dp,v
]
− 1
N
√
N
∑
r∈PH
v∈PL
ηr
[
(γvb
∗
v + σvb−v)(b−ra
∗
par+v + a
∗
pa−rbr+v)
+ σva
∗
pa−vb−rbr+v − γvb∗r+vb∗−ra∗pav
]
(4.196)
and the fact that [bp, A] = [b
∗
p, A]
∗ to compute [b∗pbp, A]. We get:
∑
p∈Λ∗+
Φp [b
∗
pbp, A] =
8∑
j=1
∆j + h.c.
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where
∆1 =
1√
N
∑
r∈PH , v∈PL
Φr+vηr
(
1− N+ − 1
N
)
b∗r+vb
∗
−r(γvbv + σvb
∗
−v)
∆2 =
1√
N
∑
r∈PH , v∈PL
Φrηr
(
1− N+ − 2
N
)
b∗−rb
∗
r+v(γvbv + σvb
∗
−v),
∆3 =
1√
N
∑
r∈PH , v∈PL
Φvηr
(
1− N+ − 3
N
)
b∗r+vb
∗
−rσvb
∗
−v
∆4 = − 1√
N
∑
r∈PH , v∈PL
Φvηr
(
1− N+ − 2
N
)
b∗−rb
∗
r+vγvbv
∆5 = − 1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Φpηr b
∗
pa
∗
r+vapb
∗
−r(γvbv + σvb
∗
−v)
∆6 = − 1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Φpηr b
∗
pb
∗
r+va
∗
−rap(γvbv + σvb
∗
−v)
∆7 = − 1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Φpηrσv b
∗
pb
∗
r+vb
∗
−ra
∗
−vap
∆8 =
1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Φpηrγv b
∗
pa
∗
vapb−rbr+v
Using |Φp| ≤ C, |ηr| ≤ C|r|−2, |σv| ≤ C|v|−2, we estimate, for any ξ ∈ F≤N+ ,
|〈ξ,∆1ξ〉| ≤ C√
N
∑
r∈PH , v∈PL
|ηr|‖b−rbr+vξ‖
(|σv|‖(N+ + 1)1/2ξ‖+ ‖bvξ‖)
≤ C√
N
‖(N+ + 1)ξ‖2
The terms ∆j with j = 2, 3, 4 are bounded in a similar way. To bound ∆5 we first move
b∗−r to the left, obtaining
∆5 =− 1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Φpηr b
∗
pb
∗
−ra
∗
r+vap(γvbv + σvb
∗
−v)
− 1
N3/2
∑
r∈PH , v∈PL
Φrηrb
∗
−rb
∗
r+v(γvbv + σvb
∗
−v) = ∆
(1)
5 + ∆
(2)
5
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The cubic term ∆
(2)
5 can be estimated similarly as ∆1, while
|〈ξ,∆(1)5 ξ〉| ≤
C
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
|ηr|‖ar+vb−rbpξ‖‖ap(γvbv + σvb∗−v)ξ‖
≤ C
N
( 1
N
∑
p∈Λ∗+
∑
r∈PH , v∈PL
‖ar+vb−rbpξ‖2
)1/2
×
( ∑
p∈Λ∗+
∑
r∈PH , v∈PL
|ηr|2
[‖apbvξ‖2 + |σv|2‖apb∗−vξ‖2] )1/2
≤ C
N
‖(N+ + 1)ξ‖2 .
(In the last step, to bound the contribution proportional to ‖apb∗−vξ‖, we first estimated
the sum over r, p with fixed v by |σv|2‖N 1/2+ b∗−vξ‖2 ≤ |σv|2‖(N+ + 1)ξ‖ and then we
summed over v). The terms ∆j with j = 6, 7, 8 can be treated as ∆
(1)
5 . Hence for all
j = 1, . . . , 8 we have
± (∆j + h.c.) ≤ C√
N
(N+ + 1)2 .
This concludes the proof of (4.194).
To show (4.195) we use (4.196) and its conjugate to compute
∑
p∈Λ∗+
Γp [(bpb−p + b∗pb
∗
−p), A] =
9∑
j=1
Υj + h.c.
where
Υ1 =
1√
N
∑
r∈PH , v∈PL
Γr+vηr
(
1− N+ + 1
N
)
(b∗−rb−r−v −
1
N
a∗−ra−r−v)(γvbv + σvb
∗
−v)
Υ2 =
1√
N
∑
r∈PH , v∈PL
Γr+vηr
(
1− N+
N
)
b∗−r(γvbv + σvb
∗
−v)b−r−v
Υ3 =
1√
N
∑
r∈PH , v∈PL
Γrηr
(
1− N+
N
)
(b∗r+vbr −
1
N
a∗r+var)(γvbv + σvb
∗
−v)
Υ4 =
1√
N
∑
r∈PH , v∈PL
Γrηr
(
1− N+ − 1
N
)
b∗r+v(γvbv + σvb
∗
−v)br
Υ5 =
1√
N
∑
r∈PH , v∈PL
Γvηrσv
(
1− N+ − 1
N
)
(b∗r+vbv −
1
N
a∗r+vav)b
∗
−r
Υ6 =
1√
N
∑
r∈PH , v∈PL
Γvηrσv
(
1− N+ − 2
N
)
b∗r+vb
∗
−rbv
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and
Υ7 = − 1√
N
∑
r∈PH , v∈PL
Γvηrγv
[(
1− N+
N
)
+
(
1− N+ + 1
N
)]
br+vb−rb−v
Υ8 = − 1
N
√
N
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Γpηr
[
bp(a
∗
r+va−pb
∗
−r + b
∗
r+va
∗
−ra−p)(γvbv + σvb
∗
−v)
+ σvbpb
∗
r+vb
∗
−ra
∗
−va−p − γvbpa∗va−pb−rbr+v
]
Υ9 = − 1
N
√
N
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Γpηr
[
(a∗r+vapb
∗
−r + b
∗
r+va
∗
−rap)(γvbv + σvb
∗
−v)b−p
+ σvb
∗
r+vb
∗
−ra
∗
−vapb−p − γva∗vapb−rbr+vb−p
]
We show now that for all j = 1, . . . , 9 we have, on F≤N+ ,
± (Υj + h.c.) ≤ C√
N
(N+ + 1)2 (4.197)
We observe that
|〈ξ,Υ1ξ〉| ≤ 1√
N
∑
r∈PH , v∈PL
|Γr+v||ηr|‖a−rξ‖‖a−r−v(γvbv + σvb∗v)ξ‖
≤ C√
N
( ∑
r∈PH , v∈PL
|Γr+v|2‖a−rξ‖2
)1/2
×
( ∑
r∈PH , v∈PL
|ηr|2
[
‖bv(N+ + 1)1/2ξ‖2 + |σv|2‖(N+ + 1)ξ‖2
] )1/2
≤ C√
N
‖(N+ + 1)ξ‖2,
and similar bounds hold for Υj with j=2,3,4. Next, we bound
|〈ξ,Υ5ξ〉| ≤ 1√
N
∑
r∈PH , v∈PL
|Γv||ηr||σv|‖ar+vξ‖‖avb∗−rξ‖
≤ C√
N
( ∑
r∈PH , v∈PL
|Γv|2‖ar+vξ‖2
)1/2( ∑
r∈PH , v∈PL
|ηr|2|σv|2‖(N+ + 1)ξ‖2
)1/2
≤ C√
N
‖(N+ + 1)ξ‖2 .
and similarly for Υ6. To bound Υ7 we use
|〈ξ,Υ7ξ〉| ≤ 1√
N
∑
r∈PH , v∈PL
|Γv||ηr|‖br+vN−1/2+ b−rb−vξ‖‖(N+ + 1)1/2ξ‖
≤ C√
N
( ∑
r∈PH , v∈PL
‖b−rb−vξ‖2
)1/2( ∑
r∈PH , v∈PL
|Gv|2|ηr|2‖(N+ + 1)ξ‖2
)1/2
≤ C√
N
‖(N+ + 1)ξ‖2 .
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We consider now Υ8. In the first term we move b
∗−r to the left:
Υ
(1)
8 := −
1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Γpηr bpa
∗
r+va−pb
∗
−r(γvbv + σvb
∗
−v)
= − 1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
Γpηr bpb
∗
−ra
∗
r+va−p(γvbv + σvb
∗
−v)
− 1
N3/2
∑
r∈PH , v∈PL
Γrηr brb
∗
r+v(γvbv + σvb
∗
−v) = Υ
(1a)
8 + Υ
(1b)
8
To bound the quintic term we use that |PL| ≤ CN3/2 and
∑
r∈PH |ηr|2 ≤ CN−1/2:
|〈ξ,Υ(1a)8 ξ〉| ≤
1
N3/2
∑
p∈Λ∗+
∑
r∈PH , v∈PL
|Γp||ηr| ‖b∗par+vξ‖‖a−pb∗−r(γvbv + σvb∗−v)ξ‖
≤ 1
N
( ∑
p∈Λ∗+
∑
r∈PH , v∈PL
|Gp|2‖(N+ + 1)1/2ar+vξ‖2
)1/2
×
( 1
N
∑
p∈Λ∗+
∑
r∈PH , v∈PL
|ηr|2
[‖a−pb∗−rbvξ‖2 + |σv|2‖a−pb∗−rb∗−vξ‖2] )1/2
≤ C√
N
‖(N+ + 1)ξ‖2
where, in the last step, to bound the contribution proportional to ‖a−pb∗−rbvξ‖2, we first
estimated the sum over p by ‖N 1/2+ b∗−rbvξ‖ ≤ ‖bv(N+ +1)ξ‖ and then we summed over r
and v (and similarly for the term proportional to ‖a−pb∗−rb∗−vξ‖). As for the cubic term,
we have
|〈ξ,Υ(1b)8 ξ〉| ≤
1
N3/2
( ∑
r∈PH , v∈PL
|Γr|2‖b∗rbr+vξ‖2
)1/2
×
( ∑
r∈PH , v∈PL
|ηr|2
[
‖bvξ‖2 + |σv|2‖(N+ + 1)1/2ξ‖2
] )1/2
≤ 1
N3/2
‖(N+ + 1)ξ‖2
The remaining terms in Υ8 and Υ9 can be treated with the same arguments shown
above, thus concluding the proof of (4.197).
4.8.2 Analysis of e−ACNeA.
In this section, we analyze the action of the cubic exponential on the cubic term CN ,
defined in (4.66).
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Proposition 4.8.3. Let A be defined as in (4.69) and let CN be defined as in (4.66).
Then, under the assumptions of Proposition 4.3.3, we have
e−ACN eA = CN + 2
N
∑
r∈PH ,v∈PL
κ
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr
×
[
σ2v + (γ
2
v + σ
2
v) b
∗
vbv + γvσv
(
bvb−v + b∗vb
∗
−v
)]
+ E(C)N ,
(4.198)
where the error E(C)N satisfies
±E(C)N ≤
C√
N
[
(N+ + 1)(HN + 1) + (N+ + 1)3
]
. (4.199)
To prove the proposition we use the following lemma.
Lemma 4.8.4. Let A be defined as in (4.69) and CN be defined as in (4.62). Then,
under the assumptions of Proposition 4.3.3,
[CN , A] =
14∑
j=0
Ξj + h.c. (4.200)
where
Ξ0 =
κ
N
∑
r∈PH
v∈PL
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr
[
σ2v + (γ
2
v + σ
2
v) b
∗
vbv + γvσv
(
bvb−v + b∗vb
∗
−v
)]
Ξ1 =
κ
N
∑
r∈PH
v∈PL
V̂ ((r + v)/N)ηr (γvb
∗
v + σvb−v)
[(
1− N+
N
)2
− 1
]
(γvbv + σvb
∗
−v)
+
κ
N
∑
r∈PH
v∈PL
V̂ (r/N)ηr (γvb
∗
v + σvb−v)
[(
1− N+ + 1
N
)(
1− N+
N
)
− 1
]
(γvbv + σvb
∗
−v)
Ξ2 =
κ
N
∑
r∈PH , v∈PL
V̂ (r/N)ηr σv
(
1− N+ + 1
N
)(
1− N+
N
)
br+v(γr+vb−r−v + σr+vb∗r+v)
Ξ3 =
κ
N
∑
r∈PH , v∈PL
V̂ ((r + v)/N)ηr σv
(
1− N+
N
)2
b−r(γrbr + σrb∗−r)
Ξ4 = − κ
N2
∑
r∈PH , v∈PL
V̂ ((r + v)/N)ηr σv
(
1− N+
N
)
b−r(γrbr + σrb∗−r)
Ξ5 =
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=r+v
V̂ (p/N)ηr(γvb
∗
v + σvb−v)
(
1− N+ + 1
N
)
(b∗−pb−r −
1
N
a∗−pa−r)
× (γr+v−pbr+v−p + σr+v−pb∗p−r−v)
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and
Ξ6 =
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=−r
V̂ (p/N)ηr(γvb
∗
v + σvb−v)
(
1− N+
N
)
(b∗−pbr+v −
1
N
a∗−par+v)
× (γr+pb−r−p + σr+pb∗r+p)
Ξ7 =
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=−v
V̂ (p/N)ηr
(
1− N+
N
)
σv(b
∗
−pbr+v −
1
N
a∗−par+v)b−r
× (γp+vb−p−v + σp+vb∗p+v)
Ξ8 = − κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=v
V̂ (p/N)ηr
(
1− N+ − 2
N
)
γv b
∗
r+vb
∗
−rb
∗
−p(γp−vb−p+v + σp−vb
∗
p−v)
Ξ9 = − κ
N2
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p6=−v
V̂ (p/N)ηr
(
1− N+
N
)
σv a
∗
−pa−rbr+v (γp+vb−p−v + σp+vb
∗
p+v)
Ξ10 =
κ
N2
∑
r∈PH
v∈PL
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N)ηr(γvb
∗
v + σvb−v)(a
∗
p+qar+vb−r + br+va
∗
p+qa−r)b
∗
−p
× (γqbq + σqb∗−q)
Ξ11 =
κ
N2
∑
r∈PH
v∈PL
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N)ηr
(
γvb
∗
r+vb
∗
−ra
∗
p+qav + σva
∗
p+qa−vb−rbr+v
)
b∗−p
× (γqbq + σqb∗−q)
and
Ξ12 =
κ√
N
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N) b∗p+q [b
∗
−p, A]
(
γqbq + σqb
∗
−q
)
Ξ13 =
κ√
N
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N) γq b
∗
p+q b
∗
−p [bq, A]
Ξ14 =
κ√
N
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N)σq b
∗
p+q b
∗
−p [b
∗
−q, A]
(4.201)
For all j = 1, . . . , 14 (but not for j = 0) we have
± (Ξj + h.c.) ≤ C√
N
[
(N+ + 1)(K + 1) + (N+ + 1)3
]
. (4.202)
Moreover,
± [Ξ0, A] ≤ C√
N
(N+ + 1)2 . (4.203)
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Proof of Prop. 4.8.3. We write
e−ACN eA = CN +
∫ 1
0
ds e−sA [CN , A]esA . (4.204)
We set E˜(C)N := [CN , A] − 2Ξ0 =
∑14
j=1(Ξj + h.c.) and rewrite (4.204) as e
−ACN eA =
CN + 2Ξ0 + E(C)N , with
E(C)N =
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2A [2Ξ0, A]es2A + ∫ 1
0
ds e−sA E˜(C)N esA .
Lemma 4.8.4 together with Proposition 4.4.2 and Proposition 4.4.4 imply (4.199); with
the definition of Ξ0 we obtain (4.198).
Proof of Lemma 4.8.4. We have
[CN , A] = κ√
N
∑
p,q∈Λ∗+
p6=−q
V̂ (p/N) [b∗p+q, A] b
∗
−p
(
γqbq + σqb
∗
−q
)
+
14∑
j=12
Ξj + h.c. (4.205)
We use the formula (4.196) to compute the first term on the r.h.s. of (4.205). Putting in
normal order the quartic terms (but leaving unchanged the parenthesis (γvb
∗
v + σvb−v)
and its conjugate) we obtain
κ√
N
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N) [b∗p+q, A] b
∗
−p
(
γqbq + σqb
∗
−q
)
=
κ
N
∑
r∈PH
v∈PL
V̂ (r/N)ηr (γvb
∗
v + σvb−v)
(
1− N+ + 1
N
)(
1− N+
N
)
(γvbv + σvb
∗
−v)
+
κ
N
∑
r∈PH
v∈PL
V̂ ((r + v)/N)ηr (γvb
∗
v + σvb−v)
(
1− N+
N
)2
(γvbv + σvb
∗
−v) +
11∑
j=2
Ξj
The first two terms on the r.h.s. of the last equation can be further decomposed as
Ξ0 +Ξ1. Combining (4.205) with the last equation we obtain the decomposition (4.200).
Next, we prove the bound (4.202). With
∑
r∈Λ∗+ V̂ (r/N)ηr ≤ CN and
∑
v∈PL |σv|2 ≤
C, we obtain that ±Ξ1 ≤ CN−1(N+ + 1)2. As for Ξ2, we find
|〈ξ,Ξ2ξ〉| ≤ C
N
( ∑
r∈PH
v∈PL
|ηr|2|σv|‖N 1/2+ ξ‖2
)1/2
×
( ∑
r∈PH
v∈PL
|σv|
[
‖b−r−vξ‖2 + |σr+v|2‖(N+ + 1)1/2ξ‖2
] )1/2
≤ C√
N
‖(N+ + 1)1/2ξ‖2
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using
∑
v∈PL |σv| ≤ CN1/2. The terms Ξ3 and Ξ4 can be bounded analogously. As for
the term Ξ5 = Ξ
(1)
5 + Ξ
(2)
5 we use that |PL| ≤ CN3/2 and
∑
r∈PH |ηr|2 ≤ CN−1/2, hence
|〈ξ,Ξ(1)5 ξ〉|
≤ κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=r+v
|V̂ (p/N)||ηr|‖bvb−pξ‖‖b−r(γr+v−pbr+v−p + σr+v−pb∗p−r−v)ξ‖
≤ κ
N
( ∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=r+v
|ηr|2‖bvb−pξ‖2
)1/2
×
[( ∑
r∈PH
v∈PL
∑
p∈Λ∗+
p6=r+v
‖b−rbr+v−pξ‖2
)1/2
+
( ∑
r∈PH
v∈PL
∑
p∈Λ∗+
p6=r+v
|σr+v−p|2‖b−rb∗p−r−vξ‖2
)1/2 ]
≤ C√
N
‖(N+ + 1)ξ‖2
In the last step, to bound the term proportional to ‖b−rb∗p−r−vξ‖, we first shifted p →
p + r + v, then we estimated the sum over r by ‖N 1/2+ b∗pξ‖ ≤ ‖(N+ + 1)ξ‖ and at the
end we summed over v and p (using the factor |σp|2). The bound for Ξ(2)5 and for the
terms Ξj with j = 6, 7, 8, 9 can be obtained similarly. As for the term Ξ10 we first move
the operator b∗p to the left, obtaining
Ξ10 =
κ
N2
∑
r∈PH
v∈PL
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N)ηr (γvb
∗
v + σvb−v) a
∗
p+qar+v
(
b∗−pb−r −
1
N
a∗−pa−r
)
× (γqbq + σqb∗−q)
+
κ
N2
∑
r∈PH
v∈PL
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N)ηr (γvb
∗
v + σvb−v) br+vb
∗
−pa
∗
p+qa−r(γqbq + σqb
∗
−q)
+
κ
N2
∑
r∈PH
v∈PL
∑
q∈Λ∗+
q 6=−r
V̂ (r/N)ηr(γvb
∗
v + σvb−v) a
∗
r+qar+v(γqbq + σqb
∗
−q)
+
κ
N2
∑
r∈PH
v∈PL
∑
q∈Λ∗+
q 6=−r
V̂ (r/N)ηr(γvb
∗
v + σvb−v) br+vb
∗
r+q(γqbq + σqb
∗
−q)
=
4∑
j=1
Ξ
(j)
10
(4.206)
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To bound Ξ
(1)
10 , we commute the operator ar+v to the right of b
∗−p. we find
|〈ξ,Ξ(1)10 ξ〉| ≤
C
N2
∑
p,q∈Λ∗+
p 6=−q
∑
r∈PH
v∈PL
|V̂ (p/N)||ηr|
× ‖b−pap+q(γvbv + σvb∗−v)ξ‖‖ar+vb−r(γqbq + σqb∗−q)ξ‖
+
C
N2
∑
p,q∈Λ∗+
p 6=−q
∑
v∈PL
p+v∈PH
|V̂ (p/N)||ηp+v|
× ‖bp+q(γvbv + σvb∗−v)ξ‖‖bp+v(γqbq + σqb∗−q)ξ‖
(4.207)
By Cauchy-Schwarz and using the bound
∑
p∈Λ∗+ |V̂ (p/N)|
2 ≤ CN3, we obtain
|〈ξ,Ξ(1)10 ξ〉|
≤ C
N2
( ∑
p,q∈Λ∗+
p 6=−q
∑
r∈PH
v∈PL
|ηr|2
[‖a−pap+qavξ‖2 + |σv|2‖a−pap+qa∗−vξ‖2] )1/2
×
( ∑
p,q∈Λ∗+
p 6=−q
∑
r∈PH
v∈PL
|V̂ (p/N)|2 [‖ar+va−raqξ‖+ |σq|2‖ar+va−ra∗qξ‖2] )1/2
+
C
N2
( ∑
p,q∈Λ∗+
p 6=−q
∑
v∈PL
|ηp+v|2
[‖ap+qbvξ‖2 + |σv|2‖ap+qb∗−vξ‖2] )1/2
×
( ∑
p,q∈Λ∗+
p 6=−q
∑
v∈PL
[‖ap+vbqξ‖2 + |σq|2‖ap+vb∗−qξ‖2] )1/2
≤ C√
N
〈ξ, (N+ + 1)3ξ〉
(4.208)
The bound for Ξ
(2)
10 is similar. As for the quartic operators Ξ
(3)
10 and Ξ
(4)
10 , they can be
handled like the second term on the r.h.s. of (4.207) (in Ξ
(4)
10 we first commute br+v and
b∗r+q). We obtain that
±Ξ10 ≤ C√
N
(N+ + 1)3
The operator Ξ11 can be controlled similarly as Ξ10. To estimate Ξ12, Ξ13 and Ξ14,
we insert (4.196) into (4.201); this produces several terms. The contributions arising
from Ξ12 are similar to the terms Ξ1, . . . ,Ξ11 considered above and their expectation
can be estimated analogously. On the other hand, to bound some of the contributions
to Ξ13 and Ξ14 we need to use the kinetic energy operator. To explain this step, let us
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compute Ξ13 explicitly. We find Ξ13 =
∑6
j=1 Ξ
(j)
13 with
Ξ
(1)
13 =
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=−r−v
V̂ (p/N) ηr γr+vb
∗
p+r+v b
∗
−p
(
1− N+
N
)
b∗−r(γvbv + σvb
∗
−v)
Ξ
(2)
13 =
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p6=r
V̂ (p/N) ηr γrb
∗
p−r b
∗
−p
(
1− N+ − 1
N
)
b∗r+v(γvbv + σvb
∗
−v)
Ξ
(3)
13 =
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=v
V̂ (p/N) ηr γvσv b
∗
p−v b
∗
−p b
∗
r+vb
∗
−r
(
1− N+
N
)
Ξ
(4)
13 = −
κ
N
∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=−v
V̂ (p/N) ηr γ
2
v b
∗
p+v b
∗
−p
(
1− N+
N
)
b−rbr+v
Ξ
(5)
13 = −
κ
N2
∑
r∈PH
v∈PL
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N) ηr γqb
∗
p+q b
∗
−p (a
∗
r+vaqb
∗
−r + b
∗
r+va
∗
−raq)(γvbv + σvb
∗
−v)
Ξ
(6)
13 =
κ
N2
∑
r∈PH
v∈PL
∑
p,q∈Λ∗+
p 6=−q
V̂ (p/N) ηr γqb
∗
p+q b
∗
−p(γva
∗
vaqb−rbr+v − σvb∗r+vb∗−ra∗−vaq) .
To bound Ξ
(1)
13 we use Cauchy-Schwarz. We find (with appropriate shifts of the summa-
tion variables)
|〈ξ,Ξ(1)13 ξ〉|
≤ C
N
( ∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=r+v
|p|2 ‖b−rb−pbp+r+v (N+ + 1)−1/2ξ‖2
)1/2
×
( ∑
r∈PH
v∈PL
∑
p∈Λ∗+
p 6=r+v
|V̂ (p/N)|2
|p|2 |ηr|
2
[
‖bv (N+ + 1)1/2ξ‖2 + |σv|2‖(N+ + 1)ξ‖2
])1/2
≤ C√
N
[
‖(N+ + 1)1/2(K + 1)1/2ξ‖2 + ‖(N+ + 1)ξ‖2
]
.
The bounds for Ξ
(j)
13 with j = 2, 3, 4 can be obtained similarly. As for the terms Ξ
(5)
13 and
Ξ
(6)
13 , they can be estimated proceeding as we did for Ξ10. We conclude that
± Ξ13 ≤ C√
N
(N+ + 1)(K + 1) + (N+ + 1)3 (4.209)
Also the term Ξ14 can be controlled analogously. To avoid repetitions, we skip the
details.
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To conclude the proof of the lemma it remains to show (4.203), which follows from
Lemma 4.8.2 since, for any v ∈ PL, we have∣∣∣ κ
N
∑
r∈PH
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr (γ
2
v + σ
2
v)
∣∣∣ ≤ C,
∣∣∣ κ
N
∑
r∈PH
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr γvσv
∣∣∣ ≤ C
v2
4.8.3 Analysis of e−AHNeA.
In this section, we analyse the action of the cubic exponential on HN = K + VN .
Proposition 4.8.5. Let A be defined as in (4.69) and HN as defined after (4.59). Then,
under the assumptions of Proposition 4.3.3, we have
e−AHN eA = HN − 1√
N
∑
r∈PH
v∈PL
κV̂ (r/N)
[
b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
+ h.c.
]
− 1
N
∑
r∈PH
v∈PL
κ
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr
×
[
σ2v + (γ
2
v + σ
2
v) b
∗
vbv + γvσv
(
bvb−v + b∗vb
∗
−v
)]
+ E(H)N ,
where the error E(H)N satisfies
±E(H)N ≤ CN−1/4
[
(N+ + 1)(HN + 1) + (N+ + 1)3
]
.
To show the proposition we use the following lemma.
Lemma 4.8.6. Let A be defined as in (4.69) and let
Θ0 = − 1√
N
∑
r∈PH , v∈PL
κV̂ (r/N) b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
as defined in Lemma 4.4.3. Then, under the assumptions of Proposition 4.3.3,
[Θ0 + Θ
∗
0, A] =
12∑
j=0
Πj + h.c.
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with
Π0 = − κ
N
∑
r∈PH
v∈PL
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr
[
σ2v + (γ
2
v + σ
2
v)b
∗
vbv + γvσv(bvb−v + b
∗
vb
∗
−v)
]
Π1 = − κ
N
∑
r∈PH
v∈PL
V̂ ((r + v)/N)ηr(γvb
∗
v + σvb−v)
[(
1− N+
N
)2
− 1
]
(γvbv + σvb
∗
−v)
− κ
N
∑
r∈PH
v∈PL
V̂ (r/N)ηr(γvb
∗
v + σvb−v)
[(
1− N+ + 1
N
)(
1− N+
N
)
− 1
]
× (γvbv + σvb∗−v)
Π2 = − κ
N
∑
r∈PH
v∈PL
V̂ (r/N)ηrσv
(
1− N+ + 1
N
)(
1− N+
N
)
br+v(γr+vb−r−v + σr+vb∗r+v)
Π3 = − κ
N
∑
r∈PH
v∈PL
∑
w∈PL−w+r+v∈PH
V̂ ((r + v − w)/N)ηr(γvb∗v + σvb−v)
(
1− N+ + 1
N
)
× (b∗w−r−vb−r − 1N a∗w−r−va−r)(γwbw + σwb∗−w)
Π4 = − κ
N
∑
r∈PH
v∈PL
∑
w∈PL
w+r∈PH
V̂ ((r + w)/N)ηr(γvb
∗
v + σvb−v)
(
1− N+
N
)
× (b∗r+wbr+v − 1N a∗r+war+v)(γwbw + σwb∗−w)
Π5 = − κ
N
∑
r∈PH
v∈PL
∑
w∈PL
w+v∈PH
V̂ ((v + w)/N)ηrσv
(
1− N+
N
)
× (b∗w+vbr+v − 1N a∗w+var+v)b−r(γwbw + σwb∗−w)
Π6 =
κ
N2
∑
r∈PH
v∈PL
∑
w∈PL
w+v∈PH
V̂ ((v + w)/N)ηrσv
(
1− N+
N
)
a∗v+wa−rbr+v(γwbw + σwb
∗
−w)
Π7 =
κ
N
∑
r∈PH
v∈PL
∑
w∈PL
v−w∈PH
V̂ ((v − w)/N)ηrγvb∗r+vb∗−r
(
1− N+
N
)
b∗w−v(γwbw + σwb
∗
−w)
Π8 =
κ
N2
∑
r,s∈PH
v,w∈PL
V̂ (s/N)ηr(γvb
∗
v + σvb−v)(b−ra
∗
s+war+v + a
∗
s+wa−rbr+v)b
∗
−s(γwbw + σwb
∗
−w)
Π9 =
κ
N2
∑
r,s∈PH
v,w∈PL
V̂ (s/N)ηr(σva
∗
s+wa−vb−rbr+v − γvb∗r+vb∗−ra∗s+wav
]
b∗−s (γwbw + σwb
∗
−w)
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and
Π10 = − κ√
N
∑
r∈PH , v∈PL
V̂ (r/N)b∗r+v[b
∗
−r, A]
(
γvbv + σvb
∗
−v
)
Π11 = − κ√
N
∑
r∈PH , v∈PL
V̂ (r/N)γv b
∗
r+vb
∗
−r [bv, A]
Π12 = − κ√
N
∑
r∈PH , v∈PL
V̂ (r/N)b∗r+vb
∗
−rσv [b
∗
−v, A]
(4.210)
For all j = 1, . . . , 12 (but not for j = 0) we have
± (Πj + h.c.) ≤ C√
N
[
(N+ + 1)(K + 1) + (N+ + 1)3
]
. (4.211)
Proof of Prop. 4.8.5. To show the proposition we write
e−AHN eA = HN +
∫ 1
0
ds e−sA [HN , A]esA (4.212)
From Lemma 4.4.3 we know that
[HN , A] = Θ0 + Θ∗0 + E(H)N,1
where
± E(H)N,1 ≤ CN−1/4
[
(N+ + 1)(K + 1) + (N+ + 1)3
]
. (4.213)
Hence, (4.212) implies that
e−AHN eA
= HN + Θ0 + Θ∗0
+
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2A [(Θ0 + Θ∗0), A]es2A + ∫ 1
0
ds e−sA E(H)N,1 esA .
Using Lemma 4.8.6 and setting E(H)N,2 =
∑12
j=1 Πj + h.c. we finally obtain
e−AHN eA = HN + Θ0 + Θ∗0 + Π0
+
∫ 1
0
ds1
∫ s1
0
ds2
∫ s2
0
ds3 e
−s3A [2Π0, A]es3A
+
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2A E(H)N,2 es2A +
∫ 1
0
dse−sA E(H)N,1 esA .
Proposition 4.8.5 now follows combining (4.213) with the estimates (4.211) and with the
observation that Π0 = −Ξ0, where Ξ0 is defined in Lemma 4.8.4 and satisfies the bound
(4.203).
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Proof of Lemma 4.8.6. We write
[Θ0, A] = − 1√
N
∑
r∈PH , v∈PL
r+v 6=0
κV̂ (r/N)[b∗r+v, A]b
∗
−r
(
γvbv + σvb
∗
−v
)
+
12∑
j=10
Πj
Using (4.196) and normal ordering the quartic terms (with the exception of the factor
(γvbv + σvb
∗−v)) we obtain that
− 1√
N
∑
r∈PH , v∈PL
r+v 6=0
κV̂ (r/N)[b∗r+v, A]b
∗
−r
(
γvbv + σvb
∗
−v
)
=
9∑
j=0
Πj
We now show (4.211). The bound for Π1 follows from
|〈ξ,Π1ξ〉| ≤ C
N2
∑
r∈PH ,v∈PL
|V̂ (r/N)|
r2
[
‖bv(N+ + 1)1/2ξ‖2 + |σv|2‖(N+ + 1)ξ‖2
]
≤ C
N
‖(N+ + 1)ξ‖2
To bound Πj with j=2,3,4,7 one uses that |PL| ≤ CN3/2 and
∑
r∈PH |ηr|2 ≤ CN−1/2 .
Hence
|〈ξ,Π2ξ〉| ≤ k
N
∑
r∈PH
v∈PL
|V̂ (r/N)||ηr||σv|‖b∗r+vξ‖‖(γr+vb−r−v + σr+vb∗r+v)ξ‖
≤ k
N
( ∑
r∈PH
v∈PL
|ηr|2|σv|2‖b∗r+vξ‖2
)1/2( ∑
r∈PH
v∈PL
‖(γr+vb−r−v + σr+vb∗r+v)ξ‖2
)1/2
≤ C√
N
‖(N+ + 1)1/2ξ‖2
Similarly, with Cauchy-Schwarz we can bound Π3 by
|〈ξ,Π3ξ〉| ≤ C
N
( ∑
r∈PH
v∈PL
∑
w∈PL:−w+r+v∈PH
|ηr|2
[
‖bvbw−r−vξ‖2 + |σv|2‖bw−r−v(N+ + 1)1/2ξ‖2
] )1/2
×
( ∑
r∈PH
v∈PL
∑
w∈PL:−w+r+v∈PH
[
‖b−rbwξ‖2 + |σw|2‖b−r(N+ + 1)1/2ξ‖2
] )1/2
≤ C√
N
‖(N+ + 1)ξ‖2
The terms Π4 and Π7 are bounded similarly. It is easy to check that Π5 and Π6 satisfy
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(4.211). For example, we have
|〈ξ,Π5ξ〉| ≤ C
N
∑
r∈PH
v∈PL
∑
w∈PL
w+v∈PH
|V̂ ((v + w)/N)||ηr||σv| ‖bw+v(N+ + 1)1/2ξ‖
×
[
‖br+vb−rbw(N+ + 1)−1/2ξ‖+ |σw|‖br+vb−rb∗−w(N+ + 1)−1/2ξ‖
]
≤ C
N
( ∑
r∈PH
v∈PL
∑
w∈PL
w+v∈PH
|ηr|2|σv|2‖bw+v(N+ + 1)1/2ξ‖2
)1/2
×
( ∑
r∈PH ,
v∈PL
∑
w∈PL
w+v∈PH
[
‖br+vb−rbw(N+ + 1)−1/2ξ‖2
+ |σw|‖br+vb−rb∗−w(N+ + 1)−1/2ξ‖2
])1/2
≤ C
N
‖(N+ + 1)ξ‖2
(In the term containing the creation operator b∗w, we first sum over v˜ = v+ r and over r.
This produces a factor (N+ + 1) which can be moved through b∗w. At this point, we can
estimate b∗w by an additional factor (N+ + 1)1/2; with this procedure, we do not have to
compute the commutator between b∗w and the other annihilation operators). The bound
for Π6 is similar. As for Π8, we decompose it as
Π8 =
1
N2
∑
r,s∈PH
v,w∈PL
κV̂ (s/N)ηr(γvb
∗
v + σvb−v)b−rb
∗
−sa
∗
s+war+v (γwbw + σwb
∗
−w)
+
1
N2
∑
r∈PH
v,w∈PL
κV̂ ((r + v)/N)ηr(γvb
∗
v + σvb−v)b−rb
∗
−r−v+w (γwbw + σwb
∗
−w)
+
1
N2
∑
r,s∈PH
v,w∈PL
κV̂ (s/N)ηr(γvb
∗
v + σvb−v)a
∗
s+wa−rbr+vb
∗
−s (γwbw + σwb
∗
−w)
= Π
(1)
8 + Π
(2)
8 + Π
(3)
8
The term Π
(1)
8 can be bounded commuting first the operator b−r to the right, analogously
to the estimates (4.207) and (4.208) for the term Ξ
(1)
10 in the proof of Lemma 4.8.4. Also
the terms Π
(2)
8 (which is similar to Ξ
(3)
10 in (4.206)) and Π
(3)
8 can be treated similarly. We
conclude that
±Π8 ≤ CN−1/2(N+ + 1)3 .
The operator Π9 can be controlled as Π8.
Finally, to bound the terms Π10, Π11 and Π12 in (4.210), we can expand them using
(4.196). The contributions arising from Π10 are similar to the terms Π1, . . . ,Π9 and can
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be estimated analogously. On the other hand, the terms arising from Π11 and Π12 are
similar to those arising from Ξ13 and Ξ14 in the proof of Lemma 4.8.4, and can be handled
proceeding as we did to show (4.209), making use of the kinetic energy operator.
4.8.4 Proof of Theorem 4.3.3
Combining the results of Prop. 4.8.1, Prop. 4.8.3 and Prop. 4.8.5 we conclude that
JN = e−A GNeA
= CGN +QGN +HN
+
1
N
∑
r∈PH ,v∈PL
κ
(
V̂ (r/N) + V̂ ((r + v)/N)
)
ηr
×
[
σ2v + (γ
2
v + σ
2
v) b
∗
vbv + γvσv
(
bvb−v + b∗vb
∗
−v
)]
+ CN − 1√
N
∑
r∈PH ,v∈PL
κV̂ (r/N)
[
b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
+ h.c.
]
+ E˜JN ,
(4.214)
with an error operator E˜JN satisfying
± E˜JN ≤ CN−1/4
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
We show now that the sum of the cubic terms on the fifth line of (4.214) also contributes
to the error term. In fact we have
CN − 1√
N
∑
r∈PH , v∈PL
κV̂ (r/N)
[
b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
+ h.c.
]
=
1√
N
∑
v∈PH , r∈Λ∗+
r+v 6=0
κV̂ (r/N)
[
b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
+ h.c.
]
+
1√
N
∑
v,r∈PL
r+v 6=0
κV̂ (r/N)
[
b∗r+vb
∗
−r
(
γvbv + σvb
∗
−v
)
+ h.c.
]
= Z1 + Z2
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To bound Z1 we use that |v|−1 ≤ N−1/2 for v ∈ PH and
∑
v∈PH |σv|2 ≤ CN−1/2. We
find
|〈ξ,Z1ξ〉| ≤ C√
N
∑
v∈PH , r∈Λ∗+
r+v 6=0
|V̂ (r/N)|‖br+vb−rξ‖
[
‖bvξ‖+ |σv|‖(N+ + 1)1/2ξ‖
]
≤ C√
N
( ∑
v∈PH , r∈Λ∗+
r+v 6=0
r2
v2
‖br+vb−rξ‖2
)1/2( ∑
v∈PH , r∈Λ∗+
r+v 6=0
|V̂ (r/N)|2
r2
v2‖bvξ‖2
)1/2
+
C√
N
( ∑
v∈PH , r∈Λ∗+
r+v 6=0
r2‖br+vb−rξ‖2
)1/2( ∑
v∈PH , r∈Λ∗+
r+v 6=0
|V̂ (r/N)|2
r2
|σv|2
)1/2
× ‖(N+ + 1)1/2ξ‖
≤ C
N1/4
‖(K + 1)1/2(N+ + 1)1/2ξ‖2
The term Z2 is bounded using Cauchy-Schwarz and the estimate
∑
r∈PL |r|−2 ≤ CN1/2.
We obtain
|〈ξ,Z2ξ〉| ≤ C√
N
( ∑
r,v∈PL
r+v 6=0
r2‖br+vb−rξ‖2
)1/2( ∑
r,v∈PL,
r+v 6=0
1
r2
[
‖bvξ‖2 + |σv|2‖(N+ + 1)1/2ξ‖2
] )1/2
≤ C
N1/4
‖(N+ + 1)1/2(K + 1)1/2ξ‖2 .
Similarly, we can show that, in the term on the third and fourth line in (4.214), the
restriction r ∈ PH , v ∈ PL can be removed producing only a negligible error. We
conclude that
JN = CGN +QGN +HN
+
1
N
∑
p,q∈Λ∗+
κV̂ ((p+ q)/N)ηq
[
σ2p + (γ
2
p + σ
2
p) b
∗
pbp + γpσp
(
bpb−p + b∗pb
∗
−p
)]
+
1
N
∑
p,q∈Λ∗+
κV̂ (q/N)ηq
[
σ2p + (γ
2
p + σ
2
p) b
∗
pbp + γpσp
(
bpb−p + b∗pb
∗
−p
)]
+ E¯JN
with
± E¯JN ≤
C
N1/4
[
(HN + 1)(N+ + 1) + (N+ + 1)3
]
.
Theorem 4.3.3 now follows from the observation that
CGN +
1
N
∑
p,q∈Λ∗+
κV̂ ((p+ q)/N)ηqσ
2
p +
1
N
∑
p,q∈Λ∗+
κV̂ (q/N)ηqσ
2
p = CJN +O(N−1)
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and that
QN +K + 1
N
∑
p,q∈Λ∗+
κV̂ ((p+ q)/N)ηq
[
(γ2p + σ
2
p) b
∗
pbp + γpσp
(
bpb−p + b∗pb
∗
−p
)]
+
1
N
∑
p,q∈Λ∗+
κV̂ (q/N)ηq
[
(γ2p + σ
2
p) b
∗
pbp + γpσp
(
bpb−p + b∗pb
∗
−p
)]
= Q˜N + E˜QN ,
(4.215)
with
± E˜QN ≤
C
N
(N+ + 1) . (4.216)
Here we used the fact that the contribution to QN arising from the last term in (4.63)
and (4.64) cancels with the last sum on the l.h.s. of (4.215) (it is easy to check that the
remainder corresponding to the momentum q = 0 satisfies (4.216)).
4.A Condensate Depletion
The goal of this short appendix is to prove the formula (4.9) for the number of orthogonal
excitations of the condensate, in the ground state of (4.1).
We start with the observation that
〈UNψN ,N+UNψN 〉 =
〈[
UNψN − eiωeB(η)eAeB(τ)Ω
]
,N+UNψN
〉
+
〈
eiωeB(η)eAeB(τ)Ω,N+
[
UNψN − eiωeB(η)eAeB(τ)Ω
]〉
+
〈
eB(η)eAeB(τ)Ω,N+eB(η)eAeB(τ)Ω
〉 (4.217)
From (4.139), Lemma 4.2.1 and Prop. 4.4.1 we conclude that∣∣∣〈UNψN ,N+UNψN 〉 − 〈eB(η)eAeB(τ)Ω,N+eB(η)eAeB(τ)Ω〉∣∣∣ ≤ CN−1/8
Proceeding as in Section 4.7.2 and recalling the notation γp = coshηp, σp = sinhηp,
we find
e−B(η)N+eB(η) =
∑
p∈Λ∗+
[
(γ2p + σ
2
p)b
∗
pbp + γpσp(b
∗
pb
∗
−p + bpb−p) + σ
2
p
]
+ E˜1
where ± E˜1 ≤ CN−1(N+ + 1)2. By Lemma 4.8.2 and Proposition 4.4.2 we have
e−Ae−B(η)N+eB(η)eA =
∑
p∈Λ∗+
[
(γ2p + σ
2
p)b
∗
pbp + γpσp(b
∗
pb
∗
−p + bpb−p) + σ
2
p
]
+ E˜2
with ± E˜2 ≤ CN−1/2(N+ + 1)2. Conjugating with the generalized Bogoliubov transfor-
mation eB(τ) and taking the vacuum expectation, we obtain〈
eB(η)eAeB(τ)Ω,N+eB(η)eAeB(τ)Ω
〉
=
∑
p∈Λ∗+
[
σ2p + (σ
2
p + γ
2
p)sinh
2τp + 2γpσpsinh(τp)cosh(τp)
]
+O(N−1/2)
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With (4.107), we find
2sinh2τp =
Fp√
F 2p −G2p
− 1 , 2sinhτpcoshτp = −Gp√
F 2p −G2p
.
Using (4.72), we arrive at〈
eB(η)eAeB(τ)Ω,N+eB(η)eAeB(τ)Ω
〉
=
∑
p∈Λ∗+
p2 + κ
(
V̂ (·/N) ∗ f̂`,N
)
p
−
√
p4 + 2p2κ
(
V̂ (·/N) ∗ f̂`,N
)
p
2
√
p4 + 2p2κ
(
V̂ (·/N) ∗ f̂`,N
)
p
+O(N−1/2)
with f̂`,N as in (4.46). Proceeding as in the proof of (4.127), we conclude that〈
eB(η)eAeB(τ)Ω,N+eB(η)eAeB(τ)Ω
〉
=
∑
p∈Λ∗+
p2 + 8pia0 −
√
p4 + 16pia0p2
2
√
p4 + 16pia0p2
+O(N−1/2)
Eq. (4.9) follows by combining (4.217) with the last equation, since
1− 〈ϕ0, γ(1)N ϕ0〉 = N−1〈UNψN ,N+UNψN 〉
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Chapter 5
Fluctuations of N-Particle
Quantum Dynamics around the
Nonlinear Schro¨dinger Equation
In this chapter, we provide the details for the proofs of Theorem 1.7.1 and Theorem 1.7.2
in which we provide an effective norm approximation of the full many-body evolution
of a Bose gas interacting through a short-range potential of the form N3β−1V (Nβ.), for
β ∈ (0; 1). Our main result is proved in the paper [19].
The following manuscript is a slightly modified version of [19]. Section 5.1 is a slightly
shortened and rephrased version of [15, Section 1], since we already introduced the Fock
space setting in which we work and related standard results in Section 1.2. Apart from
this, the following sections appear as in the original article [19].
5.1 Main Results
In this chapter, we are concerned with an effective norm approximation of the full many-
body evolution of a system of N bosons in Λ = R3, described by the Schro¨dinger equation
i∂tΨN,t = HNΨN,t (5.1)
where
ΨN,t ∈ L2s(R3N )
is the wave function and HN is the Hamilton operator of the system. We will restrict
our attention to Hamilton operators of the form
HN =
N∑
i=1
−∆xi +
1
N
∑
1≤i<j≤N
VN (xi − xj) (5.2)
with N -dependent two-body interaction potential
VN (x) = N
3βV (Nβx). (5.3)
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Here β ≥ 0 is a fixed parameter and V ≥ 0 is a smooth, radially symmetric and compactly
supported function on R3.
For β = 0, (5.2) is a mean-field Hamiltonian, describing a system of particles expe-
riencing a large number of weak collisions. For β = 1, on the other hand, (5.2) corre-
sponds to the Gross-Pitaevskii regime, where collisions are rare but strong. Physically,
the Gross-Pitaevskii regime is more relevant for the description of trapped Bose-Einstein
condensates. The mean-field regime, on the other hand, is more accessible to mathe-
matical analysis. In this paper, we will study the solution of the Schro¨dinger equation
(5.1) for intermediate regimes with 0 < β < 1.
From the point of view of physics, it is interesting to study the solution of (5.1)
for initial data approximating ground states of trapped systems; this corresponds to
experimental settings where the evolution of an initially trapped Bose gas at very low
temperature is observed after switching off the external fields.
It is known since [66, 79] that the ground state of a system of trapped bosons inter-
acting through a two-body potential like the one appearing on the r.h.s. of (5.2) exhibits
complete Bose-Einstein condensation (BEC); the one-particle reduced density associated
with the ground state wave function ψN ∈ L2s(R3N ) converges, as N →∞, towards the
orthogonal projection onto a one-particle orbital ϕ0 ∈ L2(R3).
Hence, we will be interested in the solution of (5.1) for initial data exhibiting BEC.
Despite its linearity, for large N (N ' 103−104 in typical experiments) it is impossible to
solve the many-body Schro¨dinger equation (5.1), neither analytically nor numerically. It
is important, therefore, to find good approximations of the solution of (5.1) that are valid
in the limit N →∞. A first step in this direction was achieved in [37] for β < 1/2 and in
[40, 39] for the Gross-Pitaevskii regime with β = 1 (the same ideas can also be extended
to all β ∈ (0, 1)), where it was proven that, for every fixed time t ∈ R, the solution ψN,t
of (5.1) still exhibits BEC and that its one-particle reduced density converges to the
orthogonal projection onto ϕt, given by the solution of the cubic nonlinear Schro¨dinger
equation
i∂tϕt = −∆ϕt + σ|ϕt|2ϕt (5.4)
with the initial data ϕt=0 = ϕ and with coupling constant σ =
∫
V (x)dx for β < 1 and
σ = 8pia0 for β = 1 (where a0 denotes the scattering length of the unscaled potential V ).
The results of [37, 40, 39] have been revisited and improved further in [85, 11, 27, 20]. In
the simpler case β = 0, i.e. in the mean-field regime, the convergence of the one-particle
reduced density towards the orthogonal projection onto the solution of the nonlinear
Hartree equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (5.5)
has been proved in several situations; see, e.g., [98, 9, 41, 2, 35, 5, 43, 42, 57, 55, 6, 26, 4].
In this chapter, we are interested in the norm approximation to the many-body
evolution, which is more precise than the convergence of the one-particle reduced density.
It requires not only to follow the dynamics of the condensate, but also to take into account
the evolution of its excitations.
As explained in Section 1.7, it is convient to switch to a Fock space representation
in order to describe excitations and their dynamics In such a setting, it is instructive to
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study the time-evolution of coherent initial data, having the form
W (
√
Nϕ)Ω = e−N/2
{
1, ϕ,
ϕ⊗2√
2!
, . . .
}
(5.6)
for ϕ ∈ L2(R3) with ‖ϕ‖ = 1. Here Ω = {1, 0, 0, . . . } is the Fock space vacuum and, for
any f ∈ L2(R3), W (f) = exp(a∗(f)− a(f)) is a Weyl operator. The normalization of ϕ
guarantees that
〈W (
√
Nϕ)Ω,NW (
√
Nϕ)Ω〉 = N.
The time-evolution of initial coherent states of the form (5.6), generated by the
natural extension of the Hamiltonian (5.2) to the Fock space F
HN =
∫
dxa∗x(−∆x)ax +
1
2N
∫
dx dy VN (x− y)a∗xa∗yayax =: K + VN (5.7)
has been studied for β = 0 in [52, 44], where it was proven that∥∥∥e−iHN tW (√Nϕ)Ω−W (√Nϕt)U f2,mf (t; 0)Ω∥∥∥→ 0 (5.8)
as N →∞. Here ϕt denotes the solution of the Hartree equation (5.5) and Uf2,mf(t; s) is a
unitary dynamics on F with a time-dependent generator that is quadratic in creation and
annihilation operators1. This implies that U f2,mf(t; s) acts on creation and annihilation
operators as a time-dependent Bogoliubov transformation Θmf(t; s) : L
2(R3)⊕L2(R3)→
L2(R3)⊕ L2(R3) having the form
Θmf(t; s) =
(
Umf(t; s) Vmf(t; s)
Vmf(t; s) Umf(t; s)
)
. (5.9)
In other words, for any f ∈ L2(R3) and all t, s ∈ R, we find
U f2,mf(t; s)∗a(f)U f2,mf(t; s) = a(Umf(t; s)f) + a∗(Vmf(t; s)f¯). (5.10)
The time-dependent Bogoliubov transformation Θmf can be determined solving the par-
tial differential equation
i∂tΘmf(t; s) = Amf(t)Θmf(t; s) (5.11)
with initial condition Θmf(s; s) = 1 and with generator
Amf(t) =
(
D(t) −B(t)
B(t) −D(t)
)
where
D(t)f = −∆f + (V ∗ |ϕt|2)f + (V ∗ ϕtf)ϕt
B(t)f = (V ∗ ϕtf)ϕt.
1In the notation for U f2,mf, the subscript mf and the superscript f refer to the fact that (5.8) holds in
the mean-field regime with β = 0 for Fock space initial data
264
Thus, (5.8) allows us to describe the very complex many-body dynamics generated on
F by the Hamiltonian (5.7) by solving the equation (5.5) for the condensate wave func-
tion and the equation (5.11) for the Bogoliubov transformation Θmf(t; s) describing the
evolution of fluctuations around the condensate.
The ideas of [52, 44] have been further developed in [95] and they have been used
to prove a central limit theorem in [10, 22]. In [47, 48], norm approximations for the
many-body dynamics in Fock space has been derived using different approaches.
To obtain a norm approximation for the mean-field time-evolution of N -particle ini-
tial data exhibiting BEC in a state with wave function ϕ ∈ L2(R3), it is very convenient
to use the unitary map introduced in [64], mapping L2s(R3N ) into the truncated Fock
space
F≤N⊥ϕ =
N⊕
j=0
L2⊥ϕ(R3)⊗sN (5.12)
constructed over the orthogonal complement L2⊥ϕ(R3) of the one-dimensional space
spanned by the condensate wave function ϕ. Recall the definition of the map UN (ϕ) =
Uϕ : L
2
s(R3N )→ F≤N⊥ϕ from Section 1.2. The actions of Uϕ on creation and annihilation
operators follow the simple rules:
Uϕa
∗(ϕ)a(ϕ)U∗ϕ = N −N , (5.13)
Uϕa
∗(f)a(ϕ)U∗ϕ = a
∗(f)
√
N −N , (5.14)
Uϕa
∗(ϕ)a(g)U∗ϕ =
√
N −Na(g), (5.15)
Uϕa
∗(f)a(g)U∗ϕ = a
∗(f)a(g) (5.16)
for all f, g ∈ L2⊥ϕ(R3). Heuristically, Uϕ factors out the condensate described by the
wave function ϕ and it allows us to focus on its orthogonal excitations.
The unitary map Uϕ was used in [63] to obtain a norm approximation for the many-
body evolution in the mean-field regime with β = 0 (see [75] for a similar result). For N -
particle initial data of the form ψN = U
∗
ϕξN with ξN ∈ F≤N⊥ϕ having a finite expectation
for the number of particles and for the kinetic energy operator, it was proven there that
the solution of the many-body Schro¨dinger equation (5.1) is such that
‖UϕtψN,t − U2,mf(t; 0)ξN‖ → 0 (5.17)
as N →∞, where, similarly to (5.8), ϕt is the solution of (5.5) and U2,mf(t; s) is a unitary
evolution on the Fock space, with a time-dependent generator quadratic in creation and
annihilation operators (in fact U2,mf is very similar to the unitary evolution U f2,mf in
(5.8), emerging in the mean field limit for coherent initial data on the Fock space). Eq.
(5.17) is the analogous of (5.8) for N -particle initial data exhibiting BEC; it provides
a norm-approximation of the many-body evolution in the mean-field regime in terms
of the Hartree equation (5.5) and of a time-dependent Bogoliubov transformation very
similar to (5.9).
The convergence (5.17) has been extended to intermediate regimes with β < 1/3 in
[76] and with β < 1/2 in [77]. Before that, a norm approximation similar to (5.8) for
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the evolution of coherent initial data on the Fock space has been obtained with β < 1/3
in [49] and with β < 1/2 in [58]. A heuristic argument from [58] also shows that (5.8)
or (5.17) cannot hold true for β > 1/2.
In regimes with β > 1/2 the short scale correlation structure developed by the
solution of the many-body Schro¨dinger equation cannot be appropriately described by a
time-dependent Bogoliubov transformation satisfying an equation of the form (5.11). To
take into account correlations, it is useful to consider the ground state of the Neumann
problem [
−∆ + 1
2N
VN
]
fN = λNfN (5.18)
on the ball |x| ≤ `, for a fixed ` > 0. We fix fN (x) = 1, for |x| = `, and we extend fN
to R3 requiring that fN (x) = 1 for all |x| ≥ `. Because of the scaling of the potential
VN , the scattering process takes place in the region |x|  1; for this reason, the precise
choice of ` is not very important, as long as ` is of order one (nevertheless, λN and fN
depend on `, a dependence that is kept implicit in our notation). It is also useful to
define ωN = 1− fN . For N sufficiently large, we have (see [16, Lemma 2.1])
λN =
3b0
8piN`3
+O(Nβ−2)
and, for all x ∈ R3,
0 ≤ ωN (x) ≤ C
N(|x|+N−β) , |∇ωN (x)| ≤
C
N(|x|+N−β)2 (5.19)
for a constant C, independent of N .
The solution of (5.18) can be used, first of all, to give a better approximation of
the evolution of the condensate wave function, replacing the solution of the limiting
nonlinear Schro¨dinger equation (5.4) with the solution of the modified, N -dependent,
Hartree equation
i∂ϕN,t = −∆ϕN,t + (VNfN ∗ |ϕN,t|2)ϕN,t (5.20)
with initial data ϕN,0 = ϕ0 describing the condensate at time t = 0. Standard arguments
in the analysis of dispersive partial differential equations imply that (5.20) is globally
well-posed and that it propagates regularity; in particular, if ϕ0 ∈ H4(R3), then [16,
Appendix B]
‖ϕN,t‖H1 ≤ C, ‖ϕN,t‖H4 ≤ CeCt, ‖∂tϕN,t‖H2 ≤ CeCt, ∀t > 0. (5.21)
Furthermore, (5.18) can be used to describe correlations among particles. To this
end, let
TN,t = exp
(
1
2
∫
dxdy [kN,t(x, y)axay − h.c.]
)
(5.22)
with the integral kernel
kN,t(x; y) = (QN,t ⊗QN,t)
[−NωN (x− y)ϕ2N,t((x+ y)/2)] (5.23)
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where QN,t = 1− |ϕN,t〉〈ϕN,t| is the orthogonal projection onto the orthogonal comple-
ment of the solution of the modified Hartree equation (5.20). It is important to observe
that (5.23) is the integral kernel of a Hilbert-Schmidt operator. Abusing notation and
denoting by kN,t both the Hilbert-Schmidt operator and its integral kernel, we easily
find (using (5.19) and (5.21))
‖kN,t‖HS = ‖kN,t‖2 ≤ C
‖∇kN,t‖HS = ‖kN,t∇‖HS = ‖∇1kN,t‖2 = ‖∇2kN,t‖2 ≤ CNβ/2.
(5.24)
These bounds reflect the idea that, through TN,t, we only produce a bounded number of
excitations, causing however a large change in the energy.
Notice that the action of the Bogoliubov transformation (5.22) on creation and an-
nihilation operators is explicit. For any f ∈ L2⊥ϕN,t(R3), we find
TN,ta(f)T
∗
N,t = a(coshkN,t(f)) + a
∗(sinhkN,t(f¯))
TN,ta
∗(f)T ∗N,t = a
∗(coshkN,t(f)) + a(sinhkN,t(f¯))
where coshkN,t and sinhkN,t are the linear operators defined by the absolutely convergent
series
coshkN,t =
∑
n≥0
1
(2n)!
(kN,tkN,t)
n , sinhkN,t =
∑
n≥0
1
(2n+ 1)!
(kN,tkN,t)
nkN,t .
Using the Bogoliubov transformation TN,t to implement correlations, one can con-
struct norm approximations for the many-body evolution that are valid also in regimes
with β > 1/2. For Fock space initial data, it was recently proven in [16] that, for every
0 < β < 1 and for every N large enough, there exists a unitary evolution Uβ2,N with a
time-dependent generator quadratic in creation and annihilation operators, such that∥∥∥e−iHN tW (√Nϕ)T ∗N,0Ω−W (√NϕN,t)T ∗N,t U f2,N (t; 0)Ω∥∥∥→ 0
as N → ∞ (to be more precise, in [16], the kernel kN,t was chosen slightly different,
without the orthogonal projection (QN,t⊗QN,t)). In other words, for initial data of the
form W (
√
Nϕ)TN,0Ω, describing an approximate coherent state, modified by the Bogoli-
ubov transformation TN,0 to take into account correlations, the full many-body time-
evolution can be approximated in terms of the modified N -dependent Hartree equation
(5.20) (describing the dynamics of the condensate), of the Bogoliubov transformation
(5.22) (generating the correlation structure) and of the quadratic evolution U f2,N (which,
similarly to (5.10), also acts as a time-dependent Bogoliubov transformation). Using a
related approach, a similar result has been established in [50] for β < 2/3.
Our aim in the present chapter is to obtain a norm-approximation for the many-body
evolution of N -particle initial data exhibiting BEC for the whole range of parameters
0 < β < 1. To reach this goal, we will combine ideas from [63] and [76, 77] with
ideas from [16], in particular, with the idea of using Bogoliubov transformations of the
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form (5.22) to implement correlations. To state our main result, we define the unitary
dynamics U2,N (t; s) as the two-parameter unitary group on the Fock space F satisfying
i∂tU2,N (t; s) = G2,N,t U2,N (t; s), U2,N (s; s) = 1F (5.25)
with the time-dependent quadratic generator G2,N,t given by
G2,N,t = ηN (t) + (i∂tTN,t)T ∗N,t + GV2,N,t + GK2,N,t + GλN2,N,t (5.26)
with the phase ηN (t) defined by
ηN (t) =
N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
∫
dx
(
VN ∗ |ϕN,t|2
)
(x)‖shx‖2 +
∫
dx 〈∇xshx,∇xshx〉
+
∫
dxdy K1,N,t(x; y)〈shx, shy〉+ Re
∫
dxdy K2,N,t(x; y) 〈shx, chy〉
+
1
2N
∫
dxdy VN (x− y)
∣∣〈shx − ϕN,t(x)sh(ϕN,t), chy − ϕN,t(y)ch(ϕN,t)〉∣∣2
(5.27)
with µN (t) =
〈
ϕN,t, [(VNωN ) ∗ |ϕN,t|2]ϕN,t
〉
and where the operators GV2,N,t, GλN2,N,t and
GK2,N,t are given by
GV2,N,t =
∫
dx
(
VN ∗ |ϕN,t|2
)
(x)
[
a∗(chx)a(chx) + a∗(chx)a∗(shx)
+ a(chx)a(shx) + a
∗(shx)a(shx)
]
+
∫
dxdy K1,N,t(x; y)
[
a∗(chx)a(chy) + a∗(chx)a∗(shy)
+ a(chy)a(shx) + a
∗(shy)a(shx)
]
+
1
2
∫
dxdy K2,N,t(x; y)
[
a∗xa
∗(py) + a
∗
xa(shy) + a
∗(px)a
∗(py) + a
∗(px)a(shy)
+ a∗ya
∗(px) + a
∗
ya(shx) + a
∗(py)a(shx) + a(shx)a(shy) + h.c.
]
+
1
2
[
〈ϕN,t, VN ∗ |ϕN,t|2ϕN,t〉a∗(ϕN,t)a∗(ϕN,t)
− 2a∗(ϕN,t)a∗
(
[VN ∗ |ϕN,t|2]ϕN,t
)
+ h.c.
]
,
GλN2,N,t = NλN
∫
dxdy fN (x− y)χ(|x− y| ≤ `)ϕ2N,t((x+ y)/2)a∗xa∗y + h.c.
(5.28)
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and
GK2,N,t =
∫
dx
[
a∗x(−∆x)ax + a∗xa(−∆xpx) + a∗xa∗(−∆xvx) + a∗xa∗(−∆xrx)
+ a∗(−∆xpx)a(chx) + a∗(−∆xpx)a∗(shx) + a(−∆xrx)ax
+ a(−∆xvx)ax + a(shx)a(−∆xpx) + a∗(−∆xrx)a(kx)
+ a∗(−∆xrx)a(rx) + a∗(kx)a(−∆xrx) + a∗
(∇xkx)a(∇xkx)]
+
1
2
∫
dxdy NωN (x− y)
[
ϕN,t((x+ y)/2)∆ϕN,t((x+ y)/2)
+∇ϕN,t((x+ y)/2) · ∇ϕN,t((x+ y)/2)
]
a∗xa
∗
y + h.c.
(5.29)
Here, we use the notation jx(·) := j(·;x) for any j ∈ L2(R3 × R3), the decompositions
sinhkN,t = sh = k + r and coshkN,t = ch = 1 + p as well as
kN,t(x; y) = −NωN (x− y)ϕ2N,t((x+ y)/2) + v(x; y); ∀x, y ∈ R3
Finally, QN,t = 1− |ϕN,t〉〈ϕN,t| denotes the orthogonal projection onto {ϕN,t}⊥.
We are now ready to state our first main result, providing a norm-approximation for
the many-body evolution of N -particle initial data exhibiting BEC. To this end, let us
first collect some conditions that will be required throughout the paper.
Hypothesis A: We assume that 0 < β < 1. We suppose, moreover, the interaction
potential V : R3 → R to be smooth, radially symmetric, compactly supported and
pointwise non-negative. Furthermore, we choose fN to be the solution of the Neumann
problem (5.18) on the ball |x| ≤ `, for a sufficiently small2 (but fixed, independent of
N) parameter ` > 0. Finally, we let ϕN,t be the solution of the N -dependent nonlinear
Hartree equation (5.20) with initial data ϕ0 ∈ H4(R3).
Theorem 5.1.1. Assume that Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ = 1
and
〈ξN , (K +N )ξN 〉 ≤ C. (5.30)
Let ΨN,t be the solution of the Schro¨dinger equation (5.1) with initial data
ΨN,0 = U
∗
ϕ01
≤NT ∗N,0ξN (5.31)
and let U2,N (t; s) be the unitary dynamics on F defined in (5.25). Then, for all α <
min(β/2, (1− β)/2), there exists a constant C > 0 such that∥∥UϕN,tΨN,t − T ∗N,t U2,N (t; 0) ξN∥∥2 ≤ CN−α exp(C exp(C|t|)) (5.32)
for all N sufficiently large and all t ∈ R.
2The smallness of ` is used because it implies that the kernel kN,t introduced in (5.23) has a small
Hilbert-Schmidt norm; this in turn implies that conjugation with the Bogoliubov transformation TN,t
produces only small changes in the number of particles operator; see Proposition 5.3.3.
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Since the quadratic evolution U2,N (t; s) depends on N , it is natural to ask what hap-
pens as N →∞. Proceeding similarly to [16], we observe that kN,t can be approximated,
for large N , by the limiting kernel
kt(x; y) = (Qt ⊗Qt)
[−ω∞(x− y)ϕ2t ((x+ y)/2)] (5.33)
where ϕt is the solution of the nonlinear Schro¨dinger equation (5.4), Qt = 1 − |ϕt〉〈ϕt|
is the projection onto the orthogonal complement of ϕt and where ω∞ is given by
ω∞(x) :=
 b08pi
[
1
|x| − 32` + |x|
2
2`3
]
for |x| ≤ `,
0 for |x| > `
(5.34)
With kt, we can define a new Bogoliubov transformation
Tt = exp
[
1
2
∫
dxdykt(x; y)axay − h.c.
]
(5.35)
Replacing coshkN,t , sinhkN,t , pkN,t and rkN,t by their counterparts coshkt , sinhkt , pkt and
rkt , replacing ϕN,t by ϕt, the convolution VN ∗ (·) by b0δ ∗ (·), the eigenvalue NλN by its
first order approximation 3b0/(8pi`
3), NωN by ω∞ and, finally, replacing fN = 1−ωN by
f∞ = 1 in the operators GV2,N,t,GλN2,N,t,GK2,N,t in (5.28) and (5.29), we can define limiting
operators GV2,t,Gλ2,t,GK2,t and we can use them to define the limiting generator
G2,t = (i∂tTt)T ∗t + GV2,t + GK2,t + Gλ2,t (5.36)
and the corresponding limiting fluctuation dynamics U2 by
i∂tU2(t; s) = G2,t U2(t; s) U2(s; s) = 1F (5.37)
We are now ready to state our second main result.
Theorem 5.1.2. Assume that Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ = 1
and (5.30). Let ΨN,t be the solution of the Schro¨dinger equation (5.1) with initial data
(5.31) and let U2(t; 0) be the unitary dynamics on F defined in (5.37). Then, for all
α < min(β/2, (1− β)/2), there exists a constant C > 0 such that∥∥UϕN,tΨN,t − e−i ∫ t0 dτ ηN (τ) T ∗N,t U2(t; 0) ξN∥∥2 ≤ CN−α exp(C exp(C|t|)) (5.38)
for all N sufficiently large and all t ∈ R.
Theorem 5.1.1 and Theorem 5.1.2 apply to the study of the time-evolution of initial
data of the form
ψN,0 = U
∗
ϕ01
≤NT ∗N,0ξN (5.39)
for a ξN ∈ F⊥ϕ0 satisfying the bound
〈ξN , [K +N ] ξN 〉 ≤ C (5.40)
uniformly in N . It is natural to ask under which assumptions on ψN,0 is it possible to
find ξN ∈ F⊥ϕ0 such that (5.39) and (5.40) hold true. The answer is given in our last
main theorem.
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Theorem 5.1.3. Assume Hypothesis A holds true. Let ΨN,0 ∈ L2s(R3N ) with reduced
one-particle density matrix γN,0 such that
tr |γN,0 − |ϕ0〉〈ϕ0|| ≤ CN−1 (5.41)
and ∣∣∣∣ 1N 〈ΨN,0, HNΨN,0〉 −
[
‖∇ϕ0‖2 + 1
2
〈ϕ0, (VNfn ∗ |ϕ0|2)ϕ0〉
]∣∣∣∣ ≤ CN−1 (5.42)
Let ΨN,t be the solution of the Schro¨dinger equation (5.1) with initial data ψN,0 and let
U2(t; 0) be the unitary dynamics on F defined in (5.37). Then, for all α < min(β/2, (1−
β)/2), there exists a constant C > 0 such that∥∥TN,tUϕN,tΨN,t − e−i ∫ t0 dτ ηN (τ) U2(t; 0)TN,0 UϕN,0ΨN,0∥∥2
≤ CN−α exp(C exp(C|t|))
(5.43)
for all N sufficiently large and all t ∈ R.
Remarks:
1) Recall that, although this is not reflected in our notation, the family of Bogoliubov
transformations TN,t and the quadratic evolutions U2,N (t; 0) in Theorem 5.1.1 and
U2(t; 0) in Theorem 5.1.2 and in Theorem 5.1.3 depend on the choice of the length
scale ` > 0 in (5.18). This parameter is chosen small enough, but fixed.
2) The bounds (5.32), (5.38) and (5.43) give norm approximations of the full many-
body dynamics of initial data exhibiting BEC in terms of Fock space dynamics
U2,N (t; 0) or U2(t; 0) with quadratic generators, of the family of time-dependent
Bogoliubov transformation TN,t and of the solution ϕN,t of the modified Hartree
equation.
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5.2 Outline of the proof
In this section we explain the overall strategy of the proof. As in Theorem 5.1.1, we
denote by ΨN,t the solution of the N -particle Schro¨dinger equation (5.1) with the initial
data ΨN,0 = U
∗
ϕN,0
1≤NT ∗N,0ξN , where ξN ∈ F≤N⊥ϕ is such that
〈ξN , (N +K)ξN 〉 ≤ C
uniformly in N . Furthermore, we denote by ϕN,t the solution of the modified, N -
dependent, nonlinear Hartree equation (5.20), with initial data ϕ0 ∈ H4(R3).
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5.2.1 Fluctuation evolution
First of all, we apply the map UϕN,t , defined in (??), to ΨN,t. This allows us to remove
the condensate described at time t by ϕN,t and to focus on the orthogonal fluctuations.
We set
ΦN,t = UϕN,tΨN,t, (5.44)
and we observe that ΦN,t ∈ F≤N⊥ϕN,t satisfies the equation
i∂tΦN,t = LN,tΦN,t, (5.45)
with the initial data ΦN,0 = 1
≤NT ∗N,0ξN and the generator
LN,t = (i∂tUϕN,t)U∗N,t + UϕN,tHNU∗ϕN,t . (5.46)
Using (5.13) and computing the first term on the r.h.s. of (5.46) as in [63], we obtain
LN,t = N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 N (N + 1)
N
+
[√
N
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]√N −N
N
+ h.c.
]
+ dΓ
(
−∆ + (VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+ dΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
− dΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
+
[
1
2
∫
dx dy K2,N,t(x, y)a
∗
xa
∗
y
√
(N −N )(N −N − 1)
N
+ h.c.
]
+
[
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′
√
N −N
N
+ h.c.
]
+
1
2N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗QN,t)(x, y;x′, y′)a∗xa∗yax′ay′
(5.47)
with
µN (t) :=
〈
ϕN,t, [(VNωN ) ∗ |ϕN,t|2]ϕN,t
〉
.
5.2.2 Modified fluctuation evolution
Next, we have to remove the singular correlation structure from ΦN,t. Since ΨN,t =
U∗ϕN,tΦN,t and since U
∗
ϕN,t
just adds products of solutions of the nonlinear equation
272
(5.20), it is clear that all correlations developed by ΨN,t must be contained in ΦN,t. As
a consequence, at least for β > 1/2, the time evolution of ΦN,t cannot be generated by
a quadratic Hamiltonian, not even approximately in the limit of large N . To remove
correlations from ΦN,t we would like to follow the idea of [16] and apply the Bogoliubov
transformation TN,t defined in (5.22). Unfortunately, TN,t does not preserve the number
of particles, and therefore it does not leave the truncated Fock space F≤N⊥ϕN,t invariant.
Since TN,t only creates few particles (the bound (5.24) implies that TN,tNT ∗N,t ≤ CN ),
this should not be a serious obstacle. To circumvent it, it seems natural to give up the
restriction on the number of particles and consider ΦN,t as a vector in the untruncated
Fock space F⊥ϕN,t . The drawback of this approach is the fact that the generator LN,t
computed in (5.47) is defined only on sectors with at most N particles. So, we proceed
as follows; first we approximate ΦN,t by a new, modified, fluctuation vector Φ˜N,t, whose
dynamics is governed by a modified generator L˜N,t which, on the one hand, is close to
LN,t when acting on vectors with a small number of particles and, on the other hand,
is well-defined on the full untruncated Fock space F⊥ϕN,t . To define L˜N,t we proceed as
follows. Starting from the expression on the r.h.s. of (5.47), we replace first of all the
factor
√
(N −N )(N −N − 1) by N −N ; the error is small, since
|
√
(N − x)(N − x− 1)− (N − x)| ≤ 1
for all x ∈ N.
Secondly, we replace
√
N −N by √NGb(N/N) where
Gb(t) :=
b∑
n=0
(2n)!
(n!)24n(1− 2n) t
n. (5.48)
Indeed, the polynomial Gb(t) is the Taylor series for
√
1− t around t = 0; it satisfies
|√1− t−Gb(t)| ≤ Ctb+1, ∀t ∈ [0, 1]. (5.49)
for a constant C > 0 depending on b. Here b ∈ N is a large, fixed number, that will be
specified later.
Finally, we add a term of the form Cbe
Cb|t|N (N/N)2b with a sufficiently large con-
stant Cb that will also be specified later. Since the generators LN and L˜N will act on
states with small number of particles, we expect this term to have a negligible effect on
the dynamics (on the other hand, it allows us to better control the energy). With these
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changes, we obtain the modified generator
L˜N,t = N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 N (N + 1)
N
+
[√
N
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]
Gb(N/N)
+ h.c.
]
+ dΓ
(
−∆ + (VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+ dΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
− dΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
+
[
1
2
∫
dx dy K2,N,t(x, y)a
∗
xa
∗
y
N −N
N
+ h.c.
]
+
[
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′Gb(N/N)
+ h.c.
]
+
1
2N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗QN,t)(x, y;x′, y′)a∗xa∗yax′ay′
+ Cbe
Cb|t|N (N/N)2b.
(5.50)
Using this modified generator, we define the modified fluctuation dynamics Φ˜N,t as the
solution of the Schro¨dinger equation
i∂tΦ˜N,t = L˜N,tΦ˜N,t, (5.51)
with the initial data Φ˜N,0 = T
∗
N,0ξN . Observe that Φ˜N,t ∈ F⊥ϕN,t . Indeed, arguing as in
[63, Lemma 9], we have
d
dt
‖a(ϕN,t)Φ˜N,t‖2 =i
〈
Φ˜N,t,
[L˜N,t, a∗(ϕN,t)a(ϕN,t)]Φ˜N,t〉
+ 2Im
〈
Φ˜N,t, a
∗(i∂tϕN,t)a(ϕN,t)Φ˜N,t
〉
= 0,
(5.52)
because, using that [a∗(ϕN,t)a(ϕN,t),N ] = 0, we find[L˜N,t, a∗(ϕN,t)a(ϕN,t)] = [dΓ(−∆ + (VNfN ) ∗ |ϕN,t|2), a∗(ϕN,t)a(ϕN,t)]
= a∗
(
[−∆ + (VNfN ) ∗ |ϕN,t|2]ϕN,t
)
a(ϕN,t)− h.c.
= a∗(i∂tϕN,t)a(ϕN,t)− h.c.
Notice moreover that we find it more convenient to choose the initial data for the modified
dynamics slightly different from the initial data for the original fluctuation dynamics (we
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do not include the cutoff to N ≤ N in the definition of Φ˜N,0). Nevertheless, it is possible
to prove that the two dynamics remain close; this is the content of the next lemma, which
is the first step in the proof of Theorem 5.1.1.
Lemma 5.2.1. Assume Hypothesis A holds true. Let ΦN,t be as defined in (5.45) and
Φ˜N,t as in (5.51). Here, we assume that the parameters b ∈ N and Cb > 0 in (5.50) are
large enough, and that ξN ∈ F⊥ϕ0 is such that ‖ξN‖ ≤ 1 and
〈ξN ,
[HN +N +N (N/N)2b]ξN 〉 ≤ C (5.53)
uniformly in N . Then, for all α < (1− β)/2, there exists a constant C > 0 such that
‖ΦN,t − Φ˜N,t‖2 ≤ CN−α exp(C exp(C|t|))
for all t ∈ R.
5.2.3 Bogoliubov transformation
Next, we apply the Bogoliubov transformation (5.22) to the modified fluctuation evolu-
tion Φ˜N,t defined in (5.51). We set
ξN,t = TN,tΦ˜N,t (5.54)
Then ξN,t ∈ F⊥ϕN,t (with no restriction on the number of particles) and it solves the
Schro¨dinger equation
i∂tξN,t = GN,tξN,t, (5.55)
with the initial data ξN,0 = ξN and the generator
GN,t = (i∂tTN,t)T ∗N,t + TN,tL˜N,tT ∗N,t. (5.56)
As explained above, the application of the Bogoliubov transformation TN,t takes care of
correlations and makes it possible for us to approximate the evolution (5.55) with the
unitary evolution U2,N , having the quadratic generator (5.26). This is the content of the
next lemma.
Lemma 5.2.2. Assume Hypothesis A holds true. Let ξN,t be defined as in (5.54) and
ξ2,N,t = U2,N (t; 0)ξN with the unitary evolution U2,N defined in (5.25). Here, we assume
that the parameters b ∈ N and Cb > 0 in (5.50) are large enough, and that ξN ∈ F⊥ϕ0
is such that ‖ξN‖ ≤ 1 and (5.53) holds true. Then there exists C > 0 such that
‖ξN,t − ξ2,N,t‖2 ≤ CN−α exp(C exp(C|t|)),
for all t ∈ R, with α = min(β/2, (1− β)/2).
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Theorem 5.1.1 is a consequence of Lemma 5.2.1 and Lemma 5.2.2, up to the remark
that the assumption on the sequence ξN ∈ F⊥ϕ0 appearing in Theorem 5.1.1 is weaker
than the assumption (5.53) appearing in both lemmas. So, to conclude the proof of
Theorem 5.1.1, we need an additional localization argument, which will be explained in
Section 5.5.
To prove Theorem 5.1.2 we will then compare ξ2,N,t with ξ2,t = U2(t; 0)ξN , where U2
is the limiting evolution defined in (5.37), by controlling the difference between the two
generators.
Finally, Theorem 5.1.3 will follow from Theorem 5.1.2, by proving that, under the
assumptions (5.41) and (5.42), it is possible to write ψN,0 = U
∗
ϕ01
≤N T ∗N,0ξN with a
sequence ξN ∈ F⊥ϕ0 satisfying the condition (5.30).
The rest of the paper is organized as follows. In Section 5.3 we show Lemma 5.2.2.
In Section 5.4, we prove Lemma 5.2.1 making use of some energy estimates. Finally, in
Section 5.5, we conclude the proof of our three main theorems.
5.3 Analysis of Bogoliubov transformed dynamics
In this section, we prove Lemma 5.2.2. To this end, we need to study the properties of
the generator GN,t defined in (5.56).
Proposition 5.3.1. Assume that Hypothesis A holds true. Then, there exists a constant
C > 0 and, for every fixed b ∈ N, a constant Kb > 0 such that the generator GN,t in
(5.56) can be written as
GN,t = G2,N,t + VN + CbeCb|t|N (N/N)2b + EN,t (5.57)
with the quadratic generator G2,N,t, defined as in (5.26), satisfying the estimates
±(G2,N,t − ηN (t)−K) ≤ CeC|t|(N + 1)
±[G2,N,t, iN ] ≤ CeC|t|(N + 1)
±∂t
(G2,N,t − ηN (t)) ≤ CeC|t|(N + 1)
(5.58)
and the error operator EN,t such that, with α = min(β/2, (1− β)/2),
±EN,t ≤ δVN +N−β/2K + CeC|t|max(N−α, δ−1)(N + 1)
+Kbe
Ct max(δ, δ−1)
(N + 1)2
N
+
[
Kbδ
−1eC|t| +
1
2
Cbe
Cb|t|
]
(N + 1)(N/N)2b,
±i[N , EN,t] ≤ δVN +N−β/2K + CeC|t|max(N−α, δ−1)(N + 1)
+Kbe
C|t|max(δ, δ−1)
(N + 1)2
N
+Kbe
C|t|(N + 1)(N/N)2b,
±∂tEN,t ≤ δVN +N−β/2K + CeCt max(N−α, δ−1)(N + 1)
+Kbe
C|t|max(δ, δ−1)
(N + 1)2
N
+Kbe
C|t|(N + 1)(N/N)2b
(5.59)
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for all δ > 0, for all t ∈ R\{0} and for all choices of the constant Cb in the definition of
GN,t (recall that b ∈ N and Cb enter GN,t through the definition of L˜N,t in (5.50)).
As a simple corollary of Proposition 5.3.1, we can show that the expectation of the
energy and the expectation and certain moments of the number of particles operator
are approximately preserved along the evolution generated by GN,t; this bound will play
an important role in the rest of our analysis (in particular, in the proof of Lemma 5.4.2
below).
Corollary 5.3.2. Assume Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ ≤ 1 and
such that 〈
ξN ,
[
HN +N +N (N/N)2b
]
ξN
〉 ≤ C (5.60)
uniformly in N (where b ∈ N is the parameter entering the definition of GN,t through
(5.50)). Let ξN,t be the solution of (5.55) and ξ2,N,t = U2,N (t; 0)ξN with the quadratic
dynamics U2,N defined in (5.25). Then, for every b ∈ N and for sufficiently large Cb > 0,
there exists a constant C > 0 such that〈
ξ2,N,t,
[
HN +N +N (N/N)2b
]
ξ2,N,t
〉 ≤ C exp(C exp(C|t|))
〈ξN,t,
[
HN +N +N (N/N)2b
]
ξN,t〉 ≤ C exp(C exp(C|t|))
for all t ∈ R.
Proof. From (5.58) and (5.59) with δ = 1/2 we find that, if Cb > 0 is large enough,
GN,t ≥ ηN (t) + 1
2
HN − CeC|t|(N + 1) + 1
4
Cbe
Cb|t|N (N/N)2b
GN,t ≤ ηN (t) + 2HN + CeC|t|(N + 1) + 2CbeCb|t|N (N/N)2b
(5.61)
and also
i[GN,t,N ] ≤ CeC|t|(N + 1) +HN +KbeC|t|N (N/N)2b
≤ CeC|t|(GN,t − ηN (t)) + CeC|t|(N + 1)
∂t(GN,t − ηN (t)) ≤ CeC|t|(N + 1) +HN +KbeC|t|N (N/N)2b
≤ CeC|t|(GN,t − ηN (t)) + CeC|t|(N + 1)
(5.62)
We have, for any t > 0,
∂t〈ξN,t, (GN,t − ηN (t) + CeCtN )ξN,t〉
= CeCt〈ξN,t, i[GN,t,N ]ξN,t〉+
〈
ξN,t,
(
∂t (GN,t − ηN (t)) + C2eCtN
)
ξN,t
〉
.
Thus, from (5.62),
∂t〈ξN,t,(GN,t − ηN (t) + CeCtN )ξN,t〉
≤ C˜ exp(C˜t)〈ξN,t, (GN,t − ηN (t) + CeCt(N + 1))ξN,t〉
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for a sufficiently large constant C˜ > 0. Gro¨nwall’s lemma yields
〈ξN,t, (GN,t − ηN (t) + CeCtN )ξN,t〉
≤ C˜ exp(C˜ exp(C˜t))〈ξN , (GN,0 − ηN (t) + C(N + 1))ξN 〉.
From (5.61), we conclude that, for a sufficiently large constant C > 0,
〈ξN,t,(HN +N +N (N/N)2b)ξN,t〉
≤ C exp(C exp(Ct))〈ξN , (HN +N + 1 +N (N/N)2b)ξN 〉.
The case t < 0 can be treated analogously. To obtain the estimates for ξ2,N,t we follow
exactly the same strategy, with generator GN,t replaced by G2,N,t.
An important ingredient in the proof of Proposition 5.3.1 is the following result,
whose proof can be found, for example, in [20]; it controls the growth of moments of the
number of particles operator under the action of the Bogoliubov transformation TN,t.
Proposition 5.3.3. Assume Hypothesis A holds true and let TN,t denote the Bogoliubov
transformation defined in (5.22). Then, for every fixed k ∈ N and δ > 0, there exists
C > 0 such that
± (TN,tN kT ∗N,t −N k) ≤ δN k + C. (5.63)
Remark that (5.63) requires smallness of the parameter ` > 0 in (5.18) (an assump-
tion that is included in Hypothesis A). With no assumption on the size of ` > 0, (5.63)
remains true, but only for δ > 0 large enough.
To show Proposition 5.3.1, we are going to consider first a simplified version of the
generator GN,t, given by
GcN,t = (i∂tTN,t)T ∗N,t + TN,tLcN,tT ∗N,t. (5.64)
with LcN,t given by
LcN,t =
N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
[√
Na∗(QN,t[VNωN ∗ |ϕN,t|2]ϕN,t) + h.c.
]
+ dΓ
(
−∆ + (VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+
[1
2
∫
dx dy K2,N,t(x, y)a
∗
xa
∗
y + h.c.
]
+
[
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′
+ h.c.
]
+
1
2N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗QN,t)(x, y;x′, y′)a∗xa∗yax′ay′ .
(5.65)
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The reason for considering first the generator GcN,t is the fact that this is essentially the
operator generating the fluctuation dynamics studied in [16] for approximately coherent
initial data. The only difference is the fact that, here, we always project onto the
orthogonal complement of ϕN,t. The presence of the projection Qt, however, does not
substantially affect the analysis of [16]. With only small and local modifications of the
proof of [16, Theorem 3.1], we obtain the following proposition.
Proposition 5.3.4. Assume Hypothesis A holds true. Let GcN,t be as defined in (5.64).
Then, we have
GcN,t = G2,N,t + VN + EcN,t (5.66)
where the quadratic generator G2,N,t is defined in (5.26) and satisfies the estimates (5.58)
and where there exists a constant C > 0 such that the error operator EcN,t satisfies
±EcN,t ≤ δVN +N−β/2K + CeC|t|max(N−α, δ−1)(N + 1)
+ CeC|t|max(δ, δ−1)(N + 1)2/N,
±i[N , EcN,t] ≤ δVN +N−β/2K + CeC|t|max(N−α, δ−1)(N + 1)
+ CeC|t|max(δ, δ−1)(N + 1)2/N,
±∂tEcN,t ≤ δVN +N−β/2K + CeC|t|max(N−α, δ−1)(N + 1)
+ CeC|t|max(δ, δ−1)(N + 1)2/N
(5.67)
for all δ > 0 and t ∈ R.
Observe that, in [16, Theorem 3.1], the operators K2 and N 2 (the square of the
kinetic energy and of the number of particles operators) are also used to control the
error operator EcN,t (see, in particular, [16, Eq. (3.3)]). In (5.67), these operators do not
appear; instead, we make use of the potential energy VN (which will be later bounded,
on sectors with small number of particles, by the kinetic energy operator; see (5.73)).
Using Proposition 5.3.4, we can proceed with the proof of Proposition 5.3.1, where
we only have to control the contributions to GN,t arising from the difference L˜N,t−LcN,t.
Proof of Proposition 5.3.1. From the definitions (5.56) and (5.64) we have
EN,t = TN,t
(
L˜N,t − LcN,t
)
T ∗N,t − CbeCb|t|N (N/N)2b + EcN,t (5.68)
We already know from Proposition 5.3.4 that EcN,t satisfies the desired bounds. So, we
focus on the first two terms on the r.h.s. of (5.68). Comparing (5.50) with (5.65), we
conclude that
TN,t
(
L˜N,t − LcN,t
)
T ∗N,t − CbeCb|t|N (N/N)2b =
7∑
j=1
Bj
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with
B1 =
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉
TN,t
N (N + 1)
N
T ∗N,t
B2 = TN,t(L(1)N,t + L(3)N,t) (Gb(N/N)− 1)T ∗N,t + h.c.
B3 = − TN,ta∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t) N√
N
Gb(N/N)T ∗N,t + h.c.
B4 = TN,tdΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
T ∗N,t
B5 = − TN,tdΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
T ∗N,t
B6 = − 1
2
TN,t
∫
dxdy K2,N,t(x, y)a
∗
xa
∗
y
N
N
T ∗N,t + h.c.
B7 = Cbe
Cb|t|
(
TN,tN (N/N)2bT ∗N,t −N (N/N)2b
)
where we introduced the notation
L(1)N,t =
√
Na∗(QN,t[VNωN ∗ |ϕN,t|2]ϕN,t) + h.c.
L(3)N,t =
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′ + h.c.
Next, we control the operators B1, . . . , B7, one after the other.
Bound for B1: From Proposition 5.3.3 and (5.21), we find immediately
0 ≤ B1 ≤ C(N + 1)2/N .
Bound for B2: To bound the expectation of B2, we write
B2 =
[
TN,tL(1)N,tT ∗N,t + TN,tL(3)N,t)T ∗N,t
]
TN,t (Gb(N/N)− 1)T ∗N,t (5.69)
The operator in the parenthesis can be computed as in [16, Section 3]. The most singular
contribution is the cubic term
1√
N
∫
dxdy VN (x− y)a∗xa∗yaxϕN,t(y)
Inserted in (5.69), it produces an operator, let us denote it by B˜2, whose expectation
can be bounded by
|〈ξ, B˜2ξ〉| =
∣∣∣ 1√
N
∫
dxdyVN (x− y)ϕN,t(y)〈ξ, a∗xa∗yaxTN,t (Gb(N/N)− 1)T ∗N,tξ〉
∣∣∣
≤ 1√
N
∫
dxdyVN (x− y)|ϕN,t(y)|‖axayξ‖‖axTN,t (Gb(N/N)− 1)T ∗N,tξ‖
≤ δ
2N
∫
dxdyVN (x− y)‖axayξ‖2
+ Cδ−1eC|t|
∫
dxdyVN (x− y)‖axTN,t (Gb(N/N)− 1)T ∗N,tξ‖2
≤ δ〈ξ,VNξ〉+Kbδ−1eC|t|
〈
ξ, (N + 1)
[
((N + 1)/N)2 + ((N + 1)/N)2b
]
ξ
〉
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for any δ > 0 and for an appropriate constant Kb depending on the choice of b. Here
we used Proposition 5.3.3. Other terms contributing to B2 can be bounded in a similar
fashion. We conclude that
±B2 ≤ δVN +Kbδ−1eC|t|(N + 1)
[
((N + 1)/N)2 + ((N + 1)/N)2b
]
Bound for B3: Let us now deal with B3. Since ‖QN,t[VN ∗ |ϕN,t|2]ϕN,t‖ ≤ C exp(C|t|),
we obtain, with Cauchy-Schwarz,
±B3 ≤ KbδeC|t| (N + 1)
2
N
+Kbe
C|t|δ−1N +KbeC|t|δ−1(N + 1)(N/N)2b
for every δ > 0 and for an appropriate constant Kb > 0 depending on b ∈ N.
Bound for B4: From (5.19), we have
‖QN,t(VNωN ∗ |ϕN,t|2)QN,t‖∞ ≤ CNβ−1eC|t|
Hence, with Proposition 5.3.3, we find
±B4 ≤ CNβ−1 ≤ CNβ−1(N + 1)
Bound for B5: Similarly, since ‖K1,N,t‖ = ‖QN,tK˜1,N,tQN,t‖ ≤ ‖K˜1,N,t‖,
‖K˜1,N,t‖ = sup
‖f‖L2=1
∣∣∣∣∫ f(x)ϕN,t(x)VN (x− y)ϕN,t(y)f(y) dx dy∣∣∣∣
≤ sup
‖f‖L2=1
‖ϕN,t‖2L∞
∫ |f(x)|2 + |f(y)|2
2
VN (x− y) dx dy ≤ CeC|t|
and ‖QN,t(VN ∗ |ϕN,t|2)QN,t‖∞ ≤ C exp(C|t|), we obtain with Proposition 5.3.3 that
±B5 ≤ CeC|t| (N + 1)
2
N
.
Bound for B6: Proceeding as in [16, Prop. 3.5] we find
B6 = − 1
2N
∫
dxdy K2,N,t(x; y)〈shx, chy〉TN,tNT ∗N,t
+
1
2N
∫
dxdy VN (x− y)ϕN,t(x)ϕN,t(y)a∗xa∗yTN,tNT ∗N,t
+
1
N
E6,NT ∗N,tNTN,t + h.c.
(5.70)
where the operator E6,N is such that
E26,N ≤ CeC|t|(N + 1)2. (5.71)
Since ∣∣∣ ∫ dxdy K2,N,t(x; y)〈shx, chy〉∣∣∣ ≤ CeC|t| ,
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the expectation of the first term on the r.h.s. of (5.70) is bounded, with Proposition
5.3.3, by∣∣∣ 1
2N
∫
dxdy K2,N,t(x; y)〈shx, chy〉 〈ξ, TN,tNT ∗N,tξ〉
∣∣∣ ≤ CN−1〈ξ, (N + 1)ξ〉
The expectation of the second term on the r.h.s. of (5.70) can be controlled by∣∣∣ 1
2N
∫
dxdy VN (x− y)ϕN,t(x)ϕN,t(y) 〈ξ, a∗xa∗yTN,tNT ∗N,tξ〉
∣∣∣
≤ 1
2N
∫
dxdy VN (x− y)|ϕN,t(x)| |ϕN,t(y)|‖axayξ‖ ‖TN,tNT ∗N,tξ‖
≤ 1
2N
∫
dxdy VN (x− y)
[
δ‖axayξ‖2 + δ−1|ϕN,t(x)|2 |ϕN,t(y)|2‖NT ∗N,tξ‖
]
≤ δ〈ξ,VNξ〉+ Cδ−1N−1eC|t|〈ξ, (N + 1)2ξ〉
where we used once again Proposition 5.3.3. As for the last term on the r.h.s. of (5.70),
it can be estimated using (5.71) and Proposition 5.3.3. We conclude that
±B6 ≤ δVN + Cδ−1eC|t| (N + 1)
2
N
for any δ > 0.
Bound for B7: with Proposition 5.3.3 we find
±B7 ≤ 1
2
Cbe
Cb|t|(N + 1)((N + 1)/N))2b
if ` > 0 in (5.18) is chosen sufficiently small.
Combining all these bounds with the bounds (5.67) for the error term EcN,t, we obtain
the first estimate in (5.59) for the error term EN,t.
The bound for the commutator i[N , EN,t] follows from the observation that the com-
mutator with N of every monomial A in creation and annihilation operators appearing
in EN,t is given by λA, where λ ∈ {0,±1,±2,±3}. Hence, [iN , EN,t] can be bounded
exactly like we did for EN,t.
Similarly, the bound for the time-derivative ∂tEN,t is established by noticing that the
time derivative of every monomial A contributing to EN,t is the sum of finitely many
terms having again the same form of A, just with one factor ϕN,t replaced by the time
derivative ∂tϕN,t (the generator GN,t only depends on time through the solution ϕN,t of
the nonlinear Hartree equation (5.20)). Therefore, to bound ∂tEN,t we proceed exactly
as we did for EN,t, with the only difference that, sometimes, we have to use the bound
for ∂tϕN,t in (5.21) rather than the corresponding bound for ϕN,t.
With Proposition 5.3.1, we are now ready to prove Lemma 5.2.2.
Proof of Lemma 5.2.2. Let α = min(β, 1− β)/2 and M = Nα. We have
‖ξ˜N,t − ξ2,N,t‖2 = 2 [1− Re 〈ξN,t, ξ2,N,t〉]
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and we decompose, with M/2 ≤ m ≤M ,
〈ξN,t, ξ2,N,t〉 = 〈ξN,t, 1≤mξ2,N,t〉+ 〈ξN,t, 1>mξ2,N,t〉
=
2
M
M∑
m=M/2+1
[〈ξN,t, 1≤mξ2,N,t〉+ 〈ξN,t, 1>mξ2,N,t〉] .
where we used the notation 1≤m = 1(N ≤ m) and 1>m = 1− 1≤m.
Many-particle sectors. From Cauchy-Schwarz and the bounds in Corollary 5.3.2, we find
|〈ξN,t, 1>mξ2,N,t〉| ≤ ‖1>mξN,t‖.‖1>mξ2,N,t‖
≤ 〈ξN,t, (N/m)ξN,t〉1/2〈ξ2,N,t, (N/m)ξ2,N,t〉1/2
≤ CM−1 exp(C exp(C|t|)).
for a constant C > 0 depending on b. Averaging over m ∈ [M/2 + 1,M ], we conclude
that ∣∣∣ 2
M
M∑
m=M/2+1
〈ξN,t, 1>mξ2,N,t〉
∣∣∣ ≤ CN−α exp(C exp(C|t|)). (5.72)
Few-particle sectors. From the Schro¨dinger equations for ξN,t and ξ2,N,t, we find
Re
d
dt
〈ξN,t, 1≤mξ2,N,t〉 = Im
〈
ξN,t,
[
(GN,t − G2,N,t)1≤m + [G2,N,t, 1≤m]
]
ξ2,N,t
〉
.
Using Proposition 5.3.1, in particular (5.59) with δ = Nα, we obtain
±(GN,t − G2,N,t)
≤
[
NαVN +Nα(N + 1)2/N + (N + 1)(N/N)2b +N−α(K +N + 1)
]
C exp(Ct)
for a constant C > 0 depending on b. We choose b ∈ N large enough so that 2b(α− 1) <
−α (i.e. b > α/(2(1− α))). Then, using the simple operator estimate
0 ≤ VN ≤ CNβ−1KN (5.73)
which follows by quantization of the two-body estimate VN (x− y) ≤ CNβ(−∆x −∆y),
projecting to the sector with N ≤ m+ 2 (where m ≤ Nα), and using also the inequality
2α− 1 < −α (since, by definition, α < 1/4) we find
±1≤m+2(GN,t − G2,N,t)1≤m+2 ≤ CN−α(K +N + 1) exp(C|t|). (5.74)
Since GN,t − G2,N,t contains terms with at most two creation operators, we have the
obvious identity
(GN,t − G2,N,t)1≤m = 1≤m+2(GN,t − G2,N,t)1≤m+21≤m.
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From (5.74) we find, by Cauchy-Schwarz,
|〈ξN,t, (GN,t − G2,N,t)1≤mξ2,N,t〉|
= |〈ξN,t, 1≤m+2(GN,t − G2,N,t)1≤m+21≤mξ2,N,t〉|
≤ CN−α exp(C|t|)〈ξN,t, (K +N + 1)ξN,t〉1/2〈1≤mξ2,N,t, (K +N + 1)ξ2,N,t〉1/2.
(5.75)
Inserting the energy estimates in Corollary 5.3.2, we find that
|〈ξN,t, (GN,t − G2,N,t)1≤mξ2,N,t〉| ≤ CN−α exp(exp(C|t|)).
In (5.75), we used the fact that, if D is a self-adjoint and F a non-negative operator on
a Hilbert space h with ±D ≤ F then, for every φ, ψ ∈ h, we have (using the fact that
D + F ≥ 0)
|〈φ,Dψ〉| ≤ |〈φ, (D + F )ψ〉|+ |〈φ, Fψ〉|
≤ κ〈φ, (D + F )φ〉+ κ−1〈ψ, (D + F )ψ〉+ κ〈φ, Fφ〉+ κ−1〈ψ, Fψ〉
≤ 3κ〈φ, Fφ〉+ 3κ−1〈ψ, Fψ〉
for every κ > 0. With κ = 〈ψ,Fψ〉1/2〈φ, Fφ〉−1/2, we find
|〈φ,Dψ〉| ≤ 6〈φ, Fφ〉1/2〈ψ, Fψ〉1/2
Next, we turn to the commutator [G2,N,t, 1≤m]. We observe that
[G2,N,t, 1≤m] = 1>mG2,N,t1≤m − 1≤mG2,N,t1>m. (5.76)
Consider the first term on the r.h.s. of (5.76). Only terms in G2,N,t with two creation
operators give a non-vanishing contribution; hence,
〈ξ1, 1>mG2,N,t1≤mξ2〉
=
〈
ξ1, [χ(N = m+ 2)G2,N,tχ(N = m) + χ(N = m+ 1)G2,N,tχ(N = m)] ξ2
〉
Estimating terms in G2,N,t with two creation operators similarly as in Proposition 5.3.4,
we obtain ∣∣∣ 2
M
M∑
m=M/2+1
〈ξN,t, i[G2,N,t, 1≤m]ξ2,N,t〉
∣∣∣
≤ CM−1 exp(C|t|)〈ξN,t, (N + 1)ξN,t〉1/2〈ξ2,N,t, (N + 1)ξ2,N,t〉1/2
≤ CN−α exp(C exp(C|t|)).
where we used Corollary 5.3.2 and the choice M = Nα. In summary, we have proved
that ∣∣∣ 2
M
M∑
m=M/2+1
d
dt
〈ξN,t, 1≤mξ2,N,t〉
∣∣∣ ≤ CN−α exp(C exp(C|t|)).
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Consequently,
Re
2
M
M∑
m=M/2+1
〈ξN,t, 1≤mξ2,N,t〉
≥ Re 2
M
M∑
m=M/2+1
〈ξN,0, 1≤mξ2,N,0〉 − CN−α exp(C exp(C|t|)).
With the assumption (5.53) on the initial datum ξN,0 = ξ2,N,0 = ξN , we find
〈ξN,0, 1≤mξ2,N,0〉 = ‖1≤mξN‖2 = 1− ‖1>mξN‖2
≥ 1− 〈ξN , (N/m)ξN 〉 ≥ 1− CM−1 = 1− CN−α.
Thus
Re
2
M
M∑
m=M/2+1
〈ξN,t, 1≤mξ2,N,t〉 ≥ 1− CN−α exp(C exp(C|t|)).
Combining the latter bound with (5.72), we arrive at
Re 〈ξN,t, ξ2,N,t〉 ≥ 1− CN−α exp(C exp(C|t|)).
We conclude that
‖ξN,t − ξ2,N,t‖2 ≤ 2(1− Re 〈ξN,t, ξ2,N,t〉) ≤ CN−α exp(C exp(C|t|)).
The localization argument used in the above proof is similar to that in [77, ?]. The
main idea is to employ the operator inequality (5.73) in the sector of few particles. This
argument will be used again below.
5.4 Approximation of fluctuation dynamics
In this section, we show Lemma 5.2.1. To this end, we will make use of the following
energy estimates.
Lemma 5.4.1. Assume Hypothesis A holds true. Let ξN ∈ F⊥ with ‖ξN‖ ≤ 1 and
〈ξN , (HN +N +N 2/N)ξN 〉 ≤ C, (5.77)
uniformly in N . Let ΦN,t be as defined in (5.45). Then there exists a constant C > 0
such that
〈ΦN,t, (HN +N )ΦN,t〉 ≤ CNβ exp(C exp(C|t|)) (5.78)
for all t ∈ R.
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Proof. We recall that ΦN,t solves the Schro¨dinger equation (5.45) with the generator
(5.46) that can be decomposed into
LN,t = CN,t +HN,t +RN,t
with the constant part
CN,t =
N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN,t, (5.79)
the projected Hamilton operator
HN,t = dΓ(−∆)
+
1
2N
∫
dxdydx′dy′ [(QN,t ⊗QN,t)VN (QN,t ⊗QN,t)] (x, y;x′, y′)a∗xa∗yax′ay′
and the rest
RN,t =
7∑
i=1
RiN,t
where
R1N,t =
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 N (N + 1)
N
R2N,t =
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]√
N −N
+ h.c.
R3N,t = dΓ
(
(VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+ dΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
R4N,t = −dΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
R5N,t =
1
2
∫
dx dy K2,N,t(x, y)a
∗
xa
∗
y + h.c.
R6N,t =
1
2
∫
dx dy K2,N,t(x, y)a
∗
xa
∗
y
(√
(N −N )(N −N − 1)
N
− 1
)
+ h.c.
R7N,t =
1√
N
∫
dx dy dx′ dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)
× a∗xa∗yax′ϕN,t(y′)
√
N −N
N
+ h.c.
(5.80)
The proof of Lemma 5.4.1 is divided into three steps. In the first step, we bound the rest
operator RN,t, its commutator with N and its time derivative, through the number of
particles operator N and the Hamiltonian HN . In the second step we use these bounds
and, with Gro¨nwall’s Lemma, we control the expectation on the r.h.s. of (5.78) in terms
of its initial value at time t = 0. Finally, in the third step, we control the expectation
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of HN and N in the initial state ΦN,0 = TN,0ξN through the expectation of the same
operators in the state ξN , making use of the assumption (5.77).
Step 1. We claim that, for all δ > 0 there exists C > 0 with
±RN,t ≤ δVN + CeC|t|(N +Nβ)
±i[RN,t,N ] ≤ δVN + CεeCt(N +Nβ)
±∂tRN,t ≤ δVN + CεeCt(N +Nβ).
(5.81)
as operator inequality on F≤N⊥ϕN,t . We will focus on the proof of the bound for RN,t. The
other two estimates in (5.81) can be shown similarly, since the commutator i[RN,t,N ]
and the derivative ∂tRN,t contain the same terms appearing in RN,t, multiplied by a
constant in {0,±1,±2} in the first case and with a factor ϕN,t replaced by its derivative
∂tϕN,t in the second case. We follow here [77, Theorem 3], where more details can be
found.
Step 1.1: Since 〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 ≤ ‖VN‖L1‖ϕN,t‖4L4 ≤ C
and N/N ≤ 1 on the truncated Fock space F≤N⊥ϕN,t , we have
0 ≤ R1N,t ≤ CN .
Step 1.2: We divide R2N,t = R2,1N,t +R2,2N,t with
R2,1N,t =
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)
]√
N −N + h.c.,
R2,2N,t =
√
N
[
a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]√N −N
N
+ h.c.
(5.82)
Using the Cauchy–Schwarz inequality, we find, for arbitrary ξ ∈ F≤N⊥ϕN,t ,∣∣∣〈ξ,R2,1N,tξ〉∣∣∣ ≤ √N∥∥∥QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t∥∥∥
2
‖N 1/2ξ‖‖ξ‖
Since, with (5.19),∥∥∥QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t∥∥∥
L2
≤
∥∥∥[(VNωN ) ∗ |ϕN,t|2]ϕN,t∥∥∥
L2
≤ CNβ−1eC|t|
we conclude that
±R2,1N,t ≤ CeC|t|
(
N2β−1 +N
)
≤ CeC|t|(Nβ +N ).
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As for the second term in (5.82), using∥∥∥[VN ∗ |ϕN,t|2]ϕN,t∥∥∥
L2
≤ C ,
the Cauchy–Schwarz inequality and the fact that, on F≤N⊥ϕN,t , N/N ≤ 1, we find hat
±R2,2N,t ≤ CeC|t|N .
Step 1.3: Recall that for an operator B on L2(R3) we have ±dΓ(B) ≤ ‖B‖N . Since
‖(VNfN ) ∗ |ϕN,t|2‖L∞ ≤ ‖ϕN,t‖2L∞‖VNfN‖L1 ≤ CeCt
|µN,t| =
∣∣ 〈ϕN,t, [(VNωN ) ∗ |ϕN,t|2]ϕN,t〉 ∣∣
≤ CNβ−1eC|t|
‖QN,t(VNωN ) ∗ |ϕN,t|2QN,t‖ ≤ ‖(VNωN ) ∗ |ϕN,t|2‖L∞
≤ CNβ−1eC|t|
and
‖K1,N,t‖ = ‖QN,tK˜1,N,tQN,t‖ ≤ ‖K˜1,N,t‖
= sup
‖f‖L2=1
∣∣∣∣∫ f(x)ϕN,t(x)VN (x− y)ϕN,t(y)f(y) dx dy∣∣∣∣
≤ ‖ϕN,t‖
2
L∞
2
sup
‖f‖L2=1
∫
(|f(x)|2 + |f(y)|2)VN (x− y)dxdy ≤ CeC|t|
(5.83)
we conclude that
±R3N,t ≤ CeC|t|N .
Step 1.4: Proceeding similarly to Step 3 and using the fact that dΓ(B) commutes with
N , we find
±R4N,t ≤ CeC|t|N .
Step 1.5: To bound the term R5N,t we observe that, for any δ > 0,
δdΓ(1−∆)±
[1
2
∫
dx dy K2,N,t(x, y)a
∗
xa
∗
y + h.c.
]
≥ − 1
2δ
∥∥∥(1−∆)−1/2K∗2,N,t∥∥∥2
HS
≥ − 1
2δ
∥∥∥(1−∆)−1/2K˜∗2,N,t∥∥∥2
HS
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from [78, Lemma 9]. Since K˜2,N,t(x; y) = VN (x− y)ϕN,t(x)ϕN,t(y), we find∥∥∥(1−∆)−1/2K˜∗2,N,t∥∥∥2
HS
= tr K˜2,N,t(1−∆)−1K˜∗2,N,t
= C
∫
dxdydz VN (x− y) e
−|y−z|
|y − z| VN (z − x) |ϕN,t(x)|
2ϕN,t(y)ϕN,t(z)
≤ ‖ϕN,t‖2∞‖ϕN,t‖22
∫
VN (z)
[
VN ∗ 1|.|
]
(z)dz
≤ CeC|t|
∫ |V̂N (p)|2
p2
dp = CeC|t|
∫ |V̂ (p/Nβ)|2
p2
dp ≤ CNβeC|t|
∫ |V̂ (p)|2
p2
dp
≤ CNβeC|t|
We obtain that, for any δ > 0,
±R5N,t = ±
[1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y + h.c.
]
≤ δdΓ(1−∆) + Cδ−1NβeC|t|
Step 1.6: To bound R6N,t, we observe that, by Cauchy-Schwarz, we have
|〈ξ,R6N,tξ〉| ≤ C
∫
dxdy VN (x− y)|ϕN,t(x)||ϕN,t(y)|‖axayξ‖
×
∥∥∥∥∥
(√
N −N )(N −N − 1)
N
− 1
)
ξ
∥∥∥∥∥
≤ C√
N
∫
dxdy VN (x− y)|ϕN,t(x)||ϕN,t(y)|‖axayξ‖ ‖(N + 1)1/2ξ‖
≤ δ〈ξ,VNξ〉+ Cδ−1‖(N + 1)1/2ξ‖2
which implies that
±R6N,t ≤ δVN + Cδ−1(N + 1)
Step 1.7: For ξ ∈ F≤N⊥ϕN,t , we have, using Cauchy-Schwarz inequality,∣∣∣〈ξ,R7N,tξ〉∣∣∣ ≤ 1√
N
∫
VN (x− y)|ϕN,t(y)| ‖axayξ‖
∥∥∥∥∥ax
√
N −N
N
ξ
∥∥∥∥∥ dxdy
≤ δ〈ξ,VNξ〉+ C‖ϕN,t‖2∞〈ξ,N ξ〉
and therefore
±R7N,t ≤ δVN + Cδ−1eC|t|N
Combining the results of Step 1.1 - Step 1.7, we obtain (5.81).
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Step 2. There exists a constant C > 0 such that
〈ΦN,t, (HN +N )ΦN,t〉 ≤ C exp(C exp(C|t|))〈ΦN,0, (HN +N +Nβ)ΦN,0〉 (5.84)
for all t ∈ R.
We focus on t > 0 (the case t < 0 can be handled similarly). We have
∂t
〈
ΦN,t,
(LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉
= CeCt〈ΦN,t, i[RN,t,N ]ΦN,t〉+ 〈ΦN,t, (∂tRN,t + C2eCt(N +Nβ))ΦN,t〉.
The second and third bound in (5.81) imply that there exists a constant C˜ such that
∂t〈ΦN,t,(LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉
≤ C˜eC˜t〈ΦN,t, (LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉.
Gro¨nwall’s Lemma gives
〈ΦN,t, (LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉
≤ C˜ exp(C˜ exp(C˜t))〈ΦN,0, (LN,0 − CN,0 +N +Nβ)ΦN,0〉
The first inequality in (5.81) implies (5.84).
Step 3. To finish the proof we need to show that, with the assumption
〈ξN , (HN +N +N 2/N)ξN 〉 ≤ C , (5.85)
we have
〈ΦN,0, (HN +N )ΦN,0〉 ≤ CNβ. (5.86)
To reach this goal, we observe, first of all, that
〈ΦN,0, (HN +N )ΦN,0〉 = 〈1≤NT ∗N,0ξN , (HN +N )1≤NT ∗N,0ξN 〉
≤ 〈ξN , TN,0HNT ∗N,0ξN 〉+ C
(5.87)
by Proposition 5.3.3 and (5.85). To bound the remaining expectation on the r.h.s. of
(5.87), we compute (see [16, Section 3, in particular Prop. 3.3 and Prop. 3.11])
TN,0HNT ∗N,0
= HN + ‖∇2sinhkN,0‖2 +N
∫
dxdy
[
∆ωN (x− y)ϕ20((x+ y)/2) a∗xa∗y + h.c.
]
+
1
2N
∫
dxdy VN (x− y)|〈shx − ϕ0(x)shkN,0(ϕ0), chy − ϕ0(y)chkN,0(ϕ0)〉|2
+
1
2
∫
dxdy VN (x− y)
[− ωN (x− y)ϕ20((x+ y)/2)a∗xa∗y + h.c.]+ δN .
(5.88)
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where we used the notation shx to indicate the function shx(z) = sinhkN,0(x; z) and
similarly for chx (in this case, a distribution) and where the operator δN is such that
±δN ≤ HN + C(N +N 2/N + 1)
(in fact, the constant in front of HN could be chosen arbitrarily small, but we are not
going to use this fact here). With (5.24), we find
‖∇2sinhkN,0‖2 ≤ CNβ
Furthermore, integrating by parts, using (5.19), the assumption ϕ0 ∈ H4(R3) and (5.85),
we obtain∣∣∣N ∫ dxdy ∆ωN (x− y)ϕ20((x+ y)/2)〈ξN , a∗xa∗yξN 〉∣∣∣
≤
∫
dx ‖axξN‖ ‖a∗(N∇ωN (x− ·)∇xϕ20((x+ ·)/2))ξN‖
+
∫
dx ‖∇xaxξN‖ ‖a∗(N∇ωN (x− ·)ϕ20((x+ ·)/2))ξN‖
≤ ‖(N + 1)1/2ξN‖
∫
dx ‖axξN‖‖N∇ωN (x− ·)∇xϕ20((x+ ·)/2))‖2
+ ‖(N + 1)1/2ξN‖
∫
dx ‖∇xax‖‖N∇ωN (x− ·)ϕ20((x+ ·)/2))‖2
≤ CNβ‖(N +K + 1)1/2ξN‖2 ≤ CNβ.
Let us now consider the fourth term on the r.h.s. of (5.88). The most singular
contribution is bounded by
1
2N
∫
dxdy VN (x− y)|〈shx, chy〉|2
≤ 1
2N
∫
dxdy VN (x− y)|shkN,0(x; y)|2
+
1
2N
∫
dxdy VN (x− y)
∣∣∣ ∫ dz shkN,0(x; z)p(y; z)∣∣∣2
≤ Nβ−1(‖∇1shkN,0‖2 + ‖∇2shkN,0‖2)+ 12N
∫
dxdy VN (x− y)‖shx‖2‖py‖2
≤ CN2β−1
where we used Cauchy-Schwarz and the operator inequality
VN (x− y) ≤ CNβ(−∆x −∆y) .
Finally, let us consider the fifth term on the r.h.s. of (5.88). Using Cauchy-Schwarz,
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(5.19) and (5.21), we find∣∣∣∣∫ dxdy VN (x− y)ωN (x− y)ϕ20((x+ y)/2)〈ξ, a∗xa∗yξ〉∣∣∣∣
≤ C〈ξ,VNξ〉+ C
∫
dxdy VN (x− y)N |ωN (x− y)|2 |ϕ0((x+ y)/2)|4
≤ Cδ〈ξ,VNξ〉+ CN2β−1
From (5.88), we conclude with (5.85) that
〈ξ, TN,0HNT ∗N,0ξ〉 ≤ CNβ
Together with (5.87), this implies (5.86).
A bound similar to the one in Lemma 5.4.1 also holds for the modified evolution Φ˜N,t
introduced in (5.51).
Lemma 5.4.2. Assume Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ ≤ 1 and
〈ξN , (HN +N +N (N/N)2b)ξN 〉 ≤ C,
uniformly in N . Let Φ˜N,t be as defined in (5.51). We assume here that the parameter
Cb > 0 in (5.50) is large enough. Then there exists a constant C > 0 such that
〈Φ˜N,t, (HN +N +N (N/N)2b)Φ˜N,t〉 ≤ CNβ exp(C exp(C|t|)). (5.89)
for all t ∈ R.
Proof. Consider the Bogoliubov transformed dynamics ξN,t = TN,tΦ˜N,t as defined in
(5.54). Then
〈Φ˜N,t, (HN +N +N (N/N)2b)Φ˜N,t〉 = 〈ξN,t, TN,t(HN +N +N (N/N)2b)T ∗N,tξN,t〉
≤ CNβ〈ξN,t, (HN +N +N (N/N)2b)ξN,t〉
where we proceeded exactly as in Step 3 in the proof of Lemma 5.4.1 to bound the
expectation of TN,tHNT ∗N,t and we applied Proposition 5.3.3 to bound the other terms.
Now we apply Corollary 5.3.2 to conclude that, if ` > 0 is small enough in (5.18) and if
Cb > 0 is large enough in (5.50), there exists a constant C > 0 such that
〈Φ˜N,t, (HN +N +N (N/N)2b)Φ˜N,t〉 ≤ CNβ exp(C exp(C|t|))
for all t ∈ R.
Remark that Corollary 5.3.2 and Proposition 5.3.3 actually imply the stronger (com-
pared with (5.89)) estimate 〈Φ˜N,t,N Φ˜N,t〉 ≤ C exp(C exp(C|t|)) for the expectation of
N .
Using Lemma 5.4.1 and Lemma 5.4.2 we are now ready to prove Lemma 5.2.1.
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Proof of Lemma 5.2.1. Note that
‖ΦN,t − Φ˜N,t‖2 = 2
(
1− Re 〈ΦN,t, Φ˜N,t〉
)
.
With the notation 1≤m = 1(N ≤ m) and 1>m = 1− 1≤m, we can decompose
〈ΦN,t, Φ˜N,t〉 = 〈ΦN,t, 1≤mΦ˜N,t〉+ 〈ΦN,t, 1>mΦ˜N,t〉. (5.90)
Instead of fixing m, we take the average over m ∈ [M/2 + 1,M ] with an even number
1M  N . This gives
〈ΦN,t, Φ˜N,t〉 = 2
M
M∑
m=M/2+1
(
〈ΦN,t, 1≤mΦ˜N,t〉+ 〈ΦN,t, 1>mΦ˜N,t〉
)
. (5.91)
We are going to choose M = N1−ε with ε > 0 a sufficiently small that will be specified
later. Next, we estimate the two terms on the r.h.s. of (5.91).
Many-particle sectors. With 1>m ≤ N/m and Lemma 5.4.2, we have
|〈ΦN,t, 1>mΦ˜N,t〉| ≤ ‖ΦN,t‖‖1>mΦ˜N,t‖
≤ 〈Φ˜N,t, (N/m)Φ˜N,t〉1/2 ≤ C
√
Nβ
M
exp(C exp(C|t|)).
Thus
2
M
M∑
m=M/2+1
|〈ΦN,t, 1>mΦ˜N,t〉| ≤ C
√
Nβ
M
exp(C exp(C|t|)). (5.92)
Few-particle sectors. From the Schro¨dinger equations (5.45) and (5.51) for ΦN,t and
Φ˜N,t, we obtain
d
dt
Re 〈ΦN,t, 1≤mΦ˜N,t〉 = Im 〈ΦN,t, (LN,t1≤m − 1≤mL˜N,t)Φ˜N,t〉
We can write
LN,t1≤m − 1≤mL˜N,t = (LN,t − L˜N,t)1≤m + [L˜N,t, 1≤m].
Bound for (LN,t − L˜N,t)1≤m. We have
(LN,t − L˜N,t)1≤m = A1
[√
1−N/N −Gb(N/N)
]
1≤m + h.c.
+A2
√
(N −N )(N −N − 1)− (N −N )
N
1≤m + h.c.
− CbeCbtN (N/N)2b1≤m
(5.93)
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with the two operators
A1 =
√
N
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)(N/N)
]
+
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)a∗xa∗yax′ϕN,t(y′)
A2 =
1
2
∫
dxdyK2,N,t(x; y)a
∗
xa
∗
y.
(5.94)
To bound the r.h.s. of (5.93) we are going to use the following proposition.
Proposition 5.4.3. Assume the interaction potential V to be smooth, spherically sym-
metric, compactly supported and non-negative. Then, for all vectors ξ1, ξ2 ∈ F⊥ϕN,t, we
have the bounds
|〈ξ1, A1ξ2〉| ≤ C exp(C|t|)
〈
ξ1,
(
N2β−1 + (N/N)2 + VN
)
ξ1
〉1/2 〈ξ2, (N + 1)ξ2〉1/2
and
|〈ξ1, A2ξ2〉| ≤ C
√
N exp(C|t|)〈ξ1,VNξ1〉1/2‖ξ2‖.
Proof. First we consider A1. Using
a∗(g)a(g) ≤ a(g)a∗(g) ≤ (N + 1)‖g‖2L2
and
‖QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t‖L2 ≤ ‖[(VNωN ) ∗ |ϕN,t|2]ϕN,t‖L2
≤ ‖VN‖L1‖ωN‖L∞‖ϕN,t‖2L∞‖ϕN,t‖L2
≤ CNβ−1 exp(C|t|),
we have
|〈ξ1,
√
Na∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)ξ2〉|
≤ CNβ−1/2 exp(C|t|)‖ξ1‖〈ξ2, (N + 1)ξ2〉1/2
and
|〈ξ1, a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
ξ2〉| ≤ C exp(C|t|)〈ξ1, (N/N)2ξ1〉1/2〈ξ2,N ξ2〉1/2.
Moreover3∣∣∣〈ξ1, 1√
N
∫
dx dy dx′ dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)a∗xa∗yax′ϕN,t(y′)ξ2
〉∣∣∣
=
∣∣∣ 1√
N
∫
dx dy VN (x− y)ϕN,t(y)〈axayξ1, axξ2〉
∣∣∣
≤ 1√
N
∫
dx dy VN (x− y)|ϕN,t(y)|‖axayξ1‖‖axξ2‖
≤ ‖ϕN,t‖L∞
( 1
N
∫
dx dy VN (x− y)‖axayξ1‖2
)1/2(∫
dx dyVN (x− y)‖axξ2‖2
)1/2
≤ C exp(C|t|)〈ξ1,VNξ1〉1/2〈ξ2,N ξ2〉1/2.
3Note that the projection QN,t has no effect in the excited Fock space F⊥ϕN,t
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To prove the bound for A2, we estimate
|〈ξ1, A2ξ2〉| =
∣∣∣ ∫ dx dyVN (x− y)ϕN,t(x)ϕN,t(y)〈axayξ1, ξ2〉∣∣∣
≤ ‖ϕN,t‖L∞
(∫
dx dy VN (x− y)‖axayξ1‖2
)1/2
×
(∫
dx dyVN (x− y)|ϕN,t(x)|2‖ξ2‖2
)1/2
≤ C
√
N exp(C|t|)〈ξ1,VNξ1〉1/2‖ξ2‖.
This ends the proof of the proposition.
We control now the operators on the r.h.s. of (5.93). Obviously,
N (N/N)2b1≤m ≤ CM(M/N)2b.
and, therefore,
|〈ΦN,t,N (N/N)2b1≤mΦ˜N,t〉| ≤ CM(M/N)2b.
Using Proposition 5.4.3 with
ξ1 = ΦN,t, ξ2 =
[√
1−N/N −Gb(N/N)
]
1≤m Φ˜N,t,
combined with the simple bound
|
√
1−N/N −Gb(N/N)|1≤m ≤ C(M/N)b+1
that follows from (5.49) and with the estimates in Lemma 5.4.1 and Lemma 5.4.2, we
obtain∣∣∣〈ΦN,t, A1(√1−N/N −Gb(N/N))1≤mΦ˜N,t〉∣∣∣ ≤ C(M/N)b+1Nβ exp(C exp(C|t|)).
Using again Proposition 5.4.3 with
ξ1 = ΦN,t, ξ2 =
[√
(N −N )(N −N − 1)−N −N ]1≤mΦ˜N,t ,
the simple bound
|
√
(N −N )(N −N − 1)−N −N| ≤ 1,
and the bounds in Lemma 5.4.1 and Lemma 5.4.2, we also obtain∣∣∣〈ΦN,t, A2√(N −N )(N −N − 1)−N −N
N
1≤mΦ˜N,t
〉∣∣∣ ≤ CN β−12 exp(C exp(C|t|)).
The hermitian conjugated terms can be controlled analogously (Proposition 5.4.3
provides bounds for A∗1, A∗2, as well, switching ξ1 and ξ2). In summary, we have shown
that ∣∣∣〈ΦN,t, (LN,t − L˜N,t)1≤mΦ˜N,t〉∣∣∣
≤ C
[
Nβ−1 +M(M/N)2b + (M/N)b+1Nβ
]
exp(C exp(C|t|)).
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Bound for [L˜N,t, 1≤m]. We can decompose
[L˜N,t, 1≤m] = 1≤mL˜N,t1>m − 1>mL˜N,t1≤m. (5.95)
Let us focus on 1>mL˜N,t1≤m; the other term can be treated similarly. With the operators
A1, A2 defined in (5.94), we have
1>mL˜N,t1≤m = 1>m
(
A1Gp(N/N) +A2N −N
N
)
1≤m
= A1Gp(N/N)1(N = m) +A2N −N
N
1(m− 1 ≤ N ≤ m).
(5.96)
Here we used the fact that A1 creates exactly one particle while A2 creates exactly two
particles. All other terms in L˜N,t leave the number of particles invariant, and therefore
do not contribute to (5.96). Thus
M∑
m=M/2+1
1>mL˜N,t1≤m = A1Gp(N/N)1(M/2 < N ≤M)
+A2
N −N
N
[
1(M/2 < N ≤M) + 1(M/2 ≤ N < M)
]
.
Using Proposition 5.4.3 with
ξ1 = ΦN,t, ξ2 = Gp(N/N)1(M/2 < N ≤M)Φ˜N,t,
combined with the simple estimate (recall that we will choose M  N)
|Gp(N/N)|1(M/2 < N ≤M) ≤ C
and with the bounds in Lemma 5.4.1 and in Lemma 5.4.2, we obtain
〈ΦN,t, A1Gp(N/N)1(M/2 < N ≤M)Φ˜N,t〉 ≤ CNβ exp(C exp(C|t|)).
Similarly, using again Proposition 5.4.3 and Lemma 5.4.2, we find
〈ΦN,t, A2(1−N/N)
[
1(M/2 < N ≤M) + 1(M/2 ≤ N < M)
]
Φ˜N,t〉
≤ CN β+12 exp(C exp(C|t|)).
Thus, we conclude that
2
M
∣∣∣ M∑
m=M/2+1
〈ΦN,t, [L˜N,t, 1≤m]Φ˜N,t〉
∣∣∣ ≤ CN β+12
M
exp(C exp(C|t|)). (5.97)
In summary, we have proved that∣∣∣Re 2
M
M∑
m=M/2+1
d
dt
〈ΦN,t, 1≤mΦ˜N,t〉
∣∣∣
≤ C
[
N
β−1
2 +M
(M
N
)2b
+Nβ
(M
N
)b+1
+
N
β+1
2
M
]
exp(C exp(C|t|)).
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Conclusion of the proof. For every α < (1 − β)/2, we can choose M = N1−ε with a
sufficiently small ε > 0, and then b sufficiently large to obtain
∣∣∣Re 2
M
M∑
m=M/2+1
d
dt
〈ΦN,t, 1≤mΦ˜N,t〉
∣∣∣ ≤ CN−α exp(C exp(C|t|)).
Integrating over t, we find
Re
2
M
M∑
m=M/2+1
〈ΦN,t, 1≤mΦ˜N,t〉
≥ Re 2
M
M∑
m=M/2+1
〈ΦN,0, 1≤mΦ˜N,0〉 − CN−α exp(C exp(C|t|)).
On the other hand, using the assumption ΦN,0 = 1
≤NT ∗N,0ξN , Φ˜N,0 = T
∗
N,0ξN we have
the lower bound
〈ΦN,0, 1≤mΦ˜N,0〉 = ‖1≤mT ∗N,0ξN‖2 = 1− ‖1>mT ∗N,0ξN‖2
≥ 1− 〈T ∗N,0ξN , (N/m)T ∗N,0ξN 〉
≥ 1− C〈ξN , (N/m)ξN 〉 ≥ 1− C/M.
Here we have used Proposition 5.3.3 in the second last estimate and the assumption on
ξN for the last inequality. Thus
Re
2
M
M∑
m=M/2+1
〈ΦN,t, 1≤mΦ˜N,t〉 ≥ 1− CN−α exp(C exp(C|t|))− CM−1
Combining with (5.92) and using the choice M = N1−ε for a sufficiently small ε > 0, we
obtain
Re 〈ΦN,t, Φ˜N,t〉 ≥ 1− CN−α exp(C exp(C|t|)).
Consequently,
‖ΦN,t − Φ˜N,t‖2 ≤ 2(1− Re 〈ΦN,t, Φ˜N,t〉) ≤ CN−α exp(C exp(C|t|)).
5.5 Proof of main Results
Combining Lemma 5.2.1 and Lemma 5.2.2, we can prove our first main theorem.
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Proof of Theorem 5.1.1. Fix α < min(β/2, (1 − β)/2). To begin with, let us choose a
sequence ξN ∈ F⊥ϕ0 with ‖ξN‖ ≤ 1 and with
〈ξN , (HN +N +N (N/N)2b)ξN 〉 ≤ C (5.98)
uniformly in N . This assumption is stronger than the assumption (5.30) in the theorem;
at the end, we will show how to relax it.
Assuming (5.98), we consider the many-body evolution
ΨN,t = e
−itHNU∗ϕ01
≤NT ∗N,0ξN
and we factor out the condensate, defining, as in (5.44), ΦN,t = UϕN,tΨN,t. To prove
Theorem 5.1.1, we have to compare ΦN,t with the (Bogoliubov transformed) effective
evolution T ∗N,tξ2,N,t = T
∗
N,tU2,N (t; 0)ξN . To this end, we recall the definition (5.51) of the
modified fluctuation dynamics Φ˜N,t, and we bound∥∥ΦN,t − T ∗N,tξ2,N,t∥∥ ≤ ‖ΦN,t−Φ˜N,t‖+‖Φ˜N,t−T ∗N,tξ2,N,t‖ ≤ ‖ΦN,t−Φ˜N,t‖+‖ξN,t−ξ2,N,t‖
where, as in (5.54), we set ξN,t = TN,tΦ˜N,t and we used the unitarity of TN,t. Combining
Lemma 5.2.1 and Lemma 5.2.2 (which can be used, because of the additional assumption
(5.98)), we conclude that there exists a constant C > 0 such that∥∥ΦN,t − T ∗N,tξ2,N,t∥∥F ≤ CN−α exp(C exp(C|t|)) (5.99)
for all t ∈ R and all N large enough. This proves Theorem 5.1.1 under the additional
assumption (5.98).
Now, let us assume that the sequence ξN ∈ F⊥ϕ0 is normalized ‖ξN‖ = 1, but,
instead of (5.98), that it only satisfies the weaker bound
〈ξN , (K +N )ξN 〉 ≤ C , (5.100)
uniformly in N . We choose M = N2α and we decompose
ξN = 1
≤MξN + 1>MξN
Then, using unitarity of the maps UϕN,t , TN,t, e
iHN t and U2,N (t; 0), we obtain
‖ΦN,t − T ∗N,tξ2,N,t‖ = ‖UϕN,te−itHNU∗ϕ01≤NT ∗N,0ξN − T ∗N,tU2,N (t; 0)ξN‖
≤ ‖UϕN,te−itHNU∗ϕ01≤NT ∗N,01≤MξN − T ∗N,tU2,N (t; 0)1≤MξN‖
+ 2‖1>MξN‖
(5.101)
On the one hand, using Markov’s inequality and (5.100), we have
‖1>MξN‖2 = 〈ξN , 1>MξN 〉 ≤M−1〈ξN ,N ξN 〉 ≤ CN−2α
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On the other hand, the sequence ξ˜N = 1
≤MξN is such that ‖ξ˜N‖ ≤ ‖ξN‖ = 1 and
〈ξ˜N , (HN +N +N (N/N)2b)ξ˜N 〉 ≤ 〈ξN , (K +N + 1)ξN 〉 ≤ C (5.102)
by (5.100). Here we used the bound VN ≤ CNβ−1(K+1)(N+1) for the potential energy,
which implies, by the choice of M = N2α and of α ≤ (1−β)/2, that VN1≤M ≤ C(K+1).
Because of (5.102), we can apply the convergence (5.99), established under the additional
assumption (5.98), to estimate the first term on the r.h.s. of (5.101). We obtain that
(this time only under the assumption (5.100))
‖ΦN,t − T ∗N,tξ2,N,t‖ ≤ CN−α exp(C exp(C|t|))
This concludes the proof of Theorem 5.1.1.
To show Theorem 5.1.2, we compare the difference between the generators of the
quadratic evolutions U2,N and U2 defined in (5.25) and, respectively, in (5.37).
Proposition 5.5.1. Assume Hypothesis A holds true. Let G2,N,t and G2,t be as defined
in (5.26) and in (5.36) (and ηN (t) as in (5.27)). Then there exists C > 0 such that,
with α = min(β/2, (1− β)/2),
|〈ξ1, (G2,N,t − ηN (t)− G2,t)ξ2〉|
≤ CN−α exp(C exp(C|t|))‖(K +N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
for all ξ1, ξ2 ∈ F⊥ϕN,t and all t ∈ R.
The proof of Proposition 5.5.1 can be found in [16, Lemmas 5.1, 5.2, 5.3, 5.4], up to
very minor modifications.
Proof of Theorem 5.1.2. As in the proof of Theorem 5.1.1, we first assume that
〈ξN , (HN +N +N (N/N)2b)ξN 〉 ≤ C (5.103)
uniformly in N . With θN (t) := −
∫ t
0 dτ ηN (τ) we find
d
dt
∥∥ξ2,N,t − eiθN (t)ξ2,t∥∥2 = 2 Im 〈ξ2,N,t, [G2,N,t − ηN (t)− G2,t]eiθN (t)ξ2,t〉
Proposition 5.5.1 above implies that
d
dt
∥∥ξ2,N,t − eiθN (t)ξ2,t∥∥2
≤ CN−α exp(C exp(C|t|))〈ξ2,N,t, (K +N + 1)ξ2,N,t〉1/2〈ξ2,t, (N + 1)ξ2,t〉1/2
≤ CN−α exp(C exp(C|t|))
Here we used Corollary 5.3.2 (with the additional assumption (5.103)) and the analogous
bound
〈ξ2,t, (N + 1)ξ2,t〉 ≤ C exp(C exp(C|t|)) (5.104)
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for the limiting dynamics ξ2,t. Eq. (5.104) can be proven similarly to the bound for ξ2,N,t
in Corollary 5.3.2 (with estimates for the generator G2,t analogous to (5.58)). Integrating
in time, we conclude that∥∥ξ2,N,t − eiθN (t)ξ2,t∥∥2 ≤ CN−α exp(C exp(C|t|))
for all t ∈ R. Combining the last bound with Theorem 5.1.1, we obtain
‖UϕN,tΨN,t − e−iθN (t)T ∗N,tξ2,t‖ ≤ ‖UϕN,tΨN,t − T ∗N,tξ2,N,t‖+ ‖ξ2,N,t − e−iθN (t)ξ2,t‖
≤ CN−α/2 exp(C exp(C|t|))
This proves Theorem 5.1.2 under the additional assumption (5.103). To relax this con-
dition, we proceed exactly as in the proof of Theorem 5.1.1. We omit the details.
Finally, Theorem 5.1.3 follows immediately combining Theorem 5.1.2 with the fol-
lowing proposition, which is a modification of the analysis in [20, Section 6].
Proposition 5.5.2. Assume Hypothesis A holds true. Let ψN ∈ L2s(R3N ) with reduced
one-particle density γN such that
aN := tr |γN − |ϕ0〉〈ϕ0|| ≤ CN−1 (5.105)
and
bN :=
∣∣∣∣ 1N 〈ψN , HNψN 〉 − [‖∇ϕ0‖22 + 12〈ϕ0, [VNfN ∗ |ϕ0|2]ϕ0〉]
∣∣∣∣ ≤ CN−1 (5.106)
Set ξN = TN,0Uϕ0ψN with the Bogoliubov transformation TN,0 defined in (5.22). Then,
we have ψN = U
∗
ϕ01
≤NT ∗N,0ξN and
〈ξN , [K +N ] ξN 〉 ≤ C
uniformly in N .
Proof. First of all, we remark that, with Proposition 5.3.3 and (5.13),
〈ξN ,N ξN 〉 = 〈TN,0Uϕ0ψN ,NTN,0Uϕ0ψN 〉
≤ C〈Uϕ0ψN , (N + 1)Uϕ0ψN 〉
= C [N − 〈ψN , a∗(ϕ0)a(ϕ0)ψN 〉] + C
= CN [1− 〈ϕ0, γNϕ0〉] + C ≤ CNaN + C.
To bound 〈ξN ,KξN 〉, we use K ≤ HN and the first bound in (5.61), which implies that
〈ξN ,HNξN 〉 ≤ 2〈ξN , (GN,0 − ηN (0))ξN 〉+ C〈ξN , (N + 1)ξN 〉
≤ 2〈ξN , (GN,0 − ηN (0))ξN 〉+ CNaN + C.
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Hence, the proposition follows from (5.105) and (5.106) if we can show that
〈ξN ,
[GN,0 − ηN (0)]ξN 〉 ≤ 1
4
〈ξN ,HNξN 〉+ CN(aN + bN ) + C. (5.107)
To prove (5.107) we observe that, from the definition (5.56) of GN,0 and since ξN =
TN,0Uϕ0ψN ,
〈ξN ,
[GN,0 − ηN (0)]ξN 〉 =〈Uϕ0ψN , [T ∗N,0(i∂tTN,t)|t=0 + LN,0 − ηN (0)]Uϕ0ψN 〉
+ 〈Uϕ0ψN ,
[L˜N,0 − LN,0]Uϕ0ψN 〉. (5.108)
From the proof of Lemma 6.2 and of Theorem 1.1 in [20, Section 6], we find
〈Uϕ0ψN ,
[
T ∗N,0(i∂tTN,t)|t=0 + LN,0 − ηN (0)
]
Uϕ0ψN 〉 ≤ CN(aN + bN ) + C. (5.109)
Therefore, it is enough to consider the second term on the r.h.s. of (5.108). From the
definitions (5.50) of L˜N,0 and (5.47) of LN,0, we have (see also (5.93))
L˜N,0 − LN,0 =
4∑
j=1
Dj ,
with the operators
D1 =
√
N
[
a∗
(
QN,0
[
(VNωN ) ∗ |ϕ0|2
]
ϕ0
)− a∗(QN,0[VN ∗ |ϕ0|2]ϕ0)(N/N)]
× (Gb(N/N)−
√
1−N/N) + h.c.
D2 =
1
2
∫
dxdyK2,N,0(x; y)a
∗
xa
∗
y
(N −N )−√(N −N )(N − 1−N )
N
+ h.c.
D3 =
1√
N
∫
dxdy(QN,0 ⊗QN,0VNQN,0 ⊗ 1)(x, y;x′, y′)a∗xa∗yax′ϕ0(y′)
× (Gb(N/N)−
√
1−N/N) + h.c.
D4 = CbN (N/N)2b.
Using |√1− z −Gb(z)| ≤ Czb+1 for all z > 0, we easily arrive at∣∣〈Uϕ0ψN , D1Uϕ0ψN 〉∣∣ ≤ C〈Uϕ0ψN ,NUϕ0ψN 〉 ≤ CNaN + C. (5.110)
Since, for z ∈ (0, 1), ∣∣(1− z)−√(1− z)(1− z − 1/N)∣∣ ≤ C/N
we obtain that, for any δ > 0 (recall that QN,0 has no effect on states in F≤N⊥ϕ0),
|〈Uϕ0ψN , D2Uϕ0ψN 〉|
≤
∫
dxdy N3β−1V (Nβ(x− y))(δ−1N |ϕ0(x)|2|ϕ0(y)|2 + δN−1‖axayUϕ0ψN‖2)
≤ δN−1〈Uϕ0ψN ,VNUϕ0ψN 〉+ C.
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As in Step 3 of the proof of Lemma 5.4.1, we can estimate
δN−1〈Uϕ0ψN ,VNUϕ0ψN 〉 = δN−1〈ξN , TN,0HNT ∗N,0ξN 〉
≤ δ〈ξN ,HNξN 〉+ CNaN + C.
(5.111)
Choosing, for example, δ = 1/8, we conclude that
|〈Uϕ0ψN , D2Uϕ0ψN 〉| ≤
1
8
〈ξN ,HNξN 〉+ CNaN + C. (5.112)
As for the expectation of D3, we proceed similarly as in the proof of Proposition
5.3.1 (in particular, in the bound for the operator B2). Using again the bound |
√
1− z−
Gb(z)| ≤ Czb+1 for all z ∈ (0; 1), we find that, for every δ > 0 there exists C > 0 such
that∣∣〈Uϕ0ψN , D3Uϕ0ψN 〉∣∣
=
1√
N
∣∣∣∣ ∫ dxdy VN (x− y)ϕ0(y)〈ξN , TN,0 a∗xa∗yax(Gb(N/N)−√1−N/N)T ∗N,0ξN 〉∣∣∣∣
≤ δ〈ξN ,VNξN 〉+ C〈ξN , (N + 1)ξN 〉.
Choosing δ = 1/8, we obtain∣∣〈Uϕ0ψN , D3Uϕ0ψN 〉∣∣ ≤ 18〈ξN ,HNξN 〉+ CNaN + C. (5.113)
Finally, since Uϕ0ψN has at most N particles, we easily find that
0 ≤ 〈Uϕ0ψN , D4Uϕ0ψN 〉 ≤ CNaN + C.
Combining the last bound with (5.110), (5.112) and (5.113), we conclude that
|〈Uϕ0ψN ,
[L˜N,0 − LN,0]Uϕ0ψN 〉| ≤ 14〈ξN ,HNξN 〉+ CNaN + C
Together with (5.109) and (5.108), we obtain (5.107).
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