Introduction
The Schubert polynomials S w (x) = S w (x 1 , . . . , x n ) indexed by permutations w on [n] = {1, 2, . . . , n} were introduced by Lascoux and Schützenberger [9] , which represent cohomology classes of Schubert cycles in flag varieties. For combinatorial constructions of Schubert polynomials, see for example [1, 2, 5, 8, 11] Kraśkiewicz and Pragacz [6, 7] For two diagrams C = (C 1 , . . . , C n ) and
where C j ≤ D j means that |C j | = |D j | and for 1 ≤ k ≤ |C j |, the k-th least element of C j is less than or equal to the k-th least element of D j . Write x D for the monomial generated by a diagram D:
Given a diagram D, one can construct the flagged Weyl module M D of the group B of invertible upper-triangular n×n matrices over C [3, 4, 6, 7, 10] , see Section 2. Kraśkiewicz and Pragacz [6, 7] showed that S w (x) is equal to the dual character of the B-module M D(w) . As a direct consequence, there holds the following coefficient-wise relation:
where, for two polynomials [4] , which can also be generated exactly by the lattice points in the associated Newton polytope, see [3] .
The purpose of this paper is to provide a characterization when the Schubert polynomial S w (x) reaches the upper bound Max w (x). 
Schubert polynomials and flagged Weyl modules
Schubert polynomials are defined based on the divided difference operator. For a polynomial f (x) ∈ Z[x 1 , . . . , x n ], the divided difference operator ∂ i sends f (x) to
where s i f (x) is obtained from f (x) by exchanging x i and x i+1 . For the longest permutation w 0 = n (n − 1) · · · 1, set
For w = w 0 , there exists an index 1 ≤ i < n such that w i < w i+1 . Let ws i be the permutation obtained from w by interchanging w i and w i+1 . Set
The Schubert polynomials are well defined since the operators ∂ i satisfy the braid relations:
Let us proceed to review the flagged Weyl module M D associated to a diagram D. The module M D can be constructed by means of determinants [10] . Here we use the notation in [3, 4] . Let GL(n, C) be the group of n × n invertible matrices over C, and let B be the subgroup consisting of the n × n upper-triangular matrices. Let Y be the n × n upper-triangular matrix whose entries are indeterminates y ij where i ≤ j. Denote by C[Y ] the ring of polynomials in the variables {y ij } i≤j . The group GL(n, C) acts on C[Y ] (on the right) as follows. Given a matrix g ∈ GL(n, C) and a polynomial Let X = diag(x 1 , . . . , x n ) be a diagonal matrix, which can be viewed as a linear
The dual character of M D is the character of the dual module M * D , which is given by
It was shown in [6, 7] that the Schubert polynomial S w (x) coincides with the dual character of the B-module M D(w) , namely,
For C ≤ D, the effect of the action of X on the polynomial
is an eigenvector of X with eigenvalue
Therefore, the set of monomials appearing in S w (x) is exactly
Moreover, the coefficient of a monomial x α appearing in S w (x) is equal to the dimension of the corresponding eigenspace
The above observations yield the lower bound and the upper bound for S w (x) as given in (1.1).
Obviously, S w (x) equals the lower bound Min w (x) if and only if for each monomial x α appearing in S w (x), the eigenspace in (2.3) has dimension one. While, S w (x) equals the upper bound Max w (x) if and only if the polynomials Let us conclude this section with an example to illustrate (2.2). Consider the permutation w = 1432. We have D(1432) = (∅, {2, 3}, {2}, ∅). There are six diagrams C ≤ D(1432) as listed below:
Notice that the diagrams C (3) and C (5) give rise to the same polynomial y 12 y 22 y 33 . So the module M D(w) is spanned by the following set of five polynomials
It is easily checked that these five polynomials are linearly independent. So,
which agrees with the Schubert polynomial S 1432 (x).
3 Proof of Theorem 1.1
In this section, we shall prove the necessity and the sufficiency of Theorem 1.1 in Theorem 3.2 and Theorem 3.3, respectively. Proof. We first show that if S w (x) = Max w (x), then w must avoid 1432. Suppose to the contrary that w contains a subsequence that is order isomorphic to 1432. Let i 0 be the largest i such that w i w k w p w q is order isomorphic to 1432. Once i 0 is determined, let k 0 be the smallest k such that w i 0 w k 0 w p w q is order isomorphic to 1432. By the choices of i 0 and k 0 , we see that w q 0 < w i < w p 0 for any i 0 < i < k 0 . Denote j 0 = w q 0 and l 0 = w p 0 . By the definition of D(w), we have the following two facts.
So the configuration of the boxes of D(w) in column j 0 and column l 0 that lie between row i 0 and row k 0 is as illustrated in Figure 3 .1.
Assume that D(w) = (D 1 , . . . , D n ). For ease of description, we denote the polynomial generated by a diagram C ≤ D(w) by
(3.1)
is defined as follows.
( (
By the above constructions, it is easy to see that
By definition, we have
Now we evaluate the three factors appearing in (3.2). For j / ∈ {j 0 , l 0 }, since C
is an upper-triangular matrix, and thus
where, for two integers a < b, we use [a, b] to denote the interval {a, a+1, . . . , b}. Clearly, C 
Moreover, by the choice of C
, it is easy to see that the matrix Y
is an uppertriangular matrix. So we obtain that
where a m = i 0 + m − 1.
In view of (3.3), (3.4) and (3.5), we find that the polynomials f C (1) (Y ) , . . . , f C (t) (Y ) have the following common factor
Therefore, to prove that the polynomials f C (1) (Y ) , . . . , f C (t) (Y ) are linearly dependent, it is enough to verify that for 1 ≤ m ≤ t, the polynomials
are linearly dependent. 
, where 1 ≤ m ≤ b.
We claim that
To prove the claim, let us first consider
.
Notice that in the last row of the matrix Y 
Then we consider
Since the last row of Y
[b]\{b−1} [2,b] has only one nonzero element y bb , applying the Laplace expansion along the last row gives
Combining (3.7) and (3.8), we are led to
Let us proceed to consider the summand
appearing in (3.9) . Again, applying the Laplace expansion to
[2,b]\{b−1} along the last row yields
. (3.10)
On the other hand,
In view of (3.9), (3.10) and (3.11), it follows that
Continuing the same procedure, we can arrive at the assertion in (3.6) eventually. This implies that the polynomials g m (Y ) are linearly dependent, and so the polynomials f C (1) (Y ) , . . . , f C (t) (Y ) are linearly dependent. Hence we conclude that S w (x) = Max w (x).
The same arguments can be employed to show that if w contains a subsequence order-isomorphic to 1423, then S w (x) = Max w (x). In fact, the proof for the case 1432 does not use the relative order of w p 0 and w q 0 in the subsequence w i 0 w k 0 w p 0 w q 0 . This completes the proof.
We now prove the sufficiency of Theorem 1.1. Proof. Suppose that {C : C ≤ D} = {C (1) , . . . , C (t) }. For a diagram C, the polynomial f C (Y ) is as defined in (3.1). To prove S w (x) = Max w (x), it is equivalent to showing that the polynomials f C (1) (Y ) , . . . , f C (t) (Y ) are linearly independent.
Equivalently, if we let a j be the largest element in
It is easy to see that for any diagram C = (C 1 , . . . , C n ) ≤ D(w), we must have [a j ] ⊆ C j . This allows us to obtain the following equality
and so we have
Hence, to show that the polynomials f C (1) (Y ) , . . . , f C (t) (Y ) are linearly independent, it suffices to show that the following polynomials are linearly independent:
, where 1 ≤ m ≤ t.
To this end, we claim that for 1 ≤ j 1 < j 2 ≤ n, D ∈ D(w), implying that w k < j 1 . Now we consider the subsequence w k w i 0 w p w q , where {w p , w q } = {j 1 , j 2 }. Since the box (i 0 , j 2 ) belongs to D(w), it follows that w i 0 > j 2 . So we have w k < j 1 < j 2 < w i 0 . This implies that the subsequence w k w i 0 w p w q is order isomorphic to 1432 or 1423, leading to a contradiction. This concludes the proof of the claim.
By the above claim, any two distinct sets among D ′ 1 , . . . , D ′ n have no common elements. Therefore, for 1 ≤ t 1 = t 2 ≤ t, there does not exits any monomial that appears in both h t 1 (Y ) and h t 2 (Y ), which obviously implies that the polynomials h m (Y ) are linearly independent. This completes the proof.
