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Abstract
We consider the class of spatially decaying systems, where the underlying dynamics are spa-
tially decaying and the sensing and controls are spatially distributed. This class of systems arise
in various applications where there is a notion of spatial distance with respect to which couplings
between the subsystems can be quantified using a class of coupling weight functions. We exploit
spatial decay property of the underlying dynamics of this class of systems to introduce a class of
sparsity and spatial localization measures. We develop a new methodology based on concepts
of q-Banach algebras of spatially decaying matrices that enables us to establish a relationship be-
tween spatial decay properties of spatially decaying systems and their sparsity and spatial localiza-
tion features. Moreover, it is shown that the inverse-closedness property of matrix algebras plays
a central role in exploiting various structural properties of spatially decaying systems. We char-
acterize conditions for exponentially stability of spatially decaying system over q-Banach algebras
and prove that the unique solutions of the Lyapunov and Riccati equations over a proper q-Banach
algebra also belong to the same q-Banach algebra. It is shown that the quadratically optimal state
feedback controllers for spatially decaying systems are sparse and spatially localized in the sense
that they have near-optimal sparse information structures.
Keywords: Distributed control, infinite-dimensional systems, optimal control, sparsity, spatial lo-
calization, spatially decaying systems.
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1 Introduction
In a number of important applications, centralized implementation of automatic control is practi-
cally infeasible due to lack of access to centralized information. This necessitates design of dynam-
ical networks with sparse and spatially localized information structures, which is currently one of
the outstanding open problems in control systems. A precise and comprehensive analysis of spar-
sity and spatial localization for large-scale dynamical network does not appear to exist in the con-
text of distributed control systems. In this paper we investigate this problem for a broad class of
spatially distributed systems, so-called spatially decaying systems, which are linear systems with off-
diagonally decaying state-space matrices. Examples of such systems include linearized and/or spa-
tially discretizedmodels of spatially distributed power networks with sparse interconnection topolo-
gies, multi-agent systems with nearest-neighbor coupling structures [6], arrays of micro-mirrors [7],
micro-cantilevers [8], and sensor networks. These systems belong to the class of spatio-temporal
systems, where all relevant signals are indexed by a spatial coordinate in addition to time [1].
For the class of spatially decaying systems, we show that automatic feedback control mechanisms
can be spatially localized using far less sensor measurements and actuators than traditional control
design techniques. In particular, we exploit spatial structure of the underlying dynamics of networks
and reveal that the quadratically-optimal state feedback controllers for a broad range of real-world
dynamical networks are inherently sparse and spatially localized, in the sense that, they have near-
optimal sparse information structures.
An important class of spatio-temporal systems includes the class of spatially invariant systems.
This class of systems can be defined over continuous or (infinite or finite dimensional) discrete spa-
tial domains. Their state space matrices consist of translation-invariant operators such as partial
differential operators with constant coefficients, spatial shift operators, spatial convolution opera-
tors, general pseudodifferential operator and integral operators [9, 10], or a linear combination of
such operators [11]. A subclass of spatially invariant systems is considered in [1, 20] where the sym-
metric spatial invariance property of this class of systems are exploited and techniques from spatial
Fourier transforms are applied to study optimal control of linear spatially invariant systems. It is
shown that the original optimal control problems in spatial domain can be transformed into a family
of finite-dimensional parameterized problems in Fourier domain and treated using standard tools
for finite-dimensional linear systems in control theory. Moreover, the seminal work [1] shows that
the corresponding quadratically-optimal controllers are spatially invariant and have an inherently
semi-decentralized information structures.
In this paper, we consider spatially distributed systems over infinite-dimensional discrete spa-
tial domains, where the dynamics of individual subsystems are heterogeneous, and the spatial struc-
ture does not necessarily enjoy any particular spatial symmetries. Therefore, standard tools such as
Fourier analysis cannot be used to analyze this class of systems. The existing traditional methods to
study this class of problems are usually based on notions of Banach algebras. One of earliest works
in this area is [12] where the algebraic properties of Riccati equations is studied over C∗–subalgebras
of the space of bounded linear operators on some Hilbert space. More recent effort is reported [16]
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where the algebraic properties of Riccati equations is investigated over noncommutative involutive
Banach algebras, which can be considered as a generalization of earlier results of [12]. Our paper
is close in spirit to earlier works [2] and [3] where a general approach is proposed based on Ba-
nach algebras of spatially decaying matrices to analyze the spatial structure of infinite and finite
horizon optimal controllers for spatially distributed systems with arbitrary spatial structures. In [2]
and [3], it is shown that quadratically optimal controllers inherit spatial decay properties of the un-
derlying dynamics of the systems. A basic fundamental property of a Banach algebra is that it is a
Banach space and locally convex. These nice properties allow us to apply existing methods in the
literature to study the class of spatially distributed systems over Banach algebras; for example see
[12, 13, 1, 2, 3, 5, 14, 16, 15].
The main contribution of this paper is the development of a unified methodology to determine
the degrees of sparsity and spatial localization for a broad class of spatially distributed systems. We
categorize the largest classes of spatially distributed systems for which their corresponding quadrat-
ically optimal controllers inherent spatial decay property from the dynamics of their underlying sys-
tems. We introduce new classes of spatially decaying systems that are defined over q-Banachalgebras
endowed withmatrix q-norms, where q is an exponent strictly greater than 0 and less than or equal to
1. The class of spatially distributed systems considered in [3, 2] and [16] are special examples of our
new class of systems which correspond to exponent q = 1. When the exponent q is strictly less than
1, a q-Banach algebra becomes locally nonconvex and is not a Banach space. However, they exhibit
an interesting property: if q2 is less than q1, then the space of linear systems over q1-Banach algebra
is a subset of the space of linear systems defined over q2-Banach algebra. This property implies that
when exponent q tends towards 0, the space of spatially decaying systems over the q-Banach algebra
starts to expand and cover larger classes of spatially distributed systems.
The analysis and synthesis of optimal controllers for linear systems involves using inverse op-
eration of matrices or transfer matrices. In general, linear system analysis over the space of sparse
matrices is hopeless, in the sense that sparsity is not preserved under inverse operation. For exam-
ple, a Toeplitz band matrix belongs to the space of sparse matrices while its inverse may not live in
that space. Therefore, the space of sparse matrices is not inverse-closed. We establish a connection
between a notion of sparsity and the spatial decay property of the class of spatially decaying systems.
The bridge connecting these two fundamental notions is built upon the key idea of asymptotically
approximating the space of sparsematrices by inverse-closed q-Banachalgebras for sufficiently small
values of q. We begin in section 2 by categorizing the class of admissible coupling weight functions
in order to model coupling structures in spatially distributed systems. In section 5, we introduce
the class of spatially decaying systems over the Gro¨chenig-Schur class of spatially decaying matrices,
which are examples of q-Banach algebras. The problem formulation is discussed in section 4, where
we define the LQR problem for the class of spatially decaying systems and assert that there is an in-
herent relationship between sparsity and spatial decay property of the LQR feedback controller. It
is argued in section 5 that it is necessary to study spatially distributed systems over q-Banach alge-
bras for the range of exponents 0 to 1 in order to exploit their sparsity features. Section 6 character-
izes various algebraic properties of q-Banach algebras and shows under some conditions q-Banach
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algebras are inverse-closed. Furthermore, we show that proper q-Banach algebras enjoy spectral-
invariance property with respect to the space of bounded linear operators on ℓ2(G). In section 7, we
show that characterization of exponential stability for linear systems over q-Banach algebras slightly
differs from the standard characterization and explicitly quantify the decay rate of the q-norm of the
C0-semigroup. The main control-theoretic results of this paper are in sections 8 and 9 where we
prove that the unique solution of the Lyapunov equation for linear autonomous systems and Ric-
cati equation resulting from the LQR problems over a proper q-Banach algebra also belong to the
same q-Banach algebra. The significance of these results are discussed in section 10 and it is shown
that the underlying information structure of the LQR controller for a spatially decaying system is in-
herently spatially localized and each local controller needs to receive state information only from
some neighboring subsystems. Then, we characterize a fundamental limit that explains to what de-
gree a stabilizing controller with spatially decaying structure can be sparsified and spatially localized.
Moreover, we argue that a fundamental tradeoff emerges between a desired degree of sparsification
and localization and the global performance loss. A probabilistic method and a computational algo-
rithm is proposed in section 11 to analyze and compute near-optimal degrees of sparsity and spatial
localization for the Gro¨chenig-Schur class of spatially decayingmatrices. We end in section 12 with a
discussion of related areas in which our methodology can be applied, as well as a discussion of some
open research problems.
Mathematical Notation. Throughout the paper, the underlying discrete spatial domain of a spatially
distributed system is denoted by G which is a subset of Zd for d ≥ 1. For a given discrete spatial
domain G, the ℓ0–measure of a vector x = [xi]i∈G is defined as
‖x‖ℓ0(G) := card
{
xi 6= 0
∣∣ i ∈ G}, (1)
where card is the number of elements in a set. The value of the ℓ0–measure represents the total
number of nonzero entries in a vector. The ℓq–measure of x is defined by
‖x‖qℓq(G) =
∑
i∈G
|xi|q
for all 0 < q <∞, and
‖x‖ℓ∞(G) = sup
i∈G
|xi|,
for q = ∞. Whenever it is not ambiguous, we use the simplified notation ‖x‖q for the ℓq–measure of
vector x.
Remark 1.1. The proof of all theorems, propositions, and lemmas in Sections 2 through 6 are given in
Appendix 13.
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2 Admissible CouplingWeight Functions
The structure of couplings between subsystems in a spatially distributed linear systems can bemod-
eled using coupling weight functions. We consider the class of infinite-dimensional linear dynamical
networks whose coupling structures are spatially decaying. For this class of systems, the coupling
strength between subsystems decays by distance in the spatial domain G. We say that a function
ρ : G×G→ R is a quasi-distance function onG if it satisfies the following properties:
(i) ρ(i, j) ≥ 0 for all i, j ∈ G;
(ii) ρ(i, j) = 0 if and only if i = j; and
(iii) ρ(i, j) = ρ(j, i) for all i, j ∈ G.
A quasi-distance function is different from a distance function in that the triangle inequality is
not required to hold. In the case thatG corresponds to an unweighted undirected graph of a sparsely
connected spatially distributed system, one may use the shortest distance on a graph to define the
quasi-distance ρ(i, j) from vertex i to vertex j. A couplingweight function is a positive function w that
is defined onG×G and satisfies the following properties:
(i) w(i, j) ≥ 1 for all i, j ∈ G;
(ii) w(i, j) = w(j, i) for all i, j ∈ G; and
(iii) supi∈Gw(i, i) <∞.
In our framework, we are interested in coupling weight functions that are submultiplicative, i.e.,
w(i, j) ≤ w(i, k)w(k, j) (2)
for all i, j, k ∈ G. Later on in our analysis, this property will help us to define matrix norms that enjoy
submultiplicative property. In order to develop a relevant matrix space to study the sparsity and
spatial localization in spatially distributed systems, we need to impose some additional technical
conditions on coupling weight functions that will guarantee certain growth rates for the coupling
weight functions.
Definition 2.1. Suppose that ρ : G × G 7−→ R is a quasi-distance function. A coupling weight
function w = [w(i, j)]i,j∈G is called admissible whenever there exist a companion weight function
u = [u(i, j)]i,j∈G, an exponent θ ∈ (0, 1), and a positive constantD such that
w(i, j) ≤ w(i, k)u(k, j) + u(i, k)w(k, j) for all i, j, k ∈ G, (3)
and the following inequality
sup
i∈G
{
inf
τ≥0
[ ∑
j∈G
ρ(i,j)<τ
|u(i, j)| 2q2−q
]1− q
2
+ t sup
j∈G
ρ(i,j)≥τ
( u(i, j)
w(i, j)
)q}
≤ Dt1−θ (4)
5
−5 0 5
0
0.5
1
 
 
δ=0.9
δ=0.1
δ=0.5
Figure 1. The decay rates of the inverse of the sub-exponential coupling weight function (6) with d = 1 and
σ = 1 are depicted for three different values of parameter δ.
holds for all t ≥ 1when 0 < q ≤ 1, and
sup
i∈G
{
inf
τ≥0
[ ∑
j∈G
ρ(i,j)<τ
|u(i, j)|2
] 1
2
+ t
[ ∑
j∈G
ρ(i,j)≥τ
(
u(i, j)
w(i, j)
) q
q−1
] q−1
q
}
≤ Dt1−θ (5)
holds for all t ≥ 1when 1 < q ≤ ∞.
We refer the reader to [22, P. 3102] for similar definitions on the admissibility of a weight function
for q ≥ 1. The following lemma characterizes two classes of most popular coupling weight functions
that appear in modeling of various real-world dynamical networks. We refer to Appendix 13.1 for the
proof, c.f. Example 2.2 in [22].
Lemma 2.1. Suppose that the quasi-distance function on Zd is defined by ρ(i, j) = ‖i − j‖∞. For
0 < q ≤ 1, the class of sub-exponential coupling weight functions
eσ,δ :=
[
eσ,δ(i, j)
]
i,j∈Zd =
[
e
(
‖i−j‖∞
σ
)δ]
i,j∈Zd
(6)
with parameters σ > 0 and δ ∈ (0, 1), are submultiplicative and admissible with constants
De = 2
d+1− dq
2 , θe =
qδ(2 − 2δ)
qδ + d(1− q2 )σδ
,
and the class of polynomial coupling weight functions
πα,σ :=
[
πα,σ(i, j)
]
i,j∈Zd =
[(
1 + ‖i− j‖∞
σ
)α]
i,j∈Zd
(7)
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with parameters α, σ > 0, are submultiplicative and admissible with constants
Dπ = 2
qα+1 max
{
1, (2σ)d(1−
q
2
)
}
, θπ =
qα
qα+ d(1− q2)
.
In real-world applications, the decay rate of the coupling coefficients in state space matrices de-
termines the type of a suitable coupling weight function for that specific dynamical network (see
Figures 6 and 7 for some examples).
Remark 2.1. A weak version of the submultiplicative property (2) can deduced from Definition 2.1 as
follows:
w(i, j) ≤ C0w(i, k)w(k, j) for all i, j, k ∈ G.
with constant C0 ≤ 2 q
√
D. We refer to Appendix 13.2 for more details. We should also emphasize that
the class of weight functions that are considered in this section aremore general than the class of weight
functions introduced earlier in [4, 22, 23].
3 The Class of Spatially Decaying Systems
We consider the class of infinite-dimensional linear systems whose dynamics are governed by
x˙ = Ax+Bu, (8)
y = Cx+Du, (9)
where it is assumed that all state-space matrices are constant by time and all relevant signals of the
system are indexed by a spatial coordinate in addition to time. The state, input and output vari-
ables are represented by infinite-dimensional vectors x = [xi]i∈G, u = [ui]i∈G, y = [yi]i∈G, respec-
tively. The linear system (8)-(9) is defined on the state space ℓ2(G). We are interested in a class of
infinite-dimensional linear systems (8)-(9) with the common property that there is a notion of spa-
tial distance with respect to which couplings between the subsystems can be quantified using a class
of coupling weight functions. This class of systems are so called spatially decaying systems and are
defined over the following general class of spatially decaying matrices.
Definition3.1. For a given admissible couplingweight functionw onG×G, the Gro¨chenig-Schur class
of infinite-dimensional matrices onG is denoted by Sq,w(G) and defined as
Sq,w(G) =
{
A = [aij ]i,j∈G
∣∣ ‖A‖Sq,w(G) <∞} (10)
for 0 < q ≤ ∞, where the Sq,w–measure is defined by
‖A‖Sq,w(G) := max
{
sup
i∈G
(∑
j∈G
|aij |qw(i, j)q
)1/q
, sup
j∈G
(∑
i∈G
|aij |qw(i, j)q
)1/q}
, (11)
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Figure 2. The decay rates of the inverse of the polynomial coupling weight function (7) with d = 1 and σ = 1
are depicted for three different values of parameter α.
for all 0 < q <∞, and
‖A‖S∞,w(G) := sup
i,j∈G
|aij |w(i, j), (12)
for q =∞.
We should remark that this class of spatially decaying matrices was studied for q = 1 in [4, 3, 2],
for q = ∞ in [21], for 1 ≤ q ≤ ∞ in [23, 22], and the results of this paper extends this class of
matrices to include range of exponents 0 < q ≤ 1. When 0 < q < 1, the quantity (11) is so called a
q-norm and it is nonconvex as ℓq-measures are nonconvex for this range of exponents. Therefore, the
space of matrices Sq,w(G) is not locally convex and that is not a Banach space. In [5], we verified the
subalgebra properties of this class ofmatrices 0 < q ≤ 1. Whenever it is not ambiguous, for simplicity
of our notations we will employ Sq,w instead of Sq,w(G).
Definition 3.2. For a fixed exponent 0 < q ≤ ∞, a linear system (8)-(9) is called spatially decaying on
Gwith respect to an admissible coupling weight function w ifA,B,C,D ∈ Sq,w(G).
These are systems with off-diagonally decaying state-spacematrices. This definition greatly gen-
eralizes the earlier works [2] and [3] that only studied the class of such systems for exponent q = 1.
For every exponent 0 < q < 1, the corresponding class of spatially decaying systems are defined
over a matrix space Sq,w(G) that is not a Banach space, which prevents us from employing existing
techniques in the literature that are based on continuous integrals on Banach spaces. Therefore, all
existing proof methods to study algebraic properties of linear systems cannot be directly applied for
systems that are defined over Sq,w(G) for 0 < q < 1. Our results in this paper significantly generalize
existing works in the literature to study structural properties of spatially decaying systems.
Remark 3.1. One of the interesting facts about the class of spatially decaying linear systems is that they
are closed under basic system operations such as series, parallel, and feedback interconnections. This
can be shown by applying the results of Theorems 6.1 and 6.2.
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Remark 3.2. We should emphasize that the result of this paper in the following sections hold for all
exponents 0 < q ≤ ∞. Nevertheless, we will only focus on the class of spatially decaying matrices with
exponents 0 < q ≤ 1. Our method of analysis and all results can be modified accordingly to cover the
range of exponents 1 ≤ q ≤ ∞.
4 Problem Formulation
We formulate the problem of investigating the sparsity and spatial localization features of an infinite
horizon Linear Quadratic Regulator (LQR) problem for spatially decaying systems. The LQR problem
is defined as the problem of minimizing the quadratic cost functional
J =
∫ ∞
0
(
x(t)∗Qx(t) + u(t)∗Ru(t)
)
dt (13)
subject to the dynamics (8)-(9) with initial condition x(0) = x0 ∈ ℓ2(G). Our basic assumption is that
the linear system is spatially decaying and that all state-space matrices A,B,C,D as well as weight
matrices Q,R belong to Sq,w(G). There is a rich literature that consider this problem on Hilbert
spaces (see [18, 13] and references in there) and show that under some standard assumptions the
unique solution to this problem is achieved by a linear state feedback control law u = −Kx for which
K = −R−1B∗X, (14)
whereX is the unique solution of the following Riccati equation
A∗X +XA+Q−XBR−1B∗X = 0. (15)
In spatially decaying systems, the internal states of the underlying systemaswell as control inputs
are distributed in the spatial domain. We assume that the dynamics of individual subsystems in the
spatially decaying system are heterogeneous and the spatial structure does not necessarily enjoy any
particular spatial symmetries. Therefore, standard tools such as Fourier analysis cannot be applied
to analyze this class of systems. In [3], the authors proposed an operator theoretic approach based
on the Banach algebras of spatially decaying matrices S1,w(G) to analyze the spatial structure of infi-
nite horizon optimal controllers for spatially distributed systems with arbitrary spatial structure and
showed that quadratically optimal controllers inherit spatial decay properties of the underlying sys-
tems. The results of [3] and [16] state that the LQR feedback control law K =
[
kij
]
i,j∈G is spatially
localized, i.e.,
|kij | ≤ C0 w(i, j)−1 (16)
where C0 = ‖K‖S1,w(G) is a finite number. This implies that the underlying information structure
of the optimal control law is sparse and spatially localized on the spatial domain and each local
controller needs to receive state information only from some neighboring subsystems rather than
from the entire network.
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The Problem: The goal of this paper is to determine the degrees of sparsity and spatial localiza-
tion, i.e., the communication requirements for the controller array, for the optimal solution of the
LQR problem that is defined over a Sq,w(G) for 0 < q ≤ 1.
Our primary focus is on revealing the fundamental role of underlying structure of spatially de-
caying system in showing that the corresponding LQR state feedback control law has an inherently
sparse and localized architecture in the spatial domain. This property can enable us to discover
fundamental tradeoffs between sparsity of the information structure in controller array and global
performance loss in a spatially decaying system by exploiting the spatial structure of the underlying
system. In the next section, it is discussed that in order to define a viable measure to quantify the
sparsity and spatial localization in spatially decaying systems one needs to study the LQR problem
over the Gro¨chenig-Schur class of matrices Sq,w(G) for 0 < q ≤ 1.
5 The Space of SparseMatrices and Their Asymptotic Approximations
We establish a connection between sparsity and spatial decay features of spatially decaying systems
based on the fact that the endowed Sq,w–measures are indeed asymptotic approximations of an ideal
sparsity measure as exponent q tends to zero. This implies that the Gro¨chenig-Schur class of spa-
tially decaying matrices can be viewed as asymptotic relaxations of the space of sparsematrices. The
range of exponents 0 < q < 1 is extremely important for our development as we can asymptotically
quantify the sparsity and spatial localization properties of spatially decaying systems for sufficiently
small values of exponent q. This property comes at the expense of working in matrix spaces that are
not Banach spaces.
For every infinite-dimensional vector x = [xi]i∈G with bounded entries, the ℓq–measure approxi-
mates the ℓ0–measure defined by (1) asymptotically, i.e.,
lim
q→0
‖x‖qℓq(G) = ‖x‖ℓ0(G). (17)
This observation motivates us to consider asymptotic behavior of the Sq,w–measure as q tends to
zero in order to quantitatively identify near–sparse information structures with semi-decentralized
architectures for the optimal solution of the LQR problem for spatially decaying systems. For this
purpose, let us define an ideal sparsity measure, so called S0,1–measure, for a matrixA = [aij ]i,j∈G by
‖A‖S0,1(G) := max
{
sup
i∈G
‖ai·‖ℓ0(G), sup
j∈G
‖a·j‖ℓ0(G)
}
, (18)
where ai· is the i’th row and a·j is the j’th column of matrix A. The value of S0,1–measure reflects the
maximum number of nonzero entries in all rows and columns of matrix A.
Theorem 5.1. For a given matrix A = [aij]i,j∈G with finite S0,1–measure and bounded entries, i.e.,
‖A‖S∞,w <∞, we have
lim
q→0
‖A‖qSq,w(G) = ‖A‖S0,1(G). (19)
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The most important implication of this theorem is that small values of q (closer to zero) can
lead to reasonable approximations of the ideal sparsity measure for matrices. This is particularly
true for spatially decayingmatrices with slowly decaying rates, such as polynomially decaying matri-
ces. However, for matrices with rapidly decaying rates, such as sub-exponentially decaying matrices,
larger values of q (closer to one) can also result in reasonable measures for sparsity. We discuss this
in Section 10.
The proposed S0,1–measure has an interesting interoperation when A is adjacency matrix of an
unweighted undirected graph. In this case, the value of S0,1–measure is equal to the maximum node
degree in that graph. The sparsity S0,1–measure has several advantages over the conventional spar-
sity measure
‖A‖0 =
∑
i,j∈G
|aij |0 = card
{
aij 6= 0
∣∣ i, j ∈ G}. (20)
The value of the S0,1–sparsity measure reveals some valuable information about sparsity as well as
spatial locality features of a given sparse matrix, while (20) does not enjoy this property. Moreover,
(20) does not exhibit any interesting algebraic property andmaynot be useful in infinite-dimensional
settings. Let us consider the set of all sparse matrices characterized by
S0,1(G) =
{
A
∣∣∣ ‖A‖S0,1(G) <∞}. (21)
Proposition 5.1. The S0,1–measure satisfies the following properties:
(i) ‖αA‖S0,1(G) = ‖A‖S0,1(G);
(ii) ‖A+B‖S0,1(G) ≤ ‖A‖S0,1(G) + ‖B‖S0,1(G); and
(iii) ‖AB‖S0,1(G) ≤ ‖A‖S0,1(G)‖B‖S0,1(G)
for all nonzero scalars α and matricesA,B ∈ S0,1(G).
Properties (i)-(iii) imply that the set S0,1(G) is closed under addition and multiplication. One
of the fundamental properties of Sq,w(G) that is not inherited by S0,1(G) is the inverse-closedness
property. For instance, a Toeplitz band matrix belongs to S0,1(G) while its inverse may not live in
S0,1(G). In fact, S0,1(G) is not even an algebra. A formal definition of inverse-closedness is given in
Definition 6.5. We show that inverse-closedness property of matrix algebras plays a central role in
exploiting various structural properties of spatially distributed systems over such matrix algebras.
Remark 5.1. For large values of q (closer to ∞), Sq,w–measure asymptotically approximates S∞,w–
measure and its value measures degree of spatial localization. On the other end of the spectrum, Sq,w–
measure asymptotically approximates S0,1–measure for small values of q (closer to 0). This observation
implies that in order to study sparsity features of spatially distributed systems it is necessary to consider
range of exponents q ≤ 1. A fundamental challenges emerges here as Sq,w is not a Banach space for
0 < q < 1. For mathematical purposes, q = 1 is the best possible choice as S1,w–measure is indeed
a norm and convex. More precisely, the matrix space S1,w(G) is the “minimal” Banach algebra (and
11
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Figure 3. For 1 ≤ q ≤ ∞, Sq,w(G) is a Banach algebra. However, Sq,w(G) for 0 < q < 1 is not a Banach space.
The analysis of spatially distributed systems over Sq,w(G) for 0 < q ≤ 1 requires new and unconventional
techniques based on q-Banach algebras.
therefore, a Banach space) with respect to exponent q among all matrix spaces Sq,w(G) for 1 ≤ q ≤ ∞.
Furthermore, spatially decaying matrices in S1,w(G) enjoy the fastest decay rates among all families of
Gro¨chenig-Schur class of matrices for 0 < q ≤ 1. In Section 10, we propose a rigorous criterion and
an algorithm to compute an exponent 0 < q < 1 in order to Sq,w–measure to become a viable sparsity
measure.
6 Sparsity Through q-Banach Algebras
The basic properties of the Gro¨chenig-Schur class of spatially decaying matrices pave the way to ex-
tend our exploration to more abstract ground in order to capture fundamental properties of spatially
decaying systems. In this section, we develop a rigorous mathematical foundation based on the ab-
stract notion of q-Banach algebras for range of exponents 0 < q ≤ 1 that enables us to study the spar-
sity and spatial localization for a general class of spatially decaying systems. The Gro¨chenig-Schur
class of spatially decaying matrices for 0 < q ≤ 1 is an example of a q-Banach algebra.
Definition 6.1. For 0 < q ≤ 1, a complex vector space ofmatricesA is a q-Banach space equippedwith
q-norm ‖ · ‖A if it is complete with respect to the metric
dA(A,B) := ‖A−B‖qA
forA,B ∈ A and the q-norm satisfies
(i) ‖A‖A ≥ 0, and ‖A‖A = 0 if and only ifA = 0;
(ii) ‖αA‖A = |α| ‖A‖A; and
(iii) ‖A+B‖qA ≤ ‖A‖qA + ‖B‖qA
for allA,B ∈ A and all α ∈ C.
A q-Banach spaceAwith q = 1 is a Banach space, while it is a quasi-Banach space for any 0 < q ≤
1, because
‖A+B‖A ≤ (‖A‖qA + ‖B‖qA)1/q ≤ 21/q(‖A‖A + ‖B‖A)
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for all A,B ∈ A. It is straightforward to verify that the series ∑∞n=1 un converges in the q-Banach
spaceA if∑∞n=1 ‖un‖qA <∞.
Definition 6.2. For 0 < q ≤ 1, a q-Banach spaceA equipped with q-norm ‖ · ‖A is a q-Banach algebra
if it contains a unit element I, i.e.,M := ‖I‖A <∞, and there exists a constantK0 > 0 such that
(iv) ‖AB‖A ≤ K0‖A‖A‖B‖A for allA,B ∈ A.
One can show that the submultiplicative property for a q-Banach algebra holds by rescaling the
q-norm as ‖ · ‖∗A = K0‖ · ‖A and get
‖AB‖∗A ≤ ‖A‖∗A‖B‖∗A, for all A,B ∈ A.
Definition 6.3. For a given exponent 0 < q ≤ 1 and a Banach algebra B, its q-Banach subalgebra A is
a differential Banach subalgebra of order θ ∈ (0, 1] if there exist a constantD > 0 such that its q-norm
satisfies the differential norm property
‖AB‖qA ≤ D ‖A‖qA ‖B‖qA
(( ‖A‖B
‖A‖A
)qθ
+
( ‖B‖B
‖B‖A
)qθ)
for allA,B ∈ A.
For a Banach subalgebra A (i.e., when q = 1), the above differential norm property with θ ∈
(0, 1] has been widely used in operator theory and noncommutative geometry [24, 25, 26], and in
solving (non)linear functional equations [28, 27]. The differential norm property plays a crucial role
in establishing inverse-closedness property for q-Banach algebra, identifying exponential stability
conditions, and exploiting algebraic properties of the unique solutions of Lyapunov and algebraic
Riccati equations over q-Banach algebras. One of the most interesting and practical examples of a
q-Banach algebra is Sq,w(G) for 0 < q ≤ 1. It turns out that the q-Banach algebra Sq,w(G) enjoys the
above differential norm property.
Definition 6.4. For 0 < q ≤ 1, a q-Banach algebra A of matrices on G equipped with q-norm ‖ · ‖A is
said to be proper if it is a q-Banach algebra with the following additional properties:
(P1) A is closed under the complex conjugate operation, i.e., for allA ∈ Awe have
‖A∗‖A = ‖A‖A; (22)
(P2) A is a subalgebra of B(ℓ2(G)) and continuously embedded with respect to it, i.e., for allA ∈ Awe
have
‖A‖B(ℓ2(G)) ≤ ‖A‖A; (23)
(P3) A is a differential Banach subalgebra of B(ℓ2(G)) of order θ ∈ (0, 1].
We should mention that under the assumption (23), a differential q-Banach subalgebra A ⊂
B(ℓ2(G)) of order θ is also a differential q-Banach subalgebraA of order θ′ ∈ (0, θ).
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Theorem 6.1. For every 0 < q ≤ 1 and admissible coupling weight function w, the space of matrices
Sq,w(G) is a proper q-Banach subalgebra of B(ℓ2(G)).
The proof of the above theorem is given in Appendix 13.4. For 0 < q < 1, the space of matrices
Sq,w(G) is not a Banach space, since the q-norm does not satisfy the triangle inequality.
Definition 6.5. A subalgebra A of a Banach algebra B is inverse-closed if A ∈ A and A−1 ∈ B implies
that A−1 ∈ A.
As we discussed earlier in Section 5, the space of sparse matrices S0,1(G) is not inverse-closed
in general. There are several families of Banach subalgebras of (infinite-dimensional) matrices with
some certain off-diagonal decay properties for which the inverse-closedness property, also known as
Wiener’s lemma, is inherited from the parent Banach algebra. We refer the reader to [29, 30, 31, 32, 4,
33, 34, 22, 23, 27] and the survey papers [35, 36], [37] for more details. It is known that under certain
assumptions on the weight function w the Gro¨chenig-Schur class of matrices Sq,w(G) for 1 ≤ q ≤
∞ is an inverse-closed Banach subalgebra of B(ℓ2(G)). The following new result shows that under
some mild assumptions q-Banach subalgebras of B(ℓ2(G)) for 0 < q ≤ 1 inherit inverse-closedness
property from B(ℓ2(G)).
Theorem 6.2. For 0 < q ≤ 1, suppose that A is a proper q-Banach subalgebra of B(ℓ2(G)). Then A is
inverse-closed in B(ℓ2(G)).
Our proof of Theorem 6.2 in Appendix 13.5 is constructive and provides explicit estimates for
the q-norm of the inverse matrix A−1. The results of Theorems 6.1 and 6.2 imply that Sq,w(G) for
0 < q ≤ 1 is inverse-closed in B(ℓ2(G)). The last necessary piece to add to our toolbox is to establish
a relationship between the spectral set of a matrix with respect to B(ℓ2(G)) and its proper q-Banach
subalgebras.
Theorem 6.3. For 0 < q ≤ 1, suppose that A is a proper q-Banach subalgebra of B(ℓ2(G)). Then it
follows that
σA(A) = σB(ℓ2(G))(A) for all A ∈ A, (24)
where the complement of the spectral set ofA ∈ A is given by
C\σA(A) :=
{
λ ∈ C ∣∣ λI −A has bounded inverse inA}.
This spectral-invariance property will help us in the following sections to develop a general frame-
work to study the sparsity and spatial localization features of spatially distributed systems.
7 Exponential Stability over q-Banach Algebras
For the LQR problem in Section 4, one of the main requirements is that the optimal solution of the
LQR problem has to be exponentially stabilizing. Therefore, we need to revisit the notion of expo-
nential stability for linear systems over q-Banach algebras. It is said that a matrix A in a (q-)Banach
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algebraA is exponentially stable if there exist strictly positive constants E and α such that
‖etA‖A ≤ E e−αt for all t ≥ 0. (25)
Then exponential stability of matrix A in a proper q-Banach subalgebra A of B(ℓ2(G)) is equivalent
to its exponential stability in B(ℓ2(G)). The necessity follows from the fact that A is continuously
imbedded in B(ℓ2(G)). The sufficiency follows from the following theorem, which expresses this re-
lationship inmore explicit formby characterizing decay rate of the q-normof the strongly continuous
semigroup of A.
Theorem 7.1. Suppose that 0 < q ≤ 1 andA is a proper q-Banach subalgebra of B(ℓ2(G)). If A ∈ A is
exponentially stable in B(ℓ2(G)), i.e., there exist some constants E,α > 0 such that
‖etA‖B(ℓ2(G)) ≤ Ee−αt (26)
for all t ≥ 0, then
‖etA‖qA ≤ C(t) e−αqt (27)
for all t ≥ 0, where constantsM,D,K0, θ are defined in Definitions 6.2, 6.3 and 6.4,
C(t) = M qΞ0e
qE
(
2DEqθ
)ω(t)
,
Ξ0 =
∞∑
n=0
Knq0
(n!)q
(
‖A‖A
‖A‖B(ℓ2(G))
)nq
, (28)
and
ω(t) =


(1− θ)−1(2 t‖A‖B(ℓ2(G)))log2(2−θ) if θ ∈ (0, 1)
log2
(
1 + 2t‖A‖B(ℓ2(G))
)
if θ = 1
.
Proof. For all t ∈ [0, ‖A‖−1B(ℓ2(G)) ], we have
∥∥etA∥∥qA ≤
∞∑
n=0
(tn
n!
)q
‖An · I‖qA
≤ M q
∞∑
n=0
Knq0
(n!)q
(
‖A‖A
‖A‖B(ℓ2(G))
)nq
. (29)
The first inequality follows from the triangle inequality for ‖ · ‖qA and the Taylor expansion etA =∑∞
n=0
tnAn
n! , and the second inequality holds due to the submultiplicative property (iv) in Definition
6.2. From this result, it follows that
∥∥etA∥∥qA ≤ M q Ξ0 e
αq
‖A‖
B(ℓ2(G)) e−αqt (30)
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for all t ∈ [0, ‖A‖−1B(ℓ2(G)) ]. From the following identity
A−1 = −
∫ ∞
0
etAdt in B(ℓ2(G)),
Property (P2) in Definition 6.4 and the exponential stability assumption (26), one can conclude that
‖A−1‖B(ℓ2(G)) ≤ Eα . Thus, we get
α
‖A‖B(ℓ2(G))
≤ E‖A−1‖B(ℓ2(G))‖A‖B(ℓ2(G))
≤ E.
This together with (30) implies that
∥∥etA∥∥qA ≤ M q Ξ0 eqE e−αqt (31)
for all t ∈ [0, ‖A‖−1B(ℓ2(G)) ]. For every t > ‖A‖−1B(ℓ2(G)), let denotem to be the smallest positive integer
such that
2−mt ∈ (0, ‖A‖−1B(ℓ2(G))],
or equivalently,
t‖A‖B(ℓ2(G)) ≤ 2m < 2t‖A‖B(ℓ2(G)). (32)
By applying the differential norm property given in Definition 6.3 and the exponential stability as-
sumption (26) leads to
‖etA‖qA ≤ 2D ‖e
t
2
A‖q(2−θ)A ‖e
t
2
A‖qθB(ℓ2(G))
≤ 2DEqθ e−qθαt/2 ‖e t2A‖q(2−θ)A . (33)
Then, it follows that
‖etA‖qA ≤
(
2DEqθ
)1+(2−θ)
e−
θ
2(1+
2−θ
2 )qαt‖e tA4 ‖q(2−θ)2A
≤ · · ·
≤
(
2DEqθ
)∑m−1
j=0 (2−θ)j
e
− θ
2
(∑m−1
j=0 (
2−θ
2 )
j
)
qαt ‖e tA2m ‖q(2−θ)mA
≤ M q Ξ0 eqE
(
2DEqθ
)∑m−1
j=0 (2−θ)j
e−qαt (34)
for all t ≥ ‖A‖−1B(ℓ2(G)). In the above inequalities, the first three inequalities follow from applying (33)
repeatedly, and the last inequality hold by (31). This combines with (32) to show that the desired
exponential stability property (27) inA holds for all t ≥ 0.
We should clarify that C(t) in the right hand side of (27) has a sub-exponential growth for 0 < θ <
1 and a polynomial growth for θ = 1. Thus, the right hand side of (27) vanishes exponentially as t
goes to infinity, which implies that A is exponentially stable inA.
In the next step, we consider Lyapunov stability of linear systems that are defined over q-Banach
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algebras.
8 Lyapunov Equations over q-Banach Algebras
In this section, we study structural properties of solutions of Lyapunov equations for linear systems
over q-Banach algebras. Our goal is to determine degrees of sparsity and spatial localization for the
solution of the algebraic Lyapunov equation. We recall a well-known result about solving the alge-
braic Lyapunov equation in B(ℓ2(G)); for more details see [39, P. 76] and [12, Theorem 1]. Suppose
that Q ∈ B(ℓ2(G)) is strictly positive on ℓ2(G), and A ∈ B(ℓ2(G)) is exponentially stable on ℓ2(G).
Then, there exists a unique strictly positive solution P in B(ℓ2(G)) for the Lyapunov equation
AP + PA∗ +Q = 0, (35)
which has the following compact form
P =
∫ ∞
0
etA
∗
QetA dt in B(ℓ2(G)). (36)
Our goal is to characterize sufficient conditions under which the unique solution of a Lyapunov
equation with coefficients in a q-Banach algebra A also belongs toA. Since A is not a Banach space
for 0 < q < 1, we cannot directly apply the explicit expression (36) to tackle this problem. The reason
is that continuous integrals, such as (36), cannot be defined properly on q-Banach algebras as it is not
a Banach space. In order to overcome this challenge, first we introduce a series of matrices
{
Pm
}
m≥0
using the following iterative process
Pm = e
A∗ ‖A‖−1
B(ℓ2(G)) Pm−1 e
A ‖A‖−1
B(ℓ2(G)) + P0 (37)
form ≥ 1, with initial value
P0 =
∞∑
n=0
∞∑
m=0
‖A‖−m−n−1B(ℓ2(G))
(m+ n+ 1)m!n!
(A∗)mQAn. (38)
Then we apply the result of Theorem 7.1 on exponential stability in a proper q-Banach algebra to
prove the convergence of the proposed iterative procedure in the q-Banach algebra. It can be shown
that Pm ∈ A for allm ≥ 0 and that the series converges inA. In fact, the limit of series
{
Pm
}
m≥0 asm
tends to infinity converges to the unique solution of (35).
Theorem 8.1. For 0 < q ≤ 1, suppose thatA is a proper q-Banach subalgebra ofB(ℓ2(G)). Assume that
Q ∈ A is strictly positive on ℓ2(G) and that A ∈ A is exponentially stable on ℓ2(G). Then, the unique
strictly positive solution of the Lyapunov equation (35) belongs to A. Moreover, we have the following
bound estimation
‖P‖qA ≤ Ξ20 Π0
‖Q‖qA
‖A‖qB(ℓ2(G))
(39)
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where
Π0 = 1 +K
2q
0 M
2qΞ20e
2qE
∞∑
k=1
(
2DEqθ
)2ωk
exp
(
− 2αqk‖A‖B(ℓ2(G))
)
,
in which constants E,α are defined in (26) andM,D,K0, θ in Definitions 6.2–6.4, and
ωk =


(1− θ)−1(2k)log2(2−θ) if θ ∈ (0, 1)
log2(1 + 2k) if θ = 1
.
Proof. For an exponentially stable matrix A ∈ A, let us consider P0 given by (38). Then P0 ∈ A and
its q-norm can be bounded from above as follows:
‖P0‖qA ≤
∞∑
m,n=0
( ‖A‖−m−n−1B(ℓ2)
(m+ n+ 1)m!n!
)q ∥∥(A∗)mQAn∥∥qA
≤ 1‖A‖qB(ℓ2)
∞∑
m,n=0
(‖A‖−m−nB(ℓ2)
m!n!
)q
K
q(m+n)
0 ‖A∗‖qmA ‖A‖qnA ‖Q‖qA
=
‖Q‖qA
‖A‖qB(ℓ2)
Ξ20 < ∞. (40)
Since A is a subalgebra of B(ℓ2(G)) by (23), P0 is a bounded operator on ℓ2(G). Moreover, it follows
that
P0 =
∫ ‖A‖−1
B(ℓ2)
0
∞∑
m,n=0
(tA∗)mQ (tA)n
m!n!
dt
=
∫ ‖A‖−1
B(ℓ2)
0
etA
∗
QetA dt in B(ℓ2(G)). (41)
This implies that P0 is strictly positive. Now, let us consider the iterative process (37) for all m ≥ 1
with initial value P0. By induction,
Pm =
m∑
k=0
e
kA∗‖A‖−1
B(ℓ2) P0 e
kA‖A‖−1
B(ℓ2) , (42)
for allm ≥ 0. From (42) and the result of Theorem 7.1, we can obtain the following inequalities:
∥∥Pm+1 − Pm∥∥qA ≤ K2q0 M2qΞ20e2qE‖P0‖qA
(
2DEqθ
)2ωm
e−2qαm‖A‖
−1
A (43)
for allm ≥ 1. This implies that Pm ∈ A for allm ≥ 0 and that the sequence
{
Pm
}
m≥0 converges inA.
We denote by P∞ the limit of sequence
{
Pm
}
m≥0 asm tends to infinity, i.e.,
P∞ = lim
m→∞Pm ∈ A.
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From (41) and (42), it follows that
Pm =
∫ (m+1)‖A‖−1
B(ℓ2)
0
etA
∗
QetA dt in B(ℓ2(G))
for allm ≥ 0. This together with the exponential stability property (25) implies that the series Pm for
allm ≥ 1 converges to ∫∞0 etA∗QetAdt in B(ℓ2(G)). Thus, it follows that∫ ∞
0
etA
∗
QetAdt = P∞ ∈ A.
Therefore, the unique solution P∞ of the Lyapunov equation (35) belongs toA.
The upper bound in (39) gives an estimate to what degree the unique solution of the Lyapunov
equation (35) can be sparsified and spatially localized. The result of this theorem can be particularly
used to study the problem of disturbance propagation is spatially decaying system. It turns out that
this problem boils down to evaluation of the corresponding controllability Gramian, which is the
solution of a Lyapunov equation. The recent work [40] studies this problem for the class of spatially
invariant systems over tori.
9 Riccati Equations over q-Banach Algebras
The main result of this paper is stated in this section where we consider solving algebraic Riccati
equations related to linear-quadratic regulator (LQR) problems over q-Banach algebras. The follow-
ing result is well-known and classic [18, 13]. Suppose thatA,B,Q,R ∈ B(ℓ2(G)) and operatorsQ and
R are positive and strictly positive on ℓ2(G), respectively. If (A,B) is exponentially stabilizable and
(A,Q1/2) is exponentially detectable, then the Riccati equation
A∗X +XA−XBR−1B∗X +Q = 0 (44)
has a unique strictly positive solution X ∈ B(ℓ2(G)). Furthermore, the closed-loop matrix AX =
A+K is exponentially stable in B(ℓ2(G)), whereK is the LQR state feedback matrix given by
K = −R−1B∗X. (45)
For the closed-loop matrix AX = A−BR−1B∗X there exist positive constants E and α such that
∥∥etAX∥∥B(ℓ2(G)) ≤ E e−αt (46)
for all t ≥ 0. Let Ω be the rectangle region in the complex plane with vertices
− α
2
± 2‖AX‖B(ℓ2(G)) i, (47)
−2‖AX‖B(ℓ2(G))) ± 2‖AX‖B(ℓ2(G))) i. (48)
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The boundary of the rectangle region Ω is denoted by Γ. The following two lemmas are useful in the
proof of the main results in Theorems 9.1 and 9.2.
Lemma 9.1. Suppose that AX is exponentially stable in B(ℓ2(G)) and (46) holds for some positive
constants E and α. Then, ∥∥(zI −AX)−1∥∥B(ℓ2(G))) ≤ 2Eα (49)
and ∥∥(zI +AX)−1∥∥B(ℓ2(G))) ≤ Eα (50)
for all z ∈ Γ, where Γ is the boundary of the rectangle region Ω in the complex plane with vertices
(47)-(48).
Proof. Let us consider the rectangle region in the complex planewith vertices (47)-(48) andboundary
Γ. For every z ∈ Γwith Re{z} 6= −α2 , we have that
|z| ≥ 2‖AX‖B(ℓ2(G))).
This implies that zI −AX is invertible and
∥∥(zI −AX)−1∥∥B(ℓ2(G))) ≤ Eα . (51)
For every z ∈ Γwith Re{z} = −α2 , it follows that
∥∥(zI −AX)−1∥∥B(ℓ2(G))) ≤ 2Eα . (52)
By combining inequalities (51) and (52), we get
∥∥(zI −AX)−1∥∥B(ℓ2(G))) ≤ 2Eα (53)
for all z ∈ Γ. Through a similar argument, we can show that zI +A∗X is invertible for all z ∈ Γ and
∥∥(zI +A∗X)−1∥∥B(ℓ2(G))) ≤ Eα (54)
for all z ∈ Γ.
Lemma 9.2. For 0 < q ≤ 1, suppose that A is a proper q-Banach subalgebra of B(ℓ2(G)), A,B,Q,R ∈
A, and Q and R are positive and strictly positive on ℓ2(G), respectively. Assume that X is the solu-
tion of (44) and the corresponding closed-loop matrix AX is exponentially stable. Let us define the
Hamiltonian operator of the Riccati equation (44) by
H =
[
A −BR−1B∗
−Q −A∗
]
. (55)
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If we define
E :=
1
2πi
∫
Γ
(
zI2 −H
)−1
dz, (56)
then
E ∈ M2(A), (57)
whereM2(A) is the algebra of 2× 2matrices with entries inA and is defined in Appendix 13.7. More-
over, we have
E =
[
I − ZX Z
X(I − ZX) XZ
]
(58)
for some operator Z ∈ B(ℓ2(G)).
Proof. We denote the block identity matrix by
I2 =
[
I 0
0 I
]
.
Through direct computations one can show that
zI2 −H = T
[
zI −AX BR−1B∗
0 zI +A∗X
]
T
−1 (59)
where z ∈ Γ and
T =
[
I 0
X I
]
.
The above identity together with (49) and (50) imply that zI2 − H is invertible in B(ℓ2(G))) for all
z ∈ Γ. Therefore it follows from Theorem 6.2 and Lemma 13.1 that
(zI2 −H)−1 ∈ M2(A) (60)
for all z ∈ Γ. Let us define
E :=
1
2πi
∫
Γ
(
zI2 −H
)−1
dz. (61)
For every given z0 ∈ Γ, we have
(
zI2 −H
)−1
=
(
z0I2 −H
)−1 (
I2 − (z0 − z)(z0I2 −H)−1
)
=
(
z0I2 −H
)−1 ∞∑
n=0
(z0 − z)n
(
(z0I2 −H)−1
)n
, (62)
where the series converges inM2(A)whenever
K
1
q
0 |z − z0|
∥∥(z0I2 −H)−1∥∥M2(A) < 1.
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This is because according to (120)
∥∥(z0 − z)n ((z0I2 −H)−1)n∥∥qM2(A) ≤ |z0 − z|qn Kn−10 ∥∥(z0I2 −H)−1∥∥nqM2(A) . (63)
Since Γ is a compact set, there exists finitely many points zi for i = 1, . . . , N along with the four
vertices of the rectangle region such that the collection of balls B(zi, ri)with centers zi with radii
ri =
1
2
(
K
1
q
0
∥∥(ziI2 −H)−1∥∥M2(A)
)−1
,
for all i = 1, . . . , N , is a covering of the boundary Γ. Therefore, we can write
E =
N∑
i=1
∫
Γi
(zI2 −H)−1 dz
=
N∑
i=1
(
ziI2 −H
)−1 ∞∑
n=0
(∫
Γi
(zi − z)ndz
)(
(ziI2 −H)−1
)n
, (64)
where
Γi ⊂ Γ ∩B(zi, ri),
for all i = 1, . . . , N and
{
Γi : i = 1, . . . , N
}
are disjoint covering of the boundary Γ. According to (59),
(61) and (63), we conclude that
E ∈ M2(A). (65)
From identity (59), it follows that
E =
1
2πi
∫
Γ
T
[
(zI −AX)−1 −(zI −AX)−1BR−1B∗(zI +A∗X)−1
0 (zI +A∗X)
−1
]
T
−1dz (66)
belongs to B(ℓ2(G))) by (49) and (50). Recall that Γ is the boundary of a rectangle region Ω such that
the spectrum of AX is contained in Ω and the closure of Ω is contained in the open left half plane.
Applying functional calculus to (66) leads to
E = T
[
I Z
0 0
]
T
−1 =
[
I − ZX Z
X(I − ZX) XZ
]
for some operator Z ∈ B(ℓ2(G))).
From the result of Lemma 9.2, we can immediately conclude that
I − ZX,Z,X(I − ZX),XZ ∈ A. (67)
Our goal is to prove that X ∈ A. As we discussed earlier, a q-Banach algebra for 0 < q < 1 is not
a Banach space. In the following two theorems, we apply Lemma 9.2 along with several technical as-
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sumptions anddevelop a constructive proof based on finite covering of compact sets to show that the
unique solution of an algebraic Riccati equation over a q-Banach algebra belongs to that q-Banach
algebra.
Theorem 9.1. For 0 < q ≤ 1, suppose thatA is a proper q-Banach subalgebra of B(ℓ2(G)),A,B,Q,R ∈
A, and Q and R are positive and strictly positive on ℓ2(G), respectively. If we assume that (i) (A,B) is
exponentially stabilizable and (A,Q1/2) is exponentially detectable; and (ii) the dual Riccati equation
AY + Y A∗ − Y QY +BR−1B∗ = 0 (68)
has a self-adjoint solution Y ∈ B(ℓ2(G)) such that I + Y X is invertible in B(ℓ2(G)), then the unique
positive definite solution of the Riccati equation satisfiesX ∈ A and AX is exponentially stable onA.
Proof. We haveHE = EH, whereH and E are defined in the statement of Lemma 9.2. It is straight-
forward to verify that Z in (67) satisfies the Lypunov equation
AXZ + ZA
∗
X +BR
−1B∗ = 0. (69)
From our assumption (ii) and exponential stability property of AX in B(ℓ2), the unique solution of
the Lyapunov equation (69) can be represented as (see [38, Lemma 4.9] for more details)
Z = Y (I +XY )−1, (70)
where Y = Y ∗ ∈ B(ℓ2) is a solution of the dual Riccati equation (68). From (70), we have
I − ZX = I − Y (I +XY )−1X
= I − Y X(I + Y X)−1
= (I + Y X)−1. (71)
According to our assumption (ii) and (71), it follows that I − ZX is invertible in B(ℓ2(G)). From
(67) and the inverse-closedness property of the q-Banach algebra A given in Theorem 6.2, we can
conclude that (I − ZX)−1 ∈ A, which together withX(I − ZX) ∈ A in (67) provesX ∈ A. From the
closure properties ofA, it also follows that
AX = A−BR−1B∗X ∈ A.
Since AX is exponentially stable on B(ℓ2(G)), we can conclude from Theorem 7.1 that it is also expo-
nentially stable onA.
One can relax the second condition in Theorem 9.1 by assuming that the linear system is approx-
imately controllable. The following definition is taken from [18, Definition 4.1.17].
Definition 9.1. The linear system (8) is approximately controllable if it is possible to steer from the
origin to within an ǫ–neighborhood from every point in ℓ2(G) for every arbitrary ǫ > 0, i.e., if R the
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reachable subspace of (A,B) is dense in ℓ2(G), where
R :=
{
z ∈ ℓ2(G)
∣∣∣ ∃ T > 0, u ∈ L2([0, T ]; ℓ2(G)) s.t. z = BTu },
and the controllability operator of (A,B) is defined by
B
Tu :=
∫ T
0
eA(T−τ)Bu(τ)dτ in B(ℓ2(G)).
Theorem 9.2. For 0 < q ≤ 1, suppose thatA is a proper q-Banach subalgebra of B(ℓ2(G)),A,B,Q,R ∈
A, and Q and R are positive and strictly positive on ℓ2(G), respectively. If we assume that (A,B) is
approximately controllable and (A,Q1/2) is exponentially detectable, then the unique positive definite
solution of the Riccati equation satisfiesX ∈ A and AX is exponentially stable onA.
Proof. According to [18, Definition 4.1.17] and Definition 9.1, we can also rewrite the reachable sub-
space of (A,B) as
R =
⋃
T>0
R(BT ), (72)
whereR(.) is the range of an operator. From [18, Lemma 4.1.6], it follows that
R(BT ) = R(BTK) for all T > 0, (73)
whereBTK is the controllability operator of (A+BK,B). From (72) and (73), we can conclude that the
reachable subspace of (A,B) is equal to (A+BK,B) for any bounded feedbackK. Therefore, (A,B)
is approximately controllable if and only if (A+BK,B) is for any bounded feedbackK. This implies
that (AX , B) is also approximately controllable. We have HE = EH, where H and E are defined in
the statement of Lemma 9.2. The matrix Z in (67) satisfies the Lyapunov equation (69). As AX is
exponentially stable in B(ℓ2), it follows that
Z = −
∫ ∞
0
d
dt
(
etAXZeA
∗
X
)
dt
= −
∫ ∞
0
etAX
(
AXZ + ZA
∗
X
)
etA
∗
X dt
=
∫ ∞
0
etAX BR−1B∗ etA
∗
X dt in B(ℓ2(G)).
Since (AX , B) is approximately controllable, according to [18, Theorem 4.1.22] we can conclude
that Z is the unique strictly positive solution of (69). In the next step, we prove that Z belongs to
the q-Banach algebra A. According to Lemma 9.2, we have E ∈ M2(A). From this result and (58), it
immediately follows that
Z, XZ ∈ A. (74)
Since Z is strictly positive, we get that Z−1 ∈ A by the inverse-closedness of the q-Banach algebraA.
This together with (74) prove that the solution X of the algebraic Riccati equation (44) belongs toA.
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Based on a similar argument in the proof of Theorem 9.1, we can conclude that AX is exponentially
stable onA.
We remark that the result of Theorem 9.2 does not require the existence of a solution of the cor-
responding filter Riccati equation.
Corollary 9.1. Suppose that the assumptions of Theorem 9.1 or Theorem 9.2 hold. Then, the LQR state
feedback gain (45) belongs toA.
Proof. According to Theorem 9.1 or Theorem 9.2,X ∈ A. Since A is closed under matrix multiplica-
tion and taking inverse, it follows thatK = −R−1B∗X ∈ A.
Remark 9.1. The proof of Theorem 9.1 is constructive which enables us to obtain an upper bound for
the q-norm of X over each covering set. By combining these upper bounds, one can only calculate a
conservative upper bound for the q-norm of X. For this reason, we do not present this conservative
upper bound.
Remark9.2. The conclusions in Theorems 8.1 and 9.1 hold forSq,w(G) for all 0 < q ≤ 1. For 1 ≤ q ≤ ∞,
Sq,w(G) is a Banach algebra. Our proof does not depend on whether the underlying space is a Banach
space or not. Therefore, our proofs are still valid for all exponents 0 < q ≤ ∞.
Remark 9.3. Our proposedmethodology in this paper can be applied to analyze other optimal control
design problemswith quadratic performance criteria, such asH2 andH∞ problems [18]. The solutions
of these optimal control problems usually involve solving two operator Riccati equations.
10 Fundamental Limits on the Best Achievable Degrees of Sparsity and
Spatial Localization
The results of Theorem 6.1 and Corollary 9.1 imply that the LQR state feedback gain satisfies
K ∈ Sq,w(G) for all 0 < q ≤ 1.
This result states that the LQR state feedback gainK = [Kij ]i,j∈G is spatially localized, i.e.,
|Kij | ≤ C0w(i, j)−1, (75)
where C0 = ‖K‖Sq,w(G) is a finite number. This also asserts that the underlying information structure
of the optimal control law is sparse in space and each local controller needs to receive information
only from some neighboring subsystems. In the rest of this section in order to present our results in
more explicit and sensible forms, we will limit our analysis to matrices that are defined on G = Z
endowed with quasi-distance function ρ(i, j) = |i− j|.
In order to characterize a fundamental limits on interplay between stability margins and optimal
performance loss in spatially distributed systems, we approximate the corresponding LQR feedback
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gainK by a sparse feedback gainKT for a given truncation length T > 0 as follows
(
KT
)
ij
=
{
Kij if |i− j| ≤ T
0 if |i− j| > T . (76)
Theorem 10.1. For 0 < q ≤ 1, suppose thatK ∈ Sq,w(Z) andKT is defined by (76). Then,
‖K −KT‖B(ℓ2(Z)) ≤ C0w(T)−1 (77)
where C0 = ‖K‖Sq,w(Z) and w(T) = inf |i−j|>Tw(i, j).
Proof. We apply the Schur test to estimate the operator norm in B(ℓ2(Z)), i.e.,
‖K −KT‖2B(ℓ2(Z)) ≤
(
sup
i∈Z
∑
j∈Z
∣∣Kij − (KT)ij∣∣)( sup
j∈Z
∑
i∈Z
∣∣Kij − (KT)ij∣∣).
First, let us consider the following term
sup
i∈Z
∑
j∈Z
∣∣Kij − (KT)ij∣∣ = sup
i∈Z
∑
|i−j|>T
∣∣Kij∣∣
= sup
i∈Z
∑
|i−j|>T
∣∣Kij∣∣w(i, j)w(i, j)−1
≤
(
sup
i∈Z
∑
|i−j|>T
∣∣Kij∣∣w(i, j))w(T)−1
≤ C0w(T)−1. (78)
The last inequality holds due to the monotonic inequality
‖z‖1 ≤ ‖z‖q
for all z ∈ ℓq(Z) and 0 < q ≤ 1. Likewise, by interchanging indices i and j a similar bound can be
obtained. Therefore, it concludes that
‖K −KT‖B(ℓ2(Z)) ≤ C0 w(T)−1.
For the class of sub-exponential coupling weight functions with parameters σ > 0 and δ ∈ (0, 1),
the inequality (77) becomes
‖K −KT‖B(ℓ2(Z)) ≤ Ce e−(
T
σ )
δ
,
where Ce = ‖K‖Sq,eσ,δ (Z). Similarly, the error bound for the class polynomial coupling weight func-
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tions with parameters α, σ > 0 is
‖K −KT‖B(ℓ2(Z)) ≤ Cπ
(
T
σ
)−α
,
where Cπ = ‖K‖Sq,πα,σ (Z).
The inequality (77) in Theorem 10.1 implies that for spatially decaying state feedback gains, the
truncation tail K − KT can be made arbitrarily small as T gets large. This property enables us to
characterize stabilizing truncated state feedback gains by using small-gain stability argument. Let us
consider the truncated closed-loop system
x˙ = (A−BKT)x. (79)
One can decompose this system as two subsystems
x˙ = (A−BK)x+ w, (80)
w = B(K −KT)x. (81)
Since K is the LQR feedback gain, the LQR closed-loop operator A − BK in (80) is exponentially
stable. If B ∈ B(ℓ2(G)), we can apply small-gain theorem and characterize a fundamental limit in
the form of a lower bound for stabilizing truncation lengths for different admissible coupling weight
functions. For the class of sub-exponential coupling weight functions with parameters σ > 0 and δ ∈
(0, 1), the truncated feedback gainKT is exponentially stabilizing if the truncation length T satisfies
the following inequality
T > Ts, (82)
where
Ts = σ
(
log
(
Ce ‖B‖B(ℓ2(Z)) sup
Re(s)>0
σmax(G(s))
)) 1δ
(83)
and G(s) = (sI − (A − BK))−1 is the transfer function of the closed-loop system. The stabilizing
truncation length for the class of polynomial coupling weight functions with parameters α, σ > 0 is
given by
Ts = σ
(
Cπ ‖B‖B(ℓ2(Z)) sup
Re(s)>0
σmax(G(s))
) 1
α
.
A fundamental tradeoff emerges between truncation length and performance loss. Let us con-
sider the following quadratic cost functional
J(x0,K) =
∫ ∞
0
(x∗Qx+ x∗K∗RKx)dt, (84)
where x0 is the initial condition of the linear systemandK an exponentially stabilizing state feedback
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gain. It is straightforward to show that
J(x0,K) = x
∗
0Xx0, (85)
in whichX is the unique strictly positive definite solution of the Lyapunov equation
(A−BK)∗X +X(A −BK) +Q+K∗RK = 0. (86)
We define the performance loss measure by the following quantity
ΠK(T, x0) = J(x0,K
T)− J(x0,K). (87)
One of the important remaining problems is to study the asymptotic behavior of the performance
loss ΠK(T, x0) as T tends to infinity. This problem is out of scope of this paper and will be addresses
in our future works.
11 Near-Optimal Degrees of Sparsity and Spatial Localization
In the next step, our goal is to propose amethod to compute a value for parameter 0 < q < 1 such that
Sq,w–measure approximates S0,1–measure in probability. In this subsection in order to present our
results inmore explicit and sensible forms, we will limit our analysis to the class of sub-exponentially
decaying matrices that are defined onG = Z.
Definition 11.1. For a given truncation threshold ǫ > 0 and matrix K, the threshold matrix of K is
denoted byKǫ and defined by setting (Kǫ)ij = 0 if |Kij | < ǫ and (Kǫ)ij = Kij otherwise.
In order to present our results in more explicit and sensible forms, only in this section, we limit
our focus to the class of sub-exponentially decaying randommatrices of the form
Rσ,δ(Z) =
{
K =
[
rij e
−
(
|i−j|
σ
)δ]
i,j∈Z
∣∣∣∣∣ rij ∼ U(−1, 1)
}
for some given parameters σ > 0 and δ ∈ (0, 1). The coefficients rij are drawn from the continuous
uniform distribution U(−1, 1). It is assumed that the underlying spatial domain is Z and that the
spatial distance between node i and j is measured by |i− j|. The corresponding admissible coupling
weight function for this class of spatially decaying matrices is given by
eσ′,δ :=
[
eσ′,δ(i, j)
]
i,j∈Z =
[
e
(
|i−j|
σ′
)δ]
i,j∈Z
(88)
for some σ′ > σ.
Definition 11.2. For a given truncation threshold 0 < ǫ < 1, the sparsity indicator function for the
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class of random sub-exponentially decaying matricesRσ,δ(Z) is defined by
ΨK,w(q, ǫ) :=
‖K‖qSq,w
2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1
, (89)
where ⌊.⌋ is the floor function.
The sparsity indicator function provides a reasonable criterion for calculating proper values for
exponent q and parameters in the weight function in order tomeasure sparsity of matrices inRσ,δ(Z)
using Sq,w–measure. This is simply because of the following inequality that shows that the value of
the S0,1–measure of the threshold matrix of a matrixK ∈ Rσ,δ(Z) can be upper bounded by
‖Kǫ‖S0,1 ≤ 2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1. (90)
Theorem 11.1. Suppose that w0 ≡ 1 is the trivial weight function and parameters σ > 0 and δ ∈ (0, 1)
are given. Let us define parameter β = q ln ǫ−1. For everyK ∈ Rσ,δ(Z), the sparsity indicator function
ΨK,w0(q, ǫ) converges to γ := β
−sΓ(s+ 1) in probability as the truncation threshold ǫ tends to zero, i.e.,
lim
ǫ→0+
P
{ ∣∣ΨK,w0(q, ǫ)− γ∣∣ < ǫ0 } = 1 (91)
for every ǫ0 > 0, where s = δ
−1 and Γ(s) :=
∫∞
0 t
s−1e−tdt is the Gamma function.
Proof. The exponent q > 0 can be related to another auxiliary variable β > 0 using the following
equation
ǫq = e−β, (92)
from which we get β = q ln ǫ−1. For everyK ∈ Rσ,δ(Z), one can verify that
ΨK,w0(q, ǫ) ≤
1
2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1
∑
k∈Z
e−q| kσ |
δ
=
2σ
δ
√
ln ǫ−1
2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1
1
2σ
δ
√
ln ǫ−1
∑
k∈Z
e
−β
∣∣∣∣ k
σ
δ√
ln ǫ−1
∣∣∣∣
δ
. (93)
It is straightforward to show that
lim
ǫ→0
2σ
δ
√
ln ǫ−1
2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1
= 1, (94)
and
1
2σ
δ
√
ln ǫ−1
∑
k∈Z
e
−β
∣∣∣∣ k
σ
δ√
ln ǫ−1
∣∣∣∣
δ
−→ 1
2
∫ ∞
−∞
e−β|t|
δ
dt =
1
δ
∫ ∞
0
e−βuu
1
δ
−1du = γ (95)
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as ǫ→ 0. Thus,
lim
ǫ→0
ΨK,w0(q, ǫ) ≤
∫ ∞
0
e−β|t|
δ
dt = γ. (96)
On the other hand, the expected value of the sparsity indicator function is lower bounded as follows
E
[
ΨK,w0(q, ǫ)
] ≥ 1
2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1
∑
k∈Z
E
[|r0j |q] e−q |0−k|δσδ
=
1
1 + q
1
2
⌊
σ
δ
√
ln ǫ−1
⌋
+ 1
∑
k∈Z
e
−β
∣∣∣∣ k
σ
δ
√
ln ǫ−1
∣∣∣∣
δ
.
From (94) and (95), we have that
lim
ǫ→0
E
[
ΨK,w0(q, ǫ)
] ≥ ∫ ∞
0
e−β|t|
δ
dt = γ. (97)
In (97), if we keep the auxiliary parameter β fixed, then q → 0 whenever ǫ → 0. The two inequalities
in limits (96) and (97) prove (91) which shows the convergence of the sparsity indicator function
ΨK,w0(q, ǫ) in probability.
The result of Theorem 11.1 asserts that the sparsity indicator functions associated with the class
of sub-exponentially decaying random matrices Rσ,δ(Z) can be made arbitrarily close to a number
close to one (i.e., γ = 1 or β = Γ(1+δδ )
δ) in probability when we use trivial weight function w0 (with
constant value 1). It turns out that one can select the exponent q and the nontrivial weight functionw
simultaneously to measure sparsity using the weighted Sq,w–measure with guaranteed convergence
properties.
Corollary 11.1. Consider the coupling weight function (88) with parameter σ′ = ση for some η, δ ∈
(0, 1) and σ > 0. Let us define parameter β = q ln ǫ−1. Then, for everyK ∈ Rσ,δ(Z)we have
lim
ǫ→0+
P
{ ∣∣ΨK,eσ′,δ(q, ǫ)− γ′∣∣ < ǫ0 } = 1, (98)
where
γ′ := (1− ηδ) 1δ β 1δ Γ
(
1 + δ
δ
)
.
Remark 11.1. Similar results can be obtained for polynomial weight functions.
Algorithm for computing a near-optimal value for exponent q: There is an inherent algorithm
in the result of Theorem 11.1 that provides us with a roadmap to compute a near-ideal truncation
length for a given spatially decaying matrix. Suppose that we are given a sub-exponentialy decaying
random matrices in Rσ,δ(Z). For a given truncation length T ≥ 1, one can compute a conservative
value for parameter ǫ using the following equation
ǫ = e−(
T
σ )
δ
. (99)
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By fixing the value of parameter β, one can compute a corresponding exponent q using the value of ǫ
from (99) as well as parameter γ. Knowing all these parameters enable us to compute the value of the
sparsity indicator function using its definition in (89). An iterative procedure can be used to obtain
the corresponding values of the sparsity indicator function for all values of T ≥ 1 by repeating the
above mentioned steps. Let us denote by Tnear-ideal the value of the truncation length beyond which
the value of the sparsity indicator function converges to a number close to γ with an acceptable error
bound. The existence of such a truncation length for a given matrix in Rσ,δ(Z) implies that there
exists an exponent 0 < qnear-ideal < 1 such that the Sq,w–measure of thematrix converges to a number
close to one in probability for all 0 < q < qnear-ideal. According to fundamental limit (82), a near-
optimal truncation length for a given matrix inRσ,δ(Z) should satisfy the following inequality
Tnear-optimal ≥ max
{
Ts,Tnear-ideal
}
. (100)
where Ts is given by (83).
12 Discussion and Conclusion
12.1 Finite-Dimensional Spatially Distributed Systems
One can lift finite-dimensional spatially decaying systems to infinite-dimensional spatially decaying
systems by defining an extension of a finite-dimensional matrix to an infinite-dimensional matrix.
Suppose thatA,B,C,D ∈ Rn×n are state-spacematrices of a linear time-invariant system andQ,R ∈
R
n×n are theweightmatrices in the LQRproblem. The infinite-dimensional extension of amatrix can
be defined using the following operation:
A,B,C,D 7−→
[
A 0
0 −I
]
,
[
B 0
0 I
]
,
[
C 0
0 I
]
,
[
D 0
0 I
]
,
Q,R 7−→
[
Q 0
0 I
]
,
[
R 0
0 I
]
,
where I and 0 are the identity and zero operators in B(ℓ2(G)). The lifted operators have specific block
diagonal structures which enable us to show that the unique solution of the corresponding Lyapunov
equation (35) takes the following block diagonal form
[
P 0
0 12I
]
, (101)
where P is the solution of the corresponding finite-dimensional Lyapunov equation. The unique
solution of the corresponding algebraic Riccati equation (44) admits the following block diagonal
form [
X 0
0 I
]
, (102)
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whereX is the unique solution of the corresponding finite-dimensional Riccati equation. Therefore,
the results of Sections 9 and 8 can be applied to the lifted finite-dimensional linear systems. Due to
the specific block structures of solutions (101) and (102), one cannot obtain accurate spatial decay
rates for these solution based on our present results. However, extensive simulation results suggest
that similar sparsity and spatial localization properties should hold for finite-dimensional spatially
decaying systems.
12.2 Spatial Truncation and Performance Bounds
Our proposed methodology in this paper provides quantitative measures to determine degree of
sparsity and spatial localization for a large class of spatially decaying systems and their LQR feed-
back controllers. This information necessitates development of algorithmic methods to construct
localized models with quantitative estimates, localized feedback control laws with quantitative per-
formance bounds, and feedback control laws with sparse information structures. In Section 10, we
showed that for a given LQR feedback controller there exist a class of spatially localized feedback
controllers that can be calculated by direct spatial truncation of the LQR solution. One remaining
important problem is to investigate the asymptotic behavior of the performance indexΠK(T, x0) asT
tends to infinity. Moreover, it is an interesting and open question to apply finite-section approxima-
tion techniques [41] in order to reduce the control design complexity and quantify the convergence
rate of the finite-section approximations for spatially decaying systems.
12.3 Optimization and Regularization To Promote Sparsity
The inherent spatial decay property of the solution of LQR problem for spatially decaying systems
suggests that searching for sparse linear-quadratic state feedback controllers should naturally have
lower computational complexity compared to general spatially distributed systems. Our analysis
in Section 11 provides a pathway to quantify what degrees of sparsity and spatial localization one
should expect by solving S0,1/Sq,w– regularization methods (for 0 < q ≤ 1) in order to design near-
optimal sparse state feedback controllers. The Sq,w-regularized optimal control problems (for 0 <
q < 1) are much more broadly applicable with respect to ℓ1-based relaxations, which results in S1,w-
regularized optimal control problem. The reason is that theGro¨chenig-Schur class ofmatrices enjoys
the following fundamental inclusion property:
Sq1,w(G) ⊂ Sq2,w(G)
for all 0 < q2 < q1 ≤ ∞. This implies that the space of spatially decaying systems over Sq,w(G) for
0 < q < 1 is larger than the space of spatially decaying system over S1,w(G), which was originally
studied in [3, 2].
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12.4 Receding Horizon Control with State and Input Constraints
The machinery developed in this paper can be used to analyze the spatial structure of a broader
range of optimal control problems such as constrained finite horizon control (also known as Model
Predictive Control). In [2], the problem of constrained finite horizon control for the class of discrete-
time spatially decaying systems over Sq,w(G)was considered. The results of this paper along with the
techniques developed in [2] can be applied to study sparsity and localization properties of the class
of multi-parametric quadratic programming problems over q-Banach algebras.
12.5 Systems Governed by Partial Differential Equations
A natural generalization of the present results is to study spatial localization of feedback control laws
for linear systems that are defined using differential operators/pseudodifferential operators/integral
operators. The LQRproblem for this class of systems involve state space andweightmatricesA,B,Q,R
whose elements are differential operators/pseudodifferential operators/integral operators. A special
class of such systems includes translation invariant operators, such as partial differential operators
with constant coefficients, spatial shift operators, spatial convolution operators, or a linear combina-
tion of several of such operators [11], or general pseudodifferential operator and integral operators
[9, 10]. In general, some of the operators may be unbounded, so the notion of a solution for the
PDE system requires some deep mathematics, such as theory of operator semigroups, theory of dis-
tributions, and theory of Fourier integral operators [18, 19]. For translation invariant systems, the
feedback control law has the spatial convolution form. The main idea is to exploit spatial invariance
property of such systems by taking a spatial Fourier transform and study the diagonalized form (in
the Fourier domain) of the corresponding LQR problem [1, 20]. The Fourier approach is only appli-
cable to the class of spatially invariant systems. To generalize the present results, one would need
to develop suitable operator algebras in order to quantify the sparsity and spatial localization for the
class of PDE system, this is beyond the scope of this paper and be discussed in our future works.
12.6 Nonlinear Spatially Decaying Systems
The notion of spatial decay can be extended to study spatially distributed systems with nonlinear
dynamics. Let us consider an infinite-dimensional nonlinear system of the form
x˙ = f(x, u) (103)
where x, u ∈ ℓ2(G) and f : ℓ2(G) × ℓ2(G) → ℓ2(G). It is assumed that a suitable notion of a solution
exists for this system. We say that system (103) is spatially decaying if f has continuous bounded
gradients ∇xf (with respect to x) and∇uf (with respect to u) on a q-Banach algebra for 0 < q ≤ ∞.
This is a natural extension in order to develop a theory for analysis of nonlinear spatially distributed
systems including quantification of the sparsity and spatial localization measures for nonlinear net-
works and approximation techniques. As part of this theory, one of the fundamental issues to address
is the inverse-closedness property of nonlinear maps. In [27], it shown that under some conditions
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the inverse-closedness property holds for some class of nonlinear functionals over some inverse-
closed Banach algebras.
13 Appendix
13.1 Proof of Lemma 2.1
The class of sub-exponentially decaying coupling weight functions is the most suitable class of cou-
plingweight functions to study sparsity features of spatially decayingmatrices. For the sub-exponential
coupling weight function eσ,δ , one can conclude from the following inequality
(1 + t)δ ≤ 1 + (2δ − 1)tδ ≤ 1 + tδ for all t ∈ [0, 1]
that eσ,δ is submultiplicative and that another sub-exponential weight function eσ′,δ with σ
′ = σ/ δ
√
(2δ − 1)
can be adopted as its companion weight [22, Example A.3]. Furthermore, the second inequality in
Definition 2.1 holds with constantsDe and θe, because
inf
τ≥0
{( ∑
|i−j|<τ
(
eσ′,δ(i− j)
) 2q
2−q
)1− q
2
+ t sup
|i−j|≥τ
(
eσ′,δ(i− j)
eσ,δ(i− j)
)q}
≤ inf
τ≥0
{
exp
(
(2δ − 1)qσ−δτ δ)( ∑
|i−j|<τ
1
)1− q
2
+ t exp
(− (2− 2δ)qσ−δτ δ)
}
≤ 2d(1− q2 ) inf
τ≥0
{
exp
((
(2δ − 1)qσ−δ + d(1− q
2
)δ−1
)
τ δ
)
+ t exp
(− (2− 2δ)qσ−δτ δ)
}
≤ 2d+1− dq2 t1−
qδ(2−2δ)
qδ+d(1−
q
2 )σ
δ
.
Next, we consider the class of polynomial coupling weight functions. This class of coupling weight
functions are submultiplicative, i.e.,
πα,σ(i, j) ≤ πα,σ(i, k) πα,σ(k, j)
for all i, j, k ∈ Zd. It is straightforward to verify that
πα,σ(i, j) ≤ 2α
(
πα,σ(i, k) + πα,σ(k, j)
)
for all i, j, k ∈ Zd. Thus, the constant weight function uα,σ :=
[
uα,σ(i, j)
]
i,j∈Zd with uα,σ(i, j) = 2
α
can be used as a companion weight of the polynomial coupling weight function πα,σ. Moreover, the
second inequality in Definition 2.1 holds with constantsDπ and θπ, because
inf
τ≥0


( ∑
|i−j|<τ
(
uα(i, j)
) 2q
2−q
)1− q
2
+ t sup
|i−j|≥τ
(
u(i, j)
w(i, j)
)q
 ≤ 2qα infτ≥0


( ∑
|i−j|<τ
1
)1− q
2
+ t
(
1 +
τ
σ
)−qα

≤ 2qα+1max
{
1, (2σ)d(1−
q
2
)
}
t
1− qα
qα+d(1−
q
2 ) .
13.2 Weak Submultiplicative Property Resulting fromDefinition 2.1
Suppose that w is a weight that satisfies the inequalities in Definition 2.1. For 0 < q ≤ 1, we get
sup
j∈G
(
u(i, j)
w(i, j)
)q
≤ inf
τ≥0
(
sup
j∈G
ρ(i,j)<τ
(
u(i, j)
w(i, j)
)q
+ sup
j∈G
ρ(i,j)≥τ
(
u(i, j)
w(i, j)
)q)
≤ inf
τ≥0
(( ∑
j∈G
ρ(i,j)<τ
|u(i, j)| 2q2−q
)1− q
2
+ sup
j∈G
ρ(i,j)≥τ
(
u(i, j)
w(i, j)
)q)
≤ D for all i ∈ G.
The second inequality holds as w(i, j) ≥ 1 for i, j ∈ G and the last inequality follows by applying the
second inequality inDefinition 2.1with t = 1. The above estimate for theweightw and its companion
weight u along with property (3) prove the following weak version of the submultiplicative property
(2):
w(i, j) ≤ C0w(i, k)w(k, j) for all i, j, k ∈ G.
with constant C0 ≤ 2 q
√
D. We refer the reader to [23, 22] for similar arguments for 1 < q ≤ ∞.
13.3 Proof of Theorem 5.1
According to the definition of S0,1-measure, there exist i0 and j0 ∈ G such that
‖A‖S0,1(G) = max
{‖ai0·‖ℓ0(G), ‖a·j0‖ℓ0(G)}. (104)
Then, from (17) and (104) it follows that
lim
q→0
max
{∑
j∈G
|ai0j|qw(i0, j)q ,
∑
i∈G
|aij0 |qw(i, j0)q
}
= max
{‖ai0·‖ℓ0(G), ‖a·j0‖ℓ0(G)} = ‖A‖S0,1(G). (105)
One observes that
max
{∑
j∈G
|ai0j|qw(i0, j)q ,
∑
i∈G
|aij0 |qw(i, j0)q
}
≤ ‖A‖qSq,w(G) ≤M
q‖A‖S0,1(G), (106)
whereM = supi,j∈G |aij |w(i, j) < ∞ by the assumption on bounded entries. Letting q → 0 in (106)
and applying (105), we establish the limit (19).
13.4 Proof of Theorem 6.1
First, we show that Sq,w(G) is a q-Banach algebra. It is straightforward to verify properties (i) and
(ii) in Definition 6.1. Therefore, we only need to prove properties (iii) and (iv) in Definitions 6.1 and
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6.2. For every pair of arbitrary matrices A = [aij ]i,j∈G and B = [bij ]i,j∈G in Sq,w(G), we write their
summation byD = A+B whereD = [dij ]i,j∈G. Then,
sup
i∈G
∑
j∈G
|dij |qw(i, j)q ≤ sup
i∈G
∑
j∈G
(
|aij |p + |bij |q
)
w(i, j)q
≤ ‖A‖qSq,w + ‖B‖
q
Sq,w . (107)
The first inequality holds due to the well-known inequality (α + β)q ≤ αq + βq for all nonnegative
numbers α and β. In a similar manner, one can easily verify that
sup
j∈G
∑
i∈G
|dij |q w(i, j)q ≤ ‖A‖qSq,w + ‖B‖
q
Sq,w . (108)
Inequalities (107) and (108) imply that the q-norm is q-subadditive and that Sq,w–measure satisfies
property (iii).
To prove property (iv), if the product of A andB is denoted by C = AB where C = [cij ]i,j∈G, then
we have
sup
i∈G
∑
j∈G
|cij |qw(i, j)q ≤ sup
i∈G
∑
j,k∈G
|aik|q w(i, k)q |bkj|qw(k, j)q
≤ ‖A‖qSq,w‖B‖
q
Sq,w . (109)
The first inequality uses the submultiplicative property (2) for the coupling weight function w and
the following monotonic inequality
‖z‖1 ≤ ‖z‖q (110)
for all z ∈ ℓq(G) and 0 < q ≤ 1. Through similar proof steps, one can verify that
sup
j∈G
∑
i∈G
∣∣cij∣∣q w(i, j)q ≤ ‖A‖qSq,w ‖B‖qSq,w . (111)
From inequalities (109) and (111), we conclude that the q-norm is submultiplicative.
In the next step, we prove that Sq,w(G) is a proper q-Banach algebra. It is straightforward to verify
property (P1). We prove a more general form of property (P2). For every matrix A = [aij ]i,j∈G in
Sq,w(G), the following inequality holds for all 1 ≤ p ≤ ∞,
‖A‖B(ℓp(G)) ≤ max
{
sup
i∈G
∑
j∈G
|aij |, sup
j∈G
∑
i∈G
|aij |
}
.
More details about this inequality can be found in [22, Theorem 2.4]. On the other hand, we have the
following inequality
sup
i∈G
∑
j∈G
|aij | ≤ sup
i∈G
(∑
j∈G
|aij |q
)1/q
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≤ sup
i∈G
(∑
j∈G
|aij |q w(i, j)q
)1/q
≤ ‖A‖Sq,w ,
where the first inequality follows from (110) and the second inequality holds because of property (i)
of a coupling weight function. Similarly, one can verify that
sup
j∈G
∑
i∈G
|aij | ≤ sup
i∈G
(∑
j∈G
|aij |q w(i, j)q
)1/q
≤ ‖A‖Sq,w .
From the above three inequalities, we can conclude that
‖A‖B(ℓp(G)) ≤ ‖A‖Sq,w(G)
for allA ∈ Sq,w(G). This implies that Sq,w(G) is continuously embedded in B(ℓp(G)) for all 1 ≤ p ≤ ∞.
Therefore, inequality (23) holds when p = 2. We should mention that themain idea of this part of our
proof stems from the arguments presented in references [4] and [22].
Finally, we verify the differential norm property for Sq,w(G). For q = 1, Sq,w(G) has the differential
norm property, we refer to [22] for a proof. Therefore from now on we suppose that 0 < q < 1. For
every A = [aij ]i,j∈G and B = [bij ]i,j∈G in Sq,w(G), let us denote C = AB where C = [cij ]i,j∈G. From
property (3), it follows that
sup
i∈G
∑
j∈G
|cij |qw(i, j)q ≤ sup
i∈G
∑
j,k∈G
|aik|q|bkj |qw(i, k)qu(k, j)q + sup
i∈G
∑
j,k∈G
|aik|q|bkj|qu(i, k)qw(k, j)q
≤ ‖A‖qSq,w sup
k∈G
∑
j∈G
|bkj|qu(k, j)q + ‖B‖qSq,w sup
i∈G
∑
k∈G
|aik|qu(i, k)q.
In the following, we obtain upper bounds for each term in the right hand side of the last above in-
equality. Let us first consider
sup
k∈G
∑
j∈G
|bkj |qu(k, j)q = sup
k∈G
inf
τ≥0
( ∑
j∈G
ρ(k,j)<τ
+
∑
j∈G
ρ(k,j)≥τ
)
|bkj|q u(k, j)q
≤ sup
k∈G
inf
τ≥0
{( ∑
j∈G
ρ(k,j)<τ
|bkj|2
) q
2
( ∑
j∈G
ρ(k,j)<τ
|u(k, j)| 2q2−q
)1− q
2
+ ‖B‖qSq,w sup
j∈G
ρ(k,j)≥τ
(
u(k, j)
w(k, j)
)q }
≤ sup
k∈G
inf
τ≥0
{
‖B‖qB(ℓ2)
( ∑
j∈G
ρ(k,j)<τ
|u(k, j)| 2q2−q
)1− q
2
+ ‖B‖qSq,w sup
j∈G
ρ(k,j)≥τ
(
u(k, j)
w(k, j)
)q}
≤ D ‖B‖qθB(ℓ2) ‖B‖
q(1−θ)
Sq,w . (112)
In the last two inequalities, we apply the Ho¨lder’s inequality, inequalities in Definition 2.1 with t =
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‖B‖qSq,w
‖B‖q
B(ℓ2)
≥ 1, and the following inequality
∑
j∈G
ρ(k,j)<τ
|bkj |2 ≤
∑
j∈G
|bkj |2 = ‖B∗ek‖22 ≤ ‖B∗‖2B(ℓ2) = ‖B‖2B(ℓ2),
where ek = [δkj ]j∈G is the k’th standard Euclidean basis. In a similar manner, we can show that
sup
i∈G
∑
k∈G
|aik|q u(i, k) ≤
sup
i∈G
inf
τ≥0
{
‖A‖qB(ℓ2)
( ∑
k∈G
ρ(i,k)<τ
(u(i, k))
2q
2−q
)1− q
2
+
‖A‖qSq,w sup
k∈G
ρ(i,k)>τ
(
u(i, k)
w(i, k)
)q}
≤ D ‖A‖qθB(ℓ2) ‖A‖
q(1−θ)
Sq,w . (113)
By combining inequalities (112) and (113), we get
sup
i∈G
∑
j∈G
|cij |q w(i, j)q ≤ D ‖A‖qSq,w‖B‖
q
Sq,w ×((‖A‖B(ℓ2)
‖A‖Sq,w
)qθ
+
(‖B‖B(ℓ2)
‖B‖Sq,w
)qθ)
.
Using a similar argument along with property (ii) as in Definition 2.1 for a weight function, i.e., sym-
metry, we get
sup
j∈G
∑
i∈G
|cij |q w(i, j)q ≤ D ‖A‖qSq,w‖B‖
q
Sq,w ×((‖A‖B(ℓ2)
‖A‖Sq,w
)qθ
+
(‖B‖B(ℓ2)
‖B‖Sq,w
)qθ)
.
Therefore, we can conclude that
‖AB‖qSq,w ≤ D‖A‖
q
Sq,w‖B‖
q
Sq,w
((‖A‖B(ℓ2)
‖A‖Sq,w
)qθ
+
(‖B‖B(ℓ2)
‖B‖Sq,w
)qθ)
.
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13.5 Proof of Theorem 6.2
For every n ≥ 1, let us write n = ∑Nj=0 ǫj2j with ǫN = 1 and ǫj ∈ {0, 1} for 0 ≤ j ≤ N − 1. For a given
A ∈ A, by performing induction on the differential norm property we obtain
‖An‖qA ≤ Kqǫ00 ‖A‖qǫ0A ‖An−ǫ0‖qA
≤ 2DKqǫ00 ‖A‖qǫ0A ‖A‖(n−ǫ0)qθ/2B(ℓ2) ‖A(n−ǫ0)/2‖
q(2−θ)
A
≤ · · · (114)
≤ (2D)∑N−1j=0 (2−θ)j Kq∑N−1j=0 ǫj(2−θ)j0 ×(
‖A‖A
‖A‖B(ℓ2)
)q∑Nj=0 ǫj(2−θ)j
‖A‖qnB(ℓ2)
≤


(
2DKq0
)(1−θ)−1nlog2(2−θ)‖A‖qnB(ℓ2) ×(
‖A‖A
‖A‖B(ℓ2)
)q 2−θ
1−θ
nlog2(2−θ)
if 0 < θ < 1,
(
2DKq0
)log2 n( ‖A‖A
‖A‖B(ℓ2)
)q log2 n+q
‖A‖qnB(ℓ2) if θ = 1,
(115)
where D,K0, θ are the positive constants in Definitions 6.2–6.4 (cf. [34] and [27]). We will use this
result in the following proof steps. For a givenmatrix A ∈ A with A−1 ∈ B(ℓ2(G)), let us define
B = I − ‖A‖−2B(ℓ2) A∗A.
It is straightforward to verify that
0  B  r0I, (116)
where r0 = 1 −
(‖A−1‖B(ℓ2) ‖A‖B(ℓ2) )−2 ∈ [0, 1). When r0 = 0, the conclusion follows immediately
as in this case we haveA−1 = ‖A−1‖−2B(ℓ2)A∗. Thus from now on, we assume that r0 ∈ (0, 1). We apply
properties of ‖ · ‖A in Definitions 6.1, 6.2 and 6.4, and we get
‖B‖qA ≤ ‖I‖qA + ‖A‖−2qB(ℓ2) ‖A∗A‖
q
A
≤ M q + Kq0 ‖A‖−2qB(ℓ2) ‖A‖
2q
A . (117)
For θ ∈ (0, 1), this together with (116) and inequality (115) leads to
‖Bn‖qA ≤
(
2DKq0
)(1−θ)−1nlog2(2−θ) ‖B‖qnB(ℓ2)
(
‖B‖A
‖B‖B(ℓ2)
)q 2−θ
1−θ
nlog2(2−θ)
≤ (2DKq0)(1−θ)−1nlog2(2−θ) rqn0
(
M q +Kq0‖A‖−2qB(ℓ2) ‖A‖
2q
A
rq0
) 2−θ
1−θ
nlog2(2−θ)
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for all n ≥ 1. Similarly for θ = 1,
‖Bn‖qA ≤
(
2DKq0
)log2 n rqn0
(
M q +Kq0‖A‖−2qB(ℓ2) ‖A‖
2q
A
rq0
)log2 n+1
for n ≥ 1. Therefore I −B is invertible inA, and
∥∥(I −B)−1∥∥qA ≤
∞∑
n=1
‖Bn‖qA < ∞
as r0 ∈ (0, 1) and θ ∈ (0, 1]. We recall the matrix identity
A−1 = (A∗A)−1A∗ = ‖A‖−2B(ℓ2) (I −B)−1A∗.
From this, we can conclude thatA is invertible inA.
13.6 Proof of Theorem 6.3
The inclusion σA(A) ⊂ σB(ℓ2(G))(A) follows directly from the result of Theorem 6.2, while the reverse
inclusion σB(ℓ2(G))(A) ⊂ σA(A) holds by continuous imbedding ofA in B(ℓ2(G)).
13.7 q-Banach Algebras of BlockMatrices
For a given proper q-Banach subalgebraA of B(ℓ2(G)), let us define an algebra of n×nmatrices with
entries inA by
Mn(A) =
{
A := [aij ]
∣∣∣‖A‖Mn(A) <∞} , (118)
where
‖A‖Mn(A) =
(
n∑
i,j=1
‖aij‖qA
)1/q
. (119)
Lemma 13.1. For 0 < q ≤ 1, let us assume that A is a proper q-Banach subalgebra of B(ℓ2(G)). Then,
the algebraMn(A) is a proper q-Banach subalgebra of B(ℓ2(G × . . .×G)).
Proof. By (118) and (119), one may verify that the quasi-norm ‖ · ‖Mn(A) satisfies the first three re-
quirements in Definition 6.2 for a q-Banach algebra. Given A := [aij ] and B := [bij ] inMn(A), one
may verify that
‖AB‖qMn(A) ≤
n∑
i,j=1
∥∥∥ n∑
k=1
aikbkj
∥∥∥q
A
≤ K0 ‖A‖qMn(A) ‖B‖
q
Mn(A), (120)
where K0 is the constant in the definition of the q-Banach algebra A. Therefore Mn(A) equipped
with q-norm ‖ · ‖Mn(A) is a q-Banach algebra. The q-Banach algebra Mn(A) is closed under the
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complex conjugate operation by (22) and (119). For everymatrix
A := [aij ] ∈ Mn(A)
and x = [x1, . . . , xn]with x1, . . . , xn ∈ ℓ2(G) and
‖x1‖2ℓ2(G) + . . .+ ‖xn‖2ℓ2(G) ≤ 1,
we obtain that
∥∥Ax∥∥2
ℓ2(G×...×G) =
n∑
i=1
∥∥∥ n∑
j=1
aijxj
∥∥∥2
ℓ2(G)
≤
n∑
i=1
( n∑
j=1
‖aij‖B(ℓ2(G))‖xj‖ℓ2(G)
)2
≤
n∑
i=1
( n∑
j=1
‖aij‖2B(ℓ2(G))
)
≤ ‖A‖2Mn(A),
where the last inequality follows from (23) and (119). Thus the q-Banach algebraMn(A) is a subal-
gebra of B(ℓ2(G× . . . ×G)) and continuously embedded w.r.t. it, and
‖A‖B(ℓ2(G×...×G)) ≤ ‖A‖Mn(A)
for all A ∈ Mn(A). The q-Banach algebraMn(A) is a differential subalgebra of B(ℓ2(G × . . . × G))
because for anyA := [aij ] andB := [bij ] inMn(A), we get that
‖AB‖qMn(A) ≤
n∑
i,j=1
∥∥∥ n∑
k=1
aikbkj
∥∥∥q
A
≤ D
n∑
i,j,k=1
‖aik‖qA‖bkj‖qA
((‖aik‖B(ℓ2(G))
‖aik‖A
)qθ
+
(‖bkj‖B(ℓ2(G))
‖bkj‖A
)qθ)
≤ nD ‖A‖qMn(A)‖B‖
q
Mn(A)
((‖A‖B(ℓ2(G×...×G))
‖A‖Mn(A)
)qθ
+
(‖B‖B(ℓ2(G×...×G))
‖B‖Mn(A)
)qθ)
.
From this, one can conclude thatMn(A) is a proper q-Banach subalgebra of B(ℓ2(G× . . .×G)).
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