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Abstract
Let T ⊂ R, M be a metric space with metric d, and MT be the set of all functions mapping
T into M . Given f ∈ MT , we study the properties of the approximate variation {Vε(f)}ε>0,
where Vε(f) is the greatest lower bound of Jordan variations V (g) of functions g ∈M
T such that
d(f(t), g(t)) ≤ ε for all t ∈ T . The notion of ε-variation Vε(f) was introduced by Franˇkova´ [Math.
Bohem. 116 (1991), 20–59] for intervals T = [a, b] in R and M = RN and extended to the general
case by Chistyakov and Chistyakova [Studia Math. 238 (2017), 37–57]. We prove directly the
following basic pointwise selection principle: If a sequence of functions {fj}
∞
j=1 from M
T is such
that the closure in M of the set {fj(t) : j ∈ N} is compact for all t ∈ T and lim supj→∞ Vε(fj) is
finite for all ε > 0, then it contains a subsequence, which converges pointwise on T to a bounded
regulated function f ∈MT . We establish several variants of this result for sequences of regulated
and nonregulated functions, for functions with values in reflexive separable Banach spaces, for
the almost everywhere convergence and weak pointwise convergence of extracted subsequences,
and comment on the necessity of assumptions in the selection principles. The sharpness of all
assertions is illustrated by examples.
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1. Introduction
A pointwise selection principle is a statement which asserts that under certain specified
assumptions on a given sequence of functions fj : T → M (j ∈ N), their domain T and
rangeM , the sequence admits a subsequence converging in (the topology of)M pointwise
(=everywhere) on the set T ; in other words, this is a compactness theorem in the topology
of pointwise convergence. Our intention here is twofold: first, to draw attention to a
conjunction of pointwise selection principles and characterizations of regulated functions
(cf. also [29]) and, second, to exhibit the main goal of this paper.
To be specific, we let T = I = [a, b] be a closed interval in R and M = R and
denote by: RI the set of all functions mapping I into R, Mon(I) the set of monotone
functions, BV(I) the set of functions of bounded (Jordan) variation, and Reg(I) the set
of regulated functions from RI . Recall that f ∈ RI is regulated provided the left limit
f(t − 0) ∈ R exists at each point a < t ≤ b and the right limit f(t + 0) ∈ R exists at
each point a ≤ t < b. Clearly, Mon(I) ⊂ BV(I) ⊂ Reg(I), and it is well known that each
function from Reg(I) is bounded, has a finite or countable set of discontinuity points,
and is the uniform limit of a sequence of step functions on I. Scalar- (and vector-) valued
regulated functions are of importance in various branches of analysis, e.g., the theory
of convergence of Fourier series, stochastic processes, Riemann- and Lebesgue-Stieltjes
integrals, generalized ordinary differential equations, impulse controls, modular analysis
([1], [22], [34], [41], [44], [45], [53], [55], [56], [57], [60], [61]).
In order for a sequence of functions {fj} ⊂ RI to have a pointwise convergent sub-
sequence, it is quite natural, by virtue of Bolzano-Weierstrass’ theorem (viz., a bounded
sequence in R admits a convergent subsequence), that {fj} should be pointwise bounded
(i.e., supj∈N |fj(t)| <∞ for all t ∈ I). However, a pointwise (or even uniformly) bounded
sequence {fj} ⊂ RI need not have a pointwise convergent subsequence: a traditional
example is the sequence fj(t) = sin(jt) for j ∈ N and t ∈ I = [0, 2π] (see Remark 4.8
below). So, additional assumptions on {fj} are to be imposed.
The historically first pointwise selection principles are due to Helly [42]: a uniformly
bounded sequence {fj} ⊂ Mon(I) contains a pointwise convergent subsequence (whose
pointwise limit belongs to Mon(I)). This theorem, a selection principle for monotone
functions, is based on and extends Bolzano-Weierstrass’ theorem and implies one more
Helly’s selection principle for functions of bounded variation (in (1.1) below, V (f) denotes
the Jordan variation of f ∈ RI): a pointwise bounded sequence {fj} ⊂ RI satisfying
sup
j∈N
V (fj) <∞ (1.1)
[5]
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contains a pointwise convergent subsequence (with the pointwise limit from BV(I)). Note
that condition (1.1) of uniform boundedness of variations may be replaced by a (seem-
ingly) more general condition lim supj→∞ V (fj) <∞.
It is well known that Helly’s selection principles play a significant role in analysis
(e.g., [44], [53], [57]). A vast literature already exists concerning generalizations of Helly’s
principles for various classes of functions ([2]–[4], [9]–[19], [22], [24]–[29], [36]–[39], [47],
[50], [59], [62]–[65], and references therein) and their applications ([2], [15], [22], [23],
[30]–[32], [36], [41], [43], [60]). We recall some of these generalizations, which are relevant
for our purposes.
Let ϕ : [0,∞) → [0,∞) be a nondecreasing continuous function such that ϕ(0) = 0,
ϕ(u) > 0 for u > 0, and ϕ(u) → ∞ as u → ∞. We say that f ∈ RI is of bounded ϕ-
variation on I (in the sense of Wiener and Young) and write f ∈ BVϕ(I) if the following
quantity, called the ϕ-variation of f , is finite:
Vϕ(f) = sup
{ n∑
i=1
ϕ
(|f(Ii)|) : n ∈ N and {Ii}n1 ≺ I},
where the notation {Ii}n1 ≺ I stands for a non-ordered collection of n non-overlapping
intervals Ii = [ai, bi] ⊂ I and |f(Ii)| = |f(bi) − f(ai)|, i = 1, . . . , n. (In particular, if
ϕ(u)=u, we have Vϕ(f) = V (f).) It was shown by Musielak and Orlicz [50] that BVϕ(I) ⊂
Reg(I), and if ϕ is additionally convex and ϕ′(0) ≡ limu→+0 ϕ(u)/u = 0, then BV(I) is a
proper subset of BVϕ(I). Goffman, Moran andWaterman [40] characterized the set Reg(I)
as follows: if f ∈ Reg(I) and min{f(t− 0), f(t+ 0)}≤f(t)≤max{f(t− 0), f(t+ 0)} at
each point t ∈ I of discontinuity of f , then there is a convex function ϕ (as above) with
ϕ′(0) = 0 such that f ∈ BVϕ(I). A generalization of Helly’s theorem for BV functions,
the so called Helly-type selection principle, was established in [50], where condition (1.1)
was replaced by supj∈N Vϕ(fj) <∞.
One more Helly-type selection principle is due to Waterman [65], who replaced con-
dition (1.1) by supj∈N VΛ(fj) <∞, where VΛ(f) is the Waterman Λ-variation of f ∈ RI
defined by ([64])
VΛ(f) = sup
{ n∑
i=1
|f(Ii)|
λi
: n ∈ N and {Ii}n1 ≺ I
}
;
here Λ = {λi}∞i=1 is a Waterman sequence, i.e., Λ ⊂ (0,∞) is nondecreasing, unbounded
and
∑∞
i=1 1/λi =∞. (Formally, VΛ(f) = V (f) for λi = 1, i ∈ N.) For the set ΛBV(I) =
{f ∈ RI : VΛ(f) < ∞} of functions of Λ-bounded variation, Waterman [64] showed that
ΛBV(I) ⊂ Reg(I) and BV(I) is a proper subset of ΛBV(I). Perlman [52] proved that
BV(I) =
⋂
Λ ΛBV(I) and obtained the following characterization of regulated functions:
Reg(I) =
⋃
Λ ΛBV(I), where the intersection above and the union are taken over all
Waterman sequences Λ (but not over any countable collection).
Taking into account that the sets Mon(I), BV(I), BVϕ(I), and ΛBV(I) are contained
in Reg(I), Helly’s selection principles and their generalizations alluded to above are com-
pactness theorems in the class of regulated functions.
In the literature, there are characterizations of the set Reg(I), which do not rely on
notions of bounded (or generalized bounded) variations of any kind. One of them was
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given by Chanturiya ([6], [7]) in the form Reg(I) = {f ∈ RI : νn(f) = o(n)}, where
E. Landau’s small ‘o’ means, as usual, that o(n)/n → 0 as n → ∞, and the sequence
{νn(f)}∞n=1 ⊂ [0,∞], called the modulus of variation of f , is defined by ([6], cf. also [41,
Section 11.3.7])
νn(f) = sup
{ n∑
i=1
|f(Ii)| : {Ii}n1 ≺ I
}
, n ∈ N.
Note that νn(f) ≤ V (f) for all n ∈ N and νn(f) → V (f) as n → ∞. The author ([16],
[17]) replaced condition (1.1) by (a very weak one)
lim sup
j→∞
νn(fj) = o(n) (1.2)
and obtained a Helly-type pointwise selection principle (in which the pointwise limit of the
extracted subsequence of {fj} belongs to Reg(I) and) which contains, as particular cases,
all the above Helly-type selection principles and many others ([18], [19], [24]). Assumption
(1.2) is applicable to sequences of nonregulated functions, so the corresponding Helly-
type pointwise selection principle under (1.2) is already outside the scope of regulated
functions. To see this, let D ∈ RI be the Dirichlet function on I = [0, 1] (i.e., D(t) = 1
if t ∈ I is rational, and D(t) = 0 otherwise) and fj(t) = D(t)/j for j ∈ N and t ∈ I. We
have fj /∈ Reg(I) and νn(fj) = n/j for all j, n ∈ N, and so, (1.2) is satisfied while (1.1)
is not (for any kinds of generalized variations including Vϕ and VΛ). A special feature
of condition (1.2) is that, for f ∈ Reg(I), it is necessary for the uniform convergence of
{fj} to f , and ‘almost necessary’ for the pointwise convergence of {fj} to f—note that
this is not at all the case for (uniform) conditions of the form (1.1).
Dudley and Norvaiˇsa [36, Part III, Section 2] presented the following characteriza-
tion of regulated functions: Reg(I) = {f ∈ RI : Nε(f)<∞ ∀ ε>0}, where the (untitled)
quantity Nε(f) ∈ {0} ∪ N ∪ {∞} for f ∈ RI is given by
Nε(f) = sup
{
n ∈ N : ∃ {Ii}n1 ≺ I such that min
1≤i≤n
|f(Ii)| > ε
}
, ε > 0
(with sup∅ = 0). They established a Helly-type pointwise selection principle in the class
Reg(I) by replacing (1.1) with supj∈NNε(fj) <∞ for all ε > 0. In a series of papers by
the author, Maniscalco and Tretyachenko ([22, Chapter 5], [29], [62], [63]), it was shown
that we get a more powerful selection principle (outside the scope of regulated functions)
if (1.1) is replaced by
lim sup
j→∞
Nε(fj) <∞ for all ε > 0. (1.3)
If we let the sequence of nonregulated functions fj(t) = D(t)/j be as above, we find
Nε(fj) = ∞ if j < 1/ε and Nε(fj) = 0 if j ≥ 1/ε, and so, condition (1.3) is satis-
fied. Moreover, (1.3) is necessary for the uniform convergence and ‘almost necessary’ for
the pointwise convergence of {fj} to f ∈ Reg(I). A comparison of different Helly-type
pointwise selection principles is presented in [16]–[19], [22], [24], [46].
Essential for the present paper, one more characterization of regulated functions is due
to Franˇkova´ [37]: Reg(I) = {f ∈ RI : Vε(f) <∞ ∀ ε > 0}, where the ε-variation Vε(f) of
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f ∈ RI is defined by ([37, Definition 3.2])
Vε(f) = inf
{
V (g) : g ∈ BV(I) and |f(t)− g(t)| ≤ ε ∀ t ∈ I}, ε > 0
(with inf ∅ = ∞). She established a Helly-type selection principle in the class Reg(I)
under the assumption of uniform boundedness of ε-variations supj∈N Vε(fj)<∞ for all
ε > 0 in place of (1.1). However, following the ‘philosophy’ of (1.2) and (1.3), a weaker
condition, replacing (1.1), is of the form
lim sup
j→∞
Vε(fj) <∞ for all ε > 0. (1.4)
Making use of (1.4), the author and Chistyakova [24] proved a Helly-type pointwise
selection principle outside the scope of regulated functions by showing that (1.4) implies
(1.2). If the sequence fj(t) = D(t)/j is as above, we get Vε(fj) = ∞ if j < 1/(2ε) and
Vε(fj) = 0 if j ≥ 1/(2ε), and so, (1.4) is fulfilled while the uniform ε-variations are
unbounded for 0 < ε < 1/2.
In this paper, we present a direct proof of a Helly-type pointwise selection principle
under (1.4), not relying on (1.2), and show that condition (1.4) is necessary for the uniform
convergence and ‘almost necessary’ for the pointwise convergence of {fj} to f ∈ Reg(I)
(cf. Remark 4.6 below).
All the above pointwise selection principles are based on the Helly selection theorem
for monotone functions. A different kind of a pointwise selection principle, basing on
Ramsey’s theorem from formal logic [54], was given by Schrader [58]. In order to recall it,
we introduce a notation: given a sign-changing function f ∈ RI , we denote by P(f) the
set of all finite collections of points {ti}ni=1 ⊂ I with n ∈ N such that t1 < t2 < · · · < tn
and either (−1)if(ti) > 0 for all i = 1, . . . , n, or (−1)if(ti) < 0 for all i = 1, . . . , n, or
(−1)if(ti) = 0 for all i = 1, . . . , n. The quantity
T (f) = sup
{ n∑
i=1
|f(ti)| : n ∈ N and {ti}ni=1 ∈ P(f)
}
is said to be Schrader’s oscillation of f on I; if f is nonnegative on I or f is nonposi-
tive on I, we set T (f) = supt∈I |f(t)|. Schrader proved that if {fj} ⊂ RI is such that
supj,k∈N T (fj − fk) <∞, then {fj} contains a subsequence, which converges everywhere
on I. This is an irregular pointwise selection principle in the sense that, although the
sequence {fj} satisfying Schrader’s condition is pointwise bounded on I, we cannot infer
any ‘regularity’ properties of the (pointwise) limit function (e.g., it may be applied to
the sequence fj(t) = (−1)jD(t) for j ∈ N and t ∈ [0, 1]). Maniscalco [46] proved that
Schrader’s assumption and condition (1.2) are independent (in the sense that they pro-
duce different pointwise selection principles). Extensions of Schrader’s result are presented
in [28], [29], [33], [35].
One of the goals of this paper is to obtain irregular pointwise selection principles in
terms of Franˇkova´’s ε-variations Vε(f) (Section 4.5).
This paper is a thorough self-contained study of the approximate variation, i.e., the
family {Vε(f)}ε>0 for functions f : T → M mapping a nonempty subset T of R into a
metric space (M,d). We develop a number of pointwise (and almost everywhere) selec-
tion principles, including irregular ones, for sequences of functions with values in metric
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spaces, normed spaces and reflexive separable Banach spaces. All assertions and their
sharpness are illustrated by concrete examples. The plan of the exposition can be clearly
seen from the Contents. Finally, it is to be noted that, besides powerful selection princi-
ples, based on ε-variations, the notion of approximate variation gives a nice and highly
nontrivial example of a metric modular in the sense of the author ([20], [21], [22]), or
a classical modular in the sense of Musielak-Orlicz ([49], [51]) if (M, ‖ · ‖) is a normed
linear space. Results corresponding to the modular aspects of the approximate variation
will be published elsewhere.
2. The approximate variation and its properties
2.1. Notation and terminology. We begin by introducing notations and the termi-
nology which will be used throughout this paper.
Let T be a nonempty set (in the sequel, T ⊂ R), (M,d) be a metric space with metric
d, and MT be the set of all functions f : T → M mapping T into M . The set MT is
equipped with the (extended-valued) uniform metric
d∞,T (f, g) = sup
t∈T
d(f(t), g(t)), f, g ∈MT .
The letter c stands, as a rule, for a constant function c ∈MT (sometimes identified with
c ∈M).
The oscillation of a function f ∈MT on the set T is the quantity(1)
|f(T )| ≡ |f(T )|d = sup
s,t∈T
d(f(s), f(t)) ∈ [0,∞],
also known as the diameter of the image f(T ) = {f(t) : t ∈ T } ⊂ M . We denote by
B(T ;M) = {f ∈MT : |f(T )| <∞} the set of all bounded functions from T into M .
Given f, g ∈MT and s, t ∈ T , by the triangle inequality for d, we find
d∞,T (f, g) ≤ |f(T )|+ d(f(t), g(t)) + |g(T )| (2.1)
and
d(f(s), f(t)) ≤ d(g(s), g(t)) + 2d∞,T (f, g); (2.2)
the definition of the oscillation and inequality (2.2) imply
|f(T )| ≤ |g(T )|+ 2d∞,T (f, g). (2.3)
Clearly (by (2.1) and (2.3)), d∞,T (f, g) <∞ for all f, g ∈ B(T ;M) and, for any constant
function c ∈MT , B(T ;M) = {f ∈MT : d∞,T (f, c) <∞}.
For a sequence of functions {fj} ≡ {fj}∞j=1 ⊂MT and f ∈MT , we write:
(a) fj → f on T to denote the pointwise (= everywhere) convergence of {fj} to f
(that is, lim
j→∞
d(fj(t), f(t)) = 0 for all t ∈ T );
(b) fj ⇒ f on T to denote the uniform convergence of {fj} to f : lim
j→∞
d∞,T (fj , f) = 0.
(Clearly, (b) implies (a), but not vice versa.)
Recall that a sequence of functions {fj} ⊂ MT is said to be pointwise relatively
compact on T provided the closure in M of the set {fj(t) : j ∈ N} is compact for all
t ∈ T .
(1) The notation for the oscillation |f(T )| should not be confused with the notation for the
increment |f(Ii)| = |f(bi)− f(ai)| from p. 6, the latter being used only in the Introduction.
[10]
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From now on, we suppose that T is a (nonempty) subset of the reals R.
The (Jordan) variation of f ∈MT is the quantity (e.g., [61, Chapter 4, Section 9])
V (f, T ) = sup
P
m∑
i=1
d(f(ti), f(ti−1)) ∈ [0,∞],
where the supremum is taken over all partitions P of T , i.e., m ∈ N and P = {ti}mi=0 ⊂ T
such that ti−1 ≤ ti for all i = 1, 2, . . . ,m. We denote by BV(T ;M) = {f ∈ MT :
V (f, T ) <∞} the set of all functions of bounded variation from T into M .
The following four basic properties of the functional V are well-known. Given f ∈MT ,
we have:
(V.1) |f(T )| ≤ V (f, T ) (and so, BV(T ;M) ⊂ B(T ;M));
(V.2) V (f, T ) = V (f, T ∩ (−∞, t]) + V (f, T ∩ [t,∞)) for all t ∈ T (additivity of V in the
second variable, cf. [8], [9], [61]);
(V.3) if {fj} ⊂ MT and fj → f on T , then V (f, T ) ≤ lim infj→∞ V (fj , T ) (sequential
lower semicontinuity of V in the first variable, cf. [9], [10]);
(V.4) a pointwise relatively compact sequence of functions {fj} ⊂MT satisfying condition
supj∈N V (fj , T ) <∞ contains a subsequence, which converges pointwise on T to a
function f ∈ BV(T ;M) (Helly-type pointwise selection principle, cf. [3], [15]).
In what follows, the letter I denotes a closed interval I = [a, b] with the endpoints
a, b ∈ R, a < b.
Now, we recall the notion of a regulated function (introduced in [1] for real valued
functions). We say ([16]) that a function f ∈ M I is regulated (or proper, or simple) and
write f ∈ Reg(I;M) if it satisfies the Cauchy condition at every point of I = [a, b], i.e.,
d(f(s), f(t)) → 0 as I ∋ s, t → τ − 0 for each a < τ ≤ b, and d(f(s), f(t)) → 0 as
I ∋ s, t→ τ ′ + 0 for each a ≤ τ ′ < b. It is well-known (e.g., [8], [16],[61]) that
BV(I;M) ⊂ Reg(I;M) ⊂ B(I;M),
the set Reg(I;M) of all regulated function is closed with respect to the uniform con-
vergence, and the pair (Reg(I;M), d∞,I) is a complete metric space provided (M,d) is
complete (see also [24, Theorem 2] for some generalization). Furthermore, if (M,d) is
complete, then, by Cauchy’s criterion, we have: f ∈ Reg(I;M) if and only if the left limit
f(τ − 0) ∈ M exists at each point a < τ ≤ b (meaning that d(f(t), f(τ − 0)) → 0 as
I ∋ t → τ − 0), and the right limit f(τ ′ + 0) ∈ M exists at each point a ≤ τ ′ < b (i.e.,
d(f(t), f(τ ′ + 0))→ 0 as I ∋ t→ τ ′ + 0).
Regulated functions can be uniformly approximated by step functions (see (2.5)) as
follows. Recall that f ∈ M I is said to be a step function (in symbols, f ∈ St(I;M))
provided, for some m ∈ N, there exists a partition a = t0 < t1 < t2 < · · · < tm−1 <
tm = b of I = [a, b] such that f takes a constant value on each (open) interval (ti−1, ti),
i = 1, 2, . . . ,m. Clearly,
St(I;M) ⊂ BV(I;M). (2.4)
Furthermore (cf. [34, (7.6.1)]), we have
Reg(I;M) = {f ∈M I : ∃ {fj} ⊂ St(I;M) such that fj ⇒ f on I} (2.5)
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(if, in addition, f ∈ BV(I;M), then {fj} ⊂ St(I;M) can be chosen such that fj ⇒ f on
I and V (fj, I) ≤ V (f, I) for all j ∈ N, cf. [8, Section 1.27]).
2.2. Definition of the approximate variation.
Definition 2.1. The approximate variation of a function f ∈MT is the one-parameter
family {Vε(f, T )}ε>0 of ε-variations defined, for each ε > 0, by
Vε(f, T ) = inf {V (g, T ) : g ∈ BV(T ;M) and d∞,T (f, g) ≤ ε} (2.6)
(with the convention that inf ∅ =∞).
The notion of ε-variation, which plays a crucial role in this paper, is originally due to
Franˇkova´ [37, Definition 3.2] for T = I = [a, b] and M = RN . It was also considered and
extended in [24, Sections 4, 6] to any T ⊂ R and metric space (M,d), and [25] for metric
space valued functions of two variables.
A few comments concerning Definition 2.1 are in order. Sometimes it is convenient to
rewrite (2.6) as Vε(f, T ) = inf{V (g, T ) : g ∈ Gε,T (f)}, where
Gε,T (f) = {g ∈ BV(T ;M) : d∞,T (f, g) ≤ ε}.
So, we obtain the value Vε(f, T ) if we “minimize” the lower semicontinuous functional
g 7→ V (g, T ) over the metric subspace Gε,T (f) of BV(T ;M). Clearly, Vε(f, T ) ∈ [0,∞],
and the value Vε(f, T ) does not change if we replace condition g ∈ BV(T ;M) at the
right-hand side of (2.6) by less restrictive conditions g ∈MT or g ∈ B(T ;M).
Condition Vε(f, T ) =∞ simply means that Gε,T (f) = ∅, i.e.,
V (g, T ) =∞ for all g ∈MT such that d∞,T (f, g) ≤ ε. (2.7)
The finiteness of Vε(f, T ) is equivalent to the following: for any number η > Vε(f, T )
there is a function g ∈ BV(T ;M), depending on ε and η, such that d∞,T (f, g) ≤ ε and
Vε(f, T ) ≤ V (g, T ) ≤ η. Given k ∈ N, setting η = Vε(f, T ) + (1/k), we find that there is
gεk ∈ BV(T ;M) such that
d∞,T (f, g
ε
k) ≤ ε and Vε(f, T ) ≤ V (gεk, T ) ≤ Vε(f, T ) + (1/k); (2.8)
in particular, (2.8) implies Vε(f, T ) = limk→∞ V (g
ε
k, T ).
Given ε > 0, condition Vε(f, T ) = 0 is characterized as follows (cf. (2.8)):
∃ {gk}⊂BV(T ;M) such that sup
k∈N
d∞,T (f, gk)≤ε and lim
k→∞
V (gk, T )=0. (2.9)
In particular, if gk = c is a constant function on T for all k ∈ N, we have:
if d∞,T (f, c) ≤ ε, then Vε(f, T ) = 0. (2.10)
This is the case when |f(T )| ≤ ε; more explicitly, (2.10) implies
if ε > 0 and |f(T )| ≤ ε, then Vε(f, T ) = 0. (2.11)
In fact, fixing t0 ∈ T , we may define a constant function by c(t) = f(t0) for all t ∈ T , so
that d∞,T (f, c) ≤ |f(T )| ≤ ε.
The lower bound |f(T )| for ε in (2.11) can be refined provided f ∈ MT satisfies
certain additional assumptions. By (2.3), |f(T )| ≤ 2d∞,T (f, c) for every constant function
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c ∈MT . Now, if |f(T )| = 2d∞,T (f, c) for some c, we have:
if ε > 0 and ε ≥ |f(T )|/2, then Vε(f, T ) = 0. (2.12)
To see this, note that d∞,T (f, c) = |f(T )|/2 ≤ ε and apply (2.10).
The number |f(T )|/2 in (2.12) is the best possible lower bound for ε, for which we may
have Vε(f, T ) = 0; in fact, by Lemma 2.5(b) (see below), if Vε(f, T ) = 0, then |f(T )| ≤ 2ε,
i.e., ε ≥ |f(T )|/2. In other words, if 0 < ε < |f(T )|/2, then Vε(f, T ) 6= 0.
To present an example of condition |f(T )| = 2d∞,T (f, c), suppose f ∈ MT has only
two values, i.e., f(T ) = {x, y} for some x, y ∈ M , x 6= y. Then, the mentioned condition
is of the form
d(x, y) = 2max{d(x, c), d(y, c)} for some c ∈M. (2.13)
Condition (2.13) is satisfied for such f if, for instance, (M, ‖ · ‖) is a normed linear space
over K = R or C (always equipped) with the induced metric d(u, v) = ‖u− v‖, u, v ∈M .
In fact, we may set c(t) = c = (x + y)/2, t ∈ T . Note that (2.13) is concerned with a
certain form of ‘convexity’ of metric space (M,d) (cf. [24, Example 1]).
If f(T ) = {x, y, z}, condition |f(T )| = 2d∞,T (f, c) is of the form
max{d(x, y), d(x, z), d(y, z)} = 2max{d(x, c), d(y, c), d(z, c)}.
Some elementary properties of ε-variation(s) of f ∈MT are gathered in
Lemma 2.2. (a) The function ε 7→ Vε(f, T ) : (0,∞) → [0,∞] is nonincreasing, and so,
the following inequalities hold (for one-sided limits):
Vε+0(f, T ) ≤ Vε(f, T ) ≤ Vε−0(f, T ) in [0,∞] for all ε > 0. (2.14)
(b) If ∅ 6= T1 ⊂ T2 ⊂ T , then Vε(f, T1) ≤ Vε(f, T2) for all ε > 0.
Proof. (a) Let 0 < ε1 < ε2. Since d∞,T (f, g) ≤ ε1 implies d∞,T (f, g) ≤ ε2 for g ∈ MT ,
we get Gε1,T (f) ⊂ Gε2,T (f), and so, by (2.6), Vε2(f, T ) ≤ Vε1(f, T ).
(b) Given g ∈ MT , T1 ⊂ T2 implies d∞,T1(f, g) ≤ d∞,T2(f, g). So, for any ε > 0,
Gε,T2 (f) ⊂ Gε,T1 (f), which, by (2.6), yields Vε(f, T1) ≤ Vε(f, T2).
2.3. Variants of the approximate variation. Here we consider two modifications of
the notion of approximate variation.
The first one is obtained if we replace the nonstrict inequality ≤ ε in (2.6) by the
strict inequality < ε; namely, given f ∈MT and ε > 0, we set
V ′ε (f, T ) = inf {V (g, T ) : g ∈ BV(T ;M) such that d∞,T (f, g) < ε} (2.15)
(inf ∅ =∞). Clearly, Lemma 2.2 holds for V ′ε (f, T ). More specific properties of V ′ε (f, T )
are exposed in the following
Proposition 2.3. Given f ∈MT , we have:
(a) the function ε 7→ V ′ε (f, T ), mapping (0,∞) into [0,∞], is continuous from the left
on (0,∞);
(b) inequalities V ′ε1 (f, T ) ≤ V ′ε+0(f, T ) ≤ Vε(f, T ) ≤ Vε−0(f, T ) ≤ V ′ε (f, T ) hold for all
0 < ε < ε1.
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Proof. (a) In view of (2.14) for V ′ε (f, T ), given ε > 0, it suffices to show that V
′
ε−0(f, T ) ≤
V ′ε (f, T ) provided V
′
ε (f, T ) < ∞. By (2.15), for any number η > V ′ε (f, T ) there is g =
gε,η ∈ BV(T ;M) such that d∞,T (f, g) < ε and V (g, T ) ≤ η. If a number ε′ is such that
d∞,T (f, g) < ε
′ < ε, then (2.15) implies V ′ε′(f, T ) ≤ V (g, T ) ≤ η. Passing to the limit as
ε′ → ε− 0, we get V ′ε−0(f, T ) ≤ η for all η > V ′ε (f, T ), and so, V ′ε−0(f, T ) ≤ V ′ε (f, T ).
(b) To prove the first inequality, we note that V ′ε1 (f, T ) ≤ V ′ε′ (f, T ) for all ε′ with
ε < ε′ < ε1. It remains to pass to the limit as ε
′ → ε+ 0.
For the second inequality, let g ∈ Gε,T (f), i.e., g ∈ BV(T ;M) and d∞,T (f, g) ≤ ε.
Then, for any number ε′ such that ε < ε′, by virtue of (2.15), V ′ε′(f, T ) ≤ V (g, T ), and
so, as ε′ → ε + 0, V ′ε+0(f, T ) ≤ V (g, T ). Taking the infimum over all g ∈ Gε,T (f), we
obtain the second inequality.
The third inequality is a consequence of (2.14).
Since {g ∈ BV(T ;M) : d∞,T (f, g) < ε} ⊂ Gε,T (f), we have Vε(f, T ) ≤ V ′ε (f, T ).
Replacing ε by ε′ with 0 < ε′ < ε, we get Vε′(f, T ) ≤ V ′ε′ (f, T ), and so, passing to the
limit as ε′ → ε − 0 and taking into account item (a) above, we arrive at the fourth
inequality.
In contrast to Proposition 2.3(a), it will be shown in Lemma 2.14(a) that the function
ε 7→ Vε(f, T ) is continuous from the right on (0,∞) only under the additional assumption
on the metric space (M,d) (to be proper).
In the case when T = I = [a, b], the second variant of the approximate variation is
obtained if we replace the set of functions of bounded variation BV(I;M) in (2.6) by the
set of step functions St(I;M): given f ∈M I ,
V sε (f, I) = inf {V (g, I) : g ∈ St(I;M) and d∞,I(f, g) ≤ ε}, ε > 0 (2.16)
(inf ∅ =∞). Clearly, V sε (f, I) has the properties from Lemma 2.2.
Proposition 2.4. V sε+0(f, I) ≤ Vε(f, I) ≤ V sε (f, I) for all f ∈M I and ε > 0.
Proof. By (2.4), {g ∈ St(I;M) : d∞,I(f, g) ≤ ε} ⊂ Gε,I(f), and so, (2.6) and (2.16)
imply the right-hand side inequality.
In order to prove the left-hand side inequality, we may assume that Vε(f, I) < ∞.
By (2.6), for any η > Vε(f, I) there is g = gε,η ∈ BV(I;M) such that d∞,I(f, g) ≤ ε
and V (g, I) ≤ η. Since g ∈ BV(I;M) ⊂ Reg(I;M), by virtue of (2.5), there is a se-
quence {gj} ⊂ St(I;M) such that gj ⇒ g on I and V (gj , I) ≤ V (g, I) for all natu-
ral j. Hence lim supj→∞ V (gj, I) ≤ V (g, I) and, by property (V.3) (p. 11), V (g, I) ≤
lim infj→∞ V (gj , I), and so, limj→∞ V (gj , I) = V (g, I). Now, let ε
′ > 0 be arbitrary.
Then, there is j1 = j1(ε
′) ∈ N such that V (gj , I) ≤ V (g, I) + ε′ for all j ≥ j1, and, since
gj ⇒ g on I, there is j2 = j2(ε
′) ∈ N such that d∞,I(gj , g) ≤ ε′ for all j ≥ j2. Noting
that, for all j ≥ max{j1, j2}, gj ∈ St(I;M) and
d∞,I(f, gj) ≤ d∞,I(f, g) + d∞,I(g, gj) ≤ ε+ ε′,
by the definition (2.16) of V sε (f, I), we get
V sε+ε′ (f, I) ≤ V (gj , I) ≤ V (g, I) + ε′ ≤ η + ε′.
Passing to the limit as ε′ → +0, we find V sε+0(f, I) ≤ η for all η > Vε(f, I), and so,
V sε+0(f, I) ≤ Vε(f, I).
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Propositions 2.3(b) and 2.4 show that the quantities V ′ε (f, T ) and V
s
ε (f, I) are some-
how ‘equivalent’ to Vε(f, T ), so their theories will no longer be developed in the sequel,
and the theory of Vε(f, T ) is sufficient for our purposes.
2.4. Properties of the approximate variation. In order to effectively calculate the
approximate variation of a function, we need more of its properties. Item (a) in the next
lemma justifies the term ‘approximate variation’, introduced in Definition 2.1.
Lemma 2.5. Given f ∈MT , we have:
(a) limε→+0 Vε(f, T ) = supε>0 Vε(f, T ) = V (f, T );
(b) |f(T )| ≤ Vε(f, T ) + 2ε for all ε > 0;
(c) |f(T )| =∞ (i.e., f /∈B(T ;M)) if and only if Vε(f, T )=∞ for all ε>0;
(d) infε>0(Vε(f, T ) + ε) ≤ |f(T )| ≤ infε>0(Vε(f, T ) + 2ε);
(e) |f(T )| = 0 (i.e., f is constant) if and only if Vε(f, T )=0 for all ε>0;
(f) if 0 < ε < |f(T )|, then max{0, |f(T )| − 2ε} ≤ Vε(f, T ) ≤ V (f, T ).
Proof. (a) By Lemma 2.2(a), C ≡ limε→+0 Vε(f, T ) = supε>0 Vε(f, T ) is well-defined in
[0,∞]. First, we assume that f ∈ BV(T ;M). Since f ∈ Gε,T (f) for all ε > 0, definition
(2.6) implies Vε(f, T ) ≤ V (f, T ) for all ε > 0, and so, C ≤ V (f, T ) <∞. Now, we prove
that V (f, T ) ≤ C. By definition of C, for every η > 0, there is δ = δ(η) > 0 such that
Vε(f, T ) < C+η for all ε ∈ (0, δ). Let {εk}∞k=1 ⊂ (0, δ) be such that εk → 0 as k →∞. For
every k ∈ N, the definition of Vεk(f, T ) < C + η implies the existence of gk ∈ BV(T ;M)
such that d∞,T (f, gk) ≤ εk and V (gk, T ) ≤ C + η. Since εk → 0, gk ⇒ f on T , and so,
property (V.3) on p. 11 yields
V (f, T ) ≤ lim inf
k→∞
V (gk, T ) ≤ C + η for all η > 0,
whence V (f, T ) ≤ C < ∞. Thus, C and V (f, T ) are finite or not simultaneously, and
C = V (f, T ), which establishes (a).
(b) The inequality is clear if Vε(f, T ) =∞, so we assume that Vε(f, T ) is finite. By def-
inition (2.6), for every η > Vε(f, T ) there is g = gη ∈ BV(T ;M) such that d∞,T (f, g) ≤ ε
and V (g, T ) ≤ η. Inequality (2.3) and property (V.1) on p. 11 imply
|f(T )| ≤ |g(T )|+ 2d∞,T (f, g) ≤ V (g, T ) + 2ε ≤ η + 2ε.
It remains to take into account the arbitrariness of η > Vε(f, T ).
(c) The necessity is a consequence of item (b). To prove the sufficiency, assume, on
the contrary, that |f(T )|<∞. Then, by (2.11), for any ε> |f(T )|, we have Vε(f, T ) = 0,
which contradicts the assumption Vε(f, T ) =∞.
(d) The right-hand side inequality is equivalent to item (b). To establish the left-hand
side inequality, we note that if |f(T )| <∞ and ε > |f(T )|, then, by (2.11), Vε(f, T ) = 0,
and so,
|f(T )| = inf
ε>|f(T )|
ε = inf
ε>|f(T )|
(Vε(f, T ) + ε) ≥ inf
ε>0
(Vε(f, T ) + ε).
Now, if |f(T )| = ∞, then, by item (c), Vε(f, T ) + ε = ∞ for all ε > 0, and so,
infε>0(Vε(f, T ) + ε) =∞.
(e) (⇒) Since f is constant on T , f ∈ BV(T ;M) and d∞,T (f, f) = 0 < ε, and so,
definition (2.6) implies 0 ≤ Vε(f, T ) ≤ V (f, T ) = 0.
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(⇐) By virtue of item (d), if Vε(f, T ) = 0 for all ε > 0, then |f(T )| = 0.
(f) We may assume that f ∈ B(T ;M). By item (a), Vε(f, T ) ≤ V (f, T ), and by item
(b), |f(T )| − 2ε ≤ Vε(f, T ) for all 0 < ε < |f(T )|/2. It is also clear that 0 ≤ Vε(f, T ) for
all |f(T )|/2 ≤ ε < |f(T )|.
Remark 2.6. By (2.11) and Lemma 2.5(c), (e), the ε-variation Vε(f, T ), initially defined
for all ε > 0 and f ∈ MT , is completely characterized whenever ε > 0 and f ∈ B(T ;M)
are such that 0 < ε < |f(T )|.
The sharpness of assertions in Lemma 2.5(b), (d) is presented in Example 3.6(b), (c),
(d) on pp. 30–32 (for (a), (b), (f), see Example 2.7).
In order to get the first feeling of the approximate variation, we present an example
(which later on will be generalized, cf. Example 3.1).
Example 2.7. Let f : T = [0, 1]→ [0, 1] be given by f(t) = t. We are going to evaluate
Vε(f, T ), ε > 0. Since |f(T )| = 1, by (2.11), Vε(f, T ) = 0 for all ε ≥ 1 = |f(T )|. Moreover,
if c(t) ≡ 1/2 on T , then |f(t) − c(t)| ≤ 1/2 for all t ∈ T , and so, Vε(f, T ) = 0 for all
ε ≥ 1/2. Now, suppose 0 < ε < 1/2. By Lemma 2.5(f), Vε(f, T ) ≥ 1 − 2ε. To establish
the reverse inequality, define g : T → R by g(t) = (1 − 2ε)t + ε, 0 ≤ t ≤ 1 (draw the
graph on the plane). Clearly, g is increasing on [0, 1] and, for all t ∈ [0, 1],
f(t)− ε = t− ε = t− 2ε+ ε ≤ g(t) = t− 2εt+ ε ≤ t+ ε = f(t) + ε,
i.e., d∞,T (f, g) = supt∈T |f(t)− g(t)| ≤ ε. It follows that
V (g, T ) = g(1)− g(0) = (1− 2ε+ ε)− ε = 1− 2ε,
and so, by definition (2.6), we get Vε(f, T ) ≤ V (g, T ) = 1− 2ε. Thus,
if f(t) = t, then Vε(f, [0, 1]) =
{
1− 2ε if 0 < ε < 1/2,
0 if ε ≥ 1/2.
Lemma 2.8 (semi-additivity of the approximate variation). Given f ∈MT , ε > 0, t ∈ T ,
if T1 = T ∩ (−∞, t] and T2 = T ∩ [t,∞), then we have:
Vε(f, T1) + Vε(f, T2) ≤ Vε(f, T ) ≤ Vε(f, T1) + Vε(f, T2) + 2ε.
Proof. 1. First, we prove the left-hand side inequality. We may assume that Vε(f, T ) <∞
(otherwise, the inequality is obvious). By definition (2.6), given η > Vε(f, T ), there is
g = gη ∈ BV(T ;M) such that d∞,T (f, g) ≤ ε and V (g, T ) ≤ η. We set g1(s) = g(s) for
all s ∈ T1 and g2(s) = g(s) for all s ∈ T2, and note that g1(t) = g(t) = g2(t). Since, for
i = 1, 2, we have d∞,Ti(f, gi) ≤ d∞,T (f, g) ≤ ε and gi ∈ BV(Ti;M), by (2.6), we find
Vε(f, Ti) ≤ V (gi, Ti), and so, the additivity property (V.2) of V (p. 11) implies
Vε(f, T1) + Vε(f, T2) ≤ V (g1, T1) + V (g2, T2) = V (g, T1) + V (g, T2)
= V (g, T ) ≤ η for all η > Vε(f, T ).
This establishes the left-hand side inequality.
2. Now, we prove the right-hand side inequality. We may assume that Vε(f, T1) and
Vε(f, T2) are finite (otherwise, our inequality becomes∞ =∞). We may also assume that
T ∩ (−∞, t) 6= ∅ and T ∩ (t,∞) 6= ∅ (for, otherwise, we have T1 = T ∩ (−∞, t] = {t} and
T2 = T , or T2 = T ∩ [t,∞) = {t} and T1 = T , respectively, and the inequality is clear).
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By definition (2.6), for i = 1, 2, given ηi > Vε(f, Ti), there exists gi ∈ BV(Ti;M) such
that d∞,Ti(f, gi) ≤ ε and V (gi, Ti) ≤ ηi. Given u ∈M (to be specified below), we define
g ∈ BV(T ;M) by
g(s)=g1(s) if s ∈ T∩(−∞, t), g(t)=u, and g(s)=g2(s) if s ∈ T∩(t,∞).
Arguing with partitions of Ti for i = 1, 2 (see step 3 below) and applying the triangle
inequality for d, we get
V (g, Ti) ≤ V (gi, Ti) + d(g(t), gi(t)) ≤ ηi + d(u, gi(t)). (2.17)
By the additivity (V.2) of V , we find
V (g, T ) = V (g, T1) + V (g, T2) ≤ η1 + d(u, g1(t)) + η2 + d(u, g2(t)). (2.18)
Now, we set u = g1(t) (by symmetry, we may set u = g2(t) as well). Since g = g1 on
T1 = T ∩ (−∞, t] and g = g2 on T ∩ (t,∞) ⊂ T2, we get
d∞,T (f, g) ≤ max{d∞,T1(f, g1), d∞,T2(f, g2)} ≤ ε. (2.19)
Noting that (cf. (2.18))
d(u, g2(t)) = d(g1(t), g2(t)) ≤ d(g1(t), f(t)) + d(f(t), g2(t))
≤ d∞,T1(g1, f) + d∞,T2(f, g2) ≤ ε+ ε = 2ε,
we conclude from (2.6), (2.19) and (2.18) that
Vε(f, T ) ≤ V (g, T ) ≤ η1 + η2 + 2ε.
The arbitrariness of numbers η1>Vε(f, T1) and η2>Vε(f, T2) proves the desired inequal-
ity.
3. Proof of (2.17) for i = 1 (the case i = 2 is similar). Let {tk}mk=0 ⊂ T1 be a partition
of T1, i.e., t0 < t1 < · · · < tm−1 < tm = t. Since g(s) = g1(s) for s ∈ T , s < t, we have:
m∑
k=1
d(g(tk), g(tk−1)) =
m−1∑
k=1
d(g(tk), g(tk−1)) + d(g(tm), g(tm−1))
=
m−1∑
k=1
d(g1(tk), g1(tk−1)) + d(g1(tm), g1(tm−1))
+ d(g(tm), g(tm−1))− d(g1(tm), g1(tm−1))
≤ V (g1, T1) + |d(g(t), g1(tm−1))− d(g1(t), g1(tm−1))|
≤ V (g1, T1) + d(g(t), g1(t)),
where the last inequality is due to the triangle inequality for d. Taking the supremum
over all partitions of T1, we obtain the left-hand side inequality in (2.17) for i = 1.
Remark 2.9. The informative part of Lemma 2.8 concerns the case when f ∈ B(T ;M)
and 0 < ε < |f(T )|; if fact, if ε ≥ |f(T )|, then ε ≥ |f(T1)| and ε ≥ |f(T2)|, and so,
by (2.11), Vε(f, T ) = Vε(f, T1) = Vε(f, T2) = 0. The sharpness of the inequalities in
Lemma 2.8 is shown in Example 3.2.
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Interestingly, the approximate variation characterizes regulated functions. The fol-
lowing assertion is Franˇkova´’s result [37, Proposition 3.4] rewritten from I = [a, b] and
M = RN to the case of an arbitrary metric space (M,d) (which was announced in [24,
equality (4.2)]).
Lemma 2.10. Reg(I;M) = {f ∈M I : Vε(f, I) <∞ for all ε > 0.}
Proof. (⊂) If f ∈Reg(I;M), then, by (2.5), given ε> 0, there is gε∈St(I;M) such that
d∞,I(f, gε) ≤ ε. Since gε ∈ BV(I;M), definition (2.6) implies Vε(f, I) ≤ V (gε, I) <∞.
(⊃) Suppose f ∈ M I and Vε(f, I) < ∞ for all ε > 0. Given a < τ ≤ b, let us show
that d(f(s), f(t)) → 0 as s, t → τ − 0 (the arguments for a ≤ τ ′ < b and the limit as
s, t → τ ′ + 0 are similar). Let ε > 0 be arbitrary. We define the ε-variation function
by ϕε(t) = Vε(f, [a, t]), t ∈ I. By Lemma 2.2(b), 0 ≤ ϕε(s) ≤ ϕε(t) ≤ Vε(f, I) < ∞
for all s, t ∈ I, s ≤ t, i.e., ϕε : I → [0,∞) is bounded and nondecreasing, and so,
the left limit limt→τ−0 ϕε(t) exists in [0,∞). Hence, there is δ = δ(ε) ∈ (0, τ − a] such
that |ϕε(t) − ϕε(s)| < ε for all s, t ∈ [τ − δ, τ). Now, let s, t ∈ [τ − δ, τ), s ≤ t, be
arbitrary. Lemma 2.8 (with T1 = [a, s], T2 = [s, t] and T = [a, t]) implies Vε(f, [s, t]) ≤
ϕε(t) − ϕε(s) < ε. By the definition of Vε(f, [s, t]), there is g = gε ∈ BV([s, t];M) such
that d∞,[s,t](f, g) ≤ ε and V (g, [s, t]) ≤ ε. Thus, by virtue of (2.2),
d(f(s), f(t)) ≤ d(g(s), g(t)) + 2d∞,[s,t](f, g) ≤ V (g, [s, t]) + 2ε ≤ 3ε.
This completes the proof that limI∋s,t→τ−0 d(f(s), f(t)) = 0.
Remark 2.11. We presented a direct proof of assertion (⊃) in Lemma 2.10. Indirectly,
we may argue as in [37, Proposition 3.4] as follows. Since, for each k ∈ N, V1/k(f, I) <∞,
by definition (2.6), there is gk ∈ BV(I;M) such that d∞,I(f, gk) ≤ 1/k (and V (gk, I) ≤
V1/k(f, I) + (1/k)). Noting that gk ⇒ f on I, each gk ∈ Reg(I;M), and Reg(I;M) is
closed with respect to the uniform convergence, we get f ∈ Reg(I;M). An illustration of
Lemma 2.10 is presented in Examples 3.1 and 3.6.
Now we study the approximate variation in its interplay with the uniform convergence
of sequences of functions (see also Examples 3.7–3.9).
Lemma 2.12. Suppose f ∈MT , {fj} ⊂MT and fj ⇒ f on T . We have:
(a)Vε+0(f, T )≤ lim inf
j→∞
Vε(fj , T )≤ lim sup
j→∞
Vε(fj , T )≤Vε−0(f, T ) for all ε>0;
(b) if Vε(fj , T )<∞ for all ε>0 and j∈N, then Vε(f, T )<∞ for all ε>0.
Proof. (a) Only the first and the last inequalities are to be verified.
1. In order to prove the first inequality, we may assume (passing to a suitable sub-
sequence of {fj} if necessary) that the right-hand side (i.e., the lim inf) is equal to C ≡
limj→∞ Vε(fj , T ) <∞. Suppose η > 0 is given arbitrarily. Then, there is j0 = j0(η) ∈ N
such that Vε(fj , T ) ≤ C + η for all j ≥ j0. By the definition of Vε(fj , T ), for every j ≥ j0
there is gj = gj,η ∈ BV(T ;M) such that d∞,T (fj , gj) ≤ ε and V (gj , T ) ≤ Vε(fj , T ) + η.
Since fj ⇒ f on T , we have d∞,T (fj , f)→ 0 as j → ∞, and so, there is j1 = j1(η) ∈ N
such that d∞,T (fj , f) ≤ η for all j ≥ j1. Noting that
d∞(f, gj) ≤ d∞(f, fj) + d∞(fj , gj) ≤ η + ε for all j ≥ max{j0, j1},
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we find, by virtue of definition (2.6),
Vη+ε(f, T ) ≤ V (gj , T ) ≤ Vε(fj , T ) + η ≤ (C + η) + η = C + 2η.
Passing to the limit as η → +0, we arrive at Vε+0(f, T ) ≤ C, which was to be proved.
2. To establish the last inequality, with no loss of generality we may assume that
Vε−0(f, T ) < ∞. Given η > 0, there is δ = δ(η, ε) ∈ (0, ε) such that if ε′ ∈ [ε − δ, ε),
we have Vε′(f, T ) ≤ Vε−0(f, T ) + η. Since fj ⇒ f on T , given ε − δ ≤ ε′ < ε, there
is j0 = j0(ε
′, ε) ∈ N such that d∞,T (fj, f) ≤ ε − ε′ for all j ≥ j0. By the definition of
Vε′ (f, T ), for every j ∈ N we find gj = gj,ε′ ∈ BV(T ;M) such that d∞,T (f, gj) ≤ ε′ and
Vε′(f, T ) ≤ V (gj , T ) ≤ Vε′ (f, T ) + (1/j),
so that limj→∞ V (gj, T ) = Vε′ (f, T ). Noting that, for all j ≥ j0,
d∞,T (fj , gj) ≤ d∞,T (fj , f) + d∞,T (f, gj) ≤ (ε− ε′) + ε′ = ε,
we find from (2.6) that Vε(fj , T ) ≤ V (gj , T ) for all j ≥ j0. It follows that
lim sup
j→∞
Vε(fj , T ) ≤ lim
j→∞
V (gj , T ) = Vε′(f, T ) ≤ Vε−0(f, T ) + η.
It remains to take into account the arbitrariness of η > 0.
(b) Let ε > 0 and 0 < ε′ < ε. Given j ∈ N, since Vε′ (fj , T ) <∞, by definition (2.6),
there is gj ∈ BV(T ;M) such that d∞,T (fj , gj) ≤ ε′ and V (gj , T ) ≤ Vε′ (fj, T ) + 1. Since
fj ⇒ f on T , there is j0 = j0(ε− ε′) ∈ N such that d∞,T (fj0 , f) ≤ ε− ε′. Noting that
d∞,T (f, gj0) ≤ d∞,T (f, fj0) + d∞,T (fj0 , gj0) ≤ (ε− ε′) + ε′ = ε,
we get, by (2.6), Vε(f, T ) ≤ V (gj0 , T ) ≤ Vε′(fj0 , T ) + 1 <∞.
Lemma 2.13 (change of variable in the approximate variation). If T ⊂ R, ϕ : T → R is
a strictly monotone function and f : ϕ(T )→M , then(2)
Vε(f, ϕ(T )) = Vε(f ◦ ϕ, T ) for all ε > 0.
Proof. We need the following ‘change of variable’ formula for Jordan’s variation (cf. [8,
Theorem 2.20], [10, Proposition 2.1(V4)]): if T ⊂ R, ϕ : T → R is a (not necessarily
strictly) monotone function and g : ϕ(T )→M , then
V (g, ϕ(T )) = V (g ◦ ϕ, T ). (2.20)
(≥) Suppose Vε(f, ϕ(T ))<∞. By definition (2.6), for every η > Vε(f, ϕ(T )) there is
g ∈ BV(ϕ(T );M) such that d∞,ϕ(T )(f, g) ≤ ε and V (g, ϕ(T )) ≤ η. We have g ◦ ϕ ∈MT ,
d∞,T (f ◦ ϕ, g ◦ ϕ) = d∞,ϕ(T )(f, g) ≤ ε, (2.21)
and, by (2.20), V (g ◦ ϕ, T ) = V (g, ϕ(T )) ≤ η. Thus, by (2.6) and (2.21),
Vε(f ◦ ϕ, T ) ≤ V (g ◦ ϕ, T ) ≤ η for all η > Vε(f, ϕ(T )),
and so, Vε(f ◦ ϕ, T ) ≤ Vε(f, ϕ(T )) <∞.
(≤) Now, suppose Vε(f ◦ ϕ, T ) < ∞. Then, for every η > Vε(f ◦ ϕ, T ) there exists
g ∈ BV(T ;M) such that d∞,T (f ◦ϕ, g) ≤ ε and V (g, T ) ≤ η. Denote by ϕ−1 : ϕ(T )→ T
(2) Here, as usual, ϕ(T ) = {ϕ(t) : t ∈ T} is the image of T under ϕ, and f ◦ϕ is the composed
function of ϕ : T → R and f : ϕ(T )→ M given by (f ◦ ϕ)(t) = f(ϕ(t)), t ∈ T .
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the inverse function of ϕ. Clearly, ϕ−1 is strictly monotone on ϕ(T ) in the same sense as
ϕ on T . Setting g1 = g ◦ ϕ−1, we find g1 : ϕ(T )→M and, by (2.21),
d∞,ϕ(T )(f, g1) = d∞,ϕ(T )
(
(f ◦ ϕ) ◦ ϕ−1, g ◦ ϕ−1)
= d∞,ϕ−1(ϕ(T ))(f ◦ ϕ, g) = d∞,T (f ◦ ϕ, g) ≤ ε.
Furthermore, by (2.20),
V (g1, ϕ(T )) = V (g ◦ ϕ−1, ϕ(T )) = V (g, ϕ−1(ϕ(T ))) = V (g, T ) ≤ η.
Thus, Vε(f, ϕ(T )) ≤ V (g1, ϕ(T )) ≤ η for all η > Vε(f ◦ϕ, T ), which implies the inequality
Vε(f, ϕ(T )) ≤ Vε(f ◦ ϕ, T ) <∞.
Lemma 2.13 will be applied in Example 3.5 (cf. Case α > 1 on p. 29).
Under additional assumptions on the metric space (M,d), we get three more properties
of the approximate variation. Recall that (M,d) is called proper (or has the Heine-Borel
property) if all closed bounded subsets of M are compact. For instance, if (M, ‖ · ‖) is a
finite-dimensional normed linear space with induced metric d (cf. p. 13), then (M,d) is a
proper metric space. Note that a proper metric space is complete. In fact, if {xj}∞j=1 is a
Cauchy sequence in M , then it is bounded and, since M is proper, the set {xj : j ∈ N} is
relatively compact in M . Hence a subsequence of {xj}∞j=1 converges in M to an element
x ∈ M . Now, since {xj}∞j=1 is Cauchy, we get xj → x as j → ∞, which proves the
completeness of M .
Lemma 2.14. Let (M,d) be a proper metric space and f ∈MT . We have:
(a) the function ε 7→ Vε(f, T ) is continuous from the right on (0,∞);
(b) given ε > 0, Vε(f, T ) < ∞ if and only if Vε(f, T ) = V (g, T ) for some function
g = gε ∈ Gε,T (f) (i.e., the infimum in (2.6) is attained, and so, becomes the
minimum);
(c) if {fj} ⊂MT and fj → f on T , then Vε(f, T ) ≤ lim infj→∞ Vε(fj , T ) for all ε > 0.
Proof. (a) By virtue of (2.14), it suffices to show that Vε(f, T ) ≤ Vε+0(f, T ) provided
Vε+0(f, T ) is finite. In fact, given η>Vε+0(f, T )=limε′→ε+0 Vε′(f, T ), there is δ=δ(η)>0
such that η > Vε′(f, T ) for all ε
′ with ε < ε′ ≤ ε + δ. Let {εk}∞k=1 be a sequence such
that ε < εk ≤ ε+ δ for all k ∈ N and εk → ε as k →∞. Given k ∈ N, setting ε′ = εk, we
find η > Vεk(f, T ), and so, by definition (2.6), there is gk ∈ BV(T ;M) (also depending
on η) such that
d∞,T (f, gk) ≤ εk and V (gk, T ) ≤ η. (2.22)
By the first inequality in (2.22), the sequence {gk} is pointwise bounded on T , because,
given t ∈ T , by the triangle inequality for d, we have
d(gk(t), gj(t)) ≤ d(gk(t), f(t)) + d(f(t), gj(t))
≤ d∞,T (gk, f) + d∞,T (f, gj) (2.23)
≤ εk + εj ≤ 2(ε+ δ) for all k, j ∈ N,
and since (M,d) is proper, the sequence {gk} is pointwise relatively compact on T . So,
the second inequality in (2.22) and the Helly-type selection principle in BV(T ;M) (which
is property (V.4) on p. 11) imply the existence of a subsequence of {gk}, again denoted
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by {gk} (and the corresponding subsequence of {εk}—again by {εk}), and a function
g ∈ BV(T ;M) such that gk → g pointwise on T . Noting that, by (2.22),
d∞,T (f, g) ≤ lim inf
k→∞
d∞,T (f, gk) ≤ lim
k→∞
εk = ε (2.24)
and, by the lower semicontinuity of V (property (V.3) on p. 11),
V (g, T ) ≤ lim inf
k→∞
V (gk, T ) ≤ η, (2.25)
we find, from definition (2.6), that Vε(f, T ) ≤ V (g, T ) ≤ η. It remains to take into account
the arbitrariness of η > Vε+0(f, T ).
Items (b) and (c) were essentially established in [37] for T = [a, b] and M = RN as
Propositions 3.5 and 3.6, respectively. For the sake of completeness, we present the proofs
of (b) and (c) in our more general situation.
(b) The sufficiency (⇐) is clear. Now we establish the necessity (⇒). By definition
(2.6), given k ∈ N, there is gk ∈ BV(T ;M) such that
d∞,T (f, gk) ≤ ε and Vε(f, T ) ≤ V (gk, T ) ≤ Vε(f, T ) + (1/k). (2.26)
From (2.23) and (2.26), we find d(gk(t), gj(t)) ≤ 2ε for all k, j ∈ N and t ∈ T , and so, the
sequence {gk} is pointwise bounded on T , and since (M,d) is proper, {gk} is pointwise
relatively compact on T . Moreover, by (2.26), supk∈N V (gk, T ) ≤ Vε(f, T ) + 1 < ∞. By
the Helly-type selection principle (V.4) in BV(T ;M), there are a subsequence of {gk},
again denoted by {gk}, and a function g ∈ BV(T ;M) such that gk → g on T . As in
(2.24), we get d∞,T (f, g) ≤ ε, and so, (2.6), (2.25) and (2.26) yield
Vε(f, T ) ≤ V (g, T ) ≤ lim
k→∞
V (gk, T ) = Vε(f, T ).
(c) Passing to a subsequence of {fj} (if necessary), we may assume that the right-hand
side of the inequality in (c) is equal to Cε = limj→∞ Vε(fj , T ) and finite. Given η > Cε,
there is j0 = j0(η, ε) ∈ N such that η > Vε(fj , T ) for all j ≥ j0. For every j ≥ j0, by the
definition of Vε(fj , T ), there is gj ∈ BV(T ;M) such that
d∞,T (fj , gj) ≤ ε and V (gj , T ) ≤ η. (2.27)
Since fj → f pointwise on T , {fj} is pointwise relatively compact on T , and so, {fj} is
pointwise bounded on T , i.e., B(t) = supj,k∈N d(fj(t), fk(t)) < ∞ for all t ∈ T . By the
triangle inequality for d and (2.27), given j, k ≥ j0 and t ∈ T , we have
d(gj(t), gk(t)) ≤ d(gj(t), fj(t)) + d(fj(t), fk(t)) + d(fk(t), gk(t))
≤ d∞,T (gj , fj) +B(t) + d∞,T (fk, gk) ≤ B(t) + 2ε.
This implies that the sequence {gj}∞j=j0 is pointwise bounded on T , and since (M,d) is
proper, it is pointwise relatively compact on T . It follows from (2.27) that supj≥j0 V (gj , T )
does not exceed η <∞, and so, by the Helly-type selection principle (V.4) in BV(T ;M),
there are a subsequence {gjp}∞p=1 of {gj}∞j=j0 and a function g ∈ BV(T ;M) such that
gjp → g pointwise on T as p → ∞. Since fjp → f pointwise on T as p → ∞, we find,
from (2.27) and property (V.3) on p. 11, that
d∞,T (f, g) ≤ lim inf
p→∞
d∞,T (fjp , gjp) ≤ ε
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and
V (g, T ) ≤ lim inf
p→∞
V (gjp , T ) ≤ η.
Now, definition (2.6) implies Vε(f, T ) ≤ V (g, T ) ≤ η for all η > Cε, and so, Vε(f, T ) ≤
Cε = limj→∞ Vε(fj, T ), which was to be proved.
Remark 2.15. The inequality in Lemma 2.14(c) agrees with the left-hand side inequality
in Lemma 2.12(a): in fact, if (M,d) is proper, {fj} ⊂ MT and fj ⇒ f on T , then, by
Lemma 2.14(a),
Vε(f, T ) = Vε+0(f, T ) ≤ lim inf
j→∞
Vε(fj , T ), ε > 0.
The properness of (M,d) in Lemma 2.14 is essential: item (a) is illustrated in Exam-
ple 3.6(e) on p. 32, (b)—in Example 3.10, and (c)—in Example 3.11.
3. Examples of approximate variations
This section is devoted to various examples of approximate variations. In particular, it is
shown that all assertions in Section 2.4 are sharp.
3.1. Functions with values in a normed linear space.
Example 3.1. Let T ⊂ R and (M, ‖ · ‖) be a normed linear space (cf. p. 13). We have
d∞,T (f, g) = ‖f − g‖∞,T , f, g ∈MT , where the uniform norm on MT is given by
‖f‖∞,T = sup
t∈T
‖f(t)‖, f ∈MT .
We are going to estimate (and/or evaluate) the approximate variation {Vε(f, T )}ε>0
for the function f : T →M defined, for x, y ∈M , x 6= 0, by
f(t) = ϕ(t)x + y, t ∈ T , where ϕ ∈ BV(T ;R) is nonconstant. (3.1)
To begin with, recall that 0 < |ϕ(T )| ≤ V (ϕ, T ) <∞ and
|ϕ(T )| = sup
s,t∈T
|ϕ(s) − ϕ(t)| = s(ϕ)− i(ϕ),
where s(ϕ)≡s(ϕ, T )=supt∈T ϕ(t) and i(ϕ)≡ i(ϕ, T )=inft∈T ϕ(t). Moreover,∣∣∣∣ϕ(t) − i(ϕ) + s(ϕ)2
∣∣∣∣ ≤ s(ϕ)− i(ϕ)2 = |ϕ(T )|2 for all t ∈ T . (3.2)
In fact, given t ∈ T , we have i(ϕ) ≤ ϕ(t) ≤ s(ϕ), and so, subtracting (i(ϕ)+ s(ϕ))/2 from
both sides, we get
−|ϕ(T )|
2
=
i(ϕ)− s(ϕ)
2
= i(ϕ) − i(ϕ) + s(ϕ)
2
≤
≤ ϕ(t)− i(ϕ) + s(ϕ)
2
≤
≤ s(ϕ)− i(ϕ) + s(ϕ)
2
=
s(ϕ)− i(ϕ)
2
=
|ϕ(T )|
2
.
Since |f(T )| = |ϕ(T )|·‖x‖, by (2.11), Vε(f, T ) = 0 for all ε ≥ |ϕ(T )|·‖x‖. Furthermore,
if c ≡ c(t) = (i(ϕ) + s(ϕ))(x/2) + y, t ∈ T , then c is a constant function on T and, by
(3.2), we have
‖f(t)− c‖ =
∣∣∣∣ϕ(t)− i(ϕ) + s(ϕ)2
∣∣∣∣·‖x‖ ≤ |ϕ(T )|2 ·‖x‖ for all t ∈ T ,
i.e., ‖f − c‖∞,T ≤ |ϕ(T )|·‖x‖/2. By (2.10), we find
Vε(f, T ) = 0 for all ε ≥ |ϕ(T )|·‖x‖/2. (3.3)
[23]
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Now, assume that 0 < ε < |ϕ(T )|·‖x‖/2. Lemma 2.5(f) implies
Vε(f, T ) ≥ |f(T )| − 2ε = |ϕ(T )|·‖x‖ − 2ε. (3.4)
Define the function g ∈MT by
g(t) =
[(
1− 2ε
V (ϕ, T )‖x‖
)
ϕ(t) +
(i(ϕ) + s(ϕ)) ε
V (ϕ, T )‖x‖
]
x+ y = (3.5)
= ϕ(t)x − 2ε
V (ϕ, T )‖x‖
(
ϕ(t)− i(ϕ) + s(ϕ)
2
)
x+ y, t ∈ T. (3.6)
Note that since |ϕ(T )| ≤ V (ϕ, T ), the assumption on ε gives ε < V (ϕ, T )‖x‖/2, and so,
0 < 2ε/(V (ϕ, T )‖x‖) < 1. Given t ∈ T , (3.6) and (3.2) imply
‖f(t)−g(t)‖= 2ε
V (ϕ, T )‖x‖ ·
∣∣∣∣ϕ(t) − i(ϕ) + s(ϕ)2
∣∣∣∣·‖x‖ ≤ 2εV (ϕ, T ) · |ϕ(T )|2 ≤ ε,
and so, ‖f − g‖∞,T ≤ ε. By (3.5), we find
V (g, T ) =
(
1− 2ε
V (ϕ, T )‖x‖
)
V (ϕ, T )‖x‖ = V (ϕ, T )‖x‖ − 2ε.
Hence, by definition (2.6), Vε(f, T ) ≤ V (g, T ) = V (ϕ, T )‖x‖ − 2ε. From here and (3.4)
we conclude that
|ϕ(T )| · ‖x‖ − 2ε ≤ Vε(f, T ) ≤ V (ϕ, T )‖x‖ − 2ε if 0<ε< |ϕ(T )| · ‖x‖/2. (3.7)
In particular, if ϕ ∈ RT is (nonconstant and) monotone, then V (ϕ, T ) = |ϕ(T )|, and
so, (3.7) yields
if 0<ε< |ϕ(T )|·‖x‖/2, then Vε(f, T ) = |ϕ(T )| · ‖x‖ − 2ε. (3.8)
Clearly, Example 2.7 is a particular case of (3.8) and (3.3) with T = [0, 1],M = R, x = 1,
y = 0, and ϕ(t) = t, t ∈ T .
However, if ϕ from (3.1) is nonmonotone, both inequalities (3.7) may be strict (cf. Re-
mark 3.4). Note also that assertion (3.8) implies the classical Helly selection principle for
monotone functions (cf. Remark 4.5).
Example 3.2. Here we show that the inequalities in Lemma 2.8 are sharp and may be
strict. In fact, letting ϕ(t) = t, t ∈ T = [0, 1], and y = 0 in (3.1), and setting T1 = [0, 12 ]
and T2 = [
1
2 , 1], we get, by virtue of (3.8) and (3.3),
Vε(f, T ) =
{
‖x‖ − 2ε if 0 < ε < 12‖x‖,
0 if ε ≥ 12‖x‖,
and, for i = 1, 2,
Vε(f, Ti) =
{
1
2‖x‖ − 2ε if 0 < ε < 14‖x‖,
0 if ε ≥ 14‖x‖.
It remains, in Lemma 2.8, to consider the cases: (a) 0 < ε < 14‖x‖, (b) 14‖x‖ ≤ ε < 12‖x‖,
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and (c) ε ≥ 12‖x‖. Explicitly, we have, in place of
Vε(f, T1) + Vε(f, T2) ≤ Vε(f, T ) ≤ Vε(f, T1) + Vε(f, T2) + 2ε :
(a) (12‖x‖−2ε)+(12‖x‖−2ε) < ‖x‖−2ε = (12‖x‖−2ε)+(12‖x‖−2ε) + 2ε;
(b) 0 + 0 < ‖x‖−2ε ≤ 0 + 0 + 2ε;
(c) 0 + 0 = 0 < 0 + 0 + 2ε.
Example 3.3. Let τ ∈ I = [a, b], (M,d) be a metric space, and x, y ∈M , x 6= y. Define
f ∈M I by
f(t) ≡ fτ (t) =
{
x if t = τ ,
y if t ∈ I, t 6= τ . (3.9)
Clearly, |f(I)| = d(x, y), V (f, I) = d(x, y) if τ ∈ {a, b}, and V (f, I) = 2d(x, y) if a<τ <b.
By (2.11), we get Vε(f, I) = 0 for all ε ≥ d(x, y). Lemma 2.5(f) provides the following
inequalities for 0 < ε < d(x, y):
(a) if τ = a or τ = b, then
d(x, y) − 2ε ≤ Vε(f, I) ≤ d(x, y) if 0 < ε < 12d(x, y),
0 ≤ Vε(f, I) ≤ d(x, y) if 12d(x, y) ≤ ε < d(x, y);
(b) if a < τ < b, then
d(x, y) − 2ε ≤ Vε(f, I) ≤ 2d(x, y) if 0 < ε < 12d(x, y),
0 ≤ Vε(f, I) ≤ 2d(x, y) if 12d(x, y) ≤ ε < d(x, y).
Under additional assumptions on the metric space (M,d), the values Vε(f, I) for
0 < ε < d(x, y) can be given more exactly. To see this, we consider two cases (A) and
(B) below.
(A) Let M = {x, y} be the two-point set with metric d and 0 < ε < d(x, y). Since
f(t) = x or f(t) = y for all t ∈ I, we have: if g ∈ M I and d∞,I(f, g) ≤ ε, then g = f on
I, i.e., Gε,I(f) = {f}. Thus, Vε(f, I) = V (f, I), and so,
Vε(f, I) = d(x, y) if τ ∈ {a, b},
Vε(f, I) = 2d(x, y) if a < τ < b.
(B) Let (M, ‖·‖) be a normed linear space with induced metric d and 0 < ε < d(x, y) =
‖x− y‖. By (2.12), Vε(f, I) = 0 for all ε ≥ 12‖x− y‖. We assert that if 0 < ε < 12‖x− y‖,
then
Vε(f, I) = ‖x− y‖ − 2ε if τ ∈ {a, b}, (3.10)
Vε(f, I) = 2(‖x− y‖ − 2ε) if a < τ < b. (3.11)
In order to establish these equalities, we first note that the function f from (3.9) can
be expressed as (cf. (3.1))
f(t)=ϕ(t)(x − y) + y, where ϕ(t)≡ϕτ (t)=
{
1 if t = τ ,
0 if t 6= τ , t ∈ I. (3.12)
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Proof of (3.10). If τ ∈ {a, b}, then ϕ is monotone on I with i(ϕ) = 0, s(ϕ) = 1, and
V (ϕ, I)= |ϕ(I)|=1. Now, (3.10) follows from (3.12) and (3.8).
Note that function g from (3.5), used in obtaining (3.10), is of the form
g(t) =
[(
1− 2ε‖x− y‖
)
ϕ(t) +
ε
‖x− y‖
]
(x− y) + y, t ∈ I,
i.e., if ex,y = (x− y)/‖x− y‖ is the unit vector (‘directed from y to x’), then
g(τ) = x− εex,y and g(t) = y + εex,y, t ∈ I \ {τ}. (3.13)
This implies ‖f − g‖∞,I = ε (for all τ ∈ I), and we have, for τ ∈ {a, b},
V (g, I) = |g(I)| = ‖(x− εex,y)− (y + εex,y)‖ = ‖x− y‖ − 2ε. (3.14)
Proof of (3.11). Suppose a < τ < b and 0 < ε < 12‖x−y‖. First, consider an arbitrary
function g ∈ M I such that ‖f − g‖∞,I = supt∈I ‖f(t)− g(t)‖ ≤ ε. Since P = {a, τ, b} is
a partition of I, by virtue of (2.2) and (3.9), we get
V (g, I) ≥ ‖g(τ)− g(a)‖+ ‖g(b)− g(τ)‖
≥ (‖f(τ)− f(a)‖ − 2ε) + (‖f(b)− f(τ)‖ − 2ε) (3.15)
= 2(‖x− y‖ − 2ε).
Due to the arbitrariness of g as above, (2.6) implies Vε(f, I) ≥ 2(‖x− y‖ − 2ε). Now, for
the function g from (3.13), the additivity of V and (3.14) yield
V (g, I)=V (g, [a, τ ]) + V (g, [τ, b])= |g([a, τ ])|+ |g([τ, b])|=2(‖x− y‖ − 2ε),
and so, Vε(f, I)≤V (g, I)=2(‖x− y‖ − 2ε). This completes the proof of (3.11).
Remark 3.4. If ϕ from (3.1) is nonmonotone, inequalities in (3.7) may be strict. In fact,
supposing a < τ < b, we find that the function ϕ = ϕτ from (3.12) is not monotone,
|ϕ(I)| = 1 and V (ϕ, I) = 2, and so, by (3.11), inequalities (3.7) for function f from (3.12)
are of the form:
‖x− y‖ − 2ε < Vε(f, I) = 2(‖x− y‖ − 2ε) < 2‖x− y‖ − 2ε
if 0 < ε < 12‖x− y‖.
Example 3.5. Let I = [a, b], a < τ < b, (M, ‖ · ‖) be a normed linear space, x, y ∈ M ,
x 6= y, and α ∈ R. Define f ∈M I by
f(t)=x if a ≤ t < τ , f(τ)=(1−α)x+αy, and f(t)=y if τ < t ≤ b. (3.16)
We are going to evaluate the approximate variation {Vε(f, I)}ε>0 for all α∈R. For this,
we consider three possibilities: 0 ≤ α ≤ 1, α < 0, and α > 1.
Case 0 ≤ α ≤ 1. We assert that (independently of α ∈ [0, 1])
Vε(f, I) =
{
‖x− y‖ − 2ε if 0 < ε < 12‖x− y‖,
0 if ε ≥ 12‖x− y‖.
(3.17)
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To see this, we note that f can be represented in the form (3.1):
f(t)=ϕ(t)(x − y) + (1− α)x+ αy with ϕ(t) =

α if a ≤ t < τ ,
0 if t = τ ,
α−1 if τ < t ≤ b.
Since α ∈ [0, 1], ϕ is nonicreasing on I and |ϕ(I)| = |α−(α−1)| = 1. Hence, (3.8) implies
the first line in (3.17). The second line in (3.17) is a consequence of (3.3).
Case α < 0. The resulting form of Vε(f, I) is given by (3.22), (3.24) and (3.20). Now
we turn to their proofs. We set xα = (1 − α)x+ αy in (3.16) and note that
xα − x = (−α)(x − y) = (−α)‖x− y‖ex,y, (3.18)
xα − y = (1 − α)(x− y) = (1− α)‖x − y‖ex,y, (3.19)
where ex,y = (x − y)/‖x− y‖.
Let us evaluate |f(I)| and V (f, I). Since 1 − α > −α, and α < 0 implies 1 − α > 1,
by (3.18) and (3.19), ‖xα − y‖ > ‖xα − x‖ and ‖xα − y‖ > ‖x− y‖, and since f assumes
only values x, xα, and y,
|f(I)| = ‖xα − y‖ = (1 − α)‖x− y‖.
For V (f, I), by the additivity (V.2) of V , (3.18) and (3.19), we find
V (f, I) = V (f, [a, τ ]) + V (f, [τ, b]) = |f([a, τ ])| + |f([τ, b])|
= ‖f(τ)− f(a)‖+ ‖f(b)− f(τ)‖ = ‖xα − x‖ + ‖y − xα‖
= (−α)‖x− y‖+ (1− α)‖x− y‖ = (1− 2α)‖x− y‖.
Setting c = c(t) = 12 (xα + y) for all t ∈ I, we get, by (3.19),
‖xα − c‖ = ‖y − c‖ = 12‖xα − y‖ = 12 (1 − α)‖x− y‖ = 12 |f(I)|,
and
‖x− c‖ = ‖x− 12 (xα + y)‖ = 12‖(x−xα) + (x−y)‖ = 12‖α(x−y) + (x−y)‖
= 12 |α+ 1|·‖x−y‖ ≤ 12 (1 + |α|)‖x−y‖
(α<0)
= 12 (1−α)‖x−y‖ = 12 |f(I)|.
Hence ‖f − c‖∞,I ≤ 12 |f(I)|, and it follows from (2.10) that
Vε(f, I) = 0 if ε ≥ 12 |f(I)| = 1−α2 ‖x− y‖. (3.20)
It remains to consider the case when 0 < ε < 1−α2 ‖x − y‖, which we split into two
subcases:
(I) 0 < ε < (−α)2 ‖x− y‖, and (II) (−α)2 ‖x− y‖ ≤ ε < 1−α2 ‖x− y‖.
Subcase (I). First, given g ∈M I with ‖f−g‖∞,I ≤ ε, since P = {a, τ, b} is a partition
of I, applying (3.15), we get
V (g, I) ≥ (‖f(τ)− f(a)‖ − 2ε) + (‖f(b)− f(τ)‖ − 2ε)
= ((−α)‖x− y‖ − 2ε) + ((1 − α)‖x− y‖ − 2ε)
= (1− 2α)‖x− y‖ − 4ε,
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and so, by (2.6), Vε(f, I) ≥ (1 − 2α)‖x − y‖ − 4ε. Now, we define a concrete (=‘test’)
function g ∈M I by the rule:
g(t) = x+ εex,y if a ≤ t < τ,
g(τ) = xα − εex,y, (3.21)
g(t) = y + εex,y if τ < t ≤ b.
Clearly, by (3.16) and (3.21), ‖f − g‖∞,I = ε. Furthermore,
V (g, I) = ‖g(τ)− g(a)‖+ ‖g(τ)− g(b)‖
= ‖(xα − x) − 2εex,y‖+ ‖(xα − y)− 2εex,y‖
=
∥∥∥(−α)‖x− y‖ex,y − 2εex,y∥∥∥+ ∥∥∥(1− α)‖x− y‖ex,y − 2εex,y∥∥∥
=
∣∣(−α)‖x− y‖ − 2ε∣∣+ ∣∣(1− α)‖x− y‖ − 2ε∣∣.
Assumption (I) implies 2ε < (−α)‖x− y‖ < (1− α)‖x − y‖, so
V (g, I)=((−α)‖x− y‖ − 2ε) + ((1− α)‖x− y‖ − 2ε)=(1− 2α)‖x− y‖ − 4ε.
By (2.6), Vε(f, I) ≤ V (g, I) = (1− 2α)‖x− y‖ − 4ε. Thus,
Vε(f, I) = (1− 2α)‖x− y‖ − 4ε if 0 < ε < (−α)2 ‖x− y‖. (3.22)
Note that, in agreement with Lemma 2.5(a), Vε(f, I)→ V (f, I) as ε→ +0.
Subcase (II). First, given g ∈M I with ‖f − g‖∞,I ≤ ε, by virtue of (2.2) and (3.19),
we get
V (g, I) ≥ ‖g(b)− g(τ)‖ ≥ ‖f(b)− f(τ)‖ − 2ε = (1− α)‖x− y‖ − 2ε,
and so, definition (2.6) implies Vε(f, I) ≥ (1−α)‖x− y‖− 2ε. Now, define a test function
g ∈M I by
g(t) = xα − εex,y if a ≤ t ≤ τ , and g(t) = y + εex,y if τ < t ≤ b. (3.23)
Let us show that ‖f−g‖∞,I ≤ ε. Clearly, by (3.16), ‖f(t)−g(t)‖ = ε for all τ ≤ t ≤ b.
Now, suppose a ≤ t < τ . We have, by (3.18),
‖f(t)− g(t)‖ = ‖x− xα + εex,y‖ =
∥∥∥α‖x− y‖ex,y + εex,y∥∥∥
=
∣∣α‖x− y‖+ ε∣∣ ≡ Aα.
Suppose first that α > −1 (i.e., xα is closer to x than x to y in the sense that ‖xα−x‖ =
(−α)‖x− y‖ < ‖x− y‖). Then (−α) < 12 (1− α), and so, for ε from subcase (II) we have
either
(II1)
(−α)
2 ‖x−y‖ ≤ ε<(−α)‖x−y‖, or (II2) (−α)‖x−y‖ ≤ ε< 1−α2 ‖x−y‖.
In case (II1), α‖x−y‖+ε < 0, which implies Aα = (−α)‖x−y‖−ε. Hence, the left-hand
side inequality in (II1) gives Aα ≤ ε. In case (II2), α‖x − y‖ + ε ≥ 0, which implies
Aα = α‖x− y‖+ ε < ε (because α < 0).
Now, suppose α ≤ −1 (i.e., ‖x− y‖ ≤ (−α)‖x− y‖ = ‖xα− x‖, which means that xα
is farther from x than x from y), so that 12 (1 − α) ≤ (−α). In this case, assumption (II)
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implies only condition (II1), and so, as above, Aα = (−α)‖x− y‖− ε ≤ ε. This completes
the proof of ‖f − g‖∞,I ≤ ε.
For the variation V (g, I) of function g from (3.23), we have, by (3.19),
V (g, I) = ‖(xα − εex,y)− (y + εex,y)‖ = ‖(xα − y)− 2εex,y‖
=
∥∥∥(1 − α)‖x− y‖ex,y − 2εex,y∥∥∥ = (1− α)‖x− y‖ − 2ε.
Hence Vε(f, I) ≤ V (g, I) = (1− α)‖x− y‖ − 2ε. Thus, we have shown that
Vε(f, I) = (1 − α)‖x− y‖ − 2ε if (−α)2 ‖x− y‖ ≤ ε < (1−α)2 ‖x− y‖. (3.24)
Case α > 1. We reduce this case to the case α < 0 and apply Lemma 2.13. Set
T = [a′, b′] with a′ = 2τ − b and b′ = 2τ − a, so that a′ < τ < b′, and define ϕ : T → R
by ϕ(t) = 2τ − t, a′ ≤ t ≤ b′. Clearly, ϕ is strictly decreasing on T , ϕ(T ) = [a, b] = I,
and ϕ(τ) = τ . Let us show that the composed function f ′ = f ◦ ϕ ∈ MT is of the same
form as (3.16).
If a′ ≤ t < τ , then τ < ϕ(t) ≤ b, and so, by (3.16), f ′(t) = f(ϕ(t)) = y; if t = τ ,
then f ′(τ) = f(ϕ(τ)) = f(τ) = xα; and if τ < t ≤ b′, then a ≤ ϕ(t) < τ , and so,
f ′(t) = f(ϕ(t)) = x. Setting x′ = y, y′ = x, and α′ = 1− α, we get α′ < 0,
f ′(t) = x′ if a′ ≤ t < τ , f ′(t) = y′ if τ < t ≤ b′,
and
f ′(τ) = xα = (1 − α)x+ αy = α′y′ + (1− α′)x′ = (1− α′)x′ + α′y′ ≡ x′α′ .
By Lemma 2.13, given ε > 0,
Vε(f, I) = Vε(f, [a, b]) = Vε(f, ϕ(T )) = Vε(f ◦ ϕ, T ) = Vε(f ′, [a′, b′]),
where, since f ′ is of the form (3.16), Vε(f
′, [a′, b′]) is given by (3.22), (3.24) and (3.20) with
f , x, y, and α replaced by f ′, x′, y′, and α′, respectively. Noting that ‖x′−y′‖ = ‖x−y‖,
1− α′ = α, 1− 2α′ = 2α− 1, and (−α′) = α− 1, we get, for α > 1:
Vε(f, I) =

(2α− 1)‖x− y‖ − 4ε if 0 < ε < α−12 ‖x− y‖,
α‖x− y‖ − 2ε if α−12 ‖x− y‖ ≤ ε < α2 ‖x− y‖,
0 if ε ≥ α2 ‖x− y‖.
Finally, we note that, for α > 1, we have, by (3.18) and (3.19),
V (f, I)=‖x− xα‖+ ‖xα − y‖=α‖x− y‖+ (α− 1)‖x− y‖=(2α− 1)‖x− y‖,
and so, Vε(f, I)→ V (f, I) as ε→ +0.
3.2. The generalized Dirichlet function.
Example 3.6 (generalized Dirichlet function). This is an illustration of Lemma 2.10
illuminating several specific features of the approximate variation.
(a) Let T = I = [a, b], (M,d) be a metric space, and Q denote (as usual) the set of
all rational numbers. We set I1 = I ∩Q and I2 = I \Q. A function f ∈M I is said to be
a generalized Dirichlet function if f ∈ B(I;M) and
∆f ≡ ∆f(I1, I2) = inf
s∈I1,t∈I2
d(f(s), f(t)) > 0.
30 V.V. Chistyakov
Clearly, f /∈ Reg(I;M) (in fact, if, say, a < τ ≤ b, then for all δ∈(0, τ − a), s ∈
(τ − δ, τ) ∩Q and t ∈ (τ − δ, τ) \Q, we have d(f(s), f(t)) ≥ ∆f > 0).
Setting |f(I1, I2)| = sups∈I1,t∈I2 d(f(s), f(t)), we find
|f(I1, I2)| ≤ |f(I1)|+ d(f(s0), f(t0)) + |f(I2)|, s0 ∈ I1, t0 ∈ I2,
and
0 < ∆f ≤ |f(I1, I2)| ≤ |f(I)| = max{|f(I1)|, |f(I2)|, |f(I1, I2)|}.
Furthermore (cf. Lemma 2.10), we have
Vε(f, I) =∞ if 0 < ε < ∆f/2, and Vε(f, I) = 0 if ε ≥ |f(I)|; (3.25)
the values of Vε(f, I) for ∆f/2 ≤ ε < |f(I)| depend on (the structure of) the metric
space (M,d) in general (see items (b), (c) and (d) below). The second assertion in (3.25)
is a consequence of (2.11). In order to prove the first assertion in (3.25), we show that if
0 < ε < ∆f/2, g ∈ M I and d∞,I(f, g) ≤ ε, then V (g, I) = ∞ (cf. (2.7)). In fact, given
n ∈ N, let P = {ti}2ni=0 be a partition of I (i.e., a ≤ t0 < t1 < t2 < · · · < t2n−1 < t2n ≤ b)
such that {t2i}ni=0 ⊂ I1 and {t2i−1}ni=1 ⊂ I2. Given i ∈ {1, 2, . . . , n}, by the triangle
inequality for d, we have
d(f(t2i), f(t2i−1)) ≤ d(f(t2i), g(t2i))+d(g(t2i), g(t2i−1))+d(g(t2i−1), f(t2i−1))
≤ d∞,I1(f, g) + d(g(t2i), g(t2i−1)) + d∞,I2(g, f)
≤ ε+ d(g(t2i), g(t2i−1)) + ε. (3.26)
It follows from the definition of V (g, I) that
V (g, I) ≥
2n∑
i=1
d(g(ti), g(ti−1)) ≥
n∑
i=1
d(g(t2i), g(t2i−1))
≥
n∑
i=1
(
d(f(t2i), f(t2i−1))− 2ε
)
≥ (∆f − 2ε)n. (3.27)
It remains to take into account the arbitrariness of n ∈ N.
In a particular case of the classical Dirichlet function f = Dx,y : I → M defined, for
x, y ∈M , x 6= y, by
Dx,y(t) = x if t ∈ I1, and Dx,y(t) = y if t ∈ I2, (3.28)
we have ∆f = ∆Dx,y = d(x, y) and |f(I)| = |Dx,y(I1, I2)| = d(x, y), and so, (3.25)
assumes the form (which was established in [24, assertion (4.4)]):
Vε(f, I)=∞ if 0<ε<d(x, y)/2, and Vε(f, I)=0 if ε≥d(x, y). (3.29)
(b) This example and items (c) and (d) below illustrate the sharpness of assertions
in Lemma 2.5(b), (d). Let (M, ‖ · ‖) be a normed linear space with induced metric d (cf.
p. 13) and f = Dx,y be the Dirichlet function (3.28). Setting c = c(t) = (x+ y)/2, t ∈ I,
we find
2d∞,I(f, c) = 2max{‖x− c‖, ‖y − c‖} = ‖x− y‖ = d(x, y) = |f(I)|,
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and so, by (2.12) and (2.13), the second equality in (3.29) is refined as follows:
Vε(f, I) = 0 for all ε ≥ ‖x− y‖
2
=
d(x, y)
2
. (3.30)
This shows the sharpness of the inequality in Lemma 2.5(b). Inequalities in Lemma 2.5(d)
assume the form:
inf
ε>0
(Vε(f, I) + ε) =
‖x− y‖
2
< |f(I)| = ‖x− y‖ = inf
ε>0
(Vε(f, I) + 2ε).
More generally, (3.29) and (3.30) hold for a complete and metrically convex (in the
sense of K. Menger [48]) metric space (M,d) (see [24, Example 1]).
(c) In the context of (3.28), assume that M = {x, y} is the two-point set with metric
d. If 0 < ε < d(x, y), g ∈ M I and d∞,I(f, g) ≤ ε, then g = f = Dx,y on I, and so,
V (g, I) = ∞. By (2.7), the first assertion in (3.29) can be expressed more exactly as
Vε(f, I) =∞ for all 0 < ε < d(x, y). Now, (in)equalities in Lemma 2.5(d) are of the form:
inf
ε>0
(Vε(f, I) + ε) = d(x, y) = |f(I)| < 2d(x, y) = inf
ε>0
(Vε(f, I) + 2ε).
(d) Given x, y ∈ R, x 6= y, and 0 ≤ r ≤ |x− y|/2, we set
Mr = R \
(
1
2 (x+ y)− r, 12 (x+ y) + r
)
and d(u, v) = |u− v|, u, v ∈Mr.
Note that (Mr, d) is a proper metric space (cf. p. 20). If f = Dx,y : I → Mr is the
Dirichlet function (3.28) on I, we claim that
Vε(f, I) =∞ if 0 < ε < 12 |x− y|+ r, and Vε(f, I) = 0 otherwise. (3.31)
Proof of (3.31). Since M0 = R, assertion (3.31) for r = 0 follows from (3.29) and
(3.30). Now, suppose r > 0. From (3.29), we find Vε(f, I) = ∞ if 0 < ε < 12 |x − y|,
and Vε(f, I) = 0 if ε ≥ |x − y|. So, only the case when 12 |x − y| ≤ ε < |x − y| is to be
considered. We split this case into two subcases:
(I) 12 |x− y| ≤ ε < 12 |x− y|+ r, and (II) 12 |x− y|+ r ≤ ε < |x− y|.
Case (I). Let us show that if g : I →Mr and d∞,I(f, g) ≤ ε, then V (g, I) =∞. Given
t ∈ I = I1 ∪ I2, the inclusion g(t) ∈Mr is equivalent to
g(t) ≤ 12 (x+ y)− r or g(t) ≥ 12 (x+ y) + r, (3.32)
and condition d∞,I(f, g) = |f − g|∞,I ≤ ε is equivalent to
|x− g(s)| ≤ ε ∀ s ∈ I1, and |y − g(t)| ≤ ε ∀ t ∈ I2. (3.33)
Due to the symmetry in x and y everywhere, we may assume that x < y.
Suppose s ∈ I1. The first condition in (3.33) and assumption (I) imply
x− ε ≤ g(s) ≤ x+ ε < x+ 12 |x− y|+ r = x+ 12 (y − x) + r = 12 (x+ y) + r,
and so, by (3.32), we find g(s) ≤ 12 (x+ y)− r. Note that, by (I),
−ε ≤ g(s)− x ≤ 12 (x+ y)− r − x = 12 (y − x)− r = 12 |y − x| − r ≤ ε− r < ε.
Given t ∈ I2, the second condition in (3.33) and assumption (I) yield
y + ε ≥ g(t) ≥ y − ε > y − 12 |x− y| − r = y − 12 (y − x) − r = 12 (x+ y)− r,
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and so, by (3.32), we get g(t) ≥ 12 (x+ y) + r. Note also that, by (I),
ε ≥ g(t)− y ≥ 12 (x+ y) + r − y = 12 (x − y) + r = − 12 |x− y|+ r ≥ −ε+ r > −ε.
Thus, we have shown that, given s ∈ I1 and t ∈ I2,
g(t)− g(s) ≥ 12 (x+ y) + r −
(
1
2 (x+ y)− r
)
= 2r. (3.34)
Given n ∈ N, let {ti}2ni=0 be a partition of I such that {t2i}ni=0 ⊂ I1 and {t2i−1}ni=1 ⊂ I2.
Taking into account (3.34) with s = t2i and t = t2i−1, we get
V (g, I) ≥
2n∑
i=1
|g(ti)− g(ti−1)| ≥
n∑
i=1
(
g(t2i−1)− g(t2i)
) ≥ 2rn.
Case (II). We set c = c(t) = ε + min{x, y}, t ∈ I; under our assumption x < y, we
have c = ε+ x. Note that c ∈Mr: in fact, (II) and x < y imply 12 (y− x) + r ≤ ε < y− x,
and so, 12 (x + y) + r ≤ c = ε+ x < y. If s ∈ I1, we find |x − c(s)| = ε, and if t ∈ I2, we
get, by assumption (II),
|y − c(t)| = |y − x− ε| = y − x− ε ≤ |x− y| − 12 |x− y| − r ≤ 12 |x− y|+ r ≤ ε.
It follows that (cf. (3.33)) d∞,I(f, c) ≤ ε, and since c is constant on I, we conclude from
(2.10) that Vε(f, I) = 0. This completes the proof of (3.31).
Two conclusions from (3.31) are in order. First, given 0 ≤ r ≤ 12 |x − y| and ε > 0,
Vε(f, I) = 0 if and only if |f(I)| = |x − y| ≤ 2ε − 2r (cf. (2.11) and Lemma 2.5(b)).
Second, the inequalities in Lemma 2.5(d) are as follows:
inf
ε>0
(Vε(f, I) + ε) =
1
2 |x− y|+ r ≤ |f(I)| = |x− y|
≤ |x− y|+ 2r = inf
ε>0
(Vε(f, I) + 2ε).
The inequalities at the left and at the right become equalities for r = 12 |x− y| and r = 0,
respectively; otherwise, the mentioned inequalities are strict.
(e) Let x, y ∈ R, x 6= y, and 0 ≤ r < |x− y|/2. We set
Mr = R \
[
1
2 (x+ y)− r, 12 (x+ y) + r
]
and d(u, v) = |u− v|, u, v ∈Mr.
Note that (Mr, d) is an improper metric space. For the Dirichlet function f = Dx,y : I →
Mr from (3.28), we have:
Vε(f, I) =∞ if 0 < ε ≤ 12 |x− y|+ r, and Vε(f, I) = 0 otherwise. (3.35)
Clearly, the function ε 7→ Vε(f, I) is not continuous from the right at ε = 12 |x − y| + r
(cf. Lemma 2.14(a)). The proof of (3.35) follows the same lines as those of (3.31), so we
present only the necessary modifications. We split the case when 12 |x − y| ≤ ε < |x − y|
into two subcases:
(I) 12 |x− y| ≤ ε ≤ 12 |x− y|+ r, and (II) 12 |x− y|+ r < ε < |x− y|.
Case (I). Given g : I → Mr with d∞,I(f, g) ≤ ε, to see that V (g, I) = ∞, we have
strict inequalities in (3.32), conditions (3.33), and assume that x < y. If s ∈ I1, then (as
above) g(s) ≤ 12 (x + y) + r, and so, by (strict) (3.32), g(s) < 12 (x + y) − r. If t ∈ I2,
then g(t) ≥ 12 (x+ y)− r, and so, by (3.32), g(t) > 12 (x+ y) + r. Thus, g is discontinuous
at every point of I = I1 ∪ I2, and so, V (g, I) = ∞ (in fact, if, on the contrary, g is
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continuous at, say, a point s ∈ I1, then the inequality g(s) < 12 (x + y) − r holds in a
neighbourhood of s, and since the neighbourhood contains an irrational point t ∈ I2,
we get g(t) > 12 (x + y) + r, which is a contradiction; recall also that a g ∈ BV(I;R) is
continuous on I apart, possibly, an at most countable subset of I).
Case (II). It is to be noted only that 12 (x + y) + r < c = ε+ x < y, and so, c ∈ Mr;
in fact, by (II) and assumption x < y, 12 (y − x) + r < ε < y − x.
3.3. Examples with convergent sequences.
Example 3.7. The left limit Vε−0(f, T ) in Lemma 2.12(a) cannot, in general, be replaced
by Vε(f, T ). To see this, we let T = I, (M, ‖·‖) be a normed linear space, {xj}, {yj} ⊂M
be two sequences, x, y ∈M , x 6= y, and xj → x and yj → y inM as j →∞. If fj = Dxj ,yj ,
j ∈ N, and f = Dx,y are Dirichlet functions (3.28) on I, then fj ⇒ f on I, which follows
from
‖fj − f‖∞,I = max{‖xj − x‖, ‖yj − y‖} → 0 as j →∞.
The values Vε(f, I) are given by (3.29) and (3.30), and, similarly, if j ∈ N,
Vε(fj , I) =∞ if 0 < ε < 12‖xj − yj‖, Vε(fj , I) = 0 if ε ≥ 12‖xj − yj‖. (3.36)
Setting ε = 12‖x− y‖, αj = 1 + (1/j), xj = αjx and yj = αjy, j ∈ N, we find
Vε+0(f, I) = Vε(f, I) = 0 <∞ = Vε−0(f, I),
whereas, since ε < 12αj‖x− y‖ = 12‖xj − yj‖ for all j ∈ N,
Vε(fj , I) =∞ for all j ∈ N, and so, lim
j→∞
Vε(fj , I) =∞.
Example 3.8. The right-hand side inequality in Lemma 2.12(a) may not hold if {fj} ⊂
MT converges to f ∈MT only pointwise on T . To see this, suppose C ≡ infj∈N |fj(T )| > 0
and f = c (is a constant function) on T . Given 0 < ε < C/2, Lemma 2.5(f) implies
Vε(fj , T ) ≥ |fj(T )| − 2ε ≥ C − 2ε > 0 = Vε(c, T ) = Vε(f, T ), j ∈ N.
For instance, given a sequence {τj} ⊂ (a, b) ⊂ I = [a, b] such that τj → a as j →∞, and
x, y ∈M , x 6= y, defining {fj} ⊂ M I (as in Example 3.3) by fj(τj) = x and fj(t) = y if
t ∈ I \ {τj}, j ∈ N, we have C = d(x, y) > 0 and fj → c ≡ y pointwise on I.
The arguments above are not valid for the uniform convergence: in fact, if fj ⇒ f = c
on T , then, by (2.3), |fj(T )| ≤ 2d∞,T (fj , c)→ 0 as j →∞, and so, C = 0.
Example 3.9. Lemma 2.12(b) is wrong for the pointwise convergence fj → f . To see this,
let T = I = [a, b], (M,d) be a metric space, x, y ∈ M , x 6= y, and, given j ∈ N, define
fj ∈M I at t ∈ I by: fj(t) = x if j!t is integer, and fj(t) = y otherwise. Each fj is a step
function on I, so it is regulated and, hence, by Lemma 2.10, Vε(fj , I) <∞ for all ε > 0.
At the same time, the sequence {fj} converges (only) pointwise on I to the Dirichlet
function f = Dx,y (cf. (3.28)), and so, by (3.29), Vε(f, I) =∞ for all 0 < ε < 12d(x, y).
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3.4. Examples with improper metric spaces.
Example 3.10. This example is similar to Example 3.6(e) (p. 32), but with finite values of
Vε(f, I). It shows that the assumption on the proper metric space (M,d) in Lemma 2.14(b)
is essential.
Let x, y ∈ R, x 6= y, M = R \ { 12 (x + y)} with metric d(u, v) = |u − v| for u, v ∈ M ,
I = [a, b], τ = a or τ = b, and f ∈ M I be given by (cf. (3.9)): f(τ) = x and f(t) = y if
t ∈ I, t 6= τ . We claim that (as in (3.10))
Vε(f, I) =
{
|x− y| − 2ε if 0 < ε < 12 |x− y|,
0 if ε ≥ 12 |x− y|.
(3.37)
In order to verify this, we note that |f(I)| = |x − y|, and so, by (2.11), Vε(f, I) = 0
for all ε ≥ |x− y|. We split the case 0 < ε < |x− y| into
(I) 0 < ε < 12 |x− y|; (II) ε = 12 |x− y|; (III) 12 |x− y| < ε < |x− y|.
Due to the symmetry (in x and y), we may consider only the case x < y.
Case (I). Given g ∈M I with d∞,I(f, g) ≤ ε, inequality (2.2) implies
V (g, I) ≥ |g(t)− g(τ)| ≥ |f(t)− f(τ)| − 2ε = |x− y| − 2ε (t 6= τ),
and so, by (2.6), Vε(f, I) ≥ |x− y| − 2ε. Now, following (3.13), we set
gε(τ) = x+ ε and gε(t) = y − ε if t ∈ I \ {τ}. (3.38)
We have gε : I →M , because assumption 0 < ε < 12 (y − x) yields
gε(τ) = x+ ε < x+
1
2 (y − x) = 12 (x+ y)
and, if t ∈ I, t 6= τ ,
gε(t) = y − ε > y − 12 (y − x) = 12 (x + y).
Moreover, d∞,I(f, gε) = ε and
V (gε, I) = |gε(I)| = |(y − ε)− (x+ ε)| (I)= y − x− 2ε = |x− y| − 2ε.
Hence Vε(f, I)≤V (gε, I)= |x−y|−2ε. This proves the upper line in (3.37).
Case (II). Here we rely on the full form of (2.9). Let a sequence {εk}∞k=1 be such that
0 < εk < ε =
1
2 |x − y| for all k ∈ N and εk → ε as k → ∞. We set gk = gεk , k ∈ N,
where gεk is defined in (3.38) (with ε = εk). By Case (I), given k ∈ N, gk ∈ BV(I;M),
V (gk, I) = |x − y| − 2εk and d∞,I(f, gk) = εk < ε. Since V (gk, I) → 0 as k → ∞, we
conclude from (2.9) that Vε(f, I) = 0.
Case (III). We set c(t) = ε+min{x, y}, t ∈ I, and argue as in Example 3.6(e) (in Case
(II) for r = 0). This gives Vε(f, I) = 0, and completes the proof of (3.37).
Clearly, the metric space (M,d) in this example is not proper. Let us show that
Lemma 2.14(b) is wrong. In fact, by contradition, assume that there is g ∈ BV(I;M)
with d∞,I(f, g) ≤ ε = 12 |x−y| such that Vε(f, I) = V (g, I). By (3.37), V (g, I) = 0, and so,
g = c is a constant function c : I →M . From d∞,I(f, c) ≤ ε, we find |x−c| = |f(τ)−c| ≤ ε,
and so (as above, x < y),
c ≤ x+ ε = x+ 12 (y − x) = 12 (x+ y),
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and, if t 6= τ , then |y − c| = |f(t)− c| ≤ ε, which implies
c ≥ y − ε = y − 12 (y − x) = 12 (x + y).
Hence, c = c(t) = 12 (x+ y), t ∈ I, but g = c /∈M I , which is a contradiction.
Example 3.11. Here we show that the assumption that the metric space (M,d) is proper
in Lemma 2.14(c) is essential.
Let x, y ∈ R, x 6= y, M = R \ { 12 (x + y)} with metric d(u, v) = |u − v|, u, v ∈ M ,
I = [0, 1], and the sequence {fj} ⊂M I be given by
fj(t) =
{
x if j!t is integer,
y otherwise,
t ∈ I, j ∈ N. (3.39)
We claim that, for all j ∈ N,
Vε(fj , I) =
{
2·j! (|x− y| − 2ε) if 0 < ε < 12 |x− y|,
0 if ε ≥ 12 |x− y|.
(3.40)
Suppose that we have already established (3.40). The sequence {fj} from (3.39) con-
verges pointwise on I to the Dirichlet function f = Dx,y from (3.28). Let ε = 12 |x − y|.
By (3.35) with r = 0, we have Vε(f, I) = ∞, while, by (3.40), we get Vε(fj , I) = 0 for
all j ∈ N, and so, limj→∞ Vε(fj , I) = 0. Thus, the properness of metric space (M,d) in
Lemma 2.14(c) is indispensable.
Proof of (3.40). In what follows, we fix j ∈ N. By (2.11), Vε(fj , I) = 0 for all ε ≥
|fj(I)| = |x− y|. Now, we consider cases (I)–(III) from Example 3.10.
Case (I). We set tk = k/j! (so that fj(tk) = x) for k = 0, 1, . . . , j!, and sk =
1
2 (tk−1+
tk) = (k − 12 )/j! (so that fj(sk) = y) for k = 1, 2, . . . , j!. So, we have the following
partition of the interval I = [0, 1]:
0 = t0 < s1 < t1 < s2 < t2 · · · < sj!−1 < tj!−1 < sj! < tj! = 1. (3.41)
If g ∈M I is arbitrary with d∞,I(fj , g) ≤ ε, then, applying (2.2), we get
V (g, I) ≥
j!∑
k=1
(|g(tk)− g(sk)|+ |g(sk)− g(tk−1)|)
≥
j!∑
k=1
(|fj(tk)− fj(sk)| − 2ε+ |fj(sk)− fj(tk−1)| − 2ε)
= 2·j! (|x− y| − 2ε),
and so, by definition (2.6), Vε(fj, I) ≥ 2·j! (|x− y| − 2ε).
Now, we define a test function gε on I by (cf. (3.13)): given t ∈ I,
gε(t)=x−εex,y if j!t is integer, and gε(t)=y+εex,y otherwise, (3.42)
where ex,y = (x−y)/|x−y|. Due to the symmetry in x and y, we may assume that x < y,
and so, gε(t) = x + ε if j!t is integer, and gε(t) = y − ε otherwise, t ∈ I. We first note
that gε : I →M ; in fact, if j!t is integer, then
gε(t) = x+ ε < x+
1
2 |x− y| = x+ 12 (y − x) = 12 (x+ y),
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and if j!t is not integer, then
gε(t) = y − ε > y − 12 |x− y| = y − 12 (y − x) = 12 (x+ y).
Clearly, d∞,I(fj , gε) = ε and, by the additivity of V , for the partition (3.41), we find
V (gε, I) =
j!∑
k=1
(
V (gε, [tk−1, sk]) + V (gε, [sk, tk])
)
=
j!∑
k=1
(|gε(sk)− gε(tk−1)|+ |gε(tk)− gε(sk)|)
=
j!∑
k=1
(|(y − ε)− (x + ε)|+ |(x+ ε)− (y − ε)|)
= 2·j! (|x− y| − 2ε).
Thus, Vε(fj , I) ≤ V (gε, I), and this implies the upper line in (3.40).
Case (II). Let a sequence {εk}∞k=1 be such that 0 < εk < ε = 12 |x − y|, k ∈ N, and
εk → ε as k → ∞. Set gk = gεk , k ∈ N, where gεk is given by (3.42) (with x < y). We
know from Case (I) that, for every k ∈ N, gk ∈ BV(I;M), V (gk, I) = 2·j! (|x− y| − 2εk),
and d∞,I(fj , gk) = εk < ε. Since V (gk, I) → 0 as k → ∞, we conclude from (2.9) that
Vε(fj , I) = 0.
Case (III). We set c = c(t) = ε + min{x, y} for all t ∈ I, i.e., under our assumption
x < y, c = ε+x. Note that c ∈M , because assumption (III) and x < y imply ε > 12 (y−x),
and so, c = ε+ x > 12 (y − x) + x = 12 (x+ y). Furthermore, d∞,I(fj , c) ≤ ε; in fact, given
t ∈ I, if j!t is integer, then |fj(t)− c(t)| = |x− c| = ε, and if j!t is not integer, then
|fj(t)− c(t)| = |y − x− ε| (III)= y − x− ε < |x− y| − 12 |x− y| = 12 |x− y| < ε.
Since c is a constant function from M I , we get Vε(fj , I) = 0. This completes the proof
of (3.40).
4. Pointwise selection principles
4.1. Functions with values in a metric space. Our first main result, an extension of
Theorem 3.8 from [37], is a pointwise selection principle for metric space valued univariate
functions in terms of the approximate variation (see Theorem 4.1).
In order to formulate it, we slightly generalize the notion of a regulated function
(cf. p. 11). If T ⊂ R is an arbitrary set and (M,d) is a metric space, a function f ∈MT is
said to be regulated on T (in symbols, f ∈ Reg(T ;M)) if it satisfies the Cauchy condition
at every left limit point of T and every right limit point of T . More explicitly, given
τ ∈ T , which is a left limit point of T (i.e., T ∩ (τ − δ, τ) 6= ∅ for all δ > 0), we have
d(f(s), f(t))→ 0 as T ∋ s, t→ τ − 0; and given τ ′ ∈ T , which is a right limit point of T
(i.e., T ∩ (τ ′, τ ′ + δ) 6= ∅ for all δ > 0), we have d(f(s), f(t)) → 0 as T ∋ s, t → τ ′ + 0.
The proof of Lemma 2.10 in (⊃) shows that
Reg(T ;M) ⊃ {f ∈MT : Vε(f, T ) <∞ for all ε > 0}; (4.1)
it suffices to set ϕε(t) = Vε(f, T ∩ (−∞, t]), t ∈ T , and treat s, t from T .
In contrast to the case when T = I is an interval (see p. 11), a function f ∈ Reg(T ;M)
may not be bounded in general: for instance, f ∈ RT given on T = [0, 1] ∪ {2 − 1n}∞n=2
by: f(t) = t if 0 ≤ t ≤ 1 and f(2− 1n ) = n if n ∈ N, is regulated in the above sense, but
not bounded.
In what follows, we denote by Mon(T ;R+) the set of all bounded nondecreasing
functions mapping T into R+ = [0,∞) (R+ may be replaced by R). It is worthwhile to
recall the classical Helly selection principle for an arbitrary set T ⊂ R (e.g., [15, Proof
of Theorem 1.3]): a uniformly bounded sequence of functions from Mon(T ;R) contains a
subsequence which converges pointwise on T to a function from Mon(T ;R).
Theorem 4.1. Let ∅ 6= T ⊂ R and (M,d) be a metric space. If {fj} ⊂MT is a pointwise
relatively compact sequence of functions on T such that
lim sup
j→∞
Vε(fj , T ) <∞ for all ε > 0, (4.2)
then there is a subsequence of {fj}, which converges pointwise on T to a bounded reg-
ulated function f ∈ MT . In addition, if (M,d) is proper, then Vε(f, T ) does not exceed
the lim sup in (4.2) for all ε > 0.
Proof. We present a direct proof based only on the properties of the approximate vari-
ation from Section 2.4 (an indirect proof, based on the notion of the joint modulus of
variation of two functions, was given in [24, Theorem 3]).
[37]
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By Lemma 2.2(b), given ε > 0 and j ∈ N, the ε-variation function defined by the rule
t 7→ Vε(fj, T ∩ (−∞, t]) is nondecreasing on T . Note also that, by assumption (4.2), for
each ε > 0 there are j0(ε) ∈ N and a number C(ε) > 0 such that Vε(fj , T ) ≤ C(ε) for all
j ≥ j0(ε).
We divide the rest of the proof into five steps.
1. Let us show that for each decreasing sequence {εk}∞k=1 of positive numbers εk → 0
there are a subsequence of {fj}, again denoted by {fj}, and a sequence of functions
{ϕk}∞k=1 ⊂Mon(T ;R+) such that
lim
j→∞
Vεk (fj, T ∩ (−∞, t]) = ϕk(t) for all k ∈ N and t ∈ T . (4.3)
In order to prove (4.3), we make use of the Cantor diagonal procedure. Lemma 2.2(b)
and remarks above imply
Vε1(fj , T ∩ (−∞, t]) ≤ Vε1(fj , T ) ≤ C(ε1) for all t ∈ T and j ≥ j0(ε1),
i.e., the sequence of functions {t 7→ Vε1 (fj , T ∩ (−∞, t])}∞j=j0(ε1) ⊂ Mon(T ;R+) is uni-
formly bounded on T by constant C(ε1). By the classical Helly selection principle (for
monotone functions), there are a subsequence {J1(j)}∞j=1 of {j}∞j=j0(ε1) and a function
ϕ1 ∈ Mon(T ;R+) such that Vε1 (fJ1(j), T ∩ (−∞, t]) converges to ϕ1(t) in R as j →∞ for
all t ∈ T . Now, choose the least number j1 ∈ N such that J1(j1) ≥ j0(ε2). Inductively,
assume that k ∈ N, k ≥ 2, and a subsequence {Jk−1(j)}∞j=1 of {j}∞j=j0(ε1) and the number
jk−1 ∈ N with Jk−1(jk−1) ≥ j0(εk) are already constructed. By Lemma 2.2(b), we get
Vεk(fJk−1(j), T ∩ (−∞, t])≤Vεk(fJk−1(j), T )≤C(εk) for all t∈T and j≥jk−1,
and so, by the Helly selection principle, there are a subsequence {Jk(j)}∞j=1 of the sequence
{Jk−1(j)}∞j=jk−1 and a function ϕk ∈Mon(T ;R+) such that
lim
j→∞
Vεk (fJk(j), T ∩ (−∞, t]) = ϕk(t) for all t ∈ T.
Given k ∈ N, {Jj(j)}∞j=k is a subsequence of {Jk(j)}∞j=1, and so, the diagonal sequence
{fJj(j)}∞j=1, again denoted by {fj}, satisfies condition (4.3).
2. Let Q be an at most countable dense subset of T . Note that any point t ∈ T , which
is not a limit point for T (i.e., T ∩ (t− δ, t+ δ) = {t} for some δ > 0), belongs to Q. Since,
for any k ∈ N, ϕk ∈ Mon(T ;R+), the set Qk ⊂ T of points of discontinuity of ϕk is at
most countable. Setting S = Q ∪⋃∞k=1Qk, we find that S is an at most countable dense
subset of T ; moreover, if S 6= T , then every point t ∈ T \ S is a limit point for T and
ϕk is continuous on T \ S for all k ∈ N. (4.4)
Since S ⊂ T is at most countable and {fj(s) : j ∈ N} is relatively compact in M for all
s ∈ S, applying the Cantor diagonal procedure and passing to a subsequence of {fj(s)}∞j=1
if necessary, with no loss of generality we may assume that, for each s ∈ S, fj(s) converges
in M as j →∞ to a (unique) point denoted by f(s) ∈M (so that f : S →M).
If S = T , we turn to Step 4 below and complete the proof.
3. Now, assuming that S 6= T , we prove that fj(t) converges in M as j → ∞ for all
t ∈ T \ S, as well. Let t ∈ T \ S and η > 0 be arbitrarily fixed. Since εk → 0 as k → ∞
(cf. Step 1), we pick and fix k = k(η) ∈ N such that εk ≤ η. By (4.4), ϕk is continuous at
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t, and so, by the density of S in T , there is s = s(k, t) ∈ S such that |ϕk(t)−ϕk(s)| ≤ η.
From property (4.3), there is j1 = j1(η, k, t, s) ∈ N such that, for all j ≥ j1,
|Vεk(fj , T ∩ (−∞, t])−ϕk(t)|≤η and |Vεk (fj, T ∩ (−∞, s])−ϕk(s)|≤η. (4.5)
Assuming that s < t (with no loss of generality) and applying Lemma 2.8 (where T is
replaced by T ∩ (−∞, t], T1—by T ∩ (−∞, s], and T2—by T ∩ [s, t]), we get
Vεk(fj , T ∩ [s, t]) ≤ Vεk (fj , T ∩ (−∞, t])− Vεk (fj , T ∩ (−∞, s])
≤ |Vεk (fj , T ∩ (−∞, t])− ϕk(t)|+ |ϕk(t)− ϕk(s)|
+ |ϕk(s)− Vεk (fj , T ∩ (−∞, s])|
≤ η + η + η = 3η for all j ≥ j1.
By the definition of Vεk(fj , T ∩ [s, t]), for each j ≥ j1, there is gj ∈ BV(T ∩ [s, t];M) (also
depending on η, k, t, and s) such that
d∞,T∩[s,t](fj , gj) ≤ εk and V (gj , T ∩ [s, t]) ≤ Vεk(fj , T ∩ [s, t]) + η.
These inequalities, (2.2) and property (V.1) on p. 11 yield, for all j ≥ j1,
d(fj(s), fj(t)) ≤ d(gj(s), gj(t)) + 2d∞,T∩[s,t](fj , gj)
≤ V (gj , T ∩ [s, t]) + 2εk ≤ (3η + η) + 2η = 6η. (4.6)
Being convergent, the sequence {fj(s)}∞j=1 is Cauchy in M , and so, there is a natural
number j2 = j2(η, s) such that d(fj(s), fj′ (s)) ≤ η for all j, j′ ≥ j2. Since the number
j3 = max{j1, j2} depends only on η (and t) and
d(fj(t), fj′(t)) ≤ d(fj(t), fj(s)) + d(fj(s), fj′(s)) + d(fj′ (s), fj′(t))
≤ 6η + η + 6η = 13η for all j, j′ ≥ j3,
the sequence {fj(t)}∞j=1 is Cauchy in M . Taking into account that the set {fj(t) : j ∈ N}
is relatively compact inM , we conclude that fj(t) converges inM as j →∞ to a (unique)
point denoted by f(t) ∈M (so, f : T \ S →M).
4. At the end of Steps 2 and 3, we have shown that the function f mapping T =
S ∪ (T \ S) into M is the pointwise limit on T of a subsequence {fjp}∞p=1 of the original
sequence {fj}∞j=1. By virtue of Lemma 2.5(b) and assumption (4.2), given ε > 0, we get
|f(T )| ≤ lim inf
p→∞
|fjp(T )| ≤ lim inf
p→∞
Vε(fjp , T ) + 2ε
≤ lim sup
j→∞
Vε(fj , T ) + 2ε <∞,
and so, f is a bounded function on T , i.e., f ∈ B(T ;M).
Now, we prove that f is regulated on T . Given τ ∈ T , which is a left limit point for
T , let us show that d(f(s), f(t)) → 0 as T ∋ s, t → τ − 0 (similar arguments apply if
τ ′ ∈ T is a right limit point for T ). This is equivalent to showing that for every η > 0
there is δ = δ(η) > 0 such that d(f(s), f(t)) ≤ 7η for all s, t ∈ T ∩ (τ − δ, τ) with s < t.
Recall that the (finally) extracted subsequence of the original sequence {fj}, here again
denoted by {fj}, satisfies condition (4.3) and fj → f pointwise on T .
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Let η > 0 be arbitrarily fixed. Since εk → 0, pick and fix k = k(η) ∈ N such that
εk ≤ η. Furthermore, since ϕk ∈ Mon(T ;R+) and τ ∈ T is a left limit point of T ,
the left limit limT∋t→τ−0 ϕk(t) ∈ R+ exists. Hence, there is δ = δ(η, k) > 0 such that
|ϕk(t)−ϕk(s)| ≤ η for all s, t ∈ T ∩(τ−δ, τ). Now, let s, t ∈ T ∩(τ−δ, τ) be arbitrary. By
(4.3), there is j1 = j1(η, k, s, t) ∈ N such that if j ≥ j1, the inequalities (4.5) hold. Arguing
exactly the same way as between lines (4.5) and (4.6), we find that d(fj(s), fj(t)) ≤ 6η
for all j ≥ j1. Noting that fj(s)→ f(s) and fj(t)→ f(t) in M as j →∞, by the triangle
inequality for d, we have, as j →∞,
|d(fj(s), fj(t))− d(f(s), f(t))| ≤ d(fj(s), f(s)) + d(fj(t), f(t))→ 0.
So, there is j2 = j2(η, s, t) ∈ N such that d(f(s), f(t)) ≤ d(fj(s), fj(t)) + η for all j ≥ j2.
Thus, if j ≥ max{j1, j2}, we get d(f(s), f(t)) ≤ 6η + η = 7η.
5. Finally, assume that (M,d) is a proper metric space. Once again (as at the beginning
of Step 4) it is convenient to denote the pointwise convergent subsequence of {fj} by
{fjp}∞p=1. So, since fjp → f pointwise on T as p→∞, we may apply Lemma 2.14(c) and
assumption (4.2) and get, for all ε > 0,
Vε(f, T ) ≤ lim inf
p→∞
Vε(fjp , T ) ≤ lim sup
j→∞
Vε(f, T ) <∞.
This and (4.1) (or Lemma 2.10 if T = I) also imply f ∈ Reg(T ;M).
This completes the proof of Theorem 4.1.
A few remarks concerning Theorem 4.1 are in order (see also Remarks 4.5 and 4.6).
Remark 4.2. If (M,d) is a proper metric space, then the assumption that ‘{fj} ⊂ MT
is pointwise relatively compact on T ’ in Theorem 4.1 can be replaced by an (seemingly
weaker, but, actually) equivalent condition ‘{fj} ⊂MT and {fj(t0)} is eventually bounded
inM for some t0 ∈ T ’ in the sense that there are J0 ∈ N and a constant C0 > 0 such that
d(fj(t0), fj′(t0)) ≤ C0 for all j, j′ ≥ J0. In fact, fixing ε > 0, e.g., ε = 1, by Lemma 2.5(b),
we get |fj(T )| ≤ V1(fj , T ) + 2 for all j ∈ N, and so, applying assumption (4.2),
lim sup
j→∞
|fj(T )| ≤ lim sup
j→∞
V1(fj , T ) + 2 <∞.
Hence, there are J1 ∈ N and a constant C1 > 0 such that |fj(T )| ≤ C1 for all j ≥ J1. By
the triangle inequality for d, given t ∈ T , we find, for all j, j′ ≥ max{J0, J1},
d(fj(t), fj′ (t)) ≤ d(fj(t), fj(t0)) + d(fj(t0), fj′(t0)) + d(fj′(t0), fj′(t))
≤ |fj(T )|+ C0 + |fj′(T )| ≤ C1 + C0 + C1, (4.7)
i.e., {fj(t)} is eventually bounded uniformly in t ∈ T . Thus, since M is proper, {fj(t)}
is relatively compact in M for all t ∈ T . In the case under consideration, an alternative
proof of Theorem 4.1, worth mentioning of, can be given (see Theorem 4.3 and its proof).
However, for a general metric space (M,d), the relative compactness of {fj(t)} at all
points t ∈ T cannot be replaced by their (closedness and) boundedness even at a single
point of T . To see this, let T = I = [a, b] and M = ℓ1 ⊂ RN be the (infinite-dimensional)
Banach space of all summable sequences u = {un}∞n=1 ∈ ℓ1 equipped with the norm
‖u‖ = ∑∞n=1 |un| < ∞. If j ∈ N, denote by ej = {un}∞n=1 the unit vector from ℓ1 given
by un = 0 if n 6= j and uj = 1. Now, define the sequence {fj} ⊂ MT by fj(a) = ej and
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fj(t) = 0 if a < t ≤ b, j ∈ N. We have: the set {fj(a)}∞j=1 = {ej : j ∈ N} is closed and
bounded in M , {fj(t)}∞j=1 = {0} is compact in M if a < t ≤ b, and (cf. Example 3.3 and
(3.10)), given j ∈ N, Vε(fj , T ) = 1 − 2ε if 0 < ε < 1/2, and Vε(fj, T ) = 0 if ε ≥ 1/2.
Clearly, condition (4.2) is satisfied for {fj}, but no subsequence of {fj} converges in M
at the point t = a.
Theorem 4.3. Suppose T ⊂ R, (M,d) is a proper metric space, and a sequence of
functions {fj} ⊂ MT is such that {fj(t0)} is eventually bounded in M for some t0 ∈ T
and condition (4.2) holds. Then, a subsequence of {fj} converges pointwise on T to a
bounded function f ∈MT such that Vε(f, T ) ≤ lim supj→∞ Vε(fj , T ) for all ε > 0.
Proof. 1. Let {εk}∞k=1 ⊂ (0,∞) be such that εk → 0 as k → ∞. Given k ∈ N, condition
(4.2) implies the existence of j′0(εk) ∈ N and a constant C(εk) > 0 such that Vεk (fj , T ) <
C(εk) for all j ≥ j′0(εk). By definition (2.6), for each j ≥ j′0(εk), there is g(k)j ∈ BV(T ;M)
such that(1)
d∞,T (fj , g
(k)
j ) ≤ εk and V (g(k)j , T ) ≤ C(εk). (4.8)
Since {fj(t0)} is eventually bounded and (4.2) holds, we get inequality (4.7) for all j, j′ ≥
max{J0, J1}. It follows that if t ∈ T , k ∈ N, and j, j′ ≥ j0(εk) ≡ max{j′0(εk), J0, J1}, we
find, by the triangle inequality for d, (4.8), and (4.7),
d(g
(k)
j (t), g
(k)
j′ (t)) ≤ d(g(k)j (t), fj(t)) + d(fj(t), fj′ (t)) + d(fj′ (t), g(k)j′ (t))
≤ d∞,T (g(k)j , fj) + d(fj(t), fj′ (t)) + d∞,T (fj′ , g(k)j′ )
≤ εk + (C0 + 2C1) + εk.
In this way, we have shown that
sup
j,j′≥j0(εk)
d(g
(k)
j (t), g
(k)
j′ (t)) ≤ 2εk + C0 + 2C1 for all k ∈ N and t ∈ T , (4.9)
and, by the second inequality in (4.8),
sup
j≥j0(εk)
V (g
(k)
j , T ) ≤ C(εk) for all k ∈ N. (4.10)
2. Applying Cantor’s diagonal procedure, let us show the following: given k ∈ N, there
exist a subsequence of {g(k)j }∞j=j0(εk), denoted by {g
(k)
j }∞j=1, and g(k) ∈ BV(T ;M) such
that
lim
j→∞
d(g
(k)
j (t), g
(k)(t)) = 0 for all t ∈ T. (4.11)
Setting k = 1 in (4.9) and (4.10), we find that the sequence {g(1)j }∞j=j0(ε1) has uniformly
bounded (by C(ε1)) Jordan variations and is uniformly bounded on T (by 2ε1+C0+2C1),
and so, since M is a proper metric space, the sequence is pointwise relatively compact
on T . By the Helly-type pointwise selection principle in BV(T ;M) (cf. property (V.4) on
p. 11), there are a subsequence {J1(j)}∞j=1 of {j}∞j=j0(ε1) and a function g(1) ∈ BV(T ;M)
(1) Conditions {fj} ⊂ M
T is relatively compact on T and {gj} ⊂ M
T is such that
d∞,T (fj , gj) ≤ ε for all j ∈ N do not imply in general that {gj} is also relatively compact
on T : e.g. (cf. notation in Remark 4.2), T = [0, 1], M = ℓ1 (which is not proper), fj(t) = 0 and
gj(t) = εtej for all j ∈ N and t ∈ T .
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such that g
(1)
J1(j)
(t)→ g(1)(t) in M as j →∞ for all t ∈ T . Pick the least number j1 ∈ N
such that J1(j1) ≥ j0(ε2). Inductively, if k ∈ N with k ≥ 2, a subsequence {Jk−1(j)}∞j=1 of
{j}∞j=j0(ε1), and the number jk−1 ∈ N such that Jk−1(jk−1) ≥ j0(εk) are already chosen,
we get the sequence of functions {g(k)Jk−1(j)}∞j=jk−1 ⊂ BV(T ;M), which, by virtue of (4.9)
and (4.10), satisfies conditions
sup
j,j′≥jk−1
d
(
g
(k)
Jk−1(j)
(t), g
(k)
Jk−1(j′)
(t)
) ≤ 2εk + C0 + 2C1 for all t ∈ T
and
sup
j≥jk−1
V
(
g
(k)
Jk−1(j)
, T
) ≤ C(εk).
By Helly’s-type selection principle (V.4) in BV(T ;M), there are a subsequence {Jk(j)}∞j=1
of {Jk−1(j)}∞j=jk−1 and a function g(k) ∈ BV(T ;M) such that g
(k)
Jk(j)
(t) → g(k)(t) in
M as j → ∞ for all t ∈ T . Since, for each k ∈ N, {Jj(j)}∞j=k is a subsequence of
{Jk(j)}∞j=jk−1 ⊂ {Jk(j)}∞j=1, we conclude that the diagonal sequence {g
(k)
Jj(j)
}∞j=1, (which
was) denoted by {g(k)j }∞j=1 (at the beginning of step 2), satisfies condition (4.11).
We denote the corresponding diagonal subsequence {fJj(j)}∞j=1 of {fj} again by {fj}.
3. Since BV(T ;M) ⊂ B(T ;M) (by (V.1) on p. 11), {g(k)}∞k=1 ⊂ B(T ;M). We are
going to show that {g(k)}∞k=1 is a Cauchy sequence with respect to the uniform metric
d∞,T . For this, we employ an idea from [37, p. 49].
Let η > 0 be arbitrary. From εk → 0, we find k0 = k0(η) ∈ N such that εk ≤ η for all
k ≥ k0. Now, suppose k, k′ ∈ N be (arbitrary) such that k, k′ ≥ k0. By virtue of (4.11),
for each t ∈ T , there is a number j1 = j1(t, η, k, k′) ∈ N such that if j ≥ j1, we have
d
(
g
(k)
j (t), g
(k)(t)
) ≤ η and d(g(k′)j (t), g(k′)(t)) ≤ η.
Now, it follows from the triangle inequality for d and the first inequality in (4.8) that if
j ≥ j1,
d
(
g(k)(t), g(k
′)(t)
) ≤ d(g(k)(t), g(k)j (t)) + d(g(k)j (t), fj(t))
+ d
(
fj(t), g
(k′)
j (t)
)
+ d
(
g
(k′)
j (t), g
(k′)(t)
)
≤ η + εk + εk′ + η ≤ 4η.
By the arbitrariness of t ∈ T , d∞,Td(g(k), g(k′)) ≤ 4η for all k, k′ ≥ k0.
4. Being proper, (M,d) is complete, and so, B(T ;M) is complete with respect to the
uniform metric d∞,T . By step 3, there is g ∈ B(T ;M) such that g(k) ⇒ g on T (i.e.,
d∞,T (g
(k), g)→ 0) as k →∞. Let us prove that fj → g pointwise on T as j →∞ ({fj}
being from the end of step 2).
Let t ∈ T and η > 0 be arbitrary. Choose and fix a number k = k(η) ∈ N such
that εk ≤ η and d∞,T (g(k), g) ≤ η. By (4.11), there is j2 = j2(t, η, k) ∈ N such that
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d(g
(k)
j (t), g
(k)(t)) ≤ η for all j ≥ j2, and so, (4.8) implies
d(fj(t), g(t)) ≤ d
(
fj(t), g
(k)
j (t)
)
+ d
(
g
(k)
j (t), g
(k)(t)
)
+ d
(
g(k)(t), g(t)
)
≤ εk + d
(
g
(k)
j (t), g
(k)(t)
)
+ d∞,T (g
(k), g)
≤ η + η + η = 3η for all j ≥ j2,
which proves our assertion.
Thus, we have shown that a suitable (diagonal) subsequence {fjp}∞p=1 of the original
sequence {fj}∞j=1 converges pointwise on T to the function g from B(T ;M). Setting f = g
and applying Lemma 2.14(c), we conclude that
Vε(f, T ) = Vε(g, T ) ≤ lim inf
p→∞
Vε(fjp , T ) ≤ lim sup
j→∞
Vε(fj , T ) ∀ ε > 0.
This completes the proof of Theorem 4.3.
A simple consequence of Theorem 4.3 is the following
Corollary 4.4. Assume that assumption (4.2) in Theorem 4.3 is replaced by condition
limj→∞ |fj(T )| = 0. Then, a subsequence of {fj} converges pointwise on T to a constant
function on T .
Proof. In fact, given ε > 0, there is j0 = j0(ε) ∈ N such that |fj(T )| ≤ ε for all j ≥ j0,
and so, by (2.11), Vε(fj , T ) = 0 for all j ≥ j0. This implies
lim sup
j→∞
Vε(fj , T ) ≤ sup
j≥j0
Vε(fj, T ) = 0 for all ε > 0.
By Theorem 4.3, a subsequence of {fj} converges pointwise on T to a function f ∈ MT
such that Vε(f, T ) = 0 for all ε > 0. Lemma 2.5(e) yields |f(T )| = 0, i.e., f is a constant
function on T .
Remark 4.5. The classical Helly selection principle for monotone functions (p. 37) is a
particular case of Theorem 4.1. In fact, suppose {ϕj} ⊂ RT is a sequence of monotone
functions, for which there is a constant C > 0 such that |ϕj(t)| ≤ C for all t ∈ T and
j ∈ N. Setting (M, ‖ · ‖) = (R, | · |), x = 1 and y = 0 in Example 3.1, for every j ∈ N
we find, from (3.8) and (3.3), that Vε(ϕj , T ) = |ϕj(T )| − 2ε if 0 < ε < 12 |ϕj(T )| and
Vε(ϕj , T ) = 0 if ε ≥ 12 |ϕj(T )|. Since |ϕj(T )| ≤ 2C, we get Vε(ϕj , T ) ≤ 2C for all j ∈ N
and ε > 0, and so, (4.2) is satisfied.
Similarly, Theorem 4.1 implies Helly’s selection principle for functions of bounded
variation (cf. property (V.4) on p. 11). In fact, if {fj} ⊂ MT and C = supj∈N V (fj , T )
is finite, then, by Lemma 2.5(a), Vε(fj , T ) ≤ C for all j ∈ N and ε > 0, and so, (4.2)
is fulfilled. Now, if a subsequence of {fj} converges pointwise on T to f ∈ MT , then
property (V.3) (p. 11) implies f ∈ BV(T ;M) with V (f, T ) ≤ C.
Remark 4.6. (a) Condition (4.2) is necessary for the uniform convergence in the fol-
lowing sense: if {fj} ⊂ MT , fj ⇒ f on T and Vε(f, T ) < ∞ for all ε > 0, then, by
Lemma 2.12(a),
lim sup
j→∞
Vε(fj , T ) ≤ Vε−0(f, T ) ≤ Vε′ (f, T ) <∞ for all 0 < ε′ < ε.
44 V.V. Chistyakov
(b) Contrary to this, (4.2) is not necessary for the pointwise convergence (see Ex-
amples 4.9 and 4.11). On the other hand, condition (4.2) is ‘almost necessary’ for the
pointwise convergence fj → f on T in the following sense. Assume that T ⊂ R is a
measurable set with finite Lebesgue measure L(T ) and {fj} ⊂MT is a sequence of mea-
surable functions such that fj → f on T (or even fj converges almost everywhere on T
to f) and Vε(f, T ) < ∞ for all ε > 0. By Egorov’s Theorem (e.g., [55, Section 3.2.7]),
given η > 0, there is a measurable set Tη ⊂ T such that L(T \ Tη) ≤ η and fj ⇒ f on
Tη. By (a) above and Lemma 2.2(b), we have
lim sup
j→∞
Vε(fj , Tη) ≤ Vε′(f, Tη) ≤ Vε′ (f, T ) <∞ for all 0 < ε′ < ε.
4.2. Examples illustrating Theorem 4.1.
Example 4.7. The main assumption (4.2) in Theorem 4.1 is essential. In fact, it is well
known that the sequence of functions {fj} ⊂ RT on the interval T = [0, 2π] defined by
fj(t) = sin(jt), 0 ≤ t ≤ 2π, has no subsequence convergent at all points of T (cf. [16,
Example 3]; more explicitly this is revived in Remark 4.8 below). Let us show that {fj}
does not satisfy condition (4.2).
Let us fix j ∈ N. First, note that, given t, s ∈ [0, 2π], we have sin(jt) = 0 if and only if
t = tk = kπ/j, k = 0, 1, 2, . . . , 2j, and | sin(js)| = 1 if and only if s = sk = 12 (tk−1+ tk) =
(k − 12 )π/j, k = 1, 2, . . . , 2j. Setting Ik = [tk−1, sk] and I ′k = [sk, tk], we find
T = [0, 2π] =
2j⋃
k=1
[tk−1, tk] =
2j⋃
k=1
(Ik ∪ I ′k) (non-overlapping intervals),
and fj is strictly monotone on each interval Ik and I
′
k, k = 1, 2 . . . , 2j. By virtue of
Lemma 2.8, given ε > 0, we have
2j∑
k=1
(
Vε(fj , Ik)+Vε(fj , I
′
k)
) ≤ Vε(fj , T ) ≤ 2j∑
k=1
(
Vε(fj , Ik)+Vε(fj , I
′
k)
)
+(4j− 1)2ε. (4.12)
It suffices to calculate Vε(fj, Ik) for k = 1, where I1 = [t0, s1] = [0, π/2j] (the other ε-
variations in (4.12) are calculated similarly and give the same value). Since fj is strictly
increasing on I1, fj(I1) = [0, 1] and |fj(I1)| = 1, (3.8) and (3.3) imply Vε(fj , I1) = 1− 2ε
if 0 < ε < 12 (and Vε(fj , I1) = 0 if ε ≥ 12 ). Hence, Vε(fj , Ik) = Vε(fj , I ′k) = 1 − 2ε for all
0 < ε < 12 and k = 1, 2, . . . , 2j, and it follows from (4.12) that
4j(1− 2ε) ≤ Vε(fj , T ) ≤ 4j(1− 2ε) + (4j − 1)2ε = 4j − 2ε, 0 < ε < 12 .
Thus, condition (4.2) is not satisfied by {fj}.
Remark 4.8. Since the sequence of functions {fj}∞j=1 from Example 4.7, i.e., fj(t) =
sin(jt) for t ∈ [0, 2π], plays a certain role in the sequel as well, for the sake of complete-
ness, we recall here the proof of the fact (e.g., [56, Chapter 7, Example 7.20]) that no
subsequence of {sin(jt)}∞j=1 converges in R for all t ∈ [0, 2π]; note that {fj} is a uniformly
bounded sequence of continuous functions on the compact set [0, 2π]. On the contrary,
assume that there is an increasing sequence {jp}∞p=1 ⊂ N such that sin(jpt) converges
as p → ∞ for all t ∈ [0, 2π]. Given t ∈ [0, 2π], this implies sin(jpt) − sin(jp+1t) → 0,
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and so, (sin(jpt) − sin(jp+1t))2 → 0 as p → ∞. By Lebesgue’s dominated convergence
theorem, Ip ≡
∫ 2pi
0 (sin(jpt) − sin(jp+1t))2dt → 0 as p → ∞. However, a straightforward
computation of the integral Ip (note that jp<jp+1) gives the value Ip = 2π for all p ∈ N,
which is a contradiction.
More precisely (cf. [56, Chapter 10, Exercise 16]), the set E ⊂ [0, 2π] of all points
t ∈ [0, 2π], for which sin(jpt) converges as p→∞ (with {jp}∞p=1 as above), is of Lebesgue
measure zero, L(E) = 0. To see this, it suffices to note that, for a measurable set A ⊂ E,∫
A
sin(jpt)dt→ 0 and∫
A
(sin(jpt))
2dt =
1
2
∫
A
(1 − cos(2jpt))dt→ 1
2
L(A) as p→∞.
To illustrate the assertion in the previous paragraph, let us show that, given t ∈ R,
sin(jt) converges as j → ∞ if and only if sin t = 0 (i.e., t = πk for some integer k).
Since the sufficiency is clear, we prove the necessity. Suppose t ∈ R and the limit φ(t) =
limj→∞ sin(jt) exists in R. To show that sin t = 0, we suppose, by contadiction, that
sin t 6= 0. Passing to the limit as j → ∞ in sin(j + 2)t + sin(jt) = 2 sin(j + 1)t · cos t,
we get φ(t) + φ(t) = 2φ(t) cos t, which is equivalent to φ(t) = 0 or cos t = 1. Since
sin(j + 1)t = sin(jt) · cos t+ sin t · cos(jt), we find
cos(jt) =
sin(j + 1)t− sin(jt) · cos t
sin t
,
and so, limj→∞ cos(jt) = φ(t)(1 − cos t)/ sin t. Hence
1 = lim
j→∞
(
sin2(jt) + cos2(jt)
)
= (φ(t))2 + (φ(t))2 ·
(
1−cos t
sin t
)2
= (φ(t))2 · 2(1−cos t)
sin2 t
,
and so, φ(t) 6= 0 and 1 6= cos t, which is a contradition. (In a similar manner, one may
show that, given t ∈ R, cos(jt) converges as j →∞ if and only if cos t = 1, i.e., t = 2πk
for some integer k; see [5, p. 233]).
Returning to the convergence set E ⊂ [0, 2π] of the sequence {sin(jpt)}∞p=1, as a
consequence of the previous assertion, we find that if jp = p, then E = {0, π, 2π}. In
general, the set E may be ‘quite large’: for instance, if jp = p!, then E = π · (Q ∩ [0, 2]),
which is countable and dense in [0, 2π].
Example 4.9. That condition (4.2) in Theorem 4.1 is not necessary for the pointwise
convergence fj → f can be illustrated by the sequence {fj} from Example 3.9, where
I = [a, b] = [0, 1]. We assert that if 0 < ε < 12d(x, y), then limj→∞ Vε(fj , I) = ∞. To
see this, given j ∈ N, we consider a partition of I as defined in (3.41). Supposing that
g ∈M I is arbitrary such that d∞,I(fj , g) ≤ ε, we find, by virtue of (2.2),
V (g, I) ≥
j!∑
k=1
d(g(tk), g(sk)) ≥
j!∑
k=1
(
d(f(tk), f(sk))−2ε
)
=j!
(
d(x, y)−2ε).
By definition (2.6), Vε(fj , I) ≥ j!(d(x, y)− 2ε), which proves our assertion.
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Example 4.10. The choice of an appropriate (equivalent) metric on M is essential in
Theorem 4.1. (Recall that two metrics d and d′ on M are equivalent if, given a sequence
{xj} ⊂M and x ∈M , conditions d(xj , x)→ 0 and d′(xj , x)→ 0 are equivalent.)
Let d be an unbounded metric on M , i.e., supx,y∈M d(x, y) = ∞ (for instance, given
N ∈ N and q ≥ 1, M = RN and d(x, y) = ‖x − y‖, where x = (x1, . . . , xN ), y =
(y1, . . . , yN ) ∈ RN and ‖x‖ =
(∑N
i=1 |xi|q
)1/q
). The unboundedness of d is equivalent
to supx∈M d(x, y) = ∞ for all y ∈ M , so let us fix y0 ∈ M and pick {xj} ⊂ M such
that d(xj , y0) → ∞ as j → ∞ (e.g., in the case M = RN we may set xj = (j, j, . . . , j)
and y0 = (0, 0, . . . , 0)). Given a sequence {τj} ⊂ (a, b) ⊂ I = [a, b] such that τj → a as
j →∞, define {fj} ⊂M I by (cf. Example 3.3)
fj(τj) = xj and fj(t) = y0 if t ∈ I \ {τj}, j ∈ N.
Clearly, fj → c(t) ≡ y0 pointwise on I, and so, {fj} is pointwise relatively compact
on I (this can be seen directly by noting that the set {fj(t) : j ∈ N} is equal to {xk :
k ∈ N and τk = t}∪{y0}, which is finite for all t ∈ I). Given ε > 0, there is j0 = j0(ε) ∈ N
such that |fj(I)| = d(xj , y0) > 2ε for all j ≥ j0, and so, by Lemma 2.5(f),
Vε(fj , I) ≥ |fj(I)| − 2ε = d(xj , y0)− 2ε for all j ≥ j0.
Since limj→∞ d(xj , y0) = ∞, this implies limj→∞ Vε(fj , I) = ∞, and so, Theorem 4.1 is
inapplicable in this context.
On the other hand, the metric d′ on M , given by d′(x, y) = d(x,y)1+d(x,y) , x, y ∈ M , is
equivalent to d. Let us denote by V ′(fj , I) and V
′
ε (fj , I) the variation and the ε-variation
of fj on I with respect to metric d
′, respectively. The variation V ′(fj , I) is equal to (by
virtue of the additivity of V ′)
V ′(fj , I)=V
′(fj , [a, τj ]) + V
′(fj , [τj , b])=d
′(xj , y0) + d
′(xj , y0)=2
d(xj , y0)
1 + d(xj , y0)
.
Now, if ε > 0, by Lemma 2.5(a), V ′ε (fj , I) ≤ V ′(fj , I) for all j ∈ N, and so,
lim sup
j→∞
V ′ε (fj , I) ≤ lim
j→∞
V ′(fj , I) = 2.
Thus, the main assumption (4.2) in Theorem 4.1 is satisfied, and this Theorem is appli-
cable to the sequence {fj}.
Another interpretation of this example is that the main condition (4.2) is not invariant
under equivalent metrics on M .
Example 4.11. Here we show that condition (4.2) in Theorem 4.1 is not necessary for the
pointwise convergence fj → f on T , although we have Vε(fj, T ) <∞ and Vε(f, T ) <∞
for all ε > 0. Furthermore, condition (4.2) may not hold with respect to any (equivalent)
metric on M such that d(fj(t), f(t)) → 0 as j →∞ for all t ∈ T . In fact, let T = [0, 2π]
and M = R, and define {fj} ⊂ MT by (cf. [16, Example 4]): fj(t) = sin(j2t) if 0 ≤
t ≤ 2π/j and fj(t) = 0 if 2π/j < t ≤ 2π, j ∈ N. Clearly, {fj} converges pointwise on
T to the function f ≡ 0 with respect to any metric d on M , which is equivalent to the
usual metric (x, y) 7→ |x− y| on R. Since fj is continuous on T = [0, 2π] with respect to
metric |x − y|, and so, with respect to d, we find, by Lemma 2.10, Vε(fj , T ) < ∞ and
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Vε(f, T ) = 0 with respect to d for all j ∈ N and ε > 0. Now, given j, n ∈ N, we set
sj,n =
1
j2
(
2πn− 3π
2
)
and tj,n =
1
j2
(
2πn− π
2
)
,
so that fj(sj,n) = 1 and fj(tj,n) = −1. Note also that
0 < sj,1 < tj,1 < sj,2 < tj,2 < · · · < sj,j < tj,j < 2π/j for all j ∈ N.
Let 0 < ε < 12d(1,−1). Given j ∈ N, suppose g∈MT is arbitrary such that d∞,T (fj , g)≤ε.
The definition of V (g, T ) and (2.2) give
V (g, T ) ≥
j∑
n=1
d(g(sj,n), g(tj,n)) ≥
j∑
n=1
(
d(fj(sj,n), fj(tj,n)) − 2ε
)
=
(
d(1,−1)− 2ε)j.
By the arbitrariness of g as above and (2.6), Vε(fj , T ) ≥ (d(1,−1)−2ε)j, and so, condition
(4.2) is not fulfilled for 0 < ε < 12d(1,−1).
Example 4.12. (a) Theorem 4.1 is inapplicable to the sequence {fj} from Example 3.7,
because (although fj ⇒ f = Dx,y on I) limj→∞ Vε(fj , I) = ∞ for ε = 12‖x − y‖.
The reason is that the limit function Dx,y is not regulated (if x 6= y). However, see
Remark 4.6(a) if the limit function is regulated.
(b) Nevertheless, Theorem 4.1 can be successfully applied to sequences of nonregulated
functions. To see this, we again use the context of Example 3.7, where we suppose x =
y ∈ M , so that f(t) = Dx,x(t) = x, t ∈ I. Recall also that we have fj = Dxj,yj with
xj 6= yj, j ∈ N, xj → x and yj → y = x in M , and fj ⇒ f ≡ x on I. Given ε > 0, there is
j0 = j0(ε) ∈ N such that ‖xj − yj‖ ≤ 2ε for all j ≥ j0, which implies, by virtue of (3.36),
Vε(fj , I) = 0 for all j ≥ j0. This yields condition (4.2):
lim sup
j→∞
Vε(fj , I) ≤ sup
j≥j0
Vε(fj , I) = 0
(cf. also [24, Example 3]).
On the other hand, for a fixed k ∈ N and 0 < ε < 12‖xk − yk‖, we have, from
(3.36), Vε(fk, I) = ∞, and so, supj∈N Vε(fj , I) ≥ Vε(fk, I) = ∞. Thus, condition of
uniform boundedness of ε-variations supj∈N Vε(fj , I) < ∞, which was assumed in [37,
Theorem 3.8], is more restrictive than condition (4.2).
4.3. Two extensions of Theorem 4.1. Applying Theorem 4.1 and the diagonal pro-
cedure over expanding intervals, we get the following local version of Theorem 4.1.
Theorem 4.13. If T ⊂ R, (M,d) is a metric space and {fj} ⊂ MT is a pointwise
relatively compact sequence of functions such that
lim sup
j→∞
Vε(fj , T ∩ [a, b]) <∞ for all a, b ∈ T , a ≤ b, and ε > 0,
then a subsequence of {fj} converges pointwise on T to a regulated function f ∈Reg(T ;M)
such that f is bounded on T ∩ [a, b] for all a, b ∈ T , a ≤ b.
Proof. With no loss of generality, we may assume that sequences {ak} and {bk} from T
are such that ak+1<ak<bk<bk+1 for all k∈N, ak → inf T /∈ T and bk → supT /∈ T as
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k→∞. By Theorem 4.1, applied to {fj} on T ∩[a1, b1], there is a subsequence {J1(j)}∞j=1
of {J0(j)}∞j=1 = {j}∞j=1 such that {fJ1(j)}∞j=1 converges pointwise on T ∩ [a1, b1] to a
bounded regulated function f ′1 : T ∩ [a1, b1]→M . Since
lim sup
j→∞
Vε(fJ1(j), T ∩ [a2, b2]) ≤ lim sup
j→∞
Vε(fj , T ∩ [a2, b2])<∞ for all ε > 0,
applying Theorem 4.1 to {fJ1(j)}∞j=1 on T ∩ [a2, b2], we find a subsequence {J2(j)}∞j=1 of
{J1(j)}∞j=1 such that {fJ2(j)}∞j=1 converges pointwise on the set T ∩ [a2, b2] to a bounded
regulated function f ′2 : T ∩ [a2, b2] → M . Since [a1, b1] ⊂ [a2, b2], we get f ′2(t) = f ′1(t)
for all t ∈ T ∩ [a1, b1]. Proceeding this way, for each k ∈ N we obtain a subsequence
{Jk(j)}∞j=1 of {Jk−1(j)}∞j=1 and a bounded regulated function f ′k : T ∩ [ak, bk]→M such
that fJk(j) → f ′k on T ∩ [ak, bk] as j →∞ and f ′k(t) = f ′k−1(t) for all t ∈ T ∩ [ak−1, bk−1].
Define f : T → M as follows: given t ∈ T , we have inf T < t < supT , so there is
k = k(t) ∈ N such that t ∈ T ∩ [ak, bk], and so, we set f(t) = f ′k(t). The diagonal sequence
{fJj(j)}∞j=1 converges pointwise on T to the function f , which satisfies the conclusions of
Theorem 4.13.
Theorem 4.1 implies immediately that if (M,d) is a proper metric space, {fj} ⊂MT
is a pointwise relatively compact sequence and there is E ⊂ T of measure zero, L(E) = 0,
such that lim supj→∞ Vε(fj , T \E) <∞ for all ε > 0, then a subsequence of {fj} converges
a.e. (= almost everywhere) on T to a function f ∈MT such that Vε(f, T \E) <∞ for all
ε > 0. The following theorem is a selection principle for the a.e. convergence (it may be
considered as subsequence-converse to Remark 4.6(b) concerning the ‘almost necessity’
of condition (4.2) for the pointwise convergence).
Theorem 4.14. Suppose T ⊂ R, (M,d) is a proper metric space and {fj} ⊂ MT is
a pointwise relatively compact (or a.e. relatively compact) on T sequence of functions
satisfying the condition: for every η > 0 there is a measurable set Eη ⊂ T of Lebesgue
measure L(Eη) ≤ η such that
lim sup
j→∞
Vε(fj , T \ Eη) <∞ for all ε > 0. (4.13)
Then a subsequence of {fj} converges a.e. on T to a function f ∈MT having the property:
given η > 0, there is a measurable set E′η ⊂ T of Lebesgue measure L(E′η) ≤ η such that
Vε(f, T \ E′η) <∞ for all ε > 0.
Proof. We follow the proof of Theorem 6 from [16] with appropriate modifications. Let
T0 ⊂ T be a set of Lebesgue measure zero such that the set {fj(t) : j ∈ N} is relatively
compact in M for all t ∈ T \ T0. We employ Theorem 4.1 several times as well as the
diagonal procedure. By the assumption, there is a measurable set E1 ⊂ T of measure
L(E1) ≤ 1 such that (4.13) holds with η = 1. The sequence {fj} is pointwise relatively
compact on T \ (T0 ∪ E1) and, by Lemma 2.2(b), for all ε > 0,
lim sup
j→∞
Vε(fj , T \ (T0 ∪ E1)) ≤ lim sup
j→∞
Vε(fj , T \ E1) <∞.
By Theorem 4.1, there are a subsequence {J1(j)}∞j=1 of {j}∞j=1 and a function f (1) :
T \ (T0 ∪ E1) → M , satisfying Vε(f (1), T \ (T0 ∪ E1)) < ∞ for all ε > 0, such that
fJ1(j) → f (1) pointwise on T \(T0∪E1) as j →∞. Inductively, if k ≥ 2 and a subsequence
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{Jk−1(j)}∞j=1 of {j}∞j=1 is already chosen, by the assumption (4.13), there is a measurable
set Ek ⊂ T with L(Ek) ≤ 1/k such that lim supj→∞ Vε(fj , T \ Ek) < ∞ for all ε > 0.
The sequence {fJk−1(j)}∞j=1 is pointwise relatively compact on T \ (T0 ∪ Ek) and, again
by Lemma 2.2(b), for all ε > 0,
lim sup
j→∞
Vε(fJk−1(j), T \ (T0 ∪ Ek)) ≤ lim sup
j→∞
Vε(fJk−1(j), T \ Ek)
≤ lim sup
j→∞
Vε(fj , T \ Ek) <∞.
Theorem 4.1 implies the existence of a subsequence {Jk(j)}∞j=1 of {Jk−1(j)}∞j=1 and a
function f (k) : T \ (T0 ∪ Ek) → M , satisfying Vε(f (k), T \ (T0 ∪ Ek)) < ∞ for all ε > 0,
such that fJk(j) → f (k) pointwise on T \ (T0 ∪Ek) as j →∞.
The set E = T0 ∪
⋂∞
k=1Ek is of measure zero, and we have the equality T \ E =⋃∞
k=1(T \ (T0 ∪ Ek)). Define the function f : T \ E → M as follows: given t ∈ T \ E,
there is k ∈ N such that t ∈ T \ (T0∪Ek), and so, we set f(t) = f (k)(t). The value f(t) is
well-defined, i.e., it is independent of a particular k: in fact, if t ∈ T \ (T0 ∪Ek1) for some
k1 ∈ N with, say, k < k1 (with no loss of generality), then, by the construction above,
{Jk1(j)}∞j=1 is a subsequence of {Jk(j)}∞j=1, which implies
f (k1)(t) = lim
j→∞
fJk1(j)(t) = limj→∞
fJk(j)(t) = f
(k)(t) in M.
Let us show that the diagonal sequence {fJj(j)}∞j=1 (which, of course, is a subsequence
of the original sequence {fj}) converges pointwise on T \E to the function f . To see this,
suppose t ∈ T \ E. Then t ∈ T \ (T0 ∪ Ek) for some k ∈ N, and so, f(t) = f (k)(t). Since
{fJj(j)}∞j=k is a subsequence of {fJk(j)}∞j=1, we find
lim
j→∞
fJj(j)(t) = lim
j→∞
fJk(j)(t) = f
(k)(t) = f(t) in M.
We extend f from T \E to the whole T arbitrarily and denote this extension again by f .
Given η > 0, pick the minimal k ∈ N such that 1/k ≤ η and set E′η = T0 ∪Ek. It follows
that L(E′η) = L(Ek) ≤ 1/k ≤ η, f = f (k) on T \ (T0 ∪ Ek) = T \ E′η, and
Vε(f, T \ E′η) = Vε(f (k), T \ (T0 ∪ Ek)) <∞ for all ε > 0,
which was to be proved.
4.4. Weak pointwise selection principles. In this section, we establish a variant of
Theorem 4.1 for functions with values in a reflexive Banach space taking into account
some specific features of this case (such as the validity of the weak pointwise convergence
of sequences of functions).
Suppose (M, ‖ · ‖) is a normed linear space over the field K = R or C (equipped
with the absolute value | · |) and M∗ is its dual, i.e., M∗ = L(M ;K) is the space of all
continuous (= bounded) linear functionals onM . Recall thatM∗ is a Banach space under
the norm
‖x∗‖ = sup{|x∗(x)| : x ∈M and ‖x‖ ≤ 1}, x∗ ∈M∗. (4.14)
The natural duality between M and M∗ is determined by the bilinear functional 〈·, ·〉 :
M ×M∗ → K defined by 〈x, x∗〉 = x∗(x) for all x ∈ M and x∗ ∈ M∗. Recall also that
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a sequence {xj} ⊂ M is said to converge weakly in M to an element x ∈ M , written as
xj
w→ x in M , if 〈xj , x∗〉 → 〈x, x∗〉 in K as j →∞ for all x∗ ∈M∗. It is well known that
if xj
w→ x in M , then ‖x‖ ≤ lim infj→∞ ‖xj‖.
The notion of the approximate variation {Vε(f, T )}ε>0 for f ∈MT is introduced as in
(2.6) with respect to the induced metrics d(x, y) = ‖x− y‖, x, y ∈ M , and d∞,T (f, g) =
‖f − g‖∞,T = supt∈T ‖f(t)− g(t)‖, f, g ∈MT .
Theorem 4.15. Let T ⊂ R and (M, ‖ · ‖) be a reflexive Banach space with separable dual
(M∗, ‖ · ‖). Suppose the sequence {fj} ⊂MT is such that
(i) supj∈N ‖fj(t0)‖ ≤ C0 for some t0 ∈ T and C0 ≥ 0;
(ii) v(ε) ≡ lim supj→∞ Vε(fj, T ) <∞ for all ε > 0.
Then, there is a subsequence of {fj}, again denoted by {fj}, and a function f ∈ MT ,
satisfying Vε(f, T ) ≤ v(ε) for all ε > 0 (and, a fortiori, f is bounded and regulated on
T ), such that fj(t)
w→ f(t) in M for all t ∈ T .
Proof. 1. First, we show that there is j0 ∈ N such that C(t) ≡ supj≥j0 ‖fj(t)‖ is finite
for all t ∈ T . In fact, by Lemma 2.5(b), |fj(T )| ≤ Vε(fj , T ) + 2ε with, say, ε = 1, for all
j ∈ N, which implies
lim sup
j→∞
|fj(T )| ≤ lim sup
j→∞
V1(fj , T ) + 2 = v(1) + 2 <∞ by (ii),
and so, there is j0 ∈ N and a constant C1 > 0 such that |fj(T )| ≤ C1 for all j ≥ j0. Now,
given j ≥ j0 and t ∈ T , we get, by (i),
‖fj(t)‖ ≤ ‖fj(t0)‖ + ‖fj(t)− fj(t0)‖ ≤ C0 + |fj(T )| ≤ C0 + C1,
i.e., C(t) ≤ C0 + C1 for all t ∈ T .
2. Given j ∈ N and x∗ ∈ M∗, we set fx∗j (t) = 〈fj(t), x∗〉 for all t ∈ T . Let us verify
that the sequence {fx∗j }∞j=j0 ⊂ KT satisfies the assumptions of Theorem 4.1. By (4.14)
and Step 1, we have
|fx∗j (t)| ≤ ‖fj(t)‖·‖x∗‖ ≤ C(t)‖x∗‖ for all t ∈ T and j ≥ j0, (4.15)
and so, {fx∗j }∞j=j0 is pointwise relatively compact on T . If x∗ = 0, then fx
∗
j = 0 in K
T ,
which implies Vε(f
x∗
j , T ) = 0 for all j ∈ N and ε > 0. Now, we show that if x∗ 6= 0, then
Vε(f
x∗
j , T ) ≤ Vε/‖x∗‖(fj , T )‖x∗‖ for all j ∈ N and ε > 0. (4.16)
To prove (4.16), we may assume that Vε/‖x∗‖(fj , T ) < ∞. By definition (2.6), for every
η > 0 there is gj = gj,η ∈ BV(T ;M) (also depending on ε and x∗) such that
‖fj − gj‖∞,T ≤ ε/‖x∗‖ and V (gj, T ) ≤ Vε/‖x∗‖(fj , T ) + η.
Setting gx
∗
j (t) = 〈gj(t), x∗〉 for all t ∈ T (and so, gx
∗
j ∈ KT ), we find∣∣fx∗j − gx∗j ∣∣∞,T = sup
t∈T
|〈fj(t)− gj(t), x∗〉| ≤ sup
t∈T
‖fj(t)− gj(t)‖·‖x∗‖
= ‖fj − gj‖∞,T‖x∗‖ ≤ (ε/‖x∗‖)‖x∗‖ = ε.
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Furthermore, it is straightforward that V (gx
∗
j , T )≤V (gj , T )‖x∗‖. Once again from defi-
nition (2.6), it follows that
Vε(f
x∗
j , T ) ≤ V (gx
∗
j , T ) ≤ V (gj , T )‖x∗‖ ≤
(
Vε/‖x∗‖(fj , T ) + η
)‖x∗‖.
Passing to the limit as η → +0, we arrive at (4.16). Now, by (4.16) and (ii), for every
ε > 0 and x∗ ∈M∗, x∗ 6= 0, we have
vx∗(ε) ≡ lim sup
j→∞
Vε(f
x∗
j , T ) ≤ v(ε/‖x∗‖)‖x∗‖ <∞. (4.17)
Taking into account (4.15) and (4.17), given x∗ ∈ M∗, we may apply Theorem 4.1
to the sequence {fx∗j }∞j=j0 ⊂ KT and extract a subsequence {fj,x∗}∞j=1 (depending on x∗
as well) of {fj}∞j=j0 and find a function fx∗ ∈ KT , satisfying Vε(fx∗ , T ) ≤ vx∗(ε) for all
ε > 0 (and so, fx∗ is bounded and regulated on T ), such that 〈fj,x∗(t), x∗〉→fx∗(t) in K
as j→∞ for all t ∈ T .
3. Making use of the diagonal procedure, we are going to get rid of the dependence of
{fj,x∗}∞j=1 on the element x∗ ∈M∗. SinceM∗ is separable,M∗ contains a countable dense
subset {x∗k}∞k=1. Setting x∗ = x∗1 in (4.15) and (4.17) and applying Theorem 4.1 to the
sequence of functions f
x∗1
j = 〈fj(·), x∗1〉 ∈ KT , j ≥ j0, we obtain a subsequence {J1(j)}∞j=1
of {j}∞j=j0 and a function fx∗1 ∈ KT (both depending on x∗1), satisfying Vε(fx∗1 , T ) ≤ vx∗1 (ε)
for all ε > 0, such that 〈fJ1(j)(t), x∗1〉 → fx∗1 (t) in K as j → ∞ for all t ∈ T . Inductively,
assume that k ≥ 2 and the subsequence {Jk−1(j)}∞j=1 of {j}∞j=j0 is already chosen. Putting
x∗ = x∗k, replacing j by Jk−1(j) in (4.15) and taking into account (4.17), we get
sup
j∈N
∣∣〈fJk−1(j)(t), x∗k〉∣∣ ≤ C(t)‖x∗k‖ for all t ∈ T
and
lim sup
j→∞
Vε
(〈fJk−1(j)(·), x∗k〉, T ) ≤ vx∗k(ε) <∞ for all ε > 0.
By Theorem 4.1, applied to the sequence {fx∗kJk−1(j)}∞j=1 ⊂ KT , there are a subsequence
{Jk(j)}∞j=1 of {Jk−1(j)}∞j=1 and a function fx∗k ∈ KT , satisfying Vε(fx∗k , T ) ≤ vx∗k(ε) for
all ε > 0, such that 〈fJk(j)(t), x∗k〉 → fx∗k(t) in K as j → ∞ for all t ∈ T . It follows
that the diagonal subsequence {fJj(j)}∞j=1 of {fj}∞j=j0 , denoted by {fj}∞j=1, satisfies the
condition:
lim
j→∞
〈fj(t), x∗k〉 = fx∗k(t) for all t ∈ T and k ∈ N. (4.18)
4. Let us show that the sequence fx
∗
j (t) = 〈fj(t), x∗〉, j ∈ N, is Cauchy in K for every
x∗ ∈ M∗ and t ∈ T . Since the sequence {x∗k}∞k=1 is dense in M∗, given η > 0, there is
k = k(η) ∈ N such that ‖x∗−x∗k‖ ≤ η/(4C(t)+1), and, by (4.18), there is j0 = j0(η) ∈ N
such that
∣∣〈fj(t), x∗k〉 − 〈fj′(t), x∗k〉∣∣ ≤ η/2 for all j, j′ ≥ j0. Hence
|fx∗j (t)− fx
∗
j′ (t)| ≤ ‖fj(t)− fj′(t)‖·‖x∗ − x∗k‖+ |〈fj(t), x∗k〉 − 〈fj′ (t), x∗k〉|
≤ 2C(t) η
4C(t) + 1
+
η
2
≤ η for all j, j′ ≥ j0.
By the completeness of (K, | · |), there is fx∗(t) ∈ K such that fx∗j (t) → fx∗(t) in K as
j → ∞. Thus, we have shown that for every x∗ ∈ M∗ there is a function fx∗ ∈ KT
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satisfying, by virtue of Lemma 2.14(c), (4.16) and (4.17),
Vε(fx∗ , T ) ≤ lim inf
j→∞
Vε(f
x∗
j , T ) ≤ vx∗(ε) for all ε > 0
and such that
lim
j→∞
〈fj(t), x∗〉 = fx∗(t) in K for all t ∈ T . (4.19)
5. Now, we show that, for every t ∈ T , the sequence {fj(t)} converges weakly in M
to an element of M . The reflexivity of M implies
fj(t) ∈M = M∗∗ = L(M∗;K) for all j ∈ N.
Define the functional Ft : M
∗ → K by Ft(x∗) = fx∗(t) for all x∗ ∈ M∗. It follows from
(4.19) that
lim
j→∞
〈fj(t), x∗〉 = fx∗(t) = Ft(x∗) for all x∗ ∈M∗,
i.e., the sequence of functionals {fj(t)} ⊂ L(M∗;K) converges pointwise on M∗ to the
functional Ft : M
∗ → K. By the uniform boundedness principle, Ft ∈ L(M∗;K) and
‖Ft‖ ≤ lim infj→∞ ‖fj(t)‖. Setting f(t) = Ft for all t ∈ T , we find f ∈ MT and, for all
x∗ ∈M∗ and t ∈ T ,
lim
j→∞
〈fj(t), x∗〉 = Ft(x∗) = 〈Ft, x∗〉 = 〈f(t), x∗〉, (4.20)
which means that fj(t)
w→ f(t) in M for all t ∈ T . (Note that (4.19) and (4.20) imply
fx∗(t) = 〈f(t), x∗〉 for all x∗ ∈M∗ and t ∈ T .)
6. It remains to prove that Vε(f, T ) ≤ v(ε) for all ε > 0. Recall that the sequence
{fj} ⊂ MT , we deal with here, is the diagonal sequence {fJj(j)}∞j=1 from the end of
Step 3, which satisfies conditions (4.20) and, in place of (ii),
lim sup
j→∞
Vε(fj , T ) ≤ v(ε) for all ε > 0. (4.21)
Let us fix ε > 0. Since v(ε) < ∞ by (ii), for every η > v(ε) condition (4.21) implies the
existence of j1 = j1(η, ε) ∈ N such that η > Vε(fj , T ) for all j ≥ j1. Hence, for every
j ≥ j1, by the definition of Vε(fj , T ), there is gj ∈ BV(T ;M) such that
‖fj − gj‖∞,T = sup
t∈T
‖fj(t)− gj(t)‖ ≤ ε and V (gj , T ) ≤ η. (4.22)
These conditions and assumption (i) imply supj≥j1 V (gj , T ) ≤ η and
‖gj(t0)‖ ≤ ‖gj(t0)− fj(t0)‖ + ‖fj(t0)‖ ≤ ‖gj − fj‖∞,T + C0 ≤ ε+ C0
for all j ≥ j1. Since (M, ‖ · ‖) is a reflexive Banach space with separable dual M∗, by
the weak Helly-type pointwise selection principle (see Theorem 7 and Remarks (1)–(4) in
[16], or Theorem 3.5 in [2, Chapter 1]), there are a subsequence {gjp}∞p=1 of {gj}∞j=j1 and
a function g ∈ BV(T ;M) such that gjp w→ g(t) in M as p→∞ for all t ∈ T . Noting that
fjp(t)
w→ f(t) in M as p→∞ for all t ∈ T as well, we get fjp(t)− gjp(t) w→ f(t)− g(t) in
M as p→∞, and so, taking into account the first condition in (4.22), we find
‖f(t)− g(t)‖ ≤ lim inf
p→∞
‖fjp(t)− gjp(t)‖ ≤ ε for all t ∈ T,
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which implies ‖f − g‖∞,T ≤ ε. Had we already shown that V (g, T ) ≤ η, definition (2.6)
would yield Vε(f, T ) ≤ V (g, T ) ≤ η for every η > v(ε), which completes the proof of
Theorem 4.15.
In order to prove that V (g, T ) ≤ η, suppose P = {ti}mi=0 ⊂ T is a partition of T .
Since gjp(t)
w→ g(t) in M as p → ∞ for all t ∈ T , given i ∈ {1, 2, . . . ,m}, we have
gjp(ti)− gjp(ti−1) w→ g(ti)− g(ti−1) in M as p→∞, and so,
‖g(ti)− g(ti−1)‖ ≤ lim inf
p→∞
‖gjp(ti)− gjp(ti−1)‖.
Summing over i = 1, 2, . . . ,m and taking into account the properties of the limit inferior
and the second condition in (4.22), we get
m∑
i=1
‖g(ti)− g(ti−1)‖ ≤
m∑
i=1
lim inf
p→∞
‖gjp(ti)− gjp(ti−1)‖
≤ lim inf
p→∞
m∑
i=1
‖gjp(ti)− gjp(ti−1)‖
≤ lim inf
p→∞
V (gjp , T ) ≤ η.
Thus, by the arbitrariness of partition P of T , we conclude that V (g, T ) ≤ η, which was
to be proved.
Assumption (ii) in Theorem 4.15 can be weakened as the following theorem shows.
Theorem 4.16. Under the assumptions of Theorem 4.15 on T and (M, ‖ · ‖), suppose
the sequence {fj} ⊂MT is such that
(i) C(t) ≡ supj∈N ‖fj(t)‖ <∞ for all t ∈ T ;
(ii) vx∗(ε) ≡ lim supj→∞ Vε(〈fj(·), x∗〉, T )<∞ for all ε>0 and x∗ ∈M∗.(2)
Then, there is a subsequence of {fj}, again denoted by {fj}, and a function f ∈ MT ,
satisfying Vε(〈f(·), x∗〉, T ) ≤ vx∗(ε) for all ε > 0 and x∗ ∈M∗, such that fj(t) w→ f(t) in
M as j →∞ for all t ∈ T .
Proof. It suffices to note that assumption (i) implies (4.15) with j0 = 1, replace (4.17)
by assumption (ii), and argue as in Steps 3–5 of the proof of Theorem 4.15.
The next example illustrates the applicability of Theorems 4.15 and 4.16.
Example 4.17. In examples (a) and (b) below, we assume the following. Let M =
L2[0, 2π] be the real Hilbert space of all square Lebesgue summable functions on the
interval [0, 2π] equipped with the inner product
〈x, y〉 =
∫ 2pi
0
x(s)y(s) ds and the norm ‖x‖ =
√
〈x, x〉, x, y ∈M.
It is well known thatM is separable, self-adjoint (M =M∗), and so, reflexive (M =M∗∗).
Given j ∈ N, define two functions xj , yj ∈M by
xj(s) = sin(js) and yj(s) = cos(js) for all s ∈ [0, 2π].
(2) As in Step 2 of the proof of Theorem 4.15, 〈fj(·), x
∗〉(t) = 〈fj(t), x
∗〉 = fx
∗
j (t), t ∈ T .
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Clearly, ‖xj‖ = ‖yj‖ =
√
π and, by Lyapunov-Parseval’s equality,
〈x, 1〉2
8
+
∞∑
j=1
(
〈x, xj〉2 + 〈x, yj〉2
)
= π‖x‖2, x ∈M,
we find 〈x, xj〉 → 0 and 〈x, yj〉 → 0 as j →∞ for all x ∈M , and so, xj w→ 0 and yj w→ 0
in M .
In examples (a) and (b) below, we set T = I = [0, 1].
(a) This example illustrates Theorem 4.15. Define the sequence {fj} ⊂MT by fj(t) =
txj , t ∈ T . Clearly, fj(t) w→ 0 inM for all t ∈ T . Note, however, that the sequence {fj(t)}
does not converge in (the norm of) M at all points 0 < t ≤ 1, because ‖fj(t)−fk(t)‖2 =
(‖xj‖2+‖xk‖2)t2 = 2πt2, j 6= k.
Since fj(0) = 0 in M for all j ∈ N, we verify only condition (ii) of Theorem 4.15.
Setting ϕ(t) = t for t ∈ T , x = xj and y = 0 in (3.1), we find |ϕ(T )| = 1 and ‖x‖ =
‖xj‖ =
√
π, and so, by virtue of (3.8), we get
Vε(fj , T ) =
{ √
π − 2ε if 0 < ε < √π/2
0 if ε ≥ √π/2 for all j ∈ N,
which implies condition (ii) in Theorem 4.15. Note that (cf. Lemma 2.5(a)) V (fj , T ) =
limε→+0 Vε(fj , T ) =
√
π for all j ∈ N. Also, it is to be noted that Theorem 4.1 is
inapplicable to {fj}, because the set {fj(t) : j ∈ N} is not relatively compact in (the
norm of) M for all 0 < t ≤ 1.
(b) Here we present an example when Theorem 4.16 is applicable, while Theorem 4.15
is not. Taking into account definition (3.28) of the Dirichlet function, we let the sequence
{fj} ⊂MT be given by fj(t) = Dxj ,yj (t) for all t ∈ T and j ∈ N. More explicitly,
fj(t)(s) = Dxj(s),yj(s)(t) =
{
sin(js) if t ∈ I1 ≡ [0, 1] ∩Q,
cos(js) if t ∈ I2 ≡ [0, 1] \Q,
s ∈ [0, 2π].
Note that
fj(t) = Dxj ,0(t) +D0,yj (t) = D1,0(t)xj +D0,1(t)yj , t ∈ T, (4.23)
where D1,0 and D0,1 are the corresponding real-valued Dirichlet functions on T = [0, 1].
By (4.23), fj(t)
w→ 0 in M for all t ∈ T . On the other hand, the sequence {fj(t)} diverges
in (the norm of) M at all points t ∈ T : in fact,
‖xj − xk‖2 = 〈xj − xk, xj − xk〉 = ‖xj‖2 + ‖xk‖2 = 2π, j 6= k,
and, similarly, ‖yj − yk‖2 = 2π, j 6= k, from which we get
‖fj(t)− fk(t)‖ =
{
‖xj − xk‖ if t ∈ I1
‖yj − yk‖ if t ∈ I2
=
√
2π, j 6= k.
(It already follows that Theorem 4.1 is inapplicable to {fj}.)
Given t ∈ T and j ∈ N, we have
‖fj(t)‖ = ‖Dxj,yj (t)‖ =
{
‖xj‖ if t ∈ I1
‖yj‖ if t ∈ I2
=
√
π,
and so, conditions (i) in Theorems 4.15 and 4.16 are satisfied.
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Let us show that condition (ii) in Theorem 4.15 does not hold. In fact, by (3.29) and
(3.30),
Vε(fj , T ) =
{
∞ if 0 < ε < 12‖xj − yj‖,
0 if ε ≥ 12‖xj − yj‖,
where ‖xj−yj‖2=〈xj−yj, xj − yj〉=‖xj‖2+‖yj‖2=2π, i.e., ‖xj−yj‖=
√
2π.
Now, we show that condition (ii) in Theorem 4.16 is satisfied (cf. Example 4.12). By
(4.23), for every x∗ ∈M∗ =M and t ∈ T , we have
〈fj(t), x∗〉 = 〈Dxj ,yj (t), x∗〉 = 〈D1,0(t)xj +D0,1(t)yj , x∗〉
= D1,0(t)〈xj , x∗〉+D0,1(t)〈yj , x∗〉 = Dx′
j
,y′
j
(t),
where x′j = 〈xj , x∗〉 and y′j = 〈yj , x∗〉. Again, by (3.29) and (3.30),
Vε(〈fj(·), x∗〉, T ) = Vε(Dx′
j
,y′
j
, T ) =
{
∞ if 0 < ε < 12 |x′j − y′j|,
0 if ε ≥ 12 |x′j − y′j|,
(4.24)
where |x′j − y′j | = |〈xj , x∗〉 − 〈yj , x∗〉| → 0 as j → ∞. Hence, given ε > 0, there is
j0 = j0(ε, x
∗) ∈ N such that |x′j − y′j | ≤ 2ε for all j ≥ j0, and so, (4.24) implies
Vε(〈fj(·), x∗〉, T ) = 0 for all j ≥ j0. Thus,
lim sup
j→∞
Vε(〈fj(·), x∗〉, T ) ≤ sup
j≥j0
Vε(〈fj(·), x∗〉, T ) = 0
(i.e., Vε(〈fj(·), x∗〉, T )→0, j→∞), which yields condition (ii) in Theorem 4.16.
4.5. Irregular pointwise selection principles. In what follows, we shall be dealing
with double sequences of the form α : N×N→ [0,∞] having the property that α(j, j) = 0
for all j ∈ N (e.g., (4.25)). The limit superior of α(j, k) as j, k →∞ is defined by
lim sup
j,k→∞
α(j, k) = lim
n→∞
sup
{
α(j, k) : j ≥ n and k ≥ n}.
For a number α0 ≥ 0, we say that α(j, k) converges to α0 as j, k → ∞ and write
limj,k→∞ α(j, k) = α0 if for every η > 0 there is J = J(η) ∈ N such that |α(j, k)−α0| ≤ η
for all j ≥ J and k ≥ J with j 6= k.
The main result of this section is the following irregular pointwise selection principle
in terms of the approximate variation (see also Example 4.27).
Theorem 4.18. Suppose T ⊂ R, (M, ‖ · ‖) is a normed linear space, and {fj} ⊂ MT is
a pointwise relatively compact sequence of functions such that
lim sup
j,k→∞
Vε(fj − fk, T ) <∞ for all ε > 0. (4.25)
Then {fj} contains a subsequence which converges pointwise on T .
In order to prove this theorem, we need a lemma.
Lemma 4.19. Suppose ε > 0, C > 0, and a sequence {Fj}∞j=1 ⊂MT of distinct functions
are such that
Vε(Fj − Fk, T ) ≤ C for all j, k ∈ N. (4.26)
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Then, there exist a subsequence {F εj }∞j=1 of {Fj}∞j=1 and a nondecreasing function ϕε :
T → [0, C] such that
lim
j,k→∞
Vε(F
ε
j − F εk , T ∩ (−∞, t]) = ϕε(t) for all t ∈ T. (4.27)
Since the proof of Lemma 4.19 is rather lengthy and involves certain ideas from formal
logic (Ramsey’s Theorem 4.20), for the time being we postpone it until the end of the
proof of Theorem 4.18.
Proof of Theorem 4.18. First, we may assume that T is uncountable. In fact, if T is (at
most) countable, then, by the relative compactness of sets {fj(t) : j ∈ N} ⊂ M for
all t ∈ T , we may apply the standard diagonal procedure to extract a subsequence of
{fj} which converges pointwise on T . Second, we may assume that all functions in the
sequence {fj} are distinct. To see this, we argue as follows. If there are only finitely many
distinct functions in {fj}, then we may choose a constant subsequence of {fj} (which is,
clearly, pointwise convergent on T ). Otherwise, we may pick a subsequence of {fj} (if
necessary) consisting of distinct functions.
Given ε > 0, we set (cf. (4.25))
C(ε) = 1 + lim sup
j,k→∞
Vε(fj − fk, T ) <∞.
So, there is j0(ε) ∈ N such that
Vε(fj − fk, T ) ≤ C(ε) for all j ≥ j0(ε) and k ≥ j0(ε). (4.28)
Let {εn}∞n=1⊂(0,∞) be a decreasing sequence such that εn→0 as n→∞.
We divide the rest of the proof into two main steps for clarity.
Step 1. There is a subsequence of {fj}, again denoted by {fj}, and for each n ∈ N
there is a nondecreasing function ϕn : T → [0, C(εn)] such that
lim
j,k→∞
Vεn(fj − fk, T ∩ (−∞, t]) = ϕn(t) for all t ∈ T. (4.29)
In order to prove (4.29), we apply Lemma 4.19, induction and the diagonal procedure.
Setting ε = ε1, C = C(ε1) and Fj = fJ0(j) with J0(j) = j0(ε1) + j − 1, j ∈ N, we find
that condition (4.28) implies (4.26), and so, by Lemma 4.19, there are a subsequence
{J1(j)}∞j=1 of {J0(j)}∞j=1 = {j}∞j=j0(ε1) and a nondecreasing function ϕ1 = ϕε1 : T →
[0, C(ε1)] such that
lim
j,k→∞
Vε1 (fJ1(j) − fJ1(k), T ∩ (−∞, t]) = ϕ1(t) for all t ∈ T.
Let j1 ∈ N be the least number such that J1(j1) ≥ j0(ε2). Inductively, suppose n ∈ N,
n ≥ 2, and a subsequence {Jn−1(j)}∞j=1 of {j}∞j=j0(ε1) and the number jn−1 ∈ N with
Jn−1(jn−1) ≥ j0(εn) are already chosen. To apply Lemma 4.19 once again, we set ε = εn,
C = C(εn) and Fj = fJ(j) with J(j) = Jn−1(jn−1 + j − 1), j ∈ N. Since for every j ∈ N
we have J(j) ≥ Jn−1(jn−1) ≥ j0(εn), we get, by (4.28),
Vεn(Fj − Fk, T ) ≤ C(εn) for all j, k ∈ N.
By Lemma 4.19, there are a subsequence {Jn(j)}∞j=1 of the sequence {J(j)}∞j=1, (more
explicitly) the latter being equal to {Jn−1(j)}∞j=jn−1 , and a nondecreasing function ϕn =
Approximate variation 57
ϕεn : T → [0, C(εn)] such that
lim
j,k→∞
Vεn(fJn(j) − fJn(k), T ∩ (−∞, t]) = ϕn(t) for all t ∈ T. (4.30)
We assert that the diagonal subsequence {fJj(j)}∞j=1 of {fj}, again denoted by {fj},
satisfies (4.29) for all n ∈ N. In order to see this, let us fix n ∈ N and t ∈ T . By (4.30),
given η > 0, there is a number J0 = J0(η, n, t) ∈ N such that if j′, k′ ≥ J0, j′ 6= k′, we
have ∣∣Vεn(fJn(j′) − fJn(k′), T ∩ (−∞, t])− ϕn(t)∣∣ ≤ η. (4.31)
Since {Jj(j)}∞j=n is a subsequence of {Jn(j)}∞j=1, there is a strictly increasing natural
sequence q : N → N such that Jj(j) = Jn(q(j)) for all j ≥ n. Define J∗ = max{n, J0}.
Now, for arbitrary j, k ≥ J∗, j 6= k, we set j′ = q(j) and k′ = q(k). Since j, k ≥ J∗ ≥ n,
we find Jj(j) = Jn(j
′) and Jk(k) = Jn(k
′), where j′ 6= k′, j′ = q(j) ≥ j ≥ J∗ ≥ J0 and,
similarly, k′ ≥ J0. It follows from (4.31) that∣∣Vεn(fJj(j) − fJk(k), T ∩ (−∞, t])− ϕn(t)∣∣ ≤ η.
which proves our assertion.
Step 2. Let Q denote an at most countable dense subset of T . Clearly, Q contains
every point of T which is not a limit point for T . Since, for any n ∈ N, the function ϕn
from (4.29) is nondecreasing on T , the set Qn ⊂ T of its points of discontinuity is at most
countable. We set S = Q ∪⋃∞n=1Qn. The set S is an at most countable dense subset of
T and has the property:
for each n ∈ N, the function ϕn is continuous on T \ S. (4.32)
By the relative compactness of the set {fj(t) : j ∈ N} for all t ∈ T and at most countability
of S ⊂ T , we may assume (applying the diagonal procedure and passing to a subsequence
of {fj} if necessary) that, for every s ∈ S, fj(s) converges in M as j → ∞ to a point of
M denoted by f(s) (hence f : S →M).
It remains to show that the sequence {fj(t)}∞j=1 is Cauchy in M for every t ∈ T \ S.
In fact, this and the relative compactness of {fj(t) : j ∈ N} imply the convergence of
fj(t) as j →∞ to a point of M denoted by f(t). In other words, fj converges pointwise
on T to the function f : T = S ∪ (T \ S)→M .
Let t ∈ T \ S and η > 0 be arbitrary. Since εn → 0 as n → ∞, choose and fix
n = n(η) ∈ N such that εn ≤ η. The definition of S implies that t is a limit point for T
and a point of continuity of ϕn, and so, by the density of S in T , there is s = s(n, t) ∈ S
such that |ϕn(t)−ϕn(s)| ≤ η. Property (4.29) yields the existence of j1 = j1(η, n, t, s) ∈ N
such that if j, k ≥ j1, j 6= k,∣∣Vεn(fj−fk, T ∩ (−∞, τ ])−ϕn(τ)∣∣ ≤ η for τ = t and τ = s.
Suppose s < t (the case when s > t is treated similarly). Applying Lemma 2.8 (with T
58 V.V. Chistyakov
replaced by T ∩ (−∞, t], T1—by T ∩ (−∞, s], and T2—by T ∩ [s, t]), we get
Vεn(fj−fk, T ∩ [s, t]) ≤ Vεn(fj−fk, T ∩ (−∞, t])− Vεn(fj−fk, T ∩ (−∞, s])
≤ |Vεn(fj−fk, T ∩ (−∞, t])−ϕn(t)|+ |ϕn(t)−ϕn(s)|
+ |ϕn(s)−Vεn(fj−fk, T ∩ (−∞, s])|
≤ η + η + η = 3η for all j, k ≥ j1 with j 6= k.
Now, given j, k ≥ j1, j 6= k, by the definition of Vεn(fj − fk, T ∩ [s, t]), there is gj,k ∈
BV(T ∩ [s, t];M), also depending on η, n, t and s, such that
‖(fj − fk)− gj,k‖∞, T∩[s,t] ≤ εn
and
V (gj,k, T ∩ [s, t]) ≤ Vεn(fj − fk, T ∩ [s, t]) + η.
These inequalities and (2.2) imply, for all j, k ≥ j1 with j 6= k,
‖(fj−fk)(s)−(fj−fk)(t)‖ ≤ ‖gj,k(s)−gj,k(t)‖ + 2‖(fj−fk)−gj,k‖∞, T∩[s,t]
≤ V (gj,k, T ∩ [s, t]) + 2εn ≤ (3η + η) + 2η = 6η.
Since the sequence {fj(s)}∞j=1 is convergent in M , it is Cauchy, and so, there is j2 =
j2(η, s) ∈ N such that ‖fj(s)−fk(s)‖ ≤ η for all j, k ≥ j2. It follows that j3 = max{j1, j2}
depends only on η (and t), and we have
‖fj(t)− fk(t)‖ ≤ ‖(fj − fk)(t)− (fj − fk)(s)‖ + ‖(fj − fk)(s)‖
≤ 6η + η = 7η for all j, k ≥ j3.
Thus, {fj(t)}∞j=1 is a Cauchy sequence in M , which completes the proof.
Various remarks and examples concerning Theorem 4.18 follow after the proof of
Lemma 4.19.
Now we turn to the proof of Lemma 4.19. We need Ramsey’s Theorem from formal
logic [54, Theorem A], which we are going to recall now.
Let Γ be a set, n ∈ N, and γ1, γ2, . . . , γn be (pairwise) distinct elements of Γ. The
(non-ordered) collection {γ1, γ2, . . . , γn} is said to be an n-combination of elements of
Γ (note that an n-combination may be generated by n! different injective functions γ :
{1, 2, . . . , n} → Γ with γi = γ(i) for all i = 1, 2, . . . , n). We denote by Γ[n] the family of
all n-combinations of elements of Γ.
Theorem 4.20 (Ramsey [54]). Suppose Γ is an infinite set, n,m ∈ N, and Γ[n] = ⋃mi=1Gi
is a disjoint union of m nonempty sets Gi ⊂ Γ[n]. Then, under the Axiom of Choice,
there are an infinite set ∆ ⊂ Γ and i0 ∈ {1, 2, . . . ,m} such that ∆[n] ⊂ Gi0 .
This theorem will be applied several times in the proof of Lemma 4.19 with Γ a subset
of {Fj : j ∈ N} and n = m = 2.
The application of Ramsey’s Theorem in the context of pointwise selection principles
was initiated by Schrader [58] and later on was extended by several authors (Di Piazza and
Maniscalco [35], Maniscalco [46], Chistyakov and Maniscalco [28], Chistyakov, Maniscalco
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and Tretyachenko [29], Chistyakov and Tretyachenko [33]) for real- and metric space-
valued functions of one and several real variables.
Proof of Lemma 4.19. We divide the proof into three steps.
Step 1. Let us show that for every t ∈ T there is a subsequence {F (t)j }∞j=1 of {Fj}∞j=1,
depending on t and ε, such that the double limit
lim
j,k→∞
Vε(F
(t)
j − F (t)k , T ∩ (−∞, t]) exists in [0, C] (4.33)
(clearly, the sequence {F (t)j }∞j=1 satisfies the uniform estimate (4.26)).
Given t ∈ T , for the sake brevity, we set T−t = T ∩ (−∞, t]. By Lemma 2.2(b) and
(4.26), we have
0 ≤ Vε(Fj − Fk, T−t ) ≤ Vε(Fj − Fk, T ) ≤ C for all j, k ∈ N.
In order to apply Theorem 4.20, we set Γ = {Fj : j ∈ N}, c0 = C/2, and denote by G1 the
set of those pairs {Fj , Fk} with j, k ∈ N, j 6= k, for which Vε(Fj−Fk, T−t ) ∈ [0, c0), and by
G2—the set of all pairs {Fj , Fk} with j, k ∈ N, j 6= k, such that Vε(Fj−Fk, T−t ) ∈ [c0, C].
Clearly, Γ[2] = G1 ∪ G2 and G1 ∩ G2 = ∅. If G1 and G2 are both nonempty, then, by
Theorem 4.20, there is a subsequence {F 1j }∞j=1 of {Fj}∞j=1 (cf. Remark 4.21) such that
either
(i1) {F 1j , F 1k } ∈ G1 for all j, k ∈ N, j 6= k, or
(ii1) {F 1j , F 1k } ∈ G2 for all j, k ∈ N, j 6= k.
In the case when G1 6= ∅ and (i1) holds, or G2 = ∅, we set [a1, b1] = [0, c0], while if
G2 6= ∅ and (ii1) holds, or G1 = ∅, we set [a1, b1] = [c0, C].
Inductively, assume that p ∈ N, p ≥ 2, and a subsequence {F p−1j }∞j=1 of {Fj}∞j=1 and
an interval [ap−1, bp−1] ⊂ [0, C] such that
Vε(F
p−1
j − F p−1k , T−t ) ∈ [ap−1, bp−1] for all j, k ∈ N, j 6= k,
are already chosen. To apply Theorem 4.20, we set Γ = {F p−1j : j ∈ N}, define cp−1 =
1
2 (ap−1 + bp−1), and denote by G1 the set of all pairs {F p−1j , F p−1k } with j, k ∈ N,
j 6= k, such that Vε(F p−1j − F p−1k , T−t ) ∈ [ap−1, cp−1), and by G2—the set of all pairs
{F p−1j , F p−1k } with j, k ∈ N, j 6= k, for which Vε(F p−1j − F p−1k , T−t ) ∈ [cp−1, bp−1]. We
have the union Γ[2] = G1 ∪ G2 of disjoint sets. If G1 and G2 are both nonempty, then,
by Ramsey’s Theorem, there is a subsequence {F pj }∞j=1 of {F p−1j }∞j=1 such that either
(ip) {F pj , F pk } ∈ G1 for all j, k ∈ N, j 6= k, or
(iip) {F pj , F pk } ∈ G2 for all j, k ∈ N, j 6= k.
If G1 6= ∅ and (ip) holds, or G2 = ∅, we set [ap, bp] = [ap−1, cp−1], while if G2 6= ∅ and
(iip) holds, or G1 = ∅, we set [ap, bp] = [cp−1, bp−1].
In this way for each p ∈ N we have nested intervals [ap, bp] ⊂ [ap−1, bp−1] in [a0, b0] =
[0, C] with bp − ap = C/2p and a subsequence {F pj }∞j=1 of {F p−1j }∞j=1 (where F 0j = Fj ,
j ∈ N) such that
Vε(F
p
j − F pk , T−t ) ∈ [ap, bp] for all j, k ∈ N, j 6= k.
Let ℓ ∈ [0, C] be the common limit of ap and bp as p→∞ (note that ℓ depends on t and
ε). Denoting the diagonal sequence {F jj }∞j=1 by {F (t)j }∞j=1 we infer that the limit in (4.33)
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is equal to ℓ. In fact, given η > 0, there is p(η) ∈ N such that ap(η), bp(η) ∈ [ℓ − η, ℓ + η]
and, since {F (t)j }∞j=p(η) is a subsequence of {F p(η)j }∞j=1, we find, for all j, k ≥ p(η) with
j 6= k, that
Vε(F
(t)
j − F (t)k , T−t ) ∈ [ap(η), bp(η)] ⊂ [ℓ− η, ℓ+ η].
Step 2. Given a set A ⊂ R, we denote by A its closure in R.
Let Q be an at most countable dense subset of T (hence Q ⊂ T ⊂ Q). The set
TL = {t ∈ T : T ∩ (t− δ, t) = ∅ for some δ > 0} of points from T , which are isolated
from the left for T , is at most countable, and the same is true for the set TR = {t ∈ T :
T ∩ (t, t+ δ) = ∅ for some δ > 0} of points from T isolated from the right for T . Clearly,
TL ∩ TR ⊂ Q, and the set Z = Q ∪ TL ∪ TR is an at most countable dense subset of T .
We assert that there are a subsequence {F ∗j }∞j=1 of {Fj}∞j=1 and a nondecreasing
function ϕ : Z → [0, C] (both depending on ε) such that
lim
j,k→∞
Vε(F
∗
j − F ∗k , T ∩ (−∞, s]) = ϕ(s) for all s ∈ Z. (4.34)
With no loss of generality, we may assume that Z = {sp}∞p=1. By Step 1, there are a
subsequence {F (s1)j }∞j=1 of {Fj}∞j=1, denoted by {F (1)j }∞j=1, and a number from [0, C],
denoted by ϕ(s1), such that
lim
j,k→∞
Vε(F
(1)
j − F (1)k , T ∩ (−∞, s1]) = ϕ(s1).
Inductively, if p ∈ N, p ≥ 2, and a subsequence {F (p−1)j }∞j=1 of {Fj}∞j=1 is already chosen,
we apply Step 1 once again to pick a subsequence {F (p)j }∞j=1 of {F (p−1)j }∞j=1 and a number
ϕ(sp) ∈ [0, C] such that
lim
j,k→∞
Vε(F
(p)
j − F (p)k , T ∩ (−∞, sp]) = ϕ(sp).
Denoting by {F ∗j }∞j=1 the diagonal subsequence {F (j)j }∞j=1of {Fj}∞j=1, we establish (4.34).
It remains to note that, by Lemma 2.2(b), the function ϕ : Z→ [0, C], defined by the
left-hand side of (4.34), is nondecreasing on Z.
Step 3. In this step, we finish the proof of (4.27). Applying Saks’ idea [57, Chapter 7,
Section 4, Lemma (4.1)], we extend the function ϕ, defined by (4.34), from the set Z to
the whole R as follows: given t ∈ R,
ϕ˜(t) = sup{ϕ(s) : s ∈ Z ∩ (−∞, t]} if Z ∩ (−∞, t] 6= ∅
and
ϕ˜(t) = inf{ϕ(s) : s ∈ Z} otherwise.
Clearly, ϕ˜ : R → [0,∞) is nondecreasing and ϕ˜(R) ⊂ ϕ(Z) ⊂ [0, C]. Therefore, the set
D ⊂ R of points of discontinuity of ϕ˜ is at most countable.
Let us show that if {F ∗j }∞j=1 is the sequence from (4.34), then
lim
j,k→∞
Vε(F
∗
j − F ∗k , T ∩ (−∞, t]) = ϕ˜(t) for all t ∈ T \D. (4.35)
By virtue of (4.34), we may assume that t ∈ T \ (D ∪ Z). Let η > 0 be fixed. Since t
is a point of continuity of ϕ˜, there is δ = δ(η) > 0 such that
ϕ˜(s) ∈ [ϕ˜(t)− η, ϕ˜(t) + η] for all s ∈ R such that |s− t| ≤ δ. (4.36)
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Since T ⊂ Z and t /∈ TL, we find Z ∩ (t− δ, t) ⊃ T ∩ (t− δ, t) 6= ∅, and so, there is s′ ∈ Z
with t− δ < s′ < t. By (4.34), there is j1 = j1(η) ∈ N such that, for all j, k ≥ j1, j 6= k,
Vε(F
∗
j − F ∗k , T ∩ (−∞, s′]) ∈ [ϕ(s′)− η, ϕ(s′) + η]. (4.37)
Similarly, t /∈ TR implies the existence of s′′ ∈ Z with t < s′′ < t + δ, and so, by (4.34),
for some j2 = j2(η) ∈ N, we have, for all j, k ≥ j2, j 6= k,
Vε(F
∗
j − F ∗k , T ∩ (−∞, s′′]) ∈ [ϕ(s′′)− η, ϕ(s′′) + η]. (4.38)
Since s′ < t < s′′, T ∩ (−∞, s′] ⊂ T ∩ (−∞, t] ⊂ T ∩ (−∞, s′′], and so, by Lemma 2.2(b),
we get, for all j, k ∈ N,
Vε(F
∗
j − F ∗k , T ∩ (−∞, s′])≤Vε(F ∗j − F ∗k , T ∩ (−∞, t])≤Vε(F ∗j − F ∗k , T ∩ (−∞, s′′]).
Setting j3 = max{j1, j2} and noting that ϕ˜(s′) = ϕ(s′) and ϕ˜(s′′) = ϕ(s′′), we find, from
(4.37), (4.38) and (4.36), that
Vε(F
∗
j −F ∗k , T∩(−∞, t])∈
[
Vε(F
∗
j −F ∗k , T∩(−∞, s′]), Vε(F ∗j −F ∗k , T∩(−∞, s′′])
]
⊂ [ϕ(s′)− η, ϕ(s′′) + η] = [ϕ˜(s′)− η, ϕ˜(s′′) + η]
⊂ [ϕ˜(t)− 2η, ϕ˜(t) + 2η] for all j, k ≥ j3, j 6= k,
which proves (4.35).
Finally, we note that T = (T \ D) ∪ (T ∩ D) where T ∩ D is at most countable.
Furthermore, being a subsequence of the original sequence {Fj}∞j=1, the sequence {F ∗j }∞j=1
from (4.34) and (4.35) satisfies the uniform estimate (4.26). So, arguing as in Step 2 with
Z replaced by T ∩D, we obtain a subsequence of {F ∗j }∞j=1, denoted by {F εj }∞j=1, and a
nondecreasing function ψ : T ∩D → [0, C] such that
lim
j,k→∞
Vε(F
ε
j − F εk , T ∩ (−∞, t]) = ψ(t) for all t ∈ T ∩D. (4.39)
We define the desired function ϕε : T → [0, C] by ϕε(t) = ϕ˜(t) if t ∈ T \ D and
ϕε(t) = ψ(t) if t ∈ T ∩ D. Now, it follows from (4.35) and (4.39) that equality (4.27)
holds, where, in view of Lemma 2.2(b), the function ϕε is nondecreasing on T .
This completes the proof of Lemma 4.19.
Remark 4.21. Here we present more details on the existence of the subsequence {F 1j }∞j=1
of {Fj}∞j=1 after the first application of Ramsey’s Theorem (cf. p. 59). By Theorem 4.20,
there is an infinite set ∆ ⊂ Γ = {Fj : j ∈ N} such that either ∆[2] ⊂ G1 or ∆[2] ⊂ G2.
We infer that
∆={Fq(n) : n∈N} for some strictly increasing sequence q : N→N, (4.40)
and, setting F 1j =Fq(j) for j∈N, we have ∆[2]=
{{F 1j , F 1k } : j, k∈N, j 6=k}.
Since the set N of natural numbers is well-ordered (i.e., every nonempty subset of N
has the minimal element), the sequence q : N → N can be defined as follows: q(1) =
min{j ∈ N : Fj ∈ ∆}, and, inductively, if n ∈ N, n ≥ 2, and natural numbers q(1) <
q(2)<. . .<q(n− 1) are already defined, we set
q(n) = min
{
j ∈ N \ {q(1), q(2), . . . , q(n−1)} : Fj ∈ ∆
}
. (4.41)
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The sequence q is strictly increasing: if n ∈ N and j ∈ N \ {q(1), q(2), . . . , q(n)} is such
that Fj ∈ ∆, then j 6= q(n), and since j ∈ N\{q(1), q(2), . . . , q(n−1)}, we have, by (4.41),
j ≥ q(n), i.e., j > q(n); by the arbitrariness of j as above and (4.41) (for n+ 1 in place
of n), we get q(n+ 1) > q(n). Clearly, q(n) ≥ n.
Let us verify the equality in (4.40). The inclusion (⊃) is clear from (4.41). To see that
inclusion (⊂) holds, let F ∈ ∆, so that ∆ ⊂ Γ implies F = Fj0 for some j0 ∈ N. We have
q(j0) ≥ j0, and since Fj0 ∈ ∆, j0 ≥ q(1). Hence q(1) ≤ j0 ≤ q(j0). We claim that there is
1 ≤ n0 ≤ j0 such that q(n0) = j0 (this implies F = Fj0 = Fq(n0) ∈ {Fq(n) : n ∈ N} and
establishes (⊂)). By contradiction, if q(n) 6= j0 for all n = 1, 2, . . . , j0, then j0 belongs to
the set {j ∈ N \ {q(1), q(2), . . . , q(j0)} : Fj ∈ ∆}, and so, by (4.41), q(j0 + 1) ≤ j0, which
contradicts q(j0 + 1) > q(j0) ≥ j0.
Remark 4.22. If (M, ‖ · ‖) is a finite-dimensional normed linear space, the condition
of relative compactness of sets {fj(t) : j ∈ N} at all points t ∈ T in Theorem 4.18 can
be lightened to the condition supj∈N ‖fj(t0)‖ ≡ C0 < ∞ for some t0 ∈ T . In fact, by
Lemma 2.5(b) and (4.28) with fixed ε0 > 0 and j0 ≡ j0(ε0), we get
|(fj − fj0)(T )| ≤ Vε0 (fj − fj0 , T ) + 2ε0 ≤ C(ε0) + 2ε0 for all j ≥ j0.
Hence, given t ∈ T , we find
‖fj(t)‖ ≤ ‖(fj − fj0)(t)− (fj − fj0)(t0)‖+ ‖fj0(t)‖+ ‖fj(t0)‖+ ‖fj0(t0)‖
≤ (C(ε0) + 2ε0) + ‖fj0(t)‖ + 2C0 for all j ≥ j0,
and so, the set {fj(t) : j ∈ N} is relatively compact in M .
Remark 4.23. Under the assumptions on T and M from Theorem 4.18, if a sequence
{fj} ⊂MT converges uniformly on T to a function f ∈MT , then
lim
j,k→∞
Vε(fj − fk, T ) = 0 for all ε > 0, (4.42)
i.e., condition (4.25) is necessary. In fact, given ε > 0, there is j0 = j0(ε) ∈ N such that
‖fj − fk‖∞,T ≤ ε for all j, k ≥ j0(ε). Since the zero function 0 on T is constant, we get
Vε(fj − fk, T ) ≤ V (0, T ) = 0 for all j, k ≥ j0(ε).
Remark 4.24. In Example 4.26, we show that condition (4.25) is not necessary for the
pointwise convergence of {fj} to f . However, it is ‘almost necessary’ in the following
sense (cf. Remark 4.6(b)). Let T ⊂ R be a measurable set with finite Lebesgue measure
L(T ) and {fj} ⊂ MT be a sequence of measurable functions which converges pointwise
or almost everywhere on T to a function f ∈ MT . Egorov’s Theorem implies that for
every η > 0 there is a measurable set Tη ⊂ T such that L(T \ Tη) ≤ η and fj ⇒ f on Tη.
By (4.42), we get
lim
j,k→∞
Vε(fj − fk, Tη) = 0 for all ε > 0.
Applying Theorem 4.18 and the diagonal procedure we get the following
Theorem 4.25. Under the assumptions of Theorem 4.18, if a sequence of functions
{fj} ⊂MT is such that, for all ε > 0,
lim sup
j,k→∞
Vε(fj − fk, T \ E) <∞ for an at most countable E ⊂ T
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or
lim sup
j,k→∞
Vε(fj − fk, T ∩ [a, b]) <∞ for all a, b ∈ T , a ≤ b,
then {fj} contains a subsequence which converges pointwise on T .
Example 4.26. Condition (4.25) is not necessary for the pointwise convergence even
if all functions in the sequence {fj} are regulated. To see this, let {fj} ⊂ MT be the
sequence from Example 3.9, where T = I = [0, 1] and (M, ‖ · ‖) is a normed linear space.
First, note that
lim sup
j,k→∞
Vε(fj − fk, T ) ≥ lim sup
j→∞
Vε(fj − fj+1, T ) for all ε > 0. (4.43)
Let us fix j ∈ N and set tk = k/(j + 1)!, k = 0, 1, . . . , (j + 1)!, so that fj+1(tk) = x
for all such k. We have fj(tk) = x if and only if j!tk is an integer, i.e., k = n(j + 1)
with n = 0, 1, . . . , j!. It follows that (fj − fj+1)(t) = y − x if t = tk for those k ∈
{0, 1, . . . , (j + 1)!}, for which k 6= n(j + 1) for all n ∈ {0, 1, . . . , j!} (and, in particular,
for k = 1, 2, . . . , j); in the remaining cases of t ∈ T we have (fj − fj+1)(t) = 0. If
sk =
1
2 (tk−1 + tk) = (k − 12 )/(j + 1)!, k = 1, 2, . . . , (j + 1)!, we get a partition of the
interval T = [0, 1] of the form
0 = t0 < s1 < t1 < s2 < t2 < · · · < s(j+1)! < t(j+1)! = 1,
and fj(sk) = fj+1(sk) = y for all k = 1, 2, . . . , j. Now, let 0 < ε <
1
2‖x − y‖, and a
function g ∈MT be arbitrary such that ‖(fj − fj+1)− g‖∞,T ≤ ε. By (2.2), we find
V (g, T ) ≥
(j+1)!∑
k=1
‖g(tk)−g(sk)‖ ≥
j∑
k=1
(‖(fj−fj+1)(tk)−(fj−fj+1)(sk)‖−2ε)
= (‖y − x‖ − 2ε)j,
and so, by (2.6), Vε(fj − fj+1, T ) ≥ (‖y − x‖ − 2ε)j. Hence, (4.43) implies
lim sup
j,k→∞
Vε(fj − fk, T ) =∞ for all 0 < ε < 12‖x− y‖.
Example 4.27. Under the assumptions of Theorem 4.18 we cannot infer that the limit
function f of an extracted subsequence of {fj} is a regulated function (this is the reason
to term this theorem an irregular selection principle).
Let T = [a, b], (M, ‖·‖) be a normed linear space, x, y ∈M , x 6= y, and αj = 1+(1/j),
j ∈ N (cf. Example 3.7). The sequence of Dirichlet functions fj = αjDx,y = Dαjx,αjy,
j ∈ N, converges uniformly on T to the Dirichlet function f = Dx,y, which is non-
regulated. By virtue of (4.42), Theorem 4.18 can be applied to the sequence {fj}. On
the other hand, Example 3.7 shows that {fj} does not satisfy condition (4.2), and so,
Theorem 4.1 is inapplicable.
Sometimes it is more appropriate to apply Theorem 4.18 in the form of Theorem 4.25.
Let {βj}∞j=1 ⊂ R be a bounded sequence (not necessarily convergent). Formally, Theo-
rem 4.18 cannot be applied to the sequence fj = βjDx,y, j ∈ N, on T = [a, b] (e.g., with
βj = (−1)j or βj = (−1)j+(1/j)). However, note that for every j ∈ N the restriction of fj
to the set T \Q is the constant function c(t) ≡ βjy on T \Q, whence Vε(fj−fk, T \Q) = 0
for all ε > 0. Hence Theorem 4.25 is applicable to {fj}. 
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More examples, which can be adapted to the situation under consideration, can be
found in [28, Section 4].
The following theorem is a counterpart of Theorem 4.14.
Theorem 4.28. Let T ⊂ R, (M, ‖ · ‖) be a normed linear space and {fj} ⊂ MT be
a pointwise relatively compact (or a.e. relatively compact) on T sequence of functions
satisfying the condition: for every p ∈ N there is a measurable set Ep ⊂ T with Lebesgue
measure L(Ep) ≤ 1/p such that
lim sup
j,k→∞
Vε(fj − fk, T \ Ep) <∞ for all ε > 0.
Then {fj} contains a subsequence which converges almost everywhere on T .
Finally, we present an extension of Theorem 4.18 in the spirit of Theorems 4.15 and
4.16.
Theorem 4.29. Let T ⊂ R and (M, ‖ · ‖) be a reflexive Banach space with separable dual
(M∗, ‖ · ‖). Suppose the sequence of functions {fj} ⊂MT is such that
(i) supj∈N ‖fj(t0)‖ ≤ C0 for some t0 ∈ T and C0 ≥ 0;
(ii) lim supj,k→∞ Vε(〈(fj − fk)(·), x∗〉, T ) <∞ for all ε > 0 and x∗ ∈M∗.
Then, there is a subsequence of {fj}, again denoted by {fj}, and a function f ∈ MT
such that fj(t)
w→ f(t) in M as j →∞ for all t ∈ T .
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