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The gradient-based optimization method for deep machine learning models suffers from gradient vanishing
and exploding problems, particularly when the computational graph becomes deep. In this work, we propose
the tangent-space gradient optimization (TSGO) for the probabilistic models to keep the gradients from vanish-
ing or exploding. The central idea is to guarantee the orthogonality between the variational parameters and the
gradients. The optimization is then implemented by rotating parameter vector towards the direction of gradient.
We explain and testify TSGO in tensor network (TN) machine learning, where the TN describes the joint prob-
ability distribution as a normalized state |ψ〉 in Hilbert space. We show that the gradient can be restricted in the
tangent space of 〈ψ |ψ〉 = 1 hyper-sphere. Instead of additional adaptive methods to control the learning rate
in deep learning, the learning rate of TSGO is naturally determined by the angle θ as η = tan θ. Our numerical
results reveal better convergence of TSGO in comparison to the off-the-shelf Adam.
Introduction.—The gradient based optimization is of fun-
damental importance to many fields of science and engineer-
ing [1–7]. In particular, the back-propagation (BP) algorithm
is widely used in training feedforward neural networks [8–
10], which are applied to many fields from computer vision
to board game programs and achieve competitive or supe-
rior results compared with human experts [11–13]. However,
BP algorithm suffers from the well-known gradient vanish-
ing and exploding problems, particularly when the computa-
tional graph becomes deep [9], which makes the optimiza-
tion inefficient or unstable. Therefore, the stochastic gradient-
based optimization methods to properly determine the learn-
ing rate, such as stochastic gradient descent [14, 15], root
mean square propagation [16], adaptive learning rate method
[17], and adaptive moment estimation (Adam) [18], are pro-
posed to keep the gradients from vanishing and exploding.
Still, the validity of these methods including Adam still de-
pends on the manual choices of the learning rate [9].
Tensor network (TN), which is a powerful numerical tool
for quantum many-body physics and quantum information
sciences [19–25], has been recently applied to machine learn-
ing [26–39]. One critical issue under hot debate is the possi-
ble advantages of TN over machine learning methods such as
gradient-based neural networks [9, 40]. For the unsupervised
learning as an example, TN uses a different strategy from neu-
ral network (NN), e.g., the generative adversarial networks
[41] or pixel convolutional NN’s [42], which is explicitly
modeling the joint probability distribution of the features as a
quantum many-body state or “Born machine” [32, 34, 38, 43].
In this way, the statistical properties including correlations and
entropies can be readily extracted from the TN [21], This, in
general, cannot be done with NN as it represents a compli-
cated non-linear map.
In this work, we introduce the tangent-space gradient opti-
mization (TSGO) as a gradient-based method for probabilistic
models. The TSGO optimizes a parameter vector by rotating
it towards the direction of gradient, which is guaranteed to be
in the tangent hyperplane of the parameter space. The learn-
ing rate η is then controlled by the rotation angle θ through
η = tan θ. This in general avoids the gradient vanishing or
exploding problems and promises a robust way to determine
the learning rate. For the TN generative model [34, 38], the
probability distribution is described by a normalized state (de-
noted as |ψ〉) in Hilbert space. The normalization of the state
〈ψ|ψ〉 = 1 (i.e., the normalization of the probability distri-
bution) can be easily done using the central-orthogonal form
of the TN [44–46]. Then the gradient is proved to be on the
tangent hyperplane of the sphere satisfying 〈ψ|ψ〉 = 1. The
optimization process is shown in Fig. 1.
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FIG. 1: A sketch of updating (rotating) the state |ψ〉 to |ψ′〉 with an
angle θ. The rotation direction |dψ〉 is the gradient direction which
is orthogonal to |ψ〉. Its proof is given in text.
Preliminaries.— Denoting the variational parameters of the
probabilistic model to be updated as W (written as a vector or
a tensor), we propose the TSGO by which the gradients satisfy
〈W, ∂f
∂W
〉 = 0, (1)
where f is the loss function and 〈∗, ∗〉means the inner product
of two vectors or two tensors with summing over all indexes
correspondingly. In other terms, TSGO requires that the gra-
dients are orthogonal to the parameter vector.
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2Before demonstrating how the orthogonality avoids the gra-
dient vanishing and exploding problems, let us first discuss the
conditions that satisfy Eq. (1). We consider f as a functional
of the probability distribution of the samples, which can be
formally written as
f =
∑
X∈A
F [P (X;W )], (2)
with X the samples in the training set A which contains A
samples. Then we denote that a sufficient condition for Eq.
(1) can be written as
P (X;W ) = P (X;αW ) , (3)
for any sample X and any non-zero constant α. In other
words, the TSGO can be implemented when any nonzero con-
stant scaling of the parameters W does not affect the proba-
bility distribution. The proof is given as follows.
The directional derivative of P (X;W ) along the parameter
vector W can be written as
∂WP (X;W ) = lim
h→0
P (X;W + hW )− P (X;W )
h
. (4)
When Eq. (3) is satisfied, it can be easily seen that
∂WP (X;W ) = 0 since P (X;W + hW ) − P (X;W ) = 0.
Now we write the direction derivative in another equivalent
form as
∂WP (X;W ) =〈W, ∂P (X;W )
∂W
〉. (5)
Then we have
〈W, ∂f
∂W
〉 =
∑
X∈A
∂F
∂P (X;W )
〈W, ∂P (X;W )
∂W
〉 = 0. (6)
Thus the gradients of a probabilistic model satisfying Eq. (3)
are orthogonal to the parameter vector, where TSGO can be
implemented.
TSGO for tensor network machine learning.— To further
explain TSGO, we implement it on the unsupervised TN ma-
chine learning, where the TN is used to capture the joint prob-
ability distribution of features in Hilbert space [34, 38]. The
orthogonal form of the TN can be utilized to satisfy Eq. (3).
Let us start with some necessary preliminaries of unsu-
pervised TN machine learning methods. The first step for
TN machine learning is to map the data onto the Hilbert
space. We take images as an example. One feature (pixel
of images) x ∈ [0, 1] is mapped to the state of a qubit, i.e.,
x → |x〉 = cos(xpi/2)|0〉 + sin(xpi/2)|1〉, with |0〉 and |1〉
the eigenstates of the Pauli matrix σˆz [30]. In this way, one
image is mapped to a product state |X〉 = ∏⊗n |xn〉, with xn
the n-th pixel of the image.
For a specific task of, e.g., generating images of hand-
written digits, TN machine learning aims to model the joint
probability distribution P (x1, · · · , xN ) of the features (with
N the number of features). The strategy is to represent P
with a many-body state |ψ〉 [34]. The probability of a given
sample X = (x1, · · · , xN ) is represented with the square of
the amplitude
P (X) =
〈X|ψ〉2
〈ψ|ψ〉 , (7)
in accordance to Born’s probabilistic interpretation of quan-
tum wave-functions [47, 48].
With a given set of samples, |ψ〉 is optimized by minimizing
a loss function that describes the difference between the joint
probability distribution from the training set A and P . One
common choice of loss function is the negative-log likelihood
(NLL) [49]
f = − 1
A
∑
X∈A
logP (X). (8)
To efficiently represent and update |ψ〉, the coefficients are
written in a compact form of TN. We here choose the matrix
product state (MPS) [44, 50] as an example to represent the
many-body state. The coefficients of TN in MPS form can be
written as follows
ψs1s2···sN =
∑
α0,α1,··· ,αN
T [1]α0s1α1T
[2]
α1s2α2 · · ·T [N ]αN−1sNαN . (9)
The optimization of |ψ〉 becomes the optimization of tensors
{T [n]}.
To remove the redundant degrees of freedom from MPS
form of a many-body state, we transfer MPS to its canonical
form with a gauge transformation [20, 44]. Then the tensors
satisfy the following orthogonal conditions∑
αn−1sn
T [n]αn−1snαnT
[n]∗
αn−1snαn′ = δαnαn′ for(n < n˜), (10)∑
snαn
T [n]αn−1snαnT
[n]∗
αn−1snαn′ = δαn−1αn′−1 for(n > n˜), (11)
with n˜ the orthogonal center. The norm of |ψ〉 becomes
the norm of the orthogonal central tensor, i.e., 〈ψ|ψ〉 =
〈T [n˜], T [n˜]〉 = 1.
We now verify that MPS satisfies the requirement of TSGO.
The gradient of loss function Eq. (8) reads
∂f
∂|ψ〉 = 2 |ψ〉 −
2
A
∑
X∈A
|X〉
〈X |ψ〉 . (12)
The gradient satisfies〈
|ψ〉, ∂f
∂|ψ〉
〉
= 2 〈ψ |ψ〉 − 2
A
∑
X∈A
〈ψ |X〉
〈X |ψ〉 = 0. (13)
In fact, we cannot update the whole MPS, nor calculate
the gradient ∂f∂|ψ〉 , since the complexity is exponentially high.
Luckily, it is easy to show that by only updating the tensor
T [n˜] at the canonical center (the other parameters fixed), one
3may find that the requirement of TSGO is also satisfied. Us-
ing the orthogonal conditions, the probability distribution [Eq.
(7)] becomes P (X) = 〈X|ψ〉
2
〈T [n˜],T [n˜]〉 . One can show similarly
that 〈 ∂f
∂T [n˜]
, T [n˜]〉 = 0.
As addressed above, we take MPS as an example to rep-
resent |ψ〉. We stress here that TSGO can be readily imple-
mented on other TN’s. The conditions are: (1) the loss func-
tion to be minimized is a functional of the probability distribu-
tion of the samples; (2) the normalization of |ψ〉, i.e., 〈ψ|ψ〉,
becomes the norm of one single tensor; (3) any tensor can rep-
resent the norm of |ψ〉 by transforming the TN without errors
or with controlled errors. For MPS, we use the central orthog-
onal form of MPS to satisfy (2), and use gauge transformation
to satisfy (3). For a TN without loops, similar orthogonal form
can be defined and similar gauge transformations can be done
to move the center [45, 51], thus (2) and (3) can be satisfied.
For loopy TN’s such as PEPS [52–55], recent progresses show
that the orthogonal form can still be defined, but the transfor-
mations to move the center will inevitably introduce certain
numerical errors.
With the TN scheme, we now explain how TSGO avoids
the vanishing and exploding of the gradients by a rotational
scheme. When T [n˜] is changed with T [n˜] ← (T [n˜] − η ∂f
∂T [n˜]
),
where η is the learning rate, the change of the state |dψ〉 is in
fact in the tangent space of the 〈ψ|ψ〉 = 1 hyper-sphere. The
reason is that 〈dψ|ψ〉 = −η〈 ∂f
∂T [n˜]
, T [n˜]〉 = 0 by use of the
left and right orthogonal conditions.
The optimizations of the central tensor can be re-interpreted
as rotations in Hilbert space. The learning rate is controlled by
the rotation angle. To rotate |ψ〉 towards the direction of |dψ〉,
we update the central tensor T [n˜] with T [n˜] ← (T [n˜]−η ∂f
∂T [n˜]
).
Then we normalize the tensor as T [n˜] ← T [n˜]|T [n˜]| . From the
geometrical relations shown in Fig. 1, it can be readily seen
that the learning rate η and rotation angle θ obey
η = tan θ. (14)
The learning rate can be robustly controlled by the rotation
angle that is naturally bounded as 0 < θ  pi2 (“” is taken
because the learning rate is a small number) . For instance, θ
can be taken as pi/6 initially. When the loss function increases
(meaning |ψ〉 is over rotated), the rotation angle reduces to its
one third. In this way, the change of |ψ〉 is strictly controlled
by θ, and the vanishing and exploding problems of the gradi-
ent are avoided.
To update any tensor in the MPS, we should implement the
gauge transformation, which can move the center to any tensor
without changing the state |ψ〉. One may refer to Ref. [20] for
details of the gauge transformation. In this way, all tensors in
the form of MPS can be optimized with TSGO.
Numerical experiments.—We compare the convergence be-
tween TSGO and BP algorithm [8] under the unsupervised
generative MPS model [34] on the MNIST dataset [56]. The
BP algorithm directly calculate the gradient of the tensors
with the auto-gradient method without enforcing the central-
orthogonal form of MPS. The learning rate of BP algorithm is
determined by Adam [18]. The numerical results are shown
in Fig .2.
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FIG. 2: Loss function versus epoch by TSGO and Adam with dif-
ferent learning rates (or rotation angles). 6000 images randomly se-
lected from the original MNIST dataset are used in the optimizations.
The size of each tensor in the networks is constrained in 30×2×30.
The TSGO algorithm shows the best convergence in Fig.
2. TSGO converges to the same position stably even when
the rotation angle is close to pi/2 [equivalent to using a large
learning rate according to Eq. (14)]. With a reasonable ro-
tation angle such as pi/36 or pi/18, TSGO converges within
10 epochs. On the contrary, Adam suffers heavily from gradi-
ent vanishing and exploding problems. For the learning rate η
from 10−5 to 10−4, the training process converges to a higher
value of the loss function, which indicates the gradient van-
ishing problem. The optimization becomes unstable when the
learning rate is higher than 10−3, which indicates the gradient
exploding problem.
To further verify that TSGO avoids the possible gradient
vanishing problem, we firstly apply Adam and then switch to
TSGO after certain epochs. Fig. 3 shows that the loss function
seems to converge by Adam, but immediately drops to a lower
loss as soon as TSGO is implemented. Apparently, the state
|ψ〉 optimized by Adam can still be corrected by TSGO.
The calculation of the gradient of deep NN involves the
multiplications of a chain of matrices. Suppose that the gradi-
ent is calculated by repeatedly multiplying a matrix M for N
times. The eigenvalue decomposition of M is M = UΛU−1
with U the transformation matrix. Then the gradient becomes
UΛNU−1, where the eigenvalues are scaled as ΛN . There-
fore, any eigenvalues will either explode if they are greater
than 1 or vanish if they are less than 1. MPS suffers the
same difficulty, where the length of an MPS corresponds to
the depth of an NN. If the MPS is (or close to be) normal-
ized, the eigenvalues are in general smaller than 1, and one
will mostly encounter gradient vanishing problems.
To verify this, we give the convergent loss functions with
4The optimization method switches to TSGO. 
FIG. 3: Loss function versus epoch by TSGO and Adam. By switch-
ing the optimization method from Adam to TSGO, the loss function
drops from around 80 to 40.
different lengths N of the MPS’s (Fig .4). Note that N should
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FIG. 4: The convergent loss functions of the TSGO and Adam meth-
ods versus different lengths of the MPS’s. Adam with η = 10−3 is
unstable when the length of MPS is larger than 142.
be equal to the number of features. On MNIST, we control N
by resizing definitions of the images. For approximately N <
100, there only exist small differences between the TSGO and
Adam. However, for larger N ’s, the BP algorithm with Adam
is trapped to worse convergence. TSGO shows clearly better
convergent loss functions.
Conclusion and Discussion.—We have introduced a
tangent-space gradient optimization algorithm for probabilis-
tic models to avoid gradient vanishing and exploding prob-
lems. The key point of TSGO is to restrict the gradient orthog-
onal to the parameter vector. The optimization of the model
can be implemented by rotating parameter vector in Hilbert
space. We show that TSGO brings a robust convergence that
is independent of the learning rate and the depth of the model.
In comparison, it is shown that the BP with Adam suffers the
gradient vanishing and exploding problems for different learn-
ing rates and relatively large depth of the model.
We shall note that the ideas of normalization are also used
for avoiding the gradient vanishing/exploding problems for
NN, such as weight normalization [57], batch normalization
[58] and layer normalization [59]. With these methods, the
predictions of the NN’s are shown to be invariant under re-
centering and re-scaling of the parameter vector. The normal-
ization methods, therefore, have an implicit “early stopping”
effect and help to stabilize learning towards convergence [59].
TSGO gives more than the parameter invariance [see Eq. (3)]
by revealing a explicit geometric relationship between the pa-
rameter vector and the gradient in the probabilistic model.
We also note that TSGO in general cannot be implemented
to update NN’s, where we cannot guarantee Eq. (3) in the
presence of their high non-linearity. However, TSGO can
in principle to be implemented in other probabilistic models,
e.g., Boltzmann machines [60] or Bayesian networks [61]. We
expect that TSGO would have crucial applications in develop-
ing new algorithms of machine learning.
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