recommend employing suitable techniques that are superior to the traditional inferential methods under various conditions of heteroscedasticity.
The comparisons of mean effects require the formulation of a contrast, which is a linear combinations of population means and the coefficients of the means add up to zero. The difference between two group means or pairwise comparison is the simplest case of a linear contrast, whereas a complex comparison may involve several treatment means and designated coefficients in order to address theoretically and practically meaningful questions. Under the independence, normality, and homogeneity of variance assumptions in ANOVA, the inference for a linear contrast of mean effects can be conducted with a single degree of freedom F statistic or a t statistic. However, it is often desirable and sensible to perform multiple comparisons among means through a family of confidence intervals for contrasts to provide specific answers to critical research questions. Thus, it becomes necessary to consider simultaneous interval procedures that permit the family confidence coefficient to be controlled. Specifically, the Bonferroni procedure is useful when the number of comparisons to be investigated is identified in advance of the study. Whereas the Scheffe (1959) , Tukey (1994) , and Kramer (1956) methods are applicable for multiple comparisons of planned and post hoc contrasts and still maintain the desired overall confidence level of the joint confidence intervals. Furthermore, comprehensive guidelines and practical implications can be found in Kutner, Nachtsheim, Neter, and Li (2005) and Maxwell and Delaney (2004) .
In order to take into account the heteroscedastic situations, particular emphasis is devoted to the problem of mean comparisons when the population variances are unknown and cannot be assumed equal. As shown in Rossi (1975) , the approximate t-solution of Welch (1947) can be readily applied to construct confidence intervals of linear contrasts involved more than two mean effects. The intrinsic notion is a generalization of the approach suggested independently by Satterthwaite (1946) , Smith (1936) , and Welch (1938) for the Behrens-Fisher problem of comparing the means of two populations. For pairwise and general multiple comparisons of means with unequal variances, Dunnett (1980) and Tamhane (1979) described several feasible procedures and compared their performance of confidence levels and interval widths by Monte Carlo simulation study. In view of the overall behavior and computational requirement, the six methods considered in Brown and Forsythe (1974) , Dunnett (1980) , Games and Howell (1976) , Tamhane (1977) , and Ury and Wiggins (1971) are potentially appropriate for practical applications.
The reporting of effect sizes and associated confidence intervals for primary results in all empirical social science research has been recommended in Wilkinson and American Psychological Association Task Force on Statistical Inference (1999) , the American Educational Research Association Task Force on Reporting of Research Methods (2006) , and the Publication Manual of the American Psychological Association (American Psychological Association, Determining Sample Sizes 2010). According to the editorial guidelines and methodological recommendations of several prominent educational and psychological journals, it is necessary to include some measures of effect size and confidence intervals in all research studies (Alhija & Levy, 2009; Cohen, 1990 Cohen, , 1994 Dunst & Hamby, 2012; Fritz, Morris, & Richler, 2012; Odgaard & Fowler, 2010; Sun, Pan, & Wang, 2010) . Within the context of ANOVA, the use of effect sizes in conjunction with confidence intervals has been emphasized in Bird (2002) ; Levine, Weber, Park, and Hullett (2008); and Robey (2004) . It is essential to note that a linear contrast between two or more means can be considered an effect size index in the individual and multiple comparison investigations. For advance research design planning, the methods for computing necessary sample sizes of desired confidence intervals of linear contrasts for multiple comparison studies have been presented in Pan and Kupper (1999) . However, it is important to note that their methods are confined to the homogeneous variance and balanced design. In view of the continued recommendation for the use of confidence intervals in all empirical studies, this study aims to expedite this research practice by presenting the sample size procedures for precise individual and simultaneous confidence intervals for single and multiple comparisons in fixed-effects heteroscedastic ANOVA designs.
Specifically, the individual comparison of contrasts and six renowned multiple comparison methods will be considered under the general framework of heterogeneous variances and unbalanced structures. In addition, the desired precision of a confidence interval is assessed with respect to the control of expected half width and to the tolerance probability of interval half width within a designated value. Hence, the proposed sample size calculations for precise interval estimation are described in terms of two distinct features. One method gives the minimum sample size, such that the expected half widths of a family of confidence intervals are within the designated bounds. The other provides the sample size needed to guarantee, with a given tolerance probability, that the half widths of a family of confidence intervals will not exceed the planned ranges. The notion of expected half width for sample size calculations is frequently introduced in standard texts. However, considerable attention has focused on the criterion of tolerance probability of interval half width within a given value. For example, see Kelley, Maxwell, and Rausch (2003) ; Kupper and Hefner (1989); and Liu (2009) for related discussion in the context of estimating the mean difference between two normal populations with homoscedasticity. Consequently, this investigation updates and expands the current work in sample size determinations of confidence interval estimation for mean comparisons in ANOVA, especially the existing results in Kupper and Hafner (1989) , Pan and Kupper (1999) , Shieh and Jan (2012) , and Wang and Kupper (1997) . In addition, the computations of these procedures involve iterative algorithms not currently available in statistical packages, and hence, the computer codes are presented to facilitate the recommended approaches for computing the necessary sample sizes of linear contrast confidence intervals with designated precision in planning research designs.
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Individual Comparisons of Means
Consider the one-way heteroscedastic ANOVA model in which the observations Y ij are assumed to be independent and normally distributed with expected values m i and variances s 2 i :
where m i and s 2 i are unknown parameters, i ¼ 1, . . . , g (!2) and j ¼ 1, . . . , N i . For inference purposes of linear combinations of mean parameters, a contrast is defined as 
where
ðN i À 1Þ is the sample variance for i ¼ 1, . . . , g. Then an approximate and useful pivotal quantity T for interval estimation of c can be expressed as
Due to the dependence of b S on the sample variances ðS 2 1 ; . . . ; S 2 g Þ, the exact distribution of T is fairly complicated. Accordingly, it is of practical interest to consider feasible approximations. Assume X ¼ P g i¼1 a i X i , is a positive linear combination of independent chi-square variables, where a i are positive constants, and
Determining Sample Sizes X i $ w 2 ðf i Þ are independent chi-square random variables with degrees of freedom f i for i ¼ 1, . . . , g. Using a chi-square approximation to the distribution of X, Rossi (1975) and Welch (1947) showed that
For advance research design, it is desirable to determine the sample sizes required to achieve the designated precision properties of a confidence interval. Two useful principles concern the control of the expected half width and the tolerance probability of the half width within a preassigned value. Specifically, it is necessary to determine the required sample sizes such that the expected half width of a 100 (1 À a)% confidence interval is within the given bound
where the expectation E[H] is taken with respect to the joint distribution of ðS 2 1 ; . . . ; S 2 g Þ, and d (>0) is a constant. On the other hand, one may compute the sample sizes needed to guarantee, with a given tolerance probability, that the half width of a 100 (1 À a)% confidence interval will not exceed the planned value
where 1 À g is the specified tolerance level and o (>0) is a constant. Given the involved property in the variance estimator b S, it may be tempting to adapt a simplified approach to computing the expected half-width E[H] and tolerance probability PfH og by employing the approximate distribution of b S given in Equation 5 and the straightforward simplification of tn ; a=2 _ ¼t n; a=2 : However, an exact approach is considered here to provide more accurate results. For ease of explication, a detailed description of alternative formulation for H is presented in Appendix A. With the distributional properties presented in Appendix A for K,n, and W, the evaluation of expected half-width E[H] in Equation 8 can be simplified as
The expectation E K ½K 1=2 is taken with respect to the distribution of K, and it follows from the standard result of a chi-square distribution with N T À g degrees of freedom that
On the other hand, the expectation E B ½tn ; a=2 W 1=2 is taken with respect to the joint distribution of (B 1 , . . . , B gÀ1 ) and does not permit a closed-form expression. Since the pseudo b random variable function is generally available in major statistical software packages, Monte Carlo integration approach is utilized to assess the actual value of E B ½tn ; a=2 W 1=2 . Similarly, for analytic clarity and computational ease, the probability PfH og given in Equation 9 is expressed as
where F K f:g is the cumulative density function of K $ w 2 ðN T À gÞ: Note that the cumulative density function of a chi-square distribution and pseudo beta random number generating function are readily available in standard software systems. As in the case of expected half width, Monte Carlo integration method is used Determining Sample Sizes to perform the required computation of tolerance probability PfH og in Equation 11 with the current computing capabilities.
As there may be several possible choices of sample sizes ðN 1 ; . . . ; N g Þ that satisfy the chosen precision criterion in the process of sample size calculations, it is constructive to consider an appropriate design with a priori designated sample size ratios that leads to a unique and optimal result. For ease of illustration, the sample size ratios ðr 1 ; . . . ; r g Þ are specified in advance with r i ¼ N i =N 1 ; and consequently, the group allocation ratios
. . . ; g: Thus, the process is confined to deciding the minimum sample size
. . . ; gÞ required to achieve the selected precision level with the computational formulas of expected half width and tolerance probability in Equations 10 and 11, respectively. Specifically, the sample sizes ðN EW 1 ; . . . ; N EW g Þ needed for the expected half width of a 100 (1 À a)% two-sided confidence interval (L, U) to fall within the designated bound d are the minimum integers
On the other hand, the sample sizes ðN TP1 ; . . . ; N TP gÞ required to guarantee with a given tolerance probability (1 À g) that the half width of a 100 (1 À a)% two-sided confidence interval (L, U) will not exceed the planned range o are the smallest integers
The determinations of optimal sample sizes involve iterative algorithm not readily available in standard statistical packages and, therefore, require a special purpose computer program for performing the necessary computations. To enhance the applicability of these sample size techniques, supplementary SAS/ IML (SAS Institute, 2011) computer programs are developed to perform the extensive calculations. Moreover, a detailed simulation study is performed next to evaluate the accuracy of the suggested sample size procedures under a variety of model configurations.
Empirical Assessments of Sample Size Calculations for Individual Comparisons
Due to the theoretical complications of the suggested methodology for precise interval estimation of the contrasts under heteroscedastic ANOVA settings, the features and performances of the sample size procedures need to be delineated and examined through numerical investigations. Explicitly, the empirical examination was conducted in two stages. The first stage presented sample size calculations for the two precision measures of expected half width and tolerance probability under several model configurations. Then, Monte Carlo simulation was performed to demonstrate the precision behavior for the recommended sample size formulas under the design characteristics specified in the first step.
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Note that the determination of sample sizes needed for the chosen precision of the confidence interval procedure requires detailed specifications of the confidence level, magnitudes of variance components, contrast coefficients, and sample size ratios. For illustration, the bounds of the interval expected half-width criterion are chosen as d ¼ 1 and 2, and the other precision assurance principle specified the tolerance probability and interval half bound as 1 -g ¼ 0.90 and o ¼ 1 and 2, respectively. The confidence level is fixed as 1 -a ¼ 0.95 throughout this numerical study. Moreover, we focus on the situation of g ¼ 4 with the heterogeneous variances ðs 2 1 ; s 2 2 ; s 2 3 ; s 2 3 Þ ¼ ð1; 4; 9; 16Þ and the contrast coefficients ðc 1 ; c 2 ; c 3 ; c 4 Þ ¼ ð1; À1=3; À 1=3; À 1=3Þ: To represent balanced and unbalanced patterns, three different settings of sample size ratios are considered: ðr 1 ; r 2 ; r 3 ; r 4 Þ ¼ ð1; 2; 3; 4Þ; ð1; 1; 1; 1Þ, and ð4; 3; 2; 1Þ. The designated frameworks basically follow those in Jan and Shieh (2014) and Tomarken and Serlin (1986) with some modifications for the purpose of interval estimation rather than hypothesis testing. More important, the combined configurations were chosen to give a wide range of sample size settings so that they not only provide practically useful implications but also serve as a benchmark to demonstrate the robustness of the proposed sample size procedures. Accordingly, the necessary sample sizes ðN EW1 ; N EW2 ; N EW3 ; N EW4 Þ and ðN TP1 ; N TP2 ; N TP3 ; N TP4 Þ are computed with respect to the selected precision requirements of expected half width and of tolerance probability, respectively. The resulting sample sizes are presented in Table 1 for all six joint model configurations of two varying interval half bounds and three different sample size ratio settings.
In particular, when d ¼ o ¼ 1; the computed sample sizes under the expected half-width consideration are ðN EW1 ; N EW2 ; N EW3 ; N EW4 Þ ¼ð9; 18; 27; 36Þ; ð17; 17; 17; 17Þ; and ð48; 36; 24; 12Þ for the three sample size ratio structures (r 1 , r 2 , r 3 , r 4 ) ¼ (1, 2, 3, 4), (1, 1, 1, 1), and (4, 3, 2, 1), respectively. Alternatively, the corresponding sample sizes associated with the tolerance probability criterion are 12, 24, 36, 48) , (21, 21, 21, 21), and (64, 48, 32, 16) for the three sets of sample size ratios, respectively. From a practical standpoint, the total sample sizes, N T , of the balanced structure are less than those of the unbalanced structure for both types of interval precisions. Conversely, the case with inverse pairing of heterogeneous variance ðs 2 1 ; s 2 2 ; s 2 3 ; s 2 4 Þ ¼ð1; 4; 9; 16Þ and sample size ratio (r 1 , r 2 , r 3 , r 4 ) ¼ (4, 3, 2, 1) incurs the largest number of total sample size. As expected, the same phenomenon continues to exist for larger interval half bounds d ¼ o ¼ 2. However, the required sample sizes for d ¼ o ¼ 2 are comparatively smaller than those for d ¼ o ¼ 1 for both precision principles. Specifically, the reported sample sizes when 4, 8, 12, 16), (5, 5, 5, 5), and (16, 12, 8, 4) , and (N TP1 , N TP2 , N TP3 , N TP4 ) ¼ (5, 10, 15, 20), (7, 7, 7, 7), and (24, 18, 12, 6) for the three distinct sample size ratio setups. Moreover, it is prudent to note that the two precision criteria impose unique and distinct precision characteristics on the confidence intervals of linear Determining Sample Sizes contrast and lead to fundamentally different magnitudes of desired sample sizes. According to the numerical assessment, it often requires a larger sample size to meet the necessary precision of tolerance probability than the control of a designated expected half width. The pattern of results between the two precision principles is similar to those reported in Kupper and Hafner (1989) and Shieh and Jan (2012) . In the process of sample size calculations, the obtained precision levels associated with the reported sample sizes (N EW1 , N EW2 , N EW3 , N EW4 ) and (N TP1 , N TP2 , N TP3 , N TP4 ) should be less than or greater than the target value of interval half bound and tolerance probability, respectively. The actually achieved values of exact expected half-width E[H] and tolerance probability PfH og are also summarized in Table 1 . The precision differences between the actual level and the nominal value are due to the underlying metric of integer sample sizes and the constraint of a designated sample size allocation ratio.
As mentioned earlier, one may attempt to simplify the distribution of interval half width as H _ $ðt n; a=2 S 1=2 =n 1=2 Þfw 2 ðnÞg 1=2 , where n is given in Equation 5.
Consequently, the simple approximation gives
and
where F K* fÁg is the cumulative density function of K Ã $w 2 ðnÞ. The two expressions in Equations 12 and 13 provide alternative formulas to compute the optimal sample sizes for precise interval estimation of contrast effects. For the prescribed design configurations along with three sample size ratio settings, the computed sample sizes are summarized in Table 2 where the resulting sample sizes (N EW1 , N EW2 , N EW3 , N EW4 ) for the expected half-width consideration are (9, 18, 27, 36) , (18, 18, 18, 18), and (44, 33, 22, 11) and (4, 8, 12, 16), (7, 7, 7, 7) , and (20, 15, 10, 5) for d ¼ 2. Also, the required sample sizes (N TP1 , N TP2 , N TP3 , N TP4 ) associated with tolerance probability are (11, 22, 33, 44) , (22, 22, 22, 22), and (56, 42, 28, 14) and (5, 10, 15, 20) , (10, 10, 10, 10) , and (24, 18, 12, 6) for d ¼ 2. Although the simplified method gives the identical result with the proposed procedure for two of the six sets of sample sizes in both cases of precision criteria, the two formulations generally produce distinct behaviors and the calculated sample sizes can be substantially different in some cases. The attained precision levels of the approximate expected half width and approximate tolerance probability computed with Equations 12 and 13 are also presented in Table 2 . More important, the resulting approximate precision outcomes differ from the exact expected half width and exact tolerance probability calculated with the recommended Equations 10 and 11, respectively. The adequacy and Determining Sample Sizes Tables 1 and 2 , estimates of the true interval half width and tolerance probability are computed through Monte Carlo simulation of 10,000 independent data sets. For each replicate, the confidence limits and corresponding interval half width of the two-sided 95% confidence intervals of linear contrast are calculated. Then the simulated expected half width is the mean of the 10,000 replicates of interval half widths, whereas the simulated tolerance probability is the proportion of the 10,000 replicates whose values of interval half width are less than or equal to the specified bound. The adequacy of the sample size procedure for precise interval estimation is determined by one of the following formulas: relative error ¼ (simulated expected half width À attained expected half width)/simulated expected half width or relative error ¼ (simulated tolerance probability À attained tolerance probability)/simulated tolerance probability. Both the simulated values of expected half width and tolerance probability and the corresponding percentage of relative errors are summarized in Tables 1 and 2 . According to the numerical results in Tables 1 and 2 , the precision performance of the proposed sample size procedures maintains a close range near the nominal levels. Specifically, all the six absolute relative errors of the expected half width are less than 1%, and the absolute relative differences of tolerance probability have a maximum of 0.5928%. It can be seen that the performance of the proposed sample size procedures is fairly good for the range of model specifications considered here. However, the discrepancies between simulated half width and approximate half width in Table 2 indicate that the simplified method is not sufficiently accurate because the resulting relative errors range from 1.6562% to 12.7130%. Moreover, the other results of tolerance probability are not satisfactory either because the corresponding relative errors have a wide range of À16.1962% to À50.7727%. In view of these numerical evaluations, we conclude that the proposed procedures outperform the simplified methods in sample size calculations for precise interval estimation of contrast effects.
Multiple Comparisons of Means
The examination and methodology of individual comparisons of means are extended in this section to the general context of multiple comparisons involving a family of linear contrasts. Assume it is desirable to estimate L linear contrasts of the means denoted by
and the corresponding unbiased estimator b c l is given by
where c li are the contrast coefficients with
In order to control the overall confidence level for the family of simultaneous confidence intervals fðL l ;U l Þ; l¼ 1; . . . ; Lg, the construction of proper procedures is more involved than the situation of an individual interval estimation. Notably, several distinct and useful methods have been studied in Brown and Forsythe (1974) , Dunnett (1980) , Games and Howell (1976) , Tamhane (1977) , and Ury and Wiggins (1971) . In particular, a total of six procedures are considered here for their unique feature and desirable property. The approach of Brown and Forsythe is applicable when the researcher is interested in multiple comparisons of complex linear contrasts, and the other five methods are only appropriate for multiple comparisons of pairwise mean differences. The previous variance estimator and corresponding distribution of individual contrast are modified as b
where b
where the critical value Qn l; a is suitably chosen to approximate the desired joint confidence level 1 À a, and the estimated degrees of freedom iŝ
The half width of the two-sided confidence interval (L l , U l ) is denoted by
In the particular case of pairwise multiple comparisons, the contrast coefficients are all zero except that c li ¼ 1 and c li 0 ¼ À 1; 1 i<i 0 g; for l ¼ 1; . . . ; L ¼ gðg À 1Þ=2. Thus, the expressions of b S l andn l can be specifically simplified as b
The following six multiple comparison procedures for choosing Qn l ; a are considered:
Jan and Shieh 1. The approximate confidence intervals of all contrasts proposed in Brown and Forsythe (1974) have
where F gÀ1;nl; a is the upper a quantile of an F distribution with degrees of freedom g À 1 andn l . 2. The approximate confidence intervals for all pairwise differences suggested in Ury and Wiggins (1971) use Qn l ; a ¼ tn l ; aB and a B ¼ a=ð2LÞ:
3. Games and Howell (1976) proposed the following expression
where q gnl;a denotes the upper a quantile of the studentized range distribution with parameters g andn l 4. Tamhane (1977) employed the critical value
5. Dunnett (1980) modified the notion of Cochran (1964) and suggested the designated quantity
where q Dunnett (1980) also considered the alternative form
where m L;nl; a denotes the upper a quantile of the studentized maximum modulus distribution with parameters L andn l .
To enhance the applicability of these multiple comparison procedures, we apply the expected half width and tolerance probability criteria to determine the required sample sizes for precise interval estimation of both general and pairwise contrasts. It is essential to note that the aforementioned critical values given in Equations 14 through 19 differ among all contrasts. However, Pan and Kupper (1999) focused on the multiple comparison methods under the homogeneous variance and balanced design, and the corresponding critical values remain identical for the whole family of contrasts. Consequently, the underlying properties of the resulting interval half widths in Pan and Kupper (1999) are relatively simpler than those within the context of heteroscedastic and unbalanced settings. Because of the complex nature of the interval half widths, complete analytical assessments of the joint properties of expected half width and tolerance probability are Determining Sample Sizes not feasible. Alternative arguments and simplifications are developed to circumvent theoretical difficulties and permit useful applications.
In view of the critical implications of desired precision for the resulting confidence intervals, the notion of expected half width for sample size calculations is frequently introduced in standard texts. For multiple comparisons, it is necessary to determine the required sample sizes fN EW1 ; . . . ; N EWg g such that all the expected half widths of the simultaneous confidence intervals fðL l ; U l Þ; l ¼ 1; . . . ; Lg for contrast effects are within the given bound E½H l d l , where d l (>0) are the designated bounds for l ¼ 1, . . . , L. Then it is equivalent to consider that
Unfortunately, the appraisal of expected half-width E½H l =d l cannot be solved analytically. It is shown in the Appendix B that the condition given in Equation 20 can be alternatively evaluated by
where l* is the value l so that
Therefore, the alternative condition given in Equation 21 permits an enormous simplification of the joint appraisal of several bounded interval half widths and the previous approach to compute the exact expected half-width E[H] in Equation 10 of individual confidence interval can be readily applied to calculate the exact value E[H l* ]. More importantly, with the initially specified sample size ratios (r 1 , . . . , r g ), the sample sizes ðN EW1 ; . . . ; N EWg Þ ¼ N 1 ðr 1 ; . . . ; r g Þ required to ensure E½H l d l ; l ¼ 1; . . . ; L, can be determined by the minimum integer
In addition, the criterion of tolerance probability of interval half width within a given value is of special interest. Hence, it is desirable to find the sample sizes fN TP1 ; . . . ; N TPg g needed to guarantee, with a given joint tolerance probability 1 À g, that the half widths of the simultaneous confidence intervals fðL l ; U l Þ; l ¼ 1; . . . ; Lg for contrast effects will not exceed the planned range
where o l (> 0) are the designated bounds for l ¼ 1, . . . , L. To provide a feasible solution for the joint tolerance probability, an approximate expression is shown in Appendix C for the condition given in Equation 22
where l* is the value l so that O l ¼ N 1=2 1 P 1=2 l =o l attains the maximum for l ¼ 1, . . . , L. Notably, the alternative formulation in Equation 23 affords a major simplification of the combined evaluation of several interval half widths and the Jan and Shieh prescribed method to compute the exact tolerance probability PfH og in Equation 11 of individual confidence interval can be immediately applied to compute the exact value PfH l Ã o l Ã g. In short, for the formerly designated sample size ratios (r 1 , . . . , r g ), the sample sizes (N TP1 , . . . , N TPg ) ¼ N TP1 (r 1 , . . . , r g ) required to ensure the joint tolerance probability PfH l o l; l ¼ 1; . . . ; Lg ! 1 À g, is computed by the minimum integer N 1 so that
For the special case of multiple comparisons pertaining to the pairwise contrasts of each different treatment to a control, the three approaches of Ury and Wiggins (1971) , Tamhane (1977) , and Dunnett (1980) given in Equations 15, 17, and 19 can be readily modified with L ¼ g À 1 to construct the simultaneous confidence intervals. The corresponding sample size determinations can also be conducted with the suggested methods. For practical applications, computer algorithms are required for performing the sample size calculations so that the simultaneous confidence intervals of the six multiple comparison procedures will attain the desired precision. Empirical illustrations are presented next to demonstrate the usefulness and accuracy of the proposed sample size procedures and supplementary SAS/IML (SAS Institute, 2011) computing algorithms.
Empirical Assessments of Sample Size Calculations for Multiple Comparisons
The similarities and differences among the proposed sample size procedures for multiple comparisons are demonstrated here through the model formulations in the previous illustration of individual comparisons. In this case, we address the sample size problem for the family of simultaneous confidence intervals for pairwise multiple comparisons. A systematic numerical investigation of four-group heteroscedastic ANOVA is conducted by fixing the confidence level 1 À a ¼ 0.95 and heterogeneous error variances ðs 2 1 ; s 2 2 ; s 2 3 ; s 2 4 Þ ¼ ð1; 4; 9 ; 16Þ, and varying the sample size allocation ratio: (1, 2, 3, 4), (1, 1, 1, 1) , and (4, 3, 2, 1). Similar to the implementation of the preceding examination, this empirical study includes sample size calculation and Monte Carlo simulation.
For the designated multiple comparison procedure to ensure all six two-sided confidence intervals of pairwise mean differences have expected half widths within the bound d l ¼ d ¼ 2, the necessary sample sizes (N EW1 , N EW2 , N EW3 , N EW4 ) computed with suggested technique are summarized in Table 3 . Moreover, the sample sizes (N TP1 , . . . , N TP4 ) are also presented when it is required to guarantee, with a given tolerance probability 1 À g ¼ 0.90, that the half widths of all six two-sided confidence intervals for pairwise mean differences will not exceed the planned range o l ¼ o ¼ 2. It should be clear from the optimal sample sizes presented in Table 3 that the required sample sizes under the tolerance probability consideration are still larger than those for the expected half-width criterion for all six multiple comparison procedures. Also, it is interesting to note that the computed sample sizes for the three methods of Ury and Wiggins (1971) 1977) , and Dunnett (1980) given in Equations 15, 17, and 19 provide almost the identical results for all six combined cases of different sample size ratio and precision principle. Also, Brown and Forsythe's (1974) procedure appears to require the largest sample sizes, while the method of Games and Howell (1976) tends to give the least sample sizes for the model configurations considered here. Also, the sample sizes associated with the Dunnett's (1980) modified approach of Cochran (1964) are slightly smaller than those of the three procedures of Ury and Wiggins (1971) , Tamhane (1977), and Dunnett (1980) . For ease of exposition, Table 3 specifically shows the corresponding approximate maximum expected half width and approximate joint tolerance probability for all design settings. These values are compared with the respective simulated maximum expected half width and simulated joint tolerance probability obtained from Monte Carlo simulation. With the design configurations and respective sample sizes for the multiple comparison methods, the simulated maximum expected half width is the largest value of the six means of the 10,000 replicates of interval half widths, whereas the simulated joint tolerance probability is the proportion of the 10,000 replicates whose values of all six interval half width are less than or equal to the specified bound. Consequently, the adequacy of the suggested sample size procedures for precise interval estimation is determined by the discrepancy between the nominal levels of simulated maximum half width and approximate maximum half width, or the difference between the simulated joint tolerance probability and approximate joint tolerance probability. Accordingly, the simulated results and corresponding relative errors listed in Table 3 clearly show that the proposed sample size formulas perform extremely well because all absolute relative errors are less than 0.01 for the 36 cases examined here.
Note that the computations of the quantiles of the studentized range distribution and the studentized maximum modulus distribution require a special function such as the SAS PROBMC function which may not be readily available in other software systems. To ease the burden of the extensive and iterative process in sample size determinations, the computations of quantile values q g;n l ;a ; q Ã g;n l ;a , and m L;n l ;a in Equations 16, 18, and 19, respectively, can be simplified by using the respective values q g;n l ;a ; q Ã g;n l ;a , and m L;n l ;a with the degrees of freedomn being replaced by its parameter counterpart n. As explained in the theoretical derivations, the discrepancy should be negligible for moderately large degrees of freedom. More important, our numerical results demonstrate the modification leads to a substantially more efficient algorithm and also maintain sensible accuracy. It is prudent to examine the behavior of the suggested techniques in a variety of other situations. However, these empirical evidences demonstrate that the proposed sample size procedures provide feasible and accurate solutions to precise simultaneous confidence interval estimation of the six multiple comparison procedures under a wide variety of heteroscedastic model configurations.
Determining Sample Sizes
Numerical Illustrations
To demonstrate the features of the suggested procedures in sample size planning, the National Assessment Educational Progress educational achievement data considered in Williams, Jones, and Tukey (1999) is used as an example. Specifically, the tabulated values shown in their Table 3 represent the means and standard errors of the eighth-grade mathematics proficiency changes between 1990 and 1992 for the 34 states. However, unlike the demonstration of alternative hypothesis testing procedures in Williams et al., we focus on the sample size calculations for interval estimation of the differences in achievement changes between the eight states in the northeast region. First, the individual comparison may take up the scenario to compare the outcomes of New Jersey and average of the other seven states in the region. To illustrate sample size determination for design planning, the reported summary statistics are modified as population mean change and standard deviation parameters. Because the sample standard deviations are not available, for the sake of explication, the standard deviations are set as 5 times of the sample standard errors. In the following sample size calculations, the mean changes and associated standard deviations are m ¼ (1. 565, 1.374, 3.399, 4.893, 4.303, 3.204, 4.422, 5 .097) and s ¼ 5 Â (1.927, 1.347, 1.923, 2.532, 2.205, 1.534, 1.354, 0.948) for the states of New Jersey, Delaware, Maryland, New York, Pennsylvania, Connecticut, New Hampshire, and Rhode Island, respectively. With the additional settings of confidence coefficient 1 À a ¼ 0.95, interval half-width bounds d ¼ o ¼ 2.5, tolerance level 1 À g ¼ 0.90, the computed sample sizes for balanced design are 66 and 78 for each group under the expected half width and tolerance probability criterion, respectively. The actual specifications of these configurations are incorporated in the SAS/IML programs presented as the supplementary files.
Second, to ensure all pairwise confidence intervals between the achievement changes of the eight states are narrow enough to yield meaningful precision, the necessary sample sizes can be calculated with the developed algorithms for the six different multiple comparison procedures described earlier. Using the previously mentioned model configurations, the required sample sizes to meet the desired expected half width with pairwise difference d l ¼ 2.5, l ¼ 1, . . . , 7, were calculated with the supplementary SAS/IML programs. Accordingly, the resulting sample sizes for the six procedures of Brown and Forsythe (1974) , Ury and Wiggins (1971) , Games and Howell (1976) , Tamhane (1977) , and Dunnett (1980) are 637, 443, 417, 441, 419 , and 441, respectively. On the other hand, the corresponding sample sizes to guarantee the joint tolerance probability is at least 1 À g ¼ 0.90 with the desired half-widths o l ¼ 2.5, l ¼ 1, . . . , 7, are 669, 470, 442, 468, 444 , and 467 for the six multiple comparison methods. Clearly, the required sample sizes are substantially larger than those in the individual comparisons. With these numerical illustrations, users can easily identify Jan and Shieh the statements containing the key values in the computer code and then modify the program to accommodate their own model specifications.
Conclusion
The editorial policies and statistical guidelines of several prominent educational and psychological journals called for greater use of confidence intervals for principal effect sizes. Accordingly, it has become consensus across many scientific disciplines to include appropriate effect size measures and associated confidence intervals when documenting the results of research studies. From a studyplanning point of view, researchers may wish to credibly address specific research questions and confirm meaningful treatment effects, so that the resulting confidence interval will meet the designated precision requirements. The general formulation of a linear combination of population means permits a wide range of research questions to be evaluated within the context of ANOVA. Accordingly, a linear contrast between two or more means represents an effect size index in the individual and multiple comparison investigations.
In order to enhance the applicability of single and simultaneous confidence intervals within the framework of one-way heteroscedastic ANOVA, this study presents the corresponding sample size techniques under two precision principles. The precision criteria consist of the control of the expected width and the assurance of tolerance probability of confidence intervals. It is noteworthy that the two principles of expected width and tolerance probability are closely related to the two standard criteria of unbiasedness and consistency in statistical point estimation, respectively. In other words, these two measures impose unique and distinct aspects of precision characteristics on the resulting confidence intervals, and each principle has conceptual and empirical implications in its own right. For most of the situations, prior knowledge or theory alone enables us to determine the appropriate magnitude of interval half width because its scale is the same as that of the linear contrast. On the other hand, the suitable values of tolerance levels are within the range of 0.70 to 0.99 as demonstrated in Kupper and Hafner (1989) .
Consequently, the suggested sample size procedures update and expand upon current work of Pan and Kupper (1999) and related results in the literature. Although the discussion concentrated on the one-way ANOVA setting, the principles and procedures are also applicable in more complicated factorial and extended formulations. Detailed sample size tables are presented to help researchers have a better understanding of the intrinsic relationships that exists between the optimal sample sizes, model characteristics, and precision considerations. Since existing software packages do not accommodate sample size calculations with the same degree of generality as illustrated in this research, computer programs are also developed to aid the use of the suggested procedures. The proposed sample size methodology should be useful for practical purposes of planning individual and multiple comparison studies in which variances differ across groups. 
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