For which groups G is it true that whenever one forms a direct limit of left G-sets, lim − → i∈I Xi, the set of its fixed points, (lim − →I Xi) G , can be obtained as the direct limit lim − →I (X G i ) of the fixed point sets of the given G-sets? An easy argument shows that this holds if and only if G is finitely generated.
Outline.
In §2 the definition of a direct limit of sets will be recalled, and the above result on group actions verified. In §3 we note several sufficient conditions for the the corresponding conclusion to hold for monoid actions, finally arriving in §4 at necessary and sufficient conditions. These sections assume no knowledge of category theory.
In §5, assuming a basic knowledge of category theory, we reformulate the above results as saying that certain limits commute with certain colimits, and determine those small categories E such that the corresponding result holds for limits over E. §6 focuses on the special case where E is a poset. In §7 we note a wide class of questions, of which those answered here are very special cases. In §8 we record a sufficient condition on a subcategory E 0 of a category E for the limit of any functor from E into any category, if it exists, to also be the limit of the restriction of that functor to E 0 .
Direct limits and group actions.
Recall that a partially ordered set (I, ≤) is said to be directed if for every pair of elements i, j ∈ I, there exists k ∈ I majorizing both, i.e., satisfying k ≥ i, k ≥ j. A directed system of sets means a family of sets (X i ) i∈I indexed by a nonempty directed partially ordered set I, and given with connecting maps α i,j : X i → X j (i ≤ j) such that whenever i ≤ j ≤ k, one has α i,k = α j,k α i,j , and each α i,i is the identity map of X i . (So a more complete symbol for the directed system is (X i , α i,j ) i,j∈I .)
In this situation one has the concept of the direct limit of the given directed system. This is constructed by forming the disjoint union I X i , and dividing out by the least equivalence relation ∼ such that x ∼ α i,j (x) whenever x ∈ X i and i ≤ j. Denoting the resulting set lim − →I X i , and writing [x] for the equivalence class therein of x ∈ I X i , we get, for each j ∈ I, a map α j,∞ : X j → lim − →I X i taking x ∈ X j to [x] . The characterization of lim − → I X i that we will use below is that it is a set given with maps α j,∞ : X j → lim − → I X i (j ∈ I) such that every element of lim − →I X i is of the form α j,∞ (x) for some j ∈ I, x ∈ X j , and such that (1) α i,∞ (x) = α j,∞ (y) if and only if there exists k ≥ i, j such that α i,k (x) = α j,k (y).
Property (1) is easily deduced from the directedness of I. Note that it includes the relations (2) α i,∞ (x) = α j,∞ (α i,j (x)) (i ≤ j ∈ I, x ∈ X i ) corresponding to the generators of the equivalence relation from which we constructed the direct limit. If G is a group, then a directed system of left G-sets means a directed system (X i , α i,j ) i,j∈I of sets such that each X i is given with a left action of G, and each of the connecting maps α i,j is a morphism of G-sets (a G-equivariant map). Henceforth we will generally omit the qualifier "left". Given such a directed system, it is easy to verify that lim − →I X i admits a unique G-action making the maps α i,∞ morphisms of G-sets, i.e., such that (3) g α i,∞ (x) = α i,∞ (gx) (g ∈ G, i ∈ I, x ∈ X i ).
For any G-set X we shall write
for the fixed-point set of the action. If (X i , α i,j ) i,j∈I is a directed system of G-sets, we see that each map α i,j carries the fixed set X 
Theorem 1.
If G is a group, I a directed partially ordered set, and (X i , α i,j ) i,j∈I a directed system of G-sets, then the set-map ι of (4) is one-to-one. Moreover, for any group G, the following conditions are equivalent ( 
5)
For every directed partially ordered set I and directed system (X i , α i,j ) i,j∈I of G-sets, the set-map ι of (4) is bijective.
(6)
The group G is finitely generated.
Proof. The assertion of the first sentence follows immediately from (1) and the fact that the maps β i,j are simply the restrictions of the α i,j . To see that (6) implies (5), let {g 1 , . . . , g n } be a finite generating set for G, and consider any element of (lim − → X i ) G , which we may write α i,∞ (x) for some i ∈ I and x ∈ X i . The element x ∈ X i may not itself be fixed under G, but by assumption, for every g ∈ G we have g α i,∞ (x) = α i,∞ (x), in other words, α i,∞ (gx) = α i,∞ (x). By (1) this means that for each g ∈ G there exists k(g) ≥ i in I such that α i,k(g) (gx) = α i,k(g) (x).
Since I is directed, we can find a common upper bound k for k(g 1 ), . . . , k(g n ), and we see from the G-equivariance of the maps α i,j that α i,k (x) will be invariant under all of {g 1 , . . . , g n }, hence will belong to X G k . The element β k,∞ (α i,k (x)) is an element of lim − → X G i which is mapped by ι to the given element α i,∞ (x) ∈ (lim − → X i ) G , as required. Conversely, if G is a non-finitely-generated group, let I be the set of finitely generated subgroups of G, partially ordered by inclusion; this is clearly a directed partially ordered set. For each H ∈ I, let X H be the transitive G-set G/H, and define connecting maps by α H1,H2 (gH 1 ) = gH 2 for H 1 ≤ H 2 ; this gives a directed system. Since each H ∈ I is a proper subgroup of G, each of the G-sets X H satisfies X
On the other hand, any two elements g 1 H 1 ∈ X H1 and g 2 H 2 ∈ X H2 have the same image in X H3 for any H 3 containing H 1 , H 2 and g
Digression. One may ask whether (5) is equivalent to the corresponding statement with I restricted to be the set N of natural numbers with the usual ordering ≤. If we call this weakened condition (5 N ), I claim the proof of Theorem 1 may be adapted to show that (5 N ) is equivalent to (6 N ) Every chain H 0 ≤ H 1 ≤ . . . of subgroups of G indexed by N and having union G is eventually constant.
Indeed, suppose G is a group for which (5 N ) fails, so that we have a directed system (X i ) i∈N and an element α j,∞ (x) ∈ (lim − →N X i ) G which is not in the image of ι. Then no α j,k (x) lies in X G j , and letting H i be the isotropy subgroup of α j,j+i (x) for each i, we get a counterexample to (6 N ). Conversely, if we have a counterexample to (6 N ), then setting X i = G/H i gives a counterexample to (5 N ).
Are there groups that satisfy (6 N ) but not (6)? Clearly (6 N ) cannot hold in any countable non-finitelygenerated group. It will also fail in any group which admits a homomorphism onto a group in which it fails, from which one can show that it fails in any non-finitely-generated abelian group [2, paragraph following Lemma 9] . However, examples are known of uncountable groups that satisfy (6 N ): Infinite direct powers of nonabelian simple groups [7] , full permutation groups on infinite sets [9] , [2] , and others [3] , [4] , [10] , [11] .
Monoid actions -initial observations.
If we replace the group G of the preceding section with an arbitrary monoid M, a large part of the discussion goes over unchanged. Given a directed system (X i , α i,j ) i,j∈I of left M -sets, we get an M -set structure on lim − → X i , and there is a natural map
which is always one-to-one; and we may ask for which M it is true that (8) For every directed partially ordered set I and directed system (X i , α i,j ) i,j∈I of M -sets, the set-map ι of (7) is bijective.
The argument used in the proof of Theorem 1 (6) =⇒ (5) shows that a sufficient condition is (9) M is finitely generated.
When we attempt to reproduce the converse argument, we find, as before, that if M is not finitely generated its finitely generated submonoids N form a directed partially ordered set; however, there is no concept of factor-M -set M/N, as would be needed to continue the argument. And in fact, there exist non-finitely-generated monoids for which (8) holds. For instance, let M be the multiplicative monoid of any field F ; note that 0 ∈ M. Given an element α j,∞ (x) ∈ (lim − →I X i ) M , we have α j,∞ (x) = 0 α j,∞ (x) = α j,∞ (0x), hence there exists k ∈ I such that α j,k (x) = α j,k (0x). We now observe that for every u ∈ M we have
M is in the image of (7). Recalling that an element z of a monoid M is called a right zero element if uz = z for all u ∈ M, we see that the above argument shows that a sufficient condition for (8) , clearly independent of (9), is (10) M has at least one right zero element.
With a little thought, one can come up with a common generalization of (9) and (10) . Recall that a left ideal of a monoid means a subset L closed under left multiplication by all elements of M. Combining the ideas of the two preceding arguments, one can easily show that (8) holds if (11) M has a nonempty left ideal L which is finitely generated as a semigroup.
But we can generalize this still further. We don't need left multiplication by every element of M to send every element of L into L. We claim it suffices to assume that M has a finitely generated subsemigroup S such that {a ∈ M | aS ∩ S = ∅} generates M.
Indeed, assuming the above holds, and given as before a directed system (X i ) i∈I of M -sets and an element α j,∞ (x) ∈ (lim − →I X i ) M , choose k ≥ j such that for all elements g of a finite generating set for S, we have g α j,k (x) = α j,k (x); thus α j,k (x) is invariant under the action of S. Writing α j,k (x) = y, note that for any a ∈ M such that aS ∩ S = ∅, if we take s, t ∈ S such that as = t, and apply the two sides of this equation to y, we get ay = y, showing that y is fixed under the action of each such element a. Since such elements generate M, we can conclude that y ∈ X M k , from which (8) follows as before. In the condition just considered, nothing is lost if we replace the semigroup S by the monoid S ∪ {1}. (The same was not true of (11) , where the property of being an ideal would have been lost.) So let us formulate that condition in the more natural form
M has a finitely generated submonoid N such that {a ∈ M | aN ∩ N = ∅} generates M.
To see that this is strictly weaker than (11) , consider the monoid presented by infinitely many generators x n (n ∈ N) and y, and the relations saying that all the elements x n y (n ∈ N) are equal. Then (12) holds with N the submonoid generated by y and x 0 y, but one can verify that there is no left ideal L as in (11) . (Note that the left ideal My is not finitely generated as a semigroup, since the infinitely many elements x n x 0 y (n ∈ N) cannot be obtained using finitely many generators.)
Note that in condition (12), one obtains the elements of N from a finite generating set using arbitrarily many multiplications; then gets each element a in the set-bracket expression from two elements of N by an operation of "right division". Finally, the general element of M is obtained from these by again using arbitrarily many multiplications. Looked at this way, it would be more natural to allow arbitrary sequences of multiplications and right divisions; i.e., to consider the condition
There exists a finite subset S ⊆ M such that the least subset
We shall see in the next section that this, too implies (8) . That (13) is weaker than (12) may be seen by considering the monoid with presentation M = x n , y n , z, w (n ∈ N) | x n y n z = z, y n w = w .
Namely, one can show that given a finitely generated submonoid N ⊆ M, only finitely many of the elements x n can satisfy x n N ∩ N = ∅, hence not all of them will appear in the set-expression shown in (12), so, as these elements are irreducible, (12) cannot hold. However, starting with the finite set {z, w}, the "right division" process of (13) gives us all elements of the forms x n y n and y n , another application of right division gives all elements x n , and from these and the original two elements z and w, closure under multiplication gets all of M.
4 Left congruences, and a precise criterion.
To approach more systematically the problem of characterizing monoids that satisfy (8) , let us recall a useful heuristic for generalizing results about groups G and G-sets to monoids M and M -sets:
Groups : normal subgroups : subgroups : : monoids : congruences : left congruences.
Normal subgroups N of a group G classify the homomorphic images f (G) of G, by listing the elements that fall together with 1 under f. To determine the structure of a homomorphic image f (M ) of a monoid M, it is not sufficient to consider elements that fall together with 1; instead one must look at the set of pairs of elements that fall together, C = {(a, b) ∈ M ×M | f (a) = f (b)}. Sets C that arise in this way are called congruences on M ; these are precisely the subsets C ⊆ M ×M such that (15) C is an equivalence relation which is closed under left and right translation by elements of M.
When we study the structures of left G-sets X, the key concept is the set G x of elements of G fixing a given element x ∈ X, which can be any subgroup. For M a monoid, the analogous tool for studying the behavior of an element x of a left M -set is the set of pairs C x = {(a, b) ∈ M ×M | ax = bx}. This can be any subset C ⊆ M ×M satisfying For G a group, every G-set is a disjoint union of orbits Gx ∼ = G/H. There is no such simple structure theorem for a set X on which a monoid M acts; nevertheless, such an X will be a union of orbits M x ∼ = M/C, and this fact will allow us to reduce (8) to a condition on left congruences.
(We have defined 2-sided congruences, i.e., sets satisfying (15), only for perspective. We remark that right actions of monoids lead to a third concept, that of right congruences, left-right dual to (16); but since right actions of M are equivalent to left actions of the opposite monoid, we lose no generality by restricting attention in this note to left M -sets.)
Given a monoid M and a subset R ⊆ M ×M, there is a least left congruence C containing R, the left congruence generated by R; this is obtained by closing R under the obvious operations (one each to obtain reflexivity, symmetry, transitivity, and closure under left translation by each element of M ). Thus, one can speak of a left congruence being finitely generated. Let us call the whole set M ×M the improper congruence on M.
We shall now show that the necessary and sufficient condition on a monoid M for (8) to hold is
The improper left congruence on M is finitely generated.
Moreover, we will find that the final condition (13) of the preceding section is also equivalent to this. The reader who is inclined to skip the proof below as straightforward should note that the step (8) =⇒ (17) involves an unexpected hiccup.
Theorem 2. If M is a monoid, I a directed partially ordered set, and (X
Moreover, for any monoid M, the following implications hold among the conditions introduced above:
Proof. The first assertion and the implications through (13) have already been noted. (Moreover, none of those implications is reversible; examples were given when this was not obvious.) We shall complete the proof by showing (13) =⇒ (8) =⇒ (17) =⇒ (13). Given a finite set S as in (13) and an element α j,∞ (x) ∈ (lim − →I X i ) M , let us take k ∈ I such that the finitely many relations s α j,k (x) = α j,k (x) (s ∈ S) all hold, and let y = α j,k (x). Then it is easy to check that the set N = {s ∈ M | sy = y} satisfies conditions (i)-(iii) of (13), hence is all of M. Thus y is an element of X M k mapping to the given element α j,∞ (x) of (lim − → I X i ) M , whence α j,∞ (x) lies in the image of ι, proving (8) .
The proof that (8) =⇒ (17) starts like the corresponding argument for groups: If the improper left congruence on M is not finitely generated, let I be the set of all finitely generated left congruences on M, partially ordered by inclusion. The M -sets X C = M/C (C ∈ I) will form a directed system such that lim
is empty. For assume, on the contrary, that X M C were nonempty. If M were a group, that would mean that X C was a singleton, hence that C was the improper left congruence, giving a contradiction. For M a general monoid, we can only conclude that some congruence class [a] ∈ X C is fixed under the action of M. However, given such an [a], let C ′ be the left congruence on M generated by C and the one additional pair (a, 1).
is M -fixed, so C ′ is the improper left congruence, this time indeed contradicting the assumption that the latter is not finitely generated.
Finally, to show (17) =⇒ (13), suppose {(a 1 , b 1 ), . . . , (a n , b n )} is a finite generating set for the improper left congruence on M. Let S = {a 1 , . . . , a n , b 1 , . . . , b n }, let N be the set constructed from S as in (13), and let U be the set of ordered pairs of the form (as, at) with a ∈ M and s, t ∈ N. By the closure properties of N we see that each (as, at) ∈ U either has both components in N (if a ∈ N, by (13)(ii)) or neither (if a / ∈ N, by (13)(iii)). It follows that the least equivalence relation C containing U will not relate elements in N with elements not in N. Moreover, U is closed under left translation by members of M, hence so is C, i.e., C is a left congruence on M. But C contains {(a 1 , b 1 ), . . . , (a n , b n )}, so by choice of this set, C must be the improper congruence; hence as it does not relate elements in N with elements not in N, we must have N = M, establishing (13).
We remark that none of conditions of the above theorem except (9) is right-left symmetric. Indeed, let M consist of the identity element and an infinite set S of right-zero elements. Then M satisfies (10), hence satisfies all these conditions other than (9), but I claim that the opposite monoid M op does not satisfy (17), hence does not satisfy any of the conditions shown. For any equivalence relation on the underlying set of a monoid respects both left multiplication by the identity and left multiplication by any left zero element; hence every equivalence relation on M op is a left congruence; but the improper equivalence relation on an infinite set is not finitely generated.
Let us also note that there is a simpler example for monoids than for groups of a case where (8) fails, but the analogous statement (8 N ) on direct limits indexed by the natural numbers holds; equivalently, where the improper left congruence is not finitely generated, but cannot be written as the union of a countable chain of proper left congruences. Let M = ω 1 , the first uncountable ordinal, made a monoid under the (commutative) binary operation sup. Every left congruence on M corresponds to a decomposition into disjoint convex sets (i.e., intervals); let us associate to each proper congruence C the least α ∈ ω 1 such that (α, 0) / ∈ C. By considering the sequence of ordinals associated in this way with a countable chain of such congruences, we see that its union cannot be the improper congruence.
Functors on small categories.
From the point of view of category theory, direct limits are instances of colimits, which are left universal constructions, while fixed-point sets are instances of limits, which are right universal. Generally, left universal constructions commute with left universal constructions and right universal constructions with right universal constructions but left and right universal constructions do not commute with one another; so the results we have obtained to the effect that certain colimits commute with certain limits are anomalous.
Those results do not remain true if the codomain category Set is replaced by an arbitrary category. For instance, let MetSp be the category of metric spaces, with distance-nonincreasing maps as morphisms, and consider the directed system X 0 → X 1 → · · · , where for each i, X i is the set {0, 1}, with d(0, 1) = 1/(i+1), and all connecting morphisms are the identity on underlying sets. There is an obvious action of the group G = Z/2Z on this system, under which each of the X G i is empty, so lim − → X G i = ∅. On the other hand, the direct limit of this directed system in MetSp is the 1-point metric space, on which G acts trivially; so (lim − → X i ) G is nonempty. In this and the next section, we shall continue to consider the special case where the codomain category is Set and the colimits are classical direct limits, i.e., colimits over directed partially ordered sets; but we shall generalize the fixed-point set constructions X G and X M of group and monoid actions to limits lim ← −E X of functors X on an arbitrary small category E.
If E is a small category we shall, to maintain parallelism with preceding sections, call a covariant functor E → Set an "E-set", and denote such functors by X and neighboring letters. Objects of E will generally be denoted E, F, . . . and morphisms of E by letters a, b, . . . ; the set of morphisms E → F will be written E(E, F ). We will assume that E(E, F ) and E(E ′ , F ′ ) are disjoint unless E = E ′ and F = F ′ . We recall that if X is an E-set, then lim ← −E X can be constructed as the set of Ob(E)-tuples x = (x E ) E∈Ob(E) , with x E ∈ X(E) for each E ∈ Ob(E), which satisfy the "compatibility" conditions
By a directed system of E-sets we shall mean a family of E-sets (X i ) i∈I indexed by a directed partially ordered set I, and given with morphisms of E-sets α i,j : X i → X j (i ≤ j ∈ I) such that for i ≤ j ≤ k ∈ I, one has α i,k = α j,k α i,j , and each α i,i is the identity morphism of the E-set X i .
Given such a system, we see that for each E ∈ Ob(E), the family of sets (X i (E)) i∈I is connected by the set-maps α i,j (E): X i (E) → X j (E) and gives a directed system of sets. If we take the direct limit of each of these systems, functoriality of the direct limit construction yields, for each morphism a ∈ E(E, F ), a set-map lim − →i∈I
which we shall write (lim − →i∈I X i )(a), and whose action on elements is described by
These maps together make the family of direct-limit sets (lim − →i∈I X i (E)) E∈Ob(E) into an E-set, which we shall denote lim − →i∈I X i . (It is in fact the direct limit, in the category of E-sets, of the directed system (X i ) i∈I , though we shall not need that fact.) As with any other E-set, we can take its category-theoretic limit, getting a set lim ← −E (lim − → i∈I X i ). On the other hand, starting with our original directed system (X i ) i∈I of E-sets, we can take the limit over E of each E-set X i , getting a directed system of sets (lim ← −E X i ) i∈I , with connecting maps which we may denote
and we may form the direct limit of these sets, getting a set
And once again there is a natural set-map connecting these constructions,
Recalling that x is an Ob(E)-tuple (x E ) satisfying (18), we can apply α i,∞ (E) to each component x E , and so get an Ob(E)-tuple of elements of the sets lim − → i∈I X i (E) (E ∈ Ob(E)). The compatibility condition (18) on the components x E of the given element (x E ) implies the compatibility of the components of the resulting family (α i,∞ (E)(x E )) E∈Ob(E) , so that it does indeed yield an element of lim ← −E (lim − → i∈I X i ), which is easily shown to be independent of the choice of the expression α i,∞ (x) for our given element of lim − → i∈I (lim ← −E X i ). This time, even injectivity of ι is not automatic. To obtain a criterion for it to hold, we will need a lemma on partially ordered sets. Recall that a subset D of a partially ordered set J is called a downset (or "order ideal") if s < t ∈ D =⇒ s ∈ D. We shall regard the set of downsets of any partially ordered set as ordered by inclusion. A partially ordered set is called downward directed (the dual of "directed") if for any two elements u, v of the set, there is an element w majorized by both of them. (21), let S be as in the hypothesis of (23), and for each element a ∈ A which does not belong to all the elements of S, choose an element s(a) ∈ S not containing a. Since A is finite and S is downward directed, we can find some s ∈ S which is majorized by (i.e., is a subset of) all the s(a) (a ∈ A). Being a nonempty downset, s must contain some element of A by (21), and by construction this element belongs to all members of S, proving (23). Finally, to show (23) =⇒ (22), suppose the latter condition fails, i.e., that J either has infinitely many minimal elements, or has an element not majorizing any minimal element. In the former case, the set S of cofinite subsets of the set of minimal elements of J is easily seen to be a counterexample to (23). In the other case, suppose q ∈ J majorizes no minimal element. Using Zorn's Lemma, choose a maximal chain C of elements ≤ q in J, and for each c ∈ C let s c = {r ∈ J | r < c}. Then each s c is a downset, and is nonempty because c is not minimal, and the family S = {s c | c ∈ C}, being a chain, is a directed system. If S contained an element d, then C ∪ {d} would contradict the maximality of C; so S = ∅, so again (23) fails.
We can now get a criterion for the injectivity of the set-maps ι, and a little more.
Proposition 4.
If E is a small category, the following conditions are equivalent:
For every directed partially ordered set I and directed system (X i , α i,j ) i,j∈I of E-sets, the set-map ι of (20) is one-to-one.
(25) There exists a finite family A of objects of E such that every object of E admits a morphism from one of the objects of A.
Moreover, condition (25) is also necessary for the map ι to be surjective for all directed systems.
Proof. First, assume (25), and let us be given two elements α j,∞ (x) and α j ′ ,∞ (y) in lim − →i∈I (lim ← −E X i ) (where x = (x E ) E∈Ob(E) and y = (y E ) E∈Ob(E) ), having the same image in lim ← −E (lim − → i∈I X i ). Thus, the images of these two Ob(E)-tuples agree in each component lim − → i∈I X i (E) (E ∈ Ob(E)). By the directedness of I we can find k majorizing both j and j ′ and such that for each of the finitely many objects E ∈ A, α j,k (E)(x E ) and α j ′ ,k (E)(y E ) coincide. Now by assumption, every F ∈ Ob(E) admits a morphism from one of the objects E ∈ A, so the conditions (18) on the Ob(E)-tuples α j,k (x E ) and α j ′ ,k (y E ) show that the F -components of these tuples coincide as well. Hence α j,k (x) = α j ′ ,k (y); hence α j,∞ (x) = α j ′ ,∞ (y), proving (24).
To get the converse, let us define a preordering on Ob(E) by writing E ≤ F if there exists a morphism from E to F, and let J be the partially ordered set obtained by dividing Ob(E) by the equivalence relation "E ≤ F ≤ E ". If (25) fails, this says that J does not satisfy (21), hence by the preceding lemma we can find a downward directed set S of nonempty downsets in J having empty intersection. We shall now construct a directed system of E-sets indexed by the (upward) directed partially ordered set S op . Given s ∈ S, let us say that an object E ∈ Ob(E) "belongs to" s if the equivalence class of E in J is a member of s. For each s ∈ S, we define an E-set X s by letting X s (E) be the two-element set {−1, +1} if E belongs to s, and the one-element set {0} otherwise. Given a morphism a ∈ E(E, F ), we let X s (a) be the identity on {−1, +1} if E and F both belong to s; as s is a downset, the only remaining possibilities have F not belonging to s, in which case we let X s (a) be the unique map X s (E) → X s (F ) = {0}.
If s ⊇ t are members of S, then we define the map α s,t : X s → X t to act as the identity at objects E ∈ Ob(E) belonging either to both s and t or to neither, and as the unique map {−1, +1} → {0} on elements belonging to s but not to t; these maps clearly make (X s , α s,t ) a directed system indexed by S op . Now because S has empty intersection, we see that at each E ∈ Ob(E), the sets X s (E) eventually become singletons, so lim − →S op X s is an E-set all of whose components are singletons; hence the set lim
On the other hand, for each s ∈ S we can construct (at least) two distinct elements of lim ← −E X s ; an element x + which takes value +1 at every E belonging to s (and, necessarily, value 0 at all other E), and an element x − which takes value −1 at all E belonging to s. The maps lim ← −E α s,t : lim To formulate a criterion for (20) to be bijective, let us define a congruence C on an E-set X to be a family (C E ) E∈Ob(E) , where each C E is an equivalence relation on X(E), and which is functorial, in the sense that (26) (s, t) ∈ C E , a ∈ E(E, F ) =⇒ (X(a)(s), X(a)(t)) ∈ C F .
If, more generally, we define a "binary relation" R on an E-set X to mean a family R = (R E ) E∈Ob(E) , where each R E is a binary relation on X(E), and no functoriality is assumed, then for every such relation R we can define the congruence generated by R to be the least congruence C such that for each E ∈ Ob(E), R E ⊆ C E . It is not hard to verify a more explicit description for this congruence C : for each E ∈ Ob(E), C E is the equivalence relation on X(E) generated by the union, over all F ∈ Ob(E) and a ∈ E(F, E), of the image in X(E) × X(E) of R F ⊆ X(F ) × X(F ) under X(a) × X(a). We will call a congruence on X finitely generated if it is generated by a binary relation R such that E∈Ob(E) card(R E ) < ∞. (Since we cannot assume the sets X(E) disjoint, it is not sufficient to say that card( R E ) is finite.) The improper congruence on an E-set X will mean the congruence whose value at each E is the improper equivalence relation on X(E).
For any object E of E, the covariant hom-functor E(E, −) : E → Set may be regarded as an E-set, which we will denote H E . Since we have assumed that distinct pairs of objects give disjoint hom-sets, these E-sets will be disjoint, and we can form the union of any set of them. We can now state and prove Theorem 5. Let E be a small category satisfying (25), and A a finite set of objects of E as in that condition, i.e., such that every object of E admits at least one morphism from an object of A. Let H denote the E-set E∈A H E . Then the following conditions are equivalent.
For every directed partially ordered set I and directed system (X i , α i,j ) i,j∈I of E-sets, the set-map ι:
The improper congruence on H is finitely generated.
Proof. Since (25) assures injectivity of the maps (20), what we must prove is that under that assumption, surjectivity of these maps is equivalent to (28). First assume (28), and suppose we are given a directed system (X i ) i∈I of E-sets, and an element
Each coordinate x E of x can be written α jE ,∞ (y E ), where j E ∈ I is an index depending on E, and y E ∈ X jE (E). We shall only use finitely many of these elements, namely those with E ∈ A. By the directedness of I we can find an index j that majorizes all the j E with E ∈ A; we thus get a family of elements of X j , namely y ′ E = α jE ,j (y E ) ∈ X j (E) (E ∈ A). These will generate a sub-E-set Y ⊆ X j , whose F -component, for each F ∈ Ob(E), consists of all elements X j (a)(y
Let us map the E-set
(This can be thought of as an application of Yoneda's Lemma to each of the sub-E-sets H E of H.)
By choice of the y E , the image in lim − → i∈I X i of the sub-E-set Y ⊆ X j has in each coordinate F only a single element, namely x F . Thus as we apply successive morphisms α j,k , every pair of elements in each coordinate eventually falls together. But the fact that Y is an image of H and that the improper congruence on H is finitely generated means that some finite family of these collapses imply all of them. Thus, we can find some k ≥ j such that the image of Y in X k also has just one element in each coordinate. The Ob(E)-tuple of elements of X k so determined will be an element z ∈ lim ← −E X k which maps to x in lim ← −E (lim − → i∈I X i ). Taking the image of this element z in lim − →i∈I (lim ← −E X i ) we get an element of the latter set that maps to x under ι, proving (27).
The proof of the converse will closely follows that of the corresponding result for monoid actions, though the "hiccup" will involve adjoining card(A) additional pairs, rather than just one, to a certain finitely generated congruence. Thus, assume that the improper congruence on H is not finitely generated, let I be the directed partially ordered set of all finitely generated congruences on that E-set, and for each C ∈ I let X C be the E-set H/C. Then we find that lim − →C∈I X C is an E-set with just one element in each component, hence lim ← −E (lim − →C∈I X C ) is a singleton; but we claim that each of the sets lim ← −E X C , and hence the set lim − → C∈I (lim ← −E X C ), is empty, making surjectivity of ι impossible. For assume, on the contrary, that we have an element x = (x E ) ∈ lim ← −E X C for some C ∈ I. For each E ∈ A the element x E will be the C-congruence class [a E ] of some element a E ∈ H(E). If for every E ∈ A we adjoin to C the additional pair (id E , a E ), we get a finitely generated congruence on H which is easily seen to be the improper congruence (because the compatibility conditions (18), which by assumption hold for the components x E = [a E ] of x, now hold also for all images of the generators id E of H), contradicting our assumption, and completing the proof of the theorem.
The following terminology provides a useful way of looking at this result. Definition 6. Let E be a small category. By the trivial E-set we will mean the functor T that associates to every object of E a 1-element set (with the only possible behavior on morphisms). If E satisfies (25) and (for H constructed as in Theorem 5 from a set A as in (25)), also (28), we will say that the trivial E-set is finitely presented.
Note that for T the trivial E-set defined above, and X any E-set, the set lim ← −E X can be identified with the hom-set Set E (T, X). From this point of view, Theorem 5 is an instance of the general observation that for an algebraic structure S (in this case, T ), the covariant hom-functor determined by S respects direct limits if and only if S is finitely presented.
(We have, for simplicity, not defined the general concept of a presentation of an E-set. Briefly, this may be done as follows. A representable functor H E (E ∈ Ob(E)) can be considered an E-set X "free on one generator in X(E)", namely id E . A disjoint union of E-sets of this form (with repetitions allowed), modulo the congruence generated by a given set of ordered pairs, can be regarded as the E-set presented using the images of the elements id E ∈ H E as generators and the given ordered pairs as relations. Incidentally, Definition 6 has the formal defect that the condition on E as stated depends on the choice of A. But Theorem 5 shows that it is in fact independent of A; and indeed, for E-sets as for other finitary algebraic objects, if an object is finitely generated, one can show that the property of finite relatedness is independent of choice of finite generating set.) Though Theorem 5 is elegant, it does not give computationally convenient conditions analogous to (9)-(13) of Theorem 2. It is not easy to see reasonable analogs of those monoid conditions for a category with infinitely many objects. However, for categories with only finitely many objects there are such analogs; let us develop the analog of (13).
Let us call a subcategory E 0 right division-closed in a category E if for any two morphisms a, b of E whose composite ab is defined, we have
Proposition 7. Let E be a category with only finitely many objects. Then the following conditions are equivalent:
(30) E satisfies the equivalent conditions of Theorem 5.
(31)
There exists a finite set S of morphisms of E, such that the smallest subcategory E 0 of E which has the same object-set as E, contains S, and is right division-closed in E, is E itself.
Proof. Assuming (30), take for A as in Theorem 5 the full object-set of E, so that H is the union of the E-sets H E associated with all the objects of E, and let R be a finite generating set for the improper congruence on H. Let S be the set of all elements occurring as first or second components of members of R, and let E 0 ⊆ E be constructed from S as in (31). Let U be the set of all pairs (as, at) with
As in the last paragraph of the proof of Theorem 2, every element of U either has both components or neither component in E 0 . Hence the equivalence relation C generated by U cannot relate an element in E 0 to an element not in E 0 . But U, and hence C, is closed under left composition with morphisms of E, hence C is a congruence on E, and it contains all members of the generating set R for the improper congruence, hence it is the improper congruence. Now for every morphism a ∈ E(E, F ) of E, the improper congruence contains (id F , a), and id F ∈ E 0 , hence a ∈ E 0 . So E 0 = E, proving (31).
Conversely, suppose S is a finite set of morphisms for which the conclusion of (31) holds, and consider the congruence C on H generated by all pairs (a, id F ) where a ∈ S ∩ E(E, F ), E, F ∈ Ob(E).
For each E, F ∈ Ob(E), let E 1 (E, F ) denote {a ∈ E(E, F ) | (a, id F ) ∈ C}. I claim that E 1 is a right division closed subcategory of E with object-set Ob(E). It is immediate that it contains all identity morphisms; now suppose a: F → G and b: E → F are morphisms of E, with b ∈ E 1 . The latter relation means (b, id F ) ∈ C, hence as C is a congruence, we also have (ab, a) ∈ C, hence (ab, id G ) ∈ C ⇐⇒ (a, id G ) ∈ C, i.e., ab ∈ E 1 ⇐⇒ a ∈ E 1 , proving both closure under composition and right division closure. Hence since S was chosen as in (31), E 1 must be all of E. This means that C must contain all pairs (a, id F ) with a ∈ E(E, F ), E, F ∈ Ob(E), from which we see that C is the improper congruence on H, which is thus finitely generated, proving (30).
What started me on these investigations was, in fact, the question of how to generalize
. If E is a category with only finitely many objects, and whose morphism-set is finitely generated under composition, then on directed systems (X i ) i∈I of E-sets, the operations lim ← −E and lim − →I commute; i.e., (27) holds.
(In the statement of this result in [1] I assumed the category E nonempty, but allowed direct limits over possibly empty directed partially ordered sets. Here I have made the opposite choice. As noted in [1, Exercise 7.9:2], the result holds if either the category or the directed partially ordered set is required to be nonempty, but fails if they are both empty.)
6 Posets.
The groups and monoids with which we began this note are categories where "all the structure" is in the morphisms and their composition operation, and none in the class of objects and the way morphisms connect them. In this section we will consider the opposite extreme, of a partially ordered set J regarded as a category.
If J is a poset, we shall write E = J cat for the category having for objects the elements of J, and having, for each E, F ∈ J, one morphism λ(E, F ) : E → F if E ≤ F, and no morphisms E → F otherwise. (We use letters E, F, . . . for elements of J for consistency with the notation of the preceding section.)
From Proposition 4 we know that a necessary condition for limits over such a category E to respect direct limits is that the set A of minimal elements of J be finite, and every element of J lie above an element of A. Note that the E-set H constructed as in Theorem 5 from this set A associates to each F ∈ J the set {λ(E, F ) | E ∈A, E ≤ F }. By that theorem, to strengthen our necessary conditions to necessary and sufficient ones, we need to know for which J the improper congruence on this E-set H is finitely generated.
For an instructive example of an infinite poset for which this congruence is finitely generated, let the underlying set of J consist of all real numbers ≥ 1, ordered in the usual way, together with two elements 0 1 and 0 2 which are less than all other elements, and are mutually incomparable. Thus, A = {0 1 , 0 2 }, and for all E other than these two elements, we have H(E) = {λ(0 1 , E), λ(0 2 , E)}. It is easy to see that the improper congruence on H is generated by the single pair (λ (0 1 , 1), λ(0 2 , 1) ). On the other hand, if we delete the element 1 and consider the corresponding functor on (J − {1}) cat , it is not hard to see that the improper congruence on it is no longer finitely generated.
The element 1 ∈ J is what we shall call a "critical element" with respect to the subset {0 1 , 0 2 }. In the first example above, it served to "gather" the strands of H emanating from 0 1 and 0 2 . Let us give precise meanings to these terms. Definition 9. Let J be a partially ordered set. For E ∈ J we shall write down(E) for {F ∈ J | F ≤ E} (the "principal downset" generated by E).
Given E ∈ J and subsets A, B ⊆ J, we shall write R(A, B, E) for the equivalence relation on A∩ down(E) generated by the union over all F ∈ B ∩ down(E) of the improper equivalence relations on the sets A ∩ down(F ). We shall say that B gathers A under E if R(A, B, E) is the improper equivalence relation on A ∩ down(E).
Given a subset A ⊆ J and an element E ∈ J, we note that {E} always gathers A under E; we shall call E A-critical if down(E) − {E} does not gather A under E.
It is straightforward to verify the transitivity relation Also, the observation beginning the last sentence of Definition 9 implies the reflexivity condition:
(33) If A, B are subsets of J, then B gathers A under every E ∈ B.
Note that in the next lemma, we do not assume that every element of J majorizes some member of A (though we will add that assumption when we apply the lemma).
Lemma 10. Let J be a partially ordered set and A ⊆ J a finite subset. Let us write E for J cat , and H for the union, over all E ∈ A, of the covariant hom-functors H E . Then the following conditions are equivalent.
(34)
There exists a finite subset B ⊆ J which gathers A under every E ∈ J.
(35)
The set of A-critical elements of J is finite, and gathers A under every E ∈ J.
(36) The improper congruence on the E-set H is finitely generated.
Proof. (35) =⇒ (34) is immediate. To get the converse, take B as in (34) and let B ′ denote the set of A-critical elements of J. Applying (34) to an element E ∈ B ′ , we see, from the definition of the statement that E is A-critical, that E ∈ B. Hence B ′ ⊆ B, so in particular B ′ is finite; it remains to show that for any E ∈ J, B ′ gathers A under E. In doing so we may assume inductively that B ′ gathers A under every F ∈ J such that the number of elements of B that are < F is smaller than the number that are < E, or such that these numbers are equal but the number ≤ F is smaller than the number ≤ E.
If E / ∈ B, the former assumption shows that B ′ gathers A under each element of B ∩ down(E), hence (32), with B ′ and B ∩ down(E) in the roles of B 1 and B 2 , shows that B ′ gathers A under E, as desired. On the other hand, if E ∈ B, the inductive assumptions show that B ′ gathers A under every element of J that is < E. Now if E is not A-critical, we can apply (32) with B ′ and down(E) − {E} in the roles of B 1 and B 2 respectively, and again conclude that B ′ gathers A under E. On the other hand, if E is A-critical, then it belongs to B ′ , and (33) (with B ′ in the role of B) yields the same conclusion. (34) ⇐⇒ (36): Note that for any E ∈ J, the definition of H(E) shows that this set is in bijective correspondence with down(E) ∩ A, via λ(A, E) → A, and that for any set B, the equivalence relation R(A, B, E) on down(E) ∩ A corresponds to the restriction to H(E) of the congruence generated by the improper equivalence relations on the sets H(F ) (F ∈ B). It follows that given B as in (34), the improper congruence on H is generated by the finite set of pairs {(λ(F, E), λ(F ′ , E)) | E ∈ B; F, F ′ ∈ A ∩ down(E)}. Conversely, assuming (36), if we take a finite generating set S for the improper congruence on H, and let
we see that B will be a set as required by (34).
The above lemma, combined with our earlier results, yields both necessary and sufficient conditions for a category of the form J cat to have the property we are interested in (last sentence of theorem below). We can also get from it some necessary conditions for this to be true of an arbitrary small category (first paragraph).
Theorem 11. Let E be a small category, and J the partially ordered set whose elements are the equivalence classes of members of Ob(E) under the equivalence relation that relates E and F if there exist morphisms from E to F and from F to E (cf. proof of Proposition 4) . Let A denote the set of minimal elements of J, and B the set of A-critical elements. Then necessary conditions for limits over E to respect direct limits of E-sets are (i) A is finite, (ii) every element of J lies above an element of A, (iii) B is finite, (iv) B gathers A under every element of J.
Moreover, if E is a category formed from a partially ordered set by the construction ( ) cat (equivalently, if E ∼ = J cat ), then these conditions are sufficient as well as necessary.
Proof. The final assertion is immediate from Proposition 4, Theorem 5, and Lemma 10.
To get the assertion of the first paragraph, suppose that limits over E respect direct limits of E-sets. Conditions (i) and (ii) follow from Proposition 4. Let us write the set of minimal elements of J more distinctively as A (J) , let A (E) ⊆ Ob(E) be a set of representatives of these elements, and let H (J) and H (E) denote the J cat -set and the E-set determined by these respective sets of objects. Then by Theorem 5 our assumption implies that the trivial congruence on H (E) is finitely generated, and by Lemma 10, the conclusions (iii) and (iv) that we want to prove are equivalent to saying that the same is true of the trivial congruence on H (J) . Now there is an obvious functor R : E → J cat taking each object of E to its equivalence class in J. It is easy to see that the composite functor H (J) •R : E → J cat → Set is a surjective image of H (E) : E → Set; hence as the improper congruence on H (E) is finitely generated, the same is true of the improper congruence on H (J) •R. Hence, as R is surjective on objects and morphisms, the improper congruence on H (J) is also finitely generated, as required.
Some general observations.
As mentioned earlier, this paper arose from thinking about how to sharpen the result of [1, §7.9] that for E a category with finitely many objects and finitely generated set of morphisms, the construction of limits of set-valued functors on E commutes with that of direct limits.
That result, in turn, arose from trying to understand the fact that many familiar set-theoretic constructions, such as finite direct products, pullbacks, and equalizers, respected direct limits -though one would not expect them to, since they are right rather than left universal -and to see what distinguishes these cases from other cases (such as infinite products) which do not respect direct limits.
The fact that finite products respect direct limits, together with the fact that familiar sorts of algebras are defined in terms of sets S given with maps S× · · · ×S → S, underlies the fact that direct limits of these algebraic structures can in general be constructed by taking direct limits of underlying sets and putting algebra structures on them. (If we consider structures based on infinite products, this construction fails. For instance, for every positive real number a, the closed interval [0, a] ⊆ R admits an ℵ 0 -ary supremum operation sup(x 0 , x 1 , . . . ); but these operations obviously do not extend to the direct limit of these sets, [0, ∞).) One can deduce from this fact that the results we have proved on Set-valued functors also hold for functors to varieties of algebras (with finitary operations).
It would seem desirable to investigate other cases of commutativity between limits and colimits -both for functors with codomains other than Set, and for colimits over categories other than directed partially ordered sets. If we fix one of the three variables -the small category over which we take limits, the small category over which we take colimits, and the codomain category -then we get a Galois connection ( . That problem is not actually a case of the problem considered above, however, because of the nontrivial form that the direct limit construction takes for sheaves, and we will not discuss it here.
Congruences induced from subcategories.
Suppose E is a small category, X an E-set, E 0 a subcategory of E, and R: E 0 → E the inclusion functor. Given a congruence C on the E 0 -set X•R, let us define a binary relation C ′ on the E-set X by letting (x, y) ∈ X(E) ×X(E) belong to C ′ if and only if for every morphism a of E that carries E into an object of E 0 , we have (X(a)(x), X(a)(y)) ∈ C. It is not not hard to verify that C ′ will be a congruence on E, and that this construction respects arbitrary intersections of congruences (including the empty intersection, i.e., the improper congruence). Actually, these verifications do not even need the full condition that C be a congruence; an arbitrary equivalence relation will do. However, if E 0 is a full subcategory of E, then using the fact that C is a congruence, it is immediate that C ′ restricted to objects of E 0 gives the original congruence C. It follows that in this situation, the construction C → C ′ gives an embedding of the partially ordered set of congruences on X•R in the partially ordered set of congruences on X.
Returning to the case of a general subcategory E 0 ⊆ E, there is another obvious way of associating to every congruence C on X•R a congruence on X : one may take C ′′ to be the congruence on X generated by the pairs belonging to C. In fact, the above two constructions, C → C ′ and C → C ′′ , are respectively right and left adjoint to the construction associating to a congruence on X its restriction to X•R; they can be characterized respectively as giving the largest congruence whose restriction to X•R is contained in C, and the smallest congruence whose restriction to X•R contains C. Now if E 0 is a full subcategory of E, we have seen that the restriction of C ′ to X•R coincides with (and hence contains) C; hence by the universal property of C ′′ , C ′′ must be contained in C ′ , hence its restriction to X•R must also coincide with C. With the help of these observations we get as required.
For example, suppose J is a partially ordered set, A a subset (not necessarily finite) such that every element of J lies above an element of A (such a subset is said to be downward cofinal ), and B a subset which gathers A under every element of J, and such that every element of B majorizes some element of A. Then one finds that the hypothesis of the preceding lemma is satisfied; so limits over J cat can be evaluated as limits over (A ∪ B) cat . If J happens to be downward directed, it is not hard to see that every downward cofinal subset A gathers itself under every element of J, so in that situation we can replace (A ∪ B) cat with A cat in these observations, recovering the well known result that inverse limits are preserved under restriction of inverse systems to downward cofinal subsystems.
A particular case of that result is the fact that the inverse limit of a functor X over a partially ordered set with a least element 0 is the object X(0); a generalization of this is the fact that the limit of a functor X over any category with an initial object 0 is given by X(0). In these cases, the hom-functor determined by 0 is the trivial E-set, so we can get these results from the above lemma by taking for E 0 the full subcategory with unique object 0.
For another example of the lemma, if M is a monoid with a right zero element z, and M 0 the submonoid {1, z}, then the improper left congruence on M is generated by the pair (1, z) , hence the fixed subset of any M -set is the fixed set of the action of z on that set.
It is interesting to compare Lemma 13 with the theorem from Mac Lane [8] cited in the statement. That theorem (after dualization from colimits to limits, and adjustment of notation) also gives a condition for limits of functors on a category E to coincide with the corresponding limits over a subcategory E 0 . To state that result, recall that for F ∈ Ob(E), the category (E 0 ↓ F ) is defined to have for objects all pairs (E, a) where E ∈ Ob(E 0 ) and a ∈ E(E, F ), and for morphisms (E, a) → (E ′ , a ′ ) all morphisms E → E ′ of E 0 making commuting triangles with the morphisms into F. The condition given in [8] for limits over E to be unaffected by restriction to E 0 is that for every F ∈ Ob(E), the category (E 0 ↓ F ) be nonempty and connected. Now if we let A = Ob(E 0 ) and let H (E) again be the E-set E∈A H E , then H (E) (F ) is the object-set of (E 0 ↓ F ), and the connected components of this category (i.e., the equivalence classes of objects under the least equivalence relation relating every pair of objects connected by a morphism) can be shown to be the congruence classes of the congruence on H (E) generated by the improper congruence on H (E0) . So the criteria are the same, though differently formulated.
(Mac Lane does not restrict his statement to small categories, since his formulation does not require looking at Ob(E 0 ↓ F ) as a set. We have developed the results of this paper using small categories so as to skirt set-theoretic problems. However, those problems can be handled elegantly; cf. [1, §6.4] .)
