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Introduction
La the´orie de la concentration de la mesure s’est impose´e comme un outil essentiel dans
di e´rents domaines mathe´matiques (analyse fonctionnelle, the´orie des probabilite´s, me´chanique
statistique,. . . ). Ainsi, l’une des forces de la the´orie de la concentration de la mesure est sa
ge´ne´ralite´, ce qui lui permet d’eˆtre utilise´e de manie`re e cace dans des situations diverses et
varie´es. Cependant, une telle ge´ne´ralite´ manque de pre´cision dans certains cas particuliers. Cette
sous-optimalite´ a e´te´ mise en avant par Chatterjee dans son ouvrage π Superconcentration and
Related Topics ∫ dans lequel il liste un certains nombre d’exemples exhibant un tel phe´nome`ne
et propose des me´thodes souples permettant de palier ces proble`mes d’impre´cisions. Notre sujet
de the`se s’inscrit dans la continuite´ des travaux de Chatterjee, nous avons donc cherche´ et ob-
tenu de nouveaux re´sultats (certains ame´liorant ceux de Chatterjee) permettant une meilleure
compre´hension du phe´nome`ne dit de superconcentration. Nous proposons, ci-dessous, de de´crire
l’organisation du manuscrit de the`se.
Le premier chapitre propose un survol de la the´orie de la concentration de la mesure et les
di e´rentes manie`res de l’aborder (isope´rime´trie, ine´galite´s fonctionnelles, transport optimal).
Cela permet de souligner la polyvalence d’une telle the´orie et donc les enjeux de notre sujet de
the`se. Nous nous concentrons principalement sur le cas gaussien. Nous en profitons e´galement
pour introduire les outils, provenant de la the´orie des semi-groupes, sur lesquels la majeure partie
de nos travaux de recherche repose (notamment la proprie´te´ d’hypercontractivite´).
Le chapitre deux pre´sente le phe´nome`ne de superconcentration ainsi que l’e´tat de l’art sur la
question. Nous profitons de cette exploration pour e´tablir les questions essentielles qui ont oc-
cupe´ cette the`se, a` savoir : par quels moyens peut-on ame´liorer les bornes connues sur la variance
et (le cas e´che´ant) obtenir une ine´galite´ de concentration refle´tant ce gain ainsi que les asymp-
totiques d’une e´ventuelle convergence en loi. Ensuite, nous avons liste´ de manie`re exhaustive
les di e´rents mode`les connus qui satisfont de la superconcentration. Comme le lecteur pourra
le constater les domaines aborde´s sont tre`s varie´s (matrices ale´atoires, percolation, me´canique
statistique, statistique d’ordre,. . . ), rendant di cile la mise en place d’une me´thodologie ge´ne´rale.
Le chapitre trois permet de rappeller des re´sultats ge´ne´raux sur la the´orie des extreˆmes, comme
nous le verrons ce domaine est e´troitement lie´ au phe´nome`ne du superconcentration. Nous
de´couvrirons qu’une des principales di culte´s de cette the`se est d’obtenir des bornes non asymp-
totiques sur la variance ou des ine´galite´s de de´viations non-asymptotiques en ade´quation avec
la the´orie des extreˆmes. Ce domaine des mathe´matiques nous servira de source d’exemples pour
illustrer certains the´ore`mes abstraits que nous avons obtenu durant cette the`se.
Le chapitre quatre est le premier chapitre a` partir duquel nous exposons des re´sultats obtenu au
cours de cette the`se. Nous y proposons un the´ore`me abstrait permettant d’obtenir des ine´galite´s
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de superconcentration exponentielles, celui-ci correspond au renforcement de certains travaux
de Chatterjee. Nous illustrons ce nouveau the´ore`me avec la the´orie des extreˆmes, en portant
une attention particulie`re aux processus gaussiens stationnaires. Une illustration en statistique
comple`te l’exposition. Une grande partie de ce chapitre s’appuit sur l’article π Some Supercon-
centration inequalities for extrema of stationnary Gaussian processes ∫ que nous avons publie´
dans la revue π Statistics and Probability letters ∫. Cet article est incorpore´ dans le manuscrit
a` la suite de la bibliographie.
Le chapitre cinq introduit la notion d’extremalite´. Cette notion fut developpe´e dans le livre
de Chatterjee comme une autre manie`re d’obtenir de la superconcentration. Nous e´tendons les
travaux de Chatterjee au niveau exponentiel et constatons que nos re´sultats sont meilleurs, dans
un certains re´gime, que ceux de la litte´rature existante.
Le chapitre six s’inspire d’une approche de Chatterjee de la superconcentration pour des mode`les
de verres de spins. Nous de´veloppons des me´thodes d’interpolation permettant d’obtenir des
ine´galite´s de Talagrand d’ordre supe´rieur. Nous mettons e´galement en avant le fait qu’il est
possible d’obtenir de la superconcentration a` partir de nouvelles ine´galite´s fonctionnelles. En
accord avec la litte´rature existante, nous avons choisis de les nommer π ine´galite´s de courbures
dimension, inte´gre´es, inverse´es ∫. Les me´thodes d’interpolations mises en place dans ce chapitre
sont su samment robustes pour eˆtre applique´es au cube discret. Nous proposons une application
de ceci en analyse boole´enne sur l’influence de coordonne´es, cette application nous a e´galement
amene´ a` de´finir la notion d’influence π double ∫ qui semblait absente de la litte´rature. Les
re´sultats de ce chapitre font parti d’un article en cours de re´daction.
Le chapitre sept aborde la superconcentration via la the´orie du transport optimal. Nous uti-
lisons des arguments similaires a` ceux propose´s par Gozlan pour des ine´galite´s de Poincare´ a`
poids pour produire de la superconcentration. Ces me´thodes nous permettent de retrouver toute
une se´rie de bornes sur la variance de fonctionnelles. Nous parvenons e´galement a` obtenir des
ine´galite´s de de´viations exponentielles. La majeur partie des ces re´sultats s’inscrit dans le cadre
de la the´orie des extreˆmes et permettent d’illustrer de manie`re non-asymptotique les the´ore`mes
pre´sente´s dans le chapitre 3. Notre approche permet e´galement de rede´montrer, avec des condi-
tions plus faibles, une partie des travaux de Boucheron et Thomas sur les statistiques d’ordre.
Ce chapitre fera e´galement l’objet d’une note en vue d’une e´ventuelle publication.
Enfin, le chapitre huit fait o ce de conclusion et liste une se´rie de questions ayant germe´es
au cours de cette the`se. Ces questions sont de di culte´s varie´es, certaines semblent pouvoir eˆtre
re´solues a` l’aide des outils de´veloppe´s dans ce manuscript, d’autres, plus de´licates, demanderons
certainement des ingre´dients supple´mentaires.
Les articles re´dige´s durant cette the`se seront place´s en annexe.
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Notations
Nous regroupons, ci-dessous, les di e´rentes notations que nous rencontrerons au cours de ce
manuscrit. Nous souhaitons e´galement signaler que nous avons adopte´ la convention suivante :
un vecteur gaussien de Rn, X = (X1, . . . ,Xn), sera toujours suppose´, sauf mention du contraire,
centre´ et re´duit. C’est a` dire que, pour tout i = 1, . . . , n, E[Xi] = 0 et Var(Xi) = 1. Toutes les
variables ale´atoires de ce recueil sont de´finies sur un espace de probabilite´ ( ,F ,P).
µ, ‹, µn, ‹n Mesures de probabilite´s et leurs produits tensoriels.
“n Mesure gaussienne standard sur Rn.
‡n Mesure uniforme sur la sphe`re Sn µ Rn+1.
µ– Mesure gamma de parame`tre – Ø 0 sur R.
card Cardinal d’un ensemble fini.
d(·, ·) Distance sur un espace me´trique.
È·, ·Í Produit scalaire euclidien.
ÎxÎpp =
qn
i=1 |xi|p Norme lp, p Ø 1 d’un vecteur de Rn.
Lp(E,µ), p Ø 1 Espace de Lebesgue.
ÎfÎpp =
s
E |f |pdµ Norme Lp(µ) d’une fonction f : E æ R.
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X,Y, Z, . . . Variables ale´atoires.
⁄max Plus grande valeur propre d’une matrice ale´atoire.
X(1) > . . . > X(n) Statistiques d’ordre d’un vecteur ale´atoire (X1, . . . ,Xn).
(Xt)tœT Processus stochastique inde´xe´ par un ensemble T .
(Bt)tØ0 Mouvement brownien.
(Pt)Ø0 Semi-groupe d’Ornstein-Uhlenbeck.
(Qt)tØ0 Semi-groupe de Bonami-Beckner.
Mn = maxi=1,...,nXi Maximum d’un vecteur ale´atoire (X1, . . . ,Xn).
MT = suptœ[0,T ]Xt Supremum d’un processus sur l’intervalle [0, T ].
I Argmax de Mn, autrement dit Mn = XI .
 ,M Matrice de covariance et sa racine carre´e (i.e. M tM =  ).
(Hk)kœNn Polynoˆmes d’Hermite.
(WS)Sµ{1,...,n} Polynoˆmes de Walsh.
Cn = {≠1, 1}n Le cube discre`t.
F— , Fn,— Fonction d’e´nergie libre.
V : Rn æ R Potentiel convexe.
G,H, g, h . . . Fonctions de re´partition, respectivement densite´ de proba-
bilite´ d’une variable ale´atoire re´elle.
Ÿµ(x) = f(x)1≠F (x) Fonction de risque associe´ a une variable ale´atoire re´elle X
de densite´ f par rapport a` la mesure de Lebesque et de
fonction de re´partition F .
G≠1 Inverse ge´ne´ralise´e d’une fonction de re´partition.
  Fonction de repartition d’une gaussienne standard.
 0, –, – Fonctions de re´partitions des lois de Gumbel, de Weibull et
Fre´chet.
TW Loi de Tracy et Widom.
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E,Eµ Espe´rance.
Var,Varµ Variance.
Ent,Entµ Entropie.
L Ope´rateur de di usion, ge´ne´rateur infinite´simal d’un pro-
cessus de Markov.
A,D(L) Domaine d’un ge´ne´rateur infinitise´mal.
E Energie de Dirichlet associe´e a` une di usion.
 n, n Ø 0 Ope´rateurs carre´ du champ de la the´orie de Bakry et E´mery.
CD(ﬂ,Œ), ﬂ Ø 0 Crite`re de courbure dimension infinie.
Ò, ˆi Gradient, de´rive´e partielle.
D,Di Gradient et de´rive´e partielle discrete.
 , Laplacien.
C(r), r Ø 0 π Recouvrement ∫ de {1, . . . , n}.
ﬂ(r) Supremum sur les ensembles D œ C(r) de la probabilite´ que
I œ D.
·(r) Nombre moyen d’e´le´ments D de C(r) contenant I.
(Ai)i=1,...,n Partition de l’espace ambiant (principalement Rn).
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Chapitre 1
The´orie de la concentration
Conside´rons (E, d, µ) un espace me´trique mesure´. Si l’on suppose que µ est une mesure de
probabilite´ sur les bore´liens de E et que l’on note, pour tout A µ E et r > 0, par Ar =
{x œ E, d(x,A) < r} le r-e´largissement de A ; il est e´vident que µ(Ar)æ 1 lorsque r æŒ. En
revanche, il est plus surprenant que l’on soit capable d’exprimer, sur un grand nombre d’exemples
non-triviaux, la vitesse a` laquelle ceci s’accomplit. Plus pre´cise´ment, si l’on de´finit la fonction,
dite de concentration, associe´e a` (E, d, µ) par
–(E,d,µ)(r) = sup
)
1≠ µ(Ar) ; A µ E, µ(A) Ø 12
*
, r > 0
il est possible de controˆler cette fonction par un terme qui tend rapidement vers 0 lorsque r æŒ.
Si jamais il existe des constantes C, c > 0 telles que
–(E,d,µ)(r) Æ Ce≠cr2 , r > 0, (1.1)
on parlera de concentration gaussienne. Tandis que s’il existe des constantes C, c > 0 telles que
–(E,d,µ)(r) Æ Ce≠cr, r > 0
on parlera de concentration exponentielle. Il est a` noter que d’autres comportements peuvent-eˆtre
obtenus et que la constante c peut de´pendre d’une dimension n sous-jacente a` l’espace E. La
terminologie de concentration de la mesure provient de l’observation suivante : si l’on conside`re le
cas (1.1) et un ensemble A de mesure 1/2, alors quasiment tout les points (au sens de la mesure)
de E seront a` une distance r = 10 (par exemple) de l’ensemble A.
La the´orie de la concentration de la mesure s’est developpe´e durant le sie`cle dernier et s’est im-
pose´e comme un outil incontournable dans di e´rents domaines des mathe´matiques : the´orie des
probabilite´s, statistiques, ge´ome´trie, analyse fonctionnelle . . . [112]. Historiquement, cette the´orie
est ne´e au de´but des anne´es soixante-dix avec une nouvelle preuve, reposant sur l’ine´galite´ de
Le´vy (de nature isope´rime´trique), de Milman, du The´ore`me de Dvoretzky [126] sur les sections
sphe´riques de domaines convexes en grande dimension. Durant les anne´es 1980 et 1990, cette
the´orie fut re´volutionne´e par Talagrand et ses remarquables travaux sur le phe´nome`ne de la
concentration de la mesure dans les espaces produits [151, 145, 146]. Il proposa un regard nova-
teur sur la notion d’inde´pendance de variables ale´atoires. Il sugge´ra de conside´rer une variable
ale´atoire de´pendant (de manie`re re´gulie`re) d’une grande famille de variables ale´atoires comme
e´tant quasiment constante. A titre illustratif conside´rons l’exemple suivant : soient X1, X2, . . .
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une suite de variables ale´atoires inde´pendantes, prenant les valeurs ±1 avec la meˆme probabilite´
et posons, pour n Ø 1, Sn = X1 + · · · + Xn. On peut conside´rer Sn comme une fonction des
variables ale´atoires Xi. L’ine´galite´ classique suivante, exprimant une version non-asymptotique
du the´ore`me de la loi forte des grands nombres, satisfait par les variables Xi,
P
3 |Sn|
n
Ø t
4
Æ 2e≠nt2/2, t Ø 0
nous assure que Sn/n est essentiellement nul. Cette approche lui permet d’obtenir des re´sultats
majeurs dans cette the´orie pouvant facilement s’appliquer a` la re´solution de proble`mes com-
plexes. Par exemple, son outil de l’ine´galite´ de distance convexe lui a permis de de´velopper des
applications en probabilite´ combinatoire, de me´caniques statistiques et de processus empiriques
ainsi que l’e´tude du supremum de processus [148, 149, 156]. Paralle`lement, une remarque de
Herbst sur les ine´galite´s de Sobolev logarithmiques, permit une approche supple´mentaire, via
les ine´galite´s fonctionnelles, pour e´tudier les proprie´te´s de la concentration de la mesure. Il est
a` noter que cette approche est plus souple que l’approche isope´rime´trique historique. Enfin, en
1997 une remarque de Marton [124, 123], permit une troisie`me approche, comple´mentaire a` celle
des ine´galite´s fonctionnelles, par le biais de la the´orie du transport optimal.
Ce chapitre rassemble, de manie`re non-exhaustive, des re´sultats the´oriques essentiels de la concen-
tration de la mesure. Nous renvoyons le lecteur vers les ouvrages [112, 38] pour plus de de´tails.
Nous pre´senterons, dans un premier temps, des re´sultats d’isope´rime´trie et indiquerons de quelle
manie`re ils ont e´te´ source d’inspiration dans la the´orie de la concentration de la mesure. Nous
nous focaliserons sur le proble`me isope´rime´trique gaussien et ses conse´quences. Nous aborderons
ensuite la concentration de la mesure via l’approche fonctionnelle, notamment par le prisme
des ine´galite´s de Poincare´ et de Sobolev logarithmiques. Nous fournirons des de´monstrations de
ces ine´galite´s d’un point de vue dynamique en suivant l’exposition faite dans [16, 111]. a` l’aide
de semi-groupes markoviens. Bien que sous jacente, nous n’entrerons pas dans les de´tails de la
the´orie de Bakry-Emery et la ge´ome´trie des ope´rateurs de di usions. Les me´thodes d’interpo-
lation et de repre´sentation de la variance (ou de l’entropie) fourniront les outils principaux qui
seront utilise´s pour de´montrer les re´sultats essentiels de cette the`se. Enfin, nous de´velopperons
une dernie`re approche du phe´nome`ne de concentration de la mesure au travers de la the´orie du
transport optimal [163, 162].
1.1 Isope´rime´trie
Le proble`me isope´rime´trique dans le plan euclidien est un proble`me concret et vieux de plu-
sieurs mille´naires. Ce proble`me s’e´nonce comme suit : quels sont les ensembles minimisant le
pe´rime`tre lorsque l’aire est fixe´e ? La le´gende raconte que sa solution, les disques euclidiens,
avait de´ja` e´te´ de´montre´e de manie`re pragmatique par la reine Didon de Carthage. Ce re´sultat
se ge´ne´ralise a` l’espace euclidien, Rn, pour lequel les ensembles minimisant la mesure de bord a`
volume fixe´ sont les boules euclidiennes. Bien que cette solution semble naturelle, la re´solution
rigoureuse de ce proble`me isope´rime´trique n’est survenue qu’a` la fin du XIXe sie`cle par Brunn,
Minkowski puis Lusternik [120].
D’un point de vue plus abstrait, un proble`me isope´rime´trique peut s’e´noncer dans des espaces tre`s
ge´ne´raux. En e et, il su t d’une mesure pour de´finir le π volume ∫ d’un ensemble et d’une dis-
tance pour de´finir le bord d’un ensemble. Par souci de simplicite´ et de concision, nous pre´sentons
une version π inte´gre´e ∫ du proble`me isope´rime´trique pour des exemples spe´cifiques. Nous ren-
voyons le lecteur vers [29, 112, 33] pour plus de de´tails.
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Conside´rons le proble`me isope´rime´trique sur la sphe`re Sn µ Rn+1, n Ø 1 e´quipe´e de sa me-
sure de volume (renormalise´e) riemannienne ‡n. Ce re´sultat a e´te´ obtenu par Le´vy au de´but
des anne´es 20 [119] puis, par Schmidt [140], de manie`re rigoureuse dans les anne´es 40, par des
techniques de´licates de syme´trisation. Essentiellement, ce the´ore`me s’e´nonce comme suit :
The´ore`me 1.1.1. Soient A µ Sn et C une calotte sphe´rique satisfaisant ‡n(C) = ‡n(A), alors
’r > 0,‡n(A) = ‡n(C)∆ ‡n(Ar) Ø ‡n(Cr),
ou` Ar = {x œ E, d(x,A) Æ r} avec d(x,A) = inf{d(x, y), y œ A} et d qui de´signe la distance
canonique de la sphe`re.
Ce re´sultat propose un exemple non trivial du phe´nome`ne de concentration de la mesure en
grande dimension. En e et, ce the´ore`me implique que l’e´largissement d’ordre 1/Ôn d’un ensemble
de demi-mesure recouvre presque toute la sphe`re. En e et, si ‡n(A) = 1/2,
‡n(Ar) Ø ‡n(Cr) Ø 1≠ 2e≠nr2/2.
De manie`re (e´quivalente) fonctionnelle, ceci implique de la concentration sous-gaussienne pour
des fonctions lipschitziennes sur la sphe`re via la proposition suivante, de´montre´e par Le´vy.
Proposition 1.1.2. Soit f : Sn æ R une fonction L-lipschitzienne et M = Med(f) sa me´diane.
Alors,
‡n(|f ≠M | Ø t) Æ 2e≠ nt
2
2L2 , t Ø 0
Cette observation est a` l’origine du phe´nome`ne du concentration de la mesure et du fait
que certaines fonctionnelles ale´atoires sont quasiment constantes en grande dimension. Outre la
naissance de la concentration de la mesure, cette proposition a` e´galement des conse´quences sur
d’autres proble`mes isope´rime´triques. Elle permet notamment de re´soudre le proble`me isope´rime´trique
dans l’espace gaussien (Rn, Î · Î2, “n). Une observation attribue´e, par erreur semble-t-il, a` Poin-
care´ stipule que l’espace gaussien peut-eˆtre π vu ∫ comme limite de sphe`re N dimensionnelle de
rayon
Ô
N . Au milieu des anne´es 70, en combinant cette observation avec le re´sultat de Le´vy,
les mathe´maticiens Sudakov et Tsirelson [144], ainsi que Borell, [36] de manie`re inde´pendante,
re´solvent le proble`me isope´rime´trique dans l’espace gaussien (Rn, Î · Î2, “n) et de´montrent que
les ensembles extre´maux sont des demi-espaces H. On rappelle que de tels ensembles sont de´finis
par
H = {x œ Rn ; Èx, uÍ Æ a}
avec u œ Rn un vecteur unitaire et a œ R.
The´ore`me 1.1.3. Soit A µ Rn et H un demi-espace tel que “n(A) = “n(H). Alors
“n(A) = “n(H)∆ “n(Ar) Ø “n(Hr), r Ø 0
De meˆme que sur les sphe`res, le re´sultat pre´ce´dent fournit un e´nonce´ fonctionnel incontour-
nable du phe´nome`ne du concentration de la mesure. Bien que non pre´sente´ ici, signalons que l’on
peut obtenir ce re´sultat par des me´thodes d’interpolation et de monotonie le long du flot de la
chaleur [109].
The´ore`me 1.1.4. Soient f : Rn æ R une fonction L-lipschitzienne etM = Med(f) sa me´diane,
alors
“n(|f ≠M | Ø t) Æ 2e≠ t
2
2L2 , t Ø 0 (1.2)
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Une proprie´te´ remarquable et inhe´rente aux mesures gaussiennes est que ce re´sultat ne de´pend
pas de la dimension, contrairement a` celui des sphe`res euclidiennes. Ce re´sultat permet de fournir
des de´monstrations alternatives du the´ore`me de Dvoretzky en ge´ometrie ou bien du lemme de
Johnson-Lindenstrauss [75, 1]. Nous conside´rerons plus tardivement dans ce manuscrit l’e´tude de
deux autres proble`mes isope´rime´triques, l’un e´tudie´ par Talagrand pour la mesure exponentielle
syme´trique [145] et l’autre par Bobkov pour la mesure exponentielle [24], et nous de´montrerons
leur pertinence vis a` vis de la proble´matique de cette the`se.
1.2 Ine´galite´s fonctionnelles
Bien que le phe´nome`ne de la concentration de la mesure soit d’inspiration isope´rime´trique, il
peut eˆtre aborde´ de plusieurs manie`res. L’une d’entre elles, beaucoup plus souple que l’approche
isope´rime´trique, repose sur des ine´galite´s fonctionnelles. Celles-ci ont e´te´ aborde´es de di e´rentes
manie`res et dans di e´rents contextes. Nous faisons le choix de pre´senter des de´monstrations de
ces ine´galite´s du point de vue des semi-groupes de Markov et des me´thodes d’interpolation in-
troduites par Bakry et E´mery dans le cadre des ope´rateurs du π carre´ du champ ∫. Pour plus
de de´tails, nous renvoyons le lecteur vers l’ouvrage tre`s complet [16], ou bien pour une expo-
sition plus succincte vers [111] dont nous nous inspirons. Ce choix de pre´sentation est motive´
par la raison suivante : la majeure partie des re´sultats obtenus durant cette the`se s’appuie sur
des me´thodes d’interpolation par semi-groupes. Nous pre´senterons, essentiellement, les ine´galite´s
fonctionnelles satisfaites par la mesure gaussienne ainsi que leurs conse´quences vis a` vis de la
concentration de la mesure. Puisqu’il existe une certaine hie´rarchie parmi ces ine´galite´s fonction-
nelles, nous commencerons par pre´senter la plus faible d’entre elles : l’ine´galite´ de Poincare´, nous
aborderons ensuite l’ine´galite´ de Sobolev logarithmique. Dans un second temps, nous discuterons
des me´thodes d’interpolation provenant de la the´orie de Bakry-E´mery pour pre´senter des preuves
e´le´mentaires de ces ine´galite´s fonctionnelles.
1.2.1 Ine´galite´s de Poincare´
Dans la suite, nous conside´rons (E, d, µ) un espace me´trique mesure´. Pour f : E æ R,
une fonction localement lipschitzienne sur (E, d), on peut ge´ne´raliser la notion de longueur de
gradient de f en un point x œ E de la manie`re suivante :
|Òf |(x) = lim sup
yæx
|f(x)≠ f(y)|
d(x, y) . (1.3)
Sur Rn, muni de la distance euclidienne, cette de´finition co¨ıncide avec la norme euclidienne d’un
gradient.
De´finition 1.2.1. On dit que µ ve´rifie une ine´galite´ de Poincare´ de constante CP > 0 pour une
famille de fonction AP , si pour toute fonction f œ AP ,
Varµ(f) Æ CP
⁄
E
|Òf |2dµ,
lorsque le second membre a un sens et ou` Varµ(f) =
s
E f
2dµ ≠ ! sE fdµ"2. Dans l’e´quation
pre´ce´dente, la quantite´ |Òf | est de´finie par le gradient me´trique introduit en (1.3).
Conside´rons R muni de sa me´trique euclidienne ainsi que la mesure gaussienne standard sur
R, admettant la densite´ de probabilite´ suivante par rapport a` la mesure de Lebesgue
d“1(x) = e≠x
2/2 dxÔ
2ﬁ
.
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Proposition 1.2.2. La mesure “1 ve´rifie une ine´galite´ de Poincare´ avec une constante optimale
CP = 1 et AP consiste en l’ensemble des fonctions f : Ræ R de l’espace de Sobolev H1(R, “1).
Une proprie´te´ remarquable des ine´galite´s de Poincare´ est qu’elles se tensorisent inde´pendamment
de la dimension, plus pre´cise´ment nous avons le re´sultat suivant [112].
Proposition 1.2.3. Soient (Ei, di, µi), i = 1, . . . , n, une famille d’espace me´trique mesure´,
alors la mesure produit µn satisfait l’ine´galite´ suivante, pour f œ L2(µn),
Varµn(f) Æ
nÿ
i=1
⁄
E
Varµi(f)dµn,
ou` Varµi signifie que l’on inte`gre uniquement par rapport a` la i-e`me coordonne´e. En particulier,
si les mesures µi, i = 1, . . . , n ve´rifient une ine´galite´ de Poincare´ de constante Ci > 0, alors la
mesure produit µn satisfait une ine´galite´ de Poincare´ de constante C = max
i=1,...,n
Ci.
Cette proposition entraine que la mesure (produit) gaussienne “n sur Rn ve´rifie une e´galite´
de Poincare´ de constante CP = 1, c’est a` dire, pour toute fonction f : Rn æ R su samment
re´gulie`re,
Var“n(f) Æ
⁄
Rn
|Òf |2d“n (1.4)
De´composition spectrale et polynoˆmes orthogonaux
Il se trouve qu’une ine´galite´ de Poincare´ permet d’obtenir de la concentration a` partir de
l’e´tude du spectre d’un ope´rateur de di usion sur une varie´te´ riemannienne [112]. Nous rappelons
que L est un ope´rateur de di usion sur Rn s’il s’e´crit
L =
nÿ
i,j=1
aij(x)
ˆ2
ˆxiˆxj
+
nÿ
i=1
bi(x)
ˆ
ˆxi
,
avec aij et bi, i, j = 1, . . . , n, des fonctions su samment re´gulie`res. Nous noterons par D(L)
l’ensemble des fonctions sur lesquelles L peut agir. Une mesure µ sera dite invariante (cf. [8] page
29), par rapport a` un ope´rateur de di usion L, lorsque pour toutes fonctions f œ D(L) nous
avons la relation suivante : ⁄
E
Lfdµ = 0.
Comme a rme´ pre´ce´demment, les ine´galite´s de Poincare´ sont spectrales et correspondent a` une
formulation variationnelle de la premie`re valeur propre non nulle d’un ope´rateur de di usion L
sur une varie´te´ riemannienne. Nous allons de´velopper cet aspect dans cette section.
Sur R, si une mesure µ admet un moment exponentiel (c’est a` dire qu’il existe – > 0 tel ques
R e
–|x|dµ(x) < Œ) il est possible de construire de manie`re canonique une base hilbertienne de
L2(µ). En e et, une telle base est obtenue en orthogonalisant, par rapport au produit scalaire de
L2(µ), la suite des polynoˆmes (xk)kØ0 qui est alors un ensemble dense dans L2(µ). A la normali-
sation et au signe pre`s, une telle famille de polynoˆmes orthogonaux est unique. Nous prendrons
d’ailleurs pour convention le choix de normaliser (dans L2(µ)) ces polynoˆmes et d’imposer au
coe cient du terme dominant d’eˆtre strictement positif.
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Dans un nombre assez restreint de cas, ces polynoˆmes sont aussi les fonctions propres d’un
ope´rateur de di usion. En fait, en dimension un, il n’y a que les familles des polynoˆmes d’Her-
mite, de Laguerre et de Jacobi qui ve´rifient une telle proprie´te´. Nous nous focaliseront uniquement
sur les polynoˆmes d’Hermite et de Laguerre dans cette section. N’e´tant pas exactement de meˆme
nature, nous choisissons d’aborder le cas du cube discret Cn = {≠1, 1}n et des polynoˆmes de
Walsh dans un chapitre ulte´rieur. Il est a` noter que les exemples des polynoˆmes d’Hermite,
Laguerre et Jacobi font parti des rares cas pour lesquels la description des suites de fonctions
propres et de valeurs propres d’un ope´rateur de di usion, dit de Sturm-Liouville, est comple`te (cf.
[16]). Nous pre´sentons ci-dessous deux exemples d’ope´rateur de di usion et leur de´composition
spectrale associe´e, a` savoir l’exemple d’Ornstein-Uhlenbeck et de l’ope´rateur de Laguerre.
Nous verrons ensuite qu’une ine´galite´ de Poincare´ peut facilement eˆtre obtenue via la de´composition
spectrale de l’ope´rateur de di usion. Etant donne´ un ope´rateur de di usion L, nous de´signerons
par E(f, g) = sE f(≠Lg)dµ, pour f, g su samment re´gulie`re, l’e´nergie de Dirichlet associe´e. No-
tons, que dans la plupart des exemples que nous conside´rerons par la suite, une inte´gration par
partie permet de re´exprimer le second membre des ine´galite´s de Poincare´,
s
E |Òf |2dµ, en fonc-
tion de l’e´nergie de Dirichlet. Par exemple, dans le cas gaussien, pour f su samment re´gulie`re,
on a ⁄
Rn
|Òf |2d“n = E(f, f).
En dimension un, la famille des polynoˆmes orthogonaux associe´e a` l’ope´rateur de di usion
d’Ornstein-Uhlenbeck L et a` la mesure gaussienne “1 est celle des polynoˆmes d’Hermite que nous
noterons (Hk)kØ0. Ils sont obtenus, dans leur version normalise´e, via la formule suivante
Hn(x) =
(≠1)nÔ
n!
ex
2/2 d
n
dxn
e≠x
2/2, x œ R.
Rappelons que L agit sur un ensemble de fonctions f su sament re´gulie`res par la formule
suivante :
Lf = f ÕÕ ≠ xf Õ
et que l’e´nergie de Dirichlet s’exprime simplement par E(f) = sR f Õ2d“1, ou` E(f) est un abus
de notation pour de´signer E(f, f). Comme annonce´ plus haut, les polynoˆmes d’Hermite sont des
fonctions propres de l’ope´rateur L, plus pre´cise´ment nous avons la relation suivante :
≠LHk = kHk, k œ N,
Ainsi le spectre (⁄k)kØ0 de l’ope´rateur L est discret et ⁄k = k, ’k œ N. En utilisant la
de´composition d’une fonction de L2(“1) sur la base des polynoˆmes d’Hermite on obtient la
formule suivante :
f =
Œÿ
k=0
akHk,
avec ak =
s
R fHkd“1. Ceci entraine facilement les relations suivantes :
1.
ÎfÎ22 =
ÿ
kØ0
a2k (1.5)
2. Ptf =
q
kØ0 e
≠ktakHk, t Ø 0
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3. ≠Lf =qkØ0 kakHk.
Puisque l’e´nergie de Dirichlet s’exprime en fonction de L par E(f) = sR f(≠Lf)d“1, les formules
de de´composition pre´ce´dentes entrainent que, pour tout f œ L2(“1),
E(f) =
ÿ
kØ0
ka2k. (1.6)
Il est alors facile, a` partir de (1.5) et (1.6), de de´montrer de manie`re spectrale l’ine´galite´ de
Poincare´ 2.1 pour une fonction f œ L2(“1) de moyenne nulle. L’utilisation de la terminologie
de trou spectral servant, parfois, a` de´signer une ine´galite´ de Poincare´ devient alors e´vidente. En
e et, comme mentionne´ plus toˆt, la meilleure constante CP obtenue telle que (1.2.1) soit ve´rifie´e,
correspond a` la premie`re valeur propre non nulle de l’ope´rateur L.
Nous pouvons e´tendre toutes ces de´finitions au cas multidimensionnel. Notons de nouveau par
L l’ope´rateur d’Ornstein-Uhlenbeck dans Rn,
i.e. Lf =  f ≠ x ·Òf,
avec f œ D(L). Les valeurs propres et les fonctions propres de l’ope´rateur L sont maintenant
indexe´es par Nn+.
De´finition 1.2.4. Pour chaque k = (k1, . . . , kn) œ Nn+ nous de´finissons le k-ie`me polynoˆme
d’Hermite Hk par :
Hk(x) =
nŸ
i=1
Hki(xi),
ou` x = (x1, . . . , xn) œ Rn.
Nous retrouvons alors des proprie´te´s analogues a` la dimension 1, auxquelles nous ajoutons
des formules d’inte´grations utiles pour certains calculs.
Proposition 1.2.5. 1. Le k-ie`me polynoˆme d’Hermite Hk est une fonction propre de l’ope´rateur
≠L correspondant a` la valeur propre k1 + · · ·+ kn.
2. Puisque L(xi) = ≠xi pour tout 1 Æ i Æ n, pour n’importe quelle fonction f œ D(L),⁄
Rn
xifd“n = ≠
⁄
Rn
L(xi)fd“n =
⁄
Rn
ˆifd“n,
ce genre de re´sultat s’obtient facilement en faisant directement une inte´gration par partie
avec la densite´ gaussienne.
Plus ge´ne´ralement, pour f su sament re´gulie`re de sorte que la formule suivante fasse sens,
on a
Proposition 1.2.6. Pour tout k œ Nn, nous avons la relation de re´currence suivante :⁄
Rn
fHkd“n =
1Ô
k!
⁄
Rn
ˆk1+···+knf
ˆxk11 · · · ˆxknn
d“n,
avec k! = k1! . . . kn!.
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Cette dernie`re proposition nous permet de re´e´crire la formule (1.5) d’une autre manie`re :
ÎfÎ22 =
ÿ
kœNn
a2k =
ÿ
kœNn
1
k!
3⁄
Rn
ˆk1+···+knf
ˆxk11 · · · ˆxknn
d“n
42
,
ou` ak =
s
Rn fHkd“n, ’k = (k1, . . . , kn) œ Nn et k! = k1! . . . kn!. Cette meˆme somme peut se
re´organiser de la fac¸on suivante :
ÎfÎ22 =
Œÿ
m=0
◊m(f),
ou`
◊m(f) =
ÿ
|k|=m, kœNn
1
k!
3⁄
Rn
ˆk1+···+knf
ˆxk11 · · · ˆxknm
d“n
42
(1.7)
=
ÿ
|k|=m, kœNn
3⁄
Rn
fHkd“n
42
, (1.8)
correspondant aux carre´s des normes des projections de f sur le chaos gaussien d’ordrem. Comme
indique´ par Chatterjee dans son ouvrage [48], nous verrons plus tard que cette e´galite´ fournit
des conditions ne´cessaires sur f pour avoir de la superconcentration. Il existe dans la litte´rature
di e´rentes de´compositions de la norme L2(“n) d’une fonction f , autrement dit sa variance, du
meˆme type. Nous renvoyons le lecteur vers les articles suivants : [49, 92, 93, 94, 127, 110].
Pre´sentons maintenant un dernier exemple d’ope´rateur de di usion, qui peut-eˆtre diagonalise´
a` l’aide de polynoˆmes orthogonaux, l’ope´rateur de Laguerre. Celui-ci pre´sente beaucoup de simi-
larite´s avec le cas d’Ornstein-Uhlenbeck, nous omettrons donc certains de´tails.
En dimension un, l’ope´rateur de Laguerre L–, avec – > 0, sur E = R+ agit sur des fonctions
re´gulie`res f sur R+ de la manie`re suivante :
L–f = xf ÕÕ + (–≠ x)f Õ.
Cet ope´rateur est naturellemment associe´ a` la mesure gamma µ– [16], sur R+ dont la densite´
par rapport a` la mesure de Lebesgue est donne´e par
dµ–(x) = “≠1a x–≠1e≠xdx,
ou` “≠1a de´signe une constante de renormalisation. Son e´nergie de Dirichlet est donne´e par, pour
f su sament re´gulie`re, E(f) = sR+ xf Õ2dµ–. Comme pour l’exemple d’Ornstein-Uhlenbeck, L–
peut-eˆtre diagonalise´ dans une base orthogonale de polynoˆme (Lk)kØ0 (avec les meˆmes conven-
tions que pre´ce´demment concernant la normalisation et le signe du coe cient du terme domi-
nant) de L2(µ–). Cette famille porte le nom de polynoˆmes de Laguerre et ils ve´rifient la formule
suivante :
≠L–Lk = kLk,
montrant que L– posse`de le meˆme spectre que l’ope´rateur L d’Ornstein-Uhlenbeck.
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Il est instructif de conside´rer le cas particulier (avec – = 1) de la mesure exponentielle dµ1(x) =
e≠xdx sur R+. Similairement au cas d’Ornstein-Uhlenbeck, nous pouvons de´montrer de manie`re
spectrale que µ satisfait une ine´galite´ de Poincare´. Autrement dit, pour toute fonction re´gulie`re
f : R+ æ R dans le domaine de l’ope´rateur de Laguerre,
Varµ1(f) Æ
⁄
R+
xf Õ2dµ1. (1.9)
Notons que le second membre correspond bien a` l’e´nergie de Dirichlet associe´e a` L1. Le
spectre de L1 est discret et l’ine´galite´ de Poincare´ repre´sente bien l’e´cart entre 0 et la premie`re
valeur propre non nulle 1. De manie`re assez surprenante, il est e´galement possible (c.f. [16])
d’obtenir une autre ine´galite´ de Poincare´ pour la mesure µ par rapport a` l’e´nergie de Dirichlet
E(f) = sR+ f Õ2dµ1.
Proposition 1.2.7. Soit dµ1(x) = e≠xdx la mesure exponentielle sur R+. Alors pour toute
fonction f : R+ æ R su samment re´gulie`re,
Varµ1(f) Æ 4
⁄
R+
f Õ2dµ1 (1.10)
De´monstration. Nous reprenons la de´monstration expose´e dans [16]. Il est su sant de conside´rer
des fonctions re´gulie`res a` support compact f : R+ æ R. Remarquons tout d’abord que
Varµ1(f) Æ
⁄
R+
[f ≠ f(0)]2dµ1
puisque la variance minimise la distance aux constantes dans L2(µ1). Puisque
s
R+ f
Õ2dµ1 n’est
pas a ecte´e par l’ajout d’une constante a` f , il sera su sant d’e´tablir l’ine´galite´ souhaite´e pour
des fonctions f satisfaisant f(0) = 0. Alors, d’apre`s le The´ore`me de Fubini,
⁄
R+
f2dµ1 =
⁄ Œ
0
f(x)2e≠xdx
=
⁄ Œ
0
3
2
⁄ x
0
f Õ(t)f(t)dt
4
e≠xdx
= 2
⁄ Œ
0
f Õ(t)f(t)e≠tdt = 2
⁄
R+
ff Õdµ1.
La conclusion s’ensuit en appliquant l’ine´galite´ de Cauchy-Schwarz a` la dernie`re inte´grale.
Comme explique´ dans [16], ce meˆme type d’argument s’applique e´galement a` la mesure expo-
nentielle syme´trique sur R dµ(x) = 12e≠|x|. En fait, il est possible d’e´tendre conside´rablement ce
genre de re´sultats via des arguments (que nous ne pre´sentons pas ici) reposant sur des fonctions
de Lyapounov [16]. C’est le contenu du the´ore`me suivant du a` Kannan, Lova´sz, Simonovits et
Bobkov [102] d’apre`s [16].
The´ore`me 1.2.8. (Kannan, Lova´sz, Simonovits, Bobkov) Soit µ une mesure log-concave sur les
bore´liens de Rn, dµ = e≠V dx avec V : Rn æ R une fonction re´gulie`re convexe, alors µ satisfait
une ine´galite´ de Poincare´ par rapport a` l’e´nergie de Dirichlet usuelle E(f) = sRn |Òf |2dµ.
Remarque. La raison principale de ne pas explorer plus avant ce type de de´monstration avec les
fonctions de Lyapounov, est qu’elle ne permet pas d’obtenir les constantes optimales.
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Nous verrons plus tard dans le manuscrit, lorsque nous aborderons les ine´galite´s de type
Talagrand L1/L2, en quoi le fait que les mesures gamma ve´rifient deux ine´galite´s de Poincare´
par rapport a` deux e´nergies de Dirichlet di e´rentes est important.
Conse´quence de l’ine´galite´ de Poincare´ et concentration de la mesure
L’ine´galite´ de Poincare´ satisfaite par la mesure gaussienne est pleine de conse´quences pour
celle-ci. Nous de´butons cette section par un re´sultat sur la variance d’un vecteur gaussien admet-
tant une matrice de covariance  . Nous pre´senterons ensuite une proposition attestant qu’une
mesure satisfaisant une ine´galite´ de Poincare´ admet de la concentration au moins exponentielle.
Pour commencer, nous de´duisons de l’ine´galite´ de Poincare´ pour la mesure gaussienne standard
une ine´galite´ de Poincare´ pour la mesure induite par un vecteur gaussien dans Rn de matrice de
covariance  .
Proposition 1.2.9. Soit X = (X1, . . . ,Xn) un vecteur gaussien de matrice de covariance  .
L’ine´galite´ suivante est toujours ve´rifie´e :
Var
!
f(X)
" Æ E#ÈMÒf,MÒfÍ$ = E#È Òf,ÒfÍ$,
avec tMM =  .
De´monstration. Nous pouvons supposer, sans perdre de ge´ne´ralite´, que  , qui est toujours po-
sitive, soit e´galement de´finie positive. Ainsi, il existe M œ Mn(R) telle que   = tMM . Notons
alors que, si Z suit une loi N (0, Id) alors, MZ suit une loi N (0, ). En appliquant l’ine´galite´ de
Poincare´, ve´rifie´e par la mesure gaussienne de Rn, a` la fonction g(x) := f(Mx) nous obtenons
que :
Var
!
f(X)
" Æ E#ÈMÒf,MÒfÍ$ = E#È Òf,ÒfÍ$.
Nous en de´duisons le re´sultat suivant, e´galement pre´sent dans l’article de Houdre´ [92],
Corollaire 1.2.10. Soit X = (X1, . . . ,Xn) un vecteur gaussien de matrice de covariance  .
L’ine´galite´ suivante est toujours ve´rifie´e :
Var
!
max
i=1,...,n
Xi
" Æ max
i=1,...,n
Var(Xi).
De´monstration. PosonsMn = maxi=1,...,nXi le maximum des coordonne´es d’un vecteur gaussien
standard. On remarque alors que f(X1, . . . ,Xn) =Mn =
qn
i=1Xi1Ai , avec, pour tout i=1,. . . ,n,
Ai = {Xi = maxj=1,...,nXj}. Ainsi, ˆif = 1Ai pour tout i = 1, . . . , n. Puisque (Ai)i=1,...,n est
une partition de Rn, l’ine´galite´ est imme´diate en appliquant l’ine´galite´ de Poincare´, satisfaite par
la loi de (X1, . . . ,Xn), a` la fonction f(x) = maxi=1,...,n xi. Cependant, pour eˆtre rigoureux, il
aurait fallut faire la de´monstration avec une fonction plus re´gulie`re que maxi=1,...,n. On aurait
pu utiliser la fonction suivante
F—(x) =
1
—
log
! nÿ
i=1
e—xi
"
, — > 0
ou` x = (x1, . . . , xn), qui converge vers maxi=1,...,n xi lorsque — æŒ (il s’agit d’une approxima-
tion de Gibbs) et conclure par convergence domine´e.
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Autrement dit, ceci signifie que l’ordre de fluctuation du maximum est toujours infe´rieur a`
l’ordre de fluctuation de la coordonne´e la plus fluctuante. Nous noterons bien que ce re´sultat
ne prend pas en compte la structure de corre´lation de notre vecteur. Cependant, on peut se
convaincre facilement, en conside´rant une seule variable ale´atoire (n = 1), ou au contraire toutes
les meˆmes (X = (X1, . . . ,X1)), que cette ine´galite´ est optimale.
Inte´grabilite´ exponentielle
Comme il est expose´ dans [112, 16] une ine´galite´ de Poincare´ de constante C > 0 entraine que
les fonctions lipschitziennes sont exponentiellement inte´grables. D’un point de vue plus historique
sur les liens entre la concentration de la mesure et les ine´galite´s de Poincare´ nous renvoyons le
lecteur curieux vers les articles [90, 141, 5]. Plus pre´cisement nous avons la proposition suivante
[112].
Proposition 1.2.11. Si µ ve´rifie une ine´galite´ de Poincare´ de constante C > 0, alors pour toute
fonction f 1-lipschitzienne et pour tout s <
Ò
4
C⁄
E
esfdµ Æ es
s
E
fdµ
ŒŸ
l=0
3
1≠ Cs
2
4l+1
4≠2l
(1.11)
Remarque. Il est a` noter que la de´monstration pre´ce´dente repose sur le fait suivant : pour une
fonction f fixe´e on applique l’ine´galite´ de Poincare´ a` la fonction g = esf/2, s œ R, ceci permettant
d’obtenir une ine´galite´ entre la fonction Z(s) =
s
E e
sfdµ et Z(s/2). Cette ine´galite´ servira a`
montrer que Z(s) est borne´e par 3 si s <
Ò
4
C . Il su t alors d’appliquer l’ine´galite´ de Cherno 
pour conclure. Cette ide´e de preuve sera re´utilise´e ulte´rieurement en faisant de´pendre C de la
dimension.
Une conse´quence primordiale de l’inte´grabilite´ exponentielle des fonctions lipschitziennes sous
la condition d’une ine´galite´ de Poincare´ est le phe´nome`ne de concentration de la mesure suivant,
obtenu par l’ine´galite´ de Cherno ,
Proposition 1.2.12. Soit µ une mesure ve´rifiant une ine´galite´ de Poincare´ de constante C > 0.
Alors, pour toute fonction f lipschitzienne et tout t Ø 0,
µ
3
f Ø
⁄
E
fdµ+ t
4
Æ 3e≠3t/
Ô
CÎfÎLip
Remarque. L’ine´galite´ pre´ce´dente correspond plutoˆt une ine´galite´ de de´viation (de la moyenne).
Cependant le meˆme argument applique´ a` la fonction ≠f fournit
µ
3--f ≠ ⁄
E
fdµ
-- Ø t4 Æ 6e≠3t/ÔCÎfÎLip , t Ø 0,
qui exprime bien une ine´galite´ de concentration (autour de la moyenne).
1.2.2 Ine´galite´s de Sobolev logarithmiques
Les ine´galite´s de Sobolev logarithmiques font partie des ine´galite´s fonctionnelles qui ont e´te´
les plus e´tudie´es durant ces trentes dernie`res anne´es. Elles sont ne´es avec les travaux de Nelson
en the´orie quantique des champs au de´but des anne´es 70 et prennent le nom qu’elles portent
aujourd’hui depuis l’article fondateur de Gross en 1975.
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De´finition 1.2.13. On dit qu’une mesure µ statisfait une ine´galite´ de Sobolev logarithmique
pour une certaine classe de fonctions ALS , lorsqu’il existe une constante CLS > 0 telle que, pour
toute fonction f œ ALS , on ait :
Entµ(f2) Æ CLS
⁄
E
|Òf |2dµ.
Ou` Entµ(f) =
s
E(f log f)dµ≠
3s
E fdµ
4
log
3s
E fdµ
4
de´signe l’entropie d’une fonction mesu-
rable positive f .
Remarque. Nous rappelons le fait qu’une ine´galite´ de Sobolev logarithmique entraine une ine´galite´
de Poincare´ et que nous avons la relation suivante entre les constantes CLS et CP . :
CP Æ 12CLS .
En e et, soit f œ ALS . Un de´veloppement limite´ de la fonction
h ‘æ (1 + h) log(1 + h)
en 0 nous donne :
Entµ
!
(1 + ‘f)2
"
= ‘
2
2 Varµ(f) + o(‘
2).
D’autre part, nous avons ⁄
E
[(1 + ‘f)Õ]2dµ = ‘2
⁄
E
f Õ2dµ
En faisant tendre ‘ vers 0+, nous obtenons une ine´galite´ de Poincare´, de constante 12CLS .
Notons que l’ensemble ALS contient strictement AP , une ine´galite´ de Sobolev logarithmique
permet donc de conside´rer une classe beaucoup plus grande de fonctions.
Proposition 1.2.14. La mesure gaussienne “1 sur R ve´rifie une ine´galite´ de Sobolev logarith-
mique avec une constante CLS = 2, autrement dit
Ent“(f2) Æ 2
⁄
R
f Õ2d“1.
Tout comme les ine´galite´s de Poincare´, les ine´galite´s de Sobolev logarithmique jouissent d’une
proprie´te´ de tensorisation inde´pendante de la dimension. Plus pre´cise´ment, nous avons le re´sultat
suivant [112]
Proposition 1.2.15. Soient (E, di, µi), i = 1, . . . , n une famille d’espaces mesure´s alors, pour
toute fonction f su samment re´gulie`re, la mesure produit µn ve´rifie l’ine´galite´ suivante
Entµn(f) Æ
nÿ
i=1
⁄
E
Entµi(f)dµn.
En particulier, si les mesures µi, i = 1, . . . , n ve´rifient une ine´galite´ de Sobolev logarithmique
de constante Ci > 0 alors µn en ve´rifie e´galement une, de constante C = maxi=1,...,n Ci.
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Ce re´sultat entraine que la mesure gaussienne standard “n sur Rn ve´rifie une ine´galite´ de
Sobolev logarithmique, c’est a` dire, pour f su samment re´gulie`re,
Ent“n(f2) Æ 2
⁄
Rn
|Òf |2d“n. (1.12)
Nous allons voir dans la section suivante les conse´quences d’une telle ine´galite´ vis a` vis de la
concentration de la mesure.
Conse´quence de l’ine´galite´ de Sobolev logarithmique et concentration de la mesure
L’ine´galite´ de Sobolev logarithmique e´tant plus forte que celle de Poincare´, il est naturel de
s’attendre a` obtenir des proprie´te´s de concentration plus fortes. Ce fut l’observation de Herbst qui
a remarque´ qu’une telle ine´galite´ entrainait un controˆle beaucoup plus pre´cis de la transforme´e
de Laplace. Plus pre´cisement nous avons le re´sultat suivant :
Proposition 1.2.16. Si µ satisfait une ine´galite´ de Sobolev logarithmique de constante C = CLS,
alors pour toute fonction f 1-lipschitzienne et tout ‡2 < 1C nous avons⁄
E
e‡
2f2/2dµ <Œ.
Plus pre´cise´ment, toute fonction f 1-lipschitzienne est inte´grable et pour tout ⁄ œ R⁄
E
e⁄fdµ Æ es
s
E
fdµ+C⁄2/2
.
Comme dans le cas de l’ine´galite´ de Poincare´, ceci se retranscrit via l’argument de Cherno 
en ine´galite´ de de´viation autour de la moyenne.
Proposition 1.2.17. Si µ satisfait une ine´galite´ de Sobolev logarithmique de constante C = CLS,
alors pour toutse fonctions f lipschitziennes et tout t Ø 0
µ
3
f Ø
⁄
E
fdµ+ t
4
Æ e≠t2/2CÎfÎ2Lip .
Une ine´galite´ de concentration autour de la moyenne est facilement obtenue en remplac¸ant f
par ≠f dans ce qui pre´ce`de :
µ
3--f ≠ ⁄
E
fdµ
-- Ø t4 Æ 2e≠t2/2CÎfÎ2Lip , t Ø 0
Une application fondamentale de ceci est un re´sultat de concentration pour le supremum de
processus gaussien [82, 83, 117].
Proposition 1.2.18. Soient (T, d) un espace me´trique et (Xs)sœT un processus gaussien, centre´,
ve´rifiant supsœT Xs <Œ alors
P(
3-- sup
sœT
Xs ≠ E[sup
sœT
Xs]
-- Ø t4 Æ 2e≠t2/2, r Ø 0 (1.13)
Le plus remarquable dans cette ine´galite´ est le fait qu’elle soit inde´pendante de la dimension.
Cela permet notamment d’obtenir des re´sultats pour la mesure de Wiener en dimension infinie.
Ce genre d’ine´galite´ a e´te´ au coeur (sous une autre formulation) de l’e´tude mene´e par Talagrand
sur le supremum de processus via des me´thodes de chainage ge´ne´rique [153, 117].
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1.3 Outils : Semi-groupes et me´thodes d’interpolation
1.3.1 Notations
Cette section a pour objet de proposer des de´monstrations e´le´mentaires des ine´galite´s fonc-
tionnelles pre´sente´es pre´ce´demment. Nous nous inspirons de la pre´sentation faite dans [111, 16],
auxquels nous renvoyons le lecteur pour plus de de´tails. Dans un premier temps, nous intro-
duirons quelques notations provenant de la the´orie de Bakry-E´mery afin de mettre en place les
me´thodes d’interpolation via l’utilisation de semi-groupes.
Conside´rons un espace mesurable (E,F) equipe´ d’une mesure ‡-finie µ. Lorsque µ est finie, nous
la renormaliserons afin d’avoir une mesure de probabilite´. Notons par Lp = Lp(µ), 1 Æ p Æ Œ, les
espaces de Lebesgue par rapport a` la mesure µ, et nous poserons Î ·Îp pour de´signer la norme Lp.
L’objet d’inte´reˆt fondamental est la famille (Pt)tØ0 d’ope´rateurs positifs agissant sur l’ensemble
des fonctions borne´es f sur E par
Ptf(x) =
⁄
E
f(y)pt(x, dy), x œ E,
et satisfaisant la proprie´te´ dite de semi-groupe :
Ps ¶ Pt = Ps+t, s, t Ø 0, Po = Id.
Les noyaux positifs pt(x, dy) sont appele´s noyaux de transition. Nous supposerons toujours
que les ope´rateurs Pt sont borne´s et continus dans L2(µ) au sens ou`, pour tout f dans L2(µ),
ÎPtfÎ2 Æ C(t)ÎfÎ2 pour tout t Ø 0 et ÎPtf ≠ fÎ2 æ 0 lorsque tæ 0.
Nous dirons que (Pt)tØ0 est markovien si Pt1 = 1 pour tout t Ø 0. Ces semi-groupes mar-
koviens sont naturellement associe´s a` des processus de Markov (Xt)tØ0, a` valeurs dans E, par la
relation
Ptf(x) = E[f(Xt)|X0 = x], x œ E
Le mouvement brownien (Bt)tØ0 a` valeurs dans Rn, issu de l’origine avec pour noyau (de la
chaleur)
pt(x, dy) =
1
(2ﬁt)n/2 e
≠|x≠y|2/2tdy, t Ø 0, x œ Rn,
est un exemple classique de tels semi-groupes. Ne´anmoins, nous travaillerons la plupart du temps
(pour une raison qui deviendra e´vidente par la suite) avec le processus d’Ornstein-Uhlenbeck
(Xt)tØ0 qui peut eˆtre repre´sente´ comme le processus gaussien suivant
Xt =
Ô
2e≠t
⁄ t
0
esdBs, t Ø 0.
Le semi-groupe associe´ peut eˆtre repre´senter par la formule, dite de Mehler, suivante :
Ptf(x) =
⁄
Rn
f
!
e≠tx+ (1≠ e≠2t)1/2y"d“n(y), x œ Rn, t Ø 0.
Un objet essentiel lie´ aux semi-groupes est leur ge´ne´rateur infinite´simal L. Notons par D(L)
le domaine dans L2(µ) du ge´ne´rateur infinite´simal du semi-groupe (Pt)tØ0, celui-ci e´tant de´fini
comme l’ensemble des fonctions f de L2(µ) pour lesquelles la limite suivante existe
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Lf = lim
tæ0
1
t
(Ptf ≠ f).
Le semi-groupe (Pt)tØ0 laisse le domaine D(L) stable, et pour toute fonction f œ D(L), Ptf
satisfait l’e´quation (dite de la chaleur) associe´e a` L suivante ,
ˆtPtf = PtLf = LPtf. (1.14)
Re´ciproquement, le ge´ne´rateur L et son domaine D(L) de´termine comple`tement (Pt)tØ0 :
il existe un unique semi-groupe (Pt)tØ0 d’ope´rateurs borne´s sur L2(µ) satisfaisant (1.14) pour
toutes les fonctions du domaine D(L) [164]. Par exemple, le semi-groupe du mouvement brownien
a pour ge´ne´rateur un demi du laplacien   sur Rn et dans ce cas particulier (1.14) est l’e´quation
de la chaleur classique. Dans notre contexte, avec le semi-groupe d’Ornstein-Uhlenbeck, nous
avons le ge´ne´rateur suivant L =   ≠ x · Ò qui peut eˆtre vu comme le laplacien de l’espace
gaussien (Rn, “) (on parle dans ce cas de Witten-Laplacien). L’e´quation de la chaleur associe´e a`
L =   ≠ x ·Ò correspond a` une formulation probabiliste de l’e´quation, plus usuelle en the´orie
des de´rive´es partielles, de Fokker-Planck line´aire.
Certaines mesures µ auront un roˆle particulier vis a` vis du semi-groupe (Pt)tØ0 lorsque celles-ci
ve´rifient des proprie´te´s d’invariance et de reversibilite´. Plus pre´cise´ment une mesure µ est dite
re´versible (en temps) par rapport a` (Pt)tØ0 si pour tout f, g œ L2(µ),⁄
E
fPtgdµ =
⁄
E
gPtfdµ.
µ est invariante par rapport a` (Pt)tØ0 si pour toute fonction f œ L1(µ),⁄
E
Ptfdµ =
⁄
E
fdµ.
Lorsque µ est finie, on peut choisir g = 1 pour constater que les mesures reversibles sont
des mesures invariantes. Les mesures reversibles, respectivement invariantes, µ sont de´crites de
manie`re e´quivalentes comme celles pour lesquelles
s
fLgdµ =
s
gLfdµ, respectivement
s
Lfdµ =
0, pour tout f, g œ D(L). Concernant le semi-groupe d’Ornstein-Uhlenbeck, sa mesure invariante
et re´versible est la mesure gaussienne standard “n sur Rn (il s’agit de la raison principale qui
permet de conside´rer ce semi-groupe dans un cadre gaussien). Etant donne´ un ge´ne´rateur in-
finite´simal L, on peut de´finir E , l’e´nergie de Dirichlet (qui co¨ıncide avec la de´finition donne´e
pre´alablement) du semi-groupe de Markov Pt, par
E(f, g) =
⁄
E
f(≠Lg)dµ.
Comme nous pouvons le ve´rifier dans le cas du semi-groupe d’Ornstein-Uhlenbeck, apre`s une
inte´gration par partie en espace, nous obtenons l’expression suivante :
E(f, g) =
⁄
Rn
Òf ·Ògd“n.
Lorsque µ est une mesure de probabilite´, nous dirons que (Pt)tØ0 est ergodique si Ptf æs
E fdµ µ-presque suˆrement lorsque tæŒ.
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1.3.2 Ine´galite´s fonctionnelles par interpolation
Une des forces de la the´orie de Bakry-E´mery et des me´thodes d’interpolation, est qu’elle per-
met de de´montrer de manie`re e´le´mentaire et synthe´tique les ine´galite´s de Poincare´ et de Sobolev
logarithmique. Nous ne rentrerons pas dans le degre´ de ge´ne´ralite´ pre´sente´ dans l’ouvrage [16], no-
tamment sur les triplets markoviens, les ine´galite´s de courbures-dimensions ainsi que les ine´galite´s
de Poincare´ ou Sobolev logarithmique dites locales. Ne´anmoins, il se peut que nous y fassions
re´fe´rence par endroits au cours de ce manuscrit de the`se, a` nouveau nous inviterons le lecteur a`
se re´fe´rer aux livres suivants [16, 17, 111]. Nous e´nonc¸ons ci-dessous une proposition, regroupant
les proprie´te´s fondamentales satisfaites par le semi-groupe d’Ornstein-Uhlenbeck, celles-ci sont
essentielles pour les de´monstrations. Nous de´montrerons ensuite l’ine´galite´ de Poincare´, puis celle
de Sobolev logarithmique pour la mesure gaussienne “n sur Rn.
Proposition 1.3.1. Le semi-groupe d’Ornstein-Uhlenbeck (Pt)tØ0 admet pour mesure invariante
la mesure gaussienne “n sur Rn et ve´rifie les assertions suivantes :
1. (Pt)tØ0 est ergodique.
2. Les ine´galite´s ci-dessous, sont valables pour tout x œ Rn que nous omettrons pour alle´ger
les notations. (Pt)tØ0 satisfait une relation de commutation exacte avec l’ope´rateur Ò,
c’est a` dire, pour toute fonction f su samment re´gulie`re,
ÒPtf = e≠tPtÒf, t Ø 0. (1.15)
En particulier, ceci fournit l’ine´galite´ suivante, valable pour tout t Ø 0 et toute fonction
f su samment re´gulie`re,
|ÒPtf |2 = e≠2t|Pt(Òf)|2 Æ e≠2tPt(|Òf |2). (1.16)
L’ine´galite´ de Cauchy-Schwarz implique e´galement, pour tout t Ø 0 et f : Rn æ R+
su samment re´gulie`re,
|ÒPtf |2 Æ Pt
3 |Òf |2
f
4
Pt(f) (1.17)
3. En conside´rant (Pt)tØ0 comme une famille d’ope´rateurs de Lp(“n), p Ø 1, dans lui-meˆme.
L’ine´galite´ de Jensen nous a rme que ces ope´rateurs sont des contractions de Lp, autre-
ment dit pour toute fonction f œ Lp(“n) et tout t Ø 0,
ÎPtfÎp Æ ÎfÎp.
Ine´galite´ de Poincare´
Nous de´butons par le cas le plus simple : l’ine´galite´ de Poincare´.
Proposition 1.3.2. La mesure gaussienne standard “n sur Rn satisfait l’ine´galite´ suivante, pour
f su samment re´gulie`re,
Var“n(f) Æ
⁄
Rn
|Òf |2d“n.
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De´monstration. Par ergodicite´ du semi-groupe, puis avec le the´ore`me fondamental de l’analyse
on obtient le de´veloppement de la variance le long du semi-groupe suivant :
Var“n(f) = limsæŒ
⁄
Rn
(P0f)2d“n ≠
3⁄
Rn
Psfd“n
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(1.18)
= ≠
⁄ Œ
0
d
ds
⁄
Rn
(Psf)2d“nds (1.19)
= ≠2
⁄ Œ
0
⁄
Rn
PsfL(Psf)d“nds (1.20)
= 2
⁄ Œ
0
⁄
Rn
|ÒPsf |2d“nds (1.21)
= 2
⁄ Œ
0
e≠2s
⁄
Rn
|Ps(Òf)|2d“nds (1.22)
La dernie`re ligne est obtenue apre`s une inte´gration par partie en espace, puis, en utilisant
la relation (1.15) . Pour conclure, il su t d’utiliser (1.16), le fait que le semi-groupe est une
contraction des espaces Lp(“n) et enfin en utilisant l’invariance de “n par rapport a` (Pt)tØ0.
2
⁄ Œ
0
⁄
Rn
|ÒPsf |2d“nds = 2
⁄ Œ
0
e≠2s
⁄
Rn
|Ps(Òf)|2d“nds
Æ 2
⁄ Œ
0
e≠2s
⁄
Rn
Ps(|Òf |2)d“nds
=
3
2
⁄ Œ
0
e≠2sds
43⁄
Rn
|Òf |2d“n
4
Remarque. Notons que la de´monstration ci-dessus, fournit une repre´sentation dynamique de la
variance, le long du semi-groupe, qui sera au centre de certains des re´sultats obtenus durant cette
the`se
Var“n(f) = 2
⁄ Œ
0
e≠2s
⁄
Rn
|Ps(Òf)|2d“nds (1.23)
Mentionnons e´galement que, dans le cadre de la the´orie de Bakry-E´mery, l’ine´galite´ de Poin-
care´ peut s’exprimer, de manie`re e´quivalente par un crite`re de π courbure dimension inte´gre´ ∫.
Pour la mesure gaussienne “n, il s’agit de l’e´quivalence suivante, pour f œ D(L),
E“n [ 2(f)] Ø E“n [ 1(f)] ≈∆ Var“n(f) Æ E“n [ 1(f)], (1.24)
avec  1(f) = |Òf |2 et  2(f) = ÎHessfÎ22 + |Òf |2.
Dans un certain sens, la constante CP = 1 de l’ine´galite´ de Poincare´ gaussienne de´pend de
la π pire ∫ fonction de l’ensemble D(L). On peut se demander s’il est possible d’exhiber un
ensemble plus petit A µ D(L) sur lequel une ine´galite´ de Poincare´ serait satisfaite avec une
constante ﬂA < 1. Il sera e´vident par la suite, via l’ine´galite´ de Talagrand, que si A est constitue´
des statistiques d’ordres d’un e´chantillon gaussien de taille n Ø 2, on peut choisir ﬂA = C/ logn.
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Ine´galite´ de Sobolev logarithmique
Comme nous allons le voir, ce type d’argument permet, de manie`re analogue, de de´montrer
une ine´galite´ de Sobolev logarithmique.
Proposition 1.3.3. Rappelons que “n satisfait une ine´galite´ de Sobolev logarithmique, c’est-a`-
dire, pour toute fonction f su sament re´gulie`re,
Ent“n(f2) Æ 2
⁄
Rn
|Òf |2d“n.
De´monstration. En proce´dent de manie`re analogue a` la de´monstration de l’ine´galite´ de Poin-
care´, on obtient le de´veloppement suivant de l’entropie d’une fonction f le long du semi-groupe
d’Ornstein-Uhlenbeck :
Ent“n(f) =
⁄ Œ
0
⁄
Rn
|ÒPtf |2
Ptf
d“ndt
Il su t ensuite d’utiliser l’item (1.17) et l’invariance du semi-groupe par rapport a` la mesure
gaussienne pour obtenir
Ent“n(f) Æ
⁄ Œ
0
⁄
Rn
e≠2tPt
3 |Òf |2
f
4
d“ndt
= 12
⁄
Rn
|Òf |2
f
d“n.
Le re´sultat s’ensuit en remplac¸ant f par f2.
1.3.3 Hypercontractivite´
Comme signifie´ auparavant, il est inte´ressant de conside´rer un semi-groupe (Pt)tØ0 comme
une famille d’ope´rateurs de Lp(µ), p Ø 1, dans lui-meˆme, ou` µ est la mesure invariante du semi-
groupe. L’ine´galite´ de Jensen nous a rme que ces ope´rateurs sont des contractions de Lp(µ),
autrement dit pour toute fonction f œ Lp(µ) et tout t Ø 0,
ÎPtfÎp Æ ÎfÎp
Parfois, le semi-groupe peut ve´rifier une proprie´te´ plus forte dite d’hypercontractivite´. C’est
le contenu de la de´finition ci-dessous.
De´finition 1.3.4. Conside´rons un semi-groupe (Pt)tØ0 et sa mesure invariante µ. On dit que
le semi-groupe (Pt)tØ0 est hypercontractif si, pour tout t Ø 0, il existe des nombres q > p > 1
(pouvant de´pendre de t) tels que pour tout f œ  Lq(µ) :
ÎPtfÎq Æ ÎfÎp.
Lorsque la mesure invariante µ satisfait une ine´galite´ de Sobolev logarithmique, cela induit
une proprie´te´ plus forte sur le semi-groupe sous-jacent. Il s’agit du the´ore`me de Gross [91] qui
de´montre l’e´quivalence entre l’hypercontractivite´ du semi-groupe et le fait que la mesure in-
variante satisfasse une ine´galite´ de Sobolev logarithmique. Cette observation est survenue la
premie`re fois dans la the´orie quantique des champs. Nous e´nonc¸ons ce re´sultat dans le cas de la
mesure gaussienne “n sur Rn et du semi-groupe d’Ornstein-Uhlenbeck associe´.
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The´ore`me 1.3.5 (Nelson). Soient 1 < p < q <Œ.
— Si q ≠ 1 Æ e2t(p ≠ 1), alors l’ope´rateur Pt de Ornstein-Uhlenbeck est hypercontractif de
Lp(“n) dans Lq(“n) C’est a` dire que pour toute fonction f œ D(L), on a :
ÎPtfÎq Æ ÎfÎp. (1.25)
— Si q ≠ 1 > e2t(p≠ 1), alors l’ope´rateur Pt n’est pas continu de Lp(“n) dans Lq(“n).
A noter que ce re´sultat (1.25) ne de´pend absolument pas de la dimension n. Ceci fait partie
d’une des remarquables proprie´te´s qui fait de l’hypercontractivite´ un outil puissant. Nous donne-
rons dans la section suivante une application de l’hypercontractivite´ pour obtenir une ine´galite´ de
Talagrand [147]. Cette ine´galite´, qui ame´liore l’ine´galite´ de Poincare´, sera l’un des outils majeurs
dans l’e´tude de la superconcentration.
Ine´galite´ de Talagrand, un renforcement de l’ine´galite´ de Poincare´
L’ine´galite´ de Talagrand permet d’obtenir une ame´lioration de l’ine´galite´ de Poincare´. De
plus, sa mise en application est relativement simple puisqu’elle se re´sume a` calculer des normes
L1(“n) et L2(“n) de de´rive´es partielles. Voici son e´nonce´ :
The´ore`me 1.3.6 (Talagrand). Soit f : Rn æ R su sament re´gulie`re. On de´signe par ˆif la
de´rive´e partielle de f en sa i-e`me coordonne´e, alors
Var“n(f) Æ C
nÿ
i=1
ÎˆifÎ22
1 + log
3
ÎˆifÎ2/ÎˆifÎ1
4 ,
avec C > 0 une constante nume´rique, ou` Î · Îp de´signe la norme de l’espace Lp(“n).
Avant de de´montrer ce re´sultat, quelques commentaires s’imposent. L’ine´galite´ de Poincare´
pour la mesure gaussienne “n nous assure que
Var“n(f) Æ
nÿ
i=1
ÎˆifÎ22.
Ainsi, nous avons bien un gain logarithmique au niveau du de´nominateur. Pour que ce gain
soit e ectif il est important que la norme L2(“n) de ˆif, i = 1, . . . , n soit beaucoup plus grande
que la norme L1(“n) de cette meˆme de´rive´e partielle. Illustrons, a` pre´sent, cette ine´galite´ sur
deux exemples. Soit f(x) =
qn
i=1 xi, alors ˆif = 1 et les normes L1 et L2 des de´rive´es partielles
sont identiques. Dans ce cas, l’ine´galite´ de Talagrand ne dit rien de mieux que l’ine´galite´ de
Poincare´ (en fait, il est bien connu que le cas d’e´galite´ dans Poincare´ est atteint pour ce types
de fonctions). Si maintenant, on choisit f(x) = maxi=1,...,n xi alors, pour tout 1 Æ i Æ n,
ˆif = 1{xiØxj j=1,...,n},
puisque f(x) =
qn
i=1Xi1Ai avec Ai = {xi Ø xj j = 1, . . . , n}, 1 Æ i Æ n. Pour eˆtre parfai-
tement rigoureux, il aurait fallu utiliser une approximation re´gulie`re (de Gibbs, par exemple)
afin de calculer les de´rive´es partielles de la fonction maxi=1,...,n xi. En e et, la fonction F—(x) =
1
— log
!qn
i=1 e
—xi
"
converge, uniforme´ment en x œ Rn, vers maxi=1,...,n xi lorsque — tend vers
l’infini. Ainsi, il s’agit uniquement d’un proble`me technique et notre simplification n’alte`rera en
rien le re´sultat final.
Finalement, dans notre exemple nous obtenons par syme´trie,
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ÎˆifÎ22 = ÎˆifÎ1 = P(Xi Ø Xj ’j) =
1
n
.
D’ou`, d’apre`s l’ine´galite´ de Talagrand,
Var(Mn) Æ Clogn,
ou`Mn = maxi=1,...,nXi, au lieu de Var(Mn) Æ 1 d’apre`s l’ine´galite´ de Poincare´. Cet exemple est
un prototype du phe´nome`ne de superconcentration, nous y reviendrons en de´tail dans le chapitre
2. Esquissons brie`vement la preuve pre´ce´dente avec l’approximation de Gibbs. En utilisant des
arguments de syme´trie et le fait que
qn
i=1 ÎˆiF—,nÎ1 = 1, nous trouvons les estime´es suivantes
ÎˆiF—nÎ =
1
n
, i œ {1, . . . , n}
et
ÎˆiF—,nÎ22 Æ
1
n
, i œ {1, . . . , n}.
Il su t alors d’appliquer l’ine´galite´ de Talagrand et de conclure par convergence domine´e.
De´monstration. (de l’ine´galite´ de Talagrand) L’ide´e principale de la preuve repose sur des me´thodes
de semi-groupes et d’interpolation, pre´sente´es dans la section 1.3.2, le long du flot d’Ornstein-
Uhlenbeck. Le de´but de la preuve se de´roule de manie`re similaire a` la de´monstration de l’ine´galite´
de Poincare´. La majeure di e´rence entre ces deux preuves provient de l’application de l’hypercon-
tractivite´ du semi-groupe au lieu de l’ine´galite´ de Jensen et du fait que l’on de´compose l’e´nergie de
Dirichlet E(f) = sRn |Òf |2d“n suivant les π directions∫ (ˆif)2 (c’est a` dire |Òf |2 =qni=1(ˆif)2).
Cette observation est a` l’origine d’un article de Cordero-Erausquin et Ledoux et sera re´utilise´e
plus tard dans la the`se.
Nous rappelons au lecteur la formule de Melher du semi-groupe d’Ornstein-Uhlenbeck : pour
toute fonction f su sament re´gulie`re Pt est de´finie par
Ptf(x) =
⁄
Rn
f(e≠tx+

1≠ e≠2ty)d“n(y), t Ø 0, x œ Rn
Notons que la proprie´te´ d’hypercontractivite´ de ce semi-groupe entraine que, pour toute fonction
f su samment re´gulie`re, nous avons :
ÎPtfÎ2 Æ ÎfÎp, t Ø 0,
avec p = p(t) = 1 + e≠2t. Nous utiliserons cette estime´e, au lieu de la proprie´te´ de contraction
fournie par l’ine´galite´ de Jensen, puis appliquerons l’ine´galite´ d’Ho¨lder permettant l’interpolation
de l’espace Lp(“n) par les espaces L1(“n) et L2(“n).
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Var“n(f) = ≠
⁄ Œ
0
d
dt
⁄
Rn
!
Ptf
"2
d“ndt
= 2
⁄ Œ
0
e≠2t
⁄
Rn
--Pt!Òf"--2d“ndt
= 2
nÿ
i=1
⁄ Œ
0
e≠2tÎPt(ˆif)Î22dt
Æ 2
nÿ
i=1
⁄ Œ
0
e≠2tÎˆifÎ2p(t)dt.
Au vu de la proprie´te´ d’hypercontractivite´ satisfaite par (Pt)tØ0, il est clair que 1 < p(t) < 2. De
plus, l’ine´galite´ de Ho¨lder entraine que
ÎˆifÎp(t) Æ ÎˆifÎ◊1ÎˆifÎ1≠◊2 ,
ou` ◊ = ◊(t) œ [0, 1] ve´rifie 1/p(t) = ◊ + (1≠ ◊)/2.
Apre`s un changement de variable, nous trouvons
Var“n(f) Æ
nÿ
i=1
ÎˆifÎ22
⁄ 2
1
b2◊(v)dv,
ou` b = ÎˆifÎ1/ÎˆifÎ2 Æ 1. Enfin,⁄ 2
1
b2◊(v)dv Æ
⁄ 2
0
bsds Æ 21 + log(1/b) ,
ce qui conclut la de´monstration.
Remarque. Le fait suivant sera utile plus loin dans la the`se : l’application (x, y) ‘æ x21+log(x/y) est
croissante en chacune des variables (tant que x Ø y > 0). C’est pourquoi, pour certains mode`les
il sera su sant de majorer les normes L1(“n) et L2(“n) des de´rive´es partielles pour obtenir de
la superconcentration. En fait, l’une des di culte´s sera de majorer la probabilite´ que l’argmax
soit atteint en la i-ie`me coordonne´e. Le cas du vecteur gaussien standard est particulie`rement
facile puisque, par syme´trie, l’argmax est uniforme´ment re´parti. Cependant nous verrons qu’il est
possible d’obtenir des majorations similaires en imposant certaines restrictions sur la structure
de corre´lation du vecteur gaussien conside´re´.
L’ine´galite´ de Talagrand est pratique car elle est simple d’utilisation, cependant elle est ine -
cace dans un grand nombre d’exemples (notamment les mode`les de verres de spins). Ne´anmoins,
Chatterjee a de´montre´ dans [48] que lorsque la fonction conside´re´e est monotone en ses coor-
donne´es, l’ine´galite´ de Talagrand fournissait le bon ordre de grandeur de la variance. Il s’agit du
contenu du the´ore`me suivant :
The´ore`me 1.3.7. (Chatterjee)[Ine´galite´ de Talagrand, version fonction monotone] Soit f :
Rn æ R une fonction absolument continue, monotone en chacune de ses cordonnne´es. On pose :
a = Var“n(f)E“n |Òf |2
et
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b =
qn
i=1 ÎˆifÎ21qn
i=1 ÎˆifÎ22
.
Dans ce cas, a et b sont compris entre 0 et 1 et ve´rifient l’ine´galite´ suivante :
b Æ a Æ C1 + log(b≠1/2) ,
ou` C > 0 est une constante nume´rique. Ceci implique donc que a est petit si et seulement si b
l’est.
Extension de l’ine´galite´ de Talagrand
L’argument d’hypercontractivite´ utilise´ dans la de´monstration de l’ine´galite´ repose sur le fait
suivant : la mesure invariante du semi-groupe est hypercontractive et que l’e´nergie de Dirichlet
se de´compose suivant des directions. De plus, une relation de commutation entre ces directions
et le semi-groupe doit eˆtre satisfaite.
Plus pre´cise´ment, comme observe´ par Cordero-Erausquin et Ledoux dans [62], qui conside´rent
un cadre plus abstrait de triplet de Markov, nous supposons que la mesure invariante µ , du
semi-groupe sous-jacent, est hypercontractive de constante ﬂ > 0 et que l’e´nergie de Dirichlet
E peut-eˆtre de´compose´e le long de directions  i pour lesquelles une relation de commutation
avec le semi-groupe est satisfaite. C’est a` dire, qu’il existe  i, i = 1, . . . , n telles que, pour toute
fonction re´gulie`re f ,
E(f) =
nÿ
i=1
⁄
E
 2i (f)dµ
et qu’il existe Ÿ œ R tel que, pour tout t Ø 0,
Pt
!
 i(f)
" Æ eŸt i!Pt(f)", i = 1, . . . , n
Il est facile de voir que la mesure gaussienne “n rentre dans ce cadre avec le semi-groupe
d’Ornstein-Uhlenbeck. On peut calculer E(f) = sRn |Òf |2d“n, avec f œ D(L) (ou` D(L) de´signe
le domaine de l’ope´rateur d’Ornstein-Uhlenbeck) et remarquer que E peut se de´composer comme
suit :
E(f) =
nÿ
i=1
⁄
Rn
(ˆif)2d“n =
nÿ
i=1
⁄
Rn
 i(f)2d“n,  i(Ptf) Æ e≠tPt( if).
Sous ces hypothe`ses, le principal re´sultat de [62] est le suivant
The´ore`me 1.3.8. Pour f : Rn æ R su sament re´gulie`re, n Ø 1,
Varµ(f) Æ Cﬂ,Ÿ
nÿ
i=1
Î i(f)Î22
1 + log
3
Î i(f)Î2
Î i(f)Î1
4 , (1.26)
ou` Cﬂ,Ÿ = 4e(1+(Ÿ/ﬂ))+/ﬂ.
Ce re´sultat sera utilise´ dans le chapitre 4 de la the`se pour obtenir de la superconcentration
pour le maximum des coordonne´es d’un vecteur de loi uniforme sur la sphe`re Sn et pour mon-
trer, de manie`re alternative, que la fonction maximum n’est pas superconcentre´e sous la mesure
gamma.
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Remarque. En particulier, si µ est une mesure de probabilite´ sur Rn, n Ø 1 dite strictement
π log-concave ∫. C’est a` dire admettant la densite´ suivante par rapport a` la mesure de Lebesgue
dx sur Rn : dµ = e≠V dx avec V : Rn æ R satisfaisant une condition de convexite´, ÒÒV Ø ﬂId
ou` ﬂ > 0. Alors l’ine´galite´ de Cordero-Erausquin-Ledoux pre´ce´dente est valable.
1.4 Transport optimal
Cette the´orie est ne´e a` la fin du XVIIIe`me sie`cle sous l’impulsion du ge´ome`tre franc¸ais Monge.
En 1781, il publie l’un des travaux les plus ce´le`bres π me´moire sur les the´orie des de´blais et des
remblais ∫. Le proble`me conside´re´ par Monge est le suivant : supposons que l’on dispose a` un
endroit E d’une quantite´ de sable que l’on souhaite de´placer sur un site de construction Y .
Chacun des de´placements d’une partie du sable x de E a` un emplacement y sur le site F couˆte
une certaine somme c(x, y). En mode´lisant ceci (le tas de sable et le site de contruction) par
des mesures de probabilite´s µ et ‹, la the´orie du transport optimal cherche a` minimiser le couˆt
(par la suite ce couˆt sera la distance d entre les points x œ E et y œ F ) d’un tel de´placement.
Ce proble`me d’optimisation porte le nom de proble`me de Monge-Kantorovich, nous renvoyons le
lecteur vers les livres [163, 162] pour plus de´tails a` ce sujet.
Concernant notre the´matique, l’approche via le transport optimal ([163, 162, 88, 113]) fournit
une troisie`me description du phe´nome`ne de la concentration de la mesure. Nous nous inspirerons
de l’exposition faite dans [113].
De´butons par l’ine´galite´ classique de Pinsker-Csizsar-Kullback [134], celle-ci indique que pour
n’importe quelle mesure de probabilite´ µ et ‹ la relation suivante est ve´rifie´e
Îµ≠ ‹ÎTV Æ
Ú
1
2H(‹|µ),
ou` Î ·ÎTV de´signe la distance en variation totale et H(‹, µ) est l’entropie relative de ‹ par rapport
a` µ. Plus pre´cise´ment,
H(‹|µ) =
⁄
log d‹
dµ
d‹,
lorsque ‹ est absolument continue par rapport a` µ (et d‹dµ de´signe alors la de´rive´e de Radon-
Nykodym de ‹ par rapport a` µ) et +Œ sinon. De telles ine´galite´s ont souvent e´te´ conside´re´es en
the´orie de l’information.
Le fait qu’une telle ine´galite´ soit lie´e a` des proprie´te´s de concentration a e´te´ remarque´ par
Marton [124, 123] et peut-eˆtre pre´sente´e de la fac¸on suivante. Conside´rons un espace me´trique
(E, d) et des mesures de probabilite´s boreliennes sur E µ et ‹, on de´finit alors la distance de
Kantorovich-Wasserstein entre µ et ‹ par
W1(µ, ‹) = inf
⁄ ⁄
E◊E
d(x, y)dﬁ(x, y),
ou` l’infimum parcourt toutes les mesures de probabilite´s µ sur l’espace produit E◊E admettant
µ et ‹ comme marginales (on dit que ﬁ est un couplage de µ et ‹) et posse´dant un moment
d’ordre un (par rapport a` d) fini. Le the´ore`me de Monge-Kantorovich (cf. [163, 162]) assure que
la distance en variance totale correspond au choix de la me´trique triviale sur E. Soit µ, une
mesure de probabilite´ fixe´e, conside´rons l’ine´galite´ suivante
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W1(µ, ‹) Æ

2CH(‹|µ), (1.27)
avec C > 0 et ‹ quelconque. Soient A et B deux ensembles bore´liens de mesure µ(A), µ(B) > 0
et conside´rons les deux probabilite´s conditionnelles µA = µ(·|A) et µB = µ(·|B). En appliquant
l’ine´galite´ triangulaire a` la distance W1 et (1.27), il s’ensuit que
W1(µA, µB) Æ W1(µ, µA) +W1(µ, µB)
Æ

2CH(µA|µ) +

2CH(µB |µ)
=
Ú
2C log 1
µA
+
Ú
2C log 1
µB
En outre, toutes les mesures ayant pour marginales µA et µB doivent avoir leur support dans
A◊B, ceci entraine, par de´finition de W1,
W1(µA, µB) Ø d(A,B) = inf{d(x, y) ; x œ A, y œ B}.
En combinant ceci avec l’ine´galite´ W1(µA, µB) Æ
Ò
2C log 1µA +
Ò
2C log 1µB , nous obtenons de
la concentration pour la mesure µ. En e et, e´tant donne´ A et B dans E tels que d(A,B) Ø t > 0,
nous obtenons
t Æ
Û
2C log 1
µ(A) +
Û
2C log 1
µ(At)
, (1.28)
avec, rappelons-le, At = {x œ E ; d(x,A) < t}. L’ine´galite´ (1.28) apparait alors comme une forme
de concentration. Si µ(A) Ø 1/2, on a donc
t Æ

2C log 2 +
Û
2C log 1
µ(At)
,
autrement dit, lorsque, par exemple, t Ø 2Ô2C log 2,
1≠ µ(At) Æ e≠t2/8C .
De manie`re analogue aux transforme´es de Laplace, la distance de Kantorovich-Wasserstein
W1 se comporte mal vis-a`-vis de la dimension par rapport aux produits euclidiens lorsque l’on
souhaite tensoriser une ine´galite´ telle que (1.27) (pour plus de de´tails voir [87, 112]). L’exemple
des mesures gaussiennes sugge`re qu’il serait plus inte´ressant de conside´rer un couˆt quadratique
pour atteindre des ine´galite´s de concentration inde´pendantes de la dimension. Par simplicite´,
nous nous restreignons a` l’espace euclidien Rn muni de sa norme | · |2. Etant donne´e une mesure
de probabilite´ µ sur les bore´liens de Rn, on dit que celle-ci satisfait une ine´galite´ de transport de
couˆt quadratique lorsqu’il existe une constante C > 0 telle que pour toute mesure de probabilite´
‹,
W2(µ, ‹) Æ

CH(‹|µ), (1.29)
ou` W2 de´signe la distance de Kantorovich-Wasserstein avec le couˆt quadratique
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W2(µ, ‹) = inf
3⁄ ⁄
E◊E
1
2 |x≠ y|
2dﬁ(x, y)
41/2
ou` l’infimum parcourt toutes les mesures de probabilite´s µ sur l’espace produit Rn ◊Rn admet-
tant µ et ‹ comme marginale (cette quantite´ est finie de`s lors que µ et ‹ posse`dent un moment
d’ordre deux, ce que nous supposerons toujours dans la suite). Il est e´vident, par l’ine´galite´ de
Jensen, que l’ine´galite´ de transport de couˆt quadratique est plus forte que l’ine´galite´ (1.27) (avec
le couˆt d(x, y) = |x≠ y|, x, y :œ Rn).
Il a e´te´ de´montre´ par Talagrand que la mesure gaussienne standard “n sur Rn satisfait l’ine´galite´
(1.29) avec la consante C = 1 [150]. Il est instructif de voir la de´monstration, qui repose sur des
arguments de transport optimal, en dimension un. Cette me´thodologie de transport de mesure
nous sera utile lorsque nous aborderons la superconcentration via les ine´galite´s de Poincare´ a`
poids dans le chapitre sept.
Conside´rons donc le cas n = 1. Soit f Ø 0 telle que s fd“1 = 1 et posons d‹ = fdµ. Par
simplicite´, supposons que f > 0 sur tout R. On de´finit l’application de transport monotone
T : Ræ R par
‹
!
]≠Œ, T (x)]" = “1!]≠Œ, x]), x œ R,
de telle sorte a` ce que ‹ soit la mesure image de “ par l’application T . La formule de changement
de variable nous fournit l’e´quation suivante, dite de Monge-Ampe`re,
f
!
T (x)
"
T Õ(x)e≠T (x)2/2 = e≠x2/2, x œ R.
Ainsi, en prenant le logarithme de l’e´quation pre´ce´dente, nous obtenons pour tout x œ R,
log f
!
T (x)
"
+ log T Õ(x)≠ 12T (x)
2 = ≠12x
2
En inte´grant cette e´galite´ par rapport a` la mesure “ et en utilisant le fait que ‹ = T#“1, nous
trouvons ⁄
log fd‹ = 12
⁄
[T (x)2 ≠ x2]d“1 ≠
⁄
log T Õd“1.
Une inte´gration par partie fournit que⁄
x(T ≠ x)d“1 =
⁄
(T Õ ≠ 1)d“1
d’ou` ⁄
log fd‹ = 12
⁄
|x≠ T (x)|2d“1 +
⁄
[T Õ ≠ 1≠ log T Õ]d“1
Ø 12
⁄
|x≠ T (x)|2d“1
puisque y ‘æ y ≠ 1 ≠ log y Ø 0 lorsque y Ø 0. Puisque ‹ est l’image de “1 par l’application de
transport T , la mesure image ﬁ de “1 par l’application x ‘æ
!
x, T (x)
"
a pour marginales “1 et ‹
respectivement. Ceci entraine, par de´finition de W2,
1
2
⁄
|x≠ T (x)|2d“1 =
⁄ ⁄ 1
2 |x≠ y|
2dﬁ ØW 22 (“1, ‹),
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ce qui conlut la de´monstration. Le cas n-dimensionnel s’ensuit facilement par tensorisation comme
indique´ dans l’article de M. Talagrand. L’argument est formalise´ dans la proposition suivante,
(cf. [112]).
Proposition 1.4.1. Soit P = µ1 ¢ . . . ,¢µn une mesure de probabilite´ sur les bore´liens de Rn.
Supposons que pour tout i = 1, . . . , n, µi satisfait une ine´galite´ de transport quadratique
W2(µi, ‹i) Æ

C1H(µi|‹i),
pour n’importe quelle mesure ‹i sur R et C1 > 0. Alors,
W2(P,R) Æ
Ú
max
i=1,...,n
CiH(R|P ),
pour n’importe quelle mesure de probabilite´ R sur Rn.
Le cas n-dimensionel peut e´galement eˆtre obtenu de manie`re similaire au cas uni-dimensionel
(sans utiliser de tensorisation). L’ide´e est d’utiliser l’application de transport monotone de
Brenier-Mc Cann [61]. Soient µ et ‹ deux mesures de probabilite´ sur Rn, une application
T : Rn æ Rn envoit µ sur ‹ (ou transporte µ sur ‹) si ‹ est l’image de la mesure ‹ par
T . Autrement dit, pour toute fonction bore´lienne positive borne´e f : Rn æ R,⁄
f(y)dµ(y) =
⁄
f
!
T (x)
"
d‹(x).
Si µ et ‹ admettent un moment d’ordre deux, une application T poussant µ sur ‹ est dite
optimale par rapport a` la distance de Kantorovich-Wasserstein W2 si
W2(µ, ‹)2 =
1
2
⁄
|x≠ T (x)|2dµ(x).
Un re´sultat fondamental de Brenier [46] et Mc Cann [125] (cf. [163, 162]) assure que lorsque µ
est absolument continu par rapport a` la mesure de Lebesgue, il existe une fonction convexe „
telle que T = Ò„ transporte µ sur ‹ de manie`re optimale (au sens pre´ce´dent).
Soit µ = “n la mesure gaussienne standard dans Rn et supposons que d‹ = fd“n avec f Ø 0 ets
fd“n = 1. Lorsque celui-ci fait sens, la formule de changement de variables dans le transport
de “n a` ‹ fournit l’e´quation de Monge-Ampe`re suivante :
f
!
T (x)
"
det
!
Hess„(x)
"
e≠|T (x)|
2/2 = e≠|x|2/2, x œ Rn,
ou` Hess„ de´signe la hessienne de „ (nous ignorons les proble`mes de re´gularite´ et le fait que
T = Ò„ ne pourrait exister que presque partout). En reproduisant la de´monstration du cas
uni-dimensionel et en utilisant le fait que
log det
!
Hess„(x)
" Æ  „≠ n =  !„≠ |x|22 ",
on obtient que W2(“n, ‹) Æ

H(‹|“n). Cette argument s’e´tend aisement aux mesures de proba-
bilite´s dµ = e≠V dx avec un potentiel strictement convexe V .
The´ore`me 1.4.2. Soit dµ = e≠V dx ou` HessV (x) Ø cId, c > 0 uniforme´ment en x œ Rn. Alors,
pour toute mesure de probabilite´ ‹ sur Rn,
W2(‹, µ) Æ
Ú
1
c
H(‹|µ)
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Remarque. Vis a` vis de la hie´rarchie des ine´galite´s fonctionnelles, une telle ine´galite´ s’intercale
entre celle de Poincare´ et celle de Sobolev logarithmique. C’est-a`-dire qu’une ine´galite´ de trans-
port quadratique est plus forte que celle de Poincare´ mais moins forte qu’une ine´galite´ de Sobolev
logarithmique. Pour plus de de´tails, nous renvoyons le lecteur vers [163]. Il e´galement possible
de de´montrer une telle ine´galite´ par des arguments de semi-groupe, c’est notamment l’approche
employe´e par Bobkov, Gentil et Ledoux dans [31] via le semi-groupe d’Hamilton-Jacobi.
Plus ge´ne´ralement, la litte´rature concernant les liens entre les ine´galite´s fonctionnelles, les
me´thodes de transport optimal et les me´thodes de semi-groupe est tre`s vaste (cf. [163, 162, 88]).
Mentionnons, tout particulie`rement, l’article de Bobkov, Gentil et Ledoux [31] concernant le
semi-groupe Hamilton-Jacobi et l’ine´galite´ de Sobolev logarithmique.
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Chapitre 2
Phe´nome`ne de
superconcentration
2.1 Introduction
Comme nous l’avons de´ja` mentionne´ dans la partie pre´ce´dente, la the´orie de la concentra-
tion de la mesure s’est impose´e comme un outil incontournable dans di e´rents domaines des
mathe´matiques. Cependant une telle ge´ne´ralite´ et polyvalence risque de manquer de pre´cision
dans certains cas particuliers, lorsque cela arrive on parlera de superconcentration. Chatterjee
fut le premier a` essayer de formaliser cette notion et de collecter di e´rents exemples pour lesquels
la the´orie de la concentration est sous-optimale [48]. La partie qui suit a donc pour objectif de
pre´senter plus en de´tails le phe´nome`ne de superconcentration. Nous nous focaliserons, la plupart
du temps, sur le cas de la mesure gaussienne “n sur Rn. Apre`s avoir explique´ les enjeux et la
proble´matique de cette the`se nous e´noncerons les di e´rents outils existants pour exhiber de la su-
perconcentration. Ce phe´nome`ne apparait dans di e´rents contextes : verres de spin, percolation
dirige´, champ libre discret gaussien, matrices ale´aoires, statistiques d’ordres . . . ; les techniques
utilise´es pour prouver qu’un mode`le est superconcentre´ sont souvent ad hoc et inhe´rentes au
mode`le e´tudie´. Nous tenterons de lister les travaux et articles re´cemment parus et non pre´sents
dans l’ouvrage [48] et d’expliquer brie´vement leurs approches.
Comme premie`re manifestation de la concentration de la mesure gaussienne sur Rn, nous avons
montre´ dans le chapitre un qu’elle satisfaisait une ine´galite´ de Poincare´ par rapport au carre´ du
champ usuel (il s’agit d’une appelation standard de l’e´nergie de Dirichlet dans ce cas particulier).
The´ore`me 2.1.1. Pour f : Rn æ R su samment re´gulie`re,
Var“n(f) Æ
⁄
Rn
|Òf |2d“n(x) (2.1)
Nous avons e´galement vu que le choix de la fonction f(x) = maxi=1,...,n xi entrainait le re´sultat
suivant,
Proposition 2.1.2. Soit X un vecteur gaussien dans Rn de matrice de covariance  , alors
l’ine´galite´ suivante est ve´rifie´e
Var(Mn) Æ max
i=1,...,n
Var(Xi), (2.2)
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ou` Mn = max
i=1,...,n
Xi.
Remarque. Nous avons de´ja` mentionne´ le fait que cette ine´galite´ est optimale et ne peut-eˆtre
ame´liore´e. De plus, soulignons le, cette ine´galite´ ne de´pend pas de la matrice de covariance.
Elle ne prend donc pas en compte la structure des corre´lations du vecteur gaussien. Ainsi, il est
possible que la ge´ne´ralite´ de l’ine´galite´ (2.2) fournisse des re´sultats sous-optimaux pour des cas
particuliers. Par exemple, appliquons l’ine´galite´ (2.2) lorsque   = Id la matrice identite´ de Rn.
Nous trouvons que,
Var(Mn) Æ 1.
Cependant, pour un tel choix de matrice de covariance, toutes les coordonne´es du vecteur gaussien
X sont inde´pendantes. Il est donc possible de faire directement le calcul de la variance de Mn =
maxi=1,...,nXi et d’obtenir
Var(Mn) Æ Clogn, (2.3)
avec C > 0 une constante nume´rique. Il apparait donc que l’ine´galite´ (2.1), valable pour une
grande classe de fonction, provenant de la the´orie, dite π classique ∫, de la concentration fournit
une borne sous-optimale pour le choix particulier de la fonction f(x) = maxi=1,...,n xi. Selon la
terminologie introduite par Chatterjee dans [48] il s’agit du phe´nome`ne de superconcentration.
Cet exemple simple fournit la premie`re question, aborde´e dans [48], que nous
developperons dans cette the`se : π si la borne fournie par l’ine´galite´ de Poincare´
(2.1) est sous-optimale, comment obtenir le bon ordre de grandeur ? ∫.
De manie`re plus formelle, la de´finition de la notion de superconcentration s’e´nonce comme suit
De´finition 2.1.3. Soit µ une mesure de probabilite´ satisfaisant une ine´galite´ de Poincare´ (1.2.1)
de constante Cp. Alors, une fonction f : E æ R est dite superconcentre´e s’il existe 0 < ‘ < 1 tel
que
Varµ(f) Æ ‘CpE(f).
Il faut comprendre ceci de la manie`re suivante : ‘ est petit et peut de´pendre de la dimen-
sion de E, par exemple ‘ = ‘n æ 0 lorsque n æ Œ (dans (2.3) ‘ = C/ logn). Nous nous
focaliserons principalement sur le cas de la fonction maximum, ne´anmoins nous pre´senterons
aussi d’autres fonctionnelles, comme la me´diane ou` les normes lp, ou encore l’e´nergie libre F—
qui exhibent un phe´nome`ne de superconcentration. Ne´anmoins, nous souhaitons souligner le fait
que le phe´nome`ne de concentration classique, induit par une ine´galite´ de Poincare´ par exemple,
concerne une famille de fonctions tandis que le phe´nome`ne de superconcentration n’est valable,
a priori, que pour une fonction particulie`re.
Le lecteur curieux pourrait se demander si des proprie´te´s plus fortes de concentration satis-
faites par la mesure µ peuvent ame´liorer la borne obtenue via (2.1) et fournir le bon ordre de
grandeur de la variance. Par exemple, la mesure gaussienne sur Rn ve´rifie l’ine´galite´ de Sobo-
lev logarithmique (1.12). Rappelons que cette ine´galite´, via l’argument de Herbst, entraˆıne la
proprie´te´ de concentration suivante
The´ore`me 2.1.4. Soient X1, . . . ,Xn des variables ale´atoires gaussiennes i.i.d. et f : Rn æ R
une fonction lipschitzienne avec ÎfÎLip Æ 1. Alors, pour tout t Ø 0,
P
!|f(X1, . . . ,Xn)≠ E[f(X1, . . . ,Xn]| Ø t) Æ 2e≠t2/2 (2.4)
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A nouveau, comme pour l’ine´galite´ de Poincare´, constatons que cette ine´galite´ est optimale
dans le sens ou` le cas d’e´galite´ est atteint lorsque f est une fonction line´aire. De manie`re similaire a`
l’ine´galite´ de Poincare´, la grande ge´ne´ralite´ de (2.4) risque de fournir des re´sultats sous-optimaux
pour des choix de fonctions f particuliers. Par exemple, au niveau de la variance de f , (2.4)
implique, apre`s inte´gration, que pour toute fonction lipschitzienne f avec ÎfÎLip Æ 1,
Var“n(f) Æ 4.
En particulier, si l’on conside`re la fonction f(x1, . . . , xn) = maxi=1,...,n xi nous obtenons que
Var(Mn) Æ 4.
Comme nous l’avons de´ja` vu plus haut, cette borne est sous-optimale. En conclusion, l’ine´galite´
de concentration (2.4) ne refle`te pas le ve´ritable comportement du maximum au niveau de la
variance. Cependant, elle pourrait eˆtre pertinente vis a` vis d’un the´ore`me de convergence en
loi. Ce qui entraine la conside´ration suivante : si jamais la taille de la variance est correctement
estime´e, il est naturel de se demander si une convergence en loi est satisfaite. Il est aise´ d’illustrer
ce propos par l’exemple de la fonction maximum et la the´orie des extreˆmes [67, 108, 78]. Il est
bien connu queMn peut-eˆtre renormalise´ afin d’obtenir une convergence en loi. Plus pre´cisement,
si l’on choisit an =
Ô
2 logn et bn = an ≠ log logn+log(4ﬁ)2an alors la convergence en loi suivante est
satisfaite
an(Mn ≠ bn)æ  0, næŒ,
ou`  0 de´signe la loi de Gumbel ayant pour fonction de re´partition P( 0 Æ t) = e≠e≠t , t œ R.
Il serait donc inte´ressant d’obtenir une ine´galite´ de concentration non-asymptotique refle´tant
cette convergence en loi (et donc l’ordre correct de la variance). Dans le cas de la convergence
des extreˆmes, auquel nous reviendrons re´gulie`rement durant cette the`se, nous aimerions obtenir
quelque chose du type
P(an(Mn ≠ bn) Ø t) Æ g1(t) et P(an(Mn ≠ bn) Æ ≠t) Æ g2(t) t Ø 0,
avec gi : R+ æ R, i = 1, 2 telle que les asymptotiques de g refle`tent les queues de distribution
de la loi de Gumbel. C’est a` dire,
g1(t) ƒ e≠t, tæ +Œ g2(t) ƒ e≠et tæ +Œ.
Il est naturel mais na¨ıf de voir ce que l’on peut obtenir avec le the´ore`me 2.1.4. Celui-ci entraine
que, pour tout t Ø 0,
P(an
--Mn ≠ bn| Ø t) Æ 2e≠t2/2a2n .
Cette ine´galite´ se comporte tre`s mal vis a` vis de la de´pendance en n, elle devient inutile lorsque
n æ Œ et elle ne refle`te pas les asymptotiques de la loi de Gumbel. En revanche, elle reste
pertinente, si l’on fait de´pendre t de n et que l’on choisit t = uÔan, u Ø 1.
Cet exemple introduit la deuxie`me proble´matique a` laquelle nous avons tente´ d’apporter des
e´le´ments de re´ponse durant cette the`se :
Supposons qu’on ait re´ussi a` obtenir le bon ordre de grandeur de la variance et
que Mn satisfasse une convergence en loi (apre`s une e´ventuelle renormalisation).
Est-il possible d’obtenir une ine´galite´ de concentration refle´tant a` la fois le bon
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ordre de grandeur de la variance et les asymptotiques des queues de distributions
de la loi limite ?
Comme nous allons le voir, ceci n’est pas simple et il ne semble pas eˆtre possible de trouver
une me´thode ge´ne´rale permettant de traiter un mode`le gaussien quelconque. La section suivante
est de´die´e a` la pre´sentation des di e´rents travaux portant sur di e´rents mode`les gaussiens. Nous
insistons sur le fait que chaque mode`le pre´sente´ posse`de des structures de corre´lations fondamen-
talement di e´rentes les unes des autres et que des me´thodes ad hoc sont utilise´es pour chacun
d’entre eux. Ceci ame`ne le proble`me ouvert suivant, de´ja` pre´sent dans [48] :
Est-il possible de trouver des conditions sur la structure de covariance qui serait
e´quivalentes au phe´nome`ne de superconcentration ?
Apre`s avoir e ectue´ un survol de la litte´rature et des di e´rents mode`les (gaussiens, pour la
plupart) qui pre´sentent un phe´nome`ne de superconcentration, nous allons pre´senter une nouvelle
ine´galite´, ame´liorant l’ine´galite´ de Poincare´, reposant sur l’hypercontractivite´ du semi-groupe
d’Ornstein-Uhlenbeck. Celle-ci est due a` Chatterjee et est expose´e dans [48]. L’autre ine´galite´,
plus utilise´e, de par sa souplesse pour obtenir de la superconcentration, est celle de Talagrand
que l’on a pre´sente´e dans le chapitre pre´ce´dent. Ces re´sultats sont les premiers outils su sament
souples pour eˆtre applique´s a` des situations varie´es. Cependant, le de´faut de ces ine´galite´s est
qu’elles ne permettent d’obtenir qu’un gain logarithmique (vis a` vis de l’ine´galite´ de Poincare´).
Pour un nombre limite´ de mode`les cela permet d’atteindre le bon ordre de grandeur de la va-
riance tandis que pour la plupart des autres la nouvelle borne obtenue reste encore sous-optimale.
Cette approche hypercontractive, utilisant la repre´sentation de la variance le long du semi-groupe
d’Ornstein-Uhlenbeck, est un des axes de recherche majeurs de cette the`se.
2.2 Mode`les
Dans cette section, nous allons pre´senter di e´rents mode`les pre´sentant de la superconcen-
tration. Nous esquisserons, pour chaque the´matique, les outils utilise´s pour obtenir de la su-
perconcentration. Il sera alors e´vident pour le lecteur, que chaque exemple ne´cessite des outils
mathe´matiques spe´cifiques, inhe´rents au mode`le et parfois tre`s techniques, et qu’une me´thodologie
ge´ne´rique ne semble pas envisageable. Bien que ce panorama de la litte´rature existante a pour
vocation d’eˆtre exhaustif, il n’est que le reflet de nos connaissances et pourrait, involontairement,
omettre certains travaux mathe´matiques.
2.2.1 Matrices ale´atoires
Dans cette section nous allons brie`vement de´crire des re´sultats concernant les matrices ale´atoires.
Une attention toute particulie`re sera donne´e aux ensembles de matrices gaussiens Nous indique-
rons par une remarque lorsque les re´sultats pre´sente´s restent valides dans un cadre plus ge´ne´ral.
Nous renvoyons le lecteur vers les ouvrages [7, 14] pour plus de de´tails.
Historiquement la the´orie des matrices ale´atoires est ne´e durant les anne´es 20 sous l’impul-
sion des mathe´maticiens Wigner et Wishart. De`s lors, ce domaine des mathe´matiques a` connu
un de´veloppement intense. L’un des re´sultats majeurs de cette the´orie concerne l’e´tude de la
plus grande valeur propre ⁄max d’une matrice ale´atoire. Sous certaines conditions de re´gularite´
cette valeur propre converge presque suˆrement vers une valeur deterministe [7, 114]. Un re´sultat
de fluctuations pour ⁄max (sorte d’analogue du the´ore`me de la limite centrale pour des matrices
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ale´atoires) est, par la suite, obtenu pour di e´rents mode`les de matrices ale´atoires.
Nous pre´sentons ci dessous la de´finition de l’ensemble unitaire gaussien GUE (pour π Gaussian
Unitary Ensemble ∫) et de l’ensemble orthogonale gaussien GOE (pour π Gaussian Orthogonal
Ensemble ∫), nous fournirons e´galement la de´finition d’une matrice, dite, de covariance et les
ensembles gaussiens associe´s. Nous de´crirons ensuite les re´sultats de fluctuations concernant la
plus grande valeur propre d’une matrice appartenant a` ces ensembles. Enfin, nous ferons un
rapide historique de l’e´volution des re´sultats non-asymptotiques, exhibant un phe´nome`ne de su-
perconcentration, connu a` ce jour.
Etude asymptotique de ⁄max
Conside´rons, pour tout entier n Ø 1, la matrice (de taille n ◊ n) auto-adjointe gaussienne
centre´e X = Xn = (Wnij)1Æi,jÆn, de variance ‡2. Ceci revient a` conside´rer une matrice hermi-
tienne X de taille n◊ n dont les entre´es, au dessus de la diagonale, sont des variables ale´atoires
gaussiennes complexes (respectivement re´elles sur la diagonale) centre´es et de variance ‡2 (au-
trement dit, la partie re´elle et imaginaire sont des variables ale´atoires gaussiennes centre´es de
variance ‡2/2). De manie`re e´quivalente, la matrice ale´atoire X posse`de la densite´ de probabilite´
suivante
P(dX) = 1
Z
exp
!≠ Tr(X2)/2‡2"dX
sur l’espace des matrices hermitiennes Hn ≥= Rn2 de taille n◊ n, avec
dX =
Ÿ
1ÆiÆn
dXii
Ÿ
1Æi<jÆn
dRe(Xij)dIm(Xij)
la mesure de Lebesgue sur Hn et Z = Zn est une constante de renormalisation. Nous de´signerons
par ⁄max la plus grande valeur propre d’une matrice du GUE.
The´ore`me 2.2.1. (Tracy-Widom)
Soit X = Xn, une matrice du GUE, avec ‡2 = 14n , alors la suite (⁄nmax)nœN, proprement
renormalise´e, converge en loi vers une distribution inde´pendante du mode`le. Plus pre´cise´ment,
n2/3(⁄nmax ≠ 1)æ TW, næŒ
ou` TW de´signe la loi de Tracy-Widom.
Remarque. La fonction de re´partition FTW de cette loi peut s’exprimer de manie`re plus explicite
(cf. [114]) Ce re´sultat de convergence reste vrai si l’on conside`re des ensembles de matrices plus
ge´ne´raux, on parle alors de matrice de Wigner, en imposant des conditions sur les moments de
telles matrices. Citons par exemples les travaux de Pe´che´-Soshnikov [133], Ruzmaikina [136],
Khorunzhiy[103] ou encore Lee-Yin [118].
De´finition 2.2.2. Soit X une matrice ale´atoire de taille m ◊ n dont les coe cients sont
inde´pendants, de moyenne nulle et de variance 1. On suppose e´galement, dans le cas ou` les
coe cients sont complexes, que leurs parties re´elles et imaginaires sont inde´pendantes. La ma-
trice Sm,n = 1mXúX, de taille n◊ n, est une matrice de covariance empirique.
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Remarque. La matrice Sn,m e´tant semi-de´finie positive, ses n valeurs propres sont re´elles, positives
ou nulles et sont note´es 0 Æ ⁄1 Æ . . . ,Æ ⁄n = ⁄max. Si les coe cients de la matrice X suivent
une loi gaussienne, la matrice est dite appartenir a` l’ensemble unitaire de Laguerre (LUE) ou
a` l’ensemble orthogonal de Laguerre (LOE) selon qu’elle est complexe ou re´elle. La densite´ de
probabilite´ d’une matrice ale´atoire appartenant au LUE (ou au LOE) peut s’exprimer de manie`re
similaire a` celle d’une matrice du GUE ( ou du GOE).
Le comportement de la plus grande valeur propre d’une matrice du LUE est semblable a` celui
de la plus grande valeur propre d’une matrice du GUE. Il s’agit d’un re´sultat de Johnstone [99]
(le cas du LOE ayant e´te´ de´montre´ par Johansson [97] ) que nous pre´sentons ci-dessous.
The´ore`me 2.2.3. (Johnstone). Soit Sm,n une matrice du LUE. On suppose que mn æ ﬂ œ [1,Œ[.
Alors
n2/3
⁄max ≠ bm,n
b2/3m,n
!
m
n
"≠1/6 æ TW,
ou` TW de´signe la loi de Tracy-Widom.
Remarque. Tout comme pour les matrices du GUE, des re´sultats d’universalite´s sont obtenus
par Soshnikov [142] et Pe´che´ [132].
Re´sultats non-asymptotiques
Cette partie pre´sente les re´sultats non-asymptotiques, s’inscrivant dans le cadre du phe´nome`ne
de superconcentration, connus a` ce genre dans la the´orie des matrices ale´atoires. Nous renvoyons
le lecteur vers la the`se de Dallaporta [64] ou les articles de survols [114, 161] pour plus de
de´tails. Remarquons, tout d’abord, que la plus grande valeur propre peut s’exprimer comme un
supremum de variables gaussiennes par le biais du the´ore`me de Courant-Fisher. Dans le cas du
GUE, l’ine´galite´ de Poincare´ satisfaite par la mesure gaussienne entraine que
Var(⁄max) Æ C
n
qui ne correspond pas a` la renormalisation du the´ore`me (2.2.1) de Tracy-Widom lequel sugge`re
que Var(⁄max) Æ Cn4/3 . Les premie`res tentatives d’e´tude non-asymptotique d’ine´galite´s de de´viation
pour la plus grande des valeurs propres du GUE sont obtenues par Aubrun dans [10], ce re´sultat
peut eˆtre e´galement obtenu a` partir des travaux de Johansson [98], comme annonce´ dans [114].
L’ine´galite´ obtenue s’exprime de la manie`re suivante, pour tout t Ø 0
P(⁄max Ø 1 + t) Æ Ce≠nmax(t2,t3/2)/C .
Meˆme si nous pouvons citer un article de Tao et Vu [158] qui fournit une ine´galite´ de de´viation,
refle´tant le taux de convergence en n≠2/3, pour la plus grande valeur propre ; celle-ci ne refle`te pas
les asymptotiques de la fonction de re´partition de la loi de Tracy-Widom et n’est pas valable pour
les petites de´viations. Il faudra attendre les travaux de Ledoux et Rider [116] qui obtiennent, par
des de´monstrations unifie´es, pour les —-ensembles (qui contiennent les ensembles GUE et GOE),
des ine´galite´s de concentration optimales. En e et, ils retrouvent le re´sultat de Johannson ainsi
qu’une ine´galite´ de de´viation a` gauche de la forme
P(⁄max Æ 1≠ t) Æ Ce≠n2t3/C , t Ø 0.
De plus, leur article fournit e´galement les meˆmes ine´galite´s de de´viation optimales a` droite et
a` gauche pour la plus grande valeur propre d’une matrice du LUE ou du LOE. En inte´grant ces
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ine´galite´s de de´viation, ces re´sultats permettent d’obtenir le bon ordre de grandeur de la variance
de la plus grande valeur propre d’une matrice du LOE, LUE, GUE et GOE. Il faudra attendre
les travaux de Dallaporta pour obtenir des re´sultats sur la variance du ⁄max pour des ensembles
de matrices plus ge´ne´raux. Dans [64, 63], elle obtient notamment des majorations, de la variance
de ⁄max, du bon ordre de grandeur pour des matrices de Wigner ou de covariances satisfaisant
certaines hypothe`ses. A notre connaissance, il n’existe que tre`s peu de travaux proposant des
ine´galite´s de de´viations non asymptotiques pour des matrices de Wigner ou de Wishart. Citons
toutefois l’article de Feldheim et Sodin [81] dans lequel ils obtiennent des ine´galite´s de de´viations
a` droite optimales pour des petites de´viations.
Gaz de Coulomb et ensemble de Ginibre complexe
D’autres re´sultats provenant de la the´orie des matrices ale´atoires fournissent des exemples ou`
la the´orie de la concentration est sous-optimale. Citons par exemple l’article de Chafa¨ı et Pe´che´
[47] ainsi que celui de Rider [135] qui s’interesse a` un gaz de particules charge´es {z1, . . . , zn}
dans le plan complexe, ou` chaque particule est confine´e par un champ externe Q ainsi qu’une
interaction re´pulsive (avec les autres particules) coulombienne. La densite´ de probabilite´ d’un tel
objet est proportionnelle a`
(z1, . . . , zn) ‘æ
nŸ
j=1
e≠nQ(zj)
Ÿ
1Æj<kÆn
|zj ≠ zk|— ,
avec — > 0 un parame`tre fixe´ et Q une fonction re´gulie`re donne´e. Dans la suite, nous supposerons
que Q est radialement syme´trique, au sens ou`
Q(z) = V (|z|),
avec V : R+ æ R est un potentiel re´gulier tel que t ‘æ tV Õ(t) est croissante ou V est convexe.
Les auteurs des articles mentionne´s ci-dessus s’inte´ressent aux statistiques d’ordres associe´es a`
ces particules z1, . . . , zn, que l’on de´signera par |z(1)| Ø . . . Ø |z(n)| , celles-ci ont une signification
particulie`re vis a` vis des matrices ale´atoires (voir [47]).
Lorsque — = 2 (et V (r) = r2), Rider a` obtenu un the´ore`me de repre´sentation de la loi de ces
statistiques d’ordre : !|z(1)|, . . . , |z(n)|" = !R(1), . . . , R(n)", en loi
ou` les R(1) Ø . . . R(n) sont les statistiques d’ordre de variables inde´pendantes R1, . . . , Rn avec
Rk de densite´ proportionnelle a`
t ‘æ t2k≠1e≠nV (t)1[0,Œ)(t).
Remarque. Notons que ce choix particulier de — et du potientiel V pour le gaz de Coulomb
correspond au mode`le de Ginibre complexe en matrice ale´atoire.
Rider obtient alors un the´ore`me de convergence pour la particule ayant le plus grand module,
ce re´sultat est ensuite prolonge´ par Chafa¨ı et Pe´che´ pour des potentiels V : R+ æ R plus
ge´neraux. Plus pre´cise´ment,
The´ore`me 2.2.4. Avec les notations pre´ce´dentes (avec — = 2), soit |z(1)| = maxk=1,...,n |zk|.
Supposons que V (t) = t– pour tout t Ø 0 et – Ø 1. Posons cn = logn≠ 2 log logn≠ log 2ﬁ et
an = 2
!–
2
"1/–+1/2Ô
ncn et bn =
! 2
–
"1/–31 + 12
Ú
2
–
cn
n
4
.
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Alors, (an(|z(1)|≠ bn))nØ1 converge en loi, lorsque næŒ, vers la loi de Gumbel, i.e., pour tout
t œ R
P(an(|z(1)|≠ bn) Æ t)æ e≠e≠t .
Remarque. Ce the´ore`me reste valable en supposant certaines conditions de stricte convexite´ sur
t ‘æ V (t) (voir [47]). Il serait inte´ressant d’obtenir des ine´galite´s (sur la variance et de concentra-
tion) non-asymptotiques refle´tant le re´sultat de convergence ci-dessus. Nous proposerons dans le
chapitre sept, une majoration non-asymptotique de la variance de |z(1)| ainsi qu’une ine´galite´ de
de´viation a` droite en ade´quation avec le the´oreme 2.2.4. Des travaux sont en cours pour obtenir
les de´viations a` gauche ainsi que l’extension de ces re´sutats a` certains mode`les de´terminantaux
pre´sente´s dans l’article [96].
2.2.2 The´ore`me de Dvoretzky ale´atoire
Le the´ore`me classique de Dvoretzky [75], est un re´sultat important de la the´orie de la concen-
tration de la mesure (cf. [126]). Celui-ci concerne le proble`me ge´ome´trique des sections sphe´riques
d’un domaine convexe.
Soit K un domaine syme´trique convexe dans Rn, c’est a` dire, un sous ensemble convexe compact
d’inte´rieur non vide de Rn syme´trique par rapport a` l’origine. On dit que K contient π presque ∫
des sections euclidiennes de dimension k, si pour tout ‘ > 0, il existe un sous espace H de
dimension k et un ellipso¨ıde E dans H tel que
(1≠ ‘)E µ K ﬂH µ (1 + ‘)E .
Cette description ge´ome´trique admet une formulation fonctionnelle e´quivalente. Un espace de
Banach E (de norme Î · Î) est dit contenir un sous espace (1 + ‘)-isomorphe a` l’espace euclidien
Rk s’il existe des vecteurs line´airement inde´pendants v1, . . . , vk dans E tels que pour tout t =
(t1, . . . , tk) œ Rk,
(1≠ ‘)|t| Æ .. kÿ
i=1
tivi
.. Æ (1 + ‘)|t|,
ou` |·| de´signe la norme euclidienne sur Rk. Le the´ore`me suivant est le ce´le`bre re´sultat de Dvoretzky
dans la the´orie locale des espaces norme´s.
The´ore`me 2.2.5. Pour tout ‘ > 0 il existe ÷(‘) > 0 tel que tout espace de Banach E de
dimension n contient un sous-espace (1 + ‘)-isomorphe a` Rk avec Âk = ÷(‘) lognÊ.
Les auteurs Schechtman [139], Paouris et al. [131] s’inte´ressent a` une version ale´atoire de
ce the´ore`me dans les espaces lp, p Ø 1. Comme indique´ par Schechtman dans son article, le
the´ore`me de Dvoretzky classique entraine qu’une vaste majorite´ de sous-espace de dimension
k Æ c(‘) logn sont (1 + ‘) isomorphe a` lk2 . Le the´ore`me de Dvoretzky ale´atoire consiste a` e´tudier
le meˆme phe´nome`ne avec lkp , p Ø 1. Par exemple, lorsque p =Œ Schechtman obtient le the´ore`me
suivant
The´ore`me 2.2.6 (Schechtman). Pour tout ‘ > 0 et tout k Ø c‘ logn, avec une probabilite´
strictement supe´rieure a` 1≠eck la norme lnŒ et un multiple de la norme ln2 sont 1+‘ e´quivalentes
sur un sous-espace de dimension k.
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Remarque. Nous avons retranscrit le the´ore`me de Schechtman tel qu’il apparait dans l’article
[139], nous renvoyons le lecteur vers celui-ci pour plus de de´tails. Signalons tout de meˆme que
la mesure de probabilite´ sous-jacente, dans le re´sultat pre´ce´dent, est la loi d’un vecteur gaussien
standard de Rn.
Dans [131], les auteurs obtiennent des re´sultats tre`s fins sur la variance des normes lp, p Ø 1
d’un vecteur gaussien standard dans Rn ainsi que des ine´galite´s de deviation. Ces ra nements
font partis des ingre´dients utilise´s par les auteurs de [131] pour obtenir un the´ore`me de Dvoretzky
ale´atoire.
Soit p Ø 1, nous noterons par ÎxÎpp =
qn
i=1 |xi|p la norme lp d’un vecteur x = (x1, . . . , xn) œ Rn.
Dans l’article Paouris et al. [131], il est remarque´ que la variance de ÎXÎp n’est pas estime´e
pre´cise´ment par les outils classiques de la concentration de la mesure. Plus pre´cise´ment, l’ine´galite´
de Poincare´ ou l’ine´galite´ isope´rime´trique ve´rifie´e par la mesure gaussienne standard sur Rn four-
nissent la majoration suivante, pour p Ø 1,
Var(ÎXÎp) Æ max(n2/p≠1, 1).
Selon [131], cette borne n’est optimale que pour 1 Æ p Æ 2. Les auteurs de [131] ame´liorent
cette borne en utilisant des estimations pre´cises et une application astucieuse de l’ine´galite´ de
Sobolev logarithmique satisfaite par “n. A notre connaissance, c’est la premie`re fois que de la
superconcentration est obtenue directement par l’ine´galite´ de Sobolev logarithmique sans passer
par sa formulation hypercontractive e´quivalente. L’ine´galite´ de Talagrand 1.3.6 fait, tout de
meˆme, parti des outils fonctionnels utilise´s lors des de´monstrations lorsque p est grand vis a` vis
de logn. Ils obtiennent e´galement des ine´galite´s de superconcentration refle´tant ces bornes. Nous
proposerons dans le chapitre sept de retrouver ceci par des me´thodes de transport. Concernant
la variance, voici leurs re´sultats
The´ore`me 2.2.7 (Paouris-Valettas-Zinn). Soit X un vecteur gaussien standard dans Rn, alors
les ine´galite´s suivantes sont satisfaites, pour tout n Ø 2,
Var(ÎXÎp) Æ
;
C 2
p
p n
2/p≠1, 2 < p Æ c logn,
C/ logn, p > c logn,
avec C, c > 0 des constantes nume´riques inde´pendentes de n et de p.
Concernant les ine´galite´s de de´viations, ils obtiennent
The´ore`me 2.2.8 (Paouris-Valettas-Zinn). Soient 2 < p <Œ et X un vecteur gaussien standard
dans Rn. Alors, pour tout n Ø 1,
ce≠Cp–1(n,p,t) Æ P
3--ÎXÎp ≠ E[ÎXÎp]-- Ø tE[ÎXÎp]4 Æ Ce≠c–2(n,p,t)),
pour tout 0 < t < 1, avec –i(n, p, ·) e´tant de´finie par :
–1(n, p, t) = min
)
C2pt2n, (tn)2/p
*
et
–2(n, p, t) = min
)
C≠2pt2n, (tn)2/p
*
avec C, c > 0 des constantes nume´riques.
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Remarque. La raison de restreindre t a` l’intervalle ]0, 1[ est que les grandes de´viations sont
controle´es par l’ine´galite´ isope´rime´trique gaussienne. La ve´ritable di culte´ est d’a ner les bornes
pour des petites de´viations, c’est le contenu du the´ore`me ci-dessus. Notons que le cas p =Œ et
l’e´tude de the´ore`me de Dvoretzky ale´atoire, a e´te´ faite, via des calculs e´le´mentaires mais pre´cis,
par Schechtman dans [139], plus pre´cise´ment, il prouva les ine´galite´s suivantes, valables pour
tout 0 < t < 1,
C1e
≠c1tM2/2 Æ P!ÎXÎŒ > (1 + t)M" Ø C2e≠tM2 ,
et
e≠c3e
tM2 Æ P!ÎXÎŒ < (1≠ t)M" Æ C4e≠c4e3tM2/4
ou` M = Med de´signe la me´diane de ÎXÎŒ et les constantes C1, C2, c1 > 0 sont explicitement
donne´es tandis que c3, c4, C4 > 0 sont des constantes nume´riques. Nous verrons dans la suite
de la the`se que des arguments hypercontractifs ou isope´rime´triques permettent de retrouver
ce genre de re´sultats. Citons e´galement les articles [159, 121] qui abordent le phe´nome`ne de
superconcentration et le the´ore`me de Dvoretzky ale´atoire.
Dans un autre article [130], Paouris et Valettas obtiennent une ine´galite´ de de´viation a` gauche
qui renforce, pour les petites de´viations et une large classe de fonctions, la concentration fournie
par l’ine´galite´ isope´rime´trique gaussienne. Leurs arguments reposent sur l’ine´galite´ d’Ehrhard
[76] et les outils utilise´s dans [131].
The´ore`me 2.2.9. [Paouris-Valettas] Soit X un vecteur gaussien dans Rn et f : Rn æ R une
fonction convexe, alors pour tout t > 1,
P
3
f(X)≠ E[f(X)] Æ ≠t

Varf(X)
4
Æ e≠ct2 ,
avec c > 0 une constante nume´rique.
Remarque. Ce re´sultat est inspire´ d’un article de Kwapien [107] concernant des fonctions convexes
d’un ale´a gaussien. Ce genre de renforcement d’ine´galite´ fonctionnelle lorsqu’une hypothe`se de
convexite´ est satisfaite, est de´ja apparu plusieurs fois dans la litte´rature comme, par exemple,
dans les articles de Bobkov et Houdre´ pour l’ine´galite´ de Poincare´ [30, 28]. Concernant la super-
concentration, si l’on applique ce re´sultat a` fonction f(x) = maxi=1,...,n xi (qui est convexe en
tant que supremum de fonctions line´aires) avec le re´sultat de Eldan, Ding et Zhai [69], qui as-
sure que pour un vecteur gaussien standard Var(Mn) Ø C/ logn (avec une constante nume´rique
C > 0), on obtient
P
!
logn(Mn ≠ E[Mn]) Æ ≠t) Æ e≠cr2 , t > 1 (2.5)
Ce re´sultat ame´liore bien la concentration habituelle, cependant il n’exprime pas l’asymptotique
de la loi de Gumbel. Celle-ci admet une de´croissance tre`s rapide pour sa queue de distribution a`
gauche en e≠e≠t , tæ ≠Œ. Ce re´sultat a e´te´ obtenu dans les travaux de Schechtman [139]. Nous
emploierons cette ine´galite´ (2.5) dans le cadre des suites gaussiennes stationnaires.
2.2.3 Statistiques d’ordre
La the´orie des extreˆmes, notamment la convergence en loi du maximum des coordonne´es
d’un vecteur ale´atoire, est un cadre naturellement lie´ a` la the´orie de la superconcentration. Les
re´sultats classiques de convergence des extreˆmes pre´sente´s dans [108, 67, 78] fournissent toute
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une zoologie d’exemples pour lesquels il serait inte´ressant de fournir des ine´galite´s de supercon-
centration, non asymptotiques, refle´tant ces re´sultats de convergence. Au niveau de la variance,
Boucheron et Thomas proposent dans [37] une se´rie d’ine´galite´s pour les statistiques d’ordres
d’un e´chantillon i.i.d.. Ils pre´sentent e´galement une ine´galite´ de type Bernstein pour la norme
infinie d’un vecteur gaussien standard.
Le cadre qu’ils conside`rent est le suivant : soit X1, . . . Xn un e´chantillon i.i.d d’une loi µ et
les statistiques d’ordre associe´es
X(1) > . . . > X(n).
Les auteurs de [37] obtiennent, sous des hypothe`ses techniques sur la mesure µ qui seront leve´es
dans le chapitre sept, le re´sultat suivant
Var(X(k)) Æ 2kE
5 1
Ÿµ(X(k+1))2
6
, k = 1, . . . , n,
ou` Ÿµ de´signe la fonction de risque associe´e a` la loi µ (c.f. [37] ou chapitre sept). Leurs arguments
reposent essentiellement sur la repre´sentation de Renyi des statistiques d’ordre (qui fournit une
expression de X(k), k = 1, . . . , n en fonction d’une somme renormalise´e de variables ale´atoires
exponentielles standards i.i.d. c.f. [67, 37]). Ils combinent cette repre´sentation avec l’ine´galite´
d’Efron-Stein (cf. [38]) et l’ine´galite´ d’association ne´gative de Harris (pour cela, ils sont oblige´
de supposer une certaine de´croissance de la fonction dite de π risque ∫ Ÿµ afin d’obtenir une
borne sur la variance de X(k)) Ils obtiennent e´galement, dans le cas gaussien, une ine´galite´ de
de´viation a` droite. Plus pre´cise´ment, pour |Xi| avec L(Xi) = N (0, 1) et U(s) =  ≠1(1≠ 1/(2s)),
ou`   designe la fonction de re´partition d’une variable ale´atoire gaussienne standard.
P
3
X(1) ≠ Eµn [X(1)] Æ t/
!
3U(n)
"
+
Ô
t/U(n) + ”n
4
Æ e≠t, t Ø 0
avec ”n > 0 et [U(n)]3”n æ ﬁ212 lorsque næŒ.
Nous pourrons retrouver la majeure partie de leurs travaux via l’approche par le transport
optimal. Nous clarifierons e´galement la ne´cessite´ de certains arguments. En particulier, nous
de´montrerons que les bornes sur la variance peuvent eˆtre obtenues sans l’hypothe`se de de´croissance
de la fonction de risque. Tandis que cette hypothe`se semble ne´cessaire pour obtenir des ine´galite´s
de de´viations.
2.2.4 Verres de spin
La litte´rature concernant les verres de spins est tre`s vaste, nous renvoyons le lecteur vers
les ouvrages de re´fe´rence, dont nous nous inspirons, suivant [154, 155, 129, 39] pour plus de
de´tails. Un mode`le de verres de spin consiste en un syste`me de spins ( des π ±1 ∫) soumis a`
des interactions ale´atoires. L’espace d’e´tat est, en ge´ne´ral, le cube discret Cn = {≠1, 1}n, n Ø 1
(on conside´rera parfois la sphe`re Sn). Sur cet espace, on de´finit un processus gaussien centre´
Hn : Cn æ R avec la fonction de covariance suivante
E[Hn(‡)Hn(‡Õ)] = ng(‡,‡Õ), ‡,‡Õ œ Cn,
et ou` g : Cn ◊ Cn æ R est une forme quadratique de´finie positive. Hn est appele´ hamiltonien
du syste`me et Hn(‡), ‡ œ Cn repre´sente, en physique, l’e´nergie du syste`me dans la configuration
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‡. Dans la the´orie des verres de spins de champ moyen, g est suppose´e ne de´pendre uniquement
que de la distance entre ‡ et ‡Õ. Parmi les distances les plus utilise´es, citons
1. La distance de Hamming,
dHam(‡,‡Õ) =
nÿ
i=1
1{‡i ”=‡Õi} =
1
2
3
n≠
nÿ
i=1
‡i‡
Õ
i
4
. (2.6)
Dans ce cas, on choisit g comme e´tant
g(‡,‡Õ) = p
!
1≠ 2dHam(‡,‡Õ)/n
"
,
ou` p de´signe une fonction polynomiale ayant tout ses coe cients positifs. Le cas p(x) = x2
correspond au mode`le SK de Sherrington et Kirkpatrick.
2. La distance lexicographique,
dlex(‡,‡Õ) = n+ 1≠min(i : ‡i ”= ‡Õi). (2.7)
Dans ce cas,
g(‡,‡Õ) = A
!
1≠ n≠1dlex(‡,‡Õ)
"
,
ou` A : [0, 1]æ [0, 1] peut-eˆtre choisie comme une fonction croissante telle que A(0) = 0 et
A(1) = 1. Les mode`les obtenus dans ce cas de figure, sont ceux introduit par Gardner et
Derrida et connu sous le nom de GREM (pour π Generalized Random Energy Models ∫).
Dans les mode`les de verres de spins, on cherche a` comprendre le comportement de min
‡œCN
HN (‡)
(la pre´sence du minimum provient de la physique statistique dans laquelle on souhaite minimiser
l’e´nergie plutoˆt que de la maximiser). Ce proble`me est, en ge´ne´ral, tre`s di cile a` re´soudre. Il su t
de conside´rer l’hamiltonien du mode`le SK pour s’en convaincre. Celui-ci, aux renormalisations
pre`s, s’exprime de la manie`re suivante
Hn(‡) =
nÿ
i,j=1
Xij‡i‡j , ‡ = (‡1, . . . ,‡n) œ Cn,
et ou` (Xij)1ÆiÆjÆn est une famille de gaussiennes standards inde´pendantes de meˆme loi. Pour
contourner ces di culte´s, on conside`re une version plus re´gulie`re de l’hamiltonien Hn avec une
tempe´rature — > 0 (en fait, il s’agit de l’inverse de la tempe´rature). Il s’agit de l’e´nergie libre,
de´finie par
Fn,— =
1
—
log
3 ÿ
‡œCn
e≠—Hn(‡)
4
,— > 0.
Notons, que lorsque — æ Œ, Fn,— converge vers min‡œCn Hn(‡). L’e´nergie libre donne lieu a`
une mesure de Gibbs tre`s e´tudie´e dans cette the´orie. Comme nous le verrons par la suite, les
re´sultats obtenus de´pendent souvent de la tempe´rature et les mode`les pre´sentent des comporte-
ments di e´rents suivant que cette tempe´rature est supe´rieure a` une valeur critique —c > 0 ou non.
Nous allons pre´senter les di e´rents re´sultats de superconcentration connus pour les mode`les de
verres de spins. A notre connaissance, il n’existe essentiellement que deux approches mathe´matiques
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pour e´tudier ces mode`les : l’une utilise des me´thodes d’interpolations tandis que l’autre utilise des
me´thodes de π second moment modifie´ ∫. Nous choisissons donc de partager notre pre´sentation
en deux suivant que l’on utilise l’une ou l’autre des deux me´thodes e´voque´es ci-dessus.
Me´thode d’interpolation
Dans cette partie nous allons pre´senter plus en de´tail le mode`le de physique statistique in-
troduit par Sherrington et Kirkpatrick. Pour donner une heuristique concernant ce mode`le, et
les raisons qui ont motive´es son e´tude, nous allons largement nous inspirer de l’introduction du
livre de Talagrand [152].
Conside´rons une grande famille d’individus nume´rote´s de 1 a` n. Supposons que chaque indi-
vidu connaisse le reste de la population conside´re´e. Nous mesurons les sentiments d’un individu
i envers un autre j par un nombre Xij qui peut-eˆtre ne´gatif ou positif. Supposons e´galement une
certaine syme´trie : Xij = Xji, ainsi seuls les nombres (Xij)i<j sont pertinents. Nous voulons
mode´liser une situation ou ces sentiments seraient ale´atoires. Par souci de simplicite´ nous ferons
l’hypothe`se suivante : les (Xij)i<j sont des variables ale´atoires re´elles inde´pendantes. Bien en-
tendu tout ceci n’est pas tre`s re´aliste, cependant ce mode`le qui semble si simple de prime abord
est en fait di cile a` e´tudier.
Une des proprie´te´s importantes de ce mode`le est le fait que meˆme si Xij > 0 et que Xjk > 0.
Autrement dit, si les individus i et j sont amis, tout comme les individus j et k. Et bien les
individus i et k ont tout autant de chance d’eˆtre amis qu’ennemis. On parle dans ce cas de
frustrations. Les interactions (Xij) de´crivent une situation sociale tre`s complexe.
Pensons maintenenant a` une re´alisation typique des variables ale´atoires Xij , c’est a` dire un
e´ve´nement de probabilite´ proche de 1 (qui se produit lorsque n est grand). Par exemple l’e´ve´nement
ou` la moitie´ des Xij sont positives et l’autre moitie´ ne´gatives est typique. Tandis que l’e´ve´nement
ou` toutes ces variables ale´atoires sont positives n’est certainement pas typique.
On se propose de`s lors l’objectif suivant : se´parer du mieux possible cette population en deux
groupes de sorte que les amis restent ensemble et soient se´pare´s de leurs ennemis. Ceci e´tant
un moyen de soulager les tensions cre´e´es par les frustrations. Il apparait rapidement que cette
partition risque d’eˆtre e ectue´e de fac¸on imparfaite : des amis seront se´pare´s et des ennemis
devront cohabiter. Pour introduire une fac¸on quantitative de mesurer la qualite´ de notre parti-
tion il est pratique d’assigner a` chaque individu i un nombre ‡i œ {≠1, 1}, et ainsi de´finir deux
classes di e´rentes. Une des fac¸ons les plus simple de mesurer si nos deux classes rassemblent
convenablement les amis tout en se´parant les ennemis et la quantite´ suivante :
ÿ
i<j
Xij‡i‡j
Essayer de rendre cette quantite´ la plus grande possible nous entraine a` rendre les Xij‡i‡j po-
sitifs, et donc a` prendre ‡i et ‡j de meˆme signe lorsque Xij > 0, et de signes oppose´s sinon.
Malgre´ la simplicite´ apparente de
q
i<j Xij‡i‡j , le proble`me d’optimisation revenant a` de´terminer
le maximum de cette fonction pour une re´alisation typique des Xij est extreˆmement di cile. De
fac¸on e´quivalente on peut e´galement s’inte´resser a` la fonction suivante :
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≠
ÿ
i<j
Xij‡i‡j .
Trouver le minimum d’une telle fonction de configurations est appele´ en physique un proble`me
a` tempe´rature ze´ro, car a` la tempe´rature ze´ro, un syste`me est toujours dans sa configuration
d’e´nergie minimale. On parle alors d’e´tat fondamental.
D’un point de vue physique, les verres de spin mode´lisent le phe´nome`ne suivant : on conside`re des
mate´riaux non magne´tiques, comme le cuivre, dans lequel on introduit ale´atoirement des impu-
rete´s magne´tiques, du mangane`se par exemple. On retrouve alors les deux proprie´te´s essentielles
des verres de spin :
— Le de´sordre du a` la re´partition ale´atoire des impurete´s.
— Les frustrations engendre´es par les interactions des impurete´s entre elles.
De´crivons notre proble`me de fac¸on plus formelle.
On conside`re n particules, chacune d’entre elles portant un spin valant +1 ou ≠1. Une confi-
guration de spin ‡ = (‡1, . . . ,‡n) est un e´le´ment de Cn = {≠1; 1}n. Soient (Xij)1Æi<jÆn une
collection de variables ale´atoires gaussiennes standards inde´pendantes. Cette famille de variables
ale´atoires re´elles mode´lise le de´sordre de notre syste`me.
Etant donne´ un tel de´sordre, nous pouvons de´finir l’e´nergie d’une configuration de spin ‡ par :
Hn(‡) = ≠ 1Ô
n
ÿ
1Æi<jÆn
Xij‡i‡j ,
ainsi qu’une mesure de Gibbs sur Sn en associant a` chaque configuration le poids suivant :
exp
!≠ —Hn(‡)", avec — > 0, l’inverse de la tempe´rature. Le poids que nous associons a` chaque
configuration se justifie physiquement par le fait qu’il permet de favoriser les configurations ayant
une faible e´nergie.
Connaissant le de´sordre, la probabilite´ d’observer une configuration de spin ‡ œ Sn est donc
exp(≠—Hn(‡))
Zn,—
.
Ou` Zn,— =
q
‡œCn e
≠—Hn(‡) est la fonction de partition associe´e au syste`me (attention, malgre´
son nom, il s’agit simplement d’une constante de renormalisation pour de´finir une mesure de
probabilite´). Tout ceci de´finit le mode`le des verres de spin de Sherrington et Kirkpatrick (SK).
L’objet principal d’inte´reˆt sera la fonction d’energie libre, qui se re´exprime comme suit
Fn,— =
1
—
log
!
Zn,—
"
, — > 0
A partir de la formule de repre´sentation de la variance, le long du semi-groupe d’Ornstein-
Uhlenbeck (ge´ne´ralise´), Chatterjee a obtenu dans [48] une se´rie d’ine´galite´s di e´rentielles. Celles-
ci lui ont permis d’obtenir une majoration de la variance de l’e´nergie libre pour le mode`le SK
(ainsi que pour d’autres mode`les plus complique´s, dit de p-spin). Nous reviendrons sur cette
de´monstration dans le chapitre six du manuscrit, car une relecture de celle-ci a permis de clarifier
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certains arguments propose´s par Chatterjee et d’obtenir une nouvelle ine´galite´ sur la variance
pour la mesure gaussienne “n. Son the´ore`me dit essentiellement la chose suivante
The´ore`me 2.2.10. (Chatterjee) Dans le mode`le SK, la majoration suivante est ve´rifie´e pour
l’energie libre, pour tout n Ø 2,
Var(Fn,—) Æ C—nlogn, — Ø 0.
Remarque. Sa me´thodologie fournit aussi des bornes pertinentes pour des mode`les plus simples
de verres de spin, comme le REM (π Random Energy Model ∫). Nous verrons cependant, dans le
chapitre cinq, qu’il est possible d’a ner ces majorations en fonction de la tempe´rature. Dans son
livre, Chatterjee propose e´galement une approche spectrale de la superconcentration et obtient
la borne suivante pour le mode`le SK
Var
!
Fn,—
" Æ C—n log lognlogn ,
ou` C— est constante ne de´pendant que du parameˆtre —. Toutefois, aucune de ces deux bornes
n’est optimale, il est attendu que Var(Fn,—) = O(1) pour toute tempe´rature — > 0. Ne´anmoins,
les travaux de Chatterjee sont les premiers a` obtenir une borne sous line´aire de la variance de
l’e´nergie libre ame´liorant la majoration fournie par l’ine´galite´ de Poincare´.
Cette approche de la superconcentration dans les mode`les de verres de spins a donne´e nais-
sance a` toute une se´rie d’article. Bien qu’il s’agisse essentiellement de la meˆme chose, les auteurs
parlent de phe´nome`ne de chaos en le de´sordre gaussien (π chaos disorder ∫) au lieu de super-
concentration. L’e´quivalence entre ces deux notions est de´taille´e dans l’ouvrage de Chatterjee [48].
De nombreux travaux ont e´te´ fait pour re´pondre a` la question suivante : dans un mode`le de
verres de spin donne´, quelle est l’influence de la pre´sence d’un champ externe sur le phe´nome`ne
de superconcentration ? Plus pre´cise´ment, cela revient a` ajouter un vecteur h œ Rn a` l’hamilto-
nien. L’e´nergie d’une configuration est alors mesure´e par
≠Hn(‡) +
nÿ
i=1
hi‡i, ‡ = (‡1, . . . ,‡n) œ Cn
et ou` Hn est l’hamiltonien initial du syste`me. Chen montre dans [50] que le phe´nome`ne de super-
concentration, obtenu par Chatterjee dans le mode`le SK, est toujours valable en pre´sence d’un
champ externe. Dans cet article, ainsi que les suivants, il s’appuie sur les travaux de Chatterjee
et sur la formule de repre´sentation de la variance pour e´tudier l’e´nergie libre Fn,— . Cependant,
il utilise e´galement des arguments propres a` la the´orie des verres de spins, comme les re´pliques
syme´triques de Guerra ou des re´sultats pointus comme la formule de Parisi pour le mode`le
conside´re´. Chen de´montre alors la pre´sence de chaos pour les mode`les de p-spin pairs mixtes
dans [51]. Chen, Dey et Panchenko e´tudient le mode`le des p-spin mixtes avec pre´sence d’un
champ externe dans [52] et de´montre que la pre´sence du champ externe empe`che le phe´nome`ne
de superconcentration ; en d’autres termes, ils montrent que l’ine´galite´ de Poincare´ fournit le
bon ordre de grandeur de la variance, pour ce mode`le, en pre´sence d’un champ externe. Ci-
tons e´galement, les articles [55, 56, 57, 11] de Chen, avec di e´rent co-auteurs, dans la meˆme
the´matique. Chen, Hsieh, Hwang et Sheu montrent la pre´sence de chaos, en le de´sordre, pour le
mode`le de champ moyen sphe´rique dans [54]. Dans [53], Chen, Handschy et Lerman montrent
que l’e´tat fondamental (le minimum de l’hamiltonien, que l’on de´signe en anglais par π ground
state ∫) du mode`le des p-spins mixtes paires est superconcentre´ si et seulement si le champ ex-
terne est nul ; en pre´sence d’un champ externe l’ine´galite´ de Poincare´ fournit le bon ordre de
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grandeur pour la variance de l’e´tat fondamental et un the´ore`me de convergence en loi vers une
gaussienne est obtenu. Enfin, dans [15] Baik et Lee e´tudient l’e´nergie libre pour le mode`le SK
sphe´rique, pour lequel les spins ‡ œ Sn au lieu du cube discret Cn, et de´montrent un phe´nome`ne
de transition de phase. Ils obtiennent le re´sultat de convergence en loi suivant
The´ore`me 2.2.11. (Baik-Lee) Si 0 < — < 12 , alors,
n
!
Fn,— ≠ F—
"æ N (f,–), næŒ
ou` N (f,–) de´signe une gaussienne de moyenne f et de variance –. Tandis que si — > 12 , la loi
limite est di e´rente
1
— ≠ 12
n2/3
!
Fn,— ≠ F—
"æ TW, næŒ,
ou` TW correspond a` la loi de Tracy-Widom provenant de la the´orie des matrices ale´atoires.
L’expression de´taille´e des parame`tres de renormalisation est fournie dans [15], les auteurs
pre´cisent e´galement le lien entre l’e´tat fondamental et la plus grande valeur propre d’une matrice
du GOE.
Me´thode de second moment
Paralle`lement aux travaux qui font suite aux re´sultats de Chatterjee et a` son approche,
d’autres auteurs ont e´tudie´s des mode`les de verres dans lesquels une structure d’arbre est pre´sente.
Une grande partie de ces travaux sont ante´rieurs a` ceux de Chatterjee et les questions aborde´es
sont le´ge`rement di e´rentes. L’e´tude des extreˆmes et de la convergence en loi de l’e´nergie libre
font parties de leurs questionnements, cependant les auteurs cherchent a` obtenir des re´sultats
plus pre´cis comme la convergence de processus ponctuels de Poisson associe´s aux extreˆmes. Les
re´sultats obtenus sont, pour la plupart, de´montre´s via la me´thode de second moment (et ses va-
riantes). Celle-ci repose sur l’ine´galite´ de Paley-Zygmund et une e´tude fine, rendue possible graˆce
a` la structure d’arbres sous-jacente, des trajectoires des particules. Nous renvoyons le lecteur, vers
l’ouvrage de Bovier [39] ou l’excellent cours de Kistler [104] pour plus de de´tails. Comme nous le
verrons dans la section suivante, cette me´thodologie de second moment reposant sur la structure
hie´rarchique de l’arbre sera e´galement un outil essentiel dans l’e´tude de champ libre gaussien
discret sur Z2. Bien qu’e cace, ces techniques sont assez lourdes en calcul. Il sera inte´resssant
de retrouver les re´sultats obtenu dans ces articles par des me´thodes plus simple d’emploi, nous
verrons notamment dans le chapitre six que des arguments d’interpolation permettent de retrou-
ver certains d’entre eux.
Dans [42], Bovier, Kurkova et Lo¨we obtiennent des re´sultats de fluctuations pour les mode`les de
verres de spin suivants : le REM (π Random Energy Model ∫) et le p-spin SK. Leurs re´sultats de
fluctuations concernent des convergences en loi de la fonction de partition ou de convergence de
processus ponctuel de Poisson. Nous allons pre´senter brie´vement le REM et les re´sultats obtenus
le concernant. Nous verrons dans le chapitre six que ce mode`le fait parties des exemples pour
lesquels les me´thodes de semi-groupes sont e caces pour retrouver l’ordre de grandeur de la
variance de la fonction de partition.
Le REM est sans doute le plus simple des mode`les de verres de spins existant et est construit
comme suit : on conside`re (X‡)‡œSn une famille de gaussiennes re´elles standards inde´pendantes
et de meˆme loi. On de´finit l’hamiltonien du syste`me Hn par
64
Hn(‡) =
Ô
nX‡, ‡ œ Cn.
Les auteurs de [42], s’inte´ressent a` la fonction de partition Zn,— de´finie par Zn,— = 2≠n
q
‡œCn e
—Hn(‡),
ou` — > 0 joue le roˆle de l’inverse de la tempe´rature. Parmi les re´sultats obtenus dans cet article
mentionons ceux que nous pourrons rede´montrer par d’autres me´thodes.
The´ore`me 2.2.12. (Bovier, Kurkova, Lo¨we) Avec les notations pre´ce´dentes, les convergences
en loi suivantes sont ve´rifie´es
1. Si — <

log 2/2, alors
exp n2 (log 2≠ —
2) log Zn,—E[Zn,— ]
æ N (0, 1), næŒ
2. Si — >
Ô
2 log 2, alors
logZn,— ≠ E[logZn,— ]æ log
⁄
R
e–zP(dz)≠ E log
⁄
R
e–zP(dz), næŒ
ou` P de´signe le processus ponctuel de Poisson sur R de mesure d’intensite´ e≠xdx.
Remarque. L’article contient beaucoup d’autres re´sultats, comple´tant l’e´nonce´ du the´ore`me
pre´ce´dent. Notons e´galement, qu’apre`s une renormalisation et un changement d’e´chelle, on peut
retrouver la fonction d’e´nergie libre Fn,— introduite plus toˆt a` partir de Zn,— .
Dans la continuite´ de cet article, Bovier et Kurkova publient deux articles sur le GREM
[40, 41], contenant le meˆme type de re´sultats de convergence et, implicitement, montre que la
fonction de partition est superconcentre´e dans certains cas. Toujours avec des me´thodes de second
moment (modifie´), Kistler et Schmidt obtiennent un the´ore`me de convergence pour des processus
ponctuels de Poisson dans [105]. Ils insistent sur la pre´sence d’une structure hie´rarchique et de la
pre´sence d’un arbre dans leur mode`le pour mettre en place leurs de´monstrations. Ils parviennent
notamment a` traiter la convergence d’un processus ponctuel de Poisson N–N . Celui-ci permettant
une interpolation entre le mode`le du REM et de la marche ale´atoire branchante (dont nous
parlerons plus en de´tails dans la section suivante). Il serait inte´ressant de voir si une adaptation
du lemme 3.1 de leur article est possible. Ce, afin d’obtenir une borne optimale sur la variance de
la marche ale´atoire branchante en combinant des me´thodes d’interpolation et de second moment.
Signalons e´galement l’article de Subag et Zeitouni [143] qui obtiennent un re´sultat de convergence
en loi de l’e´tat fondamental (renormalise´) vers une loi de Gumbel (ne´gative).
2.2.5 Champ libre gaussien discret
Pour pre´senter ce nouveau mode`le, nous suivrons l’exposition faite dans le cours de Zeitouni
[165]. Pour des raisons pe´dagogiques, il est plus inte´ressant de pre´senter le mode`le de marche
ale´atoire branchante (π branching random walk ∫) en premier. Il fait parti des mode`les gaussiens
dit π log-corre´le´s ∫ les plus simples. Ensuite, nous parlerons du champ libre gaussien discret sur
Z2 et de l’e´volution des re´sultats obtenus le concernant. Nous expliquerons aussi, brie`vement, les
me´thodes mises en place pour l’e´tude de cet objet.
Fixons tout d’abord les notations. Soit T un arbre ayant pour racine un sommet o, nous note-
rons par V l’ensemble des sommets et par E l’ensemble des areˆtes de cet arbre. Nous de´signerons
par |v| la distance d’un sommet a` la racine. Autrement dit, il s’agit de la longueur du chemin
ge´ode´sique reliant v a` o et l’on de´signera par o ¡ v l’ensemble des sommets composant cette
65
ge´ode´sique (par abus de notation, nous noterons e´galement par o¡ v l’ensemble des areˆtes sur
la ge´ode´sique reliant v a` o). Similairement, pour v, w œ V , nous noterons par |v ¡ w| la longueur
de l’unique ge´ode´sique reliant v a` w. Pour n Ø 1, la n-ie`me ge´ne´ration de l’arbre correspond
l’ensemble suivant {v œ V ; |v| = n}. Tandis que pour m < n et v œ Dm on de´signera l’ensemble
des descendants de v (dans Dn) par Dvn = {w œ V ; |v ¡ w| = n≠m}. Enfin, pour tout sommet
v œ V on de´signera par dv son degre´.
Soit (Xe)eœE une collection de variables ale´atoires µ attache´es a` chacunes des areˆtes e de l’arbre
T . Pour v œ V , on pose Sv =
q
eœo¡vXe. La marche ale´atoire branchante n’est alors rien d’autre
que (Sv)vœV et l’objet principal d’inte´reˆt sera la quantite´ suivante :
Mn = max
vœDn
Sv, n Ø 1.
Les hypothe`ses suivantes sont faites lors de l’e´tude de ce mode`le :
1. les variables ale´atoires (Xe)eœE sont suppose´es i.i.d. de loi commune µ.
2. On suppose que µ admet un moment exponentiel, c’est a` dire E[e⁄Xe ] <Œ pour un ⁄ > 0.
3. L’arbre est k-aire avec k Ø 2 (k = 2 correspond a` un arbre binaire), d0 = k et dv = k + 1
pour v ”= o.
Comme pre´sente´ dans le cours de Zeitouni, a` l’aide de me´thodes dites de π second mo-
ment ∫ (lie´es a` l’ine´galite´ de Paley et Sygmund) et de re´sultats du type π Ballot’s theorem ∫.
Une e´tape importante dans ce genre de me´thode est de de´terminer une barrie`re au dela` de la-
quelle les configurations extre´males Sv, v œ Dn ne peuvent aller. Il sera aussi important de suivre
l’e´volution des incre´ments Skv , k = 1, . . . n, composant la π trajectoire ∫ de Sv (autrement dit
Sv =
qn
k=1 S
k
v ), qui ne peuvent pas de´passer un certain seuil. Suivant ces techniques, on peut
montrer que
The´ore`me 2.2.13. Sous les hypothe`ses pre´ce´dentes on a l’estimation pre´cise suivante, n Ø 1,
E[Mn] = C1n≠ C2 logn+O(1),
avec C1, C2 > 0 des constantes nume´riques de´pendant uniquement de la loi µ.
Remarque. Le re´sultat pre´ce´dent, via l’argument de Dekking-Host [165], permet de montrer que
la suite (Mn ≠ E[Mn])nØ1 est tendue. Bien que la preuve explicite semble eˆtre absente, a` notre
connaissance, de la litte´rature, le fait que Var(Mn) = O(1) fait dore´navant parti du folklore. Il
est inte´ressant de mentionner que les arguments utilise´s pour de´montrer le the´ore`me ci-dessus,
bien qu’e´le´mentaires, reposent sur des calculs assez techniques et pre´cis. Tandis que la me´thode
hypercontractive de Talagrand permet d’atteindre de manie`re e´lementaire la borne suivante (sous-
optimale) Var(Mn) Æ C logn ame´liorant la borne Var(Mn) Æ n fournit par l’ine´galite´ de Poincare´
(cf. chapitre un). Il serait instructif de trouver une preuve moins technique a` partir de la formule
de repre´sentation de la variance le long du semi-groupe d’Ornstein-Uhlenbeck. Il semblerait
qu’une preuve reposant sur cette repre´sentation et des calculs simples lie´s aux me´thodes de
second moment permettraient de s’approcher d’un tel re´sultat. Il su rait d’obtenir une extension
du lemme 3.1 de l’article [105] pour controˆler, pour tout t Ø 0,‡ ”= · œ Dn, E[1A‡Pt1A· ] (avec
A‡ = {S‡ =Mn}). Ceci permettrait d’attester que les contributions significatives dans le calcul
de la variance ne proviennent que des termes diagonaux ‡ = · .
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La marche ale´atoire branchante est une version plus simple du champ libre gaussien dis-
cret. Nous de´finirons ce nouveau mode`le ci-dessous, puis nous tenterons de re´sumer l’e´volution
des progre`s obtenus durant son e´tude. Enfin, nous mentionnerons brie´vement les articles de re-
cherche, s’inspirant des techniques utilise´es pour le champ libre gaussien discret, portant sur des
mode`les gaussiens logarithmiquement corre´le´s plus ge´ne´raux.
Conside´rons G = (V,E) un graphe (fini) non-oriente´ et connexe. Choisissons un sommet par-
ticulier v œ V et de´signons le comme π la racine ∫ du graphe, le champ libre gaussien discret
correspond alors a` la collection de variables ale´atoires gaussiennes (Xv)vœV avec Xo = 0 et la
densite´ de probabilite´, par rapport a` la mesure de Lebesgue, des variables ale´atoires restantes
est donne´e par
f
!
(xv)vœV, v ”=o
"
= 1
ZG
e
≠ 12
q
(v,w)œV (xv≠xw)
2
, (2.8)
ou` ZG est une constante de renormalisation.
Remarque. Il est important de faire quelques commentaires apre`s cette de´finition. Tout d’abord,
si G est un arbre, le champ libre gaussien discret consiste a` assigner a` chaque areˆte e œ E une
variable ale´atoire gaussienne standard Ye et de poser Xv =
q
eœo¡v Ye, v œ V . En particulier, si
G correspond a` l’arbre binaire, alors les valeurs de champ libre gaussien discret (note´ (XTv )vœDn)
suit le meˆme comportement que Mn de la marche ale´atoire branchante. On obtient donc, le
re´sultat suivant
E
#
max
vœDn
XTv
$
=

2 log 2n≠ 32Ô2 log 2 logn+O(1)
Ensuite, le champ libre gaussien posse`de des liens avec certaines marches ale´atoires. En e et,
conside´rons la matrice de transition suivante
Lv,w =
Y][ 1, (v, w) œ E,≠dv, v = w ”= o,0, sinon,
ou` dv de´signe le degre´ du sommet v. A partir de (2.8), on remarque que la structure de corre´lation
du champ libre gaussien discret (Xv)vœV, v ”=o est obtenue graˆce a` la matrice (L)≠1, ou` L est
construite a` partir de la matrice L a` laquelle on a supprime´ la colonne et la ligne correspondant
au sommet v = o. Ceci coincide avec la fonction de Green d’une marche ale´atoire simple (a` temps
continu) (St)tØ0 sur G qui serait tue´e lorsqu’elle atteint o. Autrement dit, en notant · le temps
d’arreˆt de´finit par · = min{t Ø 0, St = o}, on obtient
E[XvXw] = Ev
5 ⁄ ·
0
1{St=w}dt
6
,
avec Ev[·] de´signant l’espe´rance conditionnelle sachant S0 = v. Dans le cas particulier ou` dv = d
pour tout v ”= o, le meˆme raisonnement montre que la fonction de covariance du champ libre
gaussien discret correspond a` la fonction de Green d’une marche ale´atoire simple (a` temps discret)
tue´e en o. Autrement dit,
E[XvXw] = Ev
51
d
·≠1ÿ
n=1
1{Sn=w}
6
.
En fait, il s’agit d’un champ libre gaussien avec des conditions de Dirichlet au bord. Le com-
portement de la fonction de covariance est donc de´termine´ par celui de la marche ale´atoire simple
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sur le graphe. Il est bien connu que la marche ale´atoire syme´trique sur Zd pre´sente des compor-
tements di e´rents suivant la dimension. Lorsque d = 2 la fonction de Green associe´e a` cette
marche ale´atoire admet un comportement logarithmique tandis qu’en dimension supe´rieur elle se
comporte comme l’inverse d’une fonction puissance. Tandis que la majeure partie de la litte´rature
se concentre sur le cas di cile de la dimension deux, les articles de [60, 59, 58] s’inte´ressent aux
comportements du champ libre gaussien lorsque d Ø 3. En fait, il est possible de construire un
champ libre gaussien discret sur un groupe infini S de type fini. Dans [60, 59, 58] les auteurs
conside`rent un tel objet sur Zd, d Ø 3. Comme nous le verrons, le comportement de la marche
ale´atoire syme´trique sur S conditionne le comportement de la fonction de covariance.
On peut alors conside`rer un champ libre gaussien discret (Xs)sœS indexe´ par S, un groupe infini
de type fini. En e et, on peut conside´rer une marche ale´atoire syme´trique (Sn)nØ0 sur   une par-
tie ge´ne´ratrice syme´trique de S. Sous certaines hypothe`ses (cf [138]) sur la croissance de volume
de boule, la fonction de covariance de ce champ libre gaussien discret admet un comportement
similaire a` celui e´tudie´ par Cipriani et al. dans [60, 59, 58].
Nous proposons ci-dessous un bref survol historique de la litte´rature concernant les travaux
portant sur le champ-libre gaussien discret et les mode`les lie´s. Les mathe´maticiens Bramson, Bol-
thausen, Deuschel, Giacomin, Kumaga¨ı et Zeitouni sont a` la base d’une se´rie d’articles e´tudiant
le maximum du champ libre gaussien discret sur Z2, beaucoup d’e ort sont fait pour prouver
que la suite du maximum (recentre´) est tendue [34, 35, 106, 45]. Dans les articles de Ding [68],
puis Ding-Zeitouni [72] des ine´galie´s de de´viations (a` droite et a` gauche) pre´cises du maximum
recentre´ sont obtenues. Outre les me´thodes de second moment, les principaux arguments uti-
lise´s sont alors des outils de comparaison comme l’ine´galite´ de Slepian et ses variantes ainsi que
des re´sultats classiques propres a` la concentration de famille de variables ale´atoires gaussiennes.
Ding et Zeitouni proposent des mode`les hierarchiques plus manipulables, pre´sentant une struc-
ture d’arbre sous jacente, auxquels une comparaison avec le champ libre gaussien discret est
possible. Signalons que ce genre d’arguments est repris dans l’article d’Acosta [2] Enfin, Bram-
son, Ding et Zeitouni obtiennent un re´sultat de convergence en loi du maximum recentre´ vers une
variable ale´atoire non triviale, correspondant une loi de Gumbel translate´e ale´atoirement [44]. Ils
e´tendent ensuite leurs travaux a` des marches ale´atoires branchantes dans [43]. Ces re´sultats font
e´cho aux travaux de Aı¨dekon et Madaule, sur des mode`les ale´atoires dit π log-corre´le´ ∫[6, 122],
notamment sur l’interpre´tation de la loi limite en tant que de´rive´e de martingale. Nous renvoyons
le lecteur curieux, vers les articles de survols de Duplantier, Rhodes, She eld et Vargas [74], ainsi
que celui d’Arguin [9] pour plus de de´tails a` ce sujet. Re´cemment, Ding, Roy et Zeitouni ont
aussi e´tendu leurs re´sultats de convergence, obtenus pour le champ libre gaussien discret sur Z2,
a` des mode`les log-corre´le´s plus ge´ne´raux [71].
Faisant suite a` cet intense de´veloppement autour du champ libre gaussien discret sur Z2, Cipriani
et al. proposent dans une se´rie d’article [60, 59, 58] sur l’e´tude du champ libre gaussien discret sur
Zd, d Ø 3. Le comportement de la marche ale´atoire syme´trique sous jacente est alors di e´rent et
rend la structure de covariance plus manipulable. En plus des outils de comparaison de´ja` pre´sent
dans la litte´rature, les auteurs de [60, 59, 58] utilisent la me´thode de Stein-Chen pour obtenir
des convergences de processus ponctuel de Poisson associe´s aux extreˆmes du champ libre gaus-
sien discret. Nous verrons dans le chapitre 3 de la the`se, que nous pouvons retrouver une partie
de leurs travaux via des arguments hypercontractif. Nous proposerons aussi une de´monstration
di e´rente de la convergence en loi du maximum du champ libre gaussien discret sur Zd, d Ø 3.
Nous aimerions porter a` l’attention du lecteur que les articles mentionne´s pre´ce´demment, sur le
champ libre gaussien discret en dimension deux, sont souvent longs et di ciles techniquement, il
serait inte´ressant de proposer des de´monstrations plus souples, e´ventuellement par des me´thodes
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de semi-groupes. Il conviendrait alors de traiter le cas de la marche ale´atoire branchante en
premier.
2.2.6 Percolation
Les mode`les de percolation sont parmi les plus ce´le`bres exemples pre´sentant de la supercon-
centration. Cette ce´le´brite´ est notamment du au fait que certains mode`les de percolation dirige´e
ont de profonds liens avec la the´orie des matrices ale´atoires (cf. [114]).
Dans un premier temps nous allons de´finir un mode`le, plus simple, de percolation, ensuite
nous e´noncerons le re´sultat de superconcentration le concernant. Ce the´ore`me a e´te´ e´tablit graˆce
a` l’ine´galite´ de Talagrand 1.3.6. Cependant, comme nous le mentionnerons, cet outil est insu -
sant pour faire la de´monstration comple`te. Les auteurs Benjamini, Kalai, Schramm ont trouve´
une astuce (cf. [22]) pour contourner ces di culte´s techniques.
On conside`re le re´seau Zd et nous noterons par E l’ensemble des areˆtes de ce re´seau. Soit alors
(Êe)eœZd une famille de variables ale´atoires positives i.i.d., celles-ci correspondent au temps de
passage ou au poids de chacune de ces areˆtes. Ces poids peuvent eˆtre vus comme mode´lisant le
temps ne´cessaire a` un fluide pour passer une areˆte (que l’on pourrait assimiler a` un tuyau).
Pour un chemin p reliant deux sommets du re´seau Zd on de´finit le temps de passage du chemin p
comme la somme des temps de passage de chaque areˆte du chemin. Le premier temps de passage
T (x, y) d’un sommet x a` un sommet y est de´fini comme le minimum des temps de passage parmi
tous les chemins reliant x a` y. Ce mode`le de premier temps de passage en percolation a` e´te´
introduit par Hammersley et Welsh.
Etant donne´ un x œ Rd et un entier n, notons par Tn(x) le premier temps de passage T (0, [nx]),
ou` 0 repre´sente l’origine de Zd et [nx] le point du re´seau le plus proche de nx. il existe toutes
sortes de re´sultats concernant Tn(x), par exemple :
lim
næŒ
Tn(x)
n
existe et est une fonction de´terministe de x.
Par simplicite´ de notation posons x = e1 = (1, 0, ..., 0) et notons Tn(x) par Tn. Graˆce a` des
arguments de martingales, Kesten a prouve´ que Var(Tn) Æ Cn. Bien que cela n’atteigne pas
encore l’ordre de fluctuations attendu par les physiciens (n2/3). Benjamini, Kalai et Schramm
ont ame´liore´ l’estimation de Kesten, lorsque les poids sont des variables ale´atoires de Bernoulli,
en de´montrant un phe´nome`ne de superconcentration. Chatterjee a` e´tendu ce re´sultat lorsque les
poids sont des variables ale´atoires gaussiennes standards [48].
The´ore`me 2.2.14 (Chatterjee). Conside´rons le premier temps de passage en percolation sur Zd,
d Ø 2. Si les poids des areˆtes peuvent eˆtre obtenues comme la loi d’une fonction lipschitzienne,
uniforme´ment borne´e, de variables ale´atoires gaussiennes , alors pour tout n Ø 2,
Var(Tn) Æ Cnlogn,
ou` C > 0 est une constante qui ne de´pend que de la loi des poids et de la dimension.
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Tout d’abord, nous allons constater pourquoi le the´ore`me de Talagrand ne s’applique pas
directement. On suppose que la loi du poids de nos areˆtes est une fonction lipschizienne de gaus-
siennes, et que cette fonction est borne´e. Autrement dit, si Êe est le poids d’une areˆte, on suppose
qu’il existe une gaussienne standard Xe et une fonction absolument continue F : R æ R telle
qu’il existe une constante K > 0 ve´rifiant |F Õ| Æ K ; ainsi que des constantes 0 < a < b < Œ
telles que a Æ F (x) Æ b pour tout x. Sous ces conditions les poids s’expriment de la manie`re sui-
vante Êe = F (Xe). Pour exemple, la loi uniforme sur l’intervalle [a, b] ve´rifie ce type de conditions.
Le fait que les poids des areˆtes soient uniforme´ment borne´s loin de ze´ro et de l’infini implique
que la longueur du chemin optimal entre deux sommets ne peut de´passer un multiple de leur
distance euclidienne. Cette hypothe`se est cruciale pour utiliser l’astuce BKS (de Benjamini-Kalai-
Schramm).
Appelons pI le chemin optimal entre l’origine et ne1. Avec des notations e´videntes, ceci nous
donne que :
ˆTn
ˆXe
= F Õ(Xe)1{eœpI}.
En conse´quence, .... ˆTnˆXe
....
L1
Æ Kpe,
ou` pe = P(e œ pI). C’est pourquoi nous devrons certainement de´montrer que pe est petit pour
quasiment tout les sommets. Malheureusement ceci est complique´ a` de´montrer directement. L’as-
tuce de Benjamini-Kalai-Schramm consiste a` contourner ces di culte´s, pour cela ils introduisent
un autre temps de passage T˜n. Celui-ci est construit de la manie`re suivante : on choisit une boite
B de longueur k fixe´e autour de l’origine et l’on de´finit T xn , x œ B comme e´tant le premier temps
de passage issu de x, ensuite T˜n est obtenu comme e´tant la moyenne sur les points de depart x
de T xn . Autrement dit,
T˜n =
1
Card(B)
ÿ
xœB
T xn ,
avec Card(B) de´signant le cardinal des points du re´seau Zd contenu dans B. Ce proce´de´ de
moyenne, permet d’obtenir un objet plus re´gulier sur lequel l’ine´galite´ de Talagrand peut eˆtre
applique´e et l’e´cart entre Tn et T˜n peut-eˆtre facilement controˆle´.
La premie`re tentative d’extension a` de nouveaux poids est faite par Bena¨ım et Rossignol [21]. Ils
sont les premiers a` proposer une approche plus abstraite permettant de conside´rer des poids plus
ge´ne´raux. Ils se restreignent a` une classe de mesures de probabilite´s dite π nearly gamma ∫ dans
le sens ou` ces lois de probabilite´s ont des proprie´te´s de concentration proches des lois gammas.
Leur article apporte des arguments novateurs en percolation : une ide´e provenant de la the´orie du
transport combine´e avec une ine´galite´ alternative a` celle de Sobolev logarithmique ainsi qu’une
ine´galite´ de Poincare´ exponentielle de´pendant de la dimension. Plus pre´cisement, ils conside`rent
leurs poids comme e´tant la mesure image de la mesure gaussienne “n par une application T ,
ensuite ils utilisent l’ine´galite´ de Falik et Samorodnisky [80] pour enfin appliquer l’ine´galite´ de
Sobolev logarithmique satisfaite par la mesure gaussienne “n. L’autre point important est l’uti-
lisation du lemme suivant, s’apparentant a` une ine´galite´ de Poincare´ exponentielle,
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Lemme 2.2.15. Soit Z une variable ale´atoire et K > 0. Supposons que pour tout |◊| Æ 2/ÔK,
Var
1
e◊Z/2
2
Æ K ◊
2
4 E
#
e◊Z
$
. (2.9)
Alors,
P (|Z ≠ E [Z] | > t) Æ 6e≠ct/
Ô
K ,
pour tout t Ø 0, avec c > 0 une constante nume´rique.
ils utilisent ce re´sultat en faisant de´pendre K de n. Grossie`rement, apre`s voir introduit le temps
de passage moyen de Benjamini-Kalai et Schramm, ils appliquent le re´sultat pre´ce´dent et montre
que Kn est de l’ordre de n/
Ô
logn. Ils obtiennent donc une ine´galite´ de superconcentration pour
le premier temps de passage qui renforce alors, au niveau exponentiel, les travaux de Chatterjee.
Le principal de´faut de leur approche est que la condition π nearly-gamma ∫ est trop restrictive
et exclue des lois usuelles de probabilite´s.
Ne´anmoins, leur approche plus abstraite a permit d’ouvrir la voie a` Damron, Hanson et Sosoe
qui, dans une se´rie de plusieurs articles [66, 65], clarifient les arguments de Bena¨ım et Rossignol
et e´tendent leurs re´sultats. Ils montrent, dans l’article [66], que les re´sultats de Chatterjee sur la
variance sont toujours valides si l’on suppose uniquement que les poids sont dans l’espace d’Orlicz
L2 logL et clarifient les arguments de [21]. Dans leur deuxie`me article, ils obtiennent une ine´galite´
de superconcentration exponentielle, identique a` celle de Bena¨ım et Rossignol, sous la condition
que les poids posse`dent un moment exponentiel. Les outils qu’ils utilisent sont essentiellement les
meˆmes que ceux de [21], en revanche, au lieu π d’encoder ∫ leurs poids comme provenant d’une
mesure gaussienne, ils proposent un encodage a` partir de variables ale´atoires de Bernoulli qui
satisfont e´galement une ine´galite´ de Sobolev logarithmique. Cette observation accorde beaucoup
plus de souplesse dans le choix des poids et permet d’e´tendre conside´rablement les travaux de
[21], en revanche cela induit beaucoup plus de technicite´ lors du calculs des de´rive´es discre`tes
intervenant dans l’ine´galite´ de Sobolev logarithmique. Pour plus de de´tails sur ces mode`les de
percolation, nous renvoyons le lecteur vers l’article de survol [12].
2.2.7 Polyme`res dirige´s en milieu ale´atoire
Les polyme`res dirige´s en milieu ale´atoire sont un autre exemple ou` l’on peut exhiber de la
superconcentration. Bien que les de´monstration de tels re´sultats soient plus di ciles, notamment
a` cause de la complexite´ ge´ome´trique de ce mode`le, les techniques employe´es sont similaires a`
celles pre´sente´es dans la section pre´ce´dente et repose sur l’ine´galite´ de Talagrand et l’astuce de
Benjamini-Kalai-Schramm. Pre´sentons a` pre´sent ce nouveau mode`le, qui a e´te´ introduit pour la
premie`re fois par Imbrie et Spencer.
Soit n œ N, nous conside´rons les marches ale´atoires issues de 0 de longueur n. Plus pre´cisement,
chacun de nos chemins est une suite
)
(0, S0), (1, S1), . . . , (n, Sn)
*
ou` S0 = 0 et |Si+1 ≠ Si| = 1
pour tout i. Ainsi, il y a 2n chemins envisageables et nous appellerons chacun d’eux un polyme`re
dirige´ de dimension (1+ 1) (le (1+ 1) repre´sentant une dimension de temps et une dimension en
espace).
Il est important de saisir la di e´rence entre ce mode`le et le mode`le de percolation pre´ce´dent.
En e et, dans le mode`le de percolation le π fluide ∫ qui se de´plac¸ait le long des areˆtes e´tait
libre de ses mouvements. Alors que nos polyme`res, comme le souligne le mot π dirige´ ∫, ont
71
un de´placement impose´. Expliquons ceci plus en de´tail : nos polyme`res sont oblige´s d’avancer,
quitte a` changer les axes. On peut voir notre mode`le comme une marche ale´atoires π up-right
crossing ∫. C’est a` dire que notre polyme`re ne peut aller que sur la droite ou vers le haut et ne
peut pas revenir sur ses pas.
Soit a` pre´sent (Xe)eœZ2 une famille de gausiennes standards inde´pendantes de meˆme loi que
l’on appellera π le milieu ∫ ou bien π l’environnement ∫. E´tant donne´ un polyme`re, obtenu via
une marche ale´atoire, ﬁ de longueur n, on de´finit l’e´nergie de ce chemin par :
Hn(ﬁ) := ≠
ÿ
eœﬁ
Xe.
On parle alors de polyme`res gaussiens ale´atoires de dimension (1 + 1).
Nous nous inte´resserons a` l’e´nergie minimum d’un chemin de longueur n. Nous appellerons ceci
l’e´tat fondamental (π Ground state ∫) et nous le noterons par En. Nous e´tudierons e´galement le
chemin pI qui re´alise cet e´tat fondamental. Comme nous l’avons signifie´ plus toˆt, l’astuce BKS
s’applique pour ce nouveau mode`le apre`s quelques di culte´s techniques. Toutefois nous pouvons
obtenir le re´sultat suivant, du a` Chatterjee [48] :
The´ore`me 2.2.16. (Chatterjee) Si En est l’e´tat fondamental d’un polyme`re gaussien ale´atoire
de dimension (1 + 1), alors, pour tout n Ø 2,
Var(En) Æ Cnlogn,
ou` C > 0 est une constante nume´rique.
Comme pour le mode`le de percolation, les me´thodes classiques nous donnent une estimation
de la variance d’ordre n au lieu de n/ logn). En e et, si l’on utilise l’abus de notation e´vident
que
ˆEn
ˆXe
= ≠1{eœpI},
qui nous fournit que
|ÒEn|2 =
ÿ
v
3
ˆEn
ˆXv
42
=
ÿ
v
1{vœpI} = n
Alors l’ine´galite´ de Poincare´ nous assure que :
Var(En) Æ n.
L’ide´e de la preuve est la meˆme que pour le mode`le de percolation. C’est a` dire que l’on
introduit une boite B d’une longueur fixe´e (a` choisir convenablement), ainsi qu’une moyenne E˜n
des e´nergies des chemins de taille n issus d’un point x œ B sur laquelle l’ine´galite´ de Talagrand
s’applique plus facilement. Il reste ensuite a` controˆler l’ecart entre En et E˜n.
Ce re´sultat de Chatterjee a e´te´ e´tendu par Graham pour des polyme`res de dimension d + 1
72
(avec d Ø 1) dans [89]. Les travaux de [21] ont e´galement inspire´ Alexander et Zygouras, qui ont
adopte´ la meˆme me´thodologie pour e´tudier un mode`le de polyme`res dirige´s en milieu ale´atoire
avec une tempe´rature. Ils obtiennent alors dans [13] une ine´galite´ de superconcentration expo-
nentielle pour la fonction de partition d’un tel mode`le.
2.3 Approche hypercontractive et me´thode d’interpolation
par semi-groupe
Cette dernie`re approche de la superconcentration est celle que nous avons privile´gie´e durant
cette the`se.
2.3.1 Ine´galite´ de Chatterjee
Nous e´nonc¸ons ci-dessous un re´sultat du a` Chatterjee [48], que nous e´tendrons au niveau
exponentiel pour obtenir des ine´galite´s de superconcentration dans le chapitre suivant. Son
the´ore`me permet de borner la variance du maximum d’un vecteur gaussien sous certaines condi-
tions sur la matrice de covariance. Il s’agit donc d’une extension de l’ine´galite´ de Talagrand
1.3.6 pour le cas particulier de la fonction maximum. L’e´nonce´ du the´ore`me est le´ge`rement
di e´rent de celui pre´sente´ dans l’ouvrage [48], cela permet plus de souplesse lors de son appli-
cation. Nous adoptons les notations suivantes, qui seront conserve´es durant tout ce manuscrit,
I = argmaxi=1,...,nXi pour X un vecteur gaussien de matrice de covariance   et par analo-
gie It = argmaxi=1,...,nXt,i, t Ø 0 pour (Xt)tØ0 le processus d’Ornstein-Uhlenbeck dans Rn.
Celui-ci est construit de la manie`re suivante :
Xt = e≠tX +

1≠ e≠2tY, t Ø 0
avec X un vecteur gaussien standard de Rn et Y une copie inde´pendante de X. Il se trouve
que l’on peut e´tendre la de´finition du processus d’Ornstein-Uhlenbeck en remplac¸ant X par un
vecteur gaussien centre´ de matrice de covariance   et, a` nouveau, Y une copie inde´pendante
de X. Par abus de notations, nous continuerons a` de´signer par (Xt)tØ0 cette ge´ne´ralisation du
processus d’Ornstein-Uhlenbeck.
On peut facilement montrer (c.f. [48]) que les proprie´te´s d’hypercontractivite´ du processus
d’Ornstein-Uhlenbeck standard sont conserve´es par le processus d’Ornstein-Uhlenbeck ge´ne´ralise´
(Xt)tØ0 de´fini ci-dessus et son semi-groupe associe´. En e et, soitM œMn(R) telle queM tM =  ,
que l’on peut supposer inversible sans perdre de ge´ne´ralite´ (dans le cas contraire il su rait de se
restreindre a` un sous-espace de Rn), et de´finissons le semi-groupe (Qt)tØ0 par
Qtf(x) = E
#
f
!
Xt)
--X = x], x œ Rn
pour des fonctions f : Rn æ R su sament re´gulie`res. Soit maintenant Z un vecteur gaussien
standard dans Rn, on a donc Y =MZ en loi. Alors, en de´finissant g : Rn æ R par g(x) = f(Mx),
nous avons pour tout x œ Rn, l’expression suivante du semigroupe (Qt)tØ0 associe´ au processus
d’Ornstein-Uhlenbeck ge´ne´ral
Qtf(x) = E
Ë
f
!
e≠tx+

1≠ e≠2tY "È
= E
Ë
f
!
e≠tMM≠1x+

1≠ e≠2tMZ"È
= E
Ë
g
!
e≠tM≠1x+

1≠ e≠2tZ"È = Ptg(M≠1x)
73
Ou`, rappelons le, (Pt)tØ0 de´signe le semigroupe associe´ au processus d’Ornstein-Uhlenbeck stan-
dard. Ainsi, la proprie´te´ d’hypercontractivite´ de (Pt)tØ0 est transmise a` (Qt)tØ0 avec les meˆmes
exposants p et q. Par la suite, par abus de notation, nous noterons (Qt)tØ0 par (Pt)tØ0. Le meˆme
type de formule de repre´sentation de la variance le long de ce semi-groupe est e´galement dispo-
nible, cette fois-ci avec la pre´sence supple´mentaire des termes de la matrice de covariance. Plus
pre´cise´ment (cf. [48] lemme 10.2),
Lemme 2.3.1. Soit X un vecteur gaussien dans Rn de matrice de covariance  . Alors, l’e´galite´
suivante est satisfaite :
d
dt
E[
!
Ptf(X)
"2] = ≠2e≠2t nÿ
i,j=1
 ijE[ˆif(X)Ptˆjf(X)]
Ce lemme permet d’obtenir la repre´sentation de la variance sus-mentionne´e
Corollaire 2.3.2. Soit X un vecteur gaussien dans Rn de matrice de covariance  , avec  ij Ø 0
pour tout i, j = 1, . . . , n, alors pour toute fonction f : Rn æ R su samment re´gulie`re
Var
!
f(X)
2
= 2
⁄ Œ
0
e≠2t
nÿ
i,j=1
 ijE[ˆif(X)Pt(ˆjf(X))]dt. (2.10)
En particulier, si f(x) = max
i=1,...,n
xi,
Var(Mn) = 2
⁄ Œ
0
e≠2t
nÿ
i,j=1
 ijE[1I=iPt(1I=j)]dt
= 2
⁄ Œ
0
e≠2t
nÿ
i,j=1
 ijP(I = i, It = j)dt
= 2
⁄ Œ
0
e≠2tE[ IIt ]dt,
ou`, rappelons le, I = argmaxi=1,...,nXi et It = argmaxi=1,...,nXti , t Ø 0.
Nous pouvons donc e´noncer le the´ore`me de Chatterjee.
The´ore`me 2.3.3. (Chatterjee) Soit X = (X1, . . . ,Xn) un vecteur gaussien de matrice de cova-
riance  .
Supposons qu’il existe r0 Ø 0 tel que pour tout r Ø r0 il existe un ensemble C(r) µ P
!{1, . . . , n}"
satisfaisant la condition suivante : pour tout i, j œ {1, . . . , n} ve´rifiant  ij Ø r, il existe D œ C(r)
tel que i, j œ D. Posons ‡2 = maxi=1,...,nVar(Xi) et de´finissons, pour tout r Ø r0,
ﬂ(r) = max
DœC(r)
P(I œ D),
·(r) =
ÿ
DœC(r)
P(I œ D) = E
5
Card
!{D œ C(r) : I œ D}"6.
Alors,
Var(Mn) Æ r0 +
⁄ ‡2
r0
2·(r)
!
1≠ ﬂ(r)"
log(1/ﬂ(r)) dr. (2.11)
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Remarque. Faisons quelques commentaires sur les nouveaux objets introduits dans ce the´ore`me
1. ﬂ(r) de´signe le sous-ensemble de C(r) qui a le plus de chance de contenir l’argmax I.
2. ·(r) de´signe, en moyenne, le nombre de sous-ensembles de C(r) contenant I.
3. Il est simple de montrer que s’il existe un tel π recouvrement ∫ Cr0 alors ce meˆme recou-
vrement fonctionne pour tout r0 Æ r Æ ‡2.
4. Il est implicite dans le livre de Chatterjee [48] qu’un argument de convergence monotone
permet d’obtenir le meˆme re´sultat avec un supremum (sur un sous ensemble A de Rn) au
lieu du maximum.
5. Comme nous le constaterons sur des exemples, il n’est pas ne´cessaire d’obtenir un ve´ritable
recouvrement de {1, . . . , n}. L’important est de construire C(r0) de telle sorte que si
Cov(Xi, Xj), ’i, j œ {1, . . . , n} est plus gros qu’une certaine quantite´, alors i, j doivent
ne´cessairement appartenir a` un sous ensemble {1, . . . , n}. Puis il faut s’assurer que ces
sous-ensembles de {1, . . . , n} (contenu dans C(r0)) ne s’intersectent pas trop.
De´monstration. La preuve repose sur l’ide´e suivante, on souhaite regrouper par paquets de
π meˆme taille ∫ (suivant leurs corre´lations) les atomes 1I=i1It=j puis d’appliquer la proprie´te´
d’hypercontractivite´ du semi-groupe d’Ornstein-Uhlenbeck. Choisissons p > 1 et soit q = 1 +
e2t(p≠ 1). Posons qÕ = q/(q ≠ 1). Alors pour toute fonction f : Rn æ [0, 1] l’ine´galite´ de Ho¨lder
et la proprie´te´ d’hypercontractivite´ de Pt entrainent que
E
#
f(X)f(Xt)
$
= E
#
f(X)Ptf(X)
$ Æ Îf(X)ÎqÕÎPtf(X)Îq (2.12)
Æ Îf(X)ÎqÕÎf(X)Îp (2.13)
Æ
3
E
#
f(X)
$4 1qÕ+ 1p
(2.14)
ou` dans la dernie`re ine´galite´ nous avons utilise´ le fait que f(X) œ [0, 1] ce qui implique que
f(X)k Æ f(X) pour tout k Ø 0. Le choix de p = 1 + e≠t entraine, apre`s un calcul e´le´mentaire,
1
qÕ
+ 1
p
= 1≠ 11 + e2t(p≠ 1) +
1
p
= 1 + tanh(t/2)
C’est pourquoi, pour tout r Ø r0, l’hypothe`se sur C(r) entraine
P
!
 IIt Ø r
" Æ P(÷D œ C(r) : I, It œ D)
Æ
ÿ
DœC(r)
P(I, It œ D)
Æ
ÿ
DœC(r)
P(I œ D)1+tanh(t/2)
Æ ﬂ(r)tanh(t/2)
ÿ
DœC(r)
P(I œ D) = ·(r)ﬂ(r)tanh(t/2).
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Graˆce a` l’estimation (2.12) pour le choix de f(x) = 1xœD et les de´finitions de ﬂ et · .
Il ne reste plus qu’a` utiliser la repre´sentation de la variance 2.10 pour conclure. On a l’iden-
tite´ suivante
Var(Mn) Æ
⁄ Œ
0
e≠tE[ IIt ]dt
qui peut se re´e´crire
Var(Mn) Æ
⁄ Œ
0
⁄ ‡2
0
e≠tP
!
 IIt Ø r
"
drdt.
Apre`s avoir e´change´es les inte´grales graˆce au the´ore`me de Fubini-Tonelli, les majorations pre´ce´demments
obtenues fournissent
Var(Mn) Æ
⁄ r0
0
⁄ Œ
0
e≠tP
!
 IIt Ø r
"
dtdr +
⁄ ‡2
r0
⁄ Œ
0
e≠t·(r)ﬂ(r)tanh(t/2)dtdr.
Soit r0 Æ r Æ ‡2, on trouve
⁄ Œ
0
e≠tﬂ(r)tanh(t/2)dt Æ
⁄ Œ
0
e≠t·(r)ﬂ(r)1≠et/2dt
Æ
⁄ Œ
0
e≠t/2·(r)ﬂ(r)1≠et/2)dt
=
⁄ 1
0
2·(r)ﬂ(r)udu =
2·(r)
!
1≠ ﬂ(r)"
log(1/ﬂ(r)) .
apre`s un simple changement de variables (u = 1 ≠ e≠t/2) dans l’inte´grale, ce qui conclut la
de´monstration.
2.3.2 Exemples d’applications
Enonc¸ons, brie`vement, des exemples pre´sente´s par Chatterjee dans [48]. Nous proposerons
dans le chapitre suivant, pour chacun d’entre eux, des ine´galite´s de superconcentration exponen-
tielles renforc¸ant les bornes sur la variance obtenues par Chatterjee via son The´ore`me 2.3.3.
Vecteur gaussien π e´changeable ∫
Voici une application simple de l’ine´galite´ due a` Chatterjee. L’ide´e principale est d’utiliser la
taille des corre´lations pour se localiser dans l’espace des indices. Plus pre´cise´ment, comme nous
le verrons dans le mode`le ci-dessous, lorsque deux variables Xi et Xj , i, j œ {i, . . . , n}, sont tre`s
corre´le´es alors ne´cessairement i = j.
Proposition 2.3.4. Soit (X1, . . . ,Xn) un vecteur gaussien centre´ tel que Var(Xi) = 1, i =
1, . . . , n et supposons qu’il existe 0 < ‘ Æ 12 tel que
 ij = E[XiXj ] Æ ‘, ’i, j œ {1, . . . , n}, i ”= j.
Alors, pour tout n Ø 2,
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Var(Mn) Æ ‘+ Clogn,
avec C > 0 une constante nume´rique.
La preuve est instructive puisqu’elle permet de mieux saisir comment construire le π recou-
vrement ∫ apparaissant dans l’ine´galite´ de Chatterjee.
Le principe de minoration de Sudakov (cf. [117, 17, 156, 153]) nous sera e´galement utile par
la suite, nous rappelons son e´nonce´ ci-dessous
Proposition 2.3.5 (Sudakov). Soit X un vecteur gaussien centre´ de Rn, supposons qu’il existe
une constante ” > 0 telle que E[(Xi ≠Xj)2]1/2 Ø ” pour tout i ”= j œ {1, . . . , n} alors
E[ max
i=1,...,n
Xi] Ø C”

logn, (2.15)
avec C > 0 une constante nume´rique.
De´monstration. Soit r0 = ‘, on de´finit alors, pour tout r > r0, l’ensemble C(r) par
C(r) = ){1}, . . . , {n}*.
Ce recouvrement ve´rifie les hypothe`ses du the´ore`me 2.3.3. En e et, si  ij = E[XiXj ] Ø r > ‘,
cela implique que i = j puisque la corre´lation entre deux variables est au plus ‘. Donc i, j œ){1}, . . . , {n}*.
Il reste a` obtenir des bornes sur µ(r) et ﬂ(r) pour r > r0.
Par construction C(r) est une partition de Rn donc ·(r) = qni=1 P(I = i) = 1. Pour ﬂ(r),
conside´rons un indice 1 Æ i Æ n et t œ R
P(I = i) Æ P(Xi Ø t) + P( max
i=1,...,n
Xj Æ t)
Æ e≠t2/2 + e≠ (t≠E[Mn])
2
2
ou` nous avons utilise´ les proprie´te´s de concentration satisfaites pour les fonctions lipschitziennes
de variables gaussiennes (1.1). A pre´sent, optimisons en t = E[Mn]/2. Ceci entraine
P(I = i) Æ 2e≠ E[Mn]
2
2 .
Finalement, puisque ‘ Æ 12 l’ine´galite´ de Sudakov (2.15) implique que
E
5
max
i=1,...,n
Xj
6
Ø c

logn,
avec c > 0 une constante nume´rique. Alors P(I = i) Æ n≠c et l’application de l’ine´galite´ (2.11)
permet de conclure.
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Champ gaussien euclidien
Comme nous l’avons mentionne´ plus toˆt l’ine´galite´ de Chatterjee (2.11) s’e´tend, par conver-
gence monotone, pour obtenir un re´sultat sur des supremums de processus gaussiens. Dans son
livre, Chatterjee montre que cette extension est pertinente pour des champs gaussiens euclidiens
stationnaires ; notamment vis a` vis de la the´orie des extreˆmes, mais nous reviendrons plus tard
sur ce sujet. Il devient ne´cessaire d’adopter de nouvelles notations avant de pre´senter le re´sultat
de Chatterjee.
1. Nous noterons le nombre d’entropie N(A, ‘) d’un ensemble A µ Rd par N(A) lorsque
‘ = 1. Rappelons, a` toute fin utile, que N(A, ‘) correspond au nombre maximum de
points, appartenant a` l’ensemble A, tel que la distance entre chaque couple vaut, au
moins, ‘.
2. Nous de´signerons par X = (Xu)uœRd un champ gaussien centre´ sur Rd avec Var(Xu) = 1
for tout u œ Rd.
3. Pour tout u œ Rn et tout r > 0 on de´signera la boule ouvert de rayon r, centre´e en u, par
B(u, r).
4. Soit A µ Rd, on de´signera le supremum de (Xu)uœRd par
MA = sup
uœA
Xu
Si l’on suppose que le champ gaussien ve´rifie les hypothe`ses suivantes :
1. L = supuœRd E[MB(u,1)] <Œ.
2. Il existe „ : [0,Œ)æ R une fonction de´croissante telle que pour tout u, v œ Rd
Cov(Xu, Xv) Æ „
!|u≠ v|).
De plus, supposons que
lim
sæŒ„(s) = 0.
Remarquons que cette hypothe`se n’est utilise´e que pour des temps tre`s grands puisque
Cov(Xu, Xv) Æ 1 pour tous u, v œ A.
Sous ces hypothe`ses Chatterjee a obtenu le the´ore`me suivant :
The´ore`me 2.3.6. (Chatterjee) Pour tout bore´lien A µ Rd tel que diam(A) > 1, nous avons
Var(MA) Æ C1
3
„
!
N(A)C2
"
+ 1logN(A)
4
,
avec C1 = C1(„, d) et C2 = C2(„, d) des constantes nume´riques ne de´pendant que de la fonction
„ et de la dimension d.
Remarque. L’ine´galite´ pre´ce´dente montre donc qu’il su t de comparer la vitesse de s ‘æ „(s)
avec s ‘æ 1/ log s pour e´ventuellement obtenir de la superconcentration. La preuve est omise
pour le moment, les principales ide´es de la preuve seront utilise´es plus tard dans le manuscrit
pour obtenir de la superconcentration pour des champs libres gaussien discrets sur des groupes
infinis de type fini satisfaisant des hypothe`ses de croissance de volume (Zd, d Ø 3 par exemple).
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Remarquons aussi que les bornes obtenues par ce re´sultat implique la quantite´ N(A) pour un
ensemble A de´pendant, en pratique, d’un parame`tre n ou T ( par exemple A = [0, T ] ou bien
A = {1, . . . n}). Ces bornes ne sont pertinentes qu’a` condition que N(An)æŒ lorsque næŒ.
En e et, si N(An) est constante, la borne obtenue est d’ordre 1 et correspond a` celle fournie par
l’ine´galite´ de Poincare´.
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Chapitre 3
Rappels : the´orie des extreˆmes
Dans cette section, nous allons faire de brefs rappels concernant la the´orie des extreˆmes.
Nous nous focaliserons principalement sur la convergence en loi du maximum. Comme nous
le verrons dans le chapitre suivant, nous avons obtenu, au cours de cette the`se, des bornes non
asymptotiques sur la variance du maximum refle´tant la renormalisation des the´ore`mes de conver-
gence des extreˆmes. Similairement, nous exhiberons des ine´galite´s de (super)concentration, non-
asymptotique, en ade´quation avec la convergence des extreˆmes et le comportement des queues
de distributions des lois limites. Pour plus de de´tails sur la the´orie des extreˆmes, nous renvoyons
vers les ouvrages de re´fe´rence suivants : [108, 67, 78].
Etant donne´ une mesure de probabilite´ µ ainsi qu’un e´chantillon de variables ale´atoiresX1, . . . Xn,
inde´pendantes, telles que L(X1) = µ ; on de´signera par Mn = maxi=1,...,nXi, le maximum des
Xi, i = 1, . . . , n. C’est un fait classique, lorsque µ est absolument continue par rapport a` la
mesure de Lebesgue, que l’on puisse de´terminer des constantes de renormalisation an et bn de
telle sorte que an(Mn ≠ bn) converge en loi, vers une limite non-triviale, lorsque næŒ.
Les lois limites sont comple´tement caracte´rise´es (cf. [108, 67, 78]) et sont restreintes au nombre
de trois. Nous pre´sentons, ci-dessous, leurs fonctions de re´partitions.
La loi de Fre´chet :
 –(x) =
;
0, x Æ 0,
exp(≠x≠–), x > 0, – > 0
La loi de Gumbel :
 0(x) = exp(≠e≠x), x œ R.
Enfin, la loi de Weibull :
 –(x) =
;
exp
!≠ (≠x)–", x < 0, – > 0
1, x Ø 0.
Des conditions ne´cessaires et su santes existent pour de´terminer si une loi µ appartient
au domaine d’attraction d’une de ces trois lois limites. Par exemple, si G de´signe la fonction
de re´partition de la loi µ, ces conditions peuvent s’exprimer en terme de la queue de dis-
tribution de 1 ≠ G (cf. [108, 67, 78]) et les constantes de renormalisation an et bn peuvent
eˆtre de´termine´es a` partir de cette meˆme fonction. A titre illustratif, une loi µ de fonction de
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re´partition G appartient au domaine d’attraction de la loi de Fre´chet  –, – > 0 si et seule-
ment si 1≠G(x) = x≠–L(x) avec L une fonction a` variation lente. De plus, an peut eˆtre choisi
comme valant 1/ inf{x œ R : 11≠G(x) Ø n}. Des conditions similaires peuvent eˆtre obtenues
pour le domaine d’attraction de la loi de Weibull, tandis que le cas de la loi de Gumbel est un
peu plus complique´ et ne s’e´nonce pas aussi facilement. Dans ce qui suit, nous allons pre´senter
quelques re´sultats de convergence pour les extreˆmes de lois de probabilite´s usuelles. Dans le reste
du manuscrit nous obtiendrons des majorations de la variance de Mn, du meˆme ordre de gran-
deur que (an)≠2, pour ces exemples spe´cifiques. Nous porterons une attention particulie`re sur les
lois appartenant au domaine d’attraction de la loi de Gumbel. Nous parlerons e´galement de la
convergence des extreˆmes dans le cas stationnaire lorsque l’ale´a est gaussien, un re´sultat sur la
sphe`re sera e´galement obtenu. Dans les chapitres quatre et sept nous proposerons des ine´galite´s
de superconcentration non asymptotiques, pour le domaine d’attraction de la loi de Gumbel,
refle´tant ces the´ore`mes de convergence.
3.1 Echantillon de variables inde´pendantes et identique-
ment distribue´es, mesures produits
Soit n Ø 1, dans cette section Mn = maxi=1,...,nXi avec X1, . . . ,Xn des variables ale´atoires
inde´pendantes identiquement distribue´es de loi µ.
The´ore`me 3.1.1. Voici quelques exemples de convergence des extreˆmes pour des lois de proba-
bilite´s usuelles (cf. [78] pages 153-157).
1. Domaine d’attraction de la loi de Fre´chet. :
— Si µ de´signe la loi de Pareto de parameˆtre – > 0 et K > 0, de densite´
f–,K(x) =
;
–K–
x–+1 , x Ø K,
0, x < K
par rapport a` la mesure de Lebesgue, alors
anMn æ  – (3.1)
lorsque næŒ avec an = (Kn)≠1/–.
2. Domaine d’attraction de la loi de Weibull :
— Si µ de´signe la loi uniforme sur [0, 1], alors
an(Mn ≠ 1)æ  1 (3.2)
lorsque næŒ avec an = n.
— Plus ge´neralement, si µ de´signe la loi beta de parame`tres a, b > 0, de densite´
fa,b(x) =
 (a+ b)
 (a) (b)x
a≠1(1≠ x)b≠1 0 < x < 1
par rapport a` la mesure de Lebesgue, alors
an(Mn ≠ 1)æ  –, – > 0 (3.3)
82
lorsque næŒ avec an =
3
n  (a+b) (a) (b+1)
4≠1/b
(  de´signant la fonction d’Euler).
3. Domaine d’attraction de la loi de Gumbel :
— Si µ de´signe la loi normale, alors
an(Mn ≠ bn)æ  0, (3.4)
lorsque næŒ avec an =
Ô
2 logn et bn = an ≠ log(4ﬁ)+log logn2an .
— Si µ de´signe la loi gamma de parame`tres –, > 0 et — = 1, alors
an(Mn ≠ bn)æ  0 (3.5)
lorsque n æ Œ avec an = 1 et bn = logn + (– ≠ 1) log logn ≠ log (–). La loi expo-
nentielle standard correspondant au cas – = 1.
— Si µ de´signe la loi de Gumbel, alors
an(Mn ≠ bn)æ  0 (3.6)
lorsque næŒ avec an = 1 et bn = logn.
N’ayant pas trouve´ dans la litte´rature de de´monstration concernant la convergence des extreˆmes
de lois dites log-concave, i.e. dµ(x) = e≠V (x) dxZ avec V : R æ R convexe. Nous proposons
ci-dessous une de´monstration lorsque V est de classe C2(R) et satisfait quelques conditions
supple´mentaires. Dans le cas particulier ou` V (x) = |x|–, – Ø 1 nous fournirons e´galement les
constantes de renormalisation explicites.
Pour de´montrer notre re´sultat, nous utiliserons la condition ne´cessaire suivante :
Proposition 3.1.2. (Von Mises) Soit X une variable ale´atoire de fonction de re´partition G œ
C2(R) et de loi µ. Si,
lim
xæŒ
(1≠G(x))GÕÕ(x)
GÕ(x)2 = ≠1 (3.7)
alors µ appartient au domaine d’attraction de la loi de Gumbel et il existe an et bn tels que
an(Mn ≠ bn)æ  0 lorsque næŒ.
Remarque. Il existe un re´sultat similaire, plus ge´ne´ral, attestant que le re´sultat pre´ce´dent reste
vrai si l’on remplaceŒ par xµ (de´signant l’extre´mite´ droite du support de la loi µ) dans la limite
pre´ce´dente. Par la suite, nous ne conside´rons que des lois log-concaves a` support non borne´.
Le cas gaussien e´tant traite´ graˆce a` l’ine´galite´ de Mill (cf. annexe [48]), qui fournit des estime´es
de la queue de distribution gaussienne, nous allons utiliser un re´sultat anologue pour des lois
log-concaves ( cf. [8] chapitre 6).
Lemme 3.1.3. Soit µ une mesure log-concave, dont le potentiel V satisfait les hypothe`ses sui-
vantes
1. V œ C2(R),
2. il existe A > 0 tel que V Õ(x) ne s’annule pas lorsque |x| Ø A,
83
3. V
ÕÕ(x)
[V Õ(x)]2 æ 0 lorsque |x|æ +Œ,
alors nous avons le re´sultat suivant⁄ Œ
x
e≠V (t)
dt
Z
≥+Œ e
≠V (x)
V Õ(x)Z , (3.8)
pour x su sament grand.
Ce lemme technique nous permet d’e´noncer le the´ore`me suivant
The´ore`me 3.1.4. (Extreˆmes log-concave) Sous les meˆmes hypothe`ses, portant sur le potentiel
V , que celles du lemme 3.8 la loi µ (log-concave) appartient au domaine d’attraction de la loi de
Gumbel.
De´monstration. La de´monstration est imme´diate. En e et, le lemme 3.8 permet d’utiliser le
crite`re de Von Mises (3.7) et de conclure.
Nous pre´sentons quelques exemples de potentiels satisfaisant les conditions du the´oreme 3.1.4.
Exemple 3.1.5. Si l’on choisit V (x) = ax2 + bx4 les hypothe`ses sont satisfaites si a, b > 0 ou
bien a = 0, b > 0 ou encore a > 0, b > 0. On peut e´galement choisir V (x) = ax2+bx2p avec p Ø 1
ou V (x) = x22 + e≠x. Le potentiel, plus classique, V (x) = |x|– avec – Ø 1 fonctionne e´galement.
Il est important de de´terminer les constantes de renormalisation an et bn assurant la conver-
gence de an(Mn ≠ bn) vers la loi de Gumbel. Nous proposons, ci dessous, de traiter le cas du
potentiel V (x) = |x|– avec – Ø 1.
Pour cela, nous allons suivre la de´monstration du cas gaussien, qui correspond au potentiel
quadratique avec – = 2. Nous aurons besoin de l’asymptotique fournie par le lemme 3.8 dans
nos calculs.
Proposition 3.1.6. Dans le cas du potentiel V (x) = |x|–,– Ø 1), nous obtenons les constantes
de renormalisation suivantes
an =
Ò
–(logn)2(–≠1)/–
et
bn = (logn)1/– ≠ log(–Z) +
–≠1
– log logn
(logn)(–≠1)/– ,
avec Z =
s
R e
≠V (x)dx, de telle sorte que an(Mn ≠ bn)æ  0 lorsque næŒ.
Remarque. Le cas – = 2 correspond, aux constantes nume´riques pre`s, au cas gaussien. Tandis
que – = 1 redonne le cas de la mesure exponentielle sur R+. Notons e´galement que la meˆme
de´monstration devrait fonctionner (pourvu que le meˆme type d’asymptotiques soit satisfait) si
l’on remplace |x|– par un potentiel V abstrait. Toutefois, il nous a semble´ plus pertinent de
travailler avec un exemple plus explicite.
De´monstration. Nous suivons la de´monstration de [108] du cas gaussien. Similairement, nous
posons un = xan + bn, n Ø 1 et l’on de´signe par G la fonction de re´partition de la loi log-concave
‹. La relation suivante est satisfaite pour tout x œ supp(µ),
P
!
an(Mn ≠ bn) Æ x
"
= G(un)n =
#
1≠ !1≠G(un)"$n
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Il su t donc de trouver an et bn telles que 1≠G(un) = e≠xn pour conclure que an(Mn≠bn)æ  0
lorsque næŒ. Puisque, 1≠G(un) ≥næ+Œ e≠u
–
n
Z–u–≠1n
, nous pouvons re´e´crire 1≠G(un) ≥ e≠xn de
la manie`re suivante
≠ logn≠ x+ log–+ (–≠ 1) log(un) + logZ + u–n ænæ+Œ 0.
Ceci entraine que u
–
n
logn ænæ+Œ 1, autrement dit – log un ≠ log lognænæ+Œ 0. En reformulant
ceci, on trouve que log un = 1– log logn+ o(1). Ainsi, on obtient
≠ logn≠ x+ log(–) + –≠ 1
–
log logn logZ + u–n = o(1), næ +Œ
et des calculs e´le´mentaires fournissent que
un = (logn)1/–
5
1 + x≠ log(–Z)≠
–≠1
– log logn
– logn + o(
1
logn )
6
ce qui est exactement la conclusion de´sire´e.
Remarque. La de´monstration pre´ce´dente sugge`re que Var(Mn) Æ C(logn)2(–≠1)/– . Il est bien connu
que lorsque – > 2 la mesure log-concave µ provenant du potentiel V (x) = x– est hypercontractive
([16]), cependant la variance de Mn est plus petite que le cas gaussien (– = 2). En particulier,
l’approche hypercontractive et l’ine´galite´ de Talagrand L1/L2 (1.3.6) ame´liore la concentration
classique mais ne fournit pas le bon ordre de grandeur de la variance de Mn. Nous parviendrons
a` obtenir des bornes non-asymptotiques optimales, pour – > 2, par des me´thodes de transport.
Lorsque 1 < – < 2 nous n’avons aucune estimation a priori de la variance de Mn, puisque la
mesure µ n’est plus hypercontractive.
La de´monstration de la proposition 3.1.6 permet d’obtenir aise´ment des re´sultats de conver-
gence pour les extreˆmes lorsque l’on perturbe le potentiel quadratique du cas gaussien.
Corollaire 3.1.7. On conside`re V (x) = x22 +v(x), avec v œ C2 une fonction convexe satisfaisant
v(x) = o(x2) et vÕ(x) = o(x) lorsque xæŒ.
Alors les constantes de renormalisation an et bn, ne´cessaires pour avoir la convergence du
maximum, sont les meˆmes que dans le cas gaussien. En particulier, la variance de Mn doit eˆtre
de l’ordre de C/ logn.
Remarque. Par exemple, on peut choisir v(x) = x–, avec 0 Æ – < 2 ou bien v(x) = e≠x.
Une ge´ne´ralisation e´vidente montre que que l’on peut aussi conside´rer V (x) = ax– + bx— pour
– > — Ø 1. Auquel cas, an et bn correspondront aux meˆmes constantes que celles obtenues pour
V (x) = x– (au constantes nume´riques pre`s).
3.2 Famille de variables ale´atoires gaussiennes
La the´orie des extreˆmes ne se limite pas uniquement au cas de variables inde´pendantes de
meˆmes lois. En e et, il existe de nombreux re´sultats concernant les suites stationnaires (cf.
[108, 67, 78]). Il se trouve que le cas de suite, ou de processus gaussiens stationnaires est plus facile
a` traiter graˆce a` des outils de comparaison (propres aux variables gaussiennes) comme l’ine´galite´
de Slepian et ses variantes. Les hypothe`ses assurant la convergence en loi des extreˆmes, pour ce cas
particulier d’ale´a, s’expriment facilement a` l’aide de la fonction de covariance. Nous pre´sentons
ci-dessous un certain nombre de re´sultats dans cet esprit. L’illustration non-asymptotique de ces
the´ore`mes fut l’un des points majeurs de l’article [157] publie´ durant cette the`se. Apre`s avoir
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de´crit le cas gaussien stationnaire, nous pre´senterons le cas de la mesure uniforme sur la sphe`re.
Ceci fournira un autre exemple de mesure non-produit, pour lequel nous e´noncerons un re´sultat
de convergence des extreˆmes.
3.2.1 Suites gaussiennes stationnaires
Soit (Xi)iØ0 une suite gaussienne stationnaire centre´e telle que E
#
X2i
$
= 1, i Ø 0, avec pour
fonction de covariance Cov(Xi, Xj) = „(|i≠ j|), i, j Ø 0, ou` „ : Næ R. De nombreux re´sultats
ont e´te´ obtenus dans ce cadre afin d’assurer la convergence du maximumMn = maxi=1,...,nXi (cf.
Berman, Mittal, Pickands... Cf. e.g. [108, 67, 78]). Nous pre´sentons ci-dessous les di e´rents com-
portements asymptotiques deMn, apre`s renormalisation, en fonction de la vitesse de de´croissance
de „ a` l’infini.
The´ore`me 3.2.1. Soit (Xi)iØ0 une suite gaussienne stationnaire avec, pour fonction de cova-
riance, „ telle que „(n) lognæ 0 lorsque næŒ. Alors
an(Mn ≠ bn) ≠æ
næŒ  0
en loi, ou` an = (2 logn)1/2 et
bn = (2 logn)1/2 ≠ 12(2 logn)
≠1/2(log logn+ log 4ﬁ)
Si jamais „(n) log(n) æ ÷ > 0 lorsque n æ Œ, la loi limite est modifie´e. C’est le contenu du
the´ore`me suivant (celui-ci est pre´sente´, dans [108] pages 137-138, en terme de processus ponctuel ;
nous pre´ferons reformuler ceci en terme fonction de re´partition).
The´ore`me 3.2.2. Soit (Xi)iØ0 une suite gaussienne stationnaire avec, pour fonction de cova-
riance, „ telle que „(n) lognæ ÷ > 0 as næŒ. Alors, pour tout x œ R,
P(an(Mn ≠ bn) Æ x) ≠æ
næŒ P
!
N([0, 1]) = 0
"
ou` an = (2 logn)1/2 et
bn = (2 logn)1/2 ≠ 12(2 logn)
≠1/2(log logn+ log 4ﬁ)
et ou` N de´signe un processus de Cox (cf. [108]). Plus pre´cise´ment, il s’agit d’un processus
ponctuel de Poisson d’intensite´ e≠x≠“+
Ô2“X , avec X une gaussienne standard re´elle, et
P
!
N([0, 1]) = 0
"
=
⁄
R
e≠e
≠x≠÷+
Ô
2÷z
d“1(z), (3.9)
ou`, rappelons le, d“1 de´signe la mesure Gaussienne standard. On peut voir ce processus de Poisson
comme la convolution d’une loi de Gumbel avec une gaussienne. Nous renvoyons le lecteur vers
l’ouvrage [108] (page 135) pour plus de de´tails a` propos du processus ponctuel de Cox.
Si jamais les corre´lations sont trop importantes et que „(n) log(n) æ Œ lorsque n æ Œ, la
loi limite devient gaussienne.
The´ore`me 3.2.3. (Mittal-Ylvisaker) Soit (Xi)iØ0 une suite gaussienne stationnaire avec, pour
fonction de covariance, „ telle que „(n) lognæŒ lorsque næŒ, „ est de´croissante et „(n)æ 0
lorsque næŒ. Alors
cn
3
Mn ≠
!
1≠ c≠2n
"1/2
bn
4
≠æ
næŒ X,
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ou` X suit une loi gaussienne standard et cn =

„(n)≠1 et bn = (2 logn)1/2≠ 12 (2 logn)≠1/2(log logn+
log 4ﬁ).
Remarque. Ce re´sultat est techniquement di cile. En revanche, au prix d’hypothe`ses supple´mentaires
sur la fonction de covariance, il est possible d’obtenir une preuve plus simple de ce re´sultat.
Comme pre´sente´ dans [108], on peut supposer que la suite („(n))nØ0 est convexe et que „(n) =
C/(logn)÷ avec C > 0, 0 < ÷ < 1 a` partir d’un certain n0 Ø 2 pour arriver au meˆme re´sultat de
convergence. Ceci sugge`re alors que la variance de Mn est de l’ordre de C/(logn)÷, 0 < ÷ < 1.
3.2.2 Processus gaussiens stationnaires
Des the´ore`mes de convergence similaires, en temps continu, ont e´te´ obtenus dans le cadre des
processus gaussiens stationnaires. Par exemple, si (Xt)tØ0 de´signe un processus centre´ gaussien
stationnaire tel que E
#
X2t
$
= 1, t Ø 0, de fonction de covariance Cov(Xs, Xt) = „
!|t≠ s|", pour
t, s Ø 0, ou` „ : [0,+Œ) æ R. On peut conside´rer di e´rents types de comportements, lorsque
tæ 0, de la fonction de covariance „ :
„(t) = 1≠ ⁄2t
2
2 + o(t
2) (3.10)
„(t) = 1≠ C|t|– + o!|t|–" (3.11)
Le premier cas entraine que Xt est di erentiable et ⁄2 = ≠„ÕÕ(0) est un moment spectral,
tandis que le deuxie`me cas concerne les processus non di e´rentiables (mais ne´anmoins continus).
Par exemple, le processus d’Ornstein-Uhlenbeck rele`ve du second cas. Pour plus de de´tails a` ce
sujet, cf. [108]. Pour tout T > 0, on pose MT = suptœ[0,T ]Xt. Dans les deux cas, on obtient le
re´sultat de fluctuations suivant.
The´ore`me 3.2.4. Soit (Xt)tØ0 un processus gaussien stationnaire tel que „(t) log tæ 0 lorsque
tæŒ. Alors
aT (MT ≠ bT ) ≠æ
TæŒ
 0
en loi, ou` aT = (2 log T )1/2 et bT depend de l’hypothe`se (3.10) ou (3.11).
3.2.3 Mesure uniforme sur la sphe`re
Celle-ci semblant absente de la litte´rature, nous proposons ci-dessous, une de´montration d’un
re´sultat de convergence en loi des extreˆmes pour une autre mesure non-produit. Conside`rons U un
vecteur ale´atoire tel que L(U) = Un(Sn) et l’on note par Mn le maximum des Ui, i = 1, . . . , n.
On de´signe a` nouveau par an et bn les constantes de renormalisation du cas gaussien stan-
dard (3.4), qui assurent la convergence en loi suivante du maximum de n gaussiennes standards
inde´pendantes de meˆme loi
an
!
max
i=1,...,n
Xi ≠ bn
2
æ  0
lorsque næŒ, vers  0 la loi de Gumbel.
The´ore`me 3.2.5. Avec les notations pre´ce´dentes, nous avons la convergence en loi suivante
næŒ
Ô
nan
!
Mn ≠ bnÔ
n
"æ  0
87
De´monstration. Nous utilisons le fait que l’on peut repre´senter le vecteur U par des gaussiennes,
c’est a` dire : (U1, . . . , Un) = (X1|X| , . . . ,
Xn
|X| ) en loi, avec |X| =
qn
i=1X
2
i ou` Xi de´signe des
variables ale´atoires gaussiennes standards inde´pendantes.
C’est pourquoi nous obtenons l’e´galite´ en loi suivante
Ô
nan
!
max
i=1,...,n
Ui ≠ bnÔ
n
"
=
Ô
n
|X|an
!
max
i=1,...,n
Xi ≠ bn
"
+ bnÔ
n
Ô
n
3Ô
n
|X| ≠ 1
4
Pour conclure, il su t de traiter chaque terme se´pare´ment avec le lemme de Slutsky (cf. [160]).
Lemme 3.2.6. (Slutsky) Soient (Xn)nØ1, (Yn)nØ1, X des variables ale´atoires et c œ R telles
que Xn æ X en loi et Yn æ c en probabilite´ , lorsque næŒ. Alors
(Xn, Yn)æ (X, c)
en loi lorsque næŒ. En particulier, Xn + Yn æ X + c et XnYn æ cX en loi lorsque næŒ.
Pour le premier terme, on exprime
Ô
n
|X| comme 1/
Ò
1
n
q
iX
2
i . Le the´ore`me de la loi forte des
grands nombres, applique´ aux variables X2i , entraine que
Ô
n
|X| æ 1 presque suˆrement lorsque
n æ Œ. Puisque an(maxXi=1,...,n ≠ bn) æ  0 en loi, le lemme de Slutsky 3.2.6 implique queÔ
n
|X|an(maxi=1,...,nXi ≠ bn)æ  0 lorsque næŒ.
Pour le second terme, nous allons combiner le the´ore`me de la limite centrale a` la me´thode
delta (cf. [160]). Plus pre´cise´ment, on applique le the´ore`me de la limite centrale a` la suite (X2i )i ,
puis la me´thode delta avec la fonction f : x ‘æ 1Ô
x
. Il est imme´diat, par le the´ore`me de la limite
centrale que
Ô
n
3 |X|2
n
≠ 1
4
æ N (0,‡2),
en loi, lorsque næŒ, avec ‡2 = Var[X21 ]. De plus, f(x) = 1Ôx est de classe C1 au point x0 = 1.
Ainsi, la me´thode delta entraine que
Ô
n
3
f
3 |X|2
n
4
≠ f(1)
4
æ f Õ(1)N (0,‡2)
en loi, lorsque n æ Œ. On remarque ensuite, que bnÔ
n
æ 0 lorsque n æ Œ. Ce qui permet d’en
conclure, d’apre`s le lemme de Slutsky 3.2.6, que le second terme tend vers 0 en probabilite´. Une
dernie`re utilisation du lemme de Slutsky permet d’achever la de´monstration.
Remarque. On illustrera l’extension de Cordero-Erausquin/Ledoux de l’ine´galite´ de Talagrand
4.4.1 sur cet exemple.
3.2.4 Champ libre gaussien discret
Dans [60, 59], les auteurs ont conside´re´ le champ libre gaussien discret sur Zd, d Ø 3. Ils
ont notamment montre´ que le maximum de ce champ gaussien converge, apre`s renormalisation,
vers une loi de Gumbel. Pour cela, ils ont utilise´ des arguments reposant sur des processus ponc-
tuels de Poisson et la me´thode de Stein-Chen. Nous montrons ci-dessous que des arguments,
plus simples, de comparaison de´coulant de l’ine´galite´ de Slepian permettent d’arriver a` la meˆme
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conclusion et restent valables pour des groupes plus ge´ne´raux que Zd, d Ø 3.
Le cadre est le suivant : on conside`re un groupe infini S de type fini. Pour simplifier la lecture,
on peut se restreindre au groupe Zd, d Ø 3. Rappelons quelques de´finitions concernant le crois-
sance du volume de boule dans un tel groupe, pour plus de de´tail cf. [138]. Conside´rons   une par-
tie ge´ne´ratrice syme´trique finie de S et de´signons par e l’e´lement neutre du groupe. Dans le cas de
Zd, on peut choisir   comme e´tant l’ensemble suivant (±e1, . . . ,±ed) avec ei, i = 1, . . . , d les vec-
teurs de la base canonique de Rd. Pour n’importe quel e´le´ment x œ S nous de´finissons la quantite´
suivante |x|  = min{k : ÷s1, . . . , sk œ  , x = s1 . . . sk}. En d’autres termes, |x|  est le nombre
minimal d’e´le´ments s1, . . . , sk appartenant a`   ne´cessaires pour e´crire x sous forme de produit
x = s1, . . . , sk. On peut alors de´finir une distance d = d‡ sur S par d(x, y) = |x≠1y|  = d(e, x≠1y)
pour tout x, y œ S.
Cette distance induit une topologie sur S et l’on peut conside´rer la croissance du volume
n ‘æ V (n) d’une boule, centre´e en l’e´le´ment neutre de S et de rayon n, avec
V (n) = Card{x œ S : |x|  Æ n}
Beaucoup de travaux ont e´te´ re´alise´s concernant le comportement des croissances de volume
V [138, 137]. On dira que la croissance est polynomiale s’il existe C,D > 0 telles que V (n) Æ
CnD, n Ø 1 ; on dira que la croissance est sous-exponentielle s’il existe C > 0 telle que V (n) Æ
Cen, n Ø 1.
Remarque. Lorsque S est fini, D = 0 et V (n) Æ C pour une constante C > 0. Il ne semble pas
pertinent d’e´tudier la convergence des extreˆmes sur ce type de groupe puisque pour ensemble
A µ S de cardinal Card(A) = on ne peut pas faire tendre n vers l’infini.
Etant donne´ une famille ge´ne´ratrice syme´trique de S   = {e, s±11 , . . . s±1k }, il est alors possible
de de´finir une marche ale´atoire syme´trique (Sn)n sur S. En partant d’un point S0 = h œ S, on
tire uniforme´ment un point g œ   pour se de´placer en S1 = gh et ainsi de suite. Remarquons
que si S = Zd, cette proce´dure correspond bien a` la marche ale´atoire syme´trique usuelle. Comme
mentionne´ dans le chapitre pre´ce´dent, nous pouvons construire un champ libre gaussien discret
associe´ a` cette marche ale´atoire syme´trique.
The´ore`me 3.2.7. Soit (Xs)sœS un champ gaussien discret, indexe´ par S un groupe infini de
type fini. Supposons que S admet une croissance de volume polynomial au moins quadratique,
i.e. il existe C > 0 et D > 2 tels que
V (n) ≥ CnD,
pour tout n Ø 1. Alors, pour tout sous-ensemble An µ S avec Card(An) = nq, avec q Ø 1, nous
avons la convergence en loi suivante
an(MAn ≠ bn)æ  0, næŒ,
ou` an =

log Card(An) et bn correspondant aux meˆmes constantes de renormalisation que
dans le cas gaussien standard (voir the´ore`me 3.4) ou` l’on aurait remplace´ n par Card(An) et
MAn = maxiœAn Xi.
Remarque. D’apre`s [138] (the´ore`me 2.5), les hypothe`ses de croissance de volume entraine l’exis-
tence d’une fonction „ : Næ R+ de´croissante telle que
|Cov(Xi, Xj)| Æ „
!
d(i, j)
"
, i, j œ S
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ou` d de´signe la distance induite par une partie ge´ne´ratrice   de S. De plus, „(n) = o(1/ logn)
lorsque næŒ.
Comme nous le verrons durant la de´monstration, la meˆme conclusion reste ve´rifie´e si l’on
suppose que CnD Æ V (n) Æ Cen, avec D > 3 et „(n) = o(1/n).
Nous pre´sentons, ci-dessous, une adaptation d’un re´sultat de comparaison pour des vecteurs
gaussiens (cf. [108] p.84).
Proposition 3.2.8. Soient A un ensemble fini et (Xi)iœA un vecteur gaussien de covariance
 ij = Cov(Xi, Xj), i, j œ {1, . . . , n} tel que ” = maxi ”=j | ij | < 1. Alors, pour tout u œ R et tout
s-uplet (i1, . . . , is) œ As, 1 Æ s Æ Card(A),
|P(Xil Æ u, l = 1, . . . s)≠  (u)s| Æ K
ÿ
i ”=j
| ij | exp
3
≠ u
2
1 + | ij |
4
,
ou` K est une constante nume´rique ne de´pendant que de ”.
Remarque. Il est important que Card(A) < Œ. Il su t alors de re´indexer A pour retrouver le
corollaire de [108]. Nous appliquerons la proposition 3.2.8 pour s = Card(A), puis utiliserons le
fait que, sous ces hypothe`ses de croissance, la fonction de covariance est domine´e par „ d’apre`s
[138].
De´monstration. (du the´ore`me 3.2.7) Nous allons suivre la de´monstration de [108] dans le cas
stationnaire. Soit x œ R et posons uAn = un = x/an + bn. On a le re´sultat suivant
|P(MAn Æ un)≠ P( 0 Æ x)| Æ |P(MAn Æ un)≠  (un)Card(An)|+ | (un)Card(An) ≠ P( 0 Æ x)|,
avec   la fonction de re´partition d’une gaussienne standard. Ainsi, il su t de montrer que
|P(MAn Æ un)≠ (un)Card(An)|æ 0 lorsque næŒ puisque l’on sait de´ja`, d’apre`s le cas gaussien
3.4, que le deuxie`me terme tend vers ze´ro lorsque n æ Œ. L’utilisation de la proposition 3.2.8
(cf. [108] page 84) entraine
|P(MAn Æ un)≠  (un)Card(An)| Æ KCard(An)
ÿ
iœAn
--„(d(e, i))-- exp3≠ u2An
1 +
--„(d(e, i))--
4
.
On pose ” = supiœAn ; d(e,i)>0 „
!
d(e, i)
"
et l’on choisit ÷ tel que 0 < ÷ < 1≠”Dq(1+”) , ou` D est
l’exposant apparaissant dans la condition de croissance de volume et q l’exposant de Card(An) =
nq. Nous utiliserons les asymptotiques suivantes dans la de´monstration (cf. [108] page 84)
un ≥
næŒ

log Card(An), et e≠u
2
n/2 ≥
næŒ Kun/Card(An),
avec K > 0.
Se´parons la somme en deux parties, suivant que d(e, i) Æ n÷ ou non. D’une part
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 1 = KCard(An)
ÿ
iœAn;d(e,i)Æn÷
--„(d(e, i))-- exp3≠ u2n
1 +
--„(d(e, i))--
4
Æ KCard(An) exp
3
≠ u
2
n
1 + ”
4 ÿ
iœAn,d(e,i)ÆCard(An)÷
1
Æ KCard(An)1+D÷
3
e≠u
2
n/2
42/1+”
.
Notons que la dernie`re majoration obtenue est e´quivalente a` la quantite´ suivante, lorsque næŒ,
KCard(An)1+D÷Card(An)≠2/1+”(log Card(An))1/1+”
et celle-ci tend vers ze´ro lorsque næŒ d’apre`s le choix de ÷. Pour cette majoration, nous avons
uniquement utilise´ la proprie´te´ de croissance de volume pour controˆler
q
iœA,d(e,i)ÆCard(A)÷ 1 par
Card(An)1+D÷, ainsi que les asymptotiques de un de´crits plus haut.
Pour la seconde partie de la somme, nous utiliserons le fait que „ est de´croissante pour næŒ,
Card(An) = nq, et les asymptotiques de un.
 2 = K Card(An)
ÿ
iœAn ; d(e,i)ØCard(An)÷
--„(d(e, i))-- exp3≠ u2n
1 +
--„(d(e, i))--
4
Æ KCard(An)|„(n÷)|
ÿ
iœAn,d(e,i)ØCard(An)÷
e≠u
2
n exp
3
u2n|„(d(e, i))|
1 + |„(d(e, i))|
4
Æ KCard(An)2|„(Card(An)÷)|e≠u2neu2n|„(Card(An)÷)|.
Notons que la dernie`re majoration obtenue est e´quivalente a` la quantite´ suivante, lorsque næŒ,
K
--„!Card(An)÷"--u2neu2n|„(Card(An)÷)|
cette quantite´ tend vers ze´ro lorsque næŒ puisque
„(Card(An)÷)u2n ≥næŒ K„(Card(An)
÷) log(Card(An)÷) = „(nq÷) log(nq÷).
Remarque. Pour une condition de croissance de volume du type CnD Æ V (n) Æ Cen avec
„(n) = o(1/n) il su rait de partager la somme selon logn÷ with 0 < ÷ < 1≠”1+” .
Voici une liste de groupe S satisfaisant les hypothe`ses du the´ore`me 3.2.7 (cf. [138]).
1. Si S = Zd, d Ø 3 alors V (n) ≥ CnD pour D = d Ø 3 et
Cov(Xi, Xj) Æ C
d(i, j)D≠2 , i, j œ S
donc „(n) = C/nD≠2 = o(1/ logn) lorsque næŒ.
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2. Si S = Heis =
Y][
Qa1 a c0 1 b
0 0 1
Rb-----a, b, c œ R
Z^
\ le groupe d’Heiseinberg, nous avons les meˆmes
re´sultats que dans l’item pre´ce´dent avec D = 4.
3. Si S de´signe le groupe des matrices triangulaires supe´rieures ayant des 1 sur la diagonale
et ai,j œ Z pour i < j (aij = 0 if i > j) au dessus. Pour ce groupe V (n) ≥ nD avec D
su sament grand.
4. Si S = F2 le groupe libre a` deux e´le´ments, alors V (n) ≥ 2n et l’on peut montrer que
CnD Æ V (n) Æ Cen avec D > 3 afin d’utiliser un re´sultat de Salo -Coste ([138] ) et
obtenir
Cov(Xi, Xj) Æ C
d(i, j)D≠2 , i, j œ S
qui fournit „(n) = C/nD≠2 = o(1/n) puisque D > 3.
5. Dans un cadre plus abstrait, on pourrait e´galement conside´rer un groupe de Lie simple,
connexe et nilpotent ou bien un groupe nilpotent de type fini pour lequel on peut esti-
mer l’exposant de croissance de volume D. En e et, il se trouve qu’il existe une formule
explicite, mais complique´e, pour la condition de croissance de volume [138].
3.3 The´ore`me de Darling-Erdo¨s
Nous pre´sentons un dernier re´sultat provenant de la the´orie des extreˆmes. Celui-ci est inte´ressant
puisqu’il fait intervenir le maximum d’une somme partielles de variables i.i.d. au lieu du simple
maximum d’un e´chantillon. Nous e´nonc¸ons le the´ore`me de Darling-Erdo¨s [79] dans le cas gaus-
sien, bien que celui-ci soit valide pour des lois satisfaisants une condition d’inte´grabilite´ (cf.
[77, 23, 100]).
The´ore`me 3.3.1. Soient (Xi)iØ0 des variables gaussiennes standards inde´pendantes, de meˆmes
loi. On de´finit, pour tout k œ N, Sk = X1 + · · · + Xk et l’on pose Zi = SiÔi pour i = 1, . . . , n.
Z = (Z1, . . . , Zn) est un vecteur gaussien centre´ dans Rn, admettant la structure de covariance
suivante
Cov(Zi, Zj) =
min(i, j)Ô
ij
, i, j = 1 . . . , n
Alors, nous avons le re´sultat de convergence en loi
an(Mn ≠ bn)æ  0,
lorsque næŒ, avec Mn = maxi=1,...,n Zi, an =
Ô
2 log logn et bn = an + 1/2 log log logn≠log 2
Ô
ﬁ
an
.
Remarque. Nous obtiendrons une ine´galite´ de concentration exponentielle refle´tant ce re´sultat
de convergence dans le chapitre suivante.
En fait, ce re´sultat reste vrai si l’on remplace Sk par un mouvement brownien. C’est a` dire
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The´ore`me 3.3.2. Soit (Bt)tØ0 un mouvement brownien standard. Pour n > 1 on de´finit
Mn = sup
tœ[1,n]
BtÔ
t
Alors, lorsque næŒ
an(Mn ≠ bn)æ  0,
en loi, avec les meˆmes constantes de renormalisation que dans le the´ore`me pre´ce´dent.
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Chapitre 4
Approche hypercontractive,
renforcement des re´sultats de
Chatterjee
Cette partie concerne les principaux re´sultats obtenus au cours de cette the`se, via l’ap-
proche hypercontractive, concernant le phe´nome`ne de superconcentration. L’ine´galite´ de Ta-
lagrand est l’outil fre´quemment utilise´ en superconcentration comme nous l’avons vu dans le
chapitre deux. Nous l’utiliserons a` nouveau dans cette section pour traiter des variations du cas
gaussien inde´pendant. Ces re´sultats nous permettrons de comprendre jusqu’a` quel point l’on peut
perturber la matrice de covariance d’un vecteur gaussien standard et conserver de la supercon-
centration. Ensuite, nous pre´senterons un the´ore`me abstrait, correspondant a` une extension au
niveau exponentiel du the´ore`me 2.3.3 de Chatterjee sur la variance du maximum. Ce re´sultat fut
au coeur de notre article [157]. Nous illustrerons notre the´ore`me sur une se´rie d’exemples. Les
suites et processus gaussiens stationnaires seront tout particulie`rement e´tudie´s. Une illustration
statistique sera e´galement fournie, justifiant a` nouveau l’utilite´ des ine´galite´s de superconcentra-
tion. Enfin, nous conclurons ce chapitre en abordant la superconcentration pour des mesures non
gaussiennes.
4.1 Utilisation de l’ine´galite´ de Talagrand
Rappelons que l’ine´galite´ de Poincare´ entraine que Var(Mn) Æ 1, les ine´galite´s de supercon-
centration sont donc pertinentes si la borne obtenue est plus petite que 1.
4.1.1 Vecteur gaussien e´changeable
Que peut-on dire du maximum des coordonne´es d’un vecteur gaussien centre´ e´changeable
(Z1, . . . , Zn) ? Il s’agit d’un vecteur gaussien centre´ tel que E[ZiZj ] = ﬂ,’i ”= j = 1, . . . , n, avec
ﬂ œ]≠1, 1[ . Autrement dit, la matrice de covariance  ﬂ du vecteur (Z1, . . . , Zn) s’exprime comme
suit
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 ﬂ =
Qcccccca
1 ﬂ . . . . . . ﬂ
ﬂ 1 ﬂ . . . ﬂ
... . . . . . .
...
... . . . . . . ﬂ
ﬂ . . . . . . ﬂ 1
Rddddddb (4.1)
Nous supposerons e´galement que E[Z2i ] = 1 pour tout i = 1, . . . , n et, a` nouveau, le maximum
des Zi sera note´ par Mn = maxi=1,...,n Zi.
Proposition 4.1.1. Pour un tel vecteur gaussien, l’ine´galite´ suivante est satisfaite, pour n Ø 2,
|ﬂ| Æ Var(Mn(ﬂ)) Æ Clogn + |ﬂ|
De´monstration. La preuve repose sur le lemme de Berman’s (cf. [108]). Notons par Mn(ﬂ) le
maximum des Zi lorsque E[ZiZj ] = ﬂ,’i, j = 1, . . . , n. Avec ces notations, Mn(0) correspond au
maximum de gaussiennes standards inde´pendantes. Le lemme de Berman peut s’e´noncer comme
suit :
Lemme 4.1.2. (Berman)
Mn(ﬂ) = (1≠ ﬂ)1/2Mn(0) + ﬂ1/2X, (4.2)
en loi, avec X une gaussienne standard inde´pendante du reste.
On obtient donc Var(Mn(ﬂ) = (1≠ﬂ)Var(Mn(0))+|ﬂ|. Enfin, puisque Var(Mn(0)) Æ Clogn d’apre`s
le the´ore`me 1.3.6, la preuve est acheve´e.
Remarque. Le phe´nome`ne de superconcentration a donc lieu si |ﬂ| < 1 puisque la borne pre´ce´dente
ame´liore celle de Poincare´. C’est notamment le cas si ﬂ = ﬂn = o(1/ logn) lorsque næŒ, auquel
cas Mn(ﬂ) pre´sente le meˆme comportement que le cas gaussien inde´pendant.
4.1.2 Perturbation d’un vecteur gaussien standard
Que se passe-t-il si l’on adjoint a` un vecteur gaussien standard dans Rn≠k, k Ø 2 un vecteur
gaussien inde´pendant de Rk admettant des corre´lations ? Plus pre´cise´ment, soient Y un vecteur
gaussien de Rk, k Ø 2 de matrice de covariance  k et X un vecteur gaussien standard dans Rn≠k
inde´pendant de Y . Alors Z = (X,Y ) est un vecteur gaussien standard dans Rn. Que peut-t-on
dire de Var(maxi=1,...,n Zi) ?
Proposition 4.1.3. En conservant le cadre pre´ce´dent (rappelons que  i,i = 1 pour tout i =
1, . . . , n), nous avons l’ine´galite´ suivante de satisfaite, pour tout k Ø 2 et n > k + 1,
Var
!
max
i=1,...,n
Zi
2
Æ C
3
k
n≠ k +
1
log(n≠ k)
4
,
avec C > 0 une constante nume´rique.
De´monstration. Soit M = (Ai,j)1Æi,jÆk telle que M tM =  k, la matrice de covariance   de Z
est donc diagonale par bloc et s’exprime comme suit
  =
3
Idn≠k 0
0  k
4
(4.3)
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Par abus de notation, on de´signera e´galement parX = (X1, . . . ,Xn) un vecteur gaussien standard
de Rn et par M la matrice satisfaisant M tM =  . Il est bien connu que Z =MX en loi, ce qui
se retranscrit de manie`re e´quivalente par;
Zi = Xi, 1 Æ i Æ n≠ k
Zi =
qk
j=1Mi≠(n≠k),jXn≠k+j , n≠ k + 1 Æ i Æ n
(4.4)
Comme mentionne´ pre´ce´demment, l’ine´galite´ de Talagrand 1.3.6 satisfait des proprie´te´s de mo-
notonie. Il su t donc de majorer les normes Lp, p = 1, 2 des de´rive´es partielles de F (x) =
maxi=1,...,n xi pour de´montrer notre re´sultat.
Puisque F (Z) = maxi=1,...,n Zi =
qn≠k
i=1 Zi1Ai+
qn
i=n≠k+1 Zi1Ai avecAi = {Zi = maxj=1,...,n Zj}.
Pour i Æ n≠ k, d’apre`s (4.4), on trouve ˆiF = 1Ai . Ainsi,
ÎˆiFÎ1 = ÎˆiFÎ22 Æ
1
n≠ k ,
puisque
P(Ai) = P(Zi Ø Zj , ’j) Æ P(Zi Ø Zj ; j ”= i, 1 Æ j Æ n≠ k)
= P(Xi Ø Xj ; j ”= i, 1 Æ j Æ n≠ k).
Ceci permet d’obtenir la majoration de´sire´e, puisqueX = (X1, . . . ,Xn≠k) est un vecteur gaussien
standard de Rn≠k donc, par syme´trie,
P(Xi Ø Xj ; j ”= i, 1 Æ j Æ n≠ k) = 1
n≠ k .
Il reste donc a` majorer ˆiF (Z) =
qn
l=n≠k+1Ml≠(n≠k),i≠(n≠k)1Al pour n≠ k+ 1 Æ i Æ n. D’une
part, nous avons (apre`s changement d’indice)
ÎˆiFÎ1 Æ
kÿ
j=1
|Mj,i≠(n≠k)|P(Aj+(n≠k))
Æ min
3
1, k
n≠ k
4
.
En e et, pour n’importe quel m œ {1, . . . , k},qkl=1M2lm =  mm = 1. Donc, pour n’importe quel
m, l œ {1, . . . , k}, M2lm Æ 1 et |Mlm| Æ 1. De plus, (Al)l=1,...,n est une partition de Rn ainsi,qn
l=1 P(Al) = 1. Ceci entraine que
qm
l=1 P(Al) Æ 1 pour tout m Æ n.
D’autre part, en utilisant le meˆme type d’arguments que pour les deux majorations pre´ce´dentes,
ÎˆiFÎ22 =
kÿ
l=1
M2l,i≠(n≠k)P(Al+(n≠k)) Æ
3 kÿ
l=1
M2l,i≠(n≠k)
4
max
l=1,...,k
P(Al+(n≠k)) Æ 1n≠ k
Finalement,
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Var(Mn) Æ C
3 kÿ
i=1
ÎˆiFÎ22
1 + log(ÎˆiFÎ2/ÎˆiFÎ1) +
nÿ
i=k+1
ÎˆiFÎ22
1 + log(ÎˆiFÎ2/ÎˆiFÎ1)
4
Æ C
3
k
n≠ k +
1
log(n≠ k)
4
.
Remarque. Cette ine´galite´ montre jusqu’a` quel point on peut perturber un vecteur gaussien
standard et conserver de la superconcentration. En e et, notons que si k = kn = O(n) alors
Var(Mn) Æ C. Tandis que si kn = cn÷, avec 0 < ÷ < 1 alors
Var(Mn) Æ C
n1≠÷
+ Clogn Æ
C
logn.
4.1.3 Mode`le de covariance par blocs
Que se passe-t-il si l’on construit un vecteur gaussien dans Rn a` partir de vecteur gaussien
multidimensionel ? Plus pre´cise´ment, supposons que l’on puisse de´composer Rn = üdj=1Rnj .
On conside`re ensuite, pour 1 Æ j Æ d, d vecteurs gaussiens inde´pendants Z1, . . . , Zd tels
que, pour tout 1 Æ j Æ d, Zj soit un vecteur gaussien de Rnj de matrice de covariance
 j œMnj (R). On construit alors le vecteur gaussien Z = (Z1, . . . , Zn) de matrice de covariance
  = diag( n1 , . . . , nd). Autrement dit,   est diagonale par bloc :
  =
Qca n1 0 00 . . . 0
0 0  nd
Rdb (4.5)
Comme dans l’ensemble de ce manuscrit, sauf mention du contraire, les variables ale´atoires
gaussiennes sont supose´es centre´es et renormalise´es de sorte que leurs variances soient e´gales a` 1.
Autrement dit,  ii = 1 pour tout i œ {1, . . . , n}. Soit M telle que M tM =  , et par (M i)1ÆiÆn
les colonnes de la matrice M . Comme auparavant X de´signe un vecteur gaussien standard dans
Rn, on peut donc repre´senter (en loi) Z = (Z1, . . . , Zn) par Z =
!ÈM1, XÍ, . . . , ÈMn, XÍ", ou`
È·, ·Í de´signe le produit scalaire euclidien.
Proposition 4.1.4. Soit n Ø 2, sous le cadre pre´ce´dent, nous obtenons la majoration suivante
de la variance de Mn = maxi=1,...,n Zi, pour d Ø 1,
Var(Mn) Æ 1
d
dÿ
j=1
njÿ
i=1
1
1 + log
3
1Ô
dmin(1,nj/d)
4
De´monstration. Pour tout j = 1, . . . , d et tout i = 1, . . . , nj , nous avons ˆiF (Z) =
qnj
l=1Mli1Al ,
avec Al = {Xl = maxk=1,...,nXk}. Ainsi,
ÎˆiFÎ1 Æ
njÿ
l=1
|Ali|P(Al)
Æ min(1, nj/d)
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En e et, pour tout l, i = 1, . . . , n |Mli| Æ 1 et
qnj
l=1 P(Al) Æ 1 puisque (Al)l=1,...,n est une parti-
tion de Rn. Nous avons e´galement, pour tout l œ {1, . . . , n} P(Al) Æ 1/d, que l’on obtient, en ne
conservant qu’une coordonne´e des vecteurs inde´pendants, Zj de Rnj pour j = 1, . . . , d lors de la
majoration.
De plus, puisque
qnj
l=1 |Mli|2 =  ii = 1 pour tout j = 1, . . . , d et tout i = 1, . . . , n.
ÎˆiFÎ22 =
njÿ
l=1
|Mli|2P(Al) Æ 1/d
La conclusion s’ensuit via l’ine´galite´ de Talagrand 1.3.6.
Remarque. Remarquons que si d = n alors ni = 1 pour tout i = 1, . . . , n et Var(Mn) Æ C/ logn.
Tandis que si l’on conside`re des vecteurs gaussiens bi-dimensionnels, c’est a` dire d = n/2 et
ni = 2 pour tout i = 1, . . . , n la proposition pre´ce´dente entraine que
Var(Mn) Æ C/ logn.
Cependant, si d = 2 et ni = n/2 pour i = 1, 2, la borne obtenue par la proposition 4.1.4
n’est pas pertinente. Finalement, pour ce type de vecteurs gaussiens, nous conservons de la
superconcentration si ni est petit compare´ a` d.
4.1.4 Approximation re´gulie`re de la fonction maximum et comparaison
de variance
Cette section rassemble quelques re´sultats d’approximation pour la fonction maximum et per-
met d’e´tendre les re´sultats obtenus sur la variance du maximum a` d’autres fonctionnelles comme
l’e´nergie libre pour une certaine e´chelle de tempe´rature.
Remarquons que pour tout n Ø 1 et tout — > 0 fixe´s nous avons
ÎF— ≠ max
i=1,...n
xiÎŒ Æ logn
—
,
avec F—(x) = 1— log
!qn
i=1 e
—xi
"
l’e´nergie libre. Ceci fournit le lemme de comparaison suivant :
Lemme 4.1.5. Pour tout n Ø 1 et — > 0, nous avons
Var(Fn,—) Æ 3Var(Mn) + 6(logn)
2
—2
avec Fn,— = F—(X1, . . . ,Xn) et Mn = maxi=1,...,nXi.
De´monstration. En e et, en utilisant l’ine´galite´ de Cauchy-Schwarz, nous avons
Var(Fn,—) Æ 3
3
Var(Mn) + E[(Fn,— ≠Mn)2] +
!
E[Fn,— ≠Mn]
"24
.
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Remarque. Il est facile de voir que l’on peut obtenir les meˆmes ine´galite´s en e´changeant le roˆle de
Fn,— et deMn. Alors, si l’on obtient des bornes sur la variance de l’e´nergie libre ou du maximum,
cela entraine que, mis a` part une erreur de (logn)2/—2, la meˆme borne est valable pour l’autre
fonctionnelle.
Les estime´es suivantes pourraient e´galement eˆtre utiles,
Lemme 4.1.6. Soit X un vecteur gaussien standard dans Rn, n Ø 1. Alors, pour tout p Ø 1, les
ine´galite´s suivantes sont satisfaites
1. Var
!ÎXÎp" Æ 3Var(maxi=1,...,n |Xi|) + 6!e 1p logn ≠ 1"2 logn.
2. Var
!
maxi=1,...,n |Xi|
" Æ 3Var(ÎXÎp) + 6!e 1p logn ≠ 1"2 logn.
De´monstration. Notons que,
--ÎxÎp ≠ max
i=1,...,n
|xi|
-- Æ 3e 1p logn ≠ 14 max
i=1,...,n
|xi|, ’x œ Rn.
La conclusion s’ensuit aise´ment (a` l’aide de l’ine´galite´ de Cauchy-Schwarz) puisque, par des
estime´es gaussiennes classiques (cf. annexe [48]), nous avons E
#
(maxi=1,...,n |Xi|)2
$ Æ 2 logn.
Remarque. Ce genre d’estime´es permet d’e´tendre les travaux de Paouris et al. sur le the´ore`me
de Dvoretzky ale´atoire [131]. En e et, lorsque X est un vecteur gaussien standard dans Rn, ces
auteurs ont prouve´ que, pour p > (logn)2, n Ø 2,
Var
!ÎXÎp" Æ Clogn.
Puisque nous savons de´ja que Var(maxi=1,...,n |Xi|) Æ Clogn , en utilisant le lemme pre´ce´dent,
nous obtenons une ine´galite´ similaire a` celle de Paouris et al.. Il est e´galement possible d’e´tendre
leurs travaux en ajoutant des corre´lations. Au lieu de choisir un vecteur gaussien standard de
Rn, on conside`re X un vecteur gaussien de matrice de covariance   satisfaisant les meˆmes types
d’hypothe`ses que celles requises pour appliquer le the´ore`me de Chatterjee 2.3.3, pour la variance,
ou bien celui de Tanguy dans [157] au niveau exponentiel.
En revanche, il semblerait que ces bornes soient trop grossie`res pour eˆtre d’une quelconque
pertinence pour la variance de l’e´nergie libre a` basse tempe´rature (— grand).
4.2 Ine´galite´s de superconcentration
Le but de cette section est de quantifier les re´sultats asymptotiques, e´nonce´s dans le cha-
pitre pre´ce´dent, en ine´galite´ de concentration refle´tant pleinement les fluctuations du maximum
(respectivement le supremum). De telles bornes sur les variances avec le bon ordre de grandeur
ont d’abord e´te´ obtenus par Chatterjee dans [48] (section 9.6) dans le cadre du phe´nome`ne de
superconcentration. Les re´sultats pre´sente´s ici renforcent les bornes sur la variance de Chatterjee
en ine´galite´ de concentration exponentielle. Il s’agit d’une partie majeure des travaux obtenus
durant cette the`se. Un exemple d’application est le the´ore`me suivant.
The´ore`me 4.2.1. Soit (Xi)iØ0 une suite gaussienne centre´e stationnaire de fonction de cova-
riance „. Supposons que „ est de´croissante et satisfait „(1) < 1. Alors, il existe – = –(„) œ (0, 1)
et c = c(„,–) > 0 tel que pour tout n Ø 2,
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P (|Mn ≠ E[Mn]| > t) Æ 6e≠ct/
Ô
max(„(n–),1/ logn), t Ø 0. (4.6)
Remarque. Sous les hypothe`ses du the´ore`me 3.2.1, max („(n–), 1/ logn) = 1/ logn pour n assez
grand, ce qui correspond exactement au taux de fluctuaction. Remarquons e´galement qu’en
inte´grant (4.6), on retrouve les bornes sur la variance de [48]. En particulier, dans le cadre du
the´ore`me 3.2.1, la variance est d’ordre 1logn ce qui est optimal (cf. corollaire 1.9 dans [69]). Une
dernie`re observation est que, sous les hypothe`ses du the´ore`me 3.2.1, „(n) æ 0 lorsque n æ Œ.
Ceci implique que supnØ1 |„(n)| < 1 (cf. [108] p.86), dans ce cas particulier l’hypothe`se „(1) < 1
peut-eˆtre enleve´e.
Il est important de comparer le the´ore`me 4.2.1 avec la concentration gaussienne classique (cf.
[112]) qui produit, typiquement,
P (|Mn ≠ E [Mn] | Ø t) Æ 2e≠t2/2, t Ø 0. (4.7)
Bien que la de´croissance soit gaussienne, de telles bornes ne refle`tent pas les fluctuations des
extreˆmesMn du the´ore`me 4.2.1. De plus, par rapport a` cette borne gaussienne, le the´ore`me 4.2.1
fournit le bon ordre de grandeur pour les de´viations a` droite de la moyenne Mn sous la forme
d’une ine´galite´ de superconcentration en accord avec les re´sultats de fluctuations et la loi de
Gumbel limite (puisque P( 0 > t) ≥ e≠t lorsque t æ +Œ). Pour les queues de de´viation a`
gauche, il faudra utiliser une me´thode de transport pour atteindre le bon comportement puisque
P( 0 Æ ≠t) ≥ e≠e≠t lorsque tæ ≠Œ. Soulignons e´galement le fait que le the´ore`me 4.2.1 couvre
le cas classique de gaussiennes standards, lorsque toutes les variables Xi sont inde´pendantes,
en choisisant „ = 0 et fournissant l’ine´galite´ de concentration suivante qui sera utile pour une
application en statistique,
P (|Mn ≠ E [Mn]| Ø t) Æ 6e≠ct
Ô
logn, t Ø 0. (4.8)
Remarquons e´galement que le the´ore`me 4.2.1 exprime une proprie´te´ de concentration du
maximum autour de sa moyenne tandis que, dans le re´gime de convergence des extreˆmes du
the´ore`me 3.4, les termes de recentrage sont produits par des valeurs explicites bn. En fait, a` des
constantes nume´riques pre`s, les meˆmes ine´galite´s sont satisfaites avec bn au lieu de la moyenne.
A cet e et, il su t de prouver que supn E [|an(Mn ≠ bn)|] < Œ. On pose Zn = an(Mn ≠ bn).
Soit M Õn une copie inde´pendante de Mn et posons similairement Z Õn = an(M Õn ≠ bn). Or, en
inte´grant (4.8), supn E [an|Mn ≠ E[Mn]|] < Œ. Ainsi, supn E [|Zn ≠ Z Õn|] < Œ ce qui entraine
facilement que supn E [|Zn|] < Œ. Ces remarques e´tant faites (elles sont valables pour chaques
ine´galite´s de superconcentration obtenues au cours de cette the`se), nous allons e´noncer le re´sultat
de superconcentration abstrait que nous appliquerons ensuite a` des exemples provenant de la
the´orie des extreˆmes.
4.2.1 Version exponentielle du The´ore`me de Chatterjee
La de´monstration du prochain the´ore`me est base´e sur l’approche hypercontractive de Chat-
terjee pour obtenir des bornes sur la variance. La taˆche principale de la preuve sera d’adapter
ses arguments pour atteindre des ine´galite´s de concentration exponentielle refle´tant le re´gime
correct de fluctuation. Ceci sera obtenu par des bornes sur la variance, similaires a` celle de [48],
au niveau des transforme´es de Laplace.
Pour tout n Ø 1, de´signons par X = (X1, . . . ,Xn) un vecteur gaussien centre´, avec le maxi-
mum de ses coordonne´es Mn = maxi=1,...,nXi. Posons I = argmaxi=1,...,nXi.
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La partie technique principale de ce travail est fournie par l’extension suivante de l’approche
de Chatterjee [48] adapte´e aux bornes de concentration exponentielle. La base de l’argument
employe´ est l’hypercontractivite´ du semi groupe d’Ornstein-Uhlenbeck combine´ avec la version
exponentielle de l’ine´galite´ de Poincare´ (cf. [17, 16, 48]).
The´ore`me 4.2.2. Soit X = (X1, . . . ,Xn) un vecteur gaussien centre´ de matrice de covariance
 . Supposons que pour un r0 Ø 0, il existe un recouvrement non trivial C(r0) de {1, . . . , n}
satisfaisant les conditions suivantes :
— pour tout i, j œ {1, . . . , n} tels que  ij Ø r0, il existe D œ C(r0) tel que i, j œ D ;
— il existe C Ø 1 tel que, p.s., qDœC(r0) 1{IœD} Æ C.
Soit ﬂ(r0) = maxDœC(r0) P(I œ D).
Alors, pour tout ◊ œ R,
Var
1
e◊Mn/2
2
Æ C ◊
2
4
1
r0 +
1
log (1/ﬂ(r0))
2
E
#
e◊Mn
$
. (4.9)
En particulier,
P(|Mn ≠ E[Mn]| Ø t) Æ 6e≠ct/
Ô
Kr0 , t Ø 0,
avec Kr0 = max
!
r0,
1
log(1/ﬂ(r0))
"
et c > 0 une constante nume´rique.
Remarque. Par convergence monotone, nous pouvons obtenir le meˆme re´sultat pour le supremum
a` la place du maximum. Fournissant une version exponentielle du the´ore`me 2.3.6 de Chatterjee.
Ceci sera utile pour obtenir une application du the´ore`me 4.2.2 pour des champs gaussiens eucli-
diens.
De´monstration. Comme annonce´, le sche´ma de preuve suit [48]. Le point de de´part est la formule
de repre´sentation
Var(f) =
⁄ Œ
0
e≠tE [Òf · PtÒf ] dt (4.10)
pour la variance d’une fonction (re´gulie`re) f : Rn æ R le long du semi-groupe d’Ornstein-
Uhlenbeck (Pt)tØ0. Rappelons les ouvrages de re´fe´rence [17, 16] concernant le semi groupe
d’Ornstein-Uhlenbeck et des semi groupes de Markov plus ge´ne´raux, ainsi que des me´thodes
d’interpolations.
En suivant [48], e´tant donne´ un vecteur gaussien centre´ X de matrice de covariance   =
( ij)1Æi,jÆn, on applique (4.10) a` (une approximation re´gulie`re) de f = e◊Mn/2 ou` ◊ œ R, F (x) =
maxi=1,...,n(Mx)i et   =M tM . Cela entraine, que pour tout ◊ œ R,
Var
1
e◊Mn/2
2
= ◊
2
4
⁄ Œ
0
e≠t E
5 nÿ
i,j=1
 ij 1{XœAi}e◊Mn/21{XtœAj}e◊M
t
n/2
6
dt.
Ici {X œ Ai} = {I = i}, pour i = 1, . . . , n, et Xt = e≠tX +
Ô
1≠ e≠2t Y , ou` Y est une copie
inde´pendante de X, avec son maximum correspondant M tn. Rappelons brie`vement que le semi-
groupe (Qt)tØ0 d’Ornstein-Uhlenbeck ge´ne´ralise´ satisfait une proprie´te´ d’hypercontractivite´ avec
les meˆmes constantes que le semi-groupe d’Ornstein-Uhlenbeck standard (Pt)tØ0 :
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E [|Qtf(X)|q]1/q = ÎPtgÎq Æ ÎgÎp = E [|f(X)|p]1/p , (4.11)
ou` Î · Îr, pour tout r Ø 1, de´signe la norme Lr par rapport a` la mesure gaussienne standard sur
Rn.
De plus, pour tout t Ø 0, avec It = argmaxi=1,...,nXti ,
I = E
5 nÿ
i,j=1
 ij 1{XœAi}e◊Mn/21{XtœAj}e◊M
t
n/2
6
= E
5
e◊(Mn+M
t
n)/2
nÿ
i,j=1
 ij 1{I=i}1{It=j}
6
= E
5
e◊
!
Mn+Mtn
"
/2  IIt
6
=
ÿ
kØ0
E
5
e◊
!
Mn+Mtn
"
/2  IIt1{2≠k≠1Æ IItÆ2≠k}
6
.
Pour alle´ger les notations, on notera  IIt par   et on posera F t = Mn + M tn. Soit k0 =
min{k Ø 0 ; r0 Æ 2≠k≠1}. En coupant la somme pre´ce´dente en deux, on obtient
I Æ
k0ÿ
k=0
2≠k E
Ë
e◊F
t/21{ Ør0}
È
+
Œÿ
k=k0+1
2≠k E
Ë
e◊F
t/21{2≠k≠1Æ Æ2≠k}
È
Æ 2
ÿ
DœC(r0)
E
Ë
e◊F
t/21{I,ItœD}
È
+
ÿ
kØ0
r0 E
Ë
e◊F
t/21{2≠k≠1Æ Æ2≠k}
È
= 2
ÿ
DœC(r0)
E
Ë
e◊F
t/21{I,ItœD}
È
+ r0 E
Ë
e◊F
t/2
È
.
Puis, d’apre`s l’ine´galite´ de Cauchy-Schwarz et l’invariance rotationnelle gaussienne
E
Ë
e◊F
t/2
È
Æ E #e◊Mn$ .
D’autre part, d’apre`s l’ine´galite´ d’Ho¨lder avec 1p + 1q = 1,
E
Ë
e◊F
t/21{I,ItœD}
È
= E
Ë
e◊Mn/21{IœD} e◊M
t
n/21{ItœD}
È
Æ E
Ë
e◊pMn/21{IœD}
È1/p
E
Ë
e◊qM
t
n/21{ItœD}
È1/q
.
Ensuite, d’apre`s la proprie´te´ d’hypercontractivite´ (4.11),
E
Ë
e◊qM
t
n/21{ItœD}
È1/q
Æ E
Ë
e◊pMn/21{IœD}
È1/p
a` condition que e2t = q≠1p≠1 , c’est a` dire p = 1 + e≠t < 2. En conse´quence,
E
Ë
e◊F
t/21{I,ItœD}
È
Æ E
Ë
e◊pMn/21{IœD}
È2/p
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et une dernie`re utilisation de l’ine´galite´ d’Ho¨lder sur le terme de droite de l’ine´galite´ pre´ce´dente,
E
Ë
e◊F
t/21{I,ItœD}
È
Æ P(I œ D) 2≠pp E #e◊Mn1{IœD}$ .
En combinant ce qui pre´ce`de avec les hypothe`ses du the´ore`me, nous obtenons que
I Æ
1
r0 + Cﬂ(r0)
2≠p
p
2
E
#
e◊Mn
$
.
Finalement,
Var
1
e◊Mn/2
2
Æ C ◊
2
4
1
r0 +
⁄ Œ
0
e≠tﬂ(r0)tanh(t/2)dt
2
E
#
e◊Mn
$
.
L’ine´galite´ annonce´e (4.9) s’ensuit, puisque⁄ Œ
0
e≠t (ﬂ(r0))tanh(t/2) dt Æ 1log (1/ﬂ(r0)) .
Pour achever la de´monstration du the´ore`me 4.2.2 et obtenir des ine´galite´s de concentration
exponentielles, nous combinons (4.9) avec le lemme suivant (cf. [112] p.50).
Lemme 4.2.3. Soit Z une variable ale´atoire et K > 0. Supposons que pour tout |◊| Æ 2/ÔK,
Var
1
e◊Z/2
2
Æ K ◊
2
4 E
#
e◊Z
$
. (4.12)
Alors,
P (|Z ≠ E [Z] | > t) Æ 6e≠ct/
Ô
K ,
pour tout t Ø 0, avec c > 0 une constante nume´rique.
Remarque. Un tel re´sultat a` e´te´ utilise´ dans [21, 66, 65], pour des mode`les de percolations, afin
d’obtenir des ine´galite´s de concentration exponentielles pour le premier temps de passage.
4.2.2 Superconcentration et argument de Herbst
Au vu des arguments pre´ce´dents, il est naturel de se demander si la meˆme me´thodologie peut
s’appliquer, au niveau exponentiel, avec l’entropie au lieu de la variance. Pour, ensuite, utiliser
l’argument de Herbst. Plus pre´cise´ment, que se passe-t-il si on trouve une suite ‘n æ 0 lorsque
næŒ telle que
Ent(e⁄f ) Æ ‘n⁄2E[e⁄f ],
pour tout ⁄ œ I, ou` I µ R est un intervalle. Par exemple, si I = [0, C], C > 0, alors l’argument
de Herbst entraine que E[e⁄f ] Æ e‘n⁄2 , ⁄ œ I. Ainsi, l’ine´galite´ de Cherno  fournit
P(f ≠ E[f ] Ø t) Æ e≠⁄t+‘n⁄2 , ⁄ œ I
On optimise ensuite en ⁄ = t2‘n si t Æ 2C‘n. Le proble`me dans cette optimisation est que
‘n æ 0, donc la taille de l’intervalle [0, 2C‘n] sur lequel nous aurions une de´croissance gaussienne
refle´tant la taille de la variance tend vers 0. Finalement, pour n assez grand, on obtiendrait
une ine´galite´ de concentration comparable a` l’ine´galite´ 1.13. Ce qui n’apporte rien de pertinent
vis-a`-vis de la superconcentration de la mesure.
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4.2.3 Illustrations du the´ore`me 4.2.2
Nous pre´sentons di e´rentes applications du the´ore`me 4.2.2, nous signalerons e´galement lorsque
les nouvelles ine´galite´s de superconcentration fournissent des nouvelles bornes sur les variances.
Suite gaussienne stationnaire
Nous souhaitons de´montrer un re´sultat annonce´ plus toˆt, nous redonnons son e´nonce´ ci-
dessous.
The´ore`me 4.2.4. Soit (Xi)iØ0 une suite gaussienne centre´e stationnaire de fonction de cova-
riance „. Supposons que „ est de´croissante et satisfait „(1) < 1. Alors, il existe – = –(„) œ (0, 1)
et c = c(„,–) > 0 tel que pour tout n Ø 2,
P (|Mn ≠ E[Mn]| > t) Æ 6e≠ct/
Ô
max(„(n–),1/ logn), t Ø 0. (4.13)
De´monstration. Nous devons montrer que les hypothe`ses du the´ore`me 4.2.2 sont satisfaites.
Pour 0 < – < 1, on choisit r0 = „(Ân–Ê) et C(r0) = {D1, D2, . . .} ou` D1 = {1, . . . , 2Ân–Ê},
D2 = {Ân–Ê, . . . , 3Ân–Ê} et ainsi de suite, avec Â·Ê pour de´signer la partie entie`re d’un nombre
re´el.
Il est facilement visible qu’un tel recouvrement ve´rifie les hypothe`ses du the´ore`me 4.2.2.
En e et, soit i, j œ {1, . . . , n} tels que i < j. Par de´finition de la fonction de covariance,
Cov(Xi+1, Xj) = „(j ≠ i). Donc si „(j ≠ i) Ø r0 = „(Ân–Ê), puisque „ est de´croissante, nous
devons avoir j ≠ i Æ Ân–Ê. Par construction, chaque indice est contenu dans, au plus, trois en-
sembles D œ C(r0) di e´rents. Donc i appartient a` des ensembles Di1 , Di2 et Di3 avec i1 < i2 < i3
et j appartient a` Dj1 , Dj2 et Dj3 avec j1 < j2 < j3. Puisque j ≠ i Æ n– et que la longueur de
n’importe quel ensemble D dans C(r0) est 2Ân–Ê, il existe s œ {1, 2, 3} tel que Dis = Djs (faire
un dessin pour s’en convaincre) et l’on peut choisir D = Dis œ C(r0).
Il est clair que
q
DœC(r0) 1{IœD} Æ C, avec C une constante nume´rique (C = 3 par exemple).
Pour conclure la preuve, nous devons majorer maxDœC(r0) P(I œ D). Soit D œ C(r0), et pour
simplifier les notations, conside´rons D = {1, . . . , 2Ân–Ê} (la proprie´te´ importante est que D
contient 2Ân–Ê e´le´ments). Alors
P(I œ D) =
2Ân–Êÿ
i=1
P(I = i).
La concentration gaussienne standard entraine que (cf. [112] ou l’appendice de [48]), pour
tout i œ D,
P(I = i) = P(Xi =Mn)
Æ P(Xi Ø t) + P(Mn Æ t)
Æ 2e≠E[Mn]2/2.
La dernie`re e´tape de l’argumentation est d’obtenir une minoration de E [Mn]. Pour ce faire,
nous utilisons la minoration de Sudakov (cf. [4] ou [117]). Soient i, j œ D, i ”= j,
E
#
(Xi ≠Xj)2
$
= 2≠ 2„!|j ≠ i|" Ø 2!1≠ „(1)" = ”
puisque „
!|j≠ i|" Æ „(1). Par hypothe`ses sur „(1), ” > 0, donc d’apre`s la minoration de Sudakov
il existe c > 0 (inde´pendant de n) telle que E [Mn] Ø c”
Ô
logn. En conse´quence de ce qui pre´ce`de,
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P(I = i) Æ 2
n(c”)2/2
= 2
n‘
.
D’ou`
P(I œ D) Æ 4
n‘≠–
= 4
n÷
ou` – est telle que ÷ = ‘≠ – > 0, c’est a` dire – < (c”)2/2 < 1.
Les hypothe`ses du the´ore`me 4.2.2 sont donc satisfaites avec ﬂ(r0) Æ 4/n÷ concluant la de´monstration
du the´ore`me 4.2.4.
Remarque. Notons le fait suivant, la de´monstration pre´ce´dente reste valable (a` des modifica-
tions mineures pre`s) si l’on suppose que la fonction de covariance admet un comportement
di e´rent en l’infini. Ce qui permet d’obtenir les majorations suivantes, via le the´ore`me de Chat-
terjee, ou en inte´grant l’ine´galite´ de superconcentration obtenue via le the´ore`me 4.2.2, si jamais
„(n) = O(1/ logn) alors Var(Mn) Æ Clogn ce qui correspond au the´ore`me des extreˆmes 3.2.2.
Tandis que si „(n) log(n) æ Œ lorsque n æ Œ, comme dans le the´ore`me 3.2.2 (version faible),
alors Var(Mn) Æ C(logn)÷ , 0 < ÷ < 1.
Au niveau des ine´galite´s de superconcentration, le cas „(n) = O(1/ logn) est satisfaisant puisque :
P
3
N
!
]0, 1]
"
= 0 Ø t
4
Æ e≠t+2÷, t Ø 0. Tandis que lorsque „(n) ≥næŒ C(logn)÷ , 0 < ÷ < 1 la loi
limite est gaussienne et la de´croissance exponentielle ne convient pas. Nous verrons un peu plus
loin comment obtenir le bon comportement.
Processus gaussien stationnaire
L’e´nonce´ suivant est l’analogue du the´ore`me 4.2.4 pour les processus gaussiens stationnaires,
celui-ci quantifie correctement le the´ore`me de convergence 3.2.4. Nous pre´sentons cet e´nonce´ dans
un contexte plus abstrait, celui d’un champ gaussien stationnaire (Xt)tœRd tel que E
#
X2t
$
= 1,
t œ Rd, de fonction de covariance „. D’apre`s [48], tre`s peu de choses semblent connues concernant
les fluctuations du supremum d’un champ gaussien indexe´ par Rd lorsque la dimension d est plus
grande que deux. Toutefois, des re´sultats spe´cifiques ont e´te´ obtenu pour des champ gaussien
admettant des structures de corre´lations logarithmiques (cf. , par exemple, [2, 73, 122, 70] et [74]
pour un survol de ce sujet). Cependant, e´tendant de manie`re similaire les bornes sur la variance
de [48], nous obtenons une ine´galite´ de concentration pour le supremum, sur un sous ensemble
A de Rd, d’un champ gaussien. Le cas d = 1 correspond ainsi au the´ore`me 3.2.4.
The´ore`me 4.2.5. Soit (Xt)tœRd un champ gaussien stationnaire euclidien, de fonction de co-
variance „. Supposons que t ‘æ „(t) est de´croissante et que „(1) < 1. Si A est un sous ensemble
de Rd, de´signons par N(A) = N(A, 1) le nombre minimal de boule de rayon 1 ne´cessaires pour
recouvrir A. On pose M(A) = supsœAXs. Alors, il existe C = C(„, d) > 0 et c = c(„, d) > 0
de´pendant uniquement de „ et d telles que, pour tout A µ Rd satisfaisant N(A) > 1,
P (|MA ≠ E [MA] | Ø t) Æ 6e≠ct/
Ô
KN(A) , t Ø 0,
ou`
KN(A) = max
!
„
!
N(A)C
"
, 1/ logN(A)
"
.
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Remarque. Lorsque d = 1 et A = [0, T ] pour T > 0, N(A) = ÂTÊ2 + 1 et sous les hypothe`ses du
the´ore`me 4.2.4, KN(A) = 1/ log( ÂTÊ2 + 1) pour T su sament grand.
A nouveau, nous imitons la preuve de Chatterjee pour les bornes sur la variance de champs
gaussiens euclidiens (cf. the´ore`me 9.12 dans [48]). Pour tout ensemble bore´lien A µ Rd, on pose
m(A) = E [M(A)] = E [supsœAXs]. Sous les hypothe`ses du the´ore`me, il est prouve´ dans [48] que
pour tout A µ Rd tel que N(A) > 1,
c1(„, d)

logN(A) Æ m(A) Æ c2(„, d)

logN(A)
ou` c1 = c1(„, d) and c2 = c2(„, d) sont des constantes positives ne de´pendant que la fonction de
covariance „ et de la dimension d (et pas de l’ensemble A). On pose alors
s0 = N(A)
1
8 (c1/c2)
2
,
et supposons que N(A) est su sament grand de telle sorte que s0 > 2. Soit r0 = „(s0). Choisisons
un re´seau maximal de rayon s0 of A (i.e. un ensemble de points qui sont mutuellement se´pare´s
les uns des autres par une distance strictement plus grande que s0 et qui est maximal vis a` vis de
cette proprie´te´), et conside´rons C(r0) comme e´tant l’ensemble des boules de rayon 2s0 centre´es en
les points du re´seau. En fait, C(r0) est un recouvrement de A ve´rifiant les conditions du the´ore`me
4.2.2. Par construction, il est facilement visible que
q
DœC(r0) 1{IœD} Æ C pour C Ø 1 et
max
DœC(r0)
P(I œ D) Æ 1
N(A)C(„,d) .
La conclusion s’ensuit en appliquant le the´ore`me 4.2.2 avec ﬂ(r0) Æ 1/N(A)C(„,d).
Autres mode`les gaussiens
Dans l’ouvrage [48], Chatterjee exhibe di e´rents mode`les gaussiens pour illustrer le phe´nome`ne
de superconcentration. Pour chacun d’entre eux, il parvient a` atteindre une meilleure borne sur
la variance que celle fournie par la concentration de gaussiennes standards. Pour certains de ces
exemples, nous avons obtenus une version exponentielle des re´sultats de Chatterjee. Tout d’abord
au niveau de la proposition 2.3.4 et de la proposition 4.1.1.
Proposition 4.2.6. Pour tout n Ø 2, soit X = (X1, . . . ,Xn) un vecteur gaussien centre´ tel que
E [Xi]2 = 1 et E [XiXj ] Æ ‘ pour tout i ”= j = 1, . . . , n et ‘ œ]0, 1[. Alors
P(|Mn ≠ E[Mn]| Ø t) Æ 6e≠ct/
Ô
Kn , t Ø 0,
ou` Kn = max(‘, 1/ logn) et c > 0 est une constante nume´rique.
De´monstration. soit r0 > ‘ et posons C(r0) = {{1}, . . . , {N}}. Il est facile de voir que le re-
couvrement C(r0) satisfait les hypothe`ses du the´ore`me 4.2.2. De plus,
q
DœC(r0) 1{IœD} = 1 et
maxDœC(r0) P(I œ D) Æ 1/n÷ pour ÷ > 0. La conclusion s’ensuit.
Comme autre illustration, on peut conside´rer le champ gaussien sur {≠1, 1}n, n Ø 1, de´finit
de la fac¸on suivante. Soient X1, . . . ,Xn des variables gaussiennes standards i.i.d., et de´finissons
f : {≠1, 1}n æ R par
f(‡) =
nÿ
i=1
Xi‡i.
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Corollaire 4.2.7. Il existe S µ {≠1, 1}n, tel que, pour tout ‡ ”= ‡Õ œ S, |‡ · ‡Õ| Æ Cn2/3 et
P
3---max
‡œS
f(‡)≠ E#max
‡œS
f(‡)
$--- Ø t4 Æ 6e≠ct/n1/3 , t Ø 0.
De´monstration. Chatterjee a de´montre´ dans [48] l’existence d’un ensemble S µ {≠1, 1}n tel
que Card(S) = Â2n1/3Ê sur lequel |‡ · ‡Õ| Æ Cn2/3 avec C > 0 independant de n. Puisque,
Cov
!
f(‡), f(‡)
"
= ‡ · ‡Õ, il su t d’appliquer la proposition 4.2.6 a` f|S (renormalise´e par n1/2)
et ‘ = Cn≠1/3 en observant que Kn = 1/n1/3. Nous obtenons donc
P
3---max
‡œS
f(‡)≠ E#max
‡œS
f(‡)
$--- Ø uÔn4 Æ 6e≠cun1/6 , t Ø 0.
Il su t alors de poser t = uÔn pour conclure.
The´ore`me de Darling-Erdo¨s
Nous proposons une ine´galite´ de concentration qui refle`te le re´sultat de convergence du
the´ore`me 3.3.1 de Darling-Erdo¨s. De plus, une fois inte´gre´e, cette ine´galite´ de concentration
implique que Var(Mn) Æ Clog logn . Nous rappelons, ci-dessous l’e´nonce´ du the´ore`me 3.3.1.
The´ore`me 4.2.8. Soient (Xi)iØ1 des variables gaussiennes standards inde´pendantes et de meˆme
loi. On de´finit, pour tout k œ N, Sk = X1 + · · · + Xk et l’on pose Zi = SiÔi pour i = 1, . . . , n.
Z = (Z1, . . . , Zn) est un vecteur gaussien centre´ dans Rn, admettant la structure de covariance
suivante
Cov(Zi, Zj) =
min(i, j)Ô
ij
, i, j = 1, . . . , n
Alors, nous avons le re´sultat de convergence en loi
an(Mn ≠ bn)æ  0,
lorsque næŒ, avec Mn = maxi=1,...,n Zi, an =
Ô
2 log logn et bn = an + 1/2 log log logn≠log 2
Ô
ﬁ
an
.
The´ore`me 4.2.9. Avec les notations pre´ce´dentes, l’ine´galite´ suivante est satisfaite, pour tout
n > e,
P(|Mn ≠ E[Mn]| Ø t) Æ 6e≠ct
Ô
log logn, t Ø 0,
Remarque. Le meˆme re´sultat est satisfait si l’on remplace Mn = maxi=1,...,n Zi par Mn =
suptœ[1,n] BtÔt .
De´monstration. Le re´sultat est obtenu facilement de`s lors que l’on remarque le fait suivant :
(Z1, . . . , Zn) a la meˆme loi que (Xt1 , . . . ,Xtn) ou` ti = 12 log i pour i = 1, . . . , n avec (Xt)tØ0
de´signant le processus d’Ornstein-Uhlenbeck. Rappelons que celui-ci est un processus gaussien
stationnaire centre´ admettant pour fonction de covariance Cov(Xs, Xt) = e≠|t≠s| pour tout
s, t Ø 0.
En e et, pour tout i, j œ {1, . . . , n} nous avons
min(i, j)Ô
ij
= e≠| 12 log i≠ 12 log j|.
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C’est pourquoi Mn = maxi=1,...,nXti en loi. La conclusion est obtenue via le the´ore`me 4.2.5
applique´ au processus d’Ornstein-Uhlenbeck (Xt)tØ0.
En e et, le processus d’Ornstein-Uhlenbeck ve´rifie les hypothe`ses du the´ore`me, il su t ensuite
de choisir A = {t1, . . . , tn} pour conclure puisque N(A) = 12 logn et KN(A) = 12 logn.
Remarque. Comme nous l’avons mentionne´ pre´ce´demment, le the´ore`me de Darling-Erdo¨s est
valable pour des lois satisfaisants une condition d’inte´grabilite´ relativement faible (grossie`rement,
un moment d’ordre trois su t). Il serait donc inte´ressant de proposer une preuve de l’ine´galite´ de
concentration pre´ce´dente ne reposant pas sur des outils gaussiens, afin d’atteindre l’universalite´
du the´ore`me de Darling-Erdo¨s.
Champ libre gaussien discret sur un groupe
Nous avons de´ja` e´voque´ les champs libres gaussiens discrets dans le chapitre trois. Une des
proprie´te´s importantes de tels objets est que le comportement de la marche ale´atoire sous jacente
de´termine celui de la fonction de covariance. Par exemple sur Z2 la fonction de covariance est
logarithmique, tandis que pour Zd, d Ø 3 elle se comportera comme l’inverse d’une fonction puis-
sance (ceci correspondant bien aux di e´rents comportements de la marche ale´atoire syme´trique).
En fait, Zd, d Ø 1 est un groupe infini de type fini, d’apre`s [138], il est possible de conside´rer
des marches ale´atoires syme´triques sur un groupe S infini de type fini abstrait. Les travaux de
Salo -Coste attestent que des hypothe`ses sur la croissance de volume de boule permettent alors
de de´terminer le comportement de la fonction de Green associe´e a` la marche ale´atoire syme´trique.
Ceci entrainant donc, a fortiori, un controˆle de la fonction de covariance du champ libre gaussien
discret inde´xe´ par S. Dans le cas de Zd, d Ø 3 cela correspond a` l’estimation suivante, pre´sente
dans [60],
Cov(Xi, Xj) Æ CÎi≠ jÎd≠2Œ
,
avec (Xi)iœZd , d Ø 3 correspondant au champ libre gaussien discret indexe´ par Zd, C > 0
e´tant une constante nume´rique. Nous proposons ci-dessous une ine´galite´ de superconcentration
refle´tant le re´sultat de convergence du The´ore`me 3.2.7 (que nous rappelons ci-dessous), de´montre´
dans [60].
The´ore`me 4.2.10. Soient A un sous-ensemble de Zd satisfaisant Card(A) = nq, q Ø 1 et
(Xi)iœZd , d Ø 3 le champ libre gaussien discret indexe´ par Zd, d Ø 3. On pose
bn =
5
2 lognq ≠ log logn
q + log 4ﬁ
2
Ô
2 lognq
6
and an =

2 lognq.
Alors, nous avons la convergence en loi suivante
an
3
max
iœA
Xi ≠ bn
4
æ  0 næŒ
Nous ferons la de´monstration, de l’ine´galite´ de concentration, dans le cas ou` S = Zd, d Ø 3.
La preuve serait identique dans un cadre plus ge´ne´ral, les arguments essentiels de celle-ci sont
les suivants :
1. Nous avons besoin d’un controˆle sur la covariance par une fonction „ qui de´croit vers 0 a`
l’infini plus vite que n ‘æ 1/ logn. Dans le cas de Zd, d Ø 3 „(n) = Cnd≠2 . Par exemple, pour
un groupe satisfaisant des hypothe`ses de croissance polynomiale similaires a` Zd, d Ø 3,
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on aurait e´galement „(n) = Cnd≠2 avec C > 0, d > 2 des constantes nume´riques.
2. Nous avons aussi besoin de controˆler le nombres de points de Zd, d Ø 3 contenu dans une
boule de rayon s > 0. A nouveau, ceci est fournit par la croissance du volume de boule.
Dans le cas de Zd, toute boule de rayon s > 0 contient au maximum sd e´le´ments de Zd.
Ces observations e´tant faites, nous pouvons e´noncer notre ine´galite´ de superconcentration
pour le champ libre gaussien indexe´ par Zd, d Ø 3. Nous laissons aux lecteurs le soin d’apporter les
modifications e´videntes a` la preuve ainsi qu’a` l’e´nonce´ du the´ore`me lorsque l’on remplace Zd, d Ø
3 par un groupe S satisfaisant des hypothe`ses de croissance de volume de boules di e´rentes.
The´ore`me 4.2.11. Sous le cadre pre´ce´dent, l’ine´galite´ de concentration suivante est satisfaite
par le champ libre gaussien discret (Xi)iœZd indexe´ par Zd, d Ø 3. Pour tout sous-ensemble
A µ Zd, d Ø 3 tel que Card(A) = nq, q Ø 1 et tout n Ø 1,
P(|MA ≠ E[MA]| Ø t) Æ 6e≠ct
Ô
logn, t Ø 0, (4.14)
ou` MA = maxiœAXi, avec c > 0 une constante nume´rique ne de´pendant que de Zd.
Nous aurons besoin du lemme suivant pour la preuve. Notons qu’il s’agit d’une adaptation du
lemme 9.13 (page 101) de [48].
Lemme 4.2.12. Soit A µ Zd, d Ø 3. Alors il existe C1 > 0 (ne de´pendant que de la dimension
d) telle que
C1

log Card(A) Æ E[MA].
De´monstration. La de´monstration du lemme repose sur le principe de minoration de Sudakov.
Puisque l’on a l’estimation suivante de la covariance
Cov(Xi, Xj) Æ CÎi≠ jÎd≠2Œ
, i, j œ Zd
et que „(n) = Cnd≠2 æ 0 lorsque n æ Œ, il est possible de trouver s0 œ R tel „(s0) < 1. Fixons
un tel re´el s0 et conside´rons, tout d’abord, un re´seau (pour la me´trique d(·, ·) induite par Î · ÎŒ)
B de rayon 1 de l’ensemble A ainsi qu’un second re´seau D de rayon s0 de l’ensemble B. Pour
n’importe quel e´le´ment x œ D, la boule de rayon s0 centre´e en x contient au plus k e´le´ments de
B (ce nombre k e´tant un nombre fixe´, de´pendant uniquement de s0 et de la dimension d). Ceci
entraine l’ine´galite´ suivante
Card(D) Ø Card(B)
k
= N(A)
k
.
Enfin, remarquons que pour tout i ”= j œ D nous avons d(i, j) = Îi≠ jÎŒ Ø s0.
D’ou`,
E[(Xi ≠Xj)2] = 2
!
1≠ Cov(Xi, Xj)
" Ø 231≠ „!d(i, j)"4 Ø 2(1≠ „(s0)) > 0
Alors, d’apre`s la minoration de Sudakov, il existe une constante c1 > 0 telle que
E[MD] Ø c1

2 logCard(D).
En conclusion,
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E[MA] Ø E[MD] Ø c1

2 logCard(D) Ø C1(s0, d)

logN(A)
Ce qui conclu la preuve.
A pre´sent, nous pouvons de´montrer l’ine´galite´ de concentration. Nous expliquerons brie`vement
les modifications a` apporter a` la preuve lorsque la croissance du volume des boules n’est pas po-
lynomiale. Le sche´ma de preuve s’inspire d’une de´monstration de Chatterjee (cf. [48] page 101).
De´monstration. Soit C1 la constante fournie par le lemme pre´ce´dent. On pose
s0 := Card(A)
C21
8d /2 et r0 = „(s0)
ou` „ de´signe la fonction majorant la covariance. Soit B un re´seau maximal de rayon s0 (pour
le meˆme C1 que celui obtenu dans la de´monstration du lemme pre´ce´dent) de l’ensemble A. On,
de´finit alors C(r0) comme e´tant l’ensemble des boules de rayon 2s0 centre´es en les points du
re´seau B. Il est facile de voir, qu’un tel recouvrement satisfait les hypothe`ses du the´ore`me 4.2.2.
En e et, soient i, j œ A tels que Cov(Xi, Xj) Ø r0 = „(s0) . Alors, puisque Cov(Xi, Xj) Æ
„
!
d(i, j)
"
= „
!Îi≠ jÎŒ" et comme „ est de´croissante, nous devons avoir Îi≠ jÎŒ Æ s0. Notons
par xi et xj le centre des boules tel que i œ B(xi, s0) et j œ B(xj , s0). Puisque Îi ≠ jÎŒ Æ s0,
soit i et j sont dans la meˆme boule, ainsi xi = xj et D = B(xi, 2s0) œ C(r0). Ou bien, xi ”= xj
mais alors Îi ≠ jÎŒ Æ s0 entraine (faire un dessin) que l’on peut choisir D = B(xi, 2s0) ou
D = B(xj , 2s0) dans C(r0).
Il reste donc a` obtenir des bornes sur ·(r0) et ﬂ(r0) afin d’appliquer le the´ore`me 4.2.2.
Conside´rons donc D œ C(r0), puisque (Xi)iœZd est compose´ de variables gaussiennes et que
D contient au plus (2s0)d e´le´ments, nous avons l’estimation suivante
E[MD] = E
#
max
iœD
Xi
$ Æ2 logCard(D) ÆÒ2 log(2s0)d = C12 log Card(A), (4.15)
par de´finition de s0.
De plus, d’apre`s le lemme 4.2.12, nous avons E[MA] = E
#
maxiœAXi
$ Ø C1log Card(A).
Pour alle´ger les notations, nous noterons parm(H), pour toutH µ Zd, la quantite´ E#maxiœH Xi$.
En utilisant des ine´galite´s de concentration standards, nous de´duisons de ce qui pre´ce`de les
ine´galite´s suivantes
P(I œ D) Æ P
3
max
iœD
Xi Ø m(A) +m(D)2
4
+ P
3
max
iœA
Xi Æ m(A) +m(D)2
4
= P
3
max
iœD
Xi Ø m(D) + m(A)≠m(D)2
4
+ P
3
max
iœA
Xi Æ m(A)≠ m(A)≠m(D)2
4
Æ 2 exp
3
≠ C
2
1 log Card(A)
32
4
,
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puisque m(A) ≠m(D) Ø C12

log Card(A). La borne ci-dessus ne de´pendant pas de D, permet
de majorer ﬂ(r0), c’est a` dire
ﬂ(r0) Æ 2Card(A)C21/32 .
Il reste a` majorer ·(r0) =
q
DœC(r0) 1IœD.
Soit i œ A, le centre de la boule D œ C(r0) contenant i est e´galement un point de B(i, 2s0).
Puisque les centres des boules composant l’ensemble C(r0) sont mutuellement se´pare´s par une dis-
tance supe´rieure a` s0, le nombre d’e´le´ments D œ C(r0) contenant i est borne´ par N
!
B(u, 2s0), s0
"
(faire un dessin), lequel, par changement d’e´chelle, vaut N
!
B(0, 2), 1
"
. En conclusion ·(r0) Æ c,
avec c une constante qui ne de´pend que de Zd.
En combinant les bornes pre´ce´dentes, le the´ore`me 4.2.2 entraine que
P(|MA ≠ E[MA]| Ø t) Æ 6e≠ct
Ô
log Card(A), t Ø 0,
puisque max
1
r0, 1/

log Card(A)
2
= 1/ log Card(A).
Remarque. Lorsque les conditions de croissance de volume de boule ne sont pas polynomiale,
il su t de choisir s0 de telle sorte que l’e´quation 4.15 soit satisfaite. Comme nous avons pu le
voir dans le chapitre deux, le cas de la dimension d = 2 a e´te´ l’objet d’une longue e´tude et
les me´thodes hypercontractives, pre´sente´es ci-dessus, ne semblent pas permettre de retrouver les
re´sultats optimaux obtenus dans [72, 44]. . . (principalement a` cause du comportement logarith-
mique de la fonction de covariance).
4.3 Lemme de Slepian et superconcentration
Un outil tre`s utile pour des variables gaussiennes est le lemme de comparaison de Slepian (cf.
[117]) que nous rappelons ci-dessous.
The´ore`me 4.3.1. (Slepian) Soient X et Y deux vecteurs gaussiens centre´s de Rn tels que
E [XiXj ] Æ E [Yi, Yj ] , ’i ”= j œ {1, . . . , n}
et
E
#
X2i
$
= E
#
Y 2i
$ ’i œ {1, . . . , n}
Alors, pour tout nombre ⁄i œ R, i Æ n
P (ﬁni=1 (Yi > ⁄i)) Æ P (ﬁni=1 (Xi > ⁄i)) .
Le but de cette section est d’obtenir un re´sultat analogue au lemme de Slepian pour obtenir de
la superconcentration en comparant les structures de covariance. Nous proposons, ci-dessous, un
outil de comparaison dans cet esprit. Soient X,Y, Z des vecteurs gaussiens centre´s de Rn, n Ø 1
de matrices de covariance respectives  X , Y , Z .
Proposition 4.3.2. Supposons que  Y Æ  X Æ  Z et que, pour un certain mn œ R et tout
t > 0, les ine´galite´s suivantes soient satisfaites
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1. P (maxi=1,...,n Yi ≠mn Æ ≠t) Æ –n(t)
2. P (maxi=1,...,n Zi ≠mn Ø t) Æ —n(t).
Alors, pour tout tØ 0 et tout n Ø 1,
P
3---- maxi=1,...,nXi ≠mn
---- Ø t4 Æ 2max (–n(t),—n(t)) = ◊n(t)
De plus, si l’on suppose que t ‘æ ◊n(t) et t ‘æ t◊n(t) sont inte´grables sur [0,+Œ[. Alors,----E 5 maxi=1,...,nXi
----≠mn---- Æ C
et
Var
3
max
i=1,...,n
Xi
4
Æ C
⁄ Œ
0
t◊n(t)dt.
De´monstration. Pour tout t œ R, le lemme de Slepian 4.3.1 nous assure que
1. P (maxi=1,...,nXi Æ ≠t) Æ P (maxi=1,...,n Yi Æ ≠t).
2. P (maxi=1,...,nXi Ø t) Æ P (maxi=1,...,n Zi Ø t).
Ce qui implique, pour tout t > 0, que P (|maxi=1,...,nXi ≠mn| Ø t) Æ 2◊n(t). Le re´sultat concer-
nant l’e´cart entre mn et E [maxi=1,...,nXi] est classique.
----E maxi=1,...,nXi ≠mn
---- Æ E 5---- maxi=1,...,nXi ≠mn
----6
=
⁄ Œ
0
P
3---- maxi=1,...,nXi ≠mn
---- > t4 dt
Æ
⁄ Œ
0
◊n(t)dt < +Œ
Quant a` la dernie`re a rmation de la proposition, elle de´coule de ce qui suit
P
3---- maxi=1,...,nXi ≠ E
5
max
i=1,...,n
Xi
6---- Ø t4 Æ P3---- maxi=1,...,nXi ≠mn
---- Ø t≠ C4
Æ 2◊n(t≠ C)
Fournissant donc, pour tout u > 0, les ine´galite´s suivantes
P
3---- maxi=1,...,nXi ≠ E
5
max
i=1,...,n
Xi
6---- Ø u4 Æ Cˆ◊n(u)
Pour conclure, il su t de remarquer que
Var( max
i=1,...,n
Xi) Æ E
#
( max
i=1,...,n
Xi ≠mn)2
$
= 2
⁄ Œ
0
uP
!|Mn ≠mn| Ø u"du
et de majorer l’inte´grande par ◊n(u).
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4.3.1 Champ libre gaussien discret avec condition de bord
Nous allons illustrer la proposition 4.3.2 sur un champ libre gaussien discret avec des condi-
tions de bords. Re´cemment, dans [60], Cipriani et al. ont obtenu un re´sultat de convergence en loi
du maximum du champ libre gaussien discret (Xi)iœVn sur Vn = [0, n≠ 1]
d avec des conditions
de bords, vers la loi de Gumbel  0. Nous e´nonc¸ons leur the´ore`me ci-dessous
The´ore`me 4.3.3. (Cipriani et al.) Soit Vn de´fini comme ci-dessus et (Xi)iœVn un champ libre
gaussien discret avec des conditions de bords nulles en dehors de Vn. Avec les meˆmes constantes
an et bn que celles du the´ore`me 3.4 nous avons la convergence en loi suivante
an
3
max
iœVn
Xi ≠ bn
4
æ  0, næŒ.
Ce re´sultat est de meˆme nature que celui concernant les suites gaussiennes stationnaires
et nous avons obtenu, via un argument de comparaison, une ine´galite´ de concentration non-
asymptotique refle´tant cette convergence.
The´ore`me 4.3.4. Pour tout t > 0, nous avons l’ine´galite´ suivante, n Ø 1,
P
3----maxiœVn Xi ≠ E
5
max
iœVn
Xi
6---- Ø t4 Æ Ce≠ctÔan ,
avec C, c > 0 des constantes nume´riques.
La de´monstration du the´ore`me 4.3.4 sera obtenue, via la proposition 4.3.2, apre`s comparaison
avec le champ libre gaussien discret sur Zd, d Ø 3 (sans conditions de bords) et le cas inde´pendant.
De´monstration. L’ine´galite´ de´coule de l’application de la proposition 4.3.2. En e et, on peut
choisir Y comme e´tant un vecteur gaussien standard dans Rn et Z le champ libre gaussien
discret sur Zd, d Ø 3 puisque, d’apre`s [60],
0 Æ Cov(Xi, Xj) Æ  Zij , ’i ”= j œ Vn
et l’on a de´ja` montre´, cf. (4.8) et (4.14) les ine´galite´s suivantes
1. P (maxi=1,...,n Yi ≠mn Æ ≠t) Æ 6e≠t
Ô
an
2. P (maxi=1,...,n Zi ≠mn Ø t) Æ 6e≠t
Ô
an
Les hypothe`ses de la proposition 4.3.2 sont donc satisfaites.
Remarque. Ce genre d’arguments de comparaison a de´ja` e´te´ utilise´ pour e´tudier des champ
gaussiens log-corre´le´s (le champ libre gaussien discret en dimension deux par exemple [44, 68, 72]).
La proce´dure est la meˆme :
1. Ils obtiennent une ine´galite´ de de´viation (a` gauche) pour la marche ale´atoire branchante
ainsi qu’une ine´galite´ de de´viation (a` droite) pour la marche ale´atoire branchante modifie´e
( π modified branching random walk ∫).
2. Ensuite, il montre que la structure de covariance du champ libre gaussien discret est com-
parable a` celle de la marche ale´atoire branchante et de la la marche ale´atoire branchante
modifie´e.
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Alors que les hypothe`ses de la proposition 4.3.2 imposent que les ine´galite´s de de´viation
satisfaites par Y et Z soient valables pour tout t > 0. Dans l’article [166] ils en obtiennent pour
0 < t < cn et utilisent la concentration gaussienne standard pour t > cn. Ne´anmoins, la pre´cision
de la premie`re ine´galite´, pour les petites valeurs de t, est su sante pour retrouver, une fois
inte´gre´e, le fait que la variance du maximum du champ libre gaussien discret sur Z2 est d’ordre
O(1).
4.3.2 Suite gaussienne stationnaire avec de´croissance lente
Notre ine´galite´ de comparaison va e´galement nous permettre d’obtenir une ine´galite´ de
de´viation (a` droite) pour des suites gaussiennes stationnaires (lorsque la fonction de covariance
de´croit plus lentement que n ‘æ 1/ logn a` l’infini). Cela va notamment permettre d’obtenir une
ine´galite´ pertinente, qu’on ne peut pas obtenir via des me´thodes hypercontractives, vis a` vis du
the´ore`me 3.2.3. Celui-ci assurant la convergence en loi suivante :
The´ore`me 4.3.5. (Mittal-Ylvisaker) Soit (Xi)iØ0 une suite gaussienne stationnaire avec, pour
fonction de covariance, „ telle que „(n) lognæŒ as næŒ et „(n)æ 0 monotonement. Alors
cn
3
Mn ≠
!
1≠ c≠2n
"1/2
bn
4
≠æ
næŒ X,
ou` X suit une loi gaussienne standard et cn =

„(n)≠1 et bn = (2 logn)1/2≠ 12 (2 logn)≠1/2(log logn+
log 4ﬁ).
Ine´galite´ de de´viation a` droite
Nous nous restreignons a` la version faible du the´ore`me de Mittal et Ylvisaker, les calculs
semblent trop di ciles dans le cas ge´ne´ral. Plus pre´cise´ment, en suivant l’exposition faite dans
[108] (page 138) nous conside´rons la suite convexe
!
„(n)
"
nØ0 avec „ : Næ R telle que „(0) = 1
et „(n) = C(logn)” pour n Ø n0 Ø 2 avec 0 < ” < 1 et C > 0. Remarquons que „(n) logn æ Œ
lorsque næŒ. D’apre`s [108], le crite`re de Polya entraine que !„(n)"
nØ0 est suite de covariance.
On de´signe alors par (Xi)iØ0 la suite gaussienne stationnaire admettant une telle fonction de
covariance et par Mn = maxi=1,...,nXi. Nous proposons l’ine´galite´ de de´viation suivante :
The´ore`me 4.3.6. Avec les notations pre´ce´dentes, l’ine´galite´ suivante est valable pour tout t œ
[0, c log(n)(1≠”)/2], n Ø N0,
P
3
cn
!
Mn ≠
!
1≠ c≠2n
"1/2
bn
" Ø t4 Æ Ce≠t2/2,
avec cn =

„(n)≠1, bn = (2 logn)1/2≠ 12 (2 logn)≠1/2(log logn+ log 4ﬁ) et C > 0 une constante
nume´rique.
De´monstration. Puisque „(n) lognæŒ est convexe, d’apre`s [108] (page 138) on peut e´galement
conside´rer une autre fonction de covariance de´finie comme suit
Â(k) =
; „(k)≠„(n)
1≠„(n) , 0 Æ k Æ n
0, k > n
Soit (Y Õi )i une suite gaussienne stationnaire admettant
!
Â(n)
"
nØ0 comme structure de covariance,
similairement nous posonsM Õn = maxi=1...,n Yi. L’e´galite´ en loi suivante est alors essentielle pour
la de´monstration du the´ore`me.
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Mn = (1≠ „(n))1/2M Õn + „(n)1/2X, (4.16)
avec X une variables ale´atoire gaussienne standard, inde´pendante de (Xi)iØ0 et (Yi)iØ0.
Soient t Ø 0 et n Ø N0 tel que 1 ≠ „(N0) Æ 1/4, l’ine´galite´ de Cherno  combine´e a` (4.16)
entraine le fait suivant
P
3
„(n)≠1/2
!
Mn ≠ (1≠ „(n))1/2bn
" Ø t4 Æ e≠⁄t+⁄2/2E[e⁄2 „(n)≠1/2[M Õn≠bn]], (4.17)
avec ⁄ Ø 0.
En inte´grant par partie
E[e⁄/2„(n)≠1/2[M Õn≠bn]] Æ 1 + ⁄2
⁄ Œ
0
e⁄rP(„(n)≠1/2[M Õn ≠ bn] Ø r)dr
De plus, pour tout k œ N, Â(k) Ø 0, alors l’ine´galite´ de comparaison (4.3.2) entraine que
P([M Õn ≠ bn] Ø r„(n)1/2) Æ P([Mn(0)≠ bn] Ø r„(n)1/2), r > 0
ou` Mn(0) de´signe le maximum de n gaussiennes standards inde´pendantes.
Puisque, d’apre`s 4.8, nous avons pour tout r > 0
P(|Mn(0)≠ bn| Ø r) Æ Ce≠cran ,
avec an =
Ô
2 logn (la constante de renormalisation du cas inde´pendant). Ceci implique
P([M Õn ≠ bn] Ø r„(n)1/2) Æ Ce≠cr(logn)
(1≠”)/2
,
avec C, c > 0 des constantes nume´riques. Finalement, pour ⁄ Æ c(logn)(1≠”)/2, ceci permet de
majorer la transforme´e de Laplace
E[e⁄2 „(n)≠1/2[M Õn≠bn]] Æ 1 + C⁄2(c(logn)(1≠”)/2 ≠ ⁄) .
En particulier, pour tout 0 Æ ⁄ Æ c(logn)(1≠”)/2/2
E[e⁄2 „(n)≠1/2[M Õn≠bn]+ ] Æ 1 + C2 = C1.
En d’autres termes, l’ine´galite´ initiale
P
3
„(n)≠1/2
!
Mn ≠ (1≠ „(n))1/2bn
" Ø t4 Æ e≠⁄t+⁄2/2E[e⁄/2„(n)≠1/2[M Õn≠bn]],
est majore´e, pour tout 0 Æ ⁄ Æ c(logn)(1≠”)/2/2. C’est a` dire
P
3
„(n)≠1/2
!
Mn ≠ (1≠ „(n))1/2bn
" Ø t4 Æ Ce≠⁄t+⁄2/2.
Optimisons alors en ⁄ = t, pour tout 0 Æ t Æ c(logn)(1≠”)/2/2, afin d’obtenir
116
P
3
cn
!
Mn ≠ (1≠ c≠2n )1/2bn
" Ø t4 Æ Ce≠t2/2.
Ce qui conclut la de´monstration et founit une ine´galite´ de de´viation non asymptotique, refle´tant
le the´ore`me 3.2.3
4.4 Superconcentration pour des lois non-gaussiennes
Cette section pre´sente l’utilisation de l’extension de l’ine´galite´ de Talagrand 1.3.8, vis a` vis
de la superconcentration, pour des mesures hypercontractives non-gaussiennes. Comme observe´
par Cordero-Erausquin et Ledoux dans [62], l’ine´galite´ de Talagrand 1.3.6 peut-eˆtre obtenue
dans un cadre plus abstrait de di usions markoviennes (cf. [16]). Les proprie´te´s essentielles de
ce cadre est de conside´rer un processus de Markov (Xt)tØ0 avec sa mesure invariante µ, ainsi
que son ge´ne´rateur infinite´simal L. Il est suppose´ que µ est une mesure de probabilite´ (sur un
espace mesurable (E,A)) hypercontractive et que l’e´nergie de Dirichlet Eµ, lie´e a` L, peut-eˆtre
de´compose´e suivant des directions  i le long desquelles une proprie´te´ de commutation avec le
semi groupe de (Xt)tØ0 est satisfaite. Plus pre´cise´ment, pour f : E æ R su sament re´gulie`re,
cela signifie
Eµ(f) =
⁄
E
f(≠Lf)dµ =
nÿ
i=1
⁄
E
 i(f)2dµ  i(Ptf) Æ eŸtPt( if) t Ø 0, Ÿ œ R (4.18)
Rappelons, que la mesure standard gaussienne “n satisfait ces hypothe`ses avec le semi groupe
d’Ornstein-Uhlenbeck et son ge´ne´rateur L =  ≠ x ·Ò avec  i = ˆi et Ÿ = ≠1. En e et, on peut
calculer E“n(f) =
s
Rn |Òf |2d“n, pour f dans le domaine D(L), et observer que E“n peut-eˆtre
de´compose´e comme suit :
E“n(f) =
nÿ
i=1
⁄
Rn
(ˆif)2d“n =
nÿ
i=1
⁄
Rn
 i(f)2d“n et  i(Ptf) = e≠tPt( if).
Sous les conditions (4.18), le re´sultat principal de [62] est le suivant
The´ore`me 4.4.1. Pour f : E æ R su samment re´gulie`re, n Ø 1,
Varµ(f) Æ C
nÿ
i=1
Î i(f)Î22
1 + log
3
Î i(f)Î2
Î i(f)Î1
4
Notons que ce the´ore`me correspond bien a` une extension de 1.3.6 puisqu’il peut eˆtre sim-
plement applique´ a` des mesures log-concaves dµ(x) = e≠V (x)dx ou` x ‘æ V (x) est un potentiel
strictement convexe (i.e. V ÕÕ Ø c > 0) et E = Rn. Pour ce type de mesure, on trouve la meˆme
e´nergie de Dirichlet que le cas gaussien Eµ(f) =
s
Rn |Òf |2dµ, pour f su samment re´gulie`re et
donc la meˆme de´composition suivant les directions  i. Pour cet exemple, la proprie´te´ de com-
mutation s’exprime de la manie`re suivante  i(Ptf) Æ e≠ctPt( if). Autrement dit, Ÿ = ≠c ou` c
correspond a` la constante minorant la hessienne du potentiel V .
Dans ce qui suit, nous proposons deux applications de cette extension (de l’ine´galite´ de
Talagrand) a` la the´orie des extreˆmes. Ceci s’inscrit dans le cadre de la superconcentration et
permet d’exhiber deux exemples non-gaussiens.
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4.4.1 Maximum des coordonne´es d’un vecteur de loi uniforme sur la
sphe`re
La mesure uniforme sur la sphe`re Sn≠1 µ Rn ve´rifie les hypothe`ses du the´ore`me 4.4.1. Notons
que cet exemple est une mesure non-produit. Conside´rons, pour tout i, j = 1, . . . , n Dij =
xiˆj ≠ xjˆi. il s’agit des directions  ij le long desquelles nous pouvons de´composer l’e´nergie de
Dirichlet associe´e a` la mesure uniforme sur la sphe`re. En e et,
E‡n≠1(f) =
⁄
Sn≠1
f(≠ f)d‡n≠1 = 12
nÿ
i,j=1
⁄
Sn≠1
(Dijf)2d‡n≠1.
Ces ope´rateurs Dij commutent avec le laplacien sphe´rique   = 12
qn
i,j=1D
2
ij (autrement dit
la proprie´te´ de commutation est ve´rifie´e avec Ÿ = 0). Enfin, la constante de Sobolev logarith-
mique est connue et vaut n≠ 1 (cf. [62, 16, 111, 17]).
Au niveau de la variance, cela fournit l’ine´galite´ suivante
The´ore`me 4.4.2. Pour toute fonction f : Sn≠1 æ R
Var‡n≠1(f) Æ
4e
n
nÿ
i,j=1
ÎDijfÎ22
1 + log(ÎDijfÎ2/ÎDijfÎ1) .
Remarque. L’ine´galite´ de Poincare´ pour la mesure uniforme sur la sphe`re Sn≠1, applique´e a` la
fonction f(x) = max xi=1,...,n =
qn
i=1 xi1xi=maxj=1,...,n xj entraine que
Var( max
i=1,...,n
Ui) Æ C
n
Le The´ore`me 3.2.5 sugge`re que Var(maxi=1,...,n Ui) Æ Cn logn , nous allons voir qu’une telle borne
peut-eˆtre obtenue via l’extension de l’ine´galite´ de Talagrand.
En fait, nous pouvons faire beaucoup mieux et obtenir une ine´galite´ de concentration expo-
nentielle refle´tant la taille de la variance du maximum. Pour cela, il su t de combiner le sche´ma
de preuve de [62] avec certains arguments du the´ore`me 4.2.2 de Tanguy.
The´ore`me 4.4.3. Soit n Ø 3, sous le cadre pre´ce´dent et en notant par Mn = maxi=1,...,n Ui ou`
U = (U1, . . . , Un) et L(U) = ‡n≠1 la mesure uniforme sur la sphe`re Sn≠1.
Var(e◊Mn/2) Æ e ◊
2
4n lognE[e
◊Mn ], ◊ œ R
En particulier, ceci entraine que P(|Mn ≠ E[Mn]| Ø t) Æ 6e≠ct
Ô
n logn t Ø 0 avec c > 0 une
constante nume´rique
De´monstration. La de´monstration de l’article [62] entraine la majoration suivante de la variance,
valable pour tout T > 12(n≠1) et toute fonction f su samment re´gulie`re,
Var‡n≠1(f) Æ
e
n
nÿ
i,j=1
⁄ T
0
⁄
Sn≠1
(PtDijf)2d‡n≠1dt.
118
Notons que si f(x) = emaxi=1,...,n xi◊/2, ◊ œ R, alors
Dij =
◊
2(xi1Aj ≠ xj1Ai)e
◊
2 maxi=1,...,n xi , ’i, j œ {1, . . . , n},
avec Ai = {xi = maxj=1,...,n xj}, i = 1, . . . , n. Nous obtenons donc
Var(e ◊2Mn) Æ 2e
n
◊2
4
nÿ
i,j=1
⁄ T
0
E
5
P 2t
!
Ui1Aje
◊
2Mn
"6
+ E
5
P 2t
!
Uj1Aie
◊
2Mn
"6
dt.
En outre, pour i, j œ {1, . . . , n} fixe´s, par hypercontractivite´ du semi-groupe, nous trouvons que
E
5
P 2t
!
Ui1Aje
◊
2Mn
"6 Æ E5!Upi 1Aje p◊2 Mn"62/p,
avec p = p(t) = 1 + e≠2(n≠1)t. Ensuite, l’ine´galie´ de Ho¨lder entraˆıne que
E
5!
Upi 1Aje
p◊
2 Mn
"62/p Æ E5!U2i 1Aje◊Mn"6‡n≠1(Aj)(2≠p)/p.
De plus, Ai = {Ui = maxj=1,...,n Uj} = { Xi|X| = maxj=1,...,n Xj|X|} avec Xi des gaussiennes
standards inde´pendantes et |X| la norme euclidienne du vecteur X = (X1, . . . ,Xn). Donc, par
syme´trie, ‡n≠1(Ai) = 1/n pour tout i = 1, . . . , n.
Finalement,
Var(e ◊2Mn) Æ e◊
2
2n
3⁄ T
0
3 1
n
4(2≠p)/p
dt
43 nÿ
i,j=1
E
5!
U2i 1Aje◊Mn
"6
+ E
5!
U2j 1Aie◊Mn
"64
.
Pour conclure, remarquons que d’une part
nÿ
i,j=1
E
5!
U2i 1Aje◊Mn
"6
=
nÿ
j=1
E
5
1Aje◊Mn
6
= E
#
e◊Mn
$
,
puisque
qn
i=1 U
2
i = 1 et que (Aj)j=1,...,n est une partition de Sn≠1. Tandis que d’autre part,
pour T = log
!
2(n≠1)
"
2(n≠1) (puisque n Ø 3, un tel T ve´rifie bien T Ø 12(n≠1) ), on trouve que
I =
⁄ T
0
3 1
n
4(2≠p)/p
dt
=
⁄ 2
1+e≠2(n≠1)T
3 1
n
4 2≠v
v dv
2(n≠ 1)(v ≠ 1)
en posant v = 1 + e≠2(n≠1)t. Observons alors que 12(n≠1)(v≠1) Æ 1 pour un tel choix de T , ainsi
nous obtenons que⁄ T
0
3 1
n
4(2≠p)/p
dt Æ
⁄ 2
1
3 1
n
4 2≠v
v
dv Æ
⁄ 1
0
e≠u logndu Æ 1logn
.
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Remarque. Notons que ce re´sultat fournit une ine´galite´ de concentration non-asymptotique
refle´tant le the´ore`me 3.2.5. En particulier, apre`s inte´gration, cette ine´galite´ entraine que
Var(Mn) Æ C
n logn
avec C > 0.
4.4.2 Lois log-concaves
Faisons quelques remarques vis a` vis de l’e cacite´ et de l’utilite´ de l’ine´galite´ 4.4.1 pour des
mesures log-concaves. Le cas gaussien et la fonction maximum fournissent des exemples optimaux
comme nous avons pu le voir plus toˆt dans ce chapitre. Cependant, cette me´thode ne fournit
pas le bon ordre de grandeur pour la me´diane. Similairement, le cas des lois log-concaves dont le
potentiel est plus convexe que celui de la mesure gaussienne n’est pas satisfaisant. En e et, pour
V (x) = |x|–/–, – > 2, l’ine´galite´ (4.4.1) entraine que la variance est plus petite que C/ logn.
Ne´anmoins, le re´sultat de convergence 3.1.6, sugge`re que la variance du maximum est encore
plus petite que cette quantite´. Nous verrons que notre approche de la superconcentration par la
the´orie du transport optimal permettra de re´gler ces proble`mes et d’obtenir les bons ordres de
grandeur.
Ajoutons cependant quelques remarques supple´mentaires pour certaines mesures log-concaves,
dont la de´rive´e seconde du potentiel ne peut eˆtre borne´e infe´rieurement, uniforme´ment, par une
constante strictement positive. Par exemple, la mesure Gamma, ve´rifie les hypothe`ses pour ap-
pliquer le the´ore`me 4.4.1. En e et, conside´rons la mesure Gamma sur R+, de parame`tres – > 0,
dµ–(x) = “≠1– x–≠1e≠xdx,
rappelons qu’il s’agit de la mesure invariante de l’ope´rateur de Laguerre L– de´fini par
L–f = xf ÕÕ + (–≠ x)f Õ
Comme pre´sente´ dans [16], on peut calculer l’e´nergie de Dirichlet Eµ– associe´e a` L– et obtenir
Eµ–(f) =
s
R+ xf
Õ2dµ–, pour f su samment re´gulie`re. En conside´rant la mesure produit µn–
dans Rn ceci entraine que E(f) =qni=1 xi(ˆif)2dµn–, il est e´galement connu (cf. [16]) que cette
mesure satisfait une ine´galite´ de Sobolev logarithmique (pour l’e´nergie de Dirichlet cite´e plus
toˆt), c’est-a`-dire, pour f su sament re´gulie`re,
Entµn–(f
2) Æ
nÿ
i=1
Eµ– [xi(ˆif)2],
ce qui est e´quivalent a` l’hypercontractivite´ du semi groupe associe´. Remarquons de plus que
l’e´nergie de Dirichlet se de´compose suivant les directions  i(f) =
Ô
xi(ˆif) et que celles-ci satis-
font une relation de commutation  i(Ptf) Æ e≠tPt( i(f)). D’ou`, d’apre`s le the´ore`me 4.4.1
Varµn–(f) Æ C
nÿ
i=1
Î i(f)Î22
1 + log
!Î i(f)Î2/ i(f)Î1" ,
avec  i(f) =
Ô
xiˆif et Î · Îp de´signent les normes Lp par rapport a` la ‹n– . En particulier, cette
ine´galite´ applique´e a` f(x) = maxi=1,...,n xi fournit la majoration suivante Varµn–(Mn) Æ C, avec
Mn = maxi=1,...,nXi et C > 0. En e et, par inde´pendance
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Î i(Mn)Î2 =
Ú
E[Mn]
n
, Î i(Mn)Î1 = E[Mn]
n
et par l’ine´galite´ de Jensen
Î i(Mn)Î2/Î i(Mn)Î1 Ø
Ô
n.
Ainsi,
Var(Mn) Æ CE[Mn]logn = O(1).
Ce qui est en ade´quation avec la the´orie des extreˆmes, puisqueMn≠bn, bn = lnn+(–≠1) ln lnn≠
ln (–) (ici   de´signe la fonction   de Euler), converge en loi vers la distribution de Gumbel  0.
En comparaison, la mesure Gamma satisfait aussi une ine´galite´ de Poincare´ par rapport a`
l’e´nergie de Dirichlet Eµ–(f) =
s
R+ xf
Õ2dµ–. Ce qui implique, par tensorisation, pour toute
fonction re´gulie`re
Varµn–(f) Æ C
nÿ
i=1
⁄
Rn+
xi(ˆif)2dµn–.
Et l’on constate que cette ine´galite´ est sous optimale pour la fonction maximum, justifiant
l’emploi des me´thodes hypercontractives de´crites ci-dessus. Toutefois, comme mentionne´ dans le
chapitre un, un re´sultat de Bobkov et al (cf. [16]) a rme que toute mesure log-concave sur Rn
satisfait une ine´galite´ de Poincare´ traditionnelle (par rapport a` l’e´nergie de Dirichlet Eµn–(f) =s
Rn+
|Òf |2dµn–). Autrement dit, pour toute fonction su samment re´gulie`re,
Varµn–(f) Æ C
nÿ
i=1
⁄
Rn+
[(ˆif)2]dµn–.
Il se trouve que cette ine´galite´ fournie, plus simplement, le bon ordre de grandeur de la
variance du maximum correspondant a` la the´orie des extreˆmes et couvre l’exemple de la loi
Gamma (et en particulier le cas exponentiel) mais aussi la loi de Gumbel (qui est e´galement
log-concave avec le potentiel V (x) = x + e≠x) pour laquelle le maximum recentre´, Mn ≠ lnn,
converge vers la loi de Gumbel. Remarquons e´galement que l’ine´galite´ de Poincare´, satisfaite
par la loi Gamma et la loi de Gumbel, fournit imme´diatement la de´croissance exponentielle des
queues de distributions du maximum, refle´tant ainsi les asymptotiques de la loi de Gumbel. Plus
pre´cise´ment,
P(| max
i=1,...,n
Xi ≠ E( max
i=1,...,n
Xi)| Ø t) Æ 6e≠t/
Ô
CP , t Ø 0,
avec CP > 0 la constante de Poincare´, on obtient facilement la meˆme ine´galite´ avec le termes de
recentrage bn a` la place de E(maxi=1,...,nXi).
Ne´anmoins, ces observations ne sont pas pertinentes vis a` vis de la mesure uniforme sur un in-
tervalle. Soient U1, . . . , Un des variables ale´atoires inde´pendantes, de meˆme loi uniforme sur[0, 1]
(le potentiel V associe´, peut eˆtre de´fini comme suit V (x) = 1 si x œ [0, 1] et V (x) = +Œ sinon).
Rappelons (cf. chapitre trois) que la the´orie des extreˆmes fournit les constantes de renorma-
lisation suivantes an = n bn = 1, afin que le maximum des Ui, i = 1, . . . , n converge en loi
vers la loi de Weibull (rappelons la de´finition de sa fonction de re´partition  1(x) = ex pour
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x < 0,  a(x) = 1 sinon). Ceci sugge´rant alors que Var(maxi=1,...,n Ui) Æ 1/n. Une telle borne
ne pouvant eˆtre obtenue par des me´thodes hypercontractives, il serait inte´ressant d’explorer plus
encore le phe´nome`ne de superconcentration pour les mesures log-concaves et de proposer une
de´monstration unifie´e pour obtenir le bon ordre de grandeur de la variance du maximum, puis
les ine´galite´s de de´viation refle´tant la convergence des extreˆmes. Nous verrons que les me´thodes
de transports du chapitre sept permettent de re´pondre partiellement a` ces questions.
4.5 Application en test statistique
Dans cette section nous allons illustrer l’ine´galite´ de superconcentration (4.8), obtenue pour
un e´chantillon gaussien, sur un proble`me de test statistique e´tudie´ dans [3]. Dans cet article les
auteurs utilisent des re´sultats de concentration classique, a` savoir (1.13), pour obtenir une re´gion
d’acceptation de leur test. En utilisant le mate´riel de´veloppe´ durant cette the`se, la conclusion de
leur article peut-eˆtre renforce´ dans certains cas sous la forme d’une borne de superconcentration.
En suivant le cadre et les notations de [3], nous observons un vecteur gaussienX = (X1, . . . ,Xn)
et e´tudions le test d’hypothe`ses suivant :
— Sous l’hypothe`se nulle H0, les coordonne´es de X sont inde´pendantes et identiquement
distribue´es selon une loi normale standard. Notons alors par P0 et E0 respectivement les
mesures de probabilite´s et les espe´rances sous jacentes, sous l’hypothe`se H0.
— Pour de´crire l’hypothe`se alternative H1, conside´rons une classe C = {S1, . . . , SN} de N
ensembles d’indices tels que Sk µ {1, . . . , n} pour tout k = 1, . . . , N . Sous H1, il existe un
ensemble S œ C tel que
Xi a pour loi
; N (0, 1) si i œ Sc,
N (µ, 1) si i œ S,
avec µ > 0 un parame`tre strictement positif. Les coordonne´es de X sont suppose´es
inde´pendantes sous H1 e´galement. Pour tout S œ C, notons alors par PS et ES res-
pectivement les mesures de probabilite´s et les espe´rances sous jacentes, sous l’hypothe`se
H1. Nous supposerons aussi que tous les ensembles S œ C posse`dent le meˆme nombre
d’e´le´ments Card(S) = K.
Rappelons qu’un test est une fonction a` valeurs binaire f : Rn æ {0, 1}. Si f(X) = 0, le test
accepte l’hypothe`se nulle, tandis qu’elle rejette H0 si f(X) = 1. Comme dans [3], mesurons le
risque associe´ au test f par
R(f) = P0
!
f(X) = 1)
"
+ 1
N
ÿ
SœC
PS
!
f(X) = 0)
"
.
Les auteurs de [3] cherchent a` de´terminer, ou au moins a` estimer, la valeur de µ sous laquelle le
risque peut-eˆtre rendu petit. Parmi d’autres re´sultats, ils utilisent un test base´ sur le maximum,
appelle´ le π test de scan ∫, pour lequel ils montrent que
f(X) = 1 ≈∆ 2 max
SœC
XS Ø µK + E0
Ë
max
SœC
XS
È
ou` XS =
q
iœS Xi pour un ensemble S œ C. Ils obtiennent le re´sultat suivant.
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Proposition 4.5.1. Le risque du test f , associe´ au maximum, satisfait R(f) Æ ” a` condition
que
µ Ø 1
K
E0
Ë
max
SœC
XS
È
+ 2
Ú
2
K
log 2
”
.
En utilisant (4.8), cette borne peut-eˆtre ame´liore´e en refle´tant l’ordre de grandeur correct de
la variance du maximum d’un vecteur gaussien standard.
Proposition 4.5.2. Pour tout n Ø 2, le risque du test f ve´rifie R(f) Æ ” lorsque
µ Ø 1
K
E0
Ë
max
SœC
XS
È
+ log 6
”
◊ 2
c
Ô
K logN
avec c > 0 une constante nume´rique.
De´monstration. Nous suivons la de´monstration de [3] pour obtenir simultane´ment, pour tout
t Ø 0,
P0
1
max
SœC
XS Ø E0
Ë
max
SœC
XS
È
+ t
2
Æ 3e≠ct
Ô
log(N)/K
et, pour tout S œ C,
PS
1
max
SÕœC
XSÕ Æ µK ≠ t
2
Æ PS
1
max
SÕœC
XSÕ Æ ESÕ
Ë
max
SÕœC
XSÕ
È
≠ t
2
Æ 3e≠ct
Ô
log(N)/K
puisque, sous H1, pour un ensemble S œ C fixe´, µK = ES [XS ] Æ ES [maxSÕœC XSÕ ] et XS est de
meˆme loi que n’importe quel XSÕ . Posons alors t tel que
2t = µK ≠ E
Ë
max
SœC
XS
È
qui est positif d’apre`s les hypothe`ses. A l’aide des ine´galite´s pre´ce´dentes, nous obtenons une
majoration du risque
R(f) Æ 6e≠ct
Ô
log(N)/K
qui permet d’obtenir R(f) Æ ” comme annonce´ dans la proposition.
La nouvelle borne obtenue dans la proposition 4.5.2 est aussi bonne que celle de la propo-
sition 4.5.1 lorsque ” ƒ 1/N– avec – > 0. Elle est meilleure que celle de la proposition 4.5.1
lorsque ” ƒ 1/ log–(N) avec – > 0. Ne´anmois, la proposition 4.5.1 est plus performante que la
proposition 4.5.2 lorsque ” ƒ e≠N– , avec – > 0. Cependant, il n’est peut-eˆtre pas pertinent de
conside´rer un risque si petit.
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Chapitre 5
Extremalite´
Ce chapitre reprend une the´matique pre´sente dans le livre de Chatterjee [48]. Dans son
ouvrage, Chatterjee propose une me´thode alternative a` l’hypercontractivite´ pour obtenir de la
superconcentration. Il s’agit de la notion d’extremalite´, reposant sur la taille de l’espe´rance du
maximum. Apre`s une bre`ve introduction a` cette notion, nous proposons d’utiliser des outils
hypercontractifs pour e´tendre, au niveau exponentiel, les re´sultats de Chatterjee. Une ine´galite´
de concentration similaire a` e´te´ obtenue dans [69], nous comparons notre re´sultat au leur en
dernier lieu.
5.1 Introduction
Le cadre est le suivant : nous conside´rons un vecteur gaussien centre´ X = (X1, . . . ,Xn) dans
Rn, n Ø 1 de matrice de covariance   et nous supposons que Var(Xi) = 1,’i œ {1, . . . , n}. A
nouveau, le maximum des coordonne´es du vecteur X sera note´ parMn = maxi=1,...,nXi. D’apre`s
Chatterjee, [48], le vecteur X est dit extremal si E[Mn] se comporte comme le cas inde´pendant,
autrement dit E[Mn] ƒ
Ô
2 logn. De nombreux mode`les gaussiens, pre´sente´s dans le chapitre
deux, ve´rifient cette proprie´te´ : mode`les de percolation, le mode`le de verres de spin de Sherrington
et Kirpatrick, le champ libre gaussien discret sur Z2, suite gaussienne stationnaire,. . . (cf. [48]).
Par la suite, nous noterons par – œ]0, 1[ le rapport
E[Mn]Ô
2 logn = –.
Dans son livre [48], Chatterjee a obtenu le the´ore`me suivant
The´ore`me 5.1.1. Pour n Ø e et tout – œ]0, 1[, nous avons la majoration suivante
Var(Mn) Æ C
5Ô
1≠ –+
3 log logn
logn
41/46
avec C > 0.
Remarque. Cette approche est une manie`re alternative a` la me´thode hypercontractive pour
ame´liorer l’ine´galite´ de Poincare´ satisfaite par la mesure gaussienne “n sur Rn. Rappelons, une
fois de plus, que cette ine´galite´ fonctionnelle s’exprime commes suit, pour f : Rn æ R su sam-
ment re´gulie`re,
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Var“n(f) Æ
⁄
Rn
|Òf |2d“n. (5.1)
Applique´e a` la fonction f(x) = maxi=1,...,n xi, elle fournie
Var(Mn) Æ 1.
Comme nous le savons, ceci est loin d’eˆtre optimal. Chatterjee sugge`re dans son livre que l’ex-
tremalite´ du vecteur X entraine que Mn est superconcentre´. En e et, si – = 1≠ ‘n avec ‘n æ 0
lorsque næŒ alors le the´ore`me (5.1.1) entraine la majoration suivante , pour tout n Ø e,
Var(Mn) Æ Cmax
3Ô
‘n,
3 log logn
logn
41/44
.
Cette borne e´tant meilleure que celle obtenue via (5.1), nous obtenons donc de la superconcen-
tration pour Mn.
Cette notion d’extre´malite´ est e´galement utilise´e dans l’article [69], dans lequel les auteurs
obtiennent l’ine´galite´ de concentration suivante
The´ore`me 5.1.2. Pour tout 0 Æ t Æ C–
Ô
logn, avec C– = –/100, – œ]0, 1[ et n Ø 2, on a
P
!|Mn ≠ E[Mn]| Ø t" Æ Ce≠ t22[1≠c(–)] , (5.2)
avec c(–) = 2–210≠6 , C > 0.
Remarque. Il est important de faire quelques commentaires sur le the´ore`me pre´ce´dent. Celui-ci
doit eˆtre compare´ avec la concentration gaussienne classique (1.13) (cf. [112]). Celle-ci fournissant,
pour le choix de la fonction lipschitzienne f(x) = maxi=1,...,n xi, le re´sultat suivant
P
!|Mn ≠ E[Mn]| Ø t" Æ 2e≠t2/2, t Ø 0. (5.3)
Il est e´vident que l’ine´galite´ (5.2) est meilleure que celle fournie par la concentration classique
(cf. par exemple (5.3)) pour les petites valeurs de t (i.e. lorsque t Æ CÔlogn). Ceci sugge`re donc
que l’extremalite´ de X renforce la concentration du maximum. Nous comparerons a` la fin de
cette section l’ine´galite´ (5.2) avec notre re´sultat.
En combinant des arguments hypercontractifs a` la de´monstration de Chatterjee (du the´ore`me
5.1.1), nous obtenons le the´ore`me suivant
The´ore`me 5.1.3. Sous le cadre pre´ce´dent, pour tout ◊ œ R et tout n Ø e, nous avons
Var(e◊Mn/2) Æ ◊
2
4 C
3Ô
1≠ –+
3 log logn
logn
41/44
E[e◊Mn ].
En particulier, cela entraine que, pour tout t Ø 0,
P(|Mn ≠ E[Mn]| Ø t) Æ 6e≠ct/
ÔÔ
1≠–+‘n , (5.4)
avec c > 0 et ‘n = 1log logn .
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Remarque. On constate facilement que l’inte´gration de (5.4) entraine, pour n Ø e,
Var(Mn) Æ C
3Ô
1≠ –+ 1log logn
4
qui est similaire au re´sultat de Chatterjee (the´ore`me 5.1.1) et montre que l’extremalite´ en-
traine de la superconcentration. Toutefois cette me´thode est clairement non-optimale, comme on
peut le constater sur l’exemple classique du maximum des coordonne´es d’un vecteur gaussien
inde´pendant, et n’entraine qu’une le´ge`re ame´lioration de l’ine´galite´ de Poincare´. Ne´amoins, elle
conserve un inte´reˆt puisqu’il est en ge´ne´ral di cile d’obtenir des bornes optimales sur la va-
riance de Mn (rappelons par exemple le cas du champ libre discret gaussien sur Z2 et les articles
de Zeitouni et al.), tandis que l’estimation de l’espe´rance de Mn peut-eˆtre obtenue de manie`re
plus algorithmique. Nous renvoyons pour cela le lecteur, lorsqu’une structure d’arbre est sous-
jacente, au cours de Kistler [104] qui expose de quelle manie`re les me´thodes de π second moment
modifie´e ∫ peuvent facilement fournir des asympotiques pre´cises de E[Mn]. D’un point de vue
plus the´orique, l’e´tude de supremum de variables gaussiennes a` e´te´ acheve´e par Talagrand dans
[153, 156] via des me´thodes de chainage et de mesures majorantes.
Le reste de ce chapitre est organise´ de la manie`re suivante : tout d’abord nous pre´sentons la
de´monstration du the´ore`me 5.1.3, ensuite nous ferons un rapide survol de la litte´rature concernant
les champs gaussiens extremaux et comparerons notre re´sultat a` celui de [69].
5.2 De´monstration du the´ore`me 5.1.3
La taˆche principale de la de´monstration est d’adapter les arguments de Chatterjee au niveau
exponentiel, le de´but de la preuve est donc similaire au re´sultat principal de [157]. Nous propo-
serons ensuite un lemme permettant d’utiliser les estimations obtenues par Chatterjee dans [48]
pour conclure.
Soit n Ø e, on pose ” =
Ô
log(m4n/2)
mn
œ (0, 1) et r0 = r0(t) =

1≠ “2, pour tout t Ø 0 (avec le
meˆme choix de “ que Chatterjee, cf. [48], Chapitre 8 page 76) . Comme annonce´, le sche´ma de
preuve suit [48]. Le point de de´part est la formule de repre´sentation
Var(f) =
⁄ Œ
0
e≠tE [Òf · PtÒf ] dt
pour la variance d’une fonction (re´gulie`re) f : Rn æ R le long du semi-groupe d’Ornstein-
Uhlenbeck (Pt)tØ0. Rappelons les ouvrages de re´fe´rence [17, 16] concernant le semi groupe
d’Ornstein-Uhlenbeck et des semi groupes de Markov plus ge´ne´raux, ainsi que des me´thodes
d’interpolations.
En suivant [48], e´tant donne´ un vecteur gaussien centre´ X de matrice de covariance   =
( ij)1Æi,jÆn, on applique (4.10) a` (une approximation re´gulie`re) f = e◊M/2 ou` ◊ œ R, F (x) =
maxi=1,...,n(Mx)i et   =M tM . Cela entraine, que pour tout ◊ œ R,
Var
1
e◊Mn/2
2
= ◊
2
4
⁄ Œ
0
e≠t E
5 nÿ
i,j=1
 ij 1{XœAi}e◊Mn/21{XtœAj}e◊M
t
n/2
6
dt.
Ici {X œ Ai} = {I = i}, pour i = 1, . . . , n, et Xt = e≠tX +
Ô
1≠ e≠2t Y , ou` Y est une copie
inde´pendante de X, avec son maximum correspondant M tn.
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E [|Qtf(X)|q]1/q = ÎPtgÎq Æ ÎgÎp = E [|f(X)|p]1/p ,
ou` Î · Îr, pour tout r Ø 1, de´signe la norme Lr par rapport a` la mesure gaussienne standard sur
Rn.
De plus, pour tout t Ø 0, avec It = argmaxi=1,...,nXti ,
I = E
5 nÿ
i,j=1
 ij 1{XœAi}e◊Mn/21{XtœAj}e◊M
t
n/2
6
= E
5
e◊(Mn+M
t
n)/2
nÿ
i,j=1
 ij 1{I=i}1{It=j}
6
= E
5
e◊
!
Mn+Mtn
"
/2  IIt
6
=
ÿ
kØ0
E
5
e◊
!
Mn+Mtn
"
/2  IIt1{2≠k≠1Æ IItÆ2≠k}
6
.
Pour alle´ger les notations, on notera  IIt par   et on posera F t = Mn + M tn. Let k0 =
min{k Ø 0 ; r0 Æ 2≠k≠1}. En coupant la somme pre´ce´dente en deux, on obtient
I Æ
k0ÿ
k=0
2≠k E
Ë
e◊F
t/21{ Ør0}
È
+
Œÿ
k=k0+1
2≠k E
Ë
e◊F
t/21{2≠k≠1Æ Æ2≠k}
È
Æ 2
ÿ
DœC(r0)
E
Ë
e◊F
t/21{I,ItœD}
È
+
ÿ
kØ0
r0 E
Ë
e◊F
t/21{2≠k≠1Æ Æ2≠k}
È
= 2
ÿ
DœC(r0)
E
Ë
e◊F
t/21{I,ItœD}
È
+ r0 E
Ë
e◊F
t/2
È
.
Puis, d’apre`s l’ine´galite´ de Cauchy-Schwartz et l’invariance rotationnelle gaussienne
E
Ë
e◊F
t/2
È
Æ E #e◊Mn$ .
Par simplicite´ de notation, nous de´signerons par mn = E[Mn]. Pour controˆler Le deuxie`me
terme
k0ÿ
k=0
2≠k E
Ë
e◊F
t/21{ Ør0}
È
,
nous introduisons, comme Chatterjee, les ensembles ale´atoires suivants, pour tout 0 Æ r Æ 1 et
tout t Ø 0 fixe´s, Br = {i ;  Ii Ø r} et D” = {i ; |Xi≠ e≠tmn| Æ ”Mn}, ou` ” =
Ô
log(m4n/2)
mn
œ]0, 1[.
Remarquons que D” correspond aux indices 1 Æ i Æ n pour lequels Xi est proche de e≠tmn.
Notons e´galement que Br µ BrÕ si r Æ rÕ. On pose a` pre´sent B = Br0(t) et D = D”.
Alors, en suivant la preuve de Chatterjee,
E[e◊F t/21{ IItØr0}] = E[e
◊F t/21ItœB ]
Æ E[e◊F t/21ItœBﬂD] + E[e◊F t/21It /œD]
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Il reste deux e´tapes pour achever la de´monstration, celles-ci sont pre´sente´es dans deux lemmes
di e´rents. Le premier correspond a` une adaptation, que nous avons obtenu, au niveau exponentiel
des arguments de Chatterjee, le deuxie`me correspond a` certaines majorations obtenues dans [48]
que nous employerons pour achever la preuve.
Lemme 5.2.1. Soit A un bore´lien de Rn alors, pour tout ◊ œ R et tout t Ø 0,
E[e◊Mn/2Qt(e◊Mn/21{IœA})] Æ P(It œ A)(2≠p)/pE[e◊Mn ],
avec p = p(t) = 1 + e≠t < 2.
De´monstration. La preuve repose sur l’ine´galite´ de Ho¨lder et la proprie´te´ d’hypercontractivite´
de (Qt)tØ0. En e et, appliquons l’ine´galite´ d’Ho¨lder avec 1p + 1q = 1
E
5
e◊Mn/2Qt
!
e◊Mn/21{IœA}
"6 Æ E[e◊pMn/2]1/pE5Qqt1e◊Mn/21{IœA}"61/q.
Alors, par la proprie´te´ d’hypercontractivite´,
E[Qqt (e◊Mn/21{IœA})]1/q Æ E[e◊pMn/21{IœA}],
sous la condition que e2t = q≠1p≠1 , c’est a` dire p = 1 + e≠t < 2. En conse´quence,
E[e◊Mn/2Qt(e◊Mn1{IœA})] Æ E[e◊pMn/21{IœA}]E[e◊pMn/2]1/p
et une nouvelle application de l’ine´galite´ d’Ho¨lder sur le membre de droite me`ne a`
E
5
e◊Mn/2Qt
!
e◊Mn/21{IœA}
"6 Æ P(I œ A)(2≠p)/pE[e◊Mn ] = P(It œ A)(2≠p)/pE[e◊Mn ],
puisque I et It sont de meˆme loi pour tout t Ø 0.
Le lemme pre´ce´dent, entraine alors que
E
#
e◊F
t/21{ IItØr0}
È
Æ E[e◊F t/2]P(It œ B ﬂD)(2≠p)/p + E[e◊F t/2]P(It /œ D)(2≠p)/p
Il su t d’utiliser des estime´es obtenues par Chatterjee pour terminer la preuve. Nous les
re´sumons dans le lemme suivant.
Lemme 5.2.2. (Chatterjee) En conservant les notations pre´ce´dentes, nous avons les majorations
suivantes, pour tout t Ø 0,
1. P(It œ B ﬂD) Æ 3e≠”2m2n/8
2. P(It /œ D) Æ 4e≠”2m2n/4
Ainsi, le choix de ” et le lemme pre´ce´dent entraine que
E[e◊F t/21{ IItØr0}] Æ E[e◊Mn ]
3
CÔ
mn
4(2≠p)/p
,
avec C = 7◊ 21/8. Ceci fournit la majoration suivante, pour tout t Ø 0,
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E
#
e◊Mn/2 IIt
$ Æ 3r0(t) + 3 CÔ
mn
4(2≠p)/p4
E[e◊Mn ].
Jusqu’a` pre´sent, nous avons e´tablit
Var(e◊Mn/2) Æ
5 ⁄ Œ
0
e≠2t
3
r0(t) +
3
CÔ
mn
4(2≠p)/p4
dt
6
E[e◊Mn ].
De plus, pour tout t Ø 0, r0(t) Æ
Ô
1≠–2Ô
1≠e≠2t +
1Ô
1≠e≠2t
3
C log logn
logn
41/4
. Ainsi,
Var(e◊Mn/2) Æ
3Ô
1≠ –+
3
C log logn
logn
41/4
+
⁄ 1
0
3
CÔ
mn
4t
dt
4
E[e◊Mn ].
Ce qui conclut la preuve, puisque
s 1
0
3
CÔ
mn
4t
dt Æ Clog logn .
5.3 Comparaison
Tout d’abord nous allons faire quelques commentaires sur l’e´tude du phe´nome`ne d’extrema-
lite´, il est important de comparer ceci a` l’approche hypercontractive de´veloppe´e durant cette
the`se. Nous comparerons e´galement le the´ore`me 5.1.3 avec le re´sultat (5.2) de [69].
5.3.1 Hypercontractivite´ et extre´malite´
L’approche hypercontractive a` l’avantage de ne pas utiliser explicitement E[Mn] pour obtenir
une borne sur la variance. En e et, la formule
Var(f) =
⁄ Œ
0
e≠tE [Òf · PtÒf ] dt,
ou` f(x) = maxi=1,...,n xi, n’utilise pas E[Mn] mais plutoˆt les ensembles Ai = {Xi = maxj Xj},
pour i = 1, . . . , n, intervenant dans les de´rive´es partielles de f . Ces ensembles interviennent
dans la majoration obtenue par hypercontracivite´, sous la forme de P(Ai)p, p œ {1/2, 1} (voir
(2.3.3) ou (1.3.6)). En pratique, il est donc ne´cessaire de majorer uniforme´ment en i = 1, . . . , n
P(Ai) pour obtenir une borne sur Var(Mn). Ceci peut-eˆtre fait de la manie`re suivante, pour tout
1 Æ i Æ n, la concentration gaussienne classique entraine que
P(Ai) = P(Xi = max
j=1,...,n
Xj) Æ 2e≠E[Mn]2/2
Ainsi, si E[Mn] Ø –
Ô
2 logn, pour 0 < – < 1 (par exemple, ceci peut-eˆtre obtenue via le
principe de minoration de Sudakov) alors P(Ai) Æ 2/ log(n–2), ’i œ {1, . . . , n}. Bien que ceci
soit re´miniscent du phe´nome`ne d’extre´malite´, le coeur de la me´thode reste base´ sur l’hypercon-
tractivite´ du semi groupe d’Ornstein-Uhlenbeck et la repre´sentation dynamique de la variance le
long de celui-ci.
L’approche de la superconcentration de Chatterjee via l’extre´malite´ repose sur deux ingre´dients :
la taille de E[Mn] ≥
Ô
2 logn, la repre´sentation dynamique de la variance et les outils de concen-
tration de la mesure classique. L’avantage de ceci est de proposer une me´thode alternative a`
l’hypercontractivite´ pour obtenir de la superconcentration, autrement dit une ame´lioration de
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l’ine´galite´ de Poincare´. Pour e´tendre le the´ore`me 5.1.1 au niveau exponentiel, nous avons du re-
courir a` l’hypercontractivie´ et nos estime´es fournissent un facteur 1/ log logn sous optimal (si l’on
conside`re l’exemple de n variables ale´atoires gaussiennes inde´pendantes). Toutefois, le the´ore`me
5.1.1 e´tait, lui aussi, initialement sous-optimal (pour le meˆme exemple). Il est donc pre´fe´rable
de voir ces re´sultats de la manie`re suivante : si l’espe´rance du maximum se comporte comme
le cas inde´pendant il est possible d’ame´liorer le´ge´rement les bornes fournies par la concentra-
tion classique. Bien que sous-optimal, nous allons tout de meˆme voir que notre re´sultat refle`te,
partiellement, l’asymptotique de la loi limite des extreˆmes dans le cas inde´pendant.
5.3.2 Comparaison avec l’ine´galite´ 5.1.2 de Ding et al.
Nous allons a` pre´sent comparer notre re´sultat avec celui de [69] pour – fixe´ et lorsque –æ 1.
Nous allons voir que dans le second cas notre ine´galite´ conserve, contrairement a` la leur, un sens.
Pour que la comparaison soit plus visible, nous rappelons les deux ine´galite´s mise jeu.
P(|Mn ≠mn| Ø t) Æ 6e≠ct/
Ô
K–n , t Ø 0, (5.5)
avec K–n =
Ô
1≠ –+ 1log logn .
et celle de [69] , pour tout 0 Æ t Æ C–
Ô
logn, avec C– = –/100,
P(|Mn ≠mn| Ø t) Æ Ce≠t2/(2≠c(–)), (5.6)
ou` c(–) = 2–210≠6.
Soient – œ]0, 1[ et t œ [0, C–
Ô
logn] fixe´s. On constate facilement que (5.6) est toujours
meilleure que (5.5). En e et, l’intervalle I µ [0, C–
Ô
logn] pour lequel (5.5) est meilleur que (5.6)
est le suivant
0 Æ t Æ c
#
2≠ c(–)$
K–n
= O(1)
Cependant, contrairement a` (5.5), l’ine´galite´ (5.6) n’implique pas le re´sultat de Chatterjee
(the´ore`me 5.1.1). En e et, apre`s inte´gration, (5.6) entraine que
Var(Mn) Æ
#
2≠ c(–)](1≠ n≠÷) + n≠÷,
avec ÷ = C
2
–
2≠c(–) . Ce re´sultat est tre`s di e´rent de celui de Chatterjee et est du meˆme ordre de
grandeur que la borne fournie par l’ine´galite´ de Poincare´. Tandis que l’ine´galite´ (5.6), entraine
que
Var(Mn) Æ C
3Ô
1≠ –+ 1log logn
4
,
avec C > 0. Ceci est de meˆme nature que la borne obtenue par Chatterjee (meˆme si celle que
nous obtenons est le´ge`rement plus grande).
Supposons, a` pre´sent, que – = –n æ 1, lorsque n æ Œ, ceci pouvant s’exprimer par – =
–n = 1 ≠ ‘n avec ‘n æ 0 lorsque n æ Œ. Typiquement, ‘n = C log lognlogn avec C > 0. L’ine´galite´
(5.5) devient alors,
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P(|Mn ≠mn| Ø t) Æ 6e≠ct/

max(‘1/2n ,”n), t Ø 0, (5.7)
avec ”n = 1log logn . Tandis que l’ine´galite´ (5.6) s’exprime par
P(|Mn ≠mn| Ø t) Æ Ce≠t2/(2(1≠10≠6), 0 Æ t Æ C

logn, (5.8)
avec C = 2/100 > 0.
Il semble plus pertinent de comparer ces deux ine´galite´s sur des exemples explicites, fai-
sons le pour le cas inde´pendant (ce qui va suivre serait aussi valable pour une suite gaus-
sienne stationnaire dont la fonction de covariance de´croit aussi vite que 1/ logn lorsque n æ
Œ). Plus pre´cise´ment, on conside`re X1, . . . ,Xn des variables ale´atoires gaussiennes standards
inde´pendantes et de meˆme loi. Rappelons les faits suivants, provenant de la the´orie des extreˆmes,
2 logn(Mn ≠ bn)æ  0, næŒ,
en loi et, au vu de la taille de mn = E[Mn], – = 1≠ log logn2 logn + o
3
1
log logn
4
. De plus, nous avons
prouve´ l’ine´galite´ de concentration suivante
p(

logn|Mn ≠mn| Ø t) Æ 6e≠ct, (5.9)
Notre nouvelle ine´galite´ (5.5) se re´e´crit de la manie`re suivante
P(

logn|Mn ≠mn| Ø t) Æ 6e≠ct
Ô
log logn/
Ô
logn. (5.10)
Il est clair que la de´pendance en n est mauvaise dans l’ine´galite´ pre´ce´dente, toutefois elle conserve
du sens si on prend t = c
Ô
logn. De plus, elle pre´sente les meˆmes asymptotiques que la loi de
Gumbel avec une de´croissance exponentielle. Similairement, nous pouvons re´exprimer (5.6) par
P(

logn|Mn ≠mn| Ø t) Æ Ce≠t2/(2≠c(1)) logn.
Il est e´vident que la de´pendance en n est plus mauvaise encore que celle de l’ine´galite´ (5.10). De
plus, la de´croissance gaussienne ne refle`te pas le comportement des queues de distributions de la
loi de Gumbel et l’ine´galite´ pre´ce´dente est vide de sens si on l’e´value en t = c
Ô
logn.
Nous pourrions faire le meˆme raisonnement avec le champ libre gaussien discret sur Z2. Rappelons
que Ding et Zeitouni ont obtenu les re´sultats suivants :
E[Mn] = mn +O(1),
avec mn = 1

2/ﬁ(logn≠ 3 log logn/8) +O(1). Ainsi que les ine´galite´s de de´viations suivantes,
valables pour tout 0 Æ t Æ (logn)2/3,
Ce≠ct Æ P(Mn Ø mn + t) Æ Ce≠ct
et
Ce≠Ce
Ct Æ P(Mn Æ mn ≠ t) Æ Ce≠cect ,
avec C, c > 0.
En conclusion, l’ine´galite´ (5.5) est meilleure que celle obtenue dans [69] lorsque l’on fait tendre
– vers 1. Ne´anmoins, elle reste sous-optimale lorsqu’on l’applique a` des exemples connus et ne
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semble utile qu’en the´orie. A ce sujet, comme dans [69], si l’on conside`re un vecteur gaussien
dans Rn, dont l’espe´rance du maximum se comporte de la meˆme manie`re que le cas inde´pendant,
est-il possible d’ame´liorer significativement les re´sultats fournis par la the´orie classique de la
concentration ?
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Chapitre 6
Ine´galite´ de Talagrand d’ordre
supe´rieur, crite`re de courbure
dimension inverse
Cette partie s’inspire d’un re´sultat de Ledoux sur le de´veloppement de la variance de la
mesure gaussienne standard via des de´veloppements de Taylor [110] et d’un re´sultat de Chatterjee
portant sur une me´thode d’interpolation par semi-groupe. Nous verrons que le sche´ma de preuve
permet d’obtenir une ine´galite´ de Talagrand aux ordres supe´rieurs sur le cube discret Cn =
{≠1, 1}n et nous permettra de proposer une application sur l’influence d’une coordonne´e en
analyse boole´enne. Les re´sultats que nous allons pre´senter sont une partie majeure des travaux
de cette the`se, un article reprenant ce chapitre est en cours de re´daction.
6.1 Introduction
Sommairement, dans son article, Ledoux combine des de´veloppements de Taylor sur l’inter-
valle [0, t] avec des me´thodes d’interpolation pour retrouver un de´veloppement de la variance.
Plus pre´cise´ment, il obtient la formule (de´ja` pre´sente dans l’article [93]) suivante.
Proposition 6.1.1. Soit f : Rn æ R su sament re´gulie`re, de classe Cp(Rn) p Ø 1 dont les
de´rive´es partielles successives appartiennent a` L2(“n), on obtient alors la formule suivante
Var“n(f) =
p≠1ÿ
k=1
(≠1)k
k!
⁄
Rn
|Òkf |2d“n ≠ (≠1)
p≠1
(p≠ 1)!
⁄ Œ
0
2e≠2pt
⁄
Rn
|Pt(Òpf)|2d“ndt.
Tandis qu’une relecture des travaux de Chatterjee, pre´sente´s dans le chapitre dix de son livre
[48], permet d’extraire un proce´de´ d’interpolation par semi groupes entre [t,Œ[. L’utilisation de
ses deux arguments va nous permettre d’obtenir une de´composition de la variance originale. Nous
verrons par la suite que les travaux de Chatterjee sont pertinents dans le cadre des mode`les de
verres de spins et s’apparentent a` un crite`re de courbure-dimension inverse´.
Nous allons tout d’abord pre´senter le de´veloppement de la variance, a` partir duquel nous obtien-
drons une formule de π Taylor ∫ avec un reste. Ce reste s’exprimant sous la forme d’une ine´galite´
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de Talagrand L1/L2 (1.3.6) avec des de´rive´es partielles d’ordre supe´rieur. Ensuite, apre`s de brefs
rappels sur les ine´galite´s de courbures dimension provenant de la the´orie de Bakry et E´mery, nous
reformulerons les travaux de Chatterjee pour exhiber un crite`re de courbure dimension (inte´gre´)
inverse. Nous illustrerons cette approche sur le mode`le du REM a` di e´rentes tempe´ratures pour
retrouver des re´sultats de Bovier et al., puis nous rappelerons le re´sultat de Chatterjee concer-
nant le mode`le de verres de spin de Sherrington et Kirckpatrick.
Nous pre´senterons ensuite comment nos travaux peuvent se´tendre au cube discret {≠1, 1}n,
afin d’obtenir de nouveaux re´sultats sur l’influence de coordonne´es de fonctions boole´ennes ainsi
qu’une ine´galite´ de Talagrand d’ordre supe´rieur. Il est e´vident que le cadre de l’article de Cordero-
Erausquin et Ledoux [62] fournit une direction propice pour e´tendre les travaux pre´sente´s dans
ce chapitre, nous faisons le choix (par pe´dagogie et un soucis de clarte´) de ne pas entrer dans ce
degre´ de ge´ne´ralite´s.
6.2 De´veloppement de la variance
Voici le re´sultat principal de cette section.
The´ore`me 6.2.1. Soit f : Rn æ R, n Ø 1, on suppose qu’il existe m Ø 1 tel que f œ Cm(Rn)
et que f et ses de´rive´es successives appartiennent toutes a` L2(“n), ou` “n de´signe la mesure
gaussienne standard sur Rn. Alors, pour tout 1 Æ p Æ m≠ 1, on a la formule de repre´sentation
suivante de la variance de f , sous la mesure “n, le long du semi-groupe d’Ornstein-Uhlenbeck
(Pt)tØ0.
Var“n(f) =
pÿ
k=1
1
k!
---- ⁄
RN
Òkfd“n
----2 + 2p!
⁄ Œ
0
e≠2t
!
1≠ e≠2t"p ⁄
Rn
--Pt(Òp+1f)--2d“ndt, (6.1)
Remarque. Notons, qu’en faisant tendre pæŒ, la formule pre´ce´dente redonne le de´veloppement,
apre`s inte´gration par parties successives, d’une fonction L2(“n) le long de la base des polynoˆmes
d’Hermite (cf. (1.7) chapitre un). On peut aussi proce´der comme dans l’article de Ledoux avec
l’entropie a` la place de la variance. Seulement, les formules ne semblent pas s’exprimer aussi
facilement que pour le cas de la variance. Regardons tout de meˆme ce qu’il se passe lors de la
premie`re ite´ration de la formule. On trouve, pour f : Rn æ R telle que f > 0,
2Ent“n(f) =
---- sRn Òfd“n----2s
Rn fd“n
+
⁄ Œ
0
e≠2u(1≠ e≠2u)
⁄
Rn
kud“ndu
avec ku = (Puf)≠3
--Pu(Òf)tPu(Òf)≠PufPu(Ò2f)--2. Puisque ku Ø 0 pour tout u Ø 0, on obtient
la minoration suivante, valable pour toute fonctions ve´rifiant
s
Rn fd“n=1,
2Ent“n(f2) Ø
---- ⁄
Rn
Òfd“n
----2.
Cette minoration correspondant a` l’ine´galite´ de Sobolev logarithmique inverse.
De´monstration. Le point de de´part est la repre´sentation dynamique de la variance le long du
semi-groupe d’Ornstein-Uhlenbeck.
Var“n(f) = 2
⁄ Œ
0
e≠2t
⁄
Rn
--Pt(Òf)--2d“ndt.
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Nous adoptons la notation suivante, pour t Ø 0
K1(t) =
⁄
Rn
--Pt(Òf)|2d“n.
Ainsi, d’apre`s le the´ore`me fondamental de l’analyse, pour tout s Ø t Ø 0
K1(t) = K1(s)≠
⁄ s
t
K Õ1(u)du
et en utilisant le fait que ÒPuf = e≠uPuÒf et une inte´gration par partie, on obtient
K Õ1(u) =
d
du
⁄
Rn
|PuÒf |2d“n = ≠2
⁄
Rn
e≠2u|PuÒ2f |2d“n
Finalement, pour tout s Ø t Ø 0,
K1(t) = K1(s) + 2
⁄ s
t
e≠2u
⁄
RN
|PuÒ2f |2d“Ndu,
ce qui entraine, lorsque sæŒ,
K1(t) =
---- ⁄
Rn
Òfd“n
----2 + 2 ⁄ Œ
t
e≠2u
⁄
Rn
|PuÒ2f |2d“ndu,
par ergodicite´ de (Pt)tØ0. En substituant l’expression de K1 dans la formule de repre´sentation
de la variance, on obtient
Var“n(f) =
---- ⁄
Rn
Òfd“n
----2 + 4 ⁄ Œ
0
e≠2t
⁄ Œ
t
e≠2u
⁄
Rn
|Pu(Ò2f)|2d“ndudt.
Enfin, par Fubini,
Var“n(f) =
---- ⁄
Rn
Òfd“n
----2 + 2 ⁄ Œ
0
e≠2u(1≠ e≠2u)
⁄
Rn
|Pu(Ò2f)|2d“Ndu.
il su t ensuite d’ite´rer a` nouveau le proce´de´ : en posant
K2(u) =
⁄
Rn
|Pu(Ò2f)|2d“n,
il vient que
K2(u) =
---- ⁄
Rn
Ò2fd“n
----2 + 2 ⁄ Œ
u
e≠2t
⁄
Rn
|PtÒ3f |2d“ndt.
Puis apre`s substitution, il su t de calculer---- ⁄
RN
Ò2fd“n
----252⁄ Œ
0
e≠2u(1≠ e≠2u)du
6
= 12
---- ⁄
Rn
Ò2fd“n
----2
et
4
⁄ Œ
0
e≠2t
3⁄
Rn
|PtÒ3f |2d“n
45⁄ t
0
e≠2u(1≠ e≠2u)du
6
dt.
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Un calcul imme´diat entraine que
2
⁄ t
0
e≠2u(1≠ e≠2u)du = !1≠ e≠2t"2
Il su t de proce´der par re´currence pour conclure. En e et, les coe cients que nous obtenons a`
chaque ite´ration se de´finissent par re´currence assez aise´ment. En e et, on pose a0(t) = 2e≠2t et
a1 =
sŒ
0 a0(t)dt. Ensuite, pour k Ø 1, ak(t) = a0(t)
s t
0 ak≠1(u)du et ak =
sŒ
0 ak(t)dt. Il n’est
pas di cile de montrer que, pour tout k Ø 0 et tout t Ø 0,
ak(t) =
2
k!e
≠2t!1≠ e≠2t"k.
Ce qui entraine alors que, pour tout k Ø 0, ak = 1k! .
Remarque. Comme me l’a indique´ Houdre´ lors du workshop π High dimensional probability
VIII∫, ce re´sultat existait de´ja` dans la litte´rature (cf. [95]). Les auteurs de l’article [95] obtiennent
la meˆme formule de repre´sentations, pour des lois infiniments divisibles, a` l’aide d’arguments
similaires a` ceux pre´sente´s plus haut (bien que le semi-groupe d’Ornstein-Uhlenbeck n’apparaisse
pas explicitement). Toutefois, les ine´galite´s de Talagrand d’ordre supe´rieur que nous en de´duisons
dans la section suivante semblent nouvelles.
6.3 De´veloppement de Taylor de la variance avec reste
Nous pre´sentons la formule pre´ce´dente pour p = 1 et p = 2, afin de voir ce qu’il est possible
d’obtenir a` partir d’une telle repre´sentation.
6.3.1 Ordre 1
Notons le fait suivant : pour p = 1, la formule de repre´sentation de la variance nous indique
que
Var“n(f) =
---- ⁄
Rn
Òfd“n
----2 + 2 ⁄ Œ
0
e≠2t(1≠ e≠2t)
⁄
Rn
|PtÒ2f |2d“ndt.
Le deuxie`me terme e´tant strictement positif, cela permet de retrouver le contenu de l’ine´galite´
de Poincare´ inverse
Var“n(f) Ø
---- ⁄
Rn
Òfd“n
----2.
On peut e´galement tirer parti de 2
sŒ
0 e
≠2t(1≠ e≠2t) sRn |PtÒ2f |2d“ndt de la manie`re suivante :
Var“n(f) =
---- ⁄
Rn
Òfd“n
----2 + 2 ⁄ Œ
0
e≠2t(1≠ e≠2t)
⁄
Rn
|PtÒ2f |2d“ndt.
A partir de cette formule, on peut mettre en place la de´monstration hypercontractive de Tala-
grand. En e et,
2
⁄ Œ
0
e≠2t(1≠ e≠2t)
⁄
Rn
|PtÒ2f |2d“ndt = 2
nÿ
i,j=1
⁄ Œ
0
e≠2t(1≠ e≠2t)
⁄
Rn
!
Pt(ˆ2ijf)
"2
d“ndt,
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Autrement dit, nous avons l’expression I = 2
qn
i,j=1
sŒ
0 e
≠2t(1≠ e≠2t)ÎPt(ˆijf)Î22dt a` majo-
rer. On peut alors utiliser la proprie´te´ d’hypercontractivite´ du semi groupe (Pt)tØ0, pour toute
fonction g : Rn æ R su samment re´gulie`re,
ÎPt(g)Î22 Æ ÎgÎ21+e≠2t , t Ø 0.
En appliquant ceci a` g = ˆijf , pour tout i, j = 1, . . . , n, puis en posant v = 1 + e≠2t, on obtient
I Æ
nÿ
i,j=1
⁄ 2
0
(2≠ v)ÎˆijfÎ2vdv.
De plus, l’ine´galite´ de Ho¨lder entraine que ÎˆijfÎv Æ ÎˆijfÎ◊1ÎˆijfÎ1≠◊2 , avec ◊ = ◊(v) satisfaisant
la relation suivante 1v = ◊1 + 1≠◊2 , pour tout v œ [1, 2]. Ceci entraine donc la majoration suivante
I Æ
nÿ
i,j=1
ÎˆijfÎ22
⁄ 2
1
(2≠ v)
3ÎˆijfÎ1
ÎˆijfÎ2
42◊
dv.
Si l’on pose – = ÎˆijfÎ1ÎˆijfÎ2 Æ 1, il n’est pas di cile de montrer (apre`s un changement de variable)
que, pour tout i, j = 1, . . . , n,⁄ 2
1
(2≠ v)
3ÎˆijfÎ1
ÎˆijfÎ2
42◊
dv =
⁄ 1
0
ue≠
2u
2≠u log(1/–)du.
Nous observons alors que
s 1
0 ue
≠ 2u2≠u log(1/–)du Æ C 1#
1+log(1/–)
$2 avec C > 0 une constante
nume´rique. Finalement, nous avons obtenu la majoration de la variance suivante
Var“n(f) Æ
---- ⁄
Rn
Òfd“n
----2 + C nÿ
i,j=1
Îˆ2ijfÎ225
1 + log Îˆ
2
ijfÎ2
Îˆ2ijfÎ1
62 ,
avec C > 0, une constante nume´rique. En conclusion, nous avons de´montre´ le the´ore`me suivant
The´ore`me 6.3.1. Dans le cadre qui pre´ce`de, pour toute fonction f : Rn æ R su samment
re´gulie`re,
Var“n(f) Æ
---- ⁄
Rn
Òfd“n
----2 + C nÿ
i,j=1
Îˆ2ijfÎ225
1 + log Îˆ
2
ijfÎ2
Îˆ2ijfÎ1
62 ,
6.3.2 Ordre 2
Les meˆmes arguments fonctionnent a` l’ordre p = 2. D’une part, ils permettent d’obtenir une
puissance supple´mentaire au de´nominateur via l’argument de Talagrand. En e et, nous avons
Var“n(f) =
---- ⁄
Rn
Òfd“n
----2 + 12
---- ⁄
Rn
Ò2fd“n
----2
+ 2
⁄ Œ
0
1
2e
≠2t!1≠ e≠2t"2 ⁄
Rn
|PtÒ3f |2d“ndt.
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Pour les meˆmes raisons que pre´ce´demment, nous trouvons que
2
⁄ Œ
0
1
2e
≠2t!1≠ e≠2t"2 ⁄
Rn
|PtÒ3f |2d“ndt Æ C
nÿ
i,j,l=1
ÎˆijlfÎ22
⁄ 2
1
(2≠ v)2
3ÎˆijlfÎ1
ÎˆijlfÎ2
42◊
dv.
Similairement a` l’ordre 1, nous obtenons l’estimation suivante, valable pour tout i, j, l = 1, . . . , n,⁄ 2
1
(2≠ v)2
3ÎˆijlfÎ1
ÎˆijlfÎ2
42◊
dv Æ C 15
1 + log(1/–)
63 ,
ou` cette fois – = ÎˆijlfÎ1ÎˆijlfÎ2 .
Par re´currence imme´diate, nous en de´duisons le the´ore`me suivant. Notons que le deuxie`me terme
(avec le gain logarithmique) s’apparente a` un π reste ∫ d’un de´veloppement de Taylor de la
variance .
The´ore`me 6.3.2. D’apre`s ce qui pre´ce`de, pour tout p Ø 1, nous avons
Var“n(f) Æ
pÿ
k=1
1
k!
---- ⁄
Rn
Òkfd“N
----2 + C nÿ
i1,...,ip+1
Îˆi1,...,ip+1fÎ225
1 + log
3
Îˆi1,...,ip+1fÎ2
Îˆi1,...,ip+1fÎ1
46p+1 .
Remarque. Observons a` nouveau que la somme
qp
k=1
1
k!
---- sRn Òkfd“n----2 est pre´cise´ment le de´but
du de´veloppement d’une fonction L2(“n) sur la base des polynoˆmes d’Hermite.
6.4 Crite`re de courbure dimension inte´gre´ inverse
Cette partie montre que nous pouvons combiner la me´thode d’interpolation pre´sente´e dans
la section pre´ce´dente avec les ine´galite´s de courbure dimension provenant de la the´orie de Bakry-
E´mery. Cela nous permet d’obtenir des ine´galite´s de courbure dimension inverse, ce qui semble
eˆtre nouveau dans ce domaine. Nous de´butons cette section par quelques rappels.
6.4.1 Introduction
Nous souhaitons faire de brefs rappels concernant la the´orie de Bakry-E´mery et sur les
ine´galite´s de courbure-dimension inte´gre´es dans le cas gaussien. Pour plus de de´tails, nous ren-
voyons le lecteur vers [16] ou le cours [111].
Conside´rons le processus d’Ornstein-Uhlenbeck (Xt)tØ0 de´fini comme suit :
Xt = e≠tX +

1≠ e≠2tY, t Ø 0,
avec X et Y des vecteurs gaussiens standard, inde´pendants, de meˆme loi dans Rn. A ce processus
est associe´ un semi-groupe (Pt)tØ0 agissant sur un ensemble de fonctions. Ce semi-groupe posse`de
une repre´sentation explicite, pour f su samment re´gulie`re,
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Ptf(x) =
⁄
Rn
f
!
xe≠t +

1≠ e≠2ty"d“n(y), x œ Rn, t Ø 0
ou` “n de´signe la mesure gaussienne standard sur Rn. On peut facilement calculer le ge´ne´rateur
infinite´simal d’un tel semi-groupe, celui-ci est donne´ par
L =  ≠ x ·Ò
agissant sur une certaine classe de fonction D(L). Ce semi-groupe admet “n comme mesure in-
variante et re´versible.
Suivant Meyer, Bakry et Emery ont introduit les ope´rateurs π carre´ du champ ∫ et leurs ite´re´s
de la manie`re suivante :
 0(f, g) = fg et  n(f, g) = 12
5
L n≠1(f, g) ≠  n≠1(f, Lg) ≠  n≠1(Lf, g)
6
pour n Ø 1. Afin
d’alle´ger les notations, nous utiliserons  n(f) pour de´signer  n(f, f), n Ø 0.
Certaines de ces formes biline´aires syme´triques jouent un roˆle important pour obtenir, de manie`re
e´le´mentaire, des ine´galite´s fonctionnelles. Par exemple, une ine´galite´ du type  2 Ø ﬂ 1 avec ﬂ > 0
permet d’obtenir facilement, lorsqu’une hypothe`se supple´mentaire d’ergodicite´ est satisfaite, une
ine´galite´ de Sobolev logarithmique de constante 1/ﬂ pour la mesure invariante d’une di usion (cf.
[16] pour plus de de´tails). Dans la litte´rature, ce genre de relation, entre  2 et  1, est appele´e :
une ine´galite´ de courbure-dimension CD(ﬂ,Œ). Nous avons de´ja` brie´vement mentionne´ ce genre
de re´sultat dans le chapitre un, en pre´sentant, de manie`re e´quivalente, l’ine´galite´ de Poincare´
satisfaite par la mesure gaussienne, en terme d’ine´galite´ entre  1 et  2 (cf. (1.24)).
Dans le cas du semi-groupe d’Ornstein-Uhlenbeck et son ge´ne´rateur infinite´simal L, il est fa-
cile de montrer que, pour toute fonction f su samment re´gulie`re,
 1(f) = |Òf |2  2(f) = ÎHessfÎ22 + |Òf |2.
Il est alors e´vident que  2 Ø  1. Il se trouve que ces ope´rateurs apparaissent naturellement (cf.
[16]) dans la formule de repre´sentation de la variance (1.23) que nous avons employe´e durant une
majeure partie de notre travail :
Var“n(f) = 2
⁄ Œ
0
⁄
Rn
|ÒPtf |2d“ndt,
avec “n la mesure gaussienne standard dans Rn. Posons, pour tout t Ø 0,
I(t) =
⁄
Rn
|ÒPtf |2dµ.
Au vu de ce qui pre´ce`de, on remarque que
I(t) =
⁄
Rn
 1(Ptf)d“n
et
I Õ(t) = ≠2
⁄
Rn
 2(Ptf)d“n.
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Il est alors possible d’exprimer le crite`re de courbure dimension  2 Ø  1, le long du semi-groupe,
sous une forme inte´gre´e, a` l’aide des fonctions t ‘æ I(t) et t ‘æ I Õ(t). Autrement dit
2I + I Õ Æ 0…
⁄
Rn
 2(Ptf)dµ Ø
⁄
Rn
 (Ptf)dµ
Remarque. Notons le fait suivant, en inte´grant l’ine´galite´ 2I+I Õ Æ 0 entre s et t (pour 0 Æ s < t)
nous obtenons
I(t)e2t Æ I(s)e2s.
Il est alors classique de choisir s = 0, ceci permet d’obtenir facilement l’ine´galite´ de Poincare´
gaussienne. Observons que l’on peut garder s fixe´ et faire tendre t vers l’infini. Puisque e2tI(t)æ---- sRn Òfd“n----2, nous en de´duisons
I(s) Ø e≠2s
---- ⁄
Rn
Òfd“n
----2, s Ø 0.
Ce qui permet de retrouver l’ine´galite´ de poincare´ inverse satisfaite par la mesure gaussienne
Var“n(f) Ø
---- sRn Òfd“n----2.
6.4.2 Ine´galite´ de courbure dimension, inte´gre´e, inverse
Dans ce qui suit, nous montrons qu’il est possible d’obtenir des informations pertinentes sur
la variance d’une fonction, si l’on peut obtenir une majoration (au lieu de la minoration clas-
sique) de
s
Rn  2(Ptf)dµ. Nous pre´sentons un re´sultat abstrait, sur lequel nous proposerons une
illustration sur un mode`le de verres de spin. Rappelons que la me´thodologie et les illustrations
sont inspire´es du chapitre dix du livre de Chatterjee, que nous re´ecrivons sous une forme plus
manipulable.
Ces nouvelles ine´galite´s de courbures dimension, inte´gre´es, renverse´es (6.2) permettent d’ob-
tenir la proposition suivante dans le cas du semi-groupe d’Ornstein-Uhlenbeck.
Proposition 6.4.1. Soit f : Rn æ R fixe´e et supposons qu’il existe une fonction Â : R+ æ R
telle que
1. pour tout t Ø 0, ⁄
Rn
 2(Ptf)d“n Æ
⁄
Rn
 (Ptf)d“n + Â(t), (6.2)
2. ⁄ Œ
0
e≠2t
⁄ Œ
t
e2sÂ(s)dsdt <Œ.
Alors,
Var“n(f) Æ
---- ⁄
Rn
Òfd“n
----2 + 4 ⁄ Œ
0
e≠2t
⁄ Œ
t
e2sÂ(s)dsdt.
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De´monstration. L’equation 6.2 peut eˆtre reformule´e comme suit :
I Õ Ø ≠2(I + Â),
avec, rappelons le, I(t) =
s
Rn |ÒPtf |2d“n, t Ø 0. Posons I(t) = K(t)e≠2t, l’ine´galite´ pre´ce´dente
devient alors
K Õ(t) Ø ≠2e2tÂ(t), t Ø 0
En inte´grant l’ine´galite´ di e´rentielle pre´ce´dente entre s et t nous obtenons,
K(t)≠K(s) Ø ≠2
⁄ t
s
e2uÂ(u)du, ’0 Æ s Æ t.
Ce qui entraine, lorsque tæŒ,
K(s) Æ # lim
tæŒK(t)] + 2
⁄ Œ
s
e2uÂ(u)du, s Ø 0,
Pour conclure, remarquons que
K(t) = I(t)e2t ætæŒ
---- ⁄
Rn
Òfd“n
----2.
Nous avons donc obtenu, pour tout t Ø 0
I(t) =
⁄
Rn
 (Ptf)d“n Æ e≠2t
3---- ⁄
Rn
Òfd“n
----2 + 2 ⁄ Œ
t
e2sÂ(s)ds
4
, (6.3)
des calculs e´le´mentaires ache`vent la de´monstration.
Proposition 6.4.2. Toujours dans le cas du semi-groupe d’Ornstein-Uhlenbeck, l’e´quation 6.2
est satisfaite ponctuellement pour la fonction, dite, d’e´nergie libre f—(x) = 1— log
3qn
i=1 e
—xi
4
, — >
0 avec Â(t) = 2—2e≠2tI(t).
Le lemme technique suivant nous sera utile pour de´montrer la proposition pre´ce´dente.
Lemme 6.4.3. Supposons qu’il existe une famille de fonctions (ui)i=1,...,n, avec ui : Rn æ R
pour tout i = 1, . . . , n, satisfaisant
— 0 Æ ui(x) Æ 1 ’i = 1, . . . , n, ’x œ Rn.
—
qn
i=1 ui(x) = 1 ’x œ Rn.
Alors, pour toute fonction v : Rn æ R+ et toute mesure de probabilite´s µ, nous avons
nÿ
i=1
3⁄
Rn
ui(x)v(x)dµ(x)
42
Æ
3⁄
Rn
vdµ
42
De´monstration. D’apre`s le the´ore`me de Fubini, nous obtenons
nÿ
i=1
3⁄
Rn
ui(x)v(x)dµ(x)
42
=
nÿ
i=1
⁄
Rn
⁄
Rn
ui(x)ui(y)v(x)v(y)dµ(x)dµ(y).
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C’est pourquoi,
nÿ
i=1
3⁄
Rn
ui(x)v(x)dµ(x)
42
Æ
nÿ
i=1
⁄
Rn
⁄
Rn
ui(x)v(x)v(y)dµ(x)dµ(y)
Æ
⁄
Rn
⁄
Rn
v(x)v(y)dµ(x)dµ(y)
=
3⁄
Rn
v(x)dµ(x)
42
Nous pouvons alors de´montrer la proposition 6.4.2. Il s’agit de de´montrer que l’ine´galite´ suivante
est satisfaite : ⁄
Rn
 2(Ptf—)d“n Æ (1 + 2—2e≠2t)
⁄
Rn
 (Ptf—)d“n, t Ø 0.
Dans le cas du processus d’Ornstein-Uhlenbeck, cela peut s’exprimer plus simplement :⁄
Rn
|HessPtf— |2d“n Æ 2—2e≠2t
⁄
Rn
|ÒPtf— |2d“n, t Ø 0. (6.4)
De´monstration. (proposition 6.4.2).
Notons que, ponctuellement, l’e´quation (6.4) est e´quivalente (graˆce a` la proprie´te´ de commutation
entre Ò et (Pt)tØ0) a`
nÿ
i,j=1
[Pt(ˆ2ijf—)]2 Æ 2—2
nÿ
i=1
[Pt(ˆif—)]2, ’t Ø 0
Remarquons ensuite, que pour tout i = 1, . . . , n, tout — > 0,
ˆif— =
e—xiqn
k=1 e
—xk
et, pour tout j = 1, . . . , n,
ˆjˆif— = —(ˆif—”ij ≠ ˆif—ˆjf—).
Nous obtenons, pour tout t Ø 0,
nÿ
i,j=1
[Pt(ˆ2ijf—)]2 = —2
nÿ
i=1
#
Pt(ˆif—)
$2 ≠ 2— nÿ
i=1
Pt(ˆif—)Pt
#
(ˆif—)2
$
+ —2
nÿ
i,j=1
#
Pt(ˆif—ˆjf—)
$2
.
Il su t donc d’ignorer les termes croise´s qui sont toujours ne´gatifs et d’appliquer le lemme
pre´ce´dent au troisie`me terme (a` i fixe´) pour conclure.
En e et, d’apre`s le lemme 6.4.3, pour tout i = 1, . . . , n,
nÿ
j=1
#
Pt(ˆif—ˆjf—)
$2 Æ P 2t (ˆif—).
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D’ou`,
nÿ
i,j=1
[Pt(ˆ2ijf—)]2 Æ —2
nÿ
i=1
#
Pt(ˆif—)
$2 + —2 nÿ
i,j=1
#
Pt(ˆif—ˆjf—)
$2 Æ 2—2 nÿ
i=1
#
Pt(ˆif—)
$2
.
Ceci permet d’obtenir une majoration de la variance de l’e´nergie libre pour le mode`le de
verres de spin REM. Sans modification majeure, ce qui pre´ce`de reste ve´rifie´ en remplac¸ant les
vecteurs gaussiens X et Y (intervenant dans la de´finition du semi-groupe d’Ornstein-Uhlenbeck)
par ÔnX et ÔnY (avec cette fois-ci, X et Y des vecteurs gaussiens standards et inde´pendants
de R2n) pour n Ø 1. Notons alors que, pour tout i = 1, . . . , 2n, sR2n ˆifd“2n = 2≠n. Il s’ensuit
donc, via la proposition pre´ce´dente,
Var“2n (f—) Æ
e≠n(log 2≠2—
2)
—2
, — > 0.
En particulier, cette borne est du meˆme ordre de grandeur que celle obtenue par Bovier et
al. pour le REM lorsque — œ]0,(log 2)/2] (cf. le the´ore`me 2.2.12).
6.4.3 Ine´galite´ de courbure dimension, inte´gre´e, inverse partielle
Au vu de ce qui vient d’eˆtre pre´sente´, deux questions se posent : que se passe-t-il si l’ine´galite´
de courbure-dimension inverse est satisfaite pour 0 Æ t Æ T < Œ, pour un certain T > 0, au
lieu de 0 Æ t Æ Œ ? Cela permettrait-il de retrouver des estime´es de l’e´nergie libre pour des
grandes valeurs de — ? Afin d’atteindre ce genre de re´sultat, nous aurons besoin de deux lemmes
techniques.
Tout d’abord, nous pre´sentons un re´sultat de Cordero-Erausquin et Ledoux [62]. Celui-ci
repose sur le fait que la mesure “n satisfait une ine´galite´ de Poincare´ et permet de restreindre le
domaine d’inte´gration, de la formule de repre´sentation de la variance, a` un certain temps T > 0
fixe´. Puisque une ine´galite´ de Poincare´, entraine la de´croissance exponentielle de la variance de
(Pt)tØ0 (cf. [16]).
Lemme 6.4.4. Soit f : Rn æ R su samment re´gulie`re, alors pour tout T > 0
Var“n(f) Æ
2
1≠ e≠2T
⁄ T
0
I(t)dt (6.5)
De´monstration.
Var“n(f) = E“n [f2]≠ E“n [(PT f)2] + E“n [(PT f)2]≠ E“n [PT f ]2
= ≠
⁄ T
0
d
ds
E“n [(Psf)2]ds+Var“n(PT f)
Æ 2
⁄ T
0
I(s)ds+ e≠2TVar“n(f).
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Ensuite, nous utiliserons le fait que le ge´ne´rateur infinite´simal (≠L) du processus d’Ornstein-
Uhlenbeck (Xt)tØ0 admet une de´composition spectrale discre`te. Il est alors possible de conside´rer
dE la mesure spectrale, discre`te, associe´e. Ceci fournit une nouvelle repre´sentation de t ‘æ I(t),
pour f fixe´e, :
I(t) =
⁄ Œ
0
e≠2tdE(f), t Ø 0
C’est pourquoi, en suivant les arguments de Baudoin et Wang dans [19], on peut montrer que
t ‘æ I(t) satisfait une ine´galite´ du type Ho¨lder. Autrement dit, pour tout T > 0,
I(s) Æ I(0)1≠s/T I(T )s/T , 0 Æ s Æ T (6.6)
Tout ceci, permet d’obtenir une nouvelle majoration de la variance.
Proposition 6.4.5. Soit f : Rn æ R, su samment re´gulie`re, fixe´e. Supposons qu’il existe
T > 0 et Â : R+ æ R tels que
1. pour tout t Ø T , ⁄
Rn
 2(Ptf)d“n Æ
⁄
Rn
 (Ptf)d“n + Â(t), (6.7)
2. ⁄ Œ
0
e≠2t
⁄ Œ
t
e2sÂ(s)dsdt <Œ.
Alors,
Var“n(f) Æ
2T
1≠ e≠2T
s
Rn |Òf |2d“n
log
3 s
Rn
|Òf |2d“n
|
s
Rn
Òfd“n|2+–(T )
4
+ 2T
,
avec –(T ) =
sŒ
T e
2sÂ(s)ds
De´monstration. La de´monstration est e´le´mentaire. Il su t d’utiliser le lemme 6.4.4 et l’ine´galite´
6.6 avec le sche´ma de preuve de la proposition 6.4.1 (permettant de controˆler t ‘æ I(t) sur
l’intervalle [T,+Œ[). Ceci me`ne a` la majoration suivante de la variance
⁄ T
0
I(0)1≠t/T I(T )t/T dt = I(0)
⁄ T
0
e≠
t
T ln
!
I(0)
I(T )
"
dt = [I(0)≠ I(T )]ln I(0)/I(T )
Tout ceci, permet d’e´tudier le mode`le du REM a` basse tempe´rature (— su samment grand).
Nous avons de´ja montre´ que, pour tout t Ø 0,
e2tI(t) Æ 12n e
2—2e≠2tn.
On peut alors choisir T = T— = 12 log(2—2) de telle sorte que, pour t Ø T , nous ayons e2—
2e≠2tn Æ
en. En utilisant la proposition pre´ce´dente, ceci fournit
Var(F—,n) Æ 2T1≠ e≠T
n
n log(2/e) ƒ C— , — Ø 0
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Ne´anmoins, nous ne pouvons pas faire tendre — vers l’infini — æ Œ et retrouver le fait que
model Var(maxi=1,...2N Xi) = O(1) (avec de telles renormalisations). Toutefois, la borne que
nous obtenons correspond a` celle du Bovier et al. 2.2.12 lorsque — >
Ô
2 ln 2.
Remarque. Le cas de — =Œ peut-eˆtre traite´ par l’ine´galite´ de Talagrand 1.3.6.
D’apre`s Chatterjee [48], il est possible de traiter le mode`le de Sherrington et Kirkpatrick
(ainsi que d’autres mode`les plus complexes comme les p-spin ) par cette me´thodologie. En e et,
il a prouve´ le re´sultat suivant
Proposition 6.4.6. (Chatterjee) Soit X un vecteur gaussien centre´ de Rn de matrice de cova-
riance   et Y une copie inde´pendante de X. Par la suite, on utilisera le processus d’Ornstein-
Uhlenbeck (ge´ne´ralise´) sur Rn, defini a` l’aide de ces deux vecteurs gaussiens. Il suppose de plus
que  ij Ø 0 pour tout i, j œ {1, . . . , n}. Alors, l’ine´galite´ qui suit est satisfaite, pour tout t Ø 0,
I(t) Æ
nÿ
i,j=1
 ije2—
2e≠2t ij≠2t‹i‹j , (6.8)
avec ‹i = E[ˆiF—,n] pour tout i = 1, . . . , n et F—(x) = 1— log
!qn
i=1 e
—xi
"
, — > 0 la fonction
d’e´nergie libre.
Remarque. La de´monstration de Chatterjee n’est pas pre´sente´e dans le langage des ope´rateurs
 1 et  2. Nous avons souhaite´ clarifier son sche´ma de preuve ainsi que certains de ses arguments.
Concernant le mode`le plus complexe de Sherrington et Kirkpartrick, Chatterjee obtient une
se´rie d’ine´galite´s di e´rentielles de la forme 0 Æ gÕr(x) Æ 2—2gr+1(x) pour tout r Ø 1 et tout
x œ [0, 1]. La signification du r provient des puissances successives de la matrice de covariance.
Il parvient a` tirer profit de cette se´rie d’ine´galite´s pour obtenir une majoration de la fonction
suivante
hr(t) = E[
nÿ
i,j=1
( ij)rˆifPtˆjf ], t Ø 0
Nous souhaitons souligner que la pre´sence de  ij dans l’exponentielle est essentiel. C’est ce qui lui
permet, dans le cas du mode`le SK, de relier la fonction t ‘æ I(t) a` une fonctionnelle de variables
ale´atoires de Rademacher. En particulier, en raisonnant avec l’ine´galite´ de type Ho¨lder il obtient
la majoration suivante pour le mode`le SK
Var(Fn,—) Æ C—nlogn, — Ø 0
En fait, il est possible, sans utiliser l’ine´galite´ de Ho¨lder, d’obtenir la borne suivante a` partir
des travaux de Chatterjee
Var(Fn,—) Æ C—4—2 , 0 < — < 1/2
En e et, l’ine´galite´ (6.8) entraine que
Var(Fn,—) Æ
⁄ Œ
0
ÿ
‡,‡ÕœCn
 ‡‡Õe2—
2e≠2t ‡‡Õ≠2t‹‡‹‡Õdt.
On peut ensuite appliquer le the´ore`me de Fubini pour obtenir
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Var(Fn,—) Æ 14—2
ÿ
‡,‡ÕœCn
e2—
2 ‡,‡Õ ‹‡‹‡Õ =
1
4—2E‡,‡Õ
5
e2—
2 1
n
!qn
i=1
‡i‡
Õ
i
"26
,
puisque  ‡‡Õ = 1n (‡ · ‡Õ)2 et ‹‡ = E
5
e≠—Hn(‡)q
‡Õ e
≠—Hn(‡Õ)
6
= 12n pour tout ‡ œ Cn d’apre`s [48].
Autrement dit,
Var(Fn,—) Æ 14—2E‡,‡Õ
5
e2—
2
!
1Ô
n
qn
i=1
Yi
"26
avec Yi une variable de Rademacher pour tout i = 1, . . . , n. Ainsi, pour tout 0 < — < 1/2
Var(Fn,—) Æ C—4—2 .
Ceci permet donc de retrouver a` un re´sultat connu sur le mode`le SK : la variance de l’e´nergie libre
est bien borne´e par une constante inde´pendante de la dimension pour tout 0 < — < 1/2 (cf. [154]).
Le ve´ritable challenge est d’obtenir le meˆme re´sultat a` haute tempe´rature (lorsque — > 1). Le
re´sultat pre´ce´dent permet toutefois d’obtenir de la superconcentration pour le π ground state ∫.
En e et, d’apre`s 4.1.5,
Var
!
max
‡œCn
Hn(‡)
" Æ 3Var(Fn,—) + 63 logn
—
42
, — > 0
En choisissant — = 1/4, on en de´duit que Var
!
max‡œCn Hn(‡)
" Æ C—(logn)2 au lieu de la
majoration en n fournie par l’ine´galite´ de Poincare´.
6.5 Remarques diverses
La me´thodologie pre´ce´dente pourrait se ge´ne´raliser en conside´rant le cadre pre´sente´ par
Cordero-Erausquin et Ledoux dans leur article [62]. Nous ne souhaitons pas entrer dans ce degre´
d’abstraction ici.
Nous posons la question suivante : est-il possible d’exhiber une autre fonction f telle que pour
un certain T > 0 et une certaine fonction Â, l’ine´galite´⁄
Rn
 2(Ptf)d“n Æ
⁄
Rn
 (Ptf)d“n + Â(t)
est satisfaite pour tout t Ø T ?
Notons e´galement le fait suivant, de´ja` pre´sent dans le livre de Chatterjee, que l’on peut facile-
ment minorer la variance d’une fonction a` l’aide de l’e´galite´ (en fait, on peut le faire directement
via la de´composition de f sur la base des polynoˆmes d’Hermite)
Var“n(f) =
pÿ
k=1
1
k!
---- ⁄
RN
Òkfd“n
----2 + 2p!
⁄ Œ
0
e≠2t
!
1≠ e≠2t"p ⁄
Rn
--Pt(Òp+1f)--2d“ndt,
Pour obtenir que la variance de f est supe´rieure a` 1k!
---- sRN Òkfd“N ----2, pour n’importe quel k Ø 1.
Ce terme correspond a` projection de f sur le chaos gaussien d’ordre k (il su t de proce´der a` une
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inte´gration par partie afin de faire apparaitre les polynoˆmes d’Hermite). La conse´quence de ceci
est que le phe´nome`ne de superconcentration est di cilement re´alisable pour une fonction f . En
e et, l’heuristique de ceci est que, ne´cessairement, chacune des projections de f sur les di e´rents
chaos doit π tendre vers 0 lorsque n æ Œ ∫. Sans cela, nous pourrions minorer la variance par
une constante et montrer que la variance est exactement du meˆme ordre de grandeur que la
borne fournie par l’ine´galite´ de Poincare´.
6.6 Cube discret
6.6.1 Introduction
Le cube discret Cn = {≠1, 1}n est un exemple inte´ressant sur lequel les me´thodes de semi-
groupes peuvent fournir des ine´galite´s inte´re´ssantes. Rappelons quelques proprie´te´s de cet espace
muni de la mesure produit µn, ou` µ = 12”≠1+ 12”1. L’espace L2(Cn, µn) est un espace de Hilbert
pour le produit scalaire usuel, il est possible d’exhiber une base orthonorme´e de cet espace :
il s’agit des polynoˆmes de Walsh. Ces polynoˆmes sont de´finis commes suit : pour tout sous-
ensemble S µ {1, . . . , n} on de´finit le polynoˆme WS par WS(x) =
r
iœS xi. L’orthogonalite´ de
ces polynoˆmes est facile a` obtenir, en e et, par inde´pendance des xi, i = 1, . . . , n, nous avons,
pour tous S et T des sous-ensembles de {1, . . . , n},
ÈWS ,WT ÍL2(Cn,µn) = E[WS(X)WT (X)] =
Ÿ
iœS T
E[Xi] = ”(S, T ),
ou` ” de´signe le symbole de Kronecker et (S, T ) ‘æ S T la di e´rence syme´trique de deux en-
sembles. Cette base orthonorme´e est re´miniscente de celle, forme´e par les polynoˆmes d’Hermite,
que l’on a pre´sente´ pour Rn muni de la mesure gaussienne standard “n. Ainsi, de manie`re simi-
laire au cas gaussien, beaucoup de formules de Fourier restent valables dans ce cadre discret. Par
exemple, il est possible de de´composer une fonction f œ L2(Cn, µn) sur cette base
f =
ÿ
Sµ{1,...,n}
fˆ(S)WS ,
avec fˆ(S) = ÈWS , fÍL2(Cn,µn). Il est aussi possible d’obtenir une formule de Plancherel pour deux
fonctions f, g œ L2(Cn, µn),
Eµn [fg] =
ÿ
Sµ{1,...,n}
fˆ(S)gˆ(S),
a` partir de laquelle on obtient facilement que Varµn(f) =
q
S ”=ÿ fˆ
2(S), puisque Eµn [f ] = fˆ(ÿ).
Comme pour le cas gaussien, il est possible de construire un ope´rateur di e´rentiel discret au-
quel nous associerons un semi-groupe. Ce semi-groupe, dit de Bonami-Beckner, admet comme
mesure invariante et re´versible la mesure µn. Plus pre´cise´ment, on de´finit le Laplacien π dis-
cret ∫ par L = 12
qn
i=1Di, ou` Di correspond a` la de´rive´e partielle (discre`te) en la i-e`me co-
ordonne´e d’une fonction. C’est a` dire, pour f : Cn æ R, Dif = 12
3
f
!
·i(x)
" ≠ f(x)4 avec
·i(x) = (x1, . . . ,≠xi, . . . , xn) œ Cn pour tout i = 1, . . . , n et tout x = (x1, . . . , xn). A l’aide de
cet ope´rateur di e´rentiel on peut de´finir une forme de Dirichlet sur Cn, pour toute fonction f, g
de´finie sur le cube discret nous avons
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E(f, g) =
⁄
Cn
f(≠Lg)dµn =
⁄
Cn
Df ·Dgdµn,
avec Dh = (D1h, . . . ,Dnh) pour toute fonction h : Cn æ R. Il est facile de voir que les e´le´ments
de la base de Fourier-Walsh sont des vecteurs propres de l’ope´rateur L. En e et, pour tout
S µ {1, . . . , n},
LWS(x) = ≠12
nÿ
i=1
3
WS(x)≠WS
!
·i(x)
"B
= ≠Card(S)WS(x),
car WS(x)≠WS
!
·i(x)
"
= 21iœSWS(x). L’ope´rateur L engendre un semi-groupe, dit de Bonami-
Beckner, (Qt = etL)tØ0. Nous pre´sentons ci-dessous quelques proprie´te´s essentielles de ce semi-
groupe.
Proposition 6.6.1. On peut repre´senter le semi-groupe de la manie`re suivante, pour toute
fonction f : Cn æ R et tout t Ø 0 :
Qt(f) =
ÿ
Sµ{1,...,n}
e≠tCard(S)fˆ(S)WS .
(Qt)tØ0 est markovien et admet µn comme mesure invariante et re´versible. Autrement dit, pour
tout t Ø 0, Qt1 = 1 et ⁄
Cn
fQtgdµ
n =
⁄
Cn
gQtfdµ
n,
pour toute fonction f, g de´finie sur le cube discret. A l’instar du semi-groupe d’Ornstein-Uhlenbeck,
le semi-groupe de Bonami-Beckner admet une repre´sentation inte´grale explicite, pour tout t Ø 0,
Qtf(x) =
⁄
Cn
f(y)
nŸ
i=1
(1 + e≠txiyi)dµn(y), x œ Cn
Remarque. La repre´sentation inte´grale du semi-groupe permet d’e´tablir la relation de commuta-
tion suivante QtD = DQt, t Ø 0 entre le semi-groupe et le gradient discret.
Il a e´te´ de´montre´ par Bonami et Beckner, que ce semi-groupe ve´rifie une proprie´te´ d’hyper-
contractivite´ qui, rappelons-le, est e´quivalente a` une ine´galite´ de Sobolev logarithmique.
The´ore`me 6.6.2. (Bonami-Beckner) Le semi groupe (Qt)tØ0 est hypercontractif. Autrement dit,
pour toute fonction f : Cn æ R, tout t Ø 0 et tout p Ø 1
ÎQtfÎq Æ ÎfÎp, (6.9)
avec p = p(t) = 1 + (q ≠ 1)e≠2t.
Remarque. L’ine´galite´ (6.9) est e´quivalente a` l’ine´galite´ de Sobolev logarithmique
Entµn(f2) Æ
⁄
Cn
|Df |2dµn,
avec | · | de´signant la norme euclidienne. Bien qu’il soit possible de le de´montrer de manie`re
spectrale, via les polynoˆmes de Walsh, le re´sultat pre´ce´dent entraine e´galement que la mesure
µn satisfait une ine´galite´ de Poincare´. Plus pre´cise´ment, pour toute fonction f su samment
re´gulie`re, nous avons l’ine´galite´ suivante
Varµn(f) Æ 12
⁄
Cn
|Df |2dµn.
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6.6.2 Influence
Dans ce paragraphe nous faisons de brefs rappels concernant la notion d’influence pour des
fonctions boole´ennes f : Cn æ {0, 1}. Pour plus de de´tails, nous renvoyons le lecteur vers les
ouvrages suivants [128, 85].
Soit f : Cn æ {≠1, 1}, n Ø 1, il est possible d’imaginer qu’une telle fonction boole´enne
repre´sente un syste`me de vote. En e et, un point x œ {≠1, 1}n repre´senterait les votes de n
personnes qui auraient choisi le candidat π ≠1 ∫ ou bien le candidat π 1 ∫ et la valeur de f(x)
de´signerait le candidat gagnant. Il est naturel de s’interroger sur l’influence du i-e`me vote pour
i œ {1, . . . , n}. Notamment est-il possible que la modification du i-e`me vote change le re´sultat de
l’e´lection ? Ceci ame`ne a` la de´finition suivante
De´finition 6.6.3. Soit f : Cn æ {≠1, 1}, n Ø 1. La i-e`me coordonne´e, pour tout i œ {1, . . . , n},
est dit pivotale, pour un certain x œ C si f(x) ”= f!·i(x)" ou` ·i(x) = (x1, . . . ,≠xi, . . . , xn)
correspond au vecteur x auquel on aurait changer de signe la i-e`me coordonne´e.
Ceci permet alors de de´finir la notion d’influence d’une coordonne´e d’une fonction boole´enne.
De´finition 6.6.4. Soit f : Cn æ {≠1, 1}, n Ø 1. L’influence de la i-e`me coordonne´e de la
fonction f est donne´e par
Ii(f) = P
3
f(X) ”= f!·i(X)"4
avec L(X) = µn la loi uniforme sur Cn.
Remarque. Notons que Ii(f) correspond a` la probabilite´ que la coordonne´e i soit pivotale. Par
la suite, nous adopterons la meˆme de´finition d’influence pour des fonctions a` valeurs dans {0, 1}.
Il est utile de remarquer que l’influence de la i-e`me coordonne´e d’une fonction boole´enne peut
s’exprimer sous la forme de norme Lp, p Ø 1 des de´rive´es partielles de f . En e et, au prix de
constantes nume´riques, nous avons l’identite´ suivante
Ii(f) = ÎDifÎ1 = ÎDifÎpp, i œ {1, . . . , n}
Nous renvoyons a` nouveau le lecteur vers les ouvrages [128, 85] pour des exemples de calculs
d’influence pour des fonctions boole´ennes standards (fonction majorite´, fonction tribues,. . . ). Un
re´sultat essentiel dans l’analyse boole´enne est le the´ore`me de Kahn, Kalai et Linial [101] dont
nous fournissons l’e´nonce´ ci-dessous.
The´ore`me 6.6.5. [Kahn-Kalai-Linial] Soit f : Cn æ {≠1, 1}, n Ø 1. Alors il existe i œ
{1, . . . , n}, c > 0 tel que
Ii(f) Ø cVarµn(f) logn
n
.
Remarque. Il est notamment possible de de´duire ce re´sultat a` partir de l’ine´galite´ de Talagrand
(originelle) sur le cube discret (cf. [147]). Des extensions de ceci ont e´te´ propose´es par di e´rents
auteurs, nous renvoyons le lecteur vers l’article [62] et les re´fe´rences de celui-ci pour plus de
de´tails. Il a e´te´ de´montre´ par Ben Or et Linial (cf. [20]) que la fonction tribues a toutes ses
influences d’ordre logn/n, ils conjecturent que ce re´sultat est optimal. Ainsi, le the´ore`me de
Kahn, Kalai et Linail assure donc cette optimalite´.
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Dans ce qui va suivre, nous proposons une de´finition d’influence π double ∫ d’un couple
(i, j) œ {1, . . . , n}2 ge´ne´ralisant la de´finition 6.6.4. Nous proposerons un the´ore`me dans le meˆme
esprit que celui de Kahn, Kalai et Linial sur les influences doubles. Ce the´ore`me de´coulera d’une
ine´galite´ de Talagrand, sur le cube discret, a` l’ordre deux. Le sche´ma de preuve consistera a`
adapter le cas gaussien pre´sente´ au de´but du chapitre six.
Comme nous l’avons vu pre´ce´demment, nous pouvons exprimer l’influence d’une coordonne´e
d’une fonction a` partir de la norme Lp de la de´rive´e discre`te de cette meˆme fonction. Par analogie,
nous allons de´finir les influences doubles Iij(f) a` partir de la norme L2 de Dijf ou` Dij = Di¶Dj .
Il n’est pas di cile de montrer que, pour tout (i, j) œ {1, . . . , n}2 et toute fonction f : Cn æ
{≠1, 1},
Dijf =
1
4
3
f(x) + f
!
·ij(x)
"≠ f!·i(x)"≠ f!·j(x)"4,
avec ·ij = ·i ¶ ·j . Lorsque i = j on trouve que Diif = Dif .
De´finition 6.6.6. Sans perdre de ge´ne´ralite´, une fonction boole´enne f : Cn æ {0, 1}, n Ø 1
peut s’e´crire sous la forme f = 1A avec A µ Cn. Pour (i, j) œ {1, . . . , n}2, l’influence du couple
(i, j) est donne´e par
Iij(f) =
1
4
5
P
!
X œ A, ·i(X) /œ A, ·j(X) /œ A
"
+ P
!
X /œ A, ·i(X) œ A, ·j(X) œ A
"6
,
ou` L(X) = µn.
Remarque. Ceci est en ade´quation avec les influences d’ordre un, puisque l’on a, pour tout
i œ {1, . . . , n} et pour f = 1A,
2Ii(f) = P
!
X œ A, ·i(X) /œ A
"
+ P
!
X /œ A, ·i(X) œ A
"
.
De plus, comme signifie´ auparavant, Ii(f) = ÎDifÎ22 (aux constantes pre`s). Il est e´galement
possible de montrer que
ÎDijfÎ22 = 4
5
P
!
X œ A, ·i(X) /œ A, ·j(X) /œ A
"
+ P
!
X /œ A, ·i(X) œ A, ·j(X) œ A
"6
.
Comme nous le verrons dans la section suivante, il sera primordial de pouvoir comparer ÎDijfÎ22
avec ÎDijfÎ1 afin d’obtenir un re´sultat sur les influences a` partir d’une ine´galite´ de Talagrand
d’ordre supe´rieur. En faisant une disjonction de cas (suivant que x œ A, ·i(x) œ A, ·j(x) œ
A, ·ij(x) œ A . . .) il est possible de montrer que
ÎDijfÎ1 Æ 4ÎDijfÎ22 Æ 2ÎDijfÎ1, (i, j) œ {1, . . . , n}2.
Heuristiquement, ceci s’explique de la manie`re suivante : pour tout (i, j) œ {1, . . . , n}2, 4Dij1A(x) œ
{≠2,≠1, 0, 1, 2}, x œ Cn. Ainsi, pour tout p Ø 1, nous obtenons
|4Dij1A(x)| Æ |4Dij1A(x)|p Æ 2p|4Dij1A(x)|, x œ Cn,
permettant de comparer les normes Lp des Dij1A entre elles.
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6.6.3 Ine´galite´s de Talagrand d’ordre supe´rieur et influence d’ordre
deux
Nous allons voir qu’il est possible, au prix de constante nume´rique, de retrouver le meˆme
sche´ma de preuve que le cas gaussien. Une des di e´rences majeures est le fait que le semi-groupe
de Bonami-Beckner commute exactement avec le gradient discret. Autrement dit, pour tout t Ø 0,
DQt = QtD alors que cette commutation fait apparaitre un facteur e≠t dans le cas gaussien. Au
cours de la de´monstration qui va suivre, nous utiliserons le fait suivant (il s’agit d’une formulation
e´quivalente de l’ine´galite´ de Poincare´) : pour toute fonction f : Cn æ R de moyenne nulle sous
la mesure µn, nous avons, pour tout t Ø 0
ÎQtfÎ22 Æ e≠2tÎfÎ22.
Ceci sera notamment utilise´ pour des fonctions de la forme Dif ou encore Dijf pour i, j =
1, . . . , n. Il n’est pas di cile de ve´rifier que de telles fonctions sont de moyenne nulle puisque,
pour tout i = 1, . . . , n, ⁄
Cn
f(x)dµn =
⁄
Cn
f
!
·i(x)
"
dµn.
Notons e´galement le fait que, pour tout i = 1, . . . , n, Diif = Dif . Ces remarques e´tant faites
nous pouvons nous attacher a` la de´monstration du re´sultat suivant.
The´ore`me 6.6.7. Soit f : {≠1, 1}n æ R, n Ø 1, alors il existe 0 < s0 < 1 (fixe´) telle que la
majoration suivante est satisfaite
Varµn(f) Æ C
3 nÿ
i=1
ÎDifÎ21+e≠2s0 +
ÿ
i ”=j
ÎDijfÎ225
1 + log
3
ÎDijfÎ2
ÎDijfÎ1
4624 (6.10)
avec C > 0 une constante nume´rique.
Le the´ore`me pre´ce´dent permet d’obtenir un nouveau re´sultat, dans le meˆme esprit que le
the´ore`me 6.6.5, portant sur l’influence de coordonne´es de fonctions boole´ennes. En e et, si f :
Cn æ {0, 1} le re´sultat pre´ce´dent entraine une majoration de la variance de f en terme des
influences de ses coordonne´es.
Corollaire 6.6.8. Sous le cadre pre´ce´demment de´crit, il existe 0 < ÷ < 1 tel que
Varµn(f) Æ C÷
3 nÿ
i=1
Ii(f)1+÷ +
ÿ
i ”=j
Iij(f)5
1 + log
3
1
16Iij(f)
4624.
Lorsque f = 1A, avec µn(A) = 1/2 (plus ge´ne´ralement, ce qui suit fonctionne e´galement pour
0 < ‘ < µn(A) Æ 1 ≠ ‘ < 1, pour tout 0 < ‘ < 1 inde´pendant de n), l’ine´galite´ pre´ce´dente
entraine alors l’alternative suivante : soit il existe i œ {1, . . . , n} tel que
Ii(A) Ø C
3 1
n
41/(1+÷)
ou bien il existe (i, j) œ {1, . . . , n}2, i ”= j tel que
Ii,j(A) Ø C
3 logn
n
42
.
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De´monstration. (The´ore`me 6.6.7) Le sche´ma de preuve de´bute comme le cas gaussien avec la
repre´sentation de la variance le long du semi-groupe de Bonami-Beckner (Qt)tØ0 (cf. [62, 27]) :
Varµn(f) = 2
⁄ Œ
0
nÿ
i=1
⁄
Cn
Q2t (Dif)dµndt. (6.11)
On pose alors 2s = t et utilisons le fait que
s
Cn
Q22s(Dif)dµn = ÎQs¶Qs(Dif)Î22 Æ e≠2sÎQsDifÎ22
pour tout i = 1, . . . , n. Puisque, par invariance de la mesure µn par rapport au semi-groupe de
Bonami-Beckner,
s
Cn
Qs(Dif)dµn =
s
Cn
Difdµn = 0 pour tout i = 1, . . . , n. Ceci me`ne a` la
majoration suivante,
Varµn(f) Æ 4
⁄ Œ
0
e≠2s
nÿ
i=1
⁄
Cn
Q2s(Dif)dµnds.
Comme dans le cas gaussien on pose, pour tout s Ø 0, K(s) = sCn |Qs(Df)|2dµn. La formule
d’inte´gration par partie discre`te combine´e au the´ore`me fondamental de l’analyse entraine alors
K(s) = K(Œ) + 2
⁄ Œ
s
|Qu(D2f)|2dµndu,
pour tout s Ø 0. Puisque le semi-groupe de Bonami Beckner est ergodique
K(Œ) =
---- ⁄
Cn
Dfdµn
----2 = nÿ
i=1
! ⁄
Cn
Difdµ
n
"2 = 0.
Nous avons donc montre´ l’e´galite´ suivante, pour tout s Ø 0,
K(s) = 2
nÿ
i,j=1
⁄ Œ
s
⁄
Cn
Q2u(Dijf)dµndu.
Finalement, apre`s substitution et utilisation du the´ore`me de Fubini, ceci fournit
Varµn(f) Æ 4
nÿ
i,j=1
⁄ Œ
0
(1≠ e≠2u)
⁄
Cn
Q2u(Dijf)dµndu.
En posant a` nouveau 2s = u puis en utilisant la de´croissance exponentielle du semi-groupe
dans L2(µn), c’est-a`-dire ÎQ2sDijfÎ22 Æ e≠2sÎQsfÎ22 ’i, j œ {1, . . . , n}, la majoration pre´ce´dente
devient
Varµn(f) Æ 8
nÿ
i,j=1
⁄ Œ
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dijf)dµnds.
Nous allons de´couper la somme pre´ce´dente suivant que i = j ou non, afin de tirer profit du fait
que Dii = Di pour tout i = 1, . . . , n. La variance de la fonction f est donc controˆle´e par deux
termes,
8
nÿ
i=1
⁄ Œ
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dif)dµnds+ 8
ÿ
i ”=j
⁄ Œ
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dijf)dµnds.
Introduisons un parame`tre s0 > 0 que nous choisirons ulte´rieurement, nous pouvons alors traiter
le premier terme de l’e´quation pre´ce´dente de la manie`re suivante,
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8
nÿ
i=1
⁄ Œ
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dif)dµnds = 8
nÿ
i=1
⁄ s0
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dif)dµnds
+ 8
nÿ
i=1
⁄ Œ
s0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dif)dµnds
Il n’est pas di cile de voir que,
8
nÿ
i=1
⁄ s0
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dif)dµnds Æ 8
nÿ
i=1
⁄ s0
0
4s
⁄
Cn
Q2s(Dif)dµnds
Æ 32s0
⁄ Œ
0
nÿ
i=1
⁄
Cn
Q2s(Dif)dµnds = 16s0Varµn(f)
ou` la dernie`re e´galite´ de´coule de la formule de repre´sentation dynamique de la variance (6.11).
Si l’on choisit s0 tel que s016 Æ 1/2, tout ceci me`ne donc a` l’ine´galite´
1
2Varµn(f) Æ 8
⁄ Œ
s0
e≠2s(1≠ e≠4s)
nÿ
i=1
⁄
Cn
Q2s(Dif)dµnds
+ 8
ÿ
i ”=j
⁄ Œ
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dijf)dµnds.
Occupons nous a` pre´sent d’estimer 8
sŒ
s0
e≠2s(1 ≠ e≠4s)qni=1 sCn Q2s(Dif)dµnds. A cet ef-
fet, remarquons que la contractivite´ du semi-groupe de Bonami-Beckner entraine la majoration
suivante, valable pour tout i = 1, . . . , n et tout s Ø s0,
ÎQsDifÎ22 = ÎQs≠s0 ¶Qs0DifÎ22 Æ ÎQs0(Dif)Î22.
Ainsi,
8
⁄ Œ
s0
e≠2s(1≠ e≠4s)
nÿ
i=1
⁄
Cn
Q2s(Dif)dµnds Æ 8
nÿ
i=1
ÎQs0DifÎ22
⁄ Œ
s0
e≠2s(1≠ e≠4s)ds
Æ 4
nÿ
i=1
ÎQs0DifÎ22
Æ 4
nÿ
i=1
ÎDifÎ21+e≠2s0
ou la dernie`re majoration provient de la proprie´te´ d’hypercontractivite´ du semi-groupe de Bonami-
Beckner. Il ne reste plus qu’a` majorer la somme lorsque i ”= j = 1, . . . , n. Ceci est assez simple
puisque la majoration suivante nous rame`ne aux meˆmes estimations que le cas gaussien
8
ÿ
i ”=j
⁄ Œ
0
e≠2s(1≠ e≠4s)
⁄
Cn
Q2s(Dijf)dµnds Æ 16
ÿ
i ”=j
⁄ Œ
0
e≠2s(1≠ e≠2s)
⁄
Cn
Q2s(Dijf)dµnds.
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Il su t alors d’appliquer les meˆmes arguments que ceux utilise´s dans le the´ore`me 6.3.1 pour
montrer que
16
ÿ
i ”=j
⁄ Œ
0
e≠2s(1≠ e≠2s)
⁄
Cn
Q2s(Dijf)dµnds Æ C
ÿ
i ”=j
ÎDijfÎ225
1 + log
3
ÎDijfÎ2
ÎDijfÎ1
462
Remarque. Il n’est pas di cile de voir que la preuve pre´ce´dente fonctionne e´galement pour les
mesures biaise´es µnp = {p”≠1+ q”1}¢n avec p œ]0, 1[ et p+ q = 1. Il su t de modifier le´ge´rement
certains objets : le ge´ne´rateur L ainsi que la constante de l’ine´galite´ de Sobolev logarithmique
apparaissant dans la proprie´te´ d’hypercontractivite´. Nous renvoyons le lecteur vers [128, 115] pour
trouver les informations ne´cessaires a` ces modifications. Signalons a` nouveau que la me´thodologie
employe´e ici semble aise´ment s’e´tendre au cadre propose´ dans l’article [115].
Remarque. Notons toutefois que la de´monstration pre´ce´dente fonctionnerait aux ordres supe´rieurs.
Il faudrait toutefois eˆtre prudent pour de´composer la somme faisant intervenir des de´rive´es de la
forme Dijk. Par exemple, sur la diagonale (i = j = k) nous obtiendrons des Di ; si jamais deux
indices sont e´gaux (i = j, k ”= i ”= j par exemple) nous aurons des Dik. Il ne restera plus qu’a`
appliquer l’argument hypercontractif aux de´rive´es de la forme Dijk, avec i ”= j ”= k.
Maintenant que la de´monstration du the´ore`me 6.6.7 est faite, nous pouvons proposer une
preuve du corollaire 6.6.8 sur les influences. Nous nous ne ferons que le cas particulier f = 1A
pour un ensemble A µ Cn, la de´monstration lorsque f : Cn æ {≠1, 1} est identique.
De´monstration. (Corollaire 6.6.8) Soit A µ Cn et f = 1A. Il su t d’appliquer l’ine´galite´ (6.10)
du the´ore`me 6.6.7 pour faire apparaitre les influences. Tout d’abord, notons que pour une telle
fonction f , ÎDifÎ21+e≠2s0 = Ii(A)2/(1+e
≠2s0 ) pour tout i = 1, . . . , n. Notons que 21+e≠2s0 œ]1, 2[
pour tout s0 > 0 et donc peut ceci peut se re´e´crire sous la forme 1 + ÷ avec ÷ œ]0, 1[.
Comme nous avons pu le faire remarquer dans la section pre´ce´dente, les normes ÎDijfÎ2 et
ÎDijfÎ1 avec f = 1A sont comparables, pour tout i ”= j = 1, . . . , n, et correspondent a` des
influences doubles Iij(A). Plus pre´cise´ment, pour tout i ”= j = 1, . . . , n
1
2ÎDijfÎ
1/2
1 Æ ÎDijfÎ2 Æ
1Ô
2
ÎDijfÎ1/21
et ÎDijfÎ2 = 4Iij(A). D’apre`s ce qui pre´ce`de, nous obtenons donc
µn(A)
!
1≠ µn(A)" Æ C nÿ
i=1
Ii(A)1+÷ + C
ÿ
i ”=j
Iij(A)5
1 + log
3
1
16Iij(A)
462 .
A pre´sent, soit le premier terme domine l’autre et l’ine´galite´ pre´ce´dente entraine que
µn(A)
!
1≠ µn(A)" Æ C nÿ
i=1
Ii(A)1+÷.
Ainsi, il existe i œ {1, . . . , n} tel que Ii(A)1+÷ Ø µ
n(A)
!
1≠µn(A)
"
Cn . Ou bien le deuxie`me terme
domine l’autre et nous obtenons
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µn(A)
!
1≠ µn(A)" Æ Cÿ
i ”=j
Iij(A)5
1 + log
3
1
16Iij(A)
462 .
Il su t alors de faire le raisonnement suivant : soit il existe (i, j) œ {1, . . . , n}, i ”= j tel que
Iij(A) Ø µ
n(A)
!
1≠µn(A)
"
16n et le re´sultat s’ensuit. Soit, pour tout (i, j) œ {1, . . . , n}, i ”= j, nous
avons Iij(A) Æ µ
n(A)
!
1≠µn(A)
"
16n , permettant d’obtenir la majoration suivante
µn(A)
!
1≠ µn(A)" Æ Cÿ
i ”=j
Iij(A)5
1 + log
3
n
µn(A)
!
1≠µn(A)
"462 .
Il existe donc un couple (i, j) œ {1, . . . , n}, i ”= j tel que
µn(A)
!
1≠ µn(A)"
Cn(n≠ 1) Æ
Iij(A)5
1 + log
3
n
µn(A)
!
1≠µn(A)
"462 ,
ce qui permet d’e´tablir la conclusion voulue.
A titre indicatif, nous e´nonc¸ons ci dessous l’ine´galite´ de Talagrand a` l’ordre p que nous
pouvons obtenir en ite´rant la proce´dure. Contrairement au cas gaussien, la de´pendance en p
est mauvaise (principalement a` cause des majorations successives permettant d’imiter le cas
gaussien) et ne permet de faire tendre p vers l’infini. Nous laissons au lecteur le soin de comple´ter
la de´monstration.
The´ore`me 6.6.9. Soit f : Cn æ R, n Ø 1. Pour tout p Ø 0 nous avons la majoration suivante
de la variance
Varµn(f) Æ 2
p+2+
qp
k=0
k
p!
⁄ Œ
0
e≠2s(1≠ e≠2s)p
⁄
Cn
nÿ
i1,...,ip+1=1
Q2s(Di1,...,ip+1f)dµnds. (6.12)
En particulier, l’argument hypercontractif entraine le re´sultat suivant
Varµn(f) Æ Cp
nÿ
i1,...,ip+1=1
ÎDi1,...,ip+1fÎ225
1 + log
3
ÎDi1,...,ip+1fÎ2
ÎDi1,...,ip+1fÎ1
46p+1 ,
avec Cp > 0.
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Chapitre 7
Bornes sur la variance et ine´galite´
de de´viation non asymptotique
par transport optimal
7.1 Introduction
Ce chapitre propose d’aborder la superconcentration par le biais du transport optimal. Les
ine´galite´s de Poincare´ a` poids ont e´te´ e´tudie´es par di e´rents auteurs (cf. [18, 26, 87, 8]), nous
verrons qu’elles s’ave`rent eˆtre des outils performants pour obtenir de la superconcencentration
pour des mesures produits. Nous montrerons e´galement que certains proble`mes isope´rime´triques
peuvent e´galement eˆtre relie´s a` la superconcentration et permettent d’obtenir des ine´galite´s de
de´viations pertinentes. L’ide´e essentielle, de´ja` pre´sente dans [87], des travaux qui vont suivre est
la suivante : e´tant donne´e une mesure de probabilite´ ‹ satisfaisant une ine´galite´ fonctionnelle,
nous choisissons de transporter cette mesure sur une mesure µ afin d’obtenir de la superconcen-
tration pour µ. L’e´tape essentielle est d’estimer pre´cise´ment le comportement de l’application de
transport. Signalons tout de meˆme que nous n’utiliserons pas de fonction de couˆt ou d’ine´galite´s
fonctionelles, comme celle de Pinsker, issues de la the´orie du transport optimal par la suite.
Peut-eˆtre que la mot transfert, illustrant de quelle manie`re une mesure peut he´riter des proprie´te´s
satisfaites par une autre, euˆt e´te´ plus adapte´ pour de´crire la partie qui va suivre. Cependant nous
trouvions cette terminologie moins e´vocatrice et avons pre´fe´re´ conserver l’appellation de trans-
port optimal. Les re´sultats expose´s dans ce chapitre seront e´galement re´diger sous forme d’article.
Dans ce qui suit, nous illustrerons nos the´ore`mes abstraits par des re´sultats provenant de
la the´orie des extreˆmes. Nous renverrons re´gulie`rement le lecteur vers le chapitre trois a` cet
e et. E´tant donne´ des mesures de probabilite´s, absolument continues par rapport a` la mesure de
Lebesgue sur R, µ et ‹ nous de´signerons, respectivement, par X1, . . . ,Xn une famille de n Ø 1
variables ale´atoires inde´pendantes de meˆme loi (i.e. L(X1) = µ) et par Y1, . . . , Yn une famille de
n Ø 1 variables ine´pendantes de loi ‹. On pose alors Mn = maxi=1,...,nXi.
Comme nous l’avons mentionne´, nos travaux sont re´miniscent des travaux de [87, 18] sur
les ine´galite´s de Poincare´ a` poids sur R. A titre d’exemple, dans [18], les auteurs obtiennent le
the´ore`me suivant (cf. [8])
The´ore`me 7.1.1. (Barthe-Roberto) Soit µ une mesure de probabilite´ sur R de me´diane m et
conside´rons d‹(x) = g(x)dx une mesure sur R. La meilleure constante CP > 0, telle que pour
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toute fonction localement lipschitzienne f : Ræ R nous ayons l’ine´galite´ suivante
Varµ(f) Æ CP
⁄
R
(f Õ)2d‹,
ve´rifie max(B+, B≠) Æ CP Æ 4max(B+, B≠), ou`
B+ = sup
x>m
‹
!
[x,+Œ)" ⁄ x
m
dt
g(t) , B≠ = supx<m
‹
!
(≠Œ, x]" ⁄ m
x
dt
g(t) . (7.1)
La preuve de ce re´sultat repose sur l’ine´galite´ de Hardy et le crite`re de Muckenhoupt. Notre
approche est, par nature, similaire a` ceci ; toutefois notre sche´ma de preuve s’appuie sur des
arguments de transport optimal et se rapproche de ceux de Gozlan. L’ide´e majeure de [87] est le
fait suivant : si l’on modifie la me´trique euclidienne, il est possible de renforcer certains re´sultats
classiques de concentration. L’article de Gozlan peut-eˆtre re´sume´, sommairement, de la manie`re
suivante : e´tant donne´ une mesure µn ainsi qu’une fonction Ê (satisfaisant des conditions de
re´gularite´s) Gozlan conside`re la mesure pousse´e Ê#µn. Similairement au the´ore`me 7.1.1, Ê est
choisie comme e´tant la plus π grande ∫ fonction possible (au sens ou` la meilleure constante de
Poincare´ CP puisse obtenir, en transportant Ê#µn sur µn, doit satisfaire une condition impli-
quant les constantes B+ et B≠ donne´es par (7.1)) afin que Ê#µn satisfasse encore une ine´galite´
de Poincare´. La conse´quence de ceci est de permettre de renforcer la concentration satisfaite,
initialement, par la mesure µn. Plus pre´cise´ment, Gozlan a obtenu le the´ore`me suivant :
Lemme 7.1.2. (Gozlan) Les assertions suivantes sont e´quivalentes.
1. Ê#µn ve´rifie une ine´galite´ de Poincare´ de constante CP > 0 : pour toute fonction f
su samment re´gulie`re
VarÊ#µn(f) Æ CP
⁄
Rn
|Òf |2dÊ#µn.
2. µn ve´rifie une ine´galite´ de Poincare´ a` poids : pour toute fonction f su samment re´gulie`re,
Varµn(f) Æ C
nÿ
i=1
⁄
Rn
1
ÊÕ(xi)
(ˆif)2dµn
Remarque. Graˆce au crite`re de Muckenhoupt (cf. [16] par exemple), il propose e´galement des
conditions su santes pour qu’une mesure de la forme dµ = e≠V (x)dx, avec V convexe satisfasse
ce genre d’ine´galite´. Gozlan utilise ce genre d’ine´galite´s pour de´montrer des re´sultats de concen-
tration (cf. [87]). Il e´tudie e´galement les liens reliant ces ine´galite´s de Poincare´ a` poids avec des
ine´galite´s de transport et d’inf-convolution, nous ne de´velopperons pas ce point par la suite.
Nous souhaitons faire remarquer au lecteur que, bien que notre point de vue soit le´ge´rement
di e´rent, notre me´thodologie est essentiellement la meˆme que celle de Gozlan. En e et, nous
pre´ferons choisir une mesure ‹ ve´rifiant une ine´galite´ de Poincare´ afin de la transporter, par une
application monotone T , sur la mesure d’inte´reˆt µ. Finalement, avec les notations de Gozlan,
tout ceci revient a` conside´rer T = Ê≠1. Nous verrons dans ce chapitre que certaines proprie´te´s de
la mesure exponentielle produit (comme l’ine´galite´ de Poincare´ ou un re´sultat isope´rime´trique)
permettent d’ame´liorer certaines ine´galite´s fonctionnelles satisfaites par la mesure µn. Nous illus-
trerons cette approche de la superconcentration en proposant des bornes sur la variance ainsi que
des ine´galite´s de de´viation. Ces re´sultats seront non asymptotiques et refle`teront le comportement
des extreˆmes de la loi µ.
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7.2 Notations et rappels de transport optimal
Soient µ et ‹ deux mesures de probabilite´s sur R. Supposons que ces deux mesures soient
absolument continues par rapport a` la mesure de Lebesgue sur R. Plus pre´cise´ment,
dµ(x) = h(x)dx, d‹(x) = g(x)dx
Soit X une variables ale´atoire loi µ et Y une variables ale´atoire de loi ‹. Notons H (respec-
tivement G) la fonction de re´partition de X (respectivement Y ). Et de´finissons la fonction de
risque associe´e a` une mesure de probabilite´ µ par
Ÿµ(x) =
h(x)
1≠H(x) , x œ supp(µ) µ R
De plus, nous supposerons que ‹ satisfait une ine´galite´ de Poincare´ sur R de constante CP > 0.
Autrement dit, pour f : Ræ R su samment re´gulie`re,
Var‹(f) Æ CP
⁄
R
f Õ2d‹.
Par tensorisation, cela entraine que la mesure produit ‹n satisfait une ine´galite´ de Poincare´ sur Rn
avec la meˆme constante CP . Nous souhaitons souligner le fait que nous choisirons principalement
‹ comme e´tant la mesure exponentielle sur R+ (ou bien comme e´tant la mesure exponentielle
syme´trique sur R) comme mesure de re´fe´rence a` partir de laquelle nous ame´liorerons la concentra-
tion satisfaite par la mesure d’inte´reˆt µ. Cependant, lors de l’e´nonce´ de nos re´sultats principaux,
nous ne spe´cifierons pas les mesures µ et ‹.
Rappelons que le transport monotone de ‹ sur µ (cf. chapitre un ou [162] pour plus de de´tails)
est obtenu par une application t : Ræ R telle que, pour tout x œ R,⁄ x
≠Œ
d‹ =
⁄ t(x)
≠Œ
dµ.
De manie`re e´quivalente, en termes des fonctions de re´partition,
G(x) = P(Y Æ x) = P!X Æ t(x)" = H!t(x)", x œ R. (7.2)
Ce qui me`ne, apre`s de´rivation, a`
g(x) = h
!
t(x)
"
tÕ(x), x œ R (7.3)
On de´finit a` pre´sent T : Rn æ Rn par T (x) = !t(x1), . . . , t(xn)", pour tout x = (x1, . . . , xn) œ
Rn. L’application T transporte ‹n sur µn.
C’est pourquoi, pour toutes applications f : Rn æ R su samment re´gulie`res,
Varµn(f) = Var‹n
!
f ¶ T ",
7.3 Re´sultat principal
Voici notre re´sultat principal, a` partir duquel nous obtiendrons des bornes sur la variance et
des ine´galite´s de de´viations non-asymptotique.
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The´ore`me 7.3.1. Avec les notations pre´ce´dentes, pour toute fonction f : Rn æ R su samment
re´gulie`re, n Ø 1, nous avons
Var
!
f(X)
" Æ CP nÿ
i=1
E
5
(ˆif)2 ¶ T (Y )
3
Ÿ‹(Yi)
Ÿµ
!
t(Yi)
"426, (7.4)
avec Y = (Y1, . . . , Yn) ou` Y1, . . . , Yn sont des copies inde´pendantes de Y,L(Y ) = ‹ et X =
(X1, . . . ,Xn) ou` X1, . . . ,Xn sont des copies inde´pendantes de X,L(X) = µ.
De´monstration. Par de´finition de l’application de transport T , nous avons
Varµn(f) = Var‹n
!
f ¶ T ".
Nous pouvons alors appliquer l’ine´galite´ de Poincare´ satisfaite par ‹n a` la fonction f ¶ T :
Var‹n(f ¶ T ) Æ CP
nÿ
i=1
⁄
Rn
(ˆif)2 ¶ T (x)tÕ2(xi)d‹n(x).
De plus, la relation (7.3) entraine que
tÕ(x) = g(x)1≠G(x) ◊
1≠H!t(x)"
h
!
t(x)
" = Ÿ‹(x)
Ÿµ
!
t(x)
" , x œ R
a` condition que h(x) > 0, x œ R.
7.4 Bornes non-asymptotiques de variances
Nous allons illustrer le The´ore`me 7.3.1 pour obtenir des bornes pertinentes sur la variance de
fonctionnelles de lois de probabilite´s usuelles. Nous commencerons par la the´orie des extreˆmes
et les fluctuations du maximum, ensuite nous traiterons le cas des normes lp, p Ø 2 d’un vecteur
gaussien standard.
7.4.1 Domaine d’attraction des lois de Weibull et de Fre´chet
Nous de´butons par des lois usuelles, appartenant au domaine d’attraction de la loi de Weibull
ou de Fre´chet. Pour cela, nous choisissons ‹n comme e´tant le produit de n mesures exponentielles
standards (rappelons que, dans ce cas, H(x) = 1≠e≠x si x Ø 0, H(x) = 0 sinon). Nous obtenons
alors le corollaire suivant.
Corollaire 7.4.1. Si Y suit une loi exponentielle standard sur R+ alors, pour toute fonction f
su samment re´gulie`re f : Rn æ R, pour n Ø 1,
Var
!
f(X)
" Æ 4 nÿ
i=1
E
53
ˆif(X)
Ÿµ(Xi)
426
, (7.5)
ou` X1, . . . ,Xn sont des variables ale´atoires inde´pendantes de loi µ.
En particulier, pour (une approximation re´gulie`re de) f(x) = maxi=1,...,n xi,
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Var
!
Mn
" Æ CE53 1
Ÿµ(Mn)
426
, (7.6)
ou` Mn = maxi=1,...,nXi et C > 0 est une constante nume´rique.
Il ne reste plus qu’a` spe´cifier la loi µ pour illustrer ce nouveau corollaire 7.4.1.
Mesure uniforme
Si µ de´signe la mesure uniforme sur [0, 1] alors Ÿµ(x) = 1xœ[0,1] 11≠x . Ainsi,
Var(Mn) Æ 4E[(1≠Mn)2] = O(1/n2).
Rappelons que, n(Mn ≠ 1) converge en loi vers la distribution de Weibull.
De´monstration. En e et, pour tout t œ [0, 1], P(Mn Æ t) = tn ceci impliquant que la loi de Mn
admet t ‘æ ntn≠11[0,1] comme densite´ par rapport a` la mesure de Lebesgue.
Ainsi,
E[Mn] =
⁄ 1
0
ntndt = n
n+ 1
tandis que
E[M2n] =
⁄ 1
0
ntn+1dt = n
n+ 2 .
C’est pourquoi Var(Mn) = nn+1 ≠ n
2
(n+1)2 = 2n(n+2)(n+1)2 = O(1/n2). En comparaison, la me´thode
de transport (corollaire 7.4.1) entraine que
Var(Mn) Æ 4E[(1≠Mn)2]
et la majoration obtenue est bien du bon ordre de grandeur par ce qui pre´ce`de.
Loi beta
Plus ge´ne´ralement, si µ de´signe la loi beˆta de parame`tres a, b > 0 il n’est pas di cile de
montrer que, pour tout x œ [0, 1],
1
Ÿµ(x)
=
s 1
x (1≠ t)b≠1ta≠1dt
xa≠1(1≠ x)b≠1
Æ min
31
a
(1≠ xa)
xa≠1
,
1
b
(1≠ x)
xa≠1
4
En particulier, lorsque a = b = 1 nous retrouvons l’estimation obtenue pour la mesure uniforme.
Dans le cas ge´ne´ral, les calculs semblent trop complexes en comparaison de l’obtention d’une
e´ventuelle majoration non-asymptotique, de l’ordre de n≠1/b, de la variance du maximum.
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Loi de Pare´to
Rappelons que la the´orie des extreˆmes assure que n≠1/–Mn converge en loi vers la distribution
de Fre´chet. Il est donc pertinent de s’interroger sur l’e cacite´ de la me´thode de transport pour
des lois a` queues lourdes.
Si µ correspond a` la loi de Pareto de parame`tre – > 3 (afin que Var(X1) soit finie ) sur
l’intervalle [1,+Œ) alors H(x) = 1 ≠ 1x– si x Ø 1 et H(x) = 0 sinon. Des calculs e´le´mentaires
montrent que Ÿµ(x) = –x , ainsi le corollaire 7.4.1 entraine que
Var(Mn) Æ 4
–
E[M2n]
Cette ine´galite´ est mauvaise lorsque – Æ 4 car la majoration obtenue est moins bonne que la
borne triviale Var(Mn) Æ E[M2n] ; lorsque – > 4 le gain n’est vraiment pas significatif et semble
peu pertinent car l’estimation directe de E[M2n] su t a` de´terminer la taille de la variance du
maximum.
7.4.2 Domaine d’attraction de la loi de Gumbel
Pour des mesures log-concaves sur R (comme la mesure gaussienne), il est commode de
choisir ‹ comme e´tant la mesure exponentielle syme´trique sur R. Rappelons que ‹ admet la
densite´ suivante g(x) = 12e≠|x| par rapport a` la mesure de Lebesgue, et admet pour fonction de
re´partition G(x) = 12ex si x Æ 0, G(x) = 1≠ 12e≠x sinon. Des calculs e´le´mentaires montrent que
Ÿ‹(x) =
;
1, x > 0,
1
2e≠x≠1 , x Æ 0.
(7.7)
Ceci entraine le corollaire suivant
Corollaire 7.4.2. Si Y suit la loi exponentielle syme´trique sur R alors, pour toute fonction
re´gulie`re f : Rn æ R,
Var
!
f(X)
" Æ 4 nÿ
i=1
E
5
ˆ2i f(X)
3
Ÿ‹
!
t≠1(Xi)
"
Ÿµ(Xi)
426
. (7.8)
avec X = (X1, . . . ,Xn) de loi µn. Rappelons que la constante 4 correspond a` la constante de
Poincare´ de la mesure exponentielle syme´trique.
Pour illustrer le re´sultat pre´ce´dent, nous aurons besoin du lemme technique suivant. Ceci
permettra d’obtenir des majorations pertinentes de la variance du maximum de loi syme´trique
log-concave dµ(x) = e≠V (x)dx (e.g. V (x) = |x|–/–, – > 1).
Lemme 7.4.3. Dans le cas du transport de la mesure exponentielle syme´trique vers la mesure
dµ(x) = e≠V (x)dx, ou` V (x) = |x|–/–, – > 1, l’application de transport t : Ræ R satisfait
|tÕ ¶ t≠1(x)| Æ C
V Õ(|x|) + 1 , x œ R
avec C > 0 une constante nume´rique ne de´pendant que de –.
De´monstration. Nous souhaitons majorer, pour tout x œ R, le rapport suivant
tÕ ¶ t≠1(x) = Ÿ‹
!
t≠1(x)
"
Ÿµ(x)
, (7.9)
164
avec Ÿ‹ de´finie par (7.7) et Ÿµ(x) = e≠V (x)
sŒ
x e
≠V (t)dt, x œ R. Rappelons que
t≠1(x) = G≠1 ¶H(x), x œ R
avec
G≠1(y) =
Y][ ln(2y), 0 Æ y Æ 1/2,ln3 12(1≠y)4, 1/2 Æ y Æ 1. (7.10)
Soit A > 0 su samment grand, pour x > A l’e´quation (7.9) est facilement majore´e via des
estime´es classiques (cf. [8]), on obtient
|tÕ ¶ t≠1(x)| = eV (x)
⁄ Œ
x
e≠V (t)dt Æ C
V Õ(x) ,
avec C > 0.
Pour x appartenant au compact [0, A], on obtient facilement que |tÕ ¶ t≠1(x)| Æ C. Finalement,
ceci peut se re´sumer par
|tÕ ¶ t≠1(x)| Æ C
V Õ(x) + 1 , x > 0
Pour x = 0 on |tÕ ¶ t≠1(x)| = 1 puisque t≠1(0) = G≠1 ¶H(0) = G≠1(1/2) = 0 par syme´trie.
Si maintenant, x < ≠A, on obtient
|tÕ ¶ t≠1(x)| Æ 2e
V (x)
2e≠t≠1(x) ≠ 1
Puisque 1Ÿµ(x) =
eV (x)sŒ
x
e≠V (t)dt
Æ 2eV (x) pour x Ø 0.
Il su t donc de majorer t≠1(x) pour x < ≠A afin de conclure. En utilisant la syme´trie de
la loi µ, on obtient
t≠1(x) Æ ln !2H(x)" = ln32#1≠H(≠x)$4
Æ ln
52e≠V (≠x)
V Õ(≠x)
6
.
Ce qui entraine la majoration suivante, pour x < ≠A,
|tÕ ¶ t≠1(x)| Æ 2e
V (≠x)
V Õ(≠x)eV (≠x) ≠ 1 Æ
C
V Õ(≠x) .
Si ≠A Æ x Æ 0, on obtient facilement que |tÕ ¶ t≠1(x)| Æ C
Finalement, tout ceci peut s’e´crire----Ÿ‹(t≠1(x))Ÿ‹(x)
---- Æ CV Õ(|x|) + 1 ,
avec C > 0.
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Loi normale
En combinant le dernier lemme obtenu avec le corollaire 7.4.2, nous obtenons le re´sultat
suivant pour la mesure gaussienne standard sur Rn.
Proposition 7.4.4. Pour toute fonction f su samment re´gulie`re,
Var“n(f) Æ C
nÿ
i=1
E
5
(ˆif)2(X)
3 1
1 + |Xi|
426
En particulier, applique´e a` (une approximation re´gulie`re de) f(x) = maxi=1,...,n xi, nous obte-
nons, n Ø 1,
Var(Mn) Æ CE
5 1
1 +M2n
6
Æ C1 + logn (7.11)
Remarque. Signalons que cette ine´galite´ est de´ja` pre´sente dans l’article [32] lorsque n = 1, les
auteurs de l’article l’obtiennent en utilisant une version renforce´e de l’ine´galite´ de Brascamp-Lieb.
De´monstration. En e et, pour la fonction maximum, ˆif = 1Ai , i = 1, . . . , n avec Ai = {Xi =
maxj=1,...,nXj}. Rappelons que (Ai)i=1,...,n est une partition de Rn. C’est pourquoi,
nÿ
i=1
E
5
(ˆif)2(X)
3 1
1 + |Xi|
426
Æ E
5 1
1 +M2n
6
Æ 11 + logn + P(Mn Æ

logn)
Æ 11 + logn +
3
1≠
Ô
logn
1 + logne
≠ logn/2
4n
Æ C1 + logn
Puisque, pour tout t Ø 0, P(Mn Æ t) =
!
1 ≠ P(X1 > t)
"n avec X1 une variable ale´atoire
gaussienne standard. Nous pouvons alors employer la borne suivante (cf. [131] (lemme 2.5) ou
l’annexe de [48]) pour majorer la quantite´ pre´ce´dente : pour tout t Ø 0,
P(X1 > t) Ø tÔ2ﬁ(1 + t2)e
≠t2/2.
Rappelons que
Ô
2 logn(Mn ≠ bn) converge, lorsque næŒ, en loi vers la loi de Gumbel (la
valeur pre´cise de bn importe peu ici, nous renvoyons vers le chapitre 3 ou les ouvrages [67, 108]).
Ainsi, Var(Mn) Æ Clogn .
Remarque. Le sche´ma de preuve pre´ce´dent fonctionne e´galement pour la fonction f(x) = Med(x1, . . . , xn)
entraˆıne que, n Ø 1,
Var
!
Med(X)
" Æ C1 + n + CP(Med(X) Æ Ôn)n/2
Æ C1 + n + o
3 1
1 + n
4
Æ C1 + n
Ceci correspondant a` l’ordre de grandeur attendu de la me´diane (cf. [37]).
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Loi Log-concave
Plus ge´ne´ralement, si l’on conside`re la mesure log-concave dµ(x) = e≠V (x) dxZ , avec V (x) =|x|–/–, – > 1 et Z une constante de renormalisation. La meˆme preuve, avec le lemme 7.4.3,
entraine
Corollaire 7.4.5.
Varµn(Mn) Æ C
nÿ
i=1
Eµn
5
(ˆif)2(X)
3 1
1 + V Õ
!|Xi|"
426
En particulier, applique´e a` (une approximation re´gulie`re de) f(x) = maxi=1,...,n xi, cela fournit,
pour n Ø N0 su samment grand,
Var(Mn) Æ CE
5 1
V Õ2(Mn) + 1
6
Æ C1 + C– ln(n)2(–≠1)/– , (7.12)
avec C– > 0 et C > 0 des constantes nume´riques.
De´monstration.
E
5 1
1 + |Mn|2(–≠1)
6
Æ 11 + (logn)2(–≠1)/– + P(Mn Æ (lnn)
1/–)
Æ 11 + (logn)2(–≠1)/– + [1≠ P(X1 Ø (lnn)
1/–)]n
Æ 11 + (logn)2(–≠1)/– +
3
1≠ 12(logn)(–≠1)/–n1/–
4n
Æ C1 + C–(logn)2(–≠1)/–
Puisque, si X1 de´signe une variable ale´atoire de loi µ, nous pouvons proce´der comme dans
le cas gaussien. En e et, P(X1 Ø t) ≥ 1t–≠1e≠t
–/– lorsque t æ Œ. En particulier, pour t assez
grand, ceci entraine que P(X1 Ø t) Ø 12t–≠1 e≠t
–/–.
Rappelons que nous avons de´montre´ le fait suivant (cf. chapitre trois, proposition 3.1.6),
an(Mn ≠ bn)æ  0,
en loi, lorsque næŒ, avec an =

–(logn)2(–≠1)/– et bn = (logn)1/– ≠ log(–Z)+
–≠1
– log logn
(logn)(–≠1)/– .
Le corollaire redonne bien une majoration de la variance refle´tant cette convergence. Soulignons
e´galement que ce type de majoration ne peut pas eˆtre obtenue par des me´thodes hypercontrac-
tives (lorsque – > 2) comme nous l’avons explique´ dans le chapitre quatre.
7.4.3 Bornes sur la variance de la norme lp, p Ø 2 d’un vecteur gaussien
standard
Comme illustration supple´mentaire de notre approche, nous proposons d’obtenir des majora-
tions de la norme lp, p Ø 1 d’un vecteur gaussien standard, a` partir de la proposition 7.4.4. Nous
adoptons les notations suivantes, e´tant donne´ un vecteur x = (x1, . . . , xn) œ Rn nous notons par
ÎxÎpp =
qn
i=1 |xi|psa norme et “n de´signera la mesure gaussienne standard sur Rn dans ce qui
suit. Dans l’article de Paouris et al. [131], les auteurs ont remarque´ que la variance de ÎXÎp n’est
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pas pre´cise´ment estime´e par la the´orie classique de la concentration. Plus pre´cise´ment, des outils
classiques de la the´orie de la concentration comme l’ine´galite´ de Poincare´ ou encore l’ine´galite´
isope´rime´trique gaussienne fournissent les majorations suivantes
Var(ÎXÎp) Æ max(n2/p≠1, 1).
Selon [131], cette borne n’est optimale qu’a` condition que 1 Æ p Æ 2. Les auteurs de [131]
ame´liorent cette borne en utilisant des estime´es pre´cises ainsi que l’ine´galite´ de Sobolev loga-
rithmique (au travers de l’ine´galite´ de Talagrand ainsi que des estimations pre´cises des moments
de fonctionnelles d’un vecteur gaussien standard). Ils obtiennent e´galement des ine´galite´s de
concentration refle´tant ces nouvelles bornes sur la variance (cf. chapitre deux). Nous proposons,
ici, d’illustrer notre approche de la superconcentration par le transport optimal pour retrouver
certains de leurs re´sultats (the´ore`me 2.2.7 de [131]) sur la variance de ÎXÎp :
Var(ÎXÎp) Æ
;
C 2
p
p n
2/p≠1, 2 < p Æ c logn,
C/ logn, p > c logn,
avec C, c > 0 des constantes nume´riques inde´pendantes de n et de p.
Pour obtenir ceci, nous utiliserons certaines estimations de l’article [131]. Similairement a` [131],
nous adoptons la notation suivante : si X1 est une variable ale´atoire gaussienne standard, nous
posons ‡pp = E[|X1|p] pour tout p > 0. Nous noterons e´galement par Irr =
s
Rn ÎxÎrd“n(x) pour
tout r œ R. Par exemple, pour p > 0
I≠p≠p =
⁄
Rn
1
ÎxÎp d“n(x)
Voici quelques estimations, obtenues par les auteurs de [131] (page 7 et page 17), qui nous
seront utile par la suite. Notons que l’e´quation (7.14) est conse´quence de l’ine´galite´ de Sobolev
logarithmique satisfaite par la mesure gaussienne standard sur Rn.
Lemme 7.4.6. Avec les notations introduites ci-dessus, nous avons les re´sultats suivants
‡pp =
2p/2Ô
ﬁ
 
3
p+ 1
2
4
≥ Ô2
3
p
e
4p/2
, pæŒ (7.13)
I≠2(p≠1)≠2(p≠1) Æ n2/p≠2/‡2(p≠1)p p Æ c logn (7.14)
Nous utiliserons e´galement les estime´es classiques suivantes (cf. [8, 112]), pour tout ” > 0,
1. P(X œ BŒ(0, ”)) Æ [1≠ ”1+”2 e≠”
2/2]n.
2. P(|X1| Ø ”) Æ e≠”2/2.
Nous aurons aussi besoin de la proposition suivante par la suite (cf. [38]).
Proposition 7.4.7. [Harris] Soient f : Rn æ R une fonction croissante et g : Rn æ
R une fonction de´croissante (au sens ou` la fonction conside´re´e est croissante, respectivement
de´croissante, en chacune de ses coordonne´es lorsque les autres sont fixe´es). Soient X1, . . . ,Xn
des variables inde´pendantes re´elles et posons X = (X1, . . . ,Xn). Alors
E
#
f(X)g(X)
$ Æ E#f(X)$E#g(X)$. (7.15)
Nous allons d’abord traiter le cas 2 < p Æ c logn, afin d’obtenir :
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Proposition 7.4.8.
Var(ÎXÎp) Æ C 2
p
p
n2/p≠1, 2 < p Æ c logn,
avec C > 0 une constante inde´pendante de p et de n.
De´monstration. D’apre`s la proposition 7.11,
Var(ÎXÎp) Æ C
nÿ
i=1
⁄
Rn
|xi|2(p≠1)
1 + |xi|2
d“n(x)
ÎxÎ2(p≠1)p
Æ n
3⁄
R
|x|2(p≠1)
1 + |x|2 d“1(x)
4
◊ I≠2(p≠1)≠2(p≠1)
ou` nous avons utilise´ l’ine´galite´ d’association ne´gative de Harris (cf. proposition 7.4.7 ou [38])
pour les deux fonction suivantes Fi(x1, . . . , xn) = |xi|
2(p≠1)
1+|xi|2 pour i = 1, . . . , n qui est croissante
en chaque coordonne´e tandis que x ‘æ 1ÎxÎ2(p≠1)p est de´croissante. Ensuite, nous avons utilise´ le
fait que les variables Xi’s sont inde´pendantes et de meˆmes lois
Nous obtenons les majorations suivantes
⁄
R
|x|2(p≠1)
1 + |x|2 d“1(x) =
⁄
R
|x|2
1 + |x|2 |x|
2(p≠2)d“1(x)
Æ
⁄
R
|x|2(p≠2)d“1(x)
Ceci entraine finalement que
Var(ÎXÎp) Æ n‡2(p≠2)2(p≠2)I≠2(p≠1)≠2(p≠1) ,
qui peut s’exprimer par
Var(ÎXÎp) Æ C
‡2(p≠2)2(p≠2)
‡2(p≠1)p
n2/p≠1,
graˆce a` (7.14) (puisque p Æ c logn). Remarquons que C ‡
2(p≠2)
2(p≠2)
‡2(p≠1)p
n2/p≠1 Æ C 2pp n2/p≠1 pour conclure.
Nous nous tournons a` pre´sent vers la deuxie`me majoration de la variance.
Proposition 7.4.9. Pour n Ø N0, nous avons l’ine´galite´ suivante
Var(ÎXÎp) Æ Clogn, p > c logn,
avec C > 0 une constante nume´rique inde´pendant de p et de n.
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De´monstration. Lorsque p > c logn les estime´es (7.14) ne sont plus valides, il est donc ne´cessaire
de proce´der autrement. Soit alors ” > 0 que nous choisirons ulte´rieurement et notons par
BŒ(0, ”) = {x œ Rn, ÎxÎŒ < ”}. Ainsi,
Var(ÎXÎp) Æ C
nÿ
i=1
3⁄
BŒ(0,”)
|xi|2(p≠1)
1 + |xi|2
1
ÎxÎ2(p≠1)p
d“n(x) +
⁄
BcŒ(0,”)
|xi|2(p≠1)
1 + |xi|2
1
ÎxÎ2(p≠1)p
d“n(x)
4
= C
3 nÿ
i=1
Ii + Ji
4
Nous rappelons les relations suivantes entre les normes lp et lq, pour p < q, provenant de
l’ine´galite´ de Ho¨lder, que nous utiliserons librement par la suite,
ÎxÎq Æ ÎxÎp Æ n1/p≠1/qÎxÎq, ’x œ Rn
D’une part, puisque p < 2(p≠ 1),
nÿ
i=1
Ii Æ
⁄
BŒ(0,”)
ÎxÎ2(p≠1)2(p≠1)
ÎxÎ2(p≠1)p
d“n(x)
Æ P(X œ BŒ(0, ”))
D’autre part, puisque p < 2(p≠ 2),
nÿ
i=1
Ji Æ
⁄
BcŒ(0,”)
ÎxÎ2(p≠2)2(p≠2)
ÎxÎ2(p≠1)p
d“n(x) =
⁄
BcŒ(0,”)
3ÎxÎ2(p≠2)
ÎxÎp
42(p≠2) 1
ÎxÎ2p
d“n(x)
Æ
⁄
BcŒ(0,”)
d“n(x)
ÎxÎ2p
Æ 1
”2
P(X œ BcŒ(0, ”))
De plus, remarquons que la majoration suivante est satisfaite
P(X œ BcŒ(0, ”)) = P( max
i=1,...,n
|Xi| Ø ”) = P(÷j œ {1, . . . , n}, |Xj | Ø ”)
Æ nP(|X1| Ø ”) Æ 2ne≠”2/2.
Nous avons donc obtenu la majoration suivante,
Var(ÎXÎp) Æ C
35
1≠ ”1 + ”2 e
≠”2/2
6n
+ 2ne
≠”2/2
”2
B
Il su t alors de choisir ” =
Ô
2 logn (avec n assez grand) pour conclure. En e et, nous avons
d’une part
P
!
X œ BŒ(0, ”)
" Æ (1≠ e≠”2/3)n ≥ e≠n1/3
et d’autre part
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2ne≠”2/2
”2
= 1logn.
En d’autres termes
Var(ÎXÎp) Æ C
3
o
! 1
logn
"
+ 1logn
4
Æ Clogn,
qui est le re´sultat annonce´.
7.5 Ine´galite´s de de´viation
Comme mentionne´ dans l’introduction, la flexibilite´ du the´ore`me 7.3.1 permet d’obtenir des
ine´galite´s de de´viations. C’est le contenu du the´ore`me suivant
The´ore`me 7.5.1. Supposons qu’il existe une fonction x ‘æ Â(x) allant de R dans R, de´croissante
telle que, pour tout x œ R
Ÿ‹
!
t≠1(x)
"
Ÿµ(x)
Æ Â(x)
et qu’il existe ‘n tel que
E
5
Â(Mn)2
6
Æ ‘n.
Alors, pour tout t Ø 0 et n Ø 1,
P(Ô‘n
!
Mn ≠ E‹n [Mn]
" Ø t) Æ 3e≠t.
Remarque. Notons que ce the´ore`me n’est pertinent que si la loi limite µ appartient au domaine
d’attraction de la distribution de Gumbel. En e et, la queue de droite de la loi de Gumbel se
comporte pre´cise´ment comme t ‘æ e≠t (tandis que la queue a` gauche de´croit plus vite en e≠et).
La de´monstration de ce re´sultat de´coule de la combinaison des re´sultats suivants (cf. [112, 66,
65]). Un lemme provenant de la concentration, que nous avons de´ja` employe´ dans ce manuscrit
de the`se.
Lemme 7.5.2. Soit X une variables ale´atoire centre´e telle que, pour tout 0 < ◊ < 12ÔKn ,
Var(e◊X/2) Æ ◊
2
4 KnE[e
◊X ],
alors P(X Ø tÔKn) Æ 3e≠ct pour tout t Ø 0, avec c > 0 une constante nume´rique.
Que nous combinerons avec l’ine´galite´ d’association ne´gative de Harris 7.4.7 que nous avons
e´nonce´e plus toˆt.
De´monstration. (du the´ore`me 7.5.1) Appliquons successivement le the´ore`me 7.5.2, puis l’ine´galite´
de Harris (7.4.7)
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Var(e◊Mn/2) Æ C ◊
2
4 E
5
e◊MnÂ(Mn)2
6
Æ C ◊
2
4 E‹n [e
◊Mn ]E
#
Â(Mn)2
$ Æ C ◊24 ‘nE[e◊Mn ]
puisque, pour tout i = 1, . . . , n,
xi ‘æ f(x1, . . . , xi≠1, xi+1, . . . , n) = max(x1, . . . , xi≠1, xi, xi+1, . . . , xn)
est croissante. Ceci implique que, pour tout ◊ > 0,
xi ‘æ e◊max(x1,...,xi≠1,xi,xi+1,...,xn)
l’est aussi. De plus, Â ¶ f est de´croissante, par composition, au vu des hypothe`ses portant sur
Â. Les hypothe`ses pour appliquer l’ine´galite´ de Harris sont donc satisfaites et le reste de la
de´monstration s’ensuit facilement.
Comme application direct du the´ore`me 7.5.1 nous obtenons, a` l’aide des estime´es sur la variance
(7.11) et (7.12), le corollaire suivant. En e et, la combinaison d’un lemme de concentration avec
l’ine´galite´ d’association ne´gative de Harris (cf. [38]) implique une ine´galite´ de de´viation (de la
moyenne) a` droite qui pre´serve les bornes obtenues sur la variance du maximum. Formellement,
The´ore`me 7.5.3. 1. Pour “n la mesure gaussienne standard sur Rn, l’ine´galite´ suivante
est satisfaite, pour tout n Ø 1 et tout t Ø 0,
P(

logn
!
Mn ≠ E‹n [Mn]
" Ø t) Æ 3e≠Ct,
avec C > 0 une constante nume´rique.
2. Plus ge´ne´ralement, si µn de´signe la mesure log-concave de potentiel |x|–,– > 1, alors pour
tout n Ø 1 et tout t Ø 0 nous obtenons
P(
Ò
(logn)2(–≠1)/–
!
Mn ≠ E‹n [Mn]
" Ø t) Æ 3e≠C–t,
avec C– > 0 une constante nume´rique ne de´pendant que de –.
Remarque. Soulignons le fait qu’une telle ine´galite´ de de´viation ne peut-eˆtre obtenue par des
moyens classiques. En e et, la concentration gaussienne classique (cf. e.g. [112]) produit typique-
ment
P (|Mn ≠ E [Mn] | Ø t) Æ 2e≠t2/2, t Ø 0. (7.16)
Bien que la de´croissance soit gaussienne, de telles bornes ne refle`te pas les fluctuations du maxi-
mum Mn. Il est aussi bien connu (cf. [112], chapitre un) que les lois strictement log-concaves
telles que dµ(x) = e≠|x|–/–) dxZ , – > 1 satisfont des ine´galite´s analogues, celles-ci ne refle´tant
toujours pas la convergence des extreˆmes.
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7.6 Mode`le de Ginibre complexe
Cette section propose un exemple d’application provenant de la the´orie des matrices ale´atoires.
Nous choisissons de se´parer cette partie de ce qui pre´ce`de car, dans cet exemple, les facteurs de
la mesure produit µ1 ¢ · · ·¢ µn sont de lois di e´rentes.
A pre´sent, plac¸ons dans le meˆme contexte que celui pre´sente´ dans le the´ore`me 2.2.4 du cha-
pitre deux. Nous allons voir qu’il n’est pas di cile d’obtenir une majoration de la variance et une
ine´galite´ de de´viation a` droite pour la module de la plus grande valeur propre |z(1)| de l’ensemble
de Ginibre complexe. Le point important est la formule de repre´sentation suivante (cf. [47]) :
|z(1)| = max
i=1,...,n
Ri
en loi, avec R1, . . . , Rn des variables ale´atoires inde´pendantes mais de loi di e´rentes. D’apre`s [47],
pour tout k = 1, . . . , n,Rk admet une densite´ par rapport a` la mesure de Lebesgue proportionnelle
a`
t ‘æ t2k≠1e≠nt–1[0,Œ)(t), – Ø 1.
Il est donc possible de transporter la mesure produit exponentielle vers la mesure µ1¢· · ·¢µn
avec µk = L(Rk) pour tout k = 1, . . . , n. En constatant que, pour tout k = 1, . . . , n, µk est une
loi log-concave sur R+, de potentiel associe´ Wk(x) = nt– ≠ (2k ≠ 1) log t, il n’est pas di cile de
montrer (a` l’aide des estime´es de [8]) que
1
Ÿµk(x)
Æ C–
nx–≠1 + 1 , x > 0
avec C– > 0 une constante nume´rique. L’utilisation de 7.4.1 fournit donc
Var(|z(1)|) Æ C–n2 E
5 1
|z(1)|2(–≠1)
6
Æ C–
n logn + C–P
3
|z(1)| Æ
3 logn
n
41/2(–≠1)4
Æ C–
n logn +
nŸ
i=1
5
1≠ P
3
Ri Ø logn
n
41/2(–≠1)46
Æ C–
n logn + o
3 1
n logn
4
Æ C–
n logn
Aussi, le the´ore`me 7.5.1 permet d’obtenir l’ine´galite´ de de´viation suivante
P
3
n logn
!|z(1)|≠ E[|z(1)|" Ø t4 Æ 6e≠t, t Ø 0.
En conclusion nous avons obtenu une ine´galite´ de de´viation et une majoration de la variance non
asymptotique en accord avec le the´ore`me 2.2.4.
Proposition 7.6.1. Soit {z1, . . . , zn} un gaz coulombien de densite´ de probabilite´ proportionnelle
a`
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(z1, . . . , zn) ‘æ
nŸ
j=1
e≠nQ(zj)
Ÿ
1Æj<kÆn
|zj ≠ zk|2,
avec Q = V (|z|) et V (t) = t–, – Ø 1. Alors, pour tout n > 1, les ine´galite´s suivantes sont
satisfaites
Var(|z(1)|) Æ C–n logn
et
P
3
n logn
!|z(1)|≠ E[|z(1)|" Ø t4) Æ 6e≠t, t Ø 0.
7.7 Transport et isope´rime´trie
Comme nous l’avons vu dans ce qui pre´ce`de, certaines proprie´te´s satisfaites par la mesure
exponentielle permettent de renforcer la concentration d’autres mesures. En fait, ce phe´nome`ne
n’est pas nouveau, Talagrand a observe´ dans son article [151] que des me´thodes de transport
permettent de renforcer la concentration gaussienne. Plus pre´cise´ment, comme pre´sente´ dans
[151] ou [112], Talagrand a de´montre´ une ine´galite´ isope´rime´trique pour la mesure exponentielle
qui permet d’obtenir le renforcement sus-mentionne´. Soit ‹n la mesure produit sur Rn dont
chaque facteur correspond a` la mesure ‹ de densite´ 12e≠|x| par rapport a` la mesure de Lebesgue.
Alors, pour tout bore´liens A tels que ‹n(A) Ø 12 et tout r Ø 0,
‹n(A+
Ô
rB2 + rB1) Ø 1≠ e≠r/K
avec K > 0 une constante nume´rique, ou` B2 de´signe la boule unite´ euclidienne et B1 celle pour
la norme l1 dans Rn. A pre´sent, conside´rons l’application croissante t : Ræ R qui transporte ‹
sur la mesure gaussienne “1. On peut facilement ve´rifier que cette application ve´rifie
|t(x)≠ t(y)| Æ Cmin !|x≠ y|, |x≠ y|1/2", x, y œ R (7.17)
pour C > 0 une constante nume´rique. On de´finit alors, l’application T : Rn æ Rn by T (x) =!
t(x1), . . . , t(xn)
"
qui, par construction, transporte ‹n sur “n. Conside´rons a` pre´sent, un bore´lien
A de Rn tel que “n(A) Ø 12 . Alors, pour tout r Ø 0
“n
3
T
!
T≠1(A) +
Ô
rB2 + rB1
"4
= ‹n
!
T≠1(A) +
Ô
rB2 + rB1
" Ø 1≠ e≠r/K .
Cependant, il s’ensuit, d’apre`s (7.17), que
T
!
T≠1(A) +
Ô
rB2 + rB1
" µ A+ C ÕÔrB2.
Ainsi (7.17) ame´liore la concentration gaussienne classique : si “n(A) Ø 12 alors “n(A + rB2) Ø
 (r) Ø 1 ≠ e≠r2/2, ou`   de´signe la fonction de re´partition de la loi gaussienne standard. Afin
d’illustrer ce renforcement, soit
A = {x œ Rn ; max
i=1,...,n
|xi| Æ m}
avec m = m(n) choisit de telle sorte que “n(A) Ø 12 (ceci signifiant que m(n) est d’ordre
Ô
logn).
Alors, lorsque r Ø 1 est petit compare´ a` logn, on voit facilement que
174
T
!
T≠1(A) +
Ô
rB2 + rB1
" µ A+ C Õ3 ÔrÔlognB2 + rÔlognB1
4
µ A+ C2
Ú
r
logn
Ô
rB2
Tout ceci, se retranscrit de manie`re e´quivalente en terme d’ine´galite´ de concentration, laquelle
apparait dans l’article re´cent [157] :
P( max
i=1,...,n
|Xi|≠

logn Ø C tÔlogn ) Æ Ce
≠ct, t Ø 0
D’apre`s [131], maxi=1,...,n |Xi| converge en loi vers une distribution de Gumbel avec les
meˆmes constantes que le cas classique (sans les valeurs absolues). L’ine´galite´ pre´ce´dente refle`te
donc, de manie`re non-asymptotique, ce re´sultat des extreˆmes. Il se trouve qu’un autre re´sultat
isope´rime´trique du a` Bobkov [24] permet de pre´ciser ce genre d’ine´galite´ et d’obtenir des ine´galite´s
de de´viations dont la vitesse de de´croissance refle`te parfaitement le comportement de la loi de
Gumbel (c’est a` dire, une de´croissance en e≠r a` droite et une de´croissance en e≠e≠r a` gauche).
7.7.1 Isope´rime´rie et e´largissement uniforme
La loi exponentielle e´tant syme´trique, il ne semble pas possible que le re´sultat de Talagrand
permette de faire la distinction entre les di e´rents asymptotiques de la loi de Gumbel. Dans [151],
Talagrand conside`re des grossissements particuliers d’un ensemble, il utilise un me´lange de boule
l1 et l2. Dans [24], Bobkov e´tudie le proble`me isope´rime´trique pour la mesure exponentielle sur
R+ avec des grossissements uniformes (ceux-ci sont de la forme rBŒ, r Ø 0 avec BŒ = [0, 1]n,
au lieu de ÔrB2 + rB1 ). Il choisit e´galement de restreindre son e´tude a` des ensembles appele´s
ide´aux. Ces ensembles sont de´finit comme suit A est un ide´al de Rn+ s’il satisfait la condition
suivante
si x = (x1, . . . , xn) œ A, y = (y1, . . . , yn) œ Rn+, yi Æ xi pour tout i = 1, . . . , n, alors y œ A
Rappelons qu’il existe une vaste litte´rature concernant les proble`mes isope´rime´triques et les
ensembles extremaux y apparaisant. En particulier, en dimension un, il existe des conditions
su ssantes pour lesquelles les ensembles extremaux sont des demi-espaces (≠Œ, a] [24, 33, 29].
Par exemple, la mesure syme´trique exponentielle et la mesure gaussienne standard ve´rifient ce
crite`re. Ce n’est pas le cas de la mesure exponentielle sur R+, notamment a` cause de son manque
de syme´trie. Le re´sultat de Bobkov s’e´nonce comme suit, avec ‹n la mesure produit dont chaque
facteur correspond a` la mesure exponentielle sur R+,
The´ore`me 7.7.1. (Bobkov) Pour tout ide´al non vide A µ Rn+ tel que ‹n(BŒ) = ‹n(A) et tout
r Ø 0, l’ine´galite´ suivante est satisfaite :
‹n(A+ rBŒ) Ø ‹n(B + rBŒ),
autrement dit,
‹n(A+ rBŒ) Ø
5
e≠r
#
‹n(A)
$1/n + (1≠ e≠r)6n.
Remarque. Si n æ Œ et ‹n(A) = p est constant, le membre de droite de l’ine´galite´ pre´ce´dente
de´croit et converge vers la fonction double exponentielle. C’est a` dire
‹n(A+ rBŒ) Ø exp(≠e≠r log(1/p)).
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Comme pre´sente´ dans [24], il est inte´ressant de conside´rer un certains types de mesures µ,
lesquelles peuvent eˆtre atteinte en transportant la mesure exponentielle sur R+ ‹. Ces mesures
doivent ve´rifier deux conditions :
1. La fonction de re´partition H de la mesure µ, H(x) = µ[0, x], est continue et strictement
croissante sur [0, bH), ou` bH = sup{x : H(x) < 1}.
2.
lim
tæŒ sup0Æx<bH
1≠H(x+ t)
1≠H(x) = 0.
D’une certaine manie`re les travaux de Bobkov vont dans le meˆme sens que ceux de Gozlan [87].
En e et, dans l’article [24], Bobkov montre que l’application de transport monotone induit une
me´trique d sur R. Il montre notamment que cette me´trique est sous-euclidienne, au sens ou`
d(x, y) Æ C|x≠ y| pour tout x, y œ R. Ainsi, le renforcement de la concentration est obtenu par
un changement de me´trique.
Remarque. Cette famille de lois, que nous noterons F , est pertinente pour notre proble`me,
puisqu’il s’agit de mesure pouvant eˆtre vue comme des mesures images de la loi exponentielle sur
R+. D’apre`s l’article de Bobkov, pour H œ F le fait suivant est satisfait : il existe C > 0 telle
que, pour tout t su sament grand
1≠ F (t) Æ exp≠t/C . (7.18)
Nous allons plutoˆt restreindre notre e´tude a` l’ensemble F0 µ F , correspondant aux fonctions
de re´partition H pouvant se repre´senter sous la forme
F (t) = 1≠ exp !≠ V (t)", t œ R
avec t ‘æ V (t) une fonction convexe, continue et strictement croissante sur [0, bH) satisfaisant
V (0) = 0 et limtæbH V (t) = +Œ. Il est clair que la valeur absolue de gaussienne standard, la
mesure exponentielle syme´trique sur R ou encore les lois Gammas appartiennent a` F0. Il est aise´
de voir que les lois appartenant a` F0 font parties du domaine d’attraction de la loi de Gumbel,
au prix de conditions supple´mentaires mineures.
Proposition 7.7.2. Soit H œ F0 et supposons que V œ C2(R) tel que V
ÕÕ(t)
V Õ(t)2 æ 0 lorsque tæ bH .
Alors H appartient au domaine d’attraction de la loi de Gumbel.
De´monstration. D’apre`s [108], le crite`re de von Mises reposant sur H afin d’appartenir au do-
maine d’attraction de la loi de Gumbel est le suivant
lim
tæbH
H ÕÕ(t)
!
1≠H(t)"
H Õ(t)2 = ≠1
Il est aise´ de montrer que c’est le cas si H(t) = 1 ≠ exp ! ≠ V (t)" avec V satisfaisant les
hypothe`ses de la proposition.
Le choix particulier de retreindre le proble`me isope´rime´trique, de la mesure exponentielle,
aux ide´aux, permet d’obtenir des ine´galite´s de de´viations pour le supremum. Plus pre´cise´ment,
en suivant l’article de Bobkov, soit (Yn)nØ1 des variables ale´atoires inde´pendantes et de meˆme
loi commune H œ FÕ. Soit LF0 l’ensemble des familles de variables ale´atoires X que l’on peut
repre´senter sous la forme d’une se´rie presque suˆrement convergente,
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X =
Œÿ
n=1
anYn,
avec an Ø 0 pour tout n Ø 1. Puisque H admet des moments exponentiels finis, la convergence
presque suˆr de la se´rie pre´ce´dente est e´quivalente a` la convergence de la se´rie
q
nØ1 an. Etant
donne´ un ensemble T , les travaux de Bobkov fournissent des ine´galite´s de de´viations pour le pro-
cessus stochastique, presque suˆrement borne´, (Xt)tœT , consistant en des variables de l’ensemble
LF0 et leur supremum
MT = sup
tœT
Xt.
Nous restreignons notre e´tude au cas T = {1, . . . , n} et, pour tout i = 1, n, Xi = Yi (i.e. ain =
1 si n = i, 0 sinon). Ainsi, MT = Mn = maxi=1,...,nXi ou` Xi sont des variables inde´pendantes
de meˆme loi commune H œ F0. Dans ce cas particulier, le re´sultat de Bobkov peut-eˆtre formule´
comme suit, avec l’utilisation de la remarque 7.18,
The´ore`me 7.7.3. (Bobkov) Pour tout p, 0 < p < 1, tout t Ø 0,
P(Mn ≠mp Ø t) Ø C log(1/p) exp(≠ct), (7.19)
P(Mn ≠mp < ≠t) Æ C exp
!≠ etc log(1/p)", (7.20)
avec mp de´signant le quantile d’ordre p de Mn et H la fonction de re´partition de la variables
ale´atoire X.
En particulier, si l’on choisit p1/n = F≠1(1≠1/n), mp correspondant au recentrage apparais-
sant dans la the´orie des extreˆmes. Par exemple, pour le cas exponentiel ou celui de la loi gamma,
nous obtenons
Proposition 7.7.4. Pour tout t Ø 0
P(Mn ≠ logn Ø t) Æ Ce≠ct
et
P(Mn ≠ logn Æ ≠t) Æ Ce≠ect
De´monstration. La preuve est quasiment imme´diate, d’apre`s le choix de p. De plus, ln(1/p) =
1 + o(1). Nous avons aussi utilise´ le fait que 1≠ e≠x Æ x pour x > 0, ici x = 2e≠t.
Ces ine´galite´s de de´viations expriment bien, de manie`re non asymptotique, la convergence en
loi de la mesure exponentielle (respectivement mesure Gamma) vers la loi de Gumbel. On re-
trouve bien la di e´rence de comportements entre les queues de distributions a` droite et a` gauche.
De plus, de telles ine´galite´s impliquent que P(|Mn ≠ logn| Ø t) Æ Ce≠ct, que l’on peut inte´grer
afin d’obtenir Var(Mn) Æ C.
Tout ceci peut e´galement eˆtre obtenu pour le maximum de valeur absolue de variables ale´atoires
gaussiennes inde´pendantes et de meˆme loi. Nous laissons au lecteur le soin de comple´ter les
de´tails. Rappelons qu’une ine´galite´ similaire a` de´ja e´te´ obtenue par Schetchtman dans [139].
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Il pourrait eˆtre inte´ressant d’e´tudier un proble`me isope´rime´trique, similaire a` celui de Bobkov,
pour des lois a` queues plus lourdes. Par exemple, si d‹ = e≠xqdx, 0 < q < 1 sur R+, est-il possible
de re´soudre le proble`me isope´rime´trique pour des e´largissements uniformes. Peut-on obtenir des
ine´galite´s de de´viations correspondant a` un domaine d’attraction di e´rent de le loi de Gumbel ? Il
pourrait eˆtre aussi pertinent de tirer profit du the´ore`me de Bobkov portant sur les de´viations du
supremum de variables de la forme X =
qŒ
n=1 anYn afin de pouvoir traiter les suites gaussiennes
stationnaires et de sortir du cadre des mesures produits.
7.8 Comparaison de la me´thode de transport avec la litte´rature
existante
Dans cette section nous allons comparer notre me´thode de transport pour obtenir de la su-
perconcentration pour des variables inde´pendantes de meˆme loi. La comparaison avec l’approche
hypercontractive est imme´diate, celle-ci permet de traiter des exemples gaussiens pre´sentant des
corre´lations. Toutefois, elle ne permet pas d’atteindre une de´croissance plus rapide que 1/ logn
et ne propose qu’une de´croissance exponentielle au niveau des ine´galite´s de concentration. Par
exemple, il ne semble pas possible de montrer, via l’hypercontractivite´, que la variance de la
me´diane d’un e´chantillon gaussien est de l’ordre 1/n ni d’obtenir le bon ordre de grandeur pour
des mesures log-concaves de potentiels V (x) = |x|– lorsque – > 2 ; elle ne permet pas de traiter
le cas 0 < – < 1, puisque la proprie´te´ d’hypercontractivite´ n’est pas satisfaite.
7.8.1 Repre´sentation de Renyi et statistiques d’ordre
Les auteurs de [37] ont combine´ trois arguments di e´rents pour borner la variance (ou obtenir
des ine´galite´s de de´viations) des statistiques d’ordre d’un e´chantillon de variables inde´pendantes
et de meˆmes loi. Plus pre´cise´ment, soient X1, . . . Xn des variables ale´atoires re´elles inde´pendantes
et de meˆme loi. Notons les statistiques d’ordres associe´es par
X(1) > . . . > X(n).
Dans leur article [37], les auteurs obtiennent le re´sultat suivant
Var(X(k)) Æ 2kE
5 1
Ÿµ(X(k+1))2
6
, k = 1, . . . , n.
Leur sche´ma de preuve repose sur la repre´sentation de Renyi, qui permet d’exprimer les sta-
tistiques d’ordres sous la forme de somme renormalise´e de variables exponentielles standards
inde´pendantes et de meˆme loi. A cette repre´sentation ils combinent l’ine´galite´ d’Efron-Stein (cf.
[38]) et l’ine´galite´ d’association ne´gative de Harris (afin d’utiliser cette dernie`re ine´galite´, ils
doivent supposer que la fonction Ÿµ est de´croissante) pour majorer la variance de X(k), k =
1, . . . , n.
Ils obtiennent e´galement des ine´galite´s de de´viation (autour de la moyenne) a` droite. Plus
pre´cise´ment, si Xi = |Yi| avec L(Yi) = N (0, 1) pour tout i = 1, . . . n et U(s) =  ≠1(1≠ 1/(2s)),
avec   la fonction de re´partition d’une variable ale´atoire gaussienne standard.
P
3
X(1) ≠ E[X(1)] Æ t/(3U(n) +
Ô
t/U(n) + ”n
4
Æ e≠t, t Ø 0
178
avec ”n > 0 et [U(n)]3”n æ ﬁ212 lorsque næŒ.
L’inconve´nient de cette approche est qu’elle ne s’applique qu’aux statistiques d’ordre. Notre
me´thode semble plus flexible et permet de retrouver une ine´galite´ de Poincare´ pour la mesure µn
lorsque l’application de transport T est lipschitzienne (c’est notamment le cas pour µn = “n). Il
est e´galement clair que l’hypothe`se de de´croissance de la fonction Ÿµ n’est pas ne´cessaire pour
obtenir des majorations de la variance, nous avons seulement utilise´ cette hypothe`se pour ob-
tenir des ine´galite´s de de´viations exponentielles. A ce propos, l’ine´galite´ de de´viation de type
Bernstein de [37] est plus pre´cise que ce que nous obtenons, mais ne permet pas de retrouver
une majoration pertinente de la variance apre`s inte´gration. Il est e´galement surprenant que les
auteurs de [37] ne traitent pas le cas, plus classique, de la loi gaussienne standard (sans pre´sence
de valeurs absolues).
7.8.2 Comparaison avec l’ine´galite´ de Talagrand
Cette section propose de comparer deux ine´galite´s fonctionnelles gaussiennes, pour f : Rn æ
R su sament re´gulie`re :
Var“n(f) Æ C
nÿ
i=1
ÎˆifÎ22
1 + log
3
ÎˆifÎ2
ÎˆifÎ1
4 , (7.21)
et
Var“n(f) Æ C
nÿ
i=1
⁄
Rn
(ˆif)2(x)
3 1
1 + |xi|
42
d“n(x) (7.22)
Nous allons voir que ces deux ine´galite´s ne sont pas comparables, a` cet e et il su t de traiter
le cas de la dimension un. Soit M > 0 et de´finissons la fonction fM par
fM (x) =
3⁄ x
0
et
2/41[≠M,M ](t)dt
4
/Îf ÕMÎ1, x œ R.
On constate facilement que Îf ÕMÎ1 < Œ et (f ÕM )2(x) = ex
2/21[≠M,M ](x)/Îf ÕMÎ1. Ainsi, avec “1
la mesure gaussienne standard sur R, nous avons⁄
R
(f ÕM )2(x)d“1(x)
1 + x2 =
1
Îf ÕMÎ1
⁄ M
≠M
dx
1 + x2 æ ﬁ/Îf
Õ
MÎ1 <Œ, M æŒ,
tandis que
s
R(f ÕM )2d“1(x) =
sM
≠M dxæŒ as M æŒ. Ceci implique que
Îf ÕMÎ22
1 + log
3
Îf ÕMÎ2
Îf ÕMÎ1
4 æŒ, M æŒ
Cet exemple exhibe une fonction pour laquelle (7.22) est finie alors que (7.21) ne l’est pas.
A pre´sent, conside´rons la fonction f , de´finie par, pour tout 0 < ‘ < 1,
f‘(x) =
; |x|
‘ + 1, |x| Æ ‘
0, |x| > ‘,
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Donc, par construction, Îf Õ‘Î1 ≥ 1 et Îf Õ‘Î22 ≥ 1/‘. En choisissant ‘ = 1/2n, n Ø 1 nous
obtenons que (7.22) est d’ordre n tandis que (7.21) est d’ordre n/ logn. C’est pourquoi, en
choisissant n su samment grand nous obtenons que (7.21) est strictement plus petit que (7.22).
180
Chapitre 8
Perspectives
Cette the`se a permis d’explorer un peu plus le phe´nome`ne de superconcentration. Toutefois
les re´ponses que nous avons pu obtenir durant cette the`se soule`vent de nouvelles questions. Nous
proposons, ci dessous, une modeste liste des pistes de recherche qui nous semblent pertinentes.
1. Est-il possible d’obtenir une condition su sante et ne´cessaire sur la matrice de covariance
d’un vecteur gaussien (X1, . . . ,Xn) assurant maxi=1,...,nXi soit superconcentre´ ? Est-il
possible d’exhiber une classe de fonction f : Rn æ R satisfaisant un phe´nome`ne de su-
perconcentration ?
2. Concernant l’exemple de la marche ale´atoire branchante, est-il possible de combiner des ar-
guments de semi-groupe et de second moment pour prouver que Var(maxﬁœVn Xﬁ) = O(1).
Il pourrait-eˆtre inte´ressant de voir si l’on peut adapter les arguments de l’article de Kistler-
Schmidt pour y arriver. Ne vaudrait-il pas mieux commencer par traiter le mode`le du
GREM avant la marche ale´atoire branchante ?
3. Peut-on exhiber de nouvelles fonction satisfaisant un crite`re de courbure dimension inverse
dans un cadre gaussien. Il serait inte´ressant d’explorer plus encore cette ide´e d’interpola-
tion entre l’infini et un point t.
4. Un travail sur l’ine´galite´ de Talagrand sur le cube discret (aux ordres supe´rieurs) permettrait-
il des avance´es pertinentes en percolation ? Dans la meˆme the´matique, il serait pertinent
de voir de quelle manie`re les ine´galite´s de Talagrand d’ordre deux (pour le cube dis-
cret muni de la mesure µn = (p”≠1 + (1 ≠ p)”1)¢n) peuvent se combiner avec le lemme
de Russo-Margulis (cf. [84] par exemple) pour e´tablir des phe´nome`nes de seuil. Il n’est
pas tre`s di cile de montrer que le lemme de Russo-Margulis se´tend a` l’ordre deux. Plus
pre´cise´ment, en de´rivant une deux`ıeme fois par rapport a` p nous obtenons facilement la
somme des influences d’ordre deux. En revanche, un travail supple´mentaire sera ne´cessaire
pour en de´duire une phe´nome`ne de seuil dans l’esprit du re´sultat de Friedgut et Kalai.
Il semblerait aussi pertinent de ve´rifier si un passage a` la limite, via un argument de
the´ore`me de la limite centrale, permettrait d’obtenir une nouvelle ine´galite´ pour la me-
sure gaussienne.
5. Les ine´galite´s de Talagrand d’ordre deux ainsi que les ine´galite´s de courbure dimension
inte´gre´es inverses semblent s’inscrire dans la continuite´ de certains travaux de Go¨tze (cf.
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[86, 25]) concernant la concentration de second ordre. A ce propos, la fonction d’e´nergie
libre semble eˆtre un exemple pertinent de concentration de second ordre tandis que les
U -statistiques pre´sentent un cadre favorable a` e´tudier pour obtenir des exemples concrets
d’application des ine´galite´s de Talagrand d’ordre deux. Au vu des travaux de Go¨tze, il
est e´galement naturel de s’interroger sur le potentiel lien entre les ine´galite´s de Talagrand
d’ordre deux et l’obtention d’ine´galite´s de concentration de second ordre.
6. Beaucoup de choses reste a` faire concernant l’approche de la superconcentration via le
transport optimal. Il faudrait e´tendre certains re´sultats obtenu durant cette the`se a` des
mesures non-produits afin d’eˆtre a` meˆme de traiter des mode`les admettant des corre´lations
(suite gaussiennes stationnaire par exemple).
7. D’un point de vue ge´ome´trique, l’approche de la superconcentration par le transport opti-
mal soule`ve des questions inte´ressante : est-il possible d’exprimer l’ine´galite´ de Talagrand
comme une ine´galite´ de transport ? Pourrait-t-on utiliser le fait que l’ine´galite´ de Tala-
grand peut s’exprimer a` l’aide du norme d’Orlicz et que le carre´ du champ correspond a`
l’information de Fisher ? L’article de Bobkov [24] met en relief le fait que des re´sultats
isope´rime´triques particuliers permettent d’obtenir des ine´galite´ de concentration fine pour
le maximum. Il pourrait eˆtre utile de mieux comprendre quels types de grossissements per-
mettent d’obtenir des ine´galite´s de superconcentration.
8. Toujours d’un point de vue ge´ome´trique, l’e´tude du proble`me isope´rime´trique uniforme
(comme dans [24]) pour des lois a` queues lourdes (dµ = Ze≠x”dx avec 0 < ” < 1 par
exemple) permettrait-il d’obtenir de nouvelles ine´galite´s de de´viation refle´tant le com-
portement asymptotique de loi des extreˆmes (autre que la loi de Gumbel) ? Sinon, est-
il possible d’obtenir une me´thodologie unifie´e permettant de prouver des ine´galite´s de
concentration refle´tant la convergence des extre`mes (pour n’importe quelle loi limite). Le
cas de la loi de Gumbel est partiellement compris (mis a` part, certaines di culte´s pour les
de´viations a` gauche) mais il reste beaucoup de choses a` comprendre pour la loi de Weibull
ou de Fre´chet.
9. Il serait e´galement inte´ressant de poursuivre l’e´tude de la concentration pour le mode`le
e´tudie´ par Chafa¨ı et Pe´che´ ([47]) et ceux pre´sente´s dans [96]. Il faudrait obtenir une
ine´galite´ de de´viation pour le maximum des coordonne´es d’un vecteur (X1, . . . ,Xn) avec
des variables ale´atoires Xi, i = 1, . . . , n inde´pendantes de de loi  (1, i). Pour cela, on
pourrait surement commencer par e´crire en de´tail le cas de la de´viation a` gauche du
maximum de n gaussiennes standards inde´pendantes et de meˆme loi a` l’aide des outils
isope´rime´trique de Bobkov. Cet exemple, plus simple, permettrait de mieux comprendre
comment traiter le maximum de loi  (1, i), i = 1, . . . , n. Il serait ensuite possible d’e´tendre
tout ceci a` des mode`les de matrices non hermitiennes satisfaisant certaines conditions.
10. Durant cette the`se nous avons mentionne´ le the´ore`me de Darling-Erdo¨s (cf. chapitre deux)
concernant la convergence du maximum de somme partielle renormalise´e vers la loi de
Gumbel. Nous avons obtenu une ine´galite´ de concentration, non asymptotique, satisfai-
sante dans le cas gaussien (cf. chapitre quatre). Cependant, le the´ore`me de Darling-Erdo¨s
est satisfait par une grande classe de lois de probabilite´ satisfaisant une condition de mo-
ment. Il sera inte´ressant d’e´tendre nos travaux dans cette direction de manie`re a` obtenir
une preuve ne reposant plus sur des arguments propres aux variables ale´atoires gaus-
siennes.
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1. Introduction
1.1. Convergence of extremes
As an introduction, we recall some classical facts about weak convergence of extrema of stationary Gaussian sequences
and processes.
1.1.1. Stationary Gaussian sequences
Let (Xi)i 0 be a centered stationary Gaussian sequence such that E
⇥
X2i
⇤ = 1, i   0, with covariance Cov(Xi, Xj) =
 (|i   j|), i, j   0, where   : N ! R. An extensive study has been developed in this setting towards the asymptotic
behavior of the maximumMn = maxi=1,...,n Xi (Berman, Mittal, Pickands, etc. cf. e.g. Leadbetter et al., 1983). A sample result
is the following theorem (see Leadbetter et al., 1983).
Theorem 1. Let (Xi)i 0 be a stationary Gaussian sequence with covariance function   such that  (n) log n ! 0 as n ! 1.
Then
an(Mn   bn) !
n!1G
in distribution where an = (2 log n)1/2,
bn = (2 log n)1/2   12 (2 log n)
 1/2(log log n + log 4⇡)
and the random variable G has a Gumbel distribution (for all t 2 R, P(G  t) = e e t ).
⇤ Correspondence to: Institute of Mathematics of Toulouse (CNRS UMR 5219), Université Paul Sabatier, 31062 Toulouse, France.
E-mail address: ktanguy@math.univ-toulouse.fr.
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1.1.2. Stationary Gaussian processes
Let (Xt)t 0 be a centered stationary Gaussian process such that E
⇥
X2t
⇤ = 1, t   0, with covariance function Cov(Xs, Xt)
=   |t   s| , for t, s   0, where   : [0,+1)! R. Consider two behaviors, as t ! 0, of the covariance function  :
 (t) = 1   2t
2
2
+ o(t2) (1.1)
 (t) = 1  C |t|↵ + o |t|↵ . (1.2)
The first case ensures that Xt is differentiable and  2 =   00(0) is a spectral moment, whereas the second case concerns
non-differentiable (but continuous) processes (such as the Ornstein–Uhlenbeck process). For more details about this topic,
see Leadbetter et al. (1983). For any T > 0, setMT = supt2[0,T ] Xt .
Theorem 2. Let (Xt)t 0 be a stationary Gaussian process such that  (t) log t ! 0 as t !1. Then
aT (MT   bT )  !
T!1G
in distribution where aT = (2 log T )1/2, bT depends on the hypothesis (1.1) or (1.2) and G has a Gumbel distribution.
The aim of this note is to quantify the preceding asymptotic statements into sharp concentration inequalities fully
reflecting the fluctuation rate of the maximum (respectively the supremum). Such variance bounds with the correct scale
were first obtained in this context by Chatterjee in Chatterjee (2014) (Section 9.6), as part of the superconcentration
phenomenon. The results presented here strengthen the variance bounds into exponential tail inequalities. One main result
is the following statement.
Theorem 3. Let (Xi)i 0 be a centered stationary Gaussian sequence with covariance function  . Assume that   is non-increasing
and satisfies  (1) < 1. Then, there exist ↵ = ↵( ) 2 (0, 1) and c = c( ,↵) > 0 such that for all n   2,
P (|Mn   E[Mn]| > t)  6e ct/
p
max( (n↵),1/ log n), t   0. (1.3)
Remark. Under the hypothesis of Theorem 1, max ( (n↵), 1/ log n) = 1/ log n for n large enough, which is exactly the
fluctuation rate. Observe furthermore that integrating (1.3) recovers the variance bounds of Chatterjee (2014). In particular,
in the framework of Theorem 1, this variance is of order 1log n which is optimal (see Corollary 1.9 in Ding et al., 2013). One
last observation, under the hypothesis of Theorem 1,  (n) ! 0 as n !1. This implies that supn 1 | (n)| < 1 (according
to Leadbetter et al., 1983 p. 86), so in that particular case the hypothesis  (1) < 1 can be removed.
It is important to compare Theorem3 to classical Gaussian concentration (see e.g. Ledoux, 2001)which typically produces
P (|Mn   E [Mn] |   t)  2e t2/2, t   0. (1.4)
While of Gaussian tail, such bounds do not reflect the fluctuations of the extremum Mn of Theorem 1. Moreover, with
respect to this Gaussian bound, Theorem 3 actually provides the correct tail behavior of the maximum Mn in the form
of a superconcentration inequality in accordance with the fluctuation result and the limiting Gumbel distribution (since
P(G > t) ⇠ e t as t ! 1). On the other hand, the method emphasized here does not produce any lower bound. Let us
also emphasizes that Theorem 3 covers the classical independent case, when all the Xi’s are independent, by taking   = 0
and provides the following concentration inequality which will be useful in the last section,
P (|Mn   E [Mn]|   t)  6e ct
p
log n, t   0. (1.5)
Observe in addition that Theorem 3 expresses a concentration property of the maximum around its mean whereas, in
the regime of the convergence of extremes of Theorem 1, the centerings are produced by explicit values bn. Actually, up to
numerical constants, the same inequalities hold true around the constant bn instead of the mean. To this task, it is enough
to prove that supn E [|an(Mn   bn)|] < 1. Set Zn = an(Mn   bn). Letting M 0n be an independent copy of Mn, set similarly
Z 0n = an(M 0n bn). Now, integrating (1.3), supn E [an|Mn   E[Mn]|] <1. Hence supn E
⇥|Zn   Z 0n|⇤ <1 fromwhich it easily
follows that supn E [|Zn|] <1.
The next statement is the analogue of Theorem 3 for stationary Gaussian processes, suitably quantifying Theorem 2. It is
presented in the more general context of a centered stationary Gaussian field (Xt)t2Rd such that E
⇥
X2t
⇤ = 1, t 2 Rd, with
covariance function  . According to Chatterjee (2014), very little seems actually to be known on the asymptotic fluctuations
of the supremum of stationary Gaussian processes indexed by Rd when the dimension d is greater than two. Some recent
specific results are available for Gaussian fields with logarithmic correlation (see e.g. Acosta, 2014; Duplantier et al., 2014;
Madaule, 2014; Ding et al., 2015; Duplantier et al., 2014, for an overview on the subject). However, extending similarly the
variance bounds of Chatterjee (2014), we obtain a concentration inequality for the supremum of a Gaussian field over a
subset A of Rd. The case d = 1 thus covers Theorem 2.
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Theorem 4. Let (Xt)t2Rd be a stationary Gaussian Euclidean field with covariance function  . Assume that t 7!  (t) is non-
increasing and  (1) < 1. If A is a subset of Rd, denote by N(A) = N(A, 1) the minimal number of balls with radius 1 needed to
cover A. Set M(A) = sups2A Xs. Then, there exist C = C( , d) > 0 and c = c( , d) > 0 only depending on   and d such that,
for all A ⇢ Rd with N(A) > 1,
P (|MA   E [MA] |   t)  6e ct/
p
KN(A) , t   0,
where
KN(A) = max     N(A)C  , 1/ logN(A)  .
Remark. When d = 1 and A = [0, T ] for some T > 0, N(A) = bTc2 + 1 and under the hypotheses of Theorem 2,
KN(A) = 1/ log( bTc2 + 1) for T large enough.
The proofs of Theorems 3 and 4 are based on the hypercontractive approach developed by Chatterjee (2014) towards
variance bounds. The task will be to adapt the argument to reach exponential tail inequalities at the correct fluctuation
regime. This will be achieved via the corresponding variance bound at the level of Laplace transforms.
The paper is organized as follows. In the next section, we present the semigroup tools used to prove the main results.
The third section is devoted to the proof of Theorems 3 and 4. In Section 4, we present some illustrations to further Gaussian
models. In the final section, we present an illustration in statistical testing.
2. Framework and tools
2.1. Notation
For any n   1, denote by X = (X1, . . . , Xn) a centered Gaussian vector, with maximum Mn = maxi=1,...,n Xi. Set
I = argmaxi=1,...,nXi.
The main technical part of this work is provided by the following extension of Chatterjee’s approach (Chatterjee,
2014) adapted to exponential concentration bounds. The very basis of the argument is the hypercontractivity of the
Ornstein–Uhlenbeck semigroup together with the exponential version of Poincaré inequality (cf. Bakry et al., 2012, Bakry
et al., 2014, Chatterjee, 2014).
Theorem 5. Let X = (X1, . . . , Xn) be a centered Gaussian vector with covariance matrix   . Assume that for some r0   0, there
exists a non trivial covering C(r0) of {1, . . . , n} verifying the following properties:
• for all i, j 2 {1, . . . , n} such that  ij   r0, there exists D 2 C(r0) such that i, j 2 D;
• there exists C   1 such that, a.s.,PD2C(r0) 1{I2D}  C.
Let ⇢(r0) = maxD2C(r0) P(I 2 D).
Then, for every ✓ 2 R,
Var
⇣
e✓Mn/2
⌘
 C ✓
2
4
⇣
r0 + 1log (1/⇢(r0))
⌘
E
⇥
e✓Mn
⇤
. (2.1)
In particular,
P(|Mn   E[Mn]|   t)  6e ct/
p
Kr0 , t   0,
where Kr0 = max
 
r0, 1log(1/⇢(r0))
 
and c > 0 is a universal constant.
Remark. By monotone convergence, we can obtain the same result for a supremum instead of a maximum. This fact will
be useful to obtain an application of Theorem 5 for a Gaussian Euclidean field.
Proof. As announced, the scheme of proof follows Chatterjee (2014). The starting point is the representation formula
Var(f ) =
Z 1
0
e tE [rf · Ptrf ] dt (2.2)
for the variance of a (smooth) function f : Rn ! R along the Ornstein–Uhlenbeck semigroup (Pt)t 0. General references on
theOrnstein–Uhlenbeck semigroup andmore generalMarkov semigroups, aswell as such semigroup interpolation formulas
are Bakry et al. (2012) and Bakry et al. (2014).
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Following Chatterjee (2014), given a centered Gaussian vector X with covariance matrix   = ( ij)1i,jn, apply (2.2) to
(a smooth approximation of) f = e✓M/2 where ✓ 2 R,M(x) = maxi=1,...,n(Bx)i and   = B tB. It yields that, for all ✓ 2 R,
Var
 
e✓Mn/2
  = ✓2
4
Z 1
0
e t E
 nX
i,j=1
 ij 1{X2Ai}e
✓Mn/21{Xt2Aj}e
✓Mtn/2
 
dt.
Here {X 2 Ai} = {I = i}, for i = 1, . . . , n, and Xt = e tX +
p
1  e 2t Y , where Y is an independent copy of X , with
corresponding maximumMtn. This process shares the same hypercontractivity property as the Ornstein–Uhlenbeck process
(cf. Chatterjee, 2014). Indeed, assuming without loss of generality that B is invertible (otherwise restrict to a subspace of
Rn), define the semigroup (Qt)t 0 by
Qt f (x) = E
h
f
 
e t x +
p
1  e 2tY i , x 2 Rn
for f : Rn ! R smooth enough. Let Z be a standard Gaussian vector on Rn so that Y = BZ in law. Thus, by defining
g : Rn ! R as g(x) = f (Bx), we have, for all x 2 Rn,
Qt f (x) = E
h
f
 
e t x +
p
1  e 2tY i
= E
h
f
 
e tBB 1x +
p
1  e 2tBZ i
= E
h
g
 
e tB 1x +
p
1  e 2t Z i = Ptg(B 1x).
Therefore, by the hypercontractive property of (Pt)t 0 with the same exposants p and q as the Ornstein–Uhlenbeck
semigroup,
E
⇥|Qt f (X)|q⇤1/q = kPtgkq  kgkp = E ⇥|f (X)|p⇤1/p , (2.3)
where k · kr , for any r   1, stands for the Lr -norm with respect to the standard Gaussian measure on Rn.
Now, for every t   0, with It = argmaxi=1,...,nXti ,
I = E
 nX
i,j=1
 ij 1{X2Ai}e
✓Mn/21{Xt2Aj}e
✓Mtn/2
 
= E

e✓(Mn+Mtn)/2
nX
i,j=1
 ij 1{I=i}1{It=j}
 
= E

e✓
 
Mn+Mtn
 
/2
 IIt
 
= X
k 0
E

e✓
 
Mn+Mtn
 
/2
 IIt1{2 k 1 IIt2 k}
 
.
To ease the notation, denote  IIt by   and set F t = Mn + Mtn. Let k0 = min{k   0 ; r0  2 k 1}. Cutting the preceding sum
into two parts, we obtain
I 
k0X
k=0
2 k E
h
e✓F
t/21{  r0}
i
+
1X
k=k0+1
2 k E
h
e✓F
t/21{2 k 1 2 k}
i
 2 X
D2C(r0)
E
h
e✓F
t/21{I,It2D}
i
+X
k 0
r0 E
h
e✓F
t/21{2 k 1 2 k}
i
= 2 X
D2C(r0)
E
h
e✓F
t/21{I,It2D}
i
+ r0 E
h
e✓F
t/2
i
.
By the Cauchy–Schwarz inequality and Gaussian rotational invariance,
E
h
e✓F
t/2
i
 E ⇥e✓Mn⇤ .
On the other hand, by Hölder’s inequality with 1p + 1q = 1,
E
h
e✓F
t/21{I,It2D}
i
= E
h
e✓Mn/21{I2D} e✓M
t
n/21{It2D}
i
 E ⇥e✓pMn/21{I2D}⇤1/p E he✓qMtn/21{It2D}i1/q .
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Next, by the hypercontractivity property (2.3),
E
h
e✓qM
t
n/21{It2D}
i1/q  E ⇥e✓pMn/21{I2D}⇤1/p
provided that e2t = q 1p 1 , that is p = 1+ e t < 2. As a consequence,
E
h
e✓F
t/21{I,It2D}
i
 E ⇥e✓pMn/21{I2D}⇤2/p
and by a further use of Hölder’s inequality on the right hand side of the preceding inequality,
E
h
e✓F
t/21{I,It2D}
i
 P(I 2 D) 2 pp E ⇥e✓Mn1{I2D}⇤ .
Combining the preceding with the assumptions, we get that
I 
⇣
r0 + C⇢(r0) 2 pp
⌘
E
⇥
e✓Mn
⇤
.
Finally,
Var
⇣
e✓Mn/2
⌘
 C ✓
2
4
⇣
r0 +
Z 1
0
e t⇢(r0)tanh(t/2)dt
⌘
E
⇥
e✓Mn
⇤
.
The announced inequality (2.1) then follows sinceZ 1
0
e t (⇢(r0))tanh(t/2) dt  1log (1/⇢(r0)) .
To end the proof of Theorem 5 and produce exponential tail bounds, we combine (2.1) with the following lemma
(see Ledoux, 2001 p. 50).
Lemma 6. Let Z be a random variable and K > 0. Assume that for every |✓ |  2/pK ,
Var
 
e✓Z/2
   K ✓2
4
E
⇥
e✓Z
⇤
. (2.4)
Then,
P (|Z   E [Z] | > t)  6e ct/
p
K ,
for all t   0, with c > 0 a numerical constant.
Remark. Such a lemma has been used in prior works Benaïm and Rossignol (2008) and Damron et al. (2014) in order to
obtain exponential concentration tail bounds for first passage percolation models. ⇤
3. Proofs of the main results
3.1. Proof of Theorem 3
The task is to show that the hypotheses of Theorem 5 are satisfied. For 0 < ↵ < 1, choose r0 =  (bn↵c) and C(r0) ={D1,D2, . . .} where D1 = {1, . . . , 2bn↵c}, D2 = {bn↵c, . . . , 3bn↵c} and so on, where b·c denote the integer part of a real
number.
It is easily seen that this covering satisfies the hypothesis of Theorem 5. Indeed, take i, j 2 {1, . . . , n} such that i < j. By
stationarity, Cov(Xi+1, Xj) =  (j  i). So if  (j  i)   r0 =  (bn↵c), since   is non-increasing, we must have j  i  bn↵c.
By construction, any index i is at most in three different elements D of C(r0). So i belongs to some Di1 , Di2 and Di3 with
i1 < i2 < i3 and j belong to Dj1 , Dj2 and Dj3 with j1 < j2 < j3. Since j  i  n↵ and the length of any D in C(r0) is 2bn↵c, there
exists s 2 {1, 2, 3} such that Dis = Djs (draw a picture) and we can choose D = Dis 2 C(r0).
Clearly
P
D2C(r0) 1{I2D}  C , where C is a universal constant (say C = 3). To end the proof, we have to bound
maxD2C(r0) P(I 2 D). Let D 2 C(r0), and to ease the notation, consider D = {1, . . . , 2bn↵c} (the important feature is that D
contains 2bn↵c elements). Then
P(I 2 D) =
2bn↵cX
i=1
P(I = i).
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By standard Gaussian concentration (see Ledoux, 2001 or the appendix of Chatterjee, 2014), for all i 2 D,
P(I = i) = P(Xi = Mn)
 P(Xi   t)+ P(Mn  t)
 2e E[Mn]2/2.
The final step of the argument is to achieve a lower bound on E [Mn]. To this task, we make use of Sudakov’s minoration
(see Adler, 1990 or Ledoux and Talagrand, 2011). Letting i, j 2 D, i 6= j,
E
⇥
(Xi   Xj)2⇤ = 2  2  |j  i|    2 1   (1)  =  
since 
 |j i|    (1). By the assumption on (1),   > 0, and thus by Sudakov’sminoration there exists c > 0 (independent
of n) such that E [Mn]   c plog n. As a consequence of the preceding,
P(I = i)  2
n(c )2/2
= 2
n✏
.
Hence
P(I 2 D)  4
n✏ ↵
= 4
n⌘
where ↵ is such that ⌘ = ✏   ↵ > 0, namely ↵ < (c )2/2 < 1.
The hypotheses of Theorem 5 are therefore fulfilled with ⇢(r0)  4/n⌘ concluding the proof of Theorem 3.
3.2. Proof of Theorem 4
We again follow Chatterjee’s proof of variance bounds for Gaussian Euclidean fields (see Theorem 9.12 in Chatterjee,
2014). For any Borel set A ⇢ Rd, set m(A) = E [M(A)] = E ⇥sups2A Xs⇤. Under the hypothesis of the theorem, it is proved
in Chatterjee (2014) that for any A ⇢ Rd such that N(A) > 1,
c1( , d)
p
logN(A)  m(A)  c2( , d)
p
logN(A)
where c1 = c1( , d) and c2 = c2( , d) are positive constants that depend only on the covariance   and the dimension d
(and not on the subset A). Set then
s0 = N(A) 18 (c1/c2)2 ,
and assume that N(A) is large enough so that s0 > 2. Let r0 =  (s0). Take a maximal s0-net of A (i.e. a set of points that
are mutually separated from each other by a distance strictly greater than s0 and is maximal with respect to this property),
and let C(r0) be the set of 2s0-ball around the points in the net. In fact, C(r0) is a covering of A satisfying the condition of
Theorem 5. With this construction, it is easily seen that
P
D2C(r0) 1{I2D}  C for some C   1 and
max
D2C(r0)
P(I 2 D)  1
N(A)C( ,d)
.
The conclusion then directly follows from Theorem 5 with ⇢(r0)  1/N(A)C( ,d).
4. Other Gaussian models
In Chatterjee (2014), Chatterjee exhibits different models in order to illustrate the so-called superconcentration
phenomenon. For each of them, he managed to reach a better variance bound than the one produced by standard Gaussian
concentration. We present for some of these models an exponential version.
Proposition 7. For any n   2, let X = (X1, . . . , Xn) be a centered Gaussian vector with E [Xi]2 = 1 and E ⇥XiXj⇤  ✏ for all
i, j = 1, . . . , n for some ✏ > 0. Then
P(|Mn   E[Mn]|   t)  6e ct/
p
Kn , t   0,
where Kn = max(✏, 1/ log n).
Proof. Take r0 > ✏ and define C(r0) = {{1}, . . . , {N}}. It is easy to see that the covering C(r0) enters the setting of
Theorem 5. Furthermore,
P
D2C(r0) 1{I2D} = 1 and maxD2C(r0) P(I 2 D)  1/n⌘ for some ⌘ > 0. The conclusion follows. ⇤
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As another instance, consider the Gaussian field on { 1, 1}n, n   1, defined in the following way. Let X1, . . . , Xn be
independent identically distributed standard Gaussian random variables, and define f : { 1, 1}n ! R as
f (  ) =
nX
i=1
Xi i.
Corollary 8. There exists S ⇢ { 1, 1}n, such that, for all   6=   0 2 S, |  ·   0|  Cn2/3 and
P
✓   max
 2S f (  )  E
⇥
max
 2S f (  )
⇤      t◆  6e ct/n2/3 , t   0.
Proof. Chatterjee proved in Chatterjee (2014) the existence of S ⇢ { 1, 1}n with |S| = b2n1/3c on which |  ·   0|  Cn2/3
for some C > 0 independent of n. Since, Cov
 
f (  ), f (  )
  =   ·  0, it suffices to apply Proposition 7 to f|S and ✏ = Cn2/3. ⇤
5. Statistical testing
In this last section, we illustrate the preceding results on a statistical testing problem analyzed in Addario-Berry et al.
(2010). There, the authors used standard Gaussian concentration to obtain an acceptance region for their test. Using some
of the material developed here, the conclusion may be reinforced in some instances in the form of a superconcentration
bound.
Following the framework and notation of Addario-Berry et al. (2010), we observe an n dimensional Gaussian vector
X = (X1, . . . , Xn) and raise the following hypothesis problem:
• Under the null hypothesis H0, the components of X are independent identically distributed standard normal random
variables. Denote then by P0 and E0 respectively the underlying probability measure and expectation under H0.
• To describe the alternative hypothesisH1, consider a classC = {S1, . . . , SN} ofN sets of indices such that Sk ⇢ {1, . . . , n}
for all k = 1, . . . ,N . Under H1, there exists an S 2 C such that
Xi has distribution
⇢
N (0, 1) if i 2 Sc,
N (µ, 1) if i 2 S,
where µ > 0 is a positive parameter. The components of X are independent under H1 as well. For any S 2 C, denote
then by PS and ES respectively the underlying probability measure and expectation under H1. We will also assume that
every S 2 C has the same cardinality |S| = K .
We recall that a test is a binary-valued function f : Rn ! {0, 1}. If f (X) = 0, the test accepts the null hypothesis,
otherwise H0 is rejected. As in Addario-Berry et al. (2010), consider the risk of a test f measured by
R(f ) = P0 f (X) = 1 + 1N XS2C PS
 
f (X) = 0 .
The authors of Addario-Berry et al. (2010) are interested in determining, or at least estimating, the value of µ under which
the risk can be made small. Among others results, they used a test based on maxima, called the scan-test, for which they
showed that
f (X) = 1 () 2 max
S2C XS   µK + E0
h
max
S2C XS
i
where XS = Pi2S Xi for some S 2 C. They obtain the following result.
Proposition 9. The risk of the maximum test f satisfies R(f )    whenever
µ   1
K
E0
h
max
S2C XS
i
+ 2
r
2
K
log
2
 
.
Togetherwith (1.5), this boundmay be improved in accordancewith the correctmagnitude of themaximumof a standard
Gaussian vector.
Proposition 10. For any n   2, the risk of the maximum test f satisfies R(f )    whenever
µ   1
K
E0
h
max
S2C XS
i
+ log 6
 
⇥ 2
c
p
K logN
where c > 0 is a universal constant.
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Proof. We follow the proof of Addario-Berry et al. (2010) to get that both, for every t   0,
P0
⇣
max
S2C XS   E0
h
max
S2C XS
i
+ t
⌘
 3e ctplog(N)/K
and, for any S 2 C,
PS
⇣
max
S02C
XS0  µK   t
⌘
 PS
⇣
max
S02C
XS0  ES0
h
max
S02C
XS0
i
  t
⌘
 3e ctplog(N)/K
since, under H1, for a fixed S 2 C, µK = ES [XS]  ES [maxS02C XS0 ] and XS has the same law as any XS0 . Set then t such that
2t = µK   E
h
max
S2C XS
i
which is positive according to the hypothesis. With the previous inequalities, we obtain a bound on the risk
R(f )  6e ctplog(N)/K
which may then be turned into R(f )    as in the statement. ⇤
The new bound of Proposition 10 is as good as the one of Proposition 9 when   ' 1/N↵ for some ↵ > 0. It is better than
Proposition 9 when   ' 1/ log↵(N) with ↵ > 0. Nevertheless, Proposition 9 is better than Proposition 10 when   ' e N↵ ,
for ↵ > 0. However, it might not be relevant to consider such small risk.
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Quelques ine´galite´s de superconcentration : the´orie et applications 
 
RE´ SUME´ 
 
Cette the`se porte sur le phe´nome`ne de superconcentration  qui apparaˆıt dans l’e´tude des fluctuations de 
divers mode`les de la recherche actuelle (matrices ale´atoires, verres de spins, champ libre gaussien discret, 
percolation,...). Plus particulie`rement, la the`se est consacre´e a` l’examen d’ine´galite´s de superconcentration 
a` l’e´chelle exponentielle ; notamment pour des supremum  de familles gaussiennes. Les outils mis en oeuvre 
comprennent la proprie´te´ d’hypercontractivite´ de semi-groupes de Markov. Par ailleurs, celle-ci a conduit 
a` une version d’ordre supe´rieur d’une ine´galite´ sur la variance de M. Talagrand. La premie`re partie de la 
the`se pre´sente brie`vement les notions essentielles de la the´orie classique de la concentration de la mesure 
ainsi que les principaux outils, a` savoir : me´thodes d’interpolations a` l’aide de semi-groupes markoviens, 
ine´galite´s fonctionnelles, transport optimal et isope´rime´trie. Un survol de la litte´rature existante sur la 
superconcentration est ensuite propose´. La deuxie`me partie du manuscrit rassemble, dans diffe´rents cha- 
pitres, les travaux que nous avons effectue´s durant cette the`se. Une grande partie de ceux-ci repose sur 
la repre´sentation dynamique de la variance le long du semi-groupe d’Ornstein-Uhlenbeck et sa proprie´te´ 
d’hypercontractivite´. De nouvelles ine´galite´s de superconcentration sont obtenues au niveau exponentiel 
et illustre´es sur des exemples provenant de la the´orie des extreˆmes. Le cadre de l’hypercontractivite´ a 
e´galement conduit a` une nouvelle ine´galite´ sur le cube discret, celle-ci permettant une application sur 
l’influence d’ordre deux de fonctions boole´ennes. Enfin, le dernier chapitre aborde le phe´nome`ne de su- 
perconcentration par le transport optimal. Des majorations de la variance et des ine´galite´s de de´viations 
non asymptotiques pour le maximum de variables ale´atoires inde´pendantes et de meˆme loi sont obtenues. 
A nouveau,  des illustrations pour des lois usuelles, appartenant aux diffe´rents domaines d’attraction  de 
la the´orie des extreˆmes, sont propose´es. 
 
Mots  cle´s : superconcentration, ine´galite´s fonctionnelles, hypercontractivite´, bornes exponentielles, 
the´orie des extreˆmes. 
 
ABSTRACT 
 
This thesis focuses on the superconcentration  phenomenon which appears in the study of the fluc- 
tuations of various models from current research (random matrices, spin glasses, discrete Gaussian free 
field, percolation,. . . ). More precisely, present thesis mainly deals with  superconcentration inequalities 
at exponential level ; in particular for supremum of families of Gaussian random variables. The principal 
tool used during this study is the hypercontractive property satisfied by some Markov semi-groups. This 
approach leads to an extension of higher order of M. Talagrand’s inequality. The first part of this thesis 
introduces the fundamental notions of concentration of measure, interpolation methods with Markovians 
semi-groups, functional inequalities, optimal transport and isoperimetry. Then, a survey of the literature 
concerning superconcentration  phenomenon is done. The second part of the manuscript brings together, 
in different chapters, the results obtained during the thesis. Most of them are based on the dynamical 
representation of the variance along the Ornstein-Uhlenbeck’s  semi-group and its hypercontractive pro- 
perty. New inequalities are obtained at exponential level and are illustrated on examples coming from 
extreme theory. This hypercontractive  framework also leads to a new inequality on the discrete cube 
which was further applied to the influence of second order of boolean functions. Finally, the last chapter 
is about the superconcentration phenomenon with an optimal transport approach. Some non asymptotic 
bounds on the variance and deviation inequalities are obtained for the maximum of an i.i.d. sample. 
Again, illustrations for usual laws of probability,  belonging to different domains of attraction  from ex- 
treme theory, are given. 
 
Key  words : superconcentration, functional inequalities, hypercontractivity,  exponential bounds, 
extreme theory. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
