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The dependence concept of weak association is introduced and is shown to be 
equivalent to positive quadrant dependence. Furthermore, a characterization of 
independence in the class of positive quadrant dependent random variables by 
means of moment conditions is proved. Both results generalize some theorems 
proved by Lehmann and Jogdeo for the two- and three-dimensional case. 
1. WEAK ASSOCIATION AND POSITIVE ORTHANT DEPENDENCE 
Let X = (X, ,..., X,) be a random vector on a probability space (M, II, P) 
and consider the following concepts of dependence: 
DEFINITION. (a) (Esary et al. 121) X is associated if Cov(f(X), g(X)) > 0 
for all nondecreasing functions f, g for which the covariance~exists. 
(b) X is weakly associated if 
E fi .ftW,> > fi Wt(x,> 
i=l i=l 
for all nondecreasing functions J, > 0, 1 < i < n. 
(c) (Lehmann [6]) X is positively orthant dependent (POD) if 
’ fj {xi>xi} > fi p(x*2xi)9 
( ) 
for all x1 ,..., x, E R’. 
i=l i=l 
It is easily seen that 
X is associated =S X is weakly associated * X is POD. 
(2) 
(3) 
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If X, = x, = * * * =X,, then X is weakly associated (cf. Kimball [4]). For the 
case n = 2 Lehmann [6] proved that POD of X = (Xi, X,) implies that 
Covdf,(X,), f,(X,)) > 0 for nondecreasing f, , f2 and, therefore, for n = 2 
POD is equivalent to weak association. 
If X is N(u, C)-distributed, then X is POD if and only if 
aij > 0, Vi, j < n, where z = (aij). (4) 
This is implied in one direction by a theorem of Slepian [7] and in the other 
direction by Lehmann’s result. 
If K is the set of all matrices AA’, where A is a nonnegative n x n-matrix 
and let co+(K) denote the positive cone generated by K in R”‘“. Then for 
C E co+(K), a N(,u, z)-distributed random variable X is associated and, 
therefore, in this case all three concepts of dependence are equivalent. 
To prove this, let J? = Ct=, a,A,AF with a, > 0, A, nonnegative and let 
Y,, v < k be independent N(0, I,)-distributed. Then Y = (Y, ,..., Yk) is 
associated and, therefore, by Theorem 5.1 of Esary ef al. [2] 
Cfr= ,&A, Y, + ,u is associated. 
The following extension of Lehmann’s result holds. 
THEOREM 1. X is weakly associated if and only if X is POD. 
Proof Let X be POD and let fi > 0 be nondecreasing, 1 <i < n. Then 
(f,(Xi),..., f,,(X,)) again are POD. Using the representation 
where Z(u, x) = 1 if x > u, and Z(u, x) = 0 elsewhere, we obtain 
E fi f,(Xi> - fi @Xxi) 
i= 1 i=l 
(5) 
cc 
zz 
j j[ 
. . . P(f,(Xi) > ui; 1 < i < n) - fi PV;(Xi) > u,) 
0 i=l 1 fi dui > 0. i=l 
This together with (3) implies the equivalence. I 
Remark. If X is POD and x,20, l<i<n, then 
E ny=, Xi = nl=, EX, implies the independence of X:s. To see this, put 
A(x) = x, 1 < i < n, in inequality (5). 
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2. CHARACTERIZATION OF INDEPENDENCE 
It is well known that for a normally distributed n-dimensional random 
variable X stochastic independence is equivalent to Cov(X) = Z-the identity 
matrix. For n = 2 this result has been generalized to POD random vectors by 
Lehmann [6] and by a modification of Lehmann’s proof to the case n = 3 by 
Jogdeo [3, Theorem 31. A characterization of stochastic independence in a 
subclass of POD random variables-namely, variables with positive 
regression dependence-has been proved by Jogdeo [3, Theorem 11. The 
following theorem generalizes the result of Lehmann and Jogdeo to the 
general case n 2 2. 
THEOREM 2. Let X= (X , ,..., X,) be POD and assume that E &T Xj 
exists for all Tc (l,..., n}, 
Zf E n X, = n EX, for all T c { l,..., n }, then X, ,..., X,, are 
iCT /ET 
stochastically independent. (6) 
Proof: For n = 2, (6) is identical to Lehmann’s condition. Let X = 
(1, ,***, X,, ,) satisfy the assumptions of Theorem 2 and define random 
variables Y, ,..., Y,, + I such that {X, Y, ,..., Y,+ I } is independent and Pyi = Pyi, 
l<i<n+ 1. Then 
Using induction the theorem is true for n. Therefore, from (6) we obtain 
n+l 
O=E n (Xi-Y,) 
i=l 
n+1 
1 
n-t1 
P(Xi>ui, 1 gi<n+ l)- n P(Xi>Ui) n dUi 
i=l i=l 
which implies independence of X, ,..., X,, , since X is POD. 
Theorems 1 and 2 are very useful in simultaneous test procedures (e.g., see 
Krishnaiah [5]) and have applications to random variables which are 
positive dependent by mixture (see Dykstra et al. [ 11). 
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