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Abstract
We give bounds on the Poincare´ (inverse spectral gap) constant of a non–
negative, integer–valued random variable W , under negative dependence as-
sumptions such as ultra log–concavity and total negative dependence. We show
that the bounds obtained compare well to others in the literature. Examples
treated include some occupancy and urn models, a random graph model and
small spacings on the circumference of a circle. Applications to Poisson conver-
gence theorems are considered.
Keywords: Poincare´ constant, Poisson distribution, total negative
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1. Introduction
Throughout this note we letW be a random variable supported on (a subset
of) Z+ = {0, 1, . . .} and let ∆ be the forward difference operator, so that for
any function g : Z+ 7→ R, ∆g(k) = g(k + 1) − g(k). The main object we wish
to consider here is the (discrete) Poincare´ constant, given by
RW = sup
g∈G(W )
{
E[g(W )2]
E[∆g(W )2]
}
,
where the supremum is taken over the set
G(W ) = {g : Z+ 7→ R with E[g(W )2] <∞ and E[g(W )] = 0} .
In this note we give an explicit upper bound on RW when W satisfies a
negative dependence assumption. Such a bound can be used, for example, to
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establish Poisson convergence results, as we shall see below. In the examples
we consider in Section 3 we shall see that our upper bound is easily calculated,
and often of the same order as the trivial lower bound we state in Lemma 3.1.
Our work can be understood in the context of size–biasing (see, for example,
Barbour et al., 1992) and stochastic ordering (see, for example, Shaked and Shanthikumar,
2007). For any non–negative, integer–valued random variable W with mean
EW = λ > 0, we let W ⋆ have the W–size–biased distribution, given by
P (W ⋆ = j) =
jP (W = j)
λ
, for j = 1, 2, . . .. (1)
Equivalently, W ∗ can be defined by requiring that
E[Wg(W )] = λEg(W ∗), (2)
for all functions g for which the expectation of the left hand side exists.
Further we let ≤st denote the usual stochastic ordering, so that X ≤st Y if
Ef(X) ≤ Ef(Y ) for all increasing functions f . In this paper we shall consider
random variables W under the assumption that W ∗ ≤st W +Z for some Z, the
sharpness of which can be judged from the fact that W ≤st W ∗ always. For
example, we obtain the following bound on the Poincare´ constant:
Theorem 1.1. Let W be a non–negative, integer–valued random variable with
mean λ. Suppose that W ⋆ ≤st W + 1. Then
RW ≤ λ. (3)
This theorem is implied by a stronger result, Theorem 5.1, which we prove in
Section 5. In Section 2 we state several negative dependence concepts under
which we have a finite Poincare´ constant, and state the bounds on RW we
obtain under these assumptions. In particular, in Corollary 2.2 we show that (3)
holds for W the sum of totally negatively dependent (TND) Bernoulli random
variables, and in Corollary 2.4 we show (3) holds for W ultra log-concave of
degree ∞.
The idea of proving such discrete Poincare´ inequalities is not a new one, with
previous authors to consider the problem including Bobkov and Go¨tze (1999),
Gao and Quastel (2003), Klaassen (1985), Miclo (1999) and Prakasa Rao and Sreehari
(1987). Some comparison with the results of other authors is given in Section 3.
In this section, we also treat some examples for which bounds on the Poincare´
constant based on other authors’ work are not straightforward to calculate.
The main aim of this work is to prove the new bound (Theorem 1.1) on
the Poincare´ constant for discrete random variables. Our approach enables
us to make new connections between the Poincare´ constant and topics such
as stochastic ordering and various forms of negative dependence of random
variables. In addition, we gain a new perspective on Poisson approximation by
using our approach to give new bounds which are close to the optimal ones.
Section 4 shows how the bounds we derive may be used in proving Poisson
convergence results. We will assess closeness of non–negative, integer–valued
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random variables X and Y using the total variation distance
dTV (L(X),L(Y )) = sup
A⊆Z+
|P (X ∈ A)− P (Y ∈ A)| .
We prove the following result in Section 4:
Theorem 1.2. For any non-negative, integer–valued random variable W with
mean EW = λ and Var(W ) <∞, the total variation distance between W and a
Poisson random variable with the same mean is bounded by
dTV (L(W ),Po(λ)) ≤ 1− e
−λ
λ
{
|λ−RW |+
√
RW
√
RW −Var(W )
}
. (4)
(Note that Lemma 3.1 below states that RW ≥ VarW , so the resulting bound
gives a real number).
Our results may also be used with several other probability metrics. For ex-
ample, using Theorem 1.1 of Barbour and Xia (2006) we can bound the Wasser-
stein distance (replacing the Stein factor 1−e
−λ
λ of Theorem 1.2 by 1.1437/
√
λ).
To illustrate Theorem 1.2, we combine it with Theorem 1.1 to give
dTV (L(W ),Po(λ)) ≤ (1− e−λ)
√
1− Var(W )
λ
, (5)
for W such that W ⋆ ≤st W +1. Note that such W have Var(W ) < λ. The best
known general bound under this assumption is
dTV (L(W ),Po(λ)) ≤ (1− e−λ)
(
1− Var(W )
λ
)
. (6)
See Daly et al. (2012). So, for example, if W ∼ Bin(n, p) has a binomial distri-
bution (which does indeed satisfy the assumptions of Theorem 1.1, as we shall
see later) then the upper bound in (5) is (1− e−np)√p, while (6) gives the upper
bound (1− e−np) p.
We note also that the bound (4) is increasing as a function of RW for RW
lying in (Var(W ), λ). Hence, it will typically be sharpest when we have an upper
bound for RW that is close to Var(W ), and in the limit we recover the bound
(6) (under the assumptions of Theorem 1.1).
2. Negative dependence and the Poincare´ constant
In this section we show that our methods can bound the Poincare´ constant of
random variables under several well-known definitions of negative dependence.
2.1. Total negative dependence
Definition 2.1. Consider X1, . . . , Xn to be Bernoulli random variables and
write W = X1 + · · ·+Xn. If, for each i = 1, . . . , n and all increasing functions
f, g;Z+ 7→ R,
Cov (f(Xi), g(W −Xi)) ≤ 0 ,
then X1, . . . , Xn are said to be totally negatively dependent (TND).
3
Papadatos and Papathanasiou (2002, Lemma 3.1) show that if W = X1+ . . .+
Xn, where X1, . . . , Xn are TND then W
⋆ ≤st W + 1. Using Theorem 1.1 we
can deduce:
Corollary 2.2. IfW has mean λ and may be written as a sum of TND Bernoulli
random variables then RW ≤ λ.
2.2. Ultra log–concavity
Definition 2.3. A random variable W with mass function PW is ultra log-
concave of degree ∞, or ULC(∞), if the function PW (x)x! is log-concave, or
equivalently
ρW (x) =
(x+ 1)PW (x+ 1)
PW (x)
is non-increasing in x .
This class was introduced by Pemantle (2000) and Liggett (1997) in order to
capture properties of negative dependence. It is well-known that Poisson ran-
dom variables and the sum of independent Bernoulli random variables both have
the ULC(∞) property.
In the language of stochastic ordering, the ULC(∞) property may be writ-
ten W ⋆ ≤lr W + 1, where ≤lr represents the likelihood ratio ordering. Since
the likelihood ratio ordering is stronger than the usual stochastic ordering
(Shaked and Shanthikumar, 2007, Theorem 1.C.1), it follows that the assump-
tion that W is ULC(∞) is stronger than the assumption made by Theorem 1.1.
Hence we deduce the following.
Corollary 2.4. If W is ULC(∞) with mean λ, then RW ≤ λ.
Note that the ULC condition can be viewed as in the context of the Bakry-E´mery
condition (Bakry and E´mery, 1985) for continuous measures, under which log-
arithmic Sobolev inequalities are known to hold, and hence the continuous ver-
sion of the Poincare´ constant is finite (see Ane´ et al. (2000) for more details).
The Bakry-E´mery condition is known to hold if the relative density f/φ1/c is
log-concave (in the continuous sense) and ULC requires that PW /Po(λ) is log-
concave (in the discrete sense). (Here φt is a normal density with mean 0 and
variance t and Po(λ) is a Poisson mass function with parameter λ).
2.3. Other negative dependence assumptions
As well as total negative dependence and ultra log–concavity, there are other
well-known negative dependence assumptions which fit into the framework of
Theorem 5.1. For example, we recall the definition of negative association from
Joag–Dev and Proschan (1983).
Definition 2.5. Random variables X1, . . . , Xn are negatively associated if
Cov (f(Xi, i ∈ Γ1), g(Xi, i ∈ Γ2)) ≤ 0 ,
for all increasing functions f, g, and all Γ1,Γ2 ⊆ {1, . . . , n} with Γ1 ∩ Γ2 = ∅.
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Comparison with Definition 2.1 shows that negative association implies total
negative dependence, meaning that the TND class is a large and natural class
within which our results hold. Since many authors work in terms of negative
association, we remark that our techniques can be applied directly in the NA
class. That is, ifW = X1+· · ·+Xn, whereX1, . . . , Xn are negatively associated,
non–negative, integer–valued random variables then Lemma 3 of Daly (2010)
shows how to construct a random variable Z such that the assumptions of
Theorem 5.1 are satisfied. We refer the reader to that work for further details.
Another form of negative dependence is the following:
Definition 2.6. Indicators X1, . . . , Xn are negatively related (NR) iif
E[g(X1, ...Xi−1, Xi+1, ...Xn)|Xi = 1] ≤ E[g(X1, ...Xi−1, Xi+1, ...Xn)],
for all i = 1, . . . , n and all increasing functions g.
This definition arises naturally in the context of certain urn and graph mod-
els – see for example the Po´lya sampling example and random graph example
(Arratia et al., 1989, Example 1) treated in Section 3.2. NR is more restrictive
than NA in the sense that in the definition of negative association, the Xi don’t
need to be indicators. However the following results are standard: (a) Neg-
atively associated indicators are negatively related (see P30 of Barbour et al.,
1992), (b) Negatively related implies total negative dependence (see Theorem
3.1 of Papadatos and Papathanasiou, 2002).
3. Examples and comparison with other results
We now discuss several straightforward examples, and consider how our re-
sults compare with known bounds. First we mention a trivial lower bound, the
direct equivalent of Theorem 2(vi) of Borovkov and Utev (1984):
Lemma 3.1. For any non–negative, integer–valued random variable W with
finite variance: RW ≥ Var(W ).
Proof Writing λ = EW , consider the function g(x) = x−λ, so that ∆g(x) = 1.
We know that E[g(W )2] = Var(W ) and E[∆g(W )2] = 1. It follows that RW =
supg(Eg(W )
2)/(E(∆g)(W )2) ≥ Var(W ).
Remark 3.2. Note that Theorem 1.1 and Lemma 3.1 together imply that for
W such that W ⋆ ≤st W + 1 we have Var(W ) ≤ RW ≤ λ. These bounds are
compatible, in the sense that for W satisfying this condition, taking g(x) = x−1
in Equation (2), the fact that EW (W−1) = E[Wg(W )] = λEg(W ⋆) ≤ λEg(W+
1) = λ2 . (The inequality follows by the definition of ≤st). Equivalently we write
that Var(W ) ≤ λ.
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3.1. Comparison with other results
Note that our bounds can be contrasted with results such as Propositions 1
and 2 of Miclo (1999), which give upper and lower bounds on the Poincare´ con-
stant that differ by a constant multiplicative factor, as opposed to the additive
gap found here.
In comparing our results with other authors to have considered the discrete
Poincare´ constant, we shall see that other methods can significantly overestimate
the exact value of the constant. Using a generalization of Cheeger’s inequality,
we have the following bound.
Theorem 3.3. Let W be a non–negative, integer–valued random variable with
log-concave mass function PW , then
RW ≤ 4
(
1− PW (0)
PW (0)
)2
.
Proof Theorem 2.1 of Lawler and Sokal (1988) (a generalization of Cheeger’s
inequality) states that if, there exists c such that the ratio
r(u) :=
∑
y>u PW (y)
PW (u)
≤ c for all u ≥ 0,
then RW ≤ 4c2. In particular, if PW is log-concave (a weaker restriction than
ultra log-concave) then rearranging shows that r(u) is decreasing in u, so taking
c = r(0) = (1− PW (0))/PW (0), the result holds.
Note also that other authors, such as Bobkov and Go¨tze (1999), give necessary
and sufficient conditions for the discrete Poincare´ constant to be finite without
giving explicit upper bounds on the implied Poincare´ constant.
We first consider the examples of Poisson random variables and sums of
independent Bernoulli random variables. In these examples it is straightforward
to compare the bounds given by our results and the work of other authors. In
subsequent work we consider examples for which the bound given by Theorem
3.3 is less straightforward to evaluate.
Example Let W ∼ Po(λ) have a Poisson distribution. It is straightforward to
see that W ⋆ and W + 1 are equal in distribution, and so combining Theorem
1.1 and Lemma 3.1 we immediately return the well–known result (see Klaassen,
1985) that RW = λ. (Alternatively, we can deduce that RW ≤ λ using Corollary
2.4 since W is ULC(∞)).
Cheeger’s inequality, Theorem 3.3, implies that RW ≤ 4(eλ − 1)2, which is
clearly far from optimal in the Poisson case.
Example LetW = X1+ · · ·+Xn, where X1, . . . , Xn are independent Bernoulli
random variables with P (Xj = 1) = pj . Clearly X1, . . . , Xn are TND, and so
combining Theorem 1.1 and Lemma 3.1 we have that
n∑
j=1
pj(1 − pj) ≤ RW ≤
n∑
j=1
pj .
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This may be compared to the upper bound of Theorem 3.3. In the binomial
case where pi ≡ p, this gives RW ≤ 4((1− p)n − 1)2.
We refer the reader also to Section 1.4 of Ane´ et al. (2000), where another
upper bound is derived, but using a different definition of the Poincare´ con-
stant. In that work, the endpoints of the support of W are identified, so their
differencing operator is not equal to our operator ∆.
3.2. Further examples and applications
We turn our attention now to some further examples in which we may apply
Theorem 1.1.
Example LetW have a hypergeometric distribution, so that if we distribute m
balls into N urns (each with capacity for up to one ball), W counts the number
of the first n of these urns which are occupied. We may writeW = X1+· · ·+Xn,
where Xj is an indicator that the jth urn is occupied. The random variables
X1, . . . , Xn are TND: see Barbour et al. (1992, Section 6.1). Hence, by Theorem
1.1 and Lemma 3.1,
mn(N − n)
N(N − 1)
(
1− m
N
)
≤ RW ≤ mn
N
.
In particular, if m = O(N) and n = O(N) then RW = O(N). See also
Gao and Quastel (2003).
Example Suppose we have n urns into which we distribute mn = ⌊tn1−1/c⌋
balls, for some constants c ∈ {2, 3, . . .} and t > 0. Let µ = tc/c! and letW count
the number of urns with at least c balls. Papadatos and Papathanasiou (2002)
show that W may be written as a sum of TND Bernoulli random variables and,
furthermore, that Var(W ) ≥ µ+O(n−1/c) and EW = µ+O(n−1/c) – see (4.9)
and Remark 4.1(a) of Papadatos and Papathanasiou (2002). Combining these
results with our Theorem 1.1 and Lemma 3.1 we have that RW = µ+O(n
−1/c).
Example Consider Po´lya sampling. We have an urn initially containing N
balls of n different colours, with mi balls of colour i. At each step, we draw a
ball, note its colour and return it to the urn together with an additional ball of
the same colour. We repeat for a total of r draws and let W count the number
of colours not drawn during this process. We write W = X1 + · · ·+Xn, where
Xj is an indicator that no ball of colour j is seen during the r draws. Since
X1, . . . , Xn are negatively related (see Definition 2.6), they are also TND: see
Section 6.3 of Barbour et al. (1992). It is straightforward to see that for j 6= k
pj = EXj =
(
N−mj+r−1
r
)
(
N+r−1
r
) , and pjk = E[XjXk] =
(
N−mj−mk+r−1
r
)
(
N+r−1
r
) .
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Thus, using Theorem 1.1 and Lemma 3.1 we have that
n∑
j=1
pj(1− pj) +
n∑
j=1
∑
k 6=j
(pjk − pjpk) ≤ RW ≤
n∑
j=1
pj .
Example We treat Example 1 from Arratia et al. (1989). Consider the n
dimensional cube {0, 1}n with each of the n2n−1 edges independently assigned
one of two directions with equal probability. LetW count the number of vertices
at which all n incident edges are directed inward. Then W = X1 + · · · +X2n ,
where Xj is an indicator that vertex j has all its incident edges directed inward.
The random variables X1, . . . , X2n are negatively related (see Definition 2.6),
and thus also TND. Clearly EXj = 2
−n and
E[XjXk] =
{
0 if vertices j and k share a common edge,
EXjEXk otherwise,
for j 6= k. Hence, EW = 1, Var(W ) = 1 − (2n + 1)2−n and, by Theorem 1.1
and Lemma 3.1, 1− (2n+ 1)2−n ≤ RW ≤ 1.
Example Suppose we distribute n points uniformly on the circumference of
a circle of radius (2pi)−1. Let S1, . . . , Sn be the arc–length distances between
successive points and define Xj = I(Sj < a) for some a > 0, the indicator
that Sj falls below the threshold a. Then X1, . . . , Xn are negatively related
and thus TND (see Section 7.1 of Barbour et al., 1992). From calculations by
Barbour et al. (1992, Section 7.2) we have that EW = n(1 − (1 − a)n−1) and
Var(W ) ≥ (1 − 2na)EW . Hence, by Theorem 1.1 and Lemma 3.1,
(1− 2na)EW ≤ RW ≤ EW .
Corollary 7.B.1(a) of Barbour et al. (1992) shows that if lim inf EW > 0, the
distribution of W converges to that of a Poisson random variable if and only if
na → 0. This is closely related to the bounds we have obtained above on RW .
This connection will be further explored in Section 4.
4. Poisson convergence and the Poincare´ constant
Prakasa Rao and Sreehari (1987) show that the property RW = Var(W )
characterizes the Poisson distribution (up to integer shifts). Indeed, if P(W =
0) > 0, then Theorem 1 of Prakasa Rao and Sreehari (1987) shows that RW =
Var(W ) implies that W is Poisson distributed, and hence we may write RW =
Var(W ) = EW . We will show here how closeness of RW to Var(W ) and EW im-
plies closeness ofW to a Poisson random variable, noting that we do indeed need
both of these conditions to guarantee that we are close to a Poisson distribution
(rather than a shifted Poisson distribution). Our work is motivated by that
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of Utev (1989) relating analogous characterisations for the normal and Poisson
distributions to results in convergence to those distributions. The results of this
section serve to illustrate the benefit of sharp bounds on the Poincare´ constant.
We begin by proving Theorem 1.2. Many of the definitions and equalities
used in the proof are drawn from Stein’s method for Poisson approximation.
See Barbour et al. (1992) for an introduction to these ideas.
Proof of Theorem 1.2 For any non–negative, integer–valued random variable
W and g ∈ G(W ) we have, by the definition of RW and since Eg(W ) = 0,
Var(g(W )) ≤ RWE[∆g(W )2] , (7)
Writing λ for EW , we apply this with the choice
g(x) = x+ yfA(x)− λ− yEfA(W ) , (8)
where y ∈ R will be determined later, A ⊆ Z+ and fA : Z+ 7→ R solves the
Chen-Stein equation
I(x ∈ A)− P (Po(λ) ∈ A) = λfA(x+ 1)− xfA(x) ,
so that
dTV (L(W ),Po(λ)) = sup
A⊆Z+
|λEfA(W + 1)− E[WfA(W )]| . (9)
We will need the property that
sup
A⊆Z+
sup
x∈Z+
|∆fA(x)| ≤ 1− e
−λ
λ
, (10)
see Barbour et al. (1992, Lemma 1.1.1) and Papadatos and Papathanasiou (2002,
Equation (1.4)).
Now, applying (7) with the choice (8) gives us that αy2+2βy+γ ≥ 0, where
α = RWE[∆fA(W )
2]−Var(fA(W )) ,
β = RWE[∆fA(W )]− E[WfA(W )] + λEfA(W ) ,
γ = RW −Var(W ) .
Since this quadratic function can have at most one real root, |β| ≤ √αγ. That
is
|(EW )EfA(W + 1)− E[WfA(W )] + (RW − EW )E∆fA(W )|
≤
√
RW −Var(W )
√
RWE[∆fA(W )2]−Var(fA(W ))
≤
√
RW −Var(W )
√
RW
(1− e−λ)
λ
,
where this last inequality follows from (10). Combining this with the triangle
inequality, (9) and (10) we obtain Theorem 1.2.
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Note that we can treat the RHS of Equation (4) as a function of RW . When
Var(W ) ≤ RW ≤ λ (for example when W ⋆ ≤st W + 1, as discussed in Remark
3.2), this function is increasing in RW over this range (since it is concave and
increasing at RW = λ). Hence, providing tighter bounds from above on RW
would give tighter bounds on the rate of Poisson convergence.
In view of Corollary 2.2 and Corollary 2.4 we obtain the following:
Corollary 4.1. Let {Wn : n ≥ 1} be non–negative, integer–valued random vari-
ables such that limn→∞ |EWn−Var(Wn)| = 0. Suppose that any of the following
three conditions hold:
(i) lim supnRWn <∞ and limn→∞ |RWn −Var(Wn)| = 0,
(ii) lim supn EWn <∞ and for each n, Wn may be written as a sum of TND
Bernoulli random variables; or
(iii) lim supn EWn <∞ and for each n, Wn is ULC(∞).
Then dTV (L(Wn),Po(EWn))→ 0 as n→∞.
Proof Note that since f(t) = (1− e−t)/t is decreasing in t, we can bound it by
f(t) ≤ limt→0 f(t) = 1. Hence in Theorem 1.2, we need only show that the term
in braces converges to zero. Under Condition (i) this is automatic. Further, note
that Conditions (ii) and (iii) each imply that Var(Wn) ≤ RWn ≤ EWn. This
follows from Lemma 3.1 and from Corollary 2.2 and 2.4 respectively. Thus, by a
sandwich argument, we know that Conditions (ii) and (iii) each imply Condition
(i).
5. Proof of Theorem 1.1
In this section we prove the following result, which gives Theorem 1.1 as an
immediate corollary.
Theorem 5.1. Let W be a non–negative, integer–valued random variable with
mean λ, and let Z ≥ 1 be a random variable defined on the same space as W
such that W ⋆ ≤st W + Z. Then for any g ∈ G(W ),
Var g(W ) = E[g(W )2] ≤ λ
∞∑
j=0
∆g(j)2P (j − Z < W ≤ j) .
Our proof will make use of Klaassen’s kernel function, given by equation (2.17)
of Klaassen (1985):
χ(i, j) = I(⌊x0⌋ ≤ j < i)− I(i ≤ j < ⌊x0⌋)− (x0 − ⌊x0⌋)I(j = ⌊x0⌋) , (11)
for some x0 ∈ R. We begin with the following lemma.
Lemma 5.2. Let W be a non–negative, integer–valued random variable. Then
for any g ∈ G(W ) and any x0 ∈ R,
E[g(W )2] ≤
∞∑
j=0
∆g(j)2
∞∑
i=0
(i − x0)P (W = i)χ(i, j) . (12)
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Proof For any given integer i, by considering the cases {i < x0}, {i > x0} and
{i = x0} separately, we deduce that for any function h:
∞∑
j=0
χ(i, j)h(j) =


−∑⌊x0⌋−1j=i h(j) + (⌊x0⌋ − x0)h(⌊x0⌋) for i < ⌊x0⌋,
(⌊x0⌋ − x0)h(⌊x0⌋) for i = ⌊x0⌋,∑i−1
⌊x0⌋
h(j) + (⌊x0⌋ − x0)h(⌊x0⌋) for i > x0.
Taking h ≡ ∆g we deduce that ∑∞j=0 χ(i, j)∆g(j) = g(i) − g∗, where g∗ =
g(⌊x0⌋) + ∆g(⌊x0⌋)(x0 − ⌊x0⌋). In particular, taking h(j) ≡ 1 we deduce that∑∞
j=0 χ(i, j) = (i − x0). Observe that by the Cauchy-Schwarz inequality this
means that
(g(i)− g∗)2 =

 ∞∑
j=0
χ(i, j)∆g(j)


2
≤

 ∞∑
j=0
χ(i, j)



 ∞∑
j=0
χ(i, j)∆g(j)2


= (i − x0)

 ∞∑
j=0
χ(i, j)∆g(j)2

 . (13)
Although χ(i, j) is a signed measure on j, the use of the Cauchy–Schwarz in-
equality is justified since χ(i, j) has constant sign for any given i. If i ≥ ⌊x0⌋
then χ(i, j) ≥ 0 for all j, and otherwise χ(i, j) ≤ 0 for all j.
The lemma follows on combining (13) with the observation that for all g ∈
G(W )
E[g(W )2] ≤
∞∑
i=0
P (W = i) (g(i)− g∗)2 ,
and reversing the order of summation in the resulting expression.
Theorem 5.1 follows immediately from Lemma 5.2. To see this, choose x0 =
EW = λ. Then, using the definition of the size–bias transform (2), for a fixed
j ∈ Z the inner sum in Equation (12) can be expressed as
EWχ(W, j) − λEχ(W, j) = λ (Eχ(W ∗, j)− Eχ(W, j))
≤ λE (χ(W + Z, j)− χ(W, j)) , (14)
using the stochastic ordering assumption of Theorem 5.1, and the fact that
χ(i, j) is increasing in i for fixed j. Using (11), and assuming that j ≥ ⌊x0⌋
first, we observe that for any w, z ∈ Z,
χ(w + z, j)− χ(w, j) = I(j < w + z)− I(j < w) = I(w ≤ j < w + z). (15)
Similarly, Equation (15) also holds in the case j < ⌊x0⌋. Substituting this in
(14) we obtain λP(W ≤ j < W + Z) = λP(j − Z < W ≤ j) as required to
complete the proof.
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