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Abstract
We establish the Bonnet–Myers theorem, Laplacian comparison theorem, and
Bishop–Gromov volume comparison theorem for weighted Finsler manifolds as well
as weighted Finsler spacetimes, of weighted Ricci curvature bounded below by us-
ing the weight function. These comparison theorems are formulated with ǫ-range
introduced in our previous paper, that provides a natural viewpoint of interpolating
weighted Ricci curvature conditions of different effective dimensions. Some of our
results are new even for weighted Riemannian manifolds and generalize comparison
theorems of Wylie–Yeroshkin and Kuwae–Li.
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1 Introduction
A weighted manifold is a pair given by a manifold, equipped with some metric, and a
weight function on it. A fundamental example is a Riemannian manifold (M, g) and
a measure m = e−ψ volg on it, where volg is the Riemannian volume measure induced
from the Riemannian metric and ψ is the weight function on M . This kind of weighted
manifolds, also called manifolds with density, naturally arise in the convergence theory of
spaces (when the sequence collapses to a lower dimensional space), in the study of Ricci
solitons (a weighted analogue of Einstein manifolds), and in the needle decomposition (also
called the localization; needles are weighted even when the original space is not). We shall
be interested in the comparison geometry for these structures.
As for the nature of the metric on the manifold, the Riemannian case was the first
to be studied [Li, BE], and then generalizations to Finsler manifolds [Oh1], Lorentzian
manifolds [Ca], and Lorentz–Finsler manifolds [LMO], followed.
In comparison geometry and geometric analysis of these weighted manifolds, the
weighted Ricci curvature, also called the Bakry–E´mery–Ricci curvature and attributed
to [BE], plays a central role. The weighted Ricci curvature RicN includes a real param-
eter N sometimes called the effective dimension. For N ∈ [dimM,+∞], N indeed acts
as an upper bound of the dimension in the sense that, if RicN is bounded below by a
real number K (in a suitable sense), then the weighted space enjoys various properties
as it has the Ricci curvature ≥ K and the dimension ≤ N . In particular, Ric∞ is use-
ful for investigations of dimension-free estimates. Gaussian spaces (Rn, ‖ · ‖, e−K2 ‖x‖2 dx),
K > 0, are typical examples of spaces satisfying Ric∞ ≥ K. One of the recent mile-
stones is that RicN ≥ K is equivalent to the curvature-dimension condition CD(K,N)
a` la Lott–Sturm–Villani for weighted Riemannian (or Finsler) manifolds [Vi]. Recently
this characterization was generalized to the (unweighted) Lorentzian situation by McCann
[Mc], followed by a synthetic investigation on Lorentzian length spaces in [CM].
It is interesting that the parameter N in RicN can be negative, though it might
appear strange if one sticks to the above interpretation of N as an upper dimension
bound. Some comparison theorems can be generalized to the case of RicN ≥ K with
N ∈ (−∞, 0) or more generally N ∈ (−∞, 1], including the curvature-dimension condition
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[Oh3, Oh4], isoperimeric inequality [Mil], splitting theorem [Wy2], as well as singularity
and splitting theorems in the Lorentzian context [WoW1, WoW2]. Then Wylie–Yeroshkin
[WY] introduced a different kind of curvature bound,
Ric1 ≥ Ke 41−dimM ψg (1.1)
on a weighted Riemannian manifold (M, g, ψ), where the lower bound is not constant
but a function depending on the weight function ψ. This curvature bound naturally
arises from a projectively equivalent connection to the Levi-Civita connection, and the
ψ-completeness condition in [Wy2],
lim sup
l→∞
inf
η
∫ l
0
e
2
1−dimM
ψ(η(t)) dt =∞, (1.2)
where η runs over all unit speed minimal geodesics of length l with the same initial point,
is also behind (1.1). In [WY] they established the Bonnet–Myers theorem, Laplacian
comparison theorem and Bishop–Gromov volume comparison theorem among others. We
remark that those comparison theorems do not have counterparts under Ric1 ≥ K > 0,
therefore the nonconstant bound (1.1) is essential. We refer to [Sa1] for the case of
manifolds with boundary, [Sa2] for the curvature-dimension condition, and to [KW, Wy1]
for related works on the weighted sectional curvature. In [KL], Kuwae–Li considered
weighted Riemannian manifolds with
RicN ≥ Ke 4N−dimM ψg, N ∈ (−∞, 1], (1.3)
and generalized the comparison results in [WY] to the case of N ∈ (−∞, 1) together with
some probabilistic applications.
In our previous paper [LMO], we introduced the notion of ǫ-range, which can interpo-
late the conditions RicN ≥ K and (1.1), and explain the reason why (1.1) and (1.3) are
admissible for those results in [WY, KL] while RicN ≥ K withN ∈ (−∞, 1]∪{+∞} is not.
Precisely, we showed in [LMO] some singularity theorems for weighted Lorentz–Finsler
spacetimes under RicN ≥ 0 and the ǫ-completeness condition∫
e
2(ǫ−1)
dimM−1
ψ(η˙(t)) dt =∞
inspired by (1.2), where ǫ is taken from the ǫ-range
ǫ = 0 for N = 1, |ǫ| <
√
N − 1
N − n for N 6= 1, n, ǫ ∈ R for N = n. (1.4)
(In order to avoid confusion, in this introduction we always set dimM = n, though
dimM = n + 1 in [LMO] (and Sections 4, 5 below) as usual in Lorentzian geometry.)
Notice that, on one hand, ǫ = 0 corresponding to [WY] is admissible for all N and
ǫ = (N − 1)/(N − n) as in [KL] is allowed for N ≤ 1. On the other hand, ǫ = 1
corresponding to the constant bound RicN ≥ K (and the usual geodesic completeness) is
admissible only for N ∈ [n,+∞).
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The aim of this article is to develop comparison geometry with ǫ-range, we generalize
comparison theorems in [WY, KL] to this setting. For example, our Bonnet–Myers theo-
rem (Theorem 3.6) in the case of a weighted Riemannian manifold (M, g, ψ) asserts that,
if
RicN ≥ Ke
4(ǫ−1)
n−1
ψg, e
2(1−ǫ)
n−1
ψ ≤ b
for some N ∈ (−∞, 1] ∪ [n,+∞], ǫ in the ǫ-range (1.4) and K, b > 0, then the diameter
of M is bounded above by bπ/
√
cK, where
c =
1
n− 1
(
1− ǫ2N − n
N − 1
)
> 0.
This recovers the standard Bonnet–Myers theorem for N ∈ [n,+∞), ǫ = 1 and b = 1 (c =
1/(N − 1)), as well as the results in [WY, KL] for N ∈ (−∞, 1] and ǫ = (N − 1)/(N − n)
(c = 1/(n − N)) (see Remark 3.7 for an alternative statement in terms of a deformed
distance structure without the bound e
2(1−ǫ)
n−1
ψ ≤ b on ψ).
Besides the Bonnet–Myers theorem, we also establish the Laplacian comparison the-
orem and Bishop–Gromov volume comparison theorem (in the latter the weight function
ψ is induced from a given measure m on M), in both weighted Finsler manifolds and
weighted Finsler spacetimes. We remark that those results for ǫ 6= (N − 1)/(N − n) with
N < 1 or for ǫ 6= 1 with N ∈ [n,+∞] are new even in the weighted Riemannian setting.
Furthermore, for the Bonnet–Myers and Laplacian comparison theorems on Finsler man-
ifolds, our results cover both the unweighted case [BCS] and the weighted case associated
with measures [Oh1, OS1], this unification is not included in literature. As for future
work, it would be interesting to compare our comparison theorems on weighted Finsler
spacetimes with the recent synthetic investigations in [Mc, CM].
This article is divided into two parts. The first part is devoted to weighted Finsler
manifolds. We recall necessary concepts in Finsler geometry in Section 2 and develop the
comparison theorems with ǫ-range in Section 3. The second part is devoted to weighted
Finsler spacetimes. In Section 4 we review Lorentz–Finsler geometry, causality theory
and some analytic notions. Finally, in Section 5 we obtain the Lorentzian versions of the
comparison theorems.
2 Preliminaries for Finsler manifolds
We first consider comparison theorems on weighted Finsler manifolds. We refer to [BCS,
Sh] for the basics of Finsler geometry (we will follow the notations in [Sh]). Throughout
this and the next sections, let M be a connected C∞-manifold without boundary of
dimension n ≥ 2.
2.1 Finsler manifolds
Given local coordinates (xi)ni=1 on an open set U ⊂ M , we will always use the fiber-wise
linear coordinates (xi, vj)ni,j=1 of TU such that
v =
n∑
j=1
vj
∂
∂xj
∣∣∣
x
∈ TxM, x ∈ U.
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Definition 2.1 (Finsler structures) We say that a nonnegative function F : TM −→
[0,+∞) is a C∞-Finsler structure of M if the following three conditions hold:
(1) (Regularity) F is C∞ on TM \ 0, where 0 stands for the zero section;
(2) (Positive 1-homogeneity) It holds F (cv) = cF (v) for all v ∈ TM and c > 0;
(3) (Strong convexity) The n× n symmetric matrix
(
gij(v)
)n
i,j=1
:=
(
1
2
∂2[F 2]
∂vi∂vj
(v)
)n
i,j=1
(2.1)
is positive-definite for all v ∈ TM \ 0.
We call such a pair (M,F ) a C∞-Finsler manifold.
In other words, F provides a smooth Minkowski norm on each tangent space which
varies smoothly in horizontal directions as well. If F (−v) = F (v) for all v ∈ TM , then
we say that F is reversible or absolutely homogeneous.
For x, y ∈M , we define the (asymmetric) distance from x to y by
d(x, y) := inf
η
∫ 1
0
F
(
η˙(t)
)
dt,
where η : [0, 1] −→M runs over all C1-curves such that η(0) = x and η(1) = y. Note that
d(y, x) 6= d(x, y) can happen since F is only positively homogeneous. A C∞-curve η on
M is called a geodesic if it is locally minimizing and has a constant speed with respect to
d, similarly to Riemannian or metric geometry. See (2.4) below for the precise geodesic
equation. For v ∈ TxM , if there is a geodesic η : [0, 1] −→ M with η˙(0) = v, then we
define the exponential map by expx(v) := η(1). We say that (M,F ) is forward complete if
the exponential map is defined on whole TM . Then the Hopf–Rinow theorem ensures that
any pair of points is connected by a minimal geodesic and that every forward bounded
closed set is compact (see [BCS, Theorem 6.6.1], A ⊂M is said to be forward bounded if
supy∈A d(x, y) <∞).
Given each v ∈ TxM \ {0}, the positive-definite matrix (gij(v))ni,j=1 in (2.1) induces
the Riemannian structure gv of TxM by
gv
( n∑
i=1
ai
∂
∂xi
∣∣∣
x
,
n∑
j=1
bj
∂
∂xj
∣∣∣
x
)
:=
n∑
i,j=1
gij(v)aibj . (2.2)
Notice that this definition is coordinate-free and gv(v, v) = F
2(v) holds. One can regard
gv as the best Riemannian approximation of F |TxM in the direction v. The Cartan tensor
Cijk(v) :=
1
2
∂gij
∂vk
(v), v ∈ TM \ 0,
measures the variation of gv in the vertical directions, and vanishes everywhere on TM \0
if and only if F comes from a Riemannian metric. We remark that
n∑
i=1
Cijk(v)v
i =
n∑
j=1
Cijk(v)v
j =
n∑
k=1
Cijk(v)v
k = 0 (2.3)
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by Euler’s homogeneous function theorem ([BCS, Theorem 1.2.1]).
Define the formal Christoffel symbol
γijk(v) :=
1
2
n∑
l=1
gil(v)
{
∂glk
∂xj
(v) +
∂gjl
∂xk
(v)− ∂gjk
∂xl
(v)
}
for v ∈ TM \ 0, where (gij(v)) denotes the inverse matrix of (gij(v)), and the geodesic
spray coefficients and the nonlinear connection
Gi(v) :=
1
2
n∑
j,k=1
γijk(v)v
jvk, N ij(v) :=
∂Gi
∂vj
(v)
for v ∈ TM \ 0 (Gi(0) = N ij(0) := 0 by convention). Note that Gi is positively 2-
homogeneous (Gi(cv) = c2Gi(v)) and we have
∑n
j=1N
i
j(v)v
j = 2Gi(v). By using N ij , the
coefficients of the Chern connection are given by
Γijk(v) := γ
i
jk(v)−
n∑
l,m=1
gil(v)(ClkmN
m
j + CjlmN
m
k − CjkmNml )(v)
on TM \ 0.
Definition 2.2 (Covariant derivative) The covariant derivative of a vector field X by
v ∈ TxM with reference vector w ∈ TxM \ {0} is defined as
Dwv X(x) :=
n∑
i,j=1
{
vj
∂X i
∂xj
(x) +
n∑
k=1
Γijk(w)v
jXk(x)
}
∂
∂xi
∣∣∣
x
∈ TxM.
The geodesic equation is then written as, with the help of (2.3),
Dη˙η˙ η˙(t) =
n∑
i=1
{
η¨i(t) + 2Gi
(
η˙(t)
)} ∂
∂xi
∣∣∣
η(t)
= 0. (2.4)
2.2 Jacobi fields and Ricci curvature
A C∞-vector field J along a geodesic η is called a Jacobi field if it is realized as the
variational vector field of a variation consisting of geodesics, namely J(t) = ∂ζ/∂s(t, 0)
for some ζ : [0, l]× (−ε, ε) −→M such that ζ(t, 0) = η(t) and ζ(·, s) is geodesic for every
s ∈ (−ε, ε). A Jacobi field is equivalently characterized by the equation
Dη˙η˙D
η˙
η˙J +Rη˙(J) = 0,
where
Rv(w) :=
n∑
i,j=1
Rij(v)w
j ∂
∂xi
for v, w ∈ TxM and
Rij(v) := 2
∂Gi
∂xj
(v)−
n∑
k=1
{
∂N ij
∂xk
(v)vk − 2∂N
i
j
∂vk
(v)Gk(v)
}
−
n∑
k=1
N ik(v)N
k
j (v)
is the curvature tensor.
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Definition 2.3 (Curvatures) For linearly independent tangent vectors v, w ∈ TxM , we
define the flag curvature by
K(v, w) :=
gv(Rv(w), w)
F 2(v)gv(w,w)− gv(v, w)2 .
We then define the Ricci curvature of v by
Ric(v) := F 2(v)
n−1∑
i=1
K(v, ei),
where {ei}n−1i=1 ∪ {v/F (v)} is an orthonormal basis of (TxM, gv), and Ric(0) := 0.
Remark 2.4 Although we will not use it, here we explain a useful connection between
the Riemannian and Finsler curvatures (see [Au, Sh]). Given a nonzero vector v ∈ TxM ,
let us extend it to a C∞-vector field V on a neighborhood of x such that every integral
curve of V is geodesic. Then the Finsler flag curvature K(v, w) for any w coincides with
the sectional curvature of the plane spanned by v and w with respect to the Riemannian
metric gV . In particular, the Finsler Ricci curvature Ric(v) coincides with the Riemannain
Ricci curvature Ric(v, v) with respect to gV . The condition that all integral curves are
geodesic is essential. This characterization sometimes enables us to reduce a Finsler
problem to a Riemannian one.
2.3 Unweighted Laplacian
In order to introduce some analytic tools including the Laplacian and Hessian, we need
the dual Finsler structure F ∗ : T ∗M −→ [0,+∞) to F defined by
F ∗(ω) := sup
v∈TxM,F (v)≤1
ω(v) = sup
v∈TxM,F (v)=1
ω(v)
for ω ∈ T ∗xM . It is clear by definition that ω(v) ≤ F ∗(ω)F (v) holds. In the coordinates
(xi, ωj)
n
i,j=1 of T
∗U given by ω =
∑n
j=1 ωj dx
j , we will also consider
g∗ij(ω) :=
1
2
∂2[(F ∗)2]
∂ωi∂ωj
(ω), i, j = 1, 2, . . . , n,
for ω ∈ T ∗U \ 0.
Let us denote by L ∗ : T ∗M −→ TM the Legendre transform. Precisely, L ∗ is sending
ω ∈ T ∗xM to the unique element v ∈ TxM such that F (v) = F ∗(ω) and ω(v) = F ∗(ω)2.
In coordinates we can write down
L
∗(ω) =
n∑
i,j=1
g∗ij(ω)ωi
∂
∂xj
∣∣∣
x
=
n∑
j=1
1
2
∂[(F ∗)2]
∂ωj
(ω)
∂
∂xj
∣∣∣
x
for ω ∈ T ∗xM \ {0} (the latter expression makes sense also at 0). Note that g∗ij(ω) =
gij(L ∗(ω)) for ω ∈ T ∗xM \ {0}. The map L ∗|T ∗xM is being a linear operator only when
F |TxM comes from an inner product.
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For a C1-function f : M −→ R, we define the gradient vector field of f by
∇f := L ∗(df) =
n∑
i,j=1
g∗ij(df)
∂f
∂xi
∂
∂xj
.
We remark that, to be precise, the latter expression makes sense provided df 6= 0. If f is
C2 and df(x) 6= 0, then we define the Hessian ∇2f : TxM −→ TxM of f at x by
∇
2f(v) := D∇fv (∇f). (2.5)
The Hessian is symmetric in the sense that
g∇f
(
∇
2f(v), w
)
= g∇f
(
v,∇2f(w)
)
for all v, w ∈ TxM (see [OS2, Lemma 2.3] or Lemma 4.12 below). Then we define the
unweighted Laplacian of a C2-function f :M −→ R by
∆f := trace(∇2f) (2.6)
on {x ∈M | df(x) 6= 0}.
When (M,F ) is equipped with a measure (as in the Bishop–Gromov comparison the-
orem in §3.4), we employ the weighted Laplacian defined as the divergence (associated
with the measure) of the gradient vector field, see [OS1] for details. In this article (except
for the Bishop–Gromov comparison theorem), more generally, we shall consider a weight
function not necessarily induced from a measure. Introducing a measure is necessary when
we develop analysis on Finsler manifolds, however, we remark that there is in general no
canonical measure on a Finsler manifold as good as the Riemannian volume measure (see
[Oh2] for a related discussion).
3 Comparison theorems on weighted Finsler mani-
folds
3.1 Weighted Finsler manifolds
As a weight, following [LMO], we employ a positively 0-homogeneous C∞-function on the
slit tangent bundle:
ψ : TM \ 0 −→ R, ψ(cv) = ψ(v) for all c > 0.
For a nonconstant geodesic η, we define
ψη(t) := ψ
(
η˙(t)
)
. (3.1)
Definition 3.1 (Weighted Ricci curvature) Given v ∈ TM \0, let η : (−ε, ε) −→ M
be the geodesic with η˙(0) = v. Then, for N ∈ R\{n}, define the weighted Ricci curvature
by
RicN (v) := Ric(v) + ψ
′′
η(0)−
ψ′η(0)
2
N − n. (3.2)
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We also define
Ric∞(v) := lim
N→∞
RicN(v) = Ric(v) + ψ
′′
η (0), Ricn(v) := lim
N↓n
RicN (v),
and RicN(0) := 0.
By definition we observe the monotonicity that, for N ∈ (n,+∞) and N ′ ∈ (−∞, 1),
Ricn(v) ≤ RicN (v) ≤ Ric∞(v) ≤ RicN ′(v) ≤ Ric1(v).
Thereby bounding Ric1 from below is a weaker condition than that for Ric∞. By RicN ≥
K we will mean that RicN (v) ≥ KF 2(v) holds for some K ∈ R and all v ∈ TM .
This framework generalizes the weighted Ricci curvature associated with a measure
introduced in [Oh1]. When M is equipped with a positive C∞-measure m, then the
corresponding weight function ψm is given by
dm = e−ψm(η˙(t))
√
det
[
gij
(
η˙(t)
)]
dx1dx2 · · ·dxn (3.3)
along geodesics η. Notice that
√
det[gij(η˙(t))] dx
1dx2 · · ·dxn is the volume measure for the
Riemannian metric gη˙ along η. Then, for (M,F,m) satisfying RicN ≥ K, we can obtain
various comparison theorems including those we will extend in this article ([Oh1, OS1]), as
well as the curvature-dimension condition ([Oh1, Oh3, Oh4]) and the needle decomposition
([Oh4]) among others. Compared with ψm, our general weight function ψ on TM \0 allows
us to comprise in the analysis the unweighted case, which is indeed recovered for ψ ≡ 0
(cf. (3.2)).
We also remark that, in the Riemannian case, it is common to employ a function on
M as a weight function. This is because any measure m is written as m = e−ψ volg, and
then ψ ∈ C∞(M) is the weight function.
In our previous paper [LMO], inspired by Wylie’s work [Wy2], we introduced the
completeness condition with respect to a parameter ǫ ∈ R in a certain range specified
later. We shall follow the same lines in the Finsler setting.
Definition 3.2 (ǫ-completeness) A geodesic η : [0, l) −→ M is said to be forward
ǫ-complete if ∫ l
0
e
2(ǫ−1)
n−1
ψη(t) dt =∞.
We say that (M,F, ψ) is forward ǫ-complete if any geodesic in M can be extended to a
forward ǫ-complete geodesic.
The case of ǫ = 1 is the usual forward completeness in Finsler geometry, and the case
of ǫ = 0 was introduced in [Wy2] and further studied in [Sa1, Sa2, WY] for Riemannian
manifolds. We also remark that, if (ǫ−1)ψ is bounded below, then the forward complete-
ness implies the forward ǫ-completeness. The reason behind these different choices of ǫ is
understood by introducing the admissible range of ǫ depending on N , called the ǫ-range
introduced in [LMO, Proposition 7.8], where we showed the existence of a conjugate point
within the ǫ-range. In the current setting, we define as follows.
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Definition 3.3 (ǫ-range) Given N ∈ (−∞, 1] ∪ [n,+∞], we will consider ǫ ∈ R in the
following ǫ-range:
ǫ = 0 for N = 1, |ǫ| <
√
N − 1
N − n for N 6= 1, n, ǫ ∈ R for N = n. (3.4)
We also define the associated constant c = c(N, ǫ) by
c :=
1
n− 1
(
1− ǫ2N − n
N − 1
)
> 0 (3.5)
for N 6= 1. If ǫ = 0, then one can take N → 1 and set c(1, 0) := 1/(n− 1).
Note that ǫ = 1 is admissible only for N ∈ [n,+∞), while ǫ = 0 is always admissible.
3.2 Bonnet–Myers theorem
We first consider the Bonnet–Myers diameter bound taking the ǫ-range into account. The
case of N ∈ [n,+∞) and ǫ = 1 (so that c = 1/(N − 1)) can be found in [Oh1].
Let us first illustrate some common notations used in the proofs of the comparison
theorems. Given a unit tangent vector v ∈ UxM := TxM ∩ F−1(1), let η : [0, l) −→ R
be the geodesic with η˙(0) = v. We take an orthonormal basis {ei}ni=1 of (TxM, gv) with
en = v and consider the Jacobi fields
Ei(t) := (d expx)tv(tei), i = 1, 2, . . . , n− 1,
along η. Define the (n− 1)× (n− 1) matrices A(t) = (aij(t)) and B(t) = (bij(t)) by
aij(t) := gη˙
(
Ei(t), Ej(t)
)
, Dη˙η˙Ei(t) =
n−1∑
j=1
bij(t)Ej(t).
We also define R(t) := (Rij(t)) by
Rij(t) := gη˙
(
Rη˙(Ei(t)), Ej(t)
)
= gη˙
(
Rη˙(Ej(t)), Ei(t)
)
.
We summarize some necessary properties of them.
Lemma 3.4 (i) We have BA = ABT and A′ = 2BA, where BT is the transpose of B.
(ii) A−1/2BA1/2 is symmetric.
(iii) The Riccati equation
A′′ − 2B2A+ 2R = 0 (3.6)
holds.
See [Oh1, §7] for the proof of the lemma, here we only remark that (ii) readily follows
from BA = ABT in (i). We shall prove the Bishop inequality in the current setting,
inspired by [LMO, Proposition 7.13] for weighted Lorentz–Finsler manifolds. This is the
essential ingredient of all the comparison theorems in this section.
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Proposition 3.5 (Bishop inequality) Let v ∈ UxM , η : [0, l) −→ M , A(t), B(t) and
R(t) as above. Given N ∈ (−∞, 1]∪ [n,+∞], ǫ in the ǫ-range (3.4) and c = c(N, ǫ) as in
(3.5), we define
h(t) := e−cψη(t)
(
detA(t)
)c/2
, h1(τ) := h
(
ϕ−1η (τ)
)
for t ∈ [0, l) and τ ∈ [0, ϕη(l)), where
ϕη(t) :=
∫ t
0
e
2(ǫ−1)
n−1
ψη(s) ds. (3.7)
Then, for all τ ∈ (0, ϕη(l)), we have
h′′1(τ) ≤ −ch1(τ) RicN
(
(η ◦ ϕ−1η
)′
(τ)
)
. (3.8)
When N ∈ [n,+∞) and ǫ = 1, we have c = 1/(N − 1), ϕη(t) = t, h1 = h, and hence
the Bishop inequality in the standard form:
h′′(t) ≤ −RicN(η˙(t))
N − 1 h(t).
Notice also that the parametrization (3.7) has the same form as the ǫ-completeness (Def-
inition 3.2).
We give here a rather algebraic but streamlined proof. A different proof, that might
give further insights, could be obtained along the lines of the analogous statement in
Section 5.2 for the Lorentz–Finsler case, see (5.9). That line of proof, however, would
require more work in terms of preliminary definitions and results.
Proof. Put h0(t) := (detA(t))
1/2(n−1) and observe from Lemma 3.4 and (3.6) that
(n− 1)h′0 =
h0
2
(detA)−1(detA)′ =
h0
2
trace(A′A−1) = h0 trace(B),
(n− 1)h′′0 = h′0 trace(B) +
h0
2
trace
(
A′′A−1 − (A′A−1)2)
=
h0
n− 1 trace(B)
2 − h0 trace(RA−1)− h0 trace(B2).
The Cauchy–Schwarz inequality yields (traceB)2 ≤ (n − 1) trace(B2) (since A−1/2BA1/2
is symmetric), and hence we obtain the unweighted Bishop inequality:
h′′0(t) ≤ −
Ric(η˙(t))
n− 1 h0(t). (3.9)
This is the starting point of our estimate.
We first assume N ∈ (−∞, 1) ∪ (n,+∞]. Since h(t) = e−cψη(t)h0(t)c(n−1), we have
h′ = h ·
(
c(n− 1)h
′
0
h0
− cψ′η
)
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and
h′′ = h
(
c(n− 1)h
′
0
h0
− cψ′η
)2
+ h
{
c(n− 1)h0h
′′
0 − (h′0)2
h20
− cψ′′η
}
= ch
{
(n− 1)h
′′
0
h0
− ψ′′η +
(
c(n− 1)2 − (n− 1))(h′0)2
h20
− 2c(n− 1)h
′
0
h0
ψ′η + c(ψ
′
η)
2
}
≤ −chRicN(η˙)
+ ch
{
(n− 1)(c(n− 1)− 1)(h′0)2
h20
− 2c(n− 1)h
′
0
h0
ψ′η +
(
c− 1
N − n
)
(ψ′η)
2
}
,
where we used (3.9). In order to estimate the remaining terms in the last line, we observe
from h(t) = h1(ϕη(t)) that
h′ = h′1(ϕη)e
2(ǫ−1)
n−1
ψη , h′′ = h′′1(ϕη)e
4(ǫ−1)
n−1
ψη + h′
2(ǫ− 1)
n− 1 ψ
′
η.
Hence we have
h′′1(ϕη)e
4(ǫ−1)
n−1
ψη = h′′ − ch2(ǫ− 1)
n− 1
(
(n− 1)h
′
0
h0
ψ′η − (ψ′η)2
)
≤ −chRicN(η˙) + chΦ,
where
Φ := (n− 1)(c(n− 1)− 1)(h′0)2
h20
− 2c(n− 1)h
′
0
h0
ψ′η +
(
c− 1
N − n
)
(ψ′η)
2
− 2(ǫ− 1)
n− 1
(
(n− 1)h
′
0
h0
ψ′η − (ψ′η)2
)
.
By substituting c in (3.5) and noticing (N − n)/(N − 1) > 0, we deduce that
Φ = −ǫ2 (n− 1)(N − n)
N − 1
(h′0)
2
h20
− 2
(
ǫ− ǫ2N − n
N − 1
)
h′0
h0
ψ′η
+
(
c− 1
N − n +
2(ǫ− 1)
n− 1
)
(ψ′η)
2
= −ǫ2 (n− 1)(N − n)
N − 1
(h′0)
2
h20
− 2ǫ
(
1− ǫN − n
N − 1
)
h′0
h0
ψ′η
−
(
N − 1
N − n − 2ǫ+
ǫ2(N − n)
N − 1
)
(ψ′η)
2
n− 1
= −
(
ǫ
√
(n− 1)(N − n)
N − 1
h′0
h0
±
√
N − 1
N − n − 2ǫ+
ǫ2(N − n)
N − 1
ψ′η√
n− 1
)2
≤ 0,
where we choose ‘+’ if 1− ε(N − n)/(N − 1) ≥ 0 and ‘−’ otherwise. Therefore we obtain
h′′1(τ) ≤ −ce
4(1−ǫ)
n−1
ψη(ϕ
−1
η (τ))h1(τ) RicN
(
η˙
(
ϕ−1η (τ)
))
= −ch1(τ) RicN
(
(η ◦ ϕ−1η )′(τ)
)
,
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since
η˙(t) = e
2(ǫ−1)
n−1
ψη(t) · (η ◦ ϕ−1η )′
(
ϕη(t)
)
. (3.10)
This completes the proof for N ∈ (−∞, 1) ∪ (n,+∞]. Then the cases of N = 1, n follow
by taking the limits. 
The diameter of (M,F ) is defined by diam(M) := supx,y∈M d(x, y). Along a geodesic
η : [0, l) −→ M , we say that η(t0) is a conjugate point to η(0) if there is a nontrivial Jacobi
field J vanishing at 0 and t0. Equivalently, η(t0) is a conjugate point if d(expη(0))(t0η˙(0))
does not have full rank. In this case, η is no more minimizing beyond t0, so that finding
a conjugate point yields, by the Hopf–Rinow theorem, a diameter bound (and singularity
theorems in the Lorentzian setting).
Theorem 3.6 (Bonnet–Myers Theorem) Let (M,F, ψ) be forward complete and N ∈
(−∞, 1] ∪ [n,+∞], ǫ in the ǫ-range (3.4), K > 0 and b > 0. Assume that
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n−1
ψ(v) (3.11)
holds for all v ∈ TM \ 0 and
e
2(1−ǫ)
n−1
ψ ≤ b. (3.12)
Then we have
diam(M) ≤ bπ√
cK
.
In particular, M is compact and has finite fundamental group.
Proof. We will use the same notations as Proposition 3.5, and show that any unit speed
geodesic η necessarily has a conjugate point by the length bπ/
√
cK. By the Bishop
inequality (3.8) and the hypothesis (3.11) combined with (3.10), we have for positive τ
h′′1(τ) ≤ −ch1(τ)K.
Now we shall prove that the limit limτ→0 τh′1(τ) exists and is nonpositive. Here we
present a simple argument based on the above Bishop inequality, instead of a precise
representation of h1. Moreover, in this paragraph we are going to consider general K ∈
R, for later reference to this proof in the proofs of the Laplacian and Bishop–Gromov
comparison theorems. We observe from the definition of h1 that h1(τ) = O(τ
c(n−1)) as
τ → 0, and 0 < c(n− 1) < 1. Hence τh1(τ) is differentiable at 0, however, we need to be
careful because it does not necessarily imply that τh1(τ) is C
1 at 0. By the continuity of
h1, for sufficiently small τ > 0, we have |h1(τ)| ≤ 1 and in particular h′′1(τ) ≤ |cK|. Hence
the function hˆ(τ) := h1(τ)− |cK|2 τ 2 is concave in τ near τ = 0. Let f(τ) := hˆ(τ)− τ hˆ′(τ)
be the ordinate of the intersection between the tangent to the graph of hˆ at (τ, hˆ(τ)) and
the vertical axis. By the concavity of hˆ, f is non-decreasing in τ and f(τ) ≥ hˆ(0) = 0.
Therefore the limit limτ→0 f(τ) exists and we obtain
lim
τ→0
τh′1(τ) = lim
τ→0
τ hˆ′(τ) = − lim
τ→0
f(τ) ≤ 0.
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Comparing h1 with s(τ) := sin(
√
cKτ) which satisfies s′′(τ) + cKs(τ) = 0, we find
(h′1s− h1s′)′ ≤ 0
and, by limτ→0 τh′1(τ) ≤ 0,
lim
τ→0
(
h′1(τ)s(τ)− h1(τ)s′(τ)
) ≤ 0.
This implies h′1s−h1s′ ≤ 0 and hence h1/s is non-increasing. Then, since s(π/
√
cK) = 0,
h1(τ0) = 0 necessarily holds at some τ0 ∈ (0, π/
√
cK], and η(t0) with t0 := ϕ
−1
η (τ0) is a
conjugate point to x = η(0). Noticing ϕη(t0) ≥ t0/b by the hypothesis (3.12), we obtain
t0 ≤ bτ0 ≤ bπ/
√
cK. Since η was an arbitrary unit speed geodesic and (M,F ) is forward
complete, we conclude that diam(M) ≤ bπ/√cK. 
We stress that Theorem 3.6 covers both the unweighted and weighted cases simulta-
neously. On one hand, in the unweighted case where ψ ≡ 0, choosing N = n, ǫ = 1 and
b = 1 gives the classical (unweighted) Bonnet–Myers bound diam(M) ≤ π√(n− 1)/K
under Ric ≥ K by Auslander [Au]. On the other hand, when N ∈ [n,+∞) and
ǫ = 1, then we can again take b = 1 and recover the weighted Bonnet–Myers bound
diam(M) ≤ π√(N − 1)/K under RicN ≥ K in [Oh1]. We also remark that, in the re-
maining case of N ∈ (−∞, 1] ∪ {+∞}, one cannot in general bound the diameter under
the constant curvature bound RicN ≥ K, thereby the modified bound RicN ≥ Ke
4(ǫ−1)
n−1
ψ
with |ǫ| < 1 is essential.
Remark 3.7 In the above proof we found τ0 = ϕη(t0) ≤ π/
√
cK, which means∫ t0
0
e
2(ǫ−1)
n−1
ψη(s) ds ≤ π√
cK
,
without the need for the bound (3.12) on the weight function ψ. This can be regarded as
a diameter bound with respect to a deformed length, studied with ǫ = (N − 1)/(N − n)
in [WY, Theorem 2.2] (N = 1) and [KL, Theorem 2.7] (N < 1).
As a corollary to the theorem and remark above, we have the following compactness
theorem without (3.12) (see [WY, Corollary 2.3], [KL, Corollary 2.8]).
Corollary 3.8 Let (M,F, ψ) be forward complete and N ∈ (−∞, 1] ∪ [n,+∞], ǫ in the
ǫ-range (3.4) and K > 0. If
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n−1
ψ(v)
holds for all v ∈ TM \ 0 and (M,F, ψ) is forward ǫ-complete, then M is compact.
Proof. It is sufficient to show that M is forward bounded. Thereby, in contrary, suppose
that there are a point x ∈ M and a sequence {yk}k∈N such that d(x, yk) → ∞. Let
vk ∈ UxM be a unit vector such that ηk(t) := expx(tvk) gives a minimal geodesic from x
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to yk. Taking a subsequence if necessary, we can assume that vk converges to some unit
vector v ∈ UxM and put η(t) := expx(tv). Now, it follows from Remark 3.7 that∫ d(x,yk)
0
e
2(ǫ−1)
n−1
ψηk (s) ds ≤ π√
cK
.
Letting k →∞ yields ∫ ∞
0
e
2(ǫ−1)
n−1
ψη(s) ds ≤ π√
cK
,
which contradicts the ǫ-completeness of η. Therefore M is forward bounded and hence
compact. 
3.3 Laplacian comparison theorem
In this section we deal with the Laplacian comparison theorem for the distance function
u(x) = d(z, x) from a fixed point z ∈M . We say that x ∈M is a cut point to z if there is
a minimal geodesic η : [0, 1] −→ M from z to x such that its extension η¯ : [0, 1+ε] −→ M
is not minimizing for any ε > 0 (in fact this holds for any minimal geodesic to a cut
point). The set of all cut points to z is called the cut locus of z and denoted by Cut(z).
Note that u is C∞ outside {z}∪Cut(z), and every integral curve of∇u is a unit speed
geodesic. Let η : [0, l) −→ M be a unit speed minimal geodesic emanating from z without
cut point, then we define the ψ-Laplacian of u by
∆ψu
(
η(t)
)
:= ∆u
(
η(t)
)− ψ′η(t). (3.13)
Generalizing s in the proof of Theorem 3.6, we define the comparison function sκ as
sκ(t) :=


1√
κ
sin(
√
κt) κ > 0,
t κ = 0,
1√−κ sinh(
√−κt) κ < 0,
(3.14)
where t ∈ [0, π/√κ] for κ > 0 and t ∈ R for κ ≤ 0. Notice that sκ solves s′′κ + κsκ = 0
with sκ(0) = 0 and s
′
κ(0) = 1.
Theorem 3.9 (Laplacian comparison theorem) Let (M,F, ψ) be forward complete
and N ∈ (−∞, 1] ∪ [n,+∞], ǫ ∈ R in the ǫ-range (3.4), K ∈ R and b ≥ a > 0. Assume
that
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n−1
ψ(v)
holds for all v ∈ TM \ 0 and
a ≤ e 2(1−ǫ)n−1 ψ ≤ b. (3.15)
Then, for any z ∈M , the distance function u(x) := d(z, x) satisfies
∆ψu(x) ≤ 1
cρ
s′cK(u(x)/b)
scK(u(x)/b)
on M \ ({z} ∪ Cut(z)), where ρ := a if s′cK(u(x)/b) ≥ 0 and ρ := b if s′cK(u(x)/b) < 0.
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Notice that we have s′cK(u(x)/b) < 0 only when K > 0 and u(x) > bπ/(2
√
cK), and
in this case the assumption e
2(1−ǫ)
n−1
ψ ≥ a is unnecessary. We also remark that, if K > 0,
then u(x)/b < π/
√
cK thanks to Theorem 3.6 and x 6∈ Cut(z).
Proof. We fix a unit tangent vector v ∈ UzM , take the geodesic η(t) := expz(tv) and
again make use of the same notations as §3.2. Let lv > 0 be the supremum of t > 0
such that there is no cut point to z on η((0, t)). In the polar coordinates (xi)ni=1 around
η((0, lv)) such that x
n = u and (∂/∂xi)|η(t) = Ei(t), we first see that
∆ψu
(
η(t)
)
= −ψ′η(t) +
d
dt
[
log
(√
det[gij(η˙)]
)]
, (3.16)
where one can take det[gij(η˙)] for i, j = 1, 2, . . . , n−1 since gin(η˙) = 0 for i = 1, 2, . . . , n−1
(by the Gauss lemma, see [BCS, Lemma 6.1.1]) and gnn(η˙) = 1. Comparing (3.16) with
the definition (3.13) of ∆ψu(η(t)), it suffices to show that the second term in the right
hand side of (3.16) coincides with the unweighted Laplacian ∆u(η(t)). To this end, on
one hand, let us observe ∇u = ∂/∂xn and
∇
2u
(
∂
∂xi
)
= D∇u∂/∂xi
(
∂
∂xn
)
=
n∑
j=1
Γjin(∇u)
∂
∂xj
(we will suppress the evaluations at η(t)), and hence
∆u = trace(∇2u) =
n∑
i=1
Γiin(∇u)
=
1
2
n∑
i,k=1
gik(∇u)
∂gik
∂xn
(∇u)−
n∑
i,k,l=1
gik(∇u)Ckil(∇u)N
l
n(∇u)
=
1
2
n∑
i,k=1
gik(∇u)
∂gik
∂xn
(∇u),
where we used the geodesic equation (2.4) of η to see N ln(∇u) = 2G
l(∇u) = −η¨l = 0.
On the other hand,
d
dt
[
log
(√
det[gij(η˙)]
)]
=
1
2
trace
[(
d[gij(η˙)]
dt
)
· (gjk(η˙))] = 1
2
n∑
i,j=1
∂gij
∂xn
(η˙)gji(η˙)
since η¨l = 0, thereby we obtain (3.16).
Now, putting h0 = (det[gij(η˙)])
1/2(n−1) as in the proof of Proposition 3.5, we find that
∆ψu
(
η(t)
)
= −ψ′η(t) +
(hn−10 )
′
hn−10
(t) =
(e−ψηhn−10 )
′
e−ψηhn−10
(t).
Recall that
(e−ψηhn−10 )(t) = h(t)
1/c = h1
(
ϕη(t)
)1/c
,
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and one can show that h1/scK is non-increasing in the same way as Theorem 3.6. Therefore
(e−ψηhn−10 )/scK(ϕη)
1/c is non-increasing and we have
(e−ψηhn−10 )
′
e−ψηhn−10
(t) ≤ (scK(ϕη)
1/c)′
scK(ϕη)1/c
(t) =
1
c
s′cK(ϕη(t))
scK(ϕη(t))
ϕ′η(t) ≤
1
cρ
s′cK(t/b)
scK(t/b)
by the fact that s′κ/sκ is non-increasing for any κ and b
−1 ≤ ϕ′η ≤ a−1 from (3.15). This
completes the proof. 
Remark 3.10 The intermediate estimate
∆ψu
(
η(t)
) ≤ e 2(ǫ−1)n−1 ψη(t) s′cK(ϕη(t))
cscK(ϕη(t))
(without the bound (3.15) on ψ) in the above proof corresponds to [WY, Theorem 4.4]
(N = 1) and [KL, Theorem 2.4] (N < 1) for ǫ = (N − 1)/(N − n) and c = 1/(n − N).
When N ∈ [n,+∞), ǫ = 1 and c = 1/(N − 1), we can take a = b = 1 and recover [OS1,
Theorem 5.2].
We finally remark that, in the above proof, we made use of the special property of
the distance function u that all integral curves of ∇u are geodesic. In dealing with more
general functions, the usefulness of this type of Laplacian (which is associated with a
weight function ψ not necessarily induced from a measure) has yet to be shown.
3.4 Bishop–Gromov comparison theorem
We finally show the Bishop–Gromov volume comparison theorem, for which we need a
measure on M . Let m be a positive C∞-measure on M and ψm be the weight function
associated with m (recall §3.1). We define the forward r-ball of center x as
B+(x, r) := {y ∈ M | d(x, y) < r}.
Theorem 3.11 (Bishop–Gromov comparison theorem) Let (M,F,m) be forward com-
plete and N ∈ (−∞, 1] ∪ [n,+∞], ǫ ∈ R in the ǫ-range (3.4), K ∈ R and b ≥ a > 0.
Assume that
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n−1
ψm(v)
holds for all v ∈ TM \ 0 and
a ≤ e 2(1−ǫ)n−1 ψm ≤ b.
Then we have
m(B+(x,R))
m(B+(x, r))
≤ b
a
∫ min{R/a, π/√cK}
0
scK(τ)
1/c dτ∫ r/b
0
scK(τ)1/c dτ
for all x ∈M and 0 < r < R, where R ≤ bπ/√cK when K > 0.
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Proof. Given each unit vector v ∈ UxM and the geodesic η(t) := expx(tv), (h1/scK)1/c is
non-increasing as in the proof of Theorem 3.9. Hence the standard technique using Gro-
mov’s lemma (see [Ch, Lemma III.4.1]) yields that the integration is also non-increasing
in the sense that ∫ S
0
h1(τ)
1/c dτ∫ S
0
scK(τ)1/c dτ
≤
∫ s
0
h1(τ)
1/c dτ∫ s
0
scK(τ)1/c dτ
(3.17)
for 0 < s < S. Observe from b−1 ≤ ϕ′η ≤ a−1 that
∫ S
0
h1(τ)
1/c dτ =
∫ ϕ−1η (S)
0
h(t)1/cϕ′η(t) dt ≥
1
b
∫ ϕ−1η (S)
0
h(t)1/c dt
and ∫ s
0
h1(τ)
1/c dτ ≤ 1
a
∫ ϕ−1η (s)
0
h(t)1/c dt.
Therefore we have∫ S
0
h(t)1/c dt∫ s
0
h(t)1/c dt
≤ b
a
∫ ϕη(S)
0
h1(τ)
1/c dτ∫ ϕη(s)
0
h1(τ)1/c dτ
≤ b
a
∫ ϕη(S)
0
scK(τ)
1/c dτ∫ ϕη(s)
0
scK(τ)1/c dτ
.
We shall integrate this inequality in v ∈ UxM with respect to the measure Ξ induced
from gv. For each v ∈ UxM , let lv be the supremum of t > 0 with d(x, expx(tv)) = t. Then
we have, when K > 0, ϕη(lv) ≤ π/
√
cK by the proof of Theorem 3.6 (recall Remark 3.7).
Moreover, t/b ≤ ϕη(t) ≤ t/a. Therefore we obtain
m
(
B+(x,R)
)
=
∫
UxM
∫ min{R, lv}
0
h(t)1/c dtΞ(dv)
≤ b
a
∫ min{R/a, π/√cK}
0
scK(τ)
1/c dτ∫ r/b
0
scK(τ)1/c dτ
∫
UxM
∫ min{r, lv}
0
h(t)1/c dtΞ(dv)
=
b
a
∫ min{R/a, π/√cK}
0
scK(τ)
1/c dτ∫ r/b
0
scK(τ)1/c dτ
m
(
B+(x, r)
)
(notice that r/b < π/
√
cK if K > 0 by hypothesis). This completes the proof. 
This volume comparison theorem would be compared with [WeW, Theorem 1.2] on
Riemannian manifolds (M, g,m) with Ric∞ ≥ K and |ψm| ≤ k. See also [WY, Theo-
rem 4.5] and [KL, Theorem 2.10] in terms of the deformed distance structure that we
briefly discussed in Remark 3.7.
4 Finsler spacetimes
From here on we switch to the Lorentzian setting, we refer to [BEE, ON, Min5] for the
basics of Lorentzian geometry, and to [Min1, Min4] for further generalizations including
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Lorentz–Finsler manifolds. In this and the next sections, let M be a connected C∞-
manifold without boundary of dimension n + 1. (We remark that dimM = n in the
preceding sections, however, it is standard in Lorentzian geometry to let dimM = n+ 1,
we hope that this difference causes no confusion.) We will use indices in Greek: α, β =
0, 1, . . . , n.
4.1 Lorentz–Finsler manifolds
Similarly to the preceding sections (and [LMO]), given local coordinates (xα)nα=0 on an
open set U ⊂ M , we will use the coordinates
v =
n∑
β=0
vβ
∂
∂xβ
∣∣∣
x
, x ∈ U.
We follow Beem’s definition [Be] of a Finsler version of Lorentzian manifolds.
Definition 4.1 (Lorentz–Finsler structures) A Lorentz–Finsler structure of M will
be a function L : TM −→ R satisfying the following conditions:
(1) L ∈ C∞(TM \ 0);
(2) L(cv) = c2L(v) for all v ∈ TM and c > 0;
(3) For any v ∈ TM \ 0, the symmetric matrix
(
gαβ(v)
)n
α,β=0
:=
(
∂2L
∂vα∂vβ
(v)
)n
α,β=0
is non-degenerate with signature (−,+, . . . ,+).
A pair (M,L) is then called a C∞-Lorentz–Finsler manifold.
We say that (M,L) is reversible if L(−v) = L(v) for all v ∈ TM . For v ∈ TxM \ {0},
define the Lorentzian metric gv of TxM in the same manner as (2.2) by
gv
( n∑
α=0
aα
∂
∂xα
∣∣∣
x
,
n∑
β=0
bβ
∂
∂xβ
∣∣∣
x
)
:=
n∑
α,β=0
gαβ(v)aαbβ.
Then we have gv(v, v) = 2L(v).
Definition 4.2 (Timelike vectors) A tangent vector v ∈ TM is said to be timelike
(resp. null) if L(v) < 0 (resp. L(v) = 0). We say that v is lightlike if it is null and
nonzero, and causal (or non-spacelike) if it is timelike or lightlike (L(v) ≤ 0 and v 6= 0).
The spacelike vectors are those for which L(v) > 0 or v = 0. The set of timelike vectors
will be denoted by
Ω′x := {v ∈ TxM |L(v) < 0}, Ω′ :=
⋃
x∈M
Ω′x.
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We will make use of the following function on Ω′:
F (v) :=
√
−2L(v) =
√
−gv(v, v). (4.1)
Notice that Ω′x 6= ∅ and every connected component of Ω′x is a convex cone ([Be], [LMO,
Lemma 2.3]). In general, the number of connected components of Ω′x may be larger than 2
(see Example 4.11(b) below from [Be]). This fact will not affect our discussion because we
shall deal with only future-directed (timelike or causal) vectors, see Definition 4.3 below.
We also remark that Ω′x has exactly two connected components in reversible Lorentz–
Finsler manifolds of dimension ≥ 3 ([Min2, Theorem 7]).
4.2 Causality theory
Let (M,L) be a Lorentz–Finsler manifold.
Definition 4.3 (Finsler spacetimes) If (M,L) admits a timelike smooth vector field
X (namely L(X(x)) < 0 for all x ∈ M), then (M,L) is said to be time oriented (by X).
A time oriented Lorentz–Finsler manifold will be called a Finsler spacetime.
In a Finsler spacetime oriented by X , a causal vector v ∈ TxM is said to be future-
directed if it lies in the same connected component of Ω′x \ {0} as X(x). We will denote
by Ωx ⊂ Ω′x the set of future-directed timelike vectors, and define
Ω :=
⋃
x∈M
Ωx, Ω :=
⋃
x∈M
Ωx, Ω \ 0 :=
⋃
x∈M
(Ωx \ {0}).
A C1-curve in (M,L) is said to be timelike (resp. causal) if its tangent vector is always
timelike (resp. causal). All causal curves will be future-directed.
Given distinct points x, y ∈ M , we write x ≪ y (resp. x < y) if there is a future-
directed timelike (resp. causal) curve from x to y, and x ≤ y means that x = y or x < y.
Then we define the chronological past and future of x by
I−(x) := {y ∈M | y ≪ x}, I+(x) := {y ∈M | x≪ y},
and the causal past and future by
J−(x) := {y ∈M | y ≤ x}, J+(x) := {y ∈M | x ≤ y}.
For a set S ⊂ M , we define I−(S), I+(S), J−(S) and J+(S) analogously. Let us recall
several causality conditions.
Definition 4.4 (Causality conditions) Let (M,L) be a Finsler spacetime.
(1) (M,L) is said to be chronological if x /∈ I+(x) for all x ∈ M .
(2) We say that (M,L) is causal if there is no closed causal curve.
(3) (M,L) is said to be strongly causal if, for all x ∈ M , every neighborhood U of x
contains another neighborhood V of x such that no causal curve intersects V more
than once.
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(4) We say that (M,L) is globally hyperbolic if it is strongly causal and, for any x, y ∈M ,
J+(x) ∩ J−(y) is compact (or empty).
It is straightforward that the strong causality implies the causality, and a causal space-
time is chronological. A chronological spacetime is necessarily noncompact.
4.3 Covariant derivative and Ricci curvature
One can introduce the covariant derivative and Ricci curvature in the same way as the
positive-definite case. We shall use the same notations as Section 2 and [LMO].
Similarly to §2.1, we define
γαβδ(v) :=
1
2
n∑
λ=0
gαλ(v)
{
∂gλδ
∂xβ
(v) +
∂gβλ
∂xδ
(v)− ∂gβδ
∂xλ
(v)
}
for α, β, δ = 0, 1, . . . , n and v ∈ TM \ 0, where (gαβ(v)) is the inverse matrix of (gαβ(v)),
Gα(v) :=
1
2
n∑
β,δ=0
γαβδ(v)v
βvδ, Nαβ (v) :=
∂Gα
∂vβ
(v)
for v ∈ TM \ 0 (Gα(0) = Nαβ (0) := 0 by convention), and
Γαβδ(v) := γ
α
βδ(v)−
1
2
n∑
λ,µ=0
gαλ(v)
(
∂gλδ
∂vµ
Nµβ +
∂gβλ
∂vµ
Nµδ −
∂gβδ
∂vµ
Nµλ
)
(v)
on TM \ 0. Then the covariant derivative is defined in the same way as Definition 2.2,
Dwv X(x) :=
n∑
α,β=0
{
vβ
∂Xα
∂xβ
(x) +
n∑
δ=0
Γαβδ(w)v
βXδ(x)
}
∂
∂xα
∣∣∣
x
∈ TxM,
for a vector field X , v ∈ TxM and reference vector w ∈ TxM \ {0}.
The geodesic equation for a causal curve η : [0, 1] −→M is written as Dη˙η˙ η˙ ≡ 0 (recall
(2.4)). This is understood as the Euler–Lagrange equation associated with the action
S(η) :=
∫ 1
0
L
(
η˙(t)
)
dt.
The Lagrangian L is preserved over a geodesic, a fact which proves that the causal char-
acter of a geodesic is preserved, hence we can speak of timelike and causal geodesics.
We also define the Lorentz–Finsler distance d(x, y) for x, y ∈M by
d(x, y) := sup
η
∫ 1
0
F
(
η˙(t)
)
dt,
where η : [0, 1] −→M runs over all causal curves from x to y (recall (4.1) for the definition
of F ). We set d(x, y) := 0 if there is no causal curve from x to y (namely x 6< y). A
constant speed causal curve attaining the above supremum, which is a causal geodesic, is
said to be maximal. In general, causal geodesics are locally maximizing much in the same
way as geodesics are locally minimizing in Riemannian geometry ([Min1, Theorem 6]).
The distance function d is well-behaved in globally hyperbolic spacetimes as follows.
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Theorem 4.5 If (M,L) is globally hyperbolic, then the distance function d is finite and
continuous, and any pair of points x, y ∈ M with x < y is connected by a maximal
geodesic.
See [Min3, Proposition 6.8] for the former claim. The latter is the Finsler analogue of
the Avez–Seifert theorem and found in [Min3, Proposition 6.9]. In general, d is only lower
semi-continuous ([Min3, Proposition 6.7]) and can be infinite.
Next we introduce the Ricci curvature. First of all, a C∞-vector field J along a geodesic
η is called a Jacobi field if it is a solution to the equation
Dη˙η˙D
η˙
η˙J +Rη˙(J) = 0,
where
Rv(w) :=
n∑
α,β=0
Rαβ(v)w
β ∂
∂xα
for v, w ∈ TxM and
Rαβ (v) := 2
∂Gα
∂xβ
(v)−
n∑
δ=0
{
∂Nαβ
∂xδ
(v)vδ − 2∂N
α
β
∂vδ
(v)Gδ(v)
}
−
n∑
δ=0
Nαδ (v)N
δ
β(v)
is the curvature tensor. Similarly to §2.2, a Jacobi field is also characterized as the varia-
tional vector field of a geodesic variation. Notice that Rv(w) is positively 2-homogeneous
in v and linear in w.
Definition 4.6 (Ricci curvature) For v ∈ Ωx, we define the Ricci curvature (or Ricci
scalar) of v as the trace of Rv, Ric(v) := trace(Rv).
Notice that Ric(cv) = c2Ric(v) for c > 0. If v is timelike, then one can also define the
flag curvature
K(v, w) := − gv(Rv(w), w)
gv(v, v)gv(w,w)− gv(v, w)2
for w ∈ TxM linearly independent of v (this is the opposite sign to [BEE]), and we have
Ric(v) = F 2(v)
n∑
i=1
K(v, ei),
where {v/F (v)} ∪ {ei}ni=1 is an orthonormal basis of (TxM, gv) (gv(ei, ej) = δij and
gv(v, ei) = 0 for all i, j = 1, 2, . . . , n). The Riemannian characterization of the Ricci
(and flag) curvature in the sense of Remark 2.4 is available also in this setting (see [LMO,
Theorem 4.9]).
We summarize some basic properties of the curvature tensor (see [Min3, Proposi-
tion 2.4]).
Lemma 4.7 (i) We have Rv(v) = 0 for all v ∈ Ωx.
(ii) It holds that gv(v, Rv(w)) = 0 for all v ∈ Ωx \ {0} and w ∈ TxM .
(iii) Rv is symmetric in the sense that gv(Rv(w1), w2) = gv(w1, Rv(w2)) for all v ∈ Ωx\{0}
and w1, w2 ∈ TxM .
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4.4 Polar cones and Legendre transform
In order to introduce the spacetime Laplacian (d’Alembertian), we consider the dual struc-
ture to L and the Legendre transform (see [Min2], [Min4, §3.1] for further discussions).
Let (M,L) be a Finsler spacetime. Define the polar cone to Ωx by
Ω∗x :=
{
ω ∈ T ∗xM |ω(v) < 0 for all v ∈ Ωx \ {0}
}
.
This is an open convex cone in T ∗xM . For ω ∈ Ω∗x, we define
L∗(ω) := −1
2
(
sup
v∈Ωx∩F−1(1)
ω(v)
)2
= −1
2
inf
v∈Ωx∩F−1(1)
(
ω(v)
)2
.
By definition, for any v ∈ Ωx and ω ∈ Ω∗x, we have
L∗(ω) ≥ −1
2
(
ω
(
v
F (v)
))2
=
(ω(v))2
4L(v)
.
This implies, since L(v) < 0, the reverse Cauchy–Schwarz inequality
L∗(ω)L(v) ≤ 1
4
(
ω(v)
)2
(see also [Min2, Theorem 3], [Min4, Proposition 3.2]). Then we arrive at the following
variational definition of the Legendre transform.
Definition 4.8 (Legendre transform) Define the Legendre transform L ∗ : Ω∗x −→ Ωx
as the map sending ω ∈ Ω∗x to the unique element L (ω) ∈ Ωx satisfying L(v) = L∗(ω) =
ω(v)/2. We also define L ∗(0) := 0.
Notice that the uniqueness of L (ω) follows from the strict convexity of the super-
level sets of F in Ωx. One can define L : Ωx −→ Ω∗x in the same manner, and then
L = (L ∗)−1 holds by construction. In order to write down L ∗ and L in coordinates,
we introduce
g∗αβ(ω) :=
∂2L∗
∂ωα∂ωβ
(ω)
for ω ∈ T ∗M \ 0.
Lemma 4.9 (Coordinate expressions) For v ∈ Ωx and ω ∈ Ω∗x, we have in local
coordinates around x
L (v) =
n∑
α=0
∂L
∂vα
(v) dxα =
n∑
α,β=0
gαβ(v)v
β dxα,
L
∗(ω) =
n∑
α=0
∂L∗
∂ωα
(ω)
∂
∂xα
=
n∑
α,β=0
g∗αβ(ω)ω
β ∂
∂xα
.
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Proof. We consider only L (v), the assertion for L ∗(ω) is seen in the same way. Fix v¯ ∈
Ωx and put ω¯ := L (v¯). Then, by the definition of L
∗, the function v 7−→ ω¯(v)/√−L(v)
on Ωx attains the maximum at v = v¯. Hence we find
∂
∂vα
[
(ω¯(v))2
L(v)
]
v=v¯
= − 1
L2(v¯)
∂L
∂vα
(v¯) · (ω¯(v¯))2 + 2ω¯(v¯)
L(v¯)
ω¯α = 0
for all α = 0, 1, . . . , n. This implies, since ω¯(v¯) = 2L(v¯),
ω¯α =
1
2
ω¯(v¯)
L(v¯)
∂L
∂vα
(v¯) =
∂L
∂vα
(v¯).
This yields the first expression of L (v), and then the second is given by Euler’s homoge-
neous function theorem. 
Note that the expressions of L and L ∗ in the lemma make sense for null and spacelike
vectors as well. Therefore we define
L (v) :=
n∑
α=0
∂L
∂vα
(v) dxα, L ∗(ω) :=
n∑
α=0
∂L∗
∂ωα
(ω)
∂
∂xα
for general v ∈ TM and ω ∈ T ∗M (one can readily see that they are well-defined). This
is indeed the usual definition of the Legendre transform, and we summarize the basic
properties in the next lemma (see [Min2, §2.4] for further discussions).
Lemma 4.10 (Properties of L and L ∗) (i) For any x ∈M , L is injective in each
connected component of Ω′x.
(ii) If dimM ≥ 3, then L : TxM −→ T ∗xM and L ∗ : T ∗xM −→ TxM are bijective at
every x ∈M .
(iii) If dimM ≥ 3, then L ∗ = L −1 holds on T ∗xM and, for each v ∈ Ωx, (g∗αβ(L (v))) is
the inverse matrix of (gαβ(v)).
Proof. (i) and (ii) are proved by [Min2, Theorem 5] and [Min2, Theorem 6], respectively.
Here we only show (iii) (see also [Min4, Theorem 3.2]). By differentiating
v = L ∗
(
L (v)
)
=
n∑
α=0
∂L∗
∂ωα
(
L (v)
) ∂
∂xα
in vβ, we observe
δαβ =
n∑
δ=0
∂2L∗
∂ωδ∂ωα
(
L (v)
) ∂2L
∂vβ∂vδ
(v) =
n∑
δ=0
g∗αδ
(
L (v)
)
gδβ(v).
This completes the proof. 
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Example 4.11 (a) In the standard Minkowski space M = Rn+1 with
L(v) =
1
2
{−(v0)2 + (v1)2 + · · ·+ (vn)2}, Ωx = {(vα)nα=0 |L(v) < 0, v0 > 0},
in the canonical coordinates of TM and T ∗M , we have
L∗(ω) =
1
2
(−ω20 + ω21 + · · ·+ ω2n), Ω∗x = {(ωα)nα=0 |L∗(ω) < 0, ω0 < 0}
and L (v) = (−v0, v1, . . . , vn).
(b) Let us next consider the Lorentz–Finsler structure
L
(
r cos θ
∂
∂x
+ r sin θ
∂
∂y
)
:=
1
2
r2 cos kθ
of R2 from [Be] and [LMO, Example 2.4], where k ∈ N and (x, y) denotes the standard
coordinates (k = 2 corresponds to the standard Minkowski space). Choosing
Ωx :=
{
r cos θ
∂
∂x
+ r sin θ
∂
∂y
∣∣∣∣ r > 0, θ ∈
(
π
2k
,
3π
2k
)}
,
we observe
Ω∗x :=
{
r cos θ dx+ r sin θ dy
∣∣∣∣ r > 0, θ ∈
(
(3 + k)π
2k
,
(1 + 3k)π
2k
)}
,
provided k ≥ 2. When k = 4, one can rewrite L as
L
(
v
∂
∂x
+ w
∂
∂y
)
=
(v2 − w2)2 − (2vw)2
2(v2 + w2)
=
v4 − 6v2w2 + w4
2(v2 + w2)
,
and we observe from Lemma 4.9 that
L
(
v
∂
∂x
+ w
∂
∂y
)
=
(
v − 8vw
4
(v2 + w2)2
)
dx+
(
w − 8v
4w
(v2 + w2)2
)
dy,
in other words,
L
(
r cos θ
∂
∂x
+ r sin θ
∂
∂y
)
= r cos θ(1− 8 sin4 θ) dx+ r sin θ(1− 8 cos4 θ) dy.
Therefore, for θ1 ∈ (0, π/2) and θ2 ∈ (π/2, π) with sin θ1 = sin θ2 = 8−1/4, we have
L
(
r cos θ1
∂
∂x
+ r sin θ1
∂
∂y
)
= L
(
r cos θ2
∂
∂x
+ r sin θ2
∂
∂y
)
.
This shows that the injectivity on the whole tangent space as in Lemma 4.10(ii) fails
for dimM = 2.
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4.5 Differential operators
A continuous function f : M −→ R is called a time function if f(x) < f(y) for all
x, y ∈ M with x < y. A C1-function f : M −→ R is said to be temporal if −df(x) ∈ Ω∗x
for all x ∈M . Observe that temporal functions are time functions.
For a temporal function f : M −→ R, we define the gradient vector of −f at x ∈ M
by
∇(−f)(x) := L ∗(−df(x)) ∈ Ωx.
Notice that, thanks to Lemmas 4.9 and 4.10, we have for any v ∈ TxM
g∇(−f)
(
∇(−f)(x), v) = − n∑
α,β,δ=0
gαβ
(
∇(−f)(x))g∗αδ(−df(x)) ∂f∂xδ (x)vβ = −df(v).
For a C2-temporal function f : M −→ R and x ∈M (thereby∇(−f)(x) ∈ Ωx), we define
the Hessian ∇2(−f) : TxM −→ TxM in the same manner as (2.5) by
∇
2(−f)(v) := D∇(−f)v
(
∇(−f)).
This spacetime Hessian has the same symmetry as the positive-definite case, let us give a
proof (without coordinate calculations) for thoroughness.
Lemma 4.12 (Symmetry of Hessian) For a C2-temporal function f : M −→ R, we
have
g∇(−f)
(
∇
2(−f)(v), w) = g∇(−f)(v,∇2(−f)(w))
for all v, w ∈ TxM .
Proof. Put h := −f for brevity, and let V,W be extensions of v, w to smooth vector
fields around x, respectively. Then we have
g∇h
(
D∇hV (∇h),W
)
= V
[
g∇h(∇h,W )
]− g∇h(∇h,D∇hV W )
= V [dh(W )]− dh(D∇hV W )
(see [BCS, Exercise 10.1.2] for the first equality). Combining this with D∇hV W −D∇hW V =
[V,W ], we obtain
g∇h
(
D∇hV (∇h),W
)− g∇h(D∇hW (∇h), V ) = dh([V,W ])− dh([V,W ]) = 0
as desired. 
In the same way as (2.6), we define the spacetime Laplacian (or d’Alembertian) as the
trace of the Hessian,
∆(−f) := trace (∇2(−f)), (4.2)
for C2-temporal functions f . We remark that this Laplacian is not elliptic but hyperbolic,
and is nonlinear (since the Legendre transform is nonlinear).
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5 Comparison theorems on weighted Finsler space-
times
Comparison theorems in Section 3 can be generalized to Finsler spacetimes in a suitable
way. We need to be careful with some Lorentzian behaviors and introduce some special
notions in Lorentzian geometry, thereby we will give at least outlines of the proofs. In
addition, let us again stress that dimM = n+ 1 (see Remark 5.2).
5.1 Weighted Finsler spacetimes
Let (M,L) be a Finsler spacetime. Similarly to Section 3, we employ a weight function
ψ : Ω\0 −→ R such that ψ(cv) = ψ(v) for all c > 0, and set ψη(t) := ψ(η˙(t)) along causal
geodesics η similarly to (3.1).
Definition 5.1 (Weighted Ricci curvature) Given v ∈ Ω \ 0, let η : (−ε, ε) −→ M
be the causal geodesic with η˙(0) = v. Then, for N ∈ R \ {n}, define the weighted Ricci
curvature by
RicN(v) := Ric(v) + ψ
′′
η (0)−
ψ′η(0)
2
N − n.
We also define
Ric∞(v) := Ric(v) + ψ
′′
η (0), Ricn(v) := lim
N↓n
RicN(v),
and RicN(0) := 0.
Remark 5.2 Notice that, despite dimM = n + 1, the denominator N − n in the last
term of RicN is unchanged from (3.2). Therefore RicN in the Lorentzian case corresponds
to RicN+1 in the positive-definite case. In particular, Ric0 in this section corresponds to
Ric1 in Section 3.
We will say that RicN ≥ K holds in timelike directions for some K ∈ R if we have
RicN(v) ≥ KF 2(v) = −2KL(v) for all v ∈ Ω (recall (4.1) for the definition of F ).
Due to our convention dimM = n+1, we slightly modify the ǫ-range in Definition 3.3
(in the same form as [LMO]).
Definition 5.3 (ǫ-range) Given N ∈ (−∞, 0] ∪ [n,+∞], we will consider ǫ ∈ R in the
following ǫ-range:
ǫ = 0 for N = 0, |ǫ| <
√
N
N − n for N 6= 0, n, ǫ ∈ R for N = n. (5.1)
The associated constant c = c(N, ǫ) is defined by
c :=
1
n
(
1− ǫ2N − n
N
)
> 0 (5.2)
for N 6= 0, and c(0, 0) := 1/n.
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Note that ǫ = 1 is admissible only for N ∈ [n,+∞), while ǫ = 0 is always admissible.
For a future-directed timelike geodesic η : [0, l) −→M and ǫ ∈ R, we set
ϕη(t) :=
∫ t
0
e
2(ǫ−1)
n
ψη(s) ds (5.3)
in the same way as (3.7) throughout this section.
5.2 Bonnet–Myers theorem
We have shown in [LMO, Theorem 7.14] the Bonnet–Myers theorem for weighted Finsler
spacetimes in the form that RicN ≥ K > 0 with N ∈ [n,+∞) implies diam(M) ≤
π
√
N/K (we refer to [BEE, Chapter 11] for the Lorentzian case). In order to generalize
this to the one with ǫ-range, let us recall some notations and results of [LMO].
Given a timelike geodesic η : [0, l) −→ M of unit speed F (η˙) ≡ 1 (equivalently,
L(η˙) ≡ −1/2), we will denote by Nη(t) ⊂ Tη(t)M the space of vectors orthogonal to η˙(t)
with respect to gη˙(t). For simplicity, the covariant derivative of a vector field X along η
will be denoted by X ′.
Definition 5.4 (Jacobi and Lagrange tensor fields) Let η : [0, l) −→ M be a time-
like geodesic of unit speed.
(1) A smooth tensor field J, giving an endomorphism J(t) : Nη(t) −→ Nη(t) for each
t ∈ [0, l), is called a Jacobi tensor field along η if we have
J
′′ + RJ = 0 (5.4)
and ker(J(t)) ∩ ker(J′(t)) = {0} for all t, where R(t) := Rη˙(t) : Nη(t) −→ Nη(t) is the
curvature endomorphism.
(2) A Jacobi tensor field J is called a Lagrange tensor field if
(J′)TJ− JTJ′ = 0 (5.5)
holds on [0, l), where the transpose T is taken with respect to gη˙.
Some remarks on those notations are in order.
Remark 5.5 (a) The equation (5.4) means that, for any gη˙-parallel vector field P along
η (namely P ′ ≡ 0), Y (t) := J(t)(P (t)) is a Jacobi field along η. Then the condition
ker(J(t)) ∩ ker(J′(t)) = {0} implies that Y = J(P ) is not identically zero for every
nonzero P . Note also that Lemma 4.7(ii) ensures Rη˙(t)(w) ∈ Nη(t) for all w ∈ Tη(t)M .
(b) The equation (5.5) means that JTJ′ is gη˙-symmetric, precisely, given two gη˙-parallel
vector fields P1, P2 along η, the Jacobi fields Yi := J(Pi) satisfy
gη˙(Y
′
1 , Y2)− gη˙(Y1, Y ′2) ≡ 0. (5.6)
Since (5.4) and Lemma 4.7(iii) (with the help of [LMO, (4.2)], see also [BCS, Exer-
cise 5.2.3]) yield that [gη˙(Y
′
1 , Y2) − gη˙(Y1, Y ′2)]′ ≡ 0, we have (5.6) for all t if it holds
at some t.
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Given a Lagrange tensor field J along η, define B := J′J−1, which is symmetric by (5.5).
We remark that A (resp. B,R) in Section 3 corresponds to JTJ (resp. JTB(JT)−1, JTRJ),
and that A′ = 2BA in Lemma 3.4 is equivalent to B = J′J−1. Multiplying (5.4) by J−1
from right, we arrive at the corresponding Riccati equation
B
′ + B2 + R = 0
(see [LMO, (5.3)], compare this with (3.6)). We further define the expansion scalar
θ(t) := trace
(
B(t)
)
,
and the shear tensor (the traceless part of B)
σ(t) := B(t)− θ(t)
n
In(t),
where In(t) denotes the identity of Nη(t).
The weighted counterparts will make use of the parametrization ϕη in (5.3). Note
that, similarly to (3.10),
(η ◦ ϕ−1η )′(τ) = e
2(1−ǫ)
n
ψη(ϕ
−1
η (τ))η˙
(
ϕ−1η (τ)
)
for τ ∈ [0, ϕη(l)). Define, for ǫ ∈ R and t ∈ [0, l),
Jψ(t) := e
−ψη(t)/nJ(t),
and for t ∈ (0, l),
Bǫ(t) := (Jψ ◦ ϕ−1η )′
(
ϕη(t)
) · Jψ(t)−1 = e 2(1−ǫ)n ψη(t)
(
B(t)− ψ
′
η(t)
n
In(t)
)
,
θǫ(t) := trace
(
Bǫ(t)
)
= e
2(1−ǫ)
n
ψη(t)
(
θ(t)− ψ′η(t)
)
,
σǫ(t) := Bǫ(t)− θǫ(t)
n
In(t) = e
2(1−ǫ)
n
ψη(t)σ(t).
Then the weighted Riccati equation is given by
(Bǫ ◦ ϕ−1η )′ +
2ǫ
n
(ψη ◦ ϕ−1η )′ · Bǫ(ϕ−1η ) + B2ǫ(ϕ−1η ) + R(0,ǫ)(ϕ−1η ) = 0
on (0, ϕη(l)), where
R(N,ǫ)(t) := e
4(1−ǫ)
n
ψη(t)
{
R(t) +
1
n
(
ψ′′η(t)−
ψ′η(t)
2
N − n
)
In(t)
}
([LMO, Lemma 7.5]). Notice that trace(R(N,ǫ)(t)) = RicN((η ◦ ϕ−1η )′(ϕη(t))).
We shall need the timelike weighted Raychaudhuri inequality, which was proved in
[LMO, Proposition 7.7] as a consequence of the above weighted Riccati equation.
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Theorem 5.6 (Raychaudhuri inequality) Let J be a nonsingular Lagrange tensor field
along a timelike geodesic η : [0, l) −→ M of unit speed. Then, for every ǫ ∈ R and
N ∈ (−∞, 0] ∪ [n,+∞], we have
(θǫ ◦ ϕ−1η )′ ≤ −RicN
(
(η ◦ ϕ−1η )′
)− trace (σ2ǫ (ϕ−1η ))− cθ2ǫ (ϕ−1η )
on (0, ϕη(l)) with c = c(N, ǫ) in (5.2).
Now we can follow the lines of [LMO, §7.4] to see the Bonnet–Myers theorem with
ǫ-range. The timelike diameter of (M,L) is defined as diam(M) := supx,y∈M d(x, y) (recall
that d(x, y) = 0 if x 6< y), we refer to [BEE, §11.1] for some accounts on diam(M). We
remark that the finite diameter does not imply the compactness in the Lorentzian setting.
Theorem 5.7 (Bonnet–Myers theorem) Let (M,L, ψ) be a globally hyperbolic Finsler
spacetime of dimension n + 1 ≥ 2. Suppose that, for some N ∈ (−∞, 0] ∪ [n,+∞], ǫ in
the ǫ-range (5.1), K > 0 and b > 0, we have
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n
ψ(v) (5.7)
for all v ∈ Ω and
e
2(1−ǫ)
n
ψ ≤ b. (5.8)
Then we have
diam(M) ≤ bπ√
cK
.
Proof. Suppose in contrary that there are x, y ∈ M such that l := d(x, y) > bπ/√cK.
By Theorem 4.5, one can find a maximal timelike geodesic η : [0, l] −→ M from x to
y with F (η˙) ≡ 1, and put v := η˙(0) ∈ Ωx. Consider the Jacobi tensor field J given by
J(t)(w) := d(expx)tv(tP (0)) for w ∈ Nη(t), where P is the gη˙-parallel vector field along η
with P (t) = w. Then J is a Lagrange tensor field (recall Remark 5.5 and see the proof of
[LMO, Theorem 5.3]).
Put
h(t) :=
(
det Jψ(t)
)c
= e−cψη(t)
(
det J(t)
)c
> 0
for c in (5.2), and h1(τ) := h(ϕ
−1
η (τ)) for τ ∈ [0, ϕη(l)) similarly to Proposition 3.5. Then
we have, since log h1(τ) = c log[det Jψ(ϕ
−1
η (τ))],
h′1(ϕη(t))
h1(ϕη(t))
= c trace
(
Bǫ(t)
)
= cθǫ(t),
h′′1h1 − (h′1)2
h21
= c(θǫ ◦ ϕ−1η )′.
Hence it follows from Theorem 5.6 that
h′′1(τ) ≤ −ch1(τ) RicN
(
(η ◦ ϕ−1η )′(τ)
)
(5.9)
for τ ∈ (0, ϕη(l)) (as in [LMO, Proposition 7.13]). This is exactly the analogue to the
weighted Bishop inequality (3.8). Under the hypotheses (5.7) and (5.8), we can show the
existence of a conjugate point η(t0) to η(0) for some t0 ≤ bπ/
√
cK by the same argument
as Theorem 3.6. This contradicts the maximality of η and completes the proof. 
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Similarly to Remark 3.7, one can also obtain from the above proof the deformed
diameter estimate
ϕη(t0) =
∫ t0
0
e
2(ǫ−1)
n
ψη(s) ds ≤ π√
cK
without assuming (5.8).
5.3 Laplacian comparison theorem
Next we consider the Laplacian (d’Alembertian) comparison theorem with ǫ-range, as
the Lorentzian counterpart to Theorem 3.9. The Laplacian comparison theorem plays an
essential role in the Lorentzian splitting theorem (see [BEE, Chapter 14], [Ca, WoW2]).
Given z ∈M , we say that x ∈ I+(z) is a timelike cut point to z if there is a maximal
timelike geodesic η : [0, 1] −→ M from z to x such that its extension η¯ : [0, 1 + ε] −→ M
is not maximal for any ε > 0. The timelike cut locus Cut(z) is the set of all cut points to
z. Notice that the function u(x) := d(z, x) satisfies −du(x) ∈ Ω∗x for x ∈ I+(z) \ Cut(z),
and hence ∆(−u) as in (4.2) is well-defined on I+(z) \Cut(z). Then, similarly to (3.13),
we define the ψ-Laplacian of u by
∆ψ(−u)(x) :=∆(−u)(x)− ψ′η
(
d(z, x)
)
on I+(z) \Cut(z), where η : [0, d(z, x)] −→M is the unique maximal timelike geodesic of
unit speed from z to x. Recall (3.14) for the definition of sκ.
Theorem 5.8 (Laplacian comparison theorem) Let (M,L, ψ) be a globally hyper-
bolic Finsler spacetime of dimension n + 1 ≥ 2 and N ∈ (−∞, 0] ∪ [n,+∞], ǫ ∈ R
in the ǫ-range (5.1), K ∈ R and b ≥ a > 0. Suppose that
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n
ψ(v)
holds for all v ∈ Ω and
a ≤ e 2(1−ǫ)n ψ ≤ b. (5.10)
Then, for any z ∈M , the distance function u(x) := d(z, x) satisfies
∆ψ(−u)(x) ≤ 1
cρ
s′cK(u(x)/b)
scK(u(x)/b)
on I+(z) \ Cut(z), where ρ := a if s′cK(u(x)/b) ≥ 0 and ρ := b if s′cK(u(x)/b) < 0.
Proof. By the global hyperbolicity and x ∈ I+(z)\Cut(z), there exists a unique maximal
timelike geodesic η(t) = expz(tv) from z to x with F (v) = 1. Let J be the Lagrange tensor
field along η as in the proof of Theorem 5.7. Then the key ingredient of the proof is
∇
2(−u)|Nη(t) = B(t) (5.11)
(which is a standard fact but we give a proof for completeness, see also [OS2, Lemma 3.2]).
To this end, similarly to the proof of Theorem 3.9, let (xα)nα=0 be polar coordinates around
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η((0, d(z, x))) such that x0 = u and gη˙(η˙, ∂/∂x
i) = 0 for all i = 1, 2, . . . , n. Note that
∇(−u)(η(t)) = η˙(t) = ∂/∂x0|η(t).
Given w ∈ Nη(t0) with t0 ∈ (0, d(z, x)), let P be the gη˙-parallel vector field along η
such that P (t0) = J(t0)
−1(w). Then by construction in the proof of Theorem 3.6 that
w = J(t0)(P (t0)) = d(expz)t0v(t0P (0)). Put
Y (t) := J(t)
(
P (t)
)
= d(expz)tv
(
tP (0)
)
=
∂
∂δ
[
expz
(
tv + δtP (0)
)]∣∣
δ=0
.
Let Y (t) =
∑n
i=1 Y
i(t)(∂/∂xi)|η(t) and notice that (Y i)′ ≡ 0 since we are considering the
polar coordinates (by exchanging the order of the derivatives in δ and t). Hence, on one
hand, we have
B(t0)(w) = J
′
J
−1(w) = Y ′(t0) =
n∑
i,j=1
Γij0
(
η˙(t0)
)
Y j(t0)
∂
∂xi
∣∣∣
x
.
On the other hand,
∇
2(−u)(w) = D∇(−u)w
(
∇(−u)) = n∑
i,j=1
Γij0
(
η˙(t0)
)
wj
∂
∂xi
∣∣∣
x
.
Noticing Y (t0) = w, we obtain (5.11).
It follows from (5.11) that
∆ψ(−u)
(
η(t)
)
= trace
(
∇
2(−u))(η(t))− ψ′η(t) = e 2(ǫ−1)n ψη(t) trace (Bǫ(t))
= e
2(ǫ−1)
n
ψη(t)θǫ(t) = e
2(ǫ−1)
n
ψη(t)
h′1(ϕη(t))
ch1(ϕη(t))
,
where the last equality was seen in the proof of Theorem 5.7. Combining this with
h′1scK − h1s′cK ≤ 0 shown in the same way as the proof of Theorem 3.6 thanks to (5.9),
we have
∆ψ(−u)
(
η(t)
) ≤ e 2(ǫ−1)n ψη(t) s′cK(ϕη(t))
cscK(ϕη(t))
≤ 1
cρ
s′cK(t/b)
scK(t/b)
by the fact that s′cK/scK is non-increasing and b
−1 ≤ ϕ′η ≤ a−1 from (5.10). This completes
the proof. 
Similarly to Remark 3.10, the intermediate estimate
∆ψ(−u)
(
η(t)
) ≤ e 2(ǫ−1)n ψη(t) s′cK(ϕη(t))
cscK(ϕη(t))
without the bound (5.10) on ψ could be also meaningful.
5.4 Bishop–Gromov comparison theorem
Volume comparison theorems in the Lorentzian setting are not as simple as the positive-
definite case. This is because, given x ∈ M , the “future ball” {y ∈ I+(x) | d(x, y) < r} is
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possibly noncompact and can have infinite volume. For this reason, we need to restrict
the directions to make the set of our interest being compact. We shall make use of the
following notion introduced in [ES]. We refer to [EJK, Lu] for other volume comparison
theorems in the same spirit.
Definition 5.9 (SCLV) For x ∈ M , a set U ⊂ M is called a standard for comparison
of Lorentzian volumes (SCLV in short) at x if there is U˜x ⊂ TxM satisfying the following
conditions:
(1) U˜x is an open set in Ωx;
(2) U˜x is star-shaped from the origin, i.e., we have tv ∈ U˜x for all v ∈ U˜x and t ∈ (0, 1);
(3) U˜x is contained in a compact set in TxM ;
(4) The exponential map at x is defined on U˜x, the restriction of expx to U˜x is a diffeo-
morphism onto its image, and we have U = expx(U˜x).
We need some more notations. For x, U, U˜x as above and 0 < r ≤ 1, we define
U˜x(r) := {rv | v ∈ U˜x} ⊂ U˜x, Ux(r) := expx
(
U˜x(r)
) ⊂ U.
Since U is not like a “ball” in general, we also define
Ux := {v ∈ Ωx |F (v) = 1, tv ∈ U˜x for some t > 0},
TU,x(v) := sup{t > 0 | tv ∈ U˜x}, v ∈ Ux
(TU,x is called the cut function in [ES]). Assuming that TU,x is constant amounts to
considering (a part of) a ball. Let m be a positive C∞-measure on M and ψm be the
weight function associated with m in a similar way as (3.3), precisely,
dm = e−ψm(η˙(t))
√
− det [gαβ(η˙(t))] dx0dx1 · · ·dxn
along timelike geodesics.
Theorem 5.10 (Bishop–Gromov comparison theorem) Let (M,L,m) be globally hy-
perbolic of dimension n+1 ≥ 2, N ∈ (−∞, 0]∪[n,+∞], ǫ ∈ R in the ǫ-range (5.1), K ∈ R
and b ≥ a > 0. Suppose that
RicN(v) ≥ KF 2(v)e
4(ǫ−1)
n
ψm(v)
holds for all v ∈ Ω and
a ≤ e 2(1−ǫ)n ψm ≤ b.
Then, for any SCLV U ⊂M at x ∈M such that either
(A) TU,x ≡ T on Ux, or
(B) K = 0 and T := infv∈Ux TU,x > 0,
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we have
m(Ux(R))
m(Ux(r))
≤ b
a
∫ min{RT/a, π/√cK}
0
scK(τ)
1/c dτ∫ rT/b
0
scK(τ)1/c dτ
for all 0 < r < R ≤ 1.
Proof. For each v ∈ Ux and the geodesic η(t) := expx(tv), h1/scK is non-increasing as we
mentioned in the proof of Theorem 5.8. Hence we have∫ S
0
h1(τ)
1/c dτ∫ S
0
scK(τ)1/c dτ
≤
∫ s
0
h1(τ)
1/c dτ∫ s
0
scK(τ)1/c dτ
for 0 < s < S, similarly to the proof of Theorem 3.11. Moreover, since b−1 ≤ ϕ′η ≤ a−1,∫ S
0
h(t)1/c dt∫ s
0
h(t)1/c dt
≤ b
a
∫ ϕη(S)
0
h1(τ)
1/c dτ∫ ϕη(s)
0
h1(τ)1/c dτ
≤ b
a
∫ ϕη(S)
0
scK(τ)
1/c dτ∫ ϕη(s)
0
scK(τ)1/c dτ
.
Now, letting S = RTU,x(v), s = rTU,x(v), and noticing ϕη(RTU,x(v)) ≤ π/
√
cK if K > 0
by the proof of Theorem 5.7 (or Theorem 3.6), we deduce from the hypothesis (A) or (B)
that (recall s0(τ) = τ in (3.14))
∫ ϕη(RTU,x(v))
0
scK(τ)
1/c dτ∫ ϕη(rTU,x(v))
0
scK(τ)1/c dτ
≤
∫ min{RTU,x(v)/a, π/√cK}
0
scK(τ)
1/c dτ∫ rTU,x(v)/b
0
scK(τ)1/c dτ
≤
∫ min{RT/a, π/√cK}
0
scK(τ)
1/c dτ∫ rT/b
0
scK(τ)1/c dτ
.
We integrate this inequality in v ∈ Ux with respect to the measure Ξ induced from gv to
see
m
(
Ux(R)
)
=
∫
Ux
∫ RTU,x(v)
0
h(t)1/c dtΞ(dv)
≤ b
a
∫ min{RT/a, π/√cK}
0
scK(τ)
1/c dτ∫ rT/b
0
scK(τ)1/c dτ
∫
Ux
∫ rTU,x(v)
0
h(t)1/c dtΞ(dv)
=
b
a
∫ min{RT/a, π/√cK}
0
scK(τ)
1/c dτ∫ rT/b
0
scK(τ)1/c dτ
m
(
Ux(r)
)
(we remark that rT/b ≤ ϕη(rT ) ≤ π/
√
cK if K > 0). This completes the proof. 
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