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NONCOMMUTATIVE ARTIN MOTIVES
MATILDE MARCOLLI AND GONC¸ALO TABUADA
Abstract. In this article we introduce the category of noncommutative Artin
motives as well as the category of noncommutative mixed Artin motives. In
the pure world, we start by proving that the classical category AM(k)Q of
Artin motives (over a base field k) can be characterized as the largest category
inside Chow motives which fully-embeds into noncommutative Chow motives.
Making use of a refined bridge between pure motives and noncommutative pure
motives we then show that the image of this full embedding, which we call the
category NAM(k)Q of noncommutative Artin motives, is invariant under the
different equivalence relations and modification of the symmetry isomorphism
constraints. As an application, we recover the absolute Galois group Gal(k/k)
from the Tannakian formalism applied to NAM(k)Q. Then, we develop the
base-change formalism in the world of noncommutative pure motives. As an
application, we obtain new tools for the study of motivic decompositions and
Schur/Kimura finiteness. Making use of this theory of base-change we then
construct a short exact sequence relating Gal(k/k) with the noncommutative
motivic Galois groups of k and k. Finally, we describe a precise relationship
between this short exact sequence and the one constructed by Deligne-Milne.
In the mixed world, we introduce the triangulated category NMAM(k)Q of
noncommutative mixed Artin motives and construct a faithful functor from
the classical category MAM(k)Q of mixed Artin motives to it. When k is a
finite field this functor is an equivalence. On the other hand, when k is of
characteristic zero NMAM(k)Q is much richer than MAM(k)Q since its higher
Ext-groups encode all the (rationalized) higher algebraic K-theory of finite
e´tale k-schemes. In the appendix we establish a general result about short
exact sequences of Galois groups which is of independent interest. As an
application, we obtain a new proof of Deligne-Milne’s short exact sequence.
1. Introduction
In this article we further the theory of noncommutative motives, initiated in
[6, 7, 26, 27, 28, 29, 36, 37, 38, 39], by introducing the categories of noncommutative
(mixed) Artin motives and exploring many of its features.
Artin motives. Recall from [1, §4] the construction of the category Chow(k)Q of
Chow motives (over a base field k and with rational coefficients) and of the functor
(1.1) M : SmProj(k)op −→ Chow(k)Q
defined on smooth projective k-schemes. Given any full subcategory V of SmProj(k)
(stable under finite products and disjoint unions), we can then consider the smallest
additive rigid idempotent complete subcategory Chow(k)VQ of Chow(k)Q generated
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by the objects M(Z), Z ∈ V . For example, by taking for V the finite e´tale k-
schemes we obtain the category AM(k)Q of Artin motives; see [1, §4.1.6.1]. This
abelian semi-simple category plays a central role in the beautiful relationship be-
tween motives and Galois theory. Concretely, AM(k)Q is invariant under the differ-
ent equivalence relations (rational, homological, numerical, etc) on algebraic cycles
and under the modification of the symmetry isomorphism constraints. Moreover,
by considering it inside the Tannakian category Num†(k)Q of numerical motives,
the associated motivic Galois group Gal(AM(k)Q) agrees with the absolute Galois
group Gal(k/k) of k; see [1, §6.2.5]. For this reason, Gal(Num†(k)Q) is commonly
interpreted as an “higher dimensional Galois group”. As proved by Deligne-Milne
in [11, §6], these groups fit into a short exact sequence
(1.2) 1→ Gal(Num†(k)Q)→ Gal(Num
†(k)Q)→ Gal(k/k)→ 1
which expresses the absolute Galois group as the quotient of the base-change along
the algebraic closure; consult also Serre [34, §6].
Motivating questions. As explained in the survey article [40], the above functor
(1.1) admits a noncommutative analogue
U : sdgcat(k) −→ NChow(k)Q
defined on saturated dg categories in the sense of Kontsevich; see §2.1 and §3.1.
Moreover, as proved in [38, Thm. 1.1], there exists a Q-linear ⊗-functor Φ making
the following diagram commute
(1.3) SmProj(k)op
M

Ddg
perf
(−)
// sdgcat(k)
U

Chow(k)Q
Φ
// NChow(k)Q ,
where Ddgperf(Z) denotes the (unique) dg enhancement of the derived category of
perfect complexes of OZ-modules (see [23][7, Example 5.5(i)]). Hence, given any
category V as above, one can consider in a similar way the smallest additive rigid
idempotent complete subcategory NChow(k)VQ of NChow(k)Q generated by the ob-
jects U(Ddgperf(Z)), Z ∈ V . By the above commutative diagram one obtains then a
well-defined Q-linear ⊗-functor Chow(k)VQ → NChow(k)
V
Q. The above mentioned
results on Artin motives lead us naturally to the following questions:
Question I: When is the functor Chow(k)VQ → NChow(k)
V
Q an equivalence ?
Question II: Is the noncommutative analogue NAM(k)Q of the category of Artin
motives also invariant under the different equivalence relations and modification of
the symmetry isomorphism constraints ?
Question III: Does the noncommutative motivic Galois group Gal(NAM(k)Q)
also agree with the absolute Galois group of k ?
Question IV: Does the above sequence (1.2) admit a noncommutative analogue ?
Statement of results. All the above considerations hold more generally with Q
replaced by any field extension F/Q. In particular, we have a well-defined functor
(1.4) Chow(k)VF −→ NChow(k)
V
F .
The answer to Question I is the following:
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Theorem 1.5. The functor (1.4) is a (tensor) equivalence if and only if V is
contained in the category of finite e´tale k-schemes.
Informally speaking, Theorem 1.5 characterizes the category of Artin motives as
being precisely the largest subcategory of Chow motives which fully-embeds into
noncommutative Chow motives. Let us denote by NAM(k)F the image of this
full embedding and call it the category of noncommutative Artin motives. The
noncommutative analogues of the classical equivalence relations on algebraic cycles
were introduced by the authors in [26, 27, 28, 29]. Concretely, we have a sequence
of F -linear full additive ⊗-functors
(1.6) NChow(k)F −→ NVoev(k)F −→ NHom(k)F −→ NNum(k)F ,
where NVoev(k)F denotes the category of noncommutative Voevodsky motives,
NHom(k)F the category of noncommutative homological motives, and NNum(k)F
the category of noncommutative numerical motives; consult §3 for details. Making
use of a refined bridge between the commutative and the noncommutative world,
we answer affirmatively to the first part of Question II:
Theorem 1.7. The composed functor (1.6) becomes fully-faithful when restricted
to the category NAM(k)F of noncommutative Artin motives.
As proved in [26, 27, 28], the category NNum(k)F is abelian semi-simple when
k and F have the same characteristic. Assuming the noncommutative standard
conjecture CNC (= Ku¨nneth) and that k is of characteristic zero, this category
can be made into a Tannakian category NNum†(k)F by modifying its symmetry
isomorphism constraints; see [28, Thm. 1.4]. Moreover, assuming the noncommu-
tative standard conjecture DNC (= homological equals numerical) and that F is a
field extension of k, NNum†(k)F becomes a neutral Tannakian category with fiber
functor given by periodic cyclic homology; see [28, Thm. 1.6]. As a consequence,
one obtains well-defined noncommutative motivic Galois groups Gal(NNum†(k)F ),
which are moreover pro-reductive (i.e. their unipotent radicals are trivial) since
NNum†(k)F is semi-simple.
Theorem 1.8. (i) We have an equality NAM†(k)F = NAM(k)F of categories;
(ii) The inclusion NAM(k)F ⊂ NNum
†(k)F gives rise to a surjection
Gal(NNum†(k)F )։ Gal(NAM(k)F ) .
(iii) The noncommutative motivic Galois group Gal(NAM(k)F ) is naturally iso-
morphism to the absolute Galois group of k.
Item (i) answers the second part of Question II, while item (iii) provides an affir-
mative answer to Question III. Hence, as in the commutative world, Gal(NNum†(k)F )
can also be understood as an “higher dimensional Galois group”. Its precise rela-
tionship with the classical motivic Galois group and with the multiplicative group
Gm is described in [28, Thm. 1.7]. Our answer to Question IV is the following:
Theorem 1.9. We have a short exact sequence
(1.10) 1→ Gal(NNum†(k)F )
I
−→ Gal(NNum†(k)F )
P
−→ Gal(k/k)→ 1 .
The map P is induced by the inclusion NAM(k)F ⊂ NNum
†(k)F and the map I by
the base-change functor −⊗k k : NNum
†(k)F → NNum
†(k)F ; see §7.
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Deligne-Milne’s proof of the short exact sequence (1.2) makes full use of “com-
mutative arguments” which don’t seem to admit noncommutative analogues. The
proof of Theorem 1.9 is hence not only different but moreover much more concep-
tual from a categorical viewpoint; see §8. By extracting the key ingredients of this
latter proof we have established in Appendix A a general result about short exact
sequence of Galois groups which is of independent interest; see Theorem A.2. As an
application, we obtain a new proof of (1.2) which circumvents the “commutative
arguments” of Deligne-Milne; see §A.1.
The theory of base-change in the noncommutative world (needed for the proof
of Theorem 1.9) was developed in §7.1-7.2. Its compatibility with the classical
base-change mechanism is proved in §7.3. As an application, we obtain new tools
for the study of motivic decompositions and Schur/Kimura finiteness. Concretely,
Corollaries 7.42 and 7.45 can be used in order to prove that certain Chow motives
are of Lefschetz type or Schur/Kimura-finite.
Finally, our last result in the pure world describes a precise relationship between
Deligne-Milne’s short exact sequence (1.2) and its noncommutative analogue (1.10).
Theorem 1.11. We have a well-defined commutative diagram
(1.12) 1 1
Gm
OO
Gm
OO
1 // Gal(Num†(k)F )
I //
OO
x
Gal(Num†(k)F )
P //
OO
Gal(k/k) // 1
1 // Gal(NNum†(k)F )
OO
I
// Gal(NNum†(k)F )
OO
P
// Gal(k/k) // 1 ,
where each row and each column is exact. In particular, the lower left-hand-side
square is cartesian.
Intuitively speaking, Theorem 1.11 show us that the short exact sequence (1.10)
maps towards the short exact sequence (1.2) and that the default of surjectivity of
this map is precisely the multiplicative group Gm.
Noncommutative mixed Artin motives. Recall from [1, §16] the construction
of the triangulated category DMgm(k)Q of Voevodsky’s mixed motives (over a per-
fect field k) and of the functor Mgm : Sm(k) → DMgm(k)Q defined on smooth
k-schemes. As explained in [40, §5], this functor admits a noncommutative ana-
logue UM : sdgcat(k) → KMM(k)Q with values in the triangulated category of
Kontsevich’s mixed motives; see §3.5. Hence, by performing the same construc-
tions as above (using triangulated categories instead of additive ones), we obtain
the classical category MAM(k)Q of mixed Artin motives (see [53, §1]) and also its
noncommutative analogue NMAM(k)Q, which we call the category of noncommu-
tative mixed Artin motives. These categories are related as follows:
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Theorem 1.13. (i) There exists a faithful Q-linear triangulated ⊗-functor Ψ mak-
ing the following diagram commute
(1.14) {finite e´tale k-schemes}op
M∨gm

Ddg
perf
(−)
// sdgcat(k)
UM

MAM(k)Q
Ψ
// NMAM(k)Q ⊂ KMM(k)Q ,
where (−)∨ stands for the duality functor.
(ii) When k = Fq the functor Ψ is moreover an equivalence. As a consequence
NMAM(Fq)Q ≃ Db(RepQ(Ẑ)), where RepQ(Ẑ) denotes the category of finite
dimensional Q-linear representations of Ẑ := limnZ/nZ.
(iii) When Q ⊆ k the functor Ψ is not full. For instance, the non-trivial maps
HomNMAM(Q)Q(ΨM
∨
gm(spec(Q)),ΨM
∨
gm(spec(Q))[−n]) ≃ Q n ≡ 5 (mod 8)
are not in the image of Ψ.
In contrast with the world of pure motives, Theorem 1.13 shows us that in char-
acteristic zero the category NMAM(k)Q is much richer than MAM(k)Q. Informally
speaking, NMAM(k)Q keeps track (in terms of Ext-groups) of all the higher alge-
braic K-theory of finite e´tale k-schemes.
Future research. Let us denote AM(k)proQ the category of pro-objects in AM(k)Q.
Recall from [8, 9, 25, 54] that an algebraic endomotive consists of a triple (M,S, µ),
whereM is an object of AM(k)proQ , S is a countable abelian semigroup contained in
EndAM(k)pro
Q
(M), and µ : S → N is a semigroup homomorphism. Recall also from
loc. cit. that every algebraic endomotive (M,S, µ) gives rise to a “Riemann” zeta
function
Z((M,S, µ);β) :=
∑
s∈S
µ(s)−β .
Thanks to the above Theorem 1.7 one obtains the same theory of algebraic endomo-
tives if one replaces AM(k)proQ by NAM(k)
pro
Q . On the other hand, Theorem 1.13(iii)
shows us that if one replaces AM(k)proQ by NMAM(k)
pro
Q (with k of characteristic
zero), then one obtains a richer theory of algebraic endomotives. In particular,
all the higher algebraic K-theory of finite e´tale k-schemes is available in this new
theory. This lead us naturally to the following questions which are the subject of
future research.
Question: Can the higher algebraic K-theory of finite e´tale k-schemes be used to
construct an interesting enrichment of the Bost-Connes endomotive ?
Question: Which geometric and arithmetic information can be captured by the
new zeta functions ?
Acknowledgments: The authors are very grateful to Michael Artin and Yuri
Manin for motivating questions, to Joseph Ayoub, Dmitry Kaledin and Burt Totaro
for fruitful discussions, to Bernhard Keller for precise comments on a previous draft,
and to Yves Andre´ and Bruno Kahn for useful e-mail exchanges. They are also
grateful to the anonymous referee for his/her comments.
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Conventions: Throughout the article we will reserve the letter k for the base field
and the letter F for the field of coefficients. The pseudo-abelian envelope construc-
tion will be denoted by (−)♮ and all adjunctions will be displayed vertically with
the left (resp. right) adjoint on the left (right) hand-side.
2. Differential graded categories
For a survey article on dg categories consult Keller’s ICM address [16] . Let
C(k) the category of (unbounded) cochain complexes of k-vector spaces. A differ-
ential graded (=dg) category A is a category enriched over C(k). Concretely, the
morphisms sets A(x, y) are complexes of k-vector spaces and the composition law
fulfills the Leibniz rule: d(f ◦ g) = d(f) ◦ g+(−1)deg(f)f ◦ d(g). The category of dg
categories will be denoted by dgcat(k).
Let A be a (fixed) dg category. Its opposite dg categoryAop has the same objects
and complexes of morphisms given by Aop(x, y) := A(y, x). The k-linear category
H0(A) has the same objects asA and morphisms given by H0(A)(x, y) := H0A(x, y),
where H0 denotes 0th cohomology.
Definition 2.1. A dg functor G : A → B is a called a quasi-equivalence if:
(i) we have a quasi-isomorphism A(x, y)
∼
→ B(Gx,Gy) for all objects x and y;
(ii) the associated functor H0(G) : H0(A)→ H0(B) is essentially surjective.
A right dg A-module X (or simply a A-module) is a dg functor X : Aop → Cdg(k)
with values in the dg category of complexes of k-vector spaces. We will denote by
C(A) the category of A-modules. Recall from [16, §3] that C(A) carries a projective
model structure. Moreover, the differential graded structure of Cdg(k) makes C(A)
naturally into a dg category Cdg(A). Let D(A) be the derived category of A, i.e.
the localization of C(A) with respect to the class of quasi-isomorphisms. Its full
triangulated subcategory of compact objects (see [32, Def. 4.2.7]) will be denoted
by Dc(A).
Definition 2.2. A dg functor G : A → B is called a derived Morita equivalence if
the (derived) extension of scalars functor LG! : Dc(A)
∼
→ Dc(B) is an equivalence
of categories; see [16, §4.6].
Notation 2.3. We will denote by Â the full dg subcategory of Cdg(A) consisting of
those cofibrant A-modules which become compact in D(A). Note that H0(Â) ≃
Dc(A). The assignment A 7→ Â is functorial and we have a Yoneda dg functor
h : A → Â, x 7→ A(−, x).
Proposition 2.4. The following assertions are equivalent:
(i) A dg functor G : A → B is a derived Morita equivalence;
(ii) The associated dg functor Ĝ : Â → B̂ is a quasi-equivalence;
(iii) The dg functor G satisfies condition (i) of Definition 2.1 and every object of
H0(B) ⊂ Dc(B) is in the essential image of the functor LG! : Dc(A)→ Dc(B).
Proof. The implication (i)⇒ (iii) follows from the natural isomorphisms HnA(x, y) ≃
HomDc(A)(h(x), h(y)[n]), n ∈ Z. If G satisfies condition (i) of Definition 2.1, then
by construction so it does the dg functor Ĝ. The conditions of item (iii) of Propo-
sition 2.4 imply that the functor LG! is essentially surjective. Since H
0(Ĝ) ≃ LG!,
we conclude then that Ĝ is a quasi-equivalence. This shows the implication (iii)
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⇒ (ii). Finally, note that if G is a quasi-equivalence then H0(G) is an equivalence.
As a consequence, the implication (ii) ⇒ (i) follows from the natural isomorphism
LG! ≃ H0(Ĝ). 
As proved in [37, Thm. 5.3], the category dgcat(k) carries a Quillen model struc-
ture whose weak equivalences are the derived Morita equivalences. The homotopy
category hence obtained will be denoted by Hmo(k). The tensor product of k-
algebras extends naturally to dg categories, giving rise to a symmetric monoidal
structure − ⊗k − on dgcat(k), which descends to the homotopy category. Finally,
recall from [16, §3.8] that a A-B-bimodule X is a dg functor X : A⊗kBop → Cdg(k),
or in other words a (Aop ⊗k B)-module.
2.1. Saturated dg categories. Following Kontsevich [20, 21], a dg category A is
called saturated if the A-A-bimodule
A(−,−) : A⊗k A
op → Cdg(k) (x, y) 7→ A(x, y)
belongs to Dc(Aop ⊗k A) and
∑
i dimH
iA(x, y) < ∞ for all objects x and y. As
proved in [7, Thm. 5.8], the saturated dg categories can be conceptually character-
ized as being precisely the dualizable (or rigid) objects of the symmetric monoidal
category Hmo(k). Moreover, they are always derived Morita equivalent to saturated
dg algebras.
3. Noncommutative motives
In this section we recall the construction of the categories of noncommutative
pure and mixed motives. For further details consult the survey article [40].
3.1. Noncommutative Chow motives. The rigid category NChow(k)F of non-
commutative Chow motives is the pseudo-abelian envelope of the category:
(i) whose objects are the saturated dg categories;
(ii) whose morphisms from A to B are given by the F -linearized Grothendieck
group K0(Aop ⊗k B)F ;
(iii) whose composition law is induced by the (derived) tensor product of bimodules.
The functor U : sdgcat(k) → NChow(k)F mentioned in the introduction sends a
dg functor to the class (in the F -linearized Grothendieck group) of the naturally
associated bimodule. The symmetric monoidal structure on NChow(k)F is induced
by the tensor product of dg categories.
3.2. Noncommutative Voevodsky motives. The rigid category NVoev(k)F of
noncommutative Voevodsky motives was introduced by the authors in [29, §3]. It is
defined as the pseudo-abelian envelope of the quotient category NChow(k)F/⊗nil,
where ⊗nil denotes the classical ⊗-nilpotence ideal.
3.3. Noncommutative homological motives. As proved in [28, Thm. 7.2], pe-
riodic cyclic homology HP gives rise to a well-defined F -linear ⊗-functor
(3.1) HP∗ : NChow(k)F −→ sVect(K)
with values in the category of super K-vector spaces, where K = F when F is a
field extension of k and K = k when k is a field extension of F . The rigid category
NHom(k)F of noncommutative motives was introduced by the authors in [28, §10]
as the pseudo-abelian envelope of the quotient category NChow(k)F /Ker(HP∗).
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3.4. Noncommutative numerical motives. The rigid category NNum(k)F of
noncommutative numerical motives is defined as the pseudo-abelian envelope of the
quotient category NChow(k)F /N , where N is the largest ⊗-ideal of NChow(k)F
(distinct from the entire category). As proved in [27], NNum(k)F is ⊗-equivalent
to the pseudo-abelian envelope of the category:
(i) whose objects are the saturated dg algebras;
(ii) whose morphisms from A and B are given by K0(A
op ⊗k B)F/Ker(χ), where
χ is the F -linearized bilinear form on K0(A
op ⊗k B)F given by
([X ], [Y ]) 7→
∑
n∈Z
(−1)ndimk HomDc(Aop⊗kB)(X,Y [n]) ;(3.2)
(iii) whose composition law is induced by the (derived) tensor product of bimodules.
Remark 3.3. Note that sequence (1.6) follows from the natural ⊗-inclusions ⊗nil ⊆
Ker(HP∗) ⊆ N .
3.5. Noncommutative mixed motives. The rigid triangulated category KMM(k)Q
of noncommutative mixed motives was introduced by Kontsevich in [20]; see also1
[7, §9.2]. It is defined in three steps:
(i) First, consider the category KPM(k) (enriched over spectra) whose objects are
the saturated dg categories, whose morphisms from A to B are given by the
(connective) algebraic K-spectrum K(Aop ⊗k B), and whose composition law
is induced by the (derived) tensor product of bimodules;
(ii) Then, take the formal triangulated envelope of KPM(k). Objects in this new
category are formal finite extensions of formal shifts of objects in KPM(k).
Let KTM(k) be the associated homotopy category;
(iii) Finally, tensor each abelian group of morphisms of KTM(k) with Q and
then pass to the associated pseudo-abelian envelope. The resulting category
KMM(k)Q was named by Kontsevich as the category of noncommutative mixed
motives (with rational coefficients).
4. Proof of Theorem 1.5
Recall from [1, §4.1.3] that an object of Chow(k)F consists of a triple (Z, e, r),
where Z is a smooth projective k-scheme, e is an idempotent element of the F -
algebra of correspondences Z
dim(Z)
rat (Z × Z)F and r ∈ Z. Moreover, we have
(4.1) HomChow(k)F ((Z, e, r), (Z
′, e′, r′)) := e′ ◦ Z
dim(Z)−r+r′
rat (Z × Z
′)F ◦ e .
Lemma 4.2. Let V is a full subcategory of SmProj(k), which is stable under finite
products and disjoint unions. If V is contained in the category of finite e´tale k-
schemes, then we have the following identification
Chow(k)VF = {M(Z) := (Z, idZ , 0) |Z ∈ V}
♮ ⊂ Chow(k)F .
Proof. Recall from [1, §4.1.6] that by definition Chow(k)VF is the smallest subcat-
egory of Chow(k)F which contains the objects M(Z), Z ∈ V , and which is stable
under direct sums, tensor products, direct factors, and duals. Hence, the inclusion
Chow(k)VF ⊇ {M(Z) |Z ∈ V}
♮ clearly holds. In order to prove the inclusion ⊆ it
1In loc. cit we have considered non-connective algebraic K-theory. However, Kontsevich’s
original definition is in terms of connective algebraic K-theory.
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suffices then to show that the category {M(Z) |Z ∈ V} is already stable under di-
rect sums, tensor products, and duals (the pseudo-abelian envelope preserves these
constructions). In what concerns direct sums and tensor products this follows from
the hypothesis that V is stable under finite products and disjoint unions. In what
concerns duals, this follows from the equality idX = id
t
X and from the fact that for
every Z ∈ V we have dim(Z) = 0; see [1, §4.1.4]. 
Let Q(1) ∈ Chow(k)F be the Tate motive. Recall from [38, Thm. 1.1][28,
Prop. 4.4] that the functor (1.4) is given by the following composition
Chow(k)F
π
−→ Chow(k)F/−⊗Q(1)
R
−→ NChow(k)F ,
where Chow(k)F/−⊗Q(1) denotes the orbit category associated to the auto-equivalence
− ⊗Q(1). Both functors are faithful and symmetric monoidal, and R is moreover
full. Hence, in order to prove that the functor (1.4) is a (tensor) equivalence when
V is contained in the category of finite e´tale k-schemes, it suffices by Lemma 4.2 to
show that the functor π becomes full when restricted to the objects M(Z), Z ∈ V .
By (4.1) we have HomChow(k)F (M(Z),M(Z
′)) = Z0rat(Z×Z
′)F . On the other hand,
by definition of the orbit category, we have
HomChow(k)F/−⊗Q(1)(πM(Z), πM(Z
′)) =
⊕
i∈Z
HomChow(k)F (M(Z),M(Z
′)(i)) .
Since by hypothesis the k-schemes Z and Z ′ are zero-dimensional, the F -vector
spaces HomChow(k)F (M(Z),M(Z
′)(i)) = Zirat(Z ×Z
′)F are trivial for i 6= 0 and so
we conclude that (1.4) is in fact a (tensor) equivalence.
Now, let V be a (non-trivial) category which is not contained in the category of
finite e´tale k-schemes. There exists then a smooth projective k-scheme Z of positive
dimension dim(Z) belonging to V . As a consequence, we obtain the isomorphism
HomChow(k)F (M(Z),M(Z)(−dim(Z))) = Z
0
rat(Z × Z)F ≃ F .
This implies that the homomorphism
EndChow(k)F (M(Z))→ EndChow(k)F/−⊗Q(1)(πM(Z))
is not surjective and so we conclude that the functor (1.4) is not a (tensor) equiva-
lence.
5. Proof of Theorem 1.7
By combining [26, Thm. 1.12][28, Prop. 4.4] with the construction of the functor
(1.4), we obtain the following commutative diagram
(5.1) AM(k)F
≃ //
 _

NAM(k)F
 _

Chow(k)F

π // Chow(k)F/−⊗Q(1)

R // NChow(k)F

Num(k)F π
// Num(k)F/−⊗Q(1) RN
// NNum(k)F .
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Since by Lemma 4.2 the category AM(k)F consists only of the direct factors of zero-
dimensional k-schemes, all the different equivalence relations on algebraic cycles are
trivial. As a consequence, the composed functor
AM(k)F →֒ Chow(k)F −→ Num(k)F
is fully-faithful. Hence, an argument analogous to the one used in the proof of
Theorem 1.5 shows us that the functor π : Num(k)F → Num(k)F/−⊗Q(1) becomes
fully-faithful when restricted to AM(k)F . Finally, the commutativity of the above
diagram combined with the fact that RN is fully-faithful, allow us to conclude that
the composed functor (1.6) becomes fully-faithful when restricted to NAM(k)F .
6. Proof of Theorem 1.8
We start with item (i). Recall from §3.3 that since F is a field extension of k we
have a well-defined F -linear ⊗-functor
HP∗ : NNum(k)F −→ sVect(F ) .
Given M1,M2 ∈ NNum(k)F , recall from [28, Prop. 9.7] that the symmetry isomor-
phism constraints of the category NNum†(k)F are given by c
†
M1,M2
:= cM1,M2 ◦
(eM1 ⊗ eM2), where eM is the endomorphism 2 · π
+
M − idM of M with π
+
M the non-
commutative correspondence associated to the Ku¨nneth projector π+M : HP∗(M)։
HP∗
+
(M) →֒ HP∗(M). By combining Lemma 4.2 with the⊗-equivalence AM(k)F ≃
NAM(k)F we obtain then the following identification
(6.1) NAM(k)F = {U(D
dg
perf(Z)) |Z finite e´tale k-scheme}
♮ ⊂ NChow(k)F .
Hence, in order to prove item (i) it suffices to show that for every finite e´tale k-
scheme Z the noncommutative correspondence π+
U(Ddg
perf
(Z))
agrees with idU(Ddg
perf
(Z)).
As explained in the proof of [28, Thm. 1.3], HP∗(U(D
dg
perf (Z))) identifies with
HP∗(D
dg
perf(Z)) and
HP+∗ (D
dg
perf(Z)) ≃
⊕
n even
HndR(Z) HP
−
∗ (D
dg
perf(Z)) ≃
⊕
n odd
HndR(Z) ,
whereHdR(−) denotes de Rham cohomology. Since Z is zero-dimensional,H
n
dR(Z) =
0 for n 6= 0 and so the equality π+
U(Ddg
perf
(Z))
= idU(Ddg
perf
(Z)) holds.
Item (ii) follows from the Tannakian formalism; see [1, §2.3.3]. Let us now
prove item (iii). As explained in [1, §1.3], the classical Galois-Grothendieck cor-
respondence between finite e´tale k-schemes and finite Gal(k/k)-sets admits a F -
linearization making the following diagram commutative
{finite e´tale k-schemes}op
M

≃
Z 7→Z(k) // {finite Gal(k/k)-sets}op
S 7→FS

AM(k)F ≃
// {finite dim. F -linear representations of Gal(k/k)} .
Recall from [1, §1.3.1] that Z = spec(A), with A a finite dimensional e´tale k-algebra.
As explained in [11, Remark 6.18], we have a natural isomorphism H0dR(Z) =
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HdR(Z) ≃ A of k-vector spaces. Since A⊗k k ≃ k
Z(k)
, the k-algebra A is of dimen-
sion Z(k) and so H0dR(Z) also identifies with k
Z(k). Hence, via the ⊗-equivalence
AM(k)F ≃ NAM(k)F , the fiber functor
HP∗ : NAM(k)F −→ Vect(F ) U(D
dg
perf(Z)) 7→ k
Z(k) ⊗k F
corresponds to the fiber functor
AM(k)F −→ Vect(F ) Z 7→ F
Z(k) .(6.2)
The forgetful functor from the category of finite dimensional F -linear representa-
tions of Gal(k/k) to Vect(F ) identifies with (6.2), and so one concludes that the
noncommutative motivic Galois group Gal(NAM(k)F ) ≃ Gal(AM(k)F ) is naturally
isomorphic to the absolute Galois group of k.
7. Base-change
In this section we first develop the base-change mechanism in the world of non-
commutative pure motives (see Theorems 7.1 and 7.2), then prove its compatibility
with the classical base-change mechanism (see Theorem 7.34), and finally apply it
to the study of motivic decompositions and Schur/Kimura finiteness (see §7.4-7.5).
Theorem 7.1. Every field extension k′/k gives rise to F -linear ⊗-functors
−⊗k k
′ : NChow(k)F −→ NChow(k
′)F −⊗k k
′ : NNum(k)F −→ NNum(k
′)F .
Assuming the noncommutative standard conjecture CNC , that k is of characteristic
zero, and that k is a field extension of F or that F is a field extension of k′, we have
moreover a well-defined F -linear ⊗-functor −⊗k k′ : NNum
†(k)F → NNum
†(k′)F .
Theorem 7.2. When the field extension k′/k is finite and separable we have the
following adjunctions
(7.3) NChow(k′)F
(−)k

NNum(k′)F
(−)k

NChow(k)F
−⊗kk
′
OO
NNum(k)F ,
−⊗kk
′
OO
where (−)k denotes the restriction functor.
The remaining of this section is devoted to the proof of Theorems 7.1 and 7.2.
7.1. Proof of Theorem 7.1. The classical functor −⊗kk′ : C(k)→ C(k′) between
complexes of vector spaces is symmetric monoidal and hence gives naturally rise to
a ⊗-functor −⊗k k′ : dgcat(k)→ dgcat(k′).
Proposition 7.4. The functor − ⊗k k′ : dgcat(k) → dgcat(k′) preserves derived
Morita equivalences.
Proof. Let us start by proving that the functor −⊗kk′ preserves quasi-equivalences.
Let G : A → B be a quasi-equivalence in dgcat(k). Since the functor − ⊗k k′ :
C(k)→ C(k′) preserves quasi-isomorphisms the dg functor G⊗kk′ satisfies condition
(i) of Definition 2.1. In what concerns condition (ii) we have a natural (Ku¨nneth)
isomorphism H0(G) ⊗k k′ ≃ H0(G ⊗k k′) of k′-linear functors. Hence, since by
hypothesis H0(G) is essentially surjective we conclude that H0(G ⊗k k
′) is also
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essentially surjective. Now, let G : A → B be a derived Morita equivalence. Note
that we have a commutative diagram
A
h

G // B
h

Â
Ĝ
// B̂ ,
where h stands for the Yoneda dg functor; see Notation 2.3. By Proposition 2.4(ii)
Ĝ is a quasi-equivalence. Since the functor −⊗k k′ : dgcat(k)→ dgcat(k′) preserves
quasi-equivalences we conclude that Ĝ ⊗k k′ is also a quasi-equivalence and hence
a derived Morita equivalence. By the two-out-of-three property of derived Morita
equivalences it suffices then to show that the dg functor h⊗kk′ : A⊗kk′ → Â⊗kk′ is
a derived Morita equivalence for every dg category A. The same argument as above
shows that h ⊗k k
′ satisfies condition (i) of Definition 2.1. By Proposition 2.4(iii)
it remains only to show that every object X ∈ H0(Â ⊗k k
′) ⊂ Dc(Â ⊗k k
′) is in
the essential image of the functor L(h ⊗k k
′)! : Dc(A ⊗k k
′) → Dc(Â ⊗k k
′). The
natural isomorphism H0(Â)⊗k k
′ ≃ H0(Â⊗k k
′) of k′-linear categories allows us to
write X as X⊗k k
′, where X is the corresponding object of H0(Â). Moreover, since
h : A →֒ Â is a derived Morita equivalence, there exists by Proposition 2.4(iii) an
object Y ∈ Dc(A) and an isomorphism Lh!(Y ) ≃ X in Dc(Â). Now, note that we
have the following commutative diagram
Dc(A)
−⊗kk
′

Lh! // Dc(Â) .
−⊗kk
′

Dc(A⊗k k
′)
L(h⊗kk
′)!
// Dc(Â ⊗k k′) .
By taking Y := Y ⊗k k′ we then obtain
L(h⊗k k
′)!(Y ) ≃ Lh!(Y )⊗k k
′ ≃ X ⊗k k
′ ≃ X
and so the proof is finished. 
Given dg categoriesA and B and a A-B-bimoduleX , let us denote by T (A,B;X)
the dg category whose set of objects is the disjoint union of the sets of objects
of A and B and whose morphisms are given by: A(x, y) if x, y ∈ A; B(x, y) if
x, y ∈ B; X(x, y) if x ∈ A and y ∈ B; 0 if x ∈ B and y ∈ A. Composition is
induced by the composition on A and B, and by the A-B-bimodule structure of
X . Note that we have two natural inclusion dg functors ιA : A → T (A,B;X) and
ιB : B → T (A,B;X).
Lemma 7.5. We have a natural identification
T (A,B;X)⊗k k
′ ≃ T (A⊗k k
′,B ⊗k k
′;X ⊗k k
′)
of dg k′-linear categories.
Proof. This follows from the fact the the functor − ⊗k k′ does not alter the set of
objects and from the fact thatX⊗kk
′ is naturally a (A⊗kk
′)-(B⊗kk
′)-bimodule. 
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Now, recall from [40, §4] that a functor E : dgcat→ A, with values in an additive
category, is called an additive invariant if it sends derived Morita equivalences to
isomorphisms, and for every A, B and X (as above) the inclusion dg functors ιA
and ιB give rise to an isomorphism
E(A)⊕ E(B)
∼
−→ E(T (A,B;X)) .
Examples of additive invariants include algebraic K-theory, cyclic homology (and
all its variants), topological Hochschild homology, etc. In [37] the universal addi-
tive invariant was constructed. It can be described as follows: let Hmo0 be the
category whose objects are the dg categories and whose morphisms are given by
HomHmo0(A,B) := K0rep(A,B), where rep(A,B) ⊂ D(A
op ⊗ B) is the full triangu-
lated subcategory of those A-B-bimodules X such that X(−, x) ∈ Dc(B) for every
object x ∈ A. The composition law is induced by the tensor product of bimodules.
We have a natural functor
(7.6) dgcat −→ Hmo0
which is the identity on objects and which maps a dg functor to the class (in the
Grothendieck group) of the naturally associated bimodule. The category Hmo0 is
additive and the functor (7.6) is an additive invariant. Moreover, it is characterized
by the following universal property:
Theorem 7.7 (see [37]). Given an additive category A, the above functor (7.6)
induces an equivalence of categories
Funadd(Hmo0,A)
∼
−→ Funadd inv(dgcat,A) ,
where the left hand-side denotes the category of additive functors and the right
hand-side the category of additive invariants.
By combining Theorem 7.7 with Proposition 7.4 and Lemma 7.5 we obtain then
a well-defined additive functor
(7.8) −⊗kk
′ : Hmo0(k) −→ Hmo0(k
′) ,
which is moreover symmetric monoidal.
Proposition 7.9. The functor (7.8) gives rise to a F -linear ⊗-functor
(7.10) −⊗kk
′ : NChow(k)F −→ NChow(k
′)F .
Proof. Recall from §2.1 that the saturated dg categories are precisely the dualiz-
able (or rigid) objects of the homotopy category Hmo0 of dg categories. Hence,
since the functor − ⊗k k′ : dgcat(k) → dgcat(k′) is symmetric monoidal (and by
Proposition 7.4 preserves derived Morita equivalences) we conclude that it preserves
saturated dg categories. Therefore, if we denote by sHmo0 ⊂ Hmo0 the full subcate-
gory of saturated dg categories, (7.8) restricts to a ⊗-functor −⊗k k′ : sHmo0(k)→
sHmo(k′). Given saturated dg categories A and B, we have a natural equivalence
of triangulated categories rep(A,B) ≃ Dc(Aop⊗B) and hence a group isomorphism
K0rep(A,B) ≃ K0(Aop⊗B). The categories NChow(k)F and NChow(k′)F can then
be obtained from sHmo0(k) and sHmo0(k
′) by first tensoring each abelian group of
morphisms with the field F and then passing to the associated pseudo-abelian en-
velope. As a consequence, the ⊗-functor − ⊗k k′ : sHmo0(k) → sHmo0(k′) gives
rise to the ⊗-functor (7.10). 
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Now, recall from §3.4 the description of the category NNum(k)F of noncommu-
tative numerical motives which uses saturated dg algebras and the bilinear form χ.
Recall also that every saturated dg category is derived Morita equivalent to a sat-
urated dg algebra. The category NNum(k)F can then be obtained from sHmo0(k)
(see the proof of Proposition 7.9) by first quotienting out by the ⊗-ideal Ker(χ),
then tensoring each abelian group of morphisms with the field F , and finally pass-
ing to the associated pseudo-abelian envelope. In order to obtain from (7.10) the
F -linear ⊗-functor − ⊗k k′ : NNum(k)F → NNum(k′)F , it suffices then to show
that the functor − ⊗k k′ : sHmo0(k) → sHmo0(k′) preserves the ⊗-ideal Ker(χ),
i.e. given any two saturated dg k-algebras A and B one needs to show that the
homomorphism
(7.11) HomsHmo0(k)(A,B)
// HomsHmo0(k′)(A⊗k k
′, B ⊗k k′)
K0(A
op ⊗k B) // K0(Aop ⊗k B ⊗k k′)
preserves the kernel of the bilinear form χ. Since K0(A
op⊗kB) is generated by the
elements of shape [X ], with X ∈ Dc(Aop ⊗k B), and similarly K0(Aop ⊗k B ⊗k k′)
is generated by the elements [Y ], with Y ∈ Dc(Aop ⊗k B ⊗k k′), it suffices to prove
the following implication:
(7.12) [X ] ∈ Ker(χ)⇒ χ([X ⊗k k
′], [Y ]) = 0 for all Y ∈ Dc(A
op ⊗k B ⊗k k
′).
The proof of this implication is divided into a finite and an infinite case. Let us
assume first that the field extension k′/k is finite.
Lemma 7.13. Given a saturated dg k-algebra C, we have an adjunction
(7.14) Dc(C ⊗k k′)
R

Dc(C) .
−⊗kk
′
OO
Moreover, the equality χ([X ], [R(Y )]) = [k′ : k] · χ([X ⊗k k′], [Y ]) holds for every
X ∈ Dc(C) and Y ∈ Dc(C ⊗k k′).
Proof. Consider the natural adjunction
(7.15) D(C ⊗k k′)
R

D(C) ,
−⊗kk
′
OO
where R denotes the functor obtained by composing the equivalence D(C ⊗k k
′) ≃
D((C ⊗k k′)k) with the restriction along the canonical map C → (C ⊗k k′)k. The
fact that the functor −⊗k k′ restricts to compact objects is clear. In what concerns
R, this follows from the isomorphism
R(C ⊗k k
′) ≃ C ⊕ · · · ⊕ C︸ ︷︷ ︸
[k′:k]-times
in D(C) and from the fact that the field extension k′/k is finite. The adjunction
(7.14) is then obtained by restricting (7.15) to compact objects. By adjunction we
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have a natural isomorphism of k-vector spaces
HomDc(C)(X,R(Y )[n]) ≃ HomDc(C⊗kk′)(X ⊗k k
′, Y [n])
for every X ∈ Dc(C), Y ∈ Dc(C ⊗k k′) and n ∈ Z. Moreover, the equality holds
dimkHomDc(C⊗kk′)(X ⊗k k
′, Y [n]) = [k′ : k] · dimk′HomDc(C⊗kk′)(X ⊗k k
′, Y [n]) .
By definition of the bilinear form (3.2) we then obtain the searched equality. 
By applying Lemma 7.13 to the saturated dg k-algebra C := Aop ⊗k B, one
obtains then the equality χ([X ], [R(Y )]) = [k′ : k] · χ([X ⊗k k′], [Y ]) for every
X ∈ Dc(Aop ⊗k B) and Y ∈ Dc(Aop ⊗k B ⊗k k′). Hence, since [k′ : k] 6= 0 one
concludes that the above implication (7.12) holds.
Let us now assume that k′/k is an infinite field extension. Note that k′ identifies
with the colimit of the filtrant diagram {ki}i∈I of intermediate field extensions
k′/ki/k which are finite over k. Given a saturated dg k-algebra C one obtains then
(by applying the usual strictification procedure) a filtrant diagram {Dc(C⊗kki)}i∈I
of triangulated categories. Let us denote by colimi∈IDc(C⊗k ki) its colimit and by
ιi : Dc(C ⊗k ki) → colimi∈IDc(C ⊗k ki) the corresponding functors. The functors
−⊗ki k
′ : Dc(C ⊗k ki)→ Dc(C ⊗k k′), i ∈ I, give rise to a well-defined functor
Γ : colimi∈IDc(C ⊗k ki) −→ Dc(C ⊗k k
′) .
Proposition 7.16. The functor Γ is an equivalence. Moreover, given objects X
and Y in Dc(C⊗kk
′), there exists an element j ∈ I and objects Xj , Yj ∈ Dc(C⊗kkj)
such that Xj ⊗kj k
′ ≃ X,Yj ⊗kj k
′ ≃ Y and χ([Xj ], [Yj ]) = χ([X ], [Y ]).
Proof. We start by proving that Γ is fully-faithful. Let O and P be two objects
of colimi∈IDc(C ⊗k ki). By construction, there is an element j ∈ I and objects
Oj , Pj ∈ Dc(C ⊗k kj) such that ιj(Oj) = O and ιj(Pj) = P . Moreover, we have
the following equality
Homcolimi∈IDc(C⊗kki)(O,P ) = colimj↓IHomDc(C⊗kki)(Oj ⊗kj ki, Pj ⊗kj ki) ,
where j ↓ I := {j → i|i ∈ I} denotes the category of objects under j. On the other
hand we have the equality
HomDc(C⊗kk′)(Γ(O),Γ(P )) = HomDc(C⊗kk′)(Oj ⊗kj k
′, Pj ⊗kj k
′) .
Now, note that by adjunction colimj↓IHomDc(C⊗kki)(Oj ⊗kj ki, Pj ⊗kj ki) identifies
with colimj↓IHomDc(C⊗kkj)(Oj , Pj ⊗kj ki). Moreover, since Oj is a compact object
this colimit agrees with HomD(C⊗kkj)(Oj , colimj↓IPj ⊗kj ki). Similarly, we have
HomDc(C⊗kk′)(Γ(O),Γ(P )) ≃ HomD(C⊗kkj)(Oj , Pj ⊗kj k
′) .
Hence, it suffices to show that the induced morphism
γ(Pj) : colimj↓I Pj ⊗kj ki → Pj ⊗kj k
′
is an isomorphism. Observe that we have a natural transformation
γ(−) : colimj↓I −⊗kjki ⇒ −⊗kj k
′
between two triangulated endofunctors of D(C ⊗k kj). Since C ⊗k kj generates
the triangulated category D(C ⊗k kj) and Pj is a compact object it suffices then
to show that γ(C ⊗k kj) is an isomorphism. This is the case since this morphism
identifies with the natural isomorphism colimj↓I C ⊗k ki
∼
→ C ⊗k k
′.
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Let us now prove that Γ is essentially surjective. By construction, every object
of Dc(C ⊗k k′) is obtained from C ⊗k k′ by a finite number of (de)suspensions,
extensions and retracts. Since the functors −⊗ki k
′ : Dc(C⊗kki)→ Dc(C⊗kk′), i ∈
I, are triangulated and Γ is fully-faithful, it suffices then to show that C ⊗k k′ is
in the (essential) image of Γ. This is clearly the case and so the proof that Γ is an
equivalence is finished.
Now, let X and Y be two objects of Dc(C⊗k k′). Since Γ is an equivalence there
exists an element j ∈ I and objects Xj , Yj ∈ Dc(C ⊗k kj) such that Xj ⊗kj k
′ ≃ X
and Yj ⊗kj k
′ ≃ Y . Moreover, we have the following isomorphism
HomDc(C⊗kk′)(X,Y [n]) ≃ colimj↓IHomDc(C⊗kj ki)(Xj ⊗kj ki, (Yj ⊗kj ki)[n])
for every n ∈ Z. Since k′ is the colimit of the diagram {ki}i∈I and
HomDc(C⊗kj ki)(Xj ⊗kj ki, (Yj ⊗kj ki)[n]) ≃ HomDc(C⊗kkj)(Xj , Yj [n])⊗kj ki
for every n ∈ Z, we conclude then that
HomDc(C⊗kk′)(X,Y [n]) ≃ HomDc(C⊗kkj)(Xj , Yj [n])⊗kj k
′ .
As a consequence, the dimension dimk′HomDc(C⊗kk′)(X,Y [n]) agrees with the di-
mension dimkjHomDc(C⊗kkj)(Xj , Yj [n]) and so by definition of the bilinear form
(3.2) we obtain the equality χ([X ], [Y ]) = χ([Xj ], [Yj ]). 
By combining Proposition 7.16 (applied to C = Aop ⊗k B) with Lemma 7.13
(applied to k′ = kj and C = A
op ⊗k B) we obtain the following equalities
χ([X ], [R(Yj)]) = [kj : k] · χ([X ⊗k kj ], [Yj ]) = [kj : k] · χ([X ⊗k k
′], [Y ]) .
Since [kj : k] 6= 0 one concludes then that the above implication (7.12) holds and
so we obtain the F -linear ⊗-functor −⊗k k′ : NNum(k)F → NNum(k′)F .
Now, recall from §3.3 that periodic cyclic homology HP gives rise to a well-
defined F -linear ⊗-functor HP∗ : NChow(k)F → sVect(K).
Proposition 7.17. The following diagrams commute (up to natural isomorphism)
(7.18) NChow(k)F
HP∗

−⊗kk
′
// NChow(k′)F
HP∗

NChow(k)F
HP∗ ''PP
PP
PP
PP
PP
PP
−⊗kk
′
// NChow(k′)F
HP∗

sVect(k)
−⊗kk
′
// sVect(k′) sVect(F ) .
The left hand-side diagram concerns the case where k is a field extension of F and
the right hand-side diagram the case where F is a field extension of k′.
Proof. Given a dg category A, we have a natural isomorphism CC(A) ⊗k k′ ≃
CC(A⊗k k′) of k′-linear cyclic bicomplexes; see [22, §2.1.2]. As a consequence, one
obtains natural isomorphisms
HCn(A)⊗k k
′ ∼−→ HCn(A⊗k k
′) n ∈ Z ,
where HCn denotes the n
th cyclic homology group. These isomorphisms are com-
patible with Connes’ periodicity operator S (see [22, §2.2]) and hence give rise to
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a well-defined commutative diagram
· · ·
S⊗kk
′
// HCn+2r(A)⊗k k′
≃

S⊗kk
′
// HCn+2r−2(A) ⊗k k′
≃

S⊗kk
′
// · · ·
S⊗kk
′
// // HCn(A)⊗k k′
≃

· · ·
S
// HCn+2r(A⊗k k′)
S
// HCn+2r−2(A⊗k k′)
S
//// · · ·
S
// HCn(A⊗k k′) .
By passing to the limit we obtain then induced isomorphisms
(7.19) lim
r
(HCn+2r(A)⊗k k
′)
∼
−→ lim
r
HCn+2r(A⊗k k
′) n ∈ Z .
When A is saturated, the periodicity operator S becomes an isomorphism for |r| ≫
0 and the nth periodic cyclic homology groupHPn(A) identifies with limrHCn+2r(A);
see the proof of [28, Prop. 7.9]. As a consequence, (7.19) corresponds to an isomor-
phism HPn(A)⊗k k
′ ∼→ HPn(A⊗k k
′). This allows us to conclude that the diagram
on the left hand-side of (7.18) is commutative. The commutativity of the diagram
on the right hand-side is proved similarly: simply use moreover the commutative
diagram
sVect(k)
−⊗kF &&▼▼
▼▼
▼▼
▼▼
▼▼
−⊗kk
′
// sVect(k′)
−⊗k′F

sVect(F ) .

Assuming the noncommutative standard conjecture CNC , that k (and hence
k′) is of characteristic zero, and that k is a field extension of F or that F is a
field extension of k′, recall from the proof of Theorem 1.8 the construction of the
symmetric monoidal categories NNum†(k)F and NNum
†(k′)F . They are obtained
by applying the general [28, Prop. 9.7] to the F -linear ⊗-functors
HP∗ : NChow(k)F −→ sVect(F ) NChow(k)F → NNum(k)F
HP∗ : NChow(k
′)F −→ sVect(F ) NChow(k
′)F → NNum(k
′)F .
Thanks to Proposition 7.17, the functor − ⊗k k′ : NChow(k)F → NChow(k′)F
preserves these new symmetry isomorphism constraints and hence gives rise to
a well-defined F -linear ⊗-functor − ⊗k k′ : NNum
†(k)F → NNum
†(k′)F . This
concludes the proof of Theorem 7.1.
7.2. Proof of Theorem 7.2. The field extension k′/k gives rise to an adjunction
(7.20) dgcat(k′)
(−)k

dgcat(k) .
−⊗kk
′
OO
Lemma 7.21. The functor (−)k : dgcat(k′) → dgcat(k) preserves derived Morita
equivalences and we have a natural identification T (A,B;X)k ≃ T (Ak,Bk;Xk) of
dg k-categories for all dg k′-categories A and B and A-B-bimodules X.
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Proof. The first claim follows from the fact that for every A ∈ dgcat(k′) we have
a natural equivalence D(A) ≃ D(Ak) of k-categories. The second claim follows
from the fact that the functor (−)k does not alter the set of objects and that Xk is
naturally a Ak-Bk-bimodule. 
Lemma 7.21 combined with the universal property of (7.6) (see Theorem 7.7)
furnish us a well-defined additive functor (−)k : Hmo0(k′) → Hmo0(k), which is
moreover symmetric monoidal. Let A ∈ Hmo0(k) and B ∈ Hmo0(k′). The natural
equivalence of categories D((A ⊗k k′)op ⊗k′ B) ≃ D(Aop ⊗k Bk) restricts to an
equivalence rep(A⊗k k′,B) ≃ rep(A,Bk) and hence gives rise to an isomorphism
HomHmo0(k′)(A⊗kk
′,B) = K0rep(A⊗kk
′,B) ≃ K0rep(A,Bk) = HomHmo0(k)(A,Bk) .
As a consequence, one obtains the following adjunction
(7.22) Hmo0(k
′)
(−)k

Hmo0(k) .
−⊗kk
′
OO
Lemma 7.23. Given dg k′-algebras A and B, we have a direct sum decomposition
(7.24) Aopk ⊗k Bk ≃ (A
op ⊗k′ B)k ⊕D
of dg k-algebras.
Proof. One of the many equivalent characterizations of a finite separable field ex-
tension k′/k asserts that k′ is projective as a k′⊗k k′-module; see [49, Thm. 9.2.11].
Hence, the multiplication map k′ ⊗k k
′ → k′ admits a section s and so we obtain a
central idempotent element e := s(1) of k′⊗k k′. Given dg k′-algebras A and B we
have a canonical surjective map
(7.25) Aopk ⊗k Bk ։ (A
op ⊗k′ B)k .
The dg k-algebra Aopk ⊗k Bk is naturally a dg (k
′ ⊗k k′)-algebra and so is endowed
with a central idempotent e˜ := 1 · e. This allows us to define a section to (7.25)
by the rule b1 ⊗ b2 7→ (b1 ⊗ b2) · e˜, and hence obtain the direct sum decomposition
(7.24). 
Proposition 7.26. The functor (−)k : dgcat(k′) → dgcat(k) preserves saturated
dg categories.
Proof. Since by Lemma 7.21 the functor (−)k preserves derived Morita equiva-
lences, it suffices to consider saturated dg algebras; see §2.1. Let A be a saturated
dg k′-algebra. On one hand, since by hypothesis the field extension k′/k is finite,
the sum
∑
i dimkH
i(Ak) = [k
′ : k] ·
∑
i dimk′ H
i(A) remains finite. On the other
hand, we have a well-defined triangulated functor
(7.27) Dc(A
op ⊗k′ A) ≃ Dc((A
op ⊗k′ A)k) −→ D(A
op
k ⊗k Ak)
given by restriction along the canonical map Aopk ⊗k Ak ։ (A
op ⊗k′ A)k. By
Lemma 7.23 (applied to B = A), (Aop ⊗k A)k is a direct factor of Aop ⊗k Ak and
hence a compact object. As a consequence, the above functor (7.27) take values
in the subcategory Dc(A
op
k ⊗k Ak) of compact objects. Moreover, it sends the
A-A-bimodule A to the Ak-Ak-bimodule Ak. Since by hypothesis A belongs to
Dc(Aop ⊗k′ A) we then conclude that Ak belongs to Dc(A
op
k ⊗k Ak). This shows
that Ak is a saturated dg k-algebra and so the proof is finished. 
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Proposition 7.26 (and Proposition 7.9) implies that the above adjunction (7.22)
restricts to saturated dg categories. By combining this fact with the description of
the category of noncommutative Chow motives given in the proof of Proposition 7.9,
one obtains then the adjunction
(7.28) NChow(k′)F
(−)k

NChow(k)F .
−⊗kk
′
OO
Now, in order to obtain the adjunction on the right hand-side of (7.3) it suffices then
to show that both functors of (7.28) descend to the category of noncommutative
numerical motives. The case of the functor − ⊗k k′ is contained in Theorem 7.1.
In what concerns (−)k we have the following result:
Proposition 7.29. We have a well-defined functor (−)k : NNum(k′)F → NNum(k)F .
Proof. By combining Lemma 7.21 with Proposition 7.26 we obtain a well-defined
functor (−)k : sHmo0(k′) → sHmo0(k). Hence, as explained in the proof of Theo-
rem 7.1, it suffices to show that it preserves the ⊗-ideal Ker(χ), i.e. given any two
saturated dg k′-algebras A and B one needs to prove that the homomorphism
HomsHmo0(k′)(A,B) = K0(A
op ⊗k′ B)→ K0(A
op
k ⊗k Bk) = HomsHmo0(k)(Ak, Bk)
preserves the kernel of the bilinear form χ. Since K0(A
op ⊗k′ B) is generated by
the elements of shape [X ], with X ∈ Dc(Aop ⊗k′ B), and similarly K0(A
op
k ⊗k Bk)
is generated by the elements [Y ], with Y ∈ Dc(A
op
k ⊗k Bk), it suffices to prove the
following implication:
(7.30) [X ] ∈ Ker(χ)⇒ χ([Y ], [Xk]) = 0 for all Y ∈ Dc(A
op
k ⊗k Bk).
We have a natural adjunction
(7.31) Dc(Aop ⊗k′ B)
(−)k

Dc(A
op
k ⊗k Bk) ,
L
OO
where L denotes the extension along the canonical map Aopk ⊗k Bk ։ (A
op⊗k′ B)k
followed by the natural equivalenceDc((Aop⊗k′B)k) ≃ Dc(Aop⊗k′B). An argument
similar to the one used in the proof of Lemma 7.13 shows us that χ([L(Y )], [X ]) =
[k′ : k] · χ([Y ], [Xk]). Since [k′ : k] 6= 0, one concludes then that the above implica-
tion (7.30) holds and so the proof is finished. 
7.3. Compatibility. Given a field extension k′/k, recall from [1, §4.2.3] the con-
struction of the F -linear ⊗-functors
Chow(k)F −→ Chow(k
′)F Z 7→ Zk′(7.32)
Num(k)F −→ Num(k
′)F Z 7→ Zk′(7.33)
between the categories of Chow and numerical motives. The compatibility of these
base-change functors with those of Theorem 7.1 is the following:
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Theorem 7.34. When the field extension k′/k is finite we have the following com-
mutative diagrams
Chow(k′)F
Φ:=R◦π // NChow(k′)F Num(k′)F
ΦN :=RN ◦π // NNum(k′)F
Chow(k)F
Φ:=R◦π
//
(7.32)
OO
NChow(k)F
−⊗kk
′
OO
Num(k)F
(7.33)
OO
ΦN :=RN ◦π
// NNum(k)F ,
−⊗kk
′
OO
where π, R, and RN are as in (5.1). Assuming the standard sign conjecture C
+ (see
[1, §5.1.3]) as well as its noncommutative analogue CNC , that k is of characteristic
zero, and that k is a field extension of F or that F is a field extension of k′, we
have moreover the following commutative diagram
(7.35) Num†(k′)F
ΦN // NNum†(k′)F
Num†(k)F
(7.33)
OO
ΦN
// NNum†(k)F .
−⊗kk
′
OO
Proof. Let us start with the case of (noncommutative) Chow motives. Since the
above functor (7.32) maps the Tate motive Q(1) to itself, it descends to the orbit
categories. Consequently, it suffices to show that the square
(7.36) Chow(k′)F /−⊗Q(1)
R // NChow(k′)F
Chow(k)F /−⊗Q(1)
(7.32)
OO
R
// NChow(k)F
−⊗kk
′
OO
commutes. Recall from [38, §8] the explicit construction of the fully faithful F -
linear ⊗-functor R. Since Ddgperf(Z) ⊗k k
′ ≃ Ddgperf(Zk′) for any smooth projective
k-scheme Z (see [43, Prop. 6.2]), one observes from loc. cit. that the commutativity
of (7.36) follows from Lemma 7.40 below.
In what concerns (noncommutative) numerical motives, consider the diagram:
(7.37) Chow(k′)F
Φ //

NChow(k′)F

Num(k′)F
ΦN // NNum(k′)F
Num(k)F
ΦN
//
(7.33)
OO
NNum(k)F
−⊗kk
′
OO
Chow(k)F
OO
Φ
//
(7.32)
99
NChow(k)F .
OO
−⊗kk
′
ee
All the six squares, except the middle one, are commutative. The four smallest
ones are commutative by construction and the commutativity of the largest one
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was proved above. Recall that by construction the functor Chow(k)F → Num(k)F
is full and that its image is dense, i.e. every object of Num(k)F is a direct factor of
an object in the image. As a consequence, one concludes that the middle square in
(7.37) is also commutative.
Let us show that (7.35) is commutative. Recall from [28, §11] the construction
of the symmetric monoidal categories Num†(k)F and Num
†(k′)F . Similarly to
NNum†(k)F and NNum
†(k′)F (see the proof of Proposition 7.17), they are obtained
by applying the general [28, Prop. 9.7] to the F -linear ⊗-functors
Chow(k)F
Φ
→ NChow(k)F
HP∗→ sVect(F ) Chow(k)F → Num(k)F(7.38)
Chow(k′)F
Φ
→ NChow(k′)F
HP∗→ sVect(F ) Chow(k′)F → Num(k
′)F .(7.39)
Recall from the proof of [28, Thm. 1.3] that the left-hand-sides of (7.38)-(7.39)
identify with the 2-perioditization of de Rham cohomology
Z 7→ (
⊕
n even
HndR(Z),
⊕
n odd
HndR(Z)) .
The proof of our claim follows now from the combination of Theorem 7.1 with the
commutativity of the other two squares of Theorem 7.34. 
Lemma 7.40. Let Z and Z ′ be two smooth projective k-schemes. When the field
extension k′/k is finite the following square commutes
(7.41) K0(Zk′ × Z ′k′)F
ch(−)·π∗
Z′
k′
(td(Z′
k′ ))
// Z∗rat(Zk′ × Z
′
k′)F
K0(Z × Z ′)F
ch(−)·π∗
Z′(td(Z
′))
//
OO
Z∗rat(Z × Z
′)F ,
OO
where ch denotes the Chern character and td the Todd class.
Proof. Recall first that we have a well-defined morphism ι× ι′ : Zk′ ×Z ′k′ → Z×Z
′
of smooth projective k-schemes. Since the functors K0(−)F and Z∗rat(−)F are
independent of the base field the vertical homomorphisms of (7.41) are given by
K0(Z × Z
′)F
(ι×ι′)∗
−→ K0(Zk′ × Z
′
k′)F Z
∗
rat(Z × Z
′)F
(ι×ι′)∗
−→ Z∗rat(Zk′ × Z
′
k′)F .
Therefore, if one ignores the Todd class the above square (7.41) commutes since
ch(−) is a natural transformation of functors between K0(−)F and Z∗rat(−)F . In
what concerns the Todd class, recall from [12, Example 18.3.9] that since by hypoth-
esis the field extension k′/k is finite we have (ι′)∗(td(Z ′)) = td(Z ′k′). Consequently,
the following equality holds
(ι× ι′)∗(π∗Z′ (td(Z
′))) = π∗Zk′ ((ι
′)∗(td(Z ′))) = π∗Zk′ (td(Z
′
k′)) .
By combining it with the above arguments we conclude that (7.41) commutes. This
achieves the proof. 
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7.4. Motivic decompositions. Let L ∈ Chow(k)F be the Lefschetz motive (=
the ⊗-inverse of the Tate motive Q(1)) and 1 := U(k) the ⊗-unit of NChow(k)F .
Consider the following natural notions:
(i) A Chow motive in Chow(k)F is called of Lefschetz type if it is isomorphic to
L⊗l1 ⊕ · · · ⊕ L⊗lm for some choice of non-negative integers l1, . . . , lm.
(ii) A noncommutative Chow motive in NChow(k)F is called of unit type if it is
isomorphic to ⊕mi=11 for a certain non-negative integer m.
Intuitively speaking, (i)-(ii) are the simplest kinds of (noncommutative) Chow mo-
tives. As explained in [30, §2], the Chow motives of projective spaces, quadrics,
rational surfaces, complex Fano threefolds with vanishing odd cohomology and cer-
tain classes of homogeneous spaces and moduli spaces, are of Lefschetz type. On
the other hand, as proved in [30, §4], whenever the derived category Dperf(Z) of
perfect complexes of OZ-complexes of a smooth projective k-scheme Z admits a full
exceptional collection (see [15, §1.4]) the associated noncommutative Chow motive
U(Ddgperf(Z)) is of unit type. An important (and difficult) question in the world of
Chow motives is the following:
Question: Given a Chow motive M ∈ Chow(k)F , is there a field extension k′/k
under which Mk′ becomes of Lefschetz type ?
Our work above provides new tools to address this question. As proved in [30,
Thms. 1.3 and 1.7], a Chow motive M ∈ Chow(k)F is of Lefschetz type if and
only if the associated noncommutative Chow motive Φ(M) ∈ NChow(k)F is of unit
type. By combining this equivalence with the above Theorem 7.34 we obtain the
following result:
Corollary 7.42. Let k′/k be an arbitrary field extension and M ∈ Chow(k)F
a Chow motive. Then, Mk′ ∈ Chow(k′)F is of Lefschetz type if and only if the
noncommutative Chow motive Φ(M)⊗k k′ is of unit type.
Proof. If the field extension k′/k is finite the proof is clear. On the other hand if
k′/k is not finite let us denote by {ki}i∈I the filtered diagram of intermediate field
extensions k′/ki/k that are finite over k. An argument similar to the one used in
the proof of Proposition 8.15 furnish us equivalences of categories
colimiChow(ki)F ≃ Chow(k
′)F colimiNChow(ki)F ≃ NChow(k
′)F .
Consequently, the isomorphismsMk′ ≃ L⊗l1⊕· · ·⊕L⊗lm and Φ(M)⊗k k′ ≃ ⊕mi=11
always occur at a field extension ki/k which is finite over k. This achieves the
proof. 
Intuitively speaking, Corollary 7.42 show us that in order to test if the Chow
motive Mk′ is of Lefschetz type we can (alternatively) use the noncommutative
world. Note that in the particular case where M = M(Z), with Z a smooth
projective k-scheme, the equivalence of Corollary 7.42 reduces to
(7.43) M(Zk′) Lefschetz type⇔ U(D
dg
perf(Z)⊗k k
′) unit type .
Hence, instead of testing M(Zk′) one can test instead the noncommutative Chow
motive U(Ddgperf(Z) ⊗k k
′). For example, when Z is a Severi-Brauer variety of di-
mension n we have a semi-orthogonal decomposition2
Ddgperf(Z) = 〈D
dg
perf(k),D
dg
perf(A), . . . ,D
dg
perf(A
⊗n)〉 ,
2A generalization of the notion of full exceptional collection; see [15, §1.4].
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where A is the (noncommutative) Azumaya algebra associated to Z; see [3] for in-
stance. As proved in [30, §5], semi-orthogonal decompositions become direct sums in
NChow(k)F . Moreover, A⊗k k ≃ k. Hence, one concludes that U(D
dg
perf(Z)⊗k k) ≃
⊕n+1i=1 1 and consequently, using the above equivalence (7.43), that M(Zk) is of Lef-
schtez type. Since Z is a Severi-Brauer variety we know a priori that Zk ≃ P
n+1
k
and hence that M(Zk) is of Lefschetz type. However, we believe this strategy can
be generalized to other examples because the existence of semi-orthogonal decom-
positions is quite frequent; see [5, 15, 33] for instance.
Now, recall from the proof of Theorem 7.1 the notion of additive invariant.
Thanks to the work of Blumberg-Mandell, Keller, Schlichting, Thomason-Trobaugh,
Waldhausen, Weibel, and others (see [4, 17, 18, 35, 41, 42, 44, 48, 52]), algebraic K-
theory, Hochschild homology, cyclic homology, periodic cyclic homology, negative
cyclic homology, topological Hochschild homology, and topological cyclic homology,
are all examples of additive invariants. As proved in loc. cit., when applied to
Ddgperf(Z) these invariants reduce to the (classical) invariants of Z. Given an additive
invariant E let us then write E(Z) instead of E(Ddgperf(Z)).
Corollary 7.44. Let Z be a smooth projective k-scheme such that M(Zk′) is of
Lefschetz type. Then, E(Zk′) ≃ ⊕mi=1E(k
′) for every additive invariant E.
Proof. This follows from the combination of Corollary 7.42 with the fact that ev-
ery additive invariant E descends to Hmo0(k
′)F and hence to NChow(k
′)F ; see
Theorem 7.7. 
Corollary 7.44 can be used in order to prove negative results. For instance,
whenever one finds an additive invariant E such that E(Zk′) 6= ⊕mi=1E(k
′) one
concludes that M(Zk′) cannot be of Lefschetz type. Due to the numerous additive
invariants in the literature we believe that Corollary 7.44 is a pratical new tool to
establish such negative results.
7.5. Schur/Kimura finiteness. Let C be a Q-linear, idempotent complete, sym-
metric monoidal category. Given a partition λ of a natural number n, we can
consider the associated Schur functor Sλ : C → C which sends an object c to the di-
rect summand of c⊗n determined by λ; see Deligne’s foundational work [10]. We say
that c is Schur-finite if it is annihilated by some Schur functor. When λ = (n), resp.
λ = (1, . . . , 1), the associated Schur functor Symn := S(n), resp. Alt
n := S(1,...,1),
should be considered as the analogue of the usual nth-symmetric, resp. nth-wedge,
product of Q-vector spaces. We say that c is evenly, resp. oddly, finite dimensional
if Altn(c), resp. Symn(c), vanishes for some n. Finally, c is Kimura-finite if it
admits a direct sum decomposition c ≃ c+⊕ c− into an evenly c+ and an oddly c−
finite dimensional object. Note that Kimura-finiteness implies Schur-finiteness.
The categories Chow(k)F and NChow(k)F are by construction Q-linear, idem-
potent complete, and symmetric monoidal. Hence, the above notions apply. In
the commutative world these finiteness notions were extensively studied by Andre´-
Kahn, Guletskii, Guletskii-Pedrini, Kimura, Mazza, and others; see [1, 2, 13, 14,
19, 31]. For instance, Guletskii and Pedrini proved that given a smooth projective
surface S (over a field of characteristic zero) with pg(S) = 0, the Chow motive
M(S) is Kimura-finite if and only if Bloch’s conjecture on the Albanese kernel for
S holds. Similarly to §7.4, we have the following important question:
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Question: Given a Chow motive M ∈ Chow(k)F , is there a field extension k′/k
under which Mk′ is Schur/Kimura-finite ?
Our above work also provides new tools to attack this question. As proved in [38,
Thm. 2.1], a ChowmotiveM ∈ Chow(k)F is Schur-finite if and only if the associated
noncommutative Chow motive Φ(N) ∈ NChow(k)F is Schur-finite. Moreover, if M
is Kimura-finite then Φ(M) is also Kimura-finite. Thanks to Theorem 7.34 we then
obtain the following result:
Corollary 7.45. Let k′/k be an arbitrary field extension and M ∈ Chow(k)F a
Chow motive. Then, the following holds:
(i) The Chow motive Mk′ ∈ Chow(k′)F is Schur-finite if and only if the noncom-
mutative Chow motive Φ(M)⊗k k′ is Schur-finite.
(ii) If Mk′ is Kimura-finite, then Φ(M)⊗k k
′ is also Kimura-finite.
Proof. The proof is similar to the one of Corollary 7.42. 
We believe that Corollary 7.45, combined with a strategy similar to the one of
§7.4, can be used in the search of new Schur-finite Chow motives.
Corollary 7.46. Let Z be a smooth projective k-scheme such that M(Zk′) is
Schur/Kimura-finite. Then, E(Zk′) is also Schur/Kimura-finite for every sym-
metric monoidal additive invariant E.
Proof. This is simply the combination of Corollary 7.45 with the following two
facts: (i) every symmetric monoidal additive invariant E descends to a symmetric
monoidal additive Q-linear functor defined on NChow(k)F ; (ii) every symmetric
monoidal additive Q-linear functor preserves Schur/Kimura-finiteness. 
Examples of symmetric monoidal additive invariants include, among others,
topological Hochschild homology, topological cyclic homology, and Kassel’s mixed
complex construction3 (see [16, §5.3]). These invariants take values respectively in
the category of rational spectra, rational pro-spectra, and in the derived category
of mixed complexes.
Remark 7.47. It was conjectured by Kimura [19] that every Chow motive is Kimura-
finite (and hence Schur-finite). Using Corollary 7.45, this implies that every additive
invariant take values in Kimura finite objects.
8. Proof of Theorem 1.9
We need to prove that P is surjective, that the composition P ◦ I is trivial, that
Ker(P ) ⊆ Im(I), and that I is injective.
Surjectivity of P . This follows from items (ii) and (iii) of Theorem 1.8.
Triviality of the composition P ◦I. Let ϕ be an element of the noncommutative
motivic Galois group Gal(NNum†(k)F ), i.e. a ⊗-automorphism of the fiber functor
HP∗ : NNum
†(k)F → Vect(F ). One needs to show that for every noncommutative
Artin motive L ∈ NAM(k)F the equality ϕL⊗kk = idHP∗(L⊗kk) holds. Thanks to
the description (6.1) of the category NAM(k)F (and Theorems 1.7-1.8) it suffices to
consider the noncommutative Artin motives of the form U(Ddgperf(Z)), with Z a finite
e´tale k-scheme. Recall from [1, §1.3.1] that Z = spec(A), with A a finite dimensional
3From which all variants of cyclic homology can be recovered.
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e´tale k-algebra. As a consequence, the dg category Ddgperf(Z) is naturally derived
Morita equivalence to Ddgperf(A) and hence to A. The noncommutative Artin motive
U(Ddgperf(Z)) identifies then with A (considered as a dg k-algebra concentrated in
degree zero). Since A is e´tale, we have an isomorphism A ⊗k k ≃ k
dim(A)
of k-
algebras, where dim(A) denote the dimension of A. Hence, the image of A under
the composed functor AM(k)F ⊂ NNum
†(k)F
−⊗kk−→ NNum†(k)F identifies with
the direct sum of dim(A) copies of the tensor unit k. This implies that ϕA⊗kk =
idHP∗(A⊗kk) and so we conclude that the composition P ◦ I is trivial.
Injectivity of I. We start with some general technical results. A subcategory
Ddens of an idempotent complete category D will be called dense if the pseudo-
abelian envelope (Ddens)♮ agrees with D.
Proposition 8.1. Given a field K, let C and D be two K-linear abelian idempotent
complete rigid symmetric monoidal categories, H : C → D an exact K-linear ⊗-
functor, and ω : D → Vect(K) a fiber functor. Assume that D is semi-simple and
that for every object Y of a (fixed) dense subcategory Ddens of D there exists an
object X ∈ C and a surjective morphism f : H(X)։ Y . Then, the induced group
homomorphism
Gal(D) := Aut⊗(ω) −→ Aut⊗(ω ◦H) =: Gal(C) ϕ 7→ ϕ ◦H(8.2)
is injective.
Proof. Let ϕ ∈ Gal(D) be an element in the kernel of (8.2), i.e. ϕH(X) = idω(H(X))
for any X ∈ C. We need to show that ϕY = idω(Y ) for every object Y of D. It
suffices to show this claim for the objects of Ddens ⊂ D since every object in D is
a direct factor of an object in Ddens. Given an object Y ∈ Ddens, there exists by
hypothesis an object X ∈ C and a surjective morphism f : H(X)։ Y . Since D is
abelian semi-simple, f admits by Lemma 8.3 a section s : Y → H(X) and so one
can consider the following commutative diagram
ω(Y )
ϕY

ω(s) // ω(H(X))
ω(f) // ω(Y )
ϕY

ω(Y )
ω(s)
// ω(H(X))
ω(f)
// ω(Y ) ,
with ω(f) ◦ ω(s) = idω(Y ). As a consequence, ϕY = idω(Y ) and so the proof is
finished. 
Lemma 8.3. Any surjective morphism f : X ։ Y in an abelian semi-simple
K-linear category D admits a section.
Proof. Since by hypothesis D is abelian semi-simple, every object admits a unique
finite direct sum decomposition into simple objects. Hence, f corresponds to a
surjective morphism S1 ⊕ · · · ⊕ Sn ։ S1 ⊕ · · · ⊕ Sm between direct sums of simple
objects. Since HomD(Si, Sj) = δij ·K, we conclude then that f admits a section. 
In order to prove that I is injective we will make use of the general Proposi-
tion 8.1 (applied to K = F and H = − ⊗k k : NNum
†(k)F → NNum
†(k)F ). By
construction, the saturated dg k-algebras form a dense subcategory of NNum†(k)F ;
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see §3.4. Hence, it suffices to show that for every saturated dg k-algebra B there
exists a saturated dg k-algebra A and a surjective morphism f : A ⊗k k ։ B in
NNum†(k)F . The proof of this fact is now divided into a finite and an infinite
case. Let us assume first that the field extension k/k is finite. Note that since k is
algebraically closed and by hypothesis k is of characteristic zero, the field extension
k/k is separable.
Proposition 8.4. The adjunction of Theorem 7.2 (with k′ = k)
(8.5) NNum(k)F
(−)k

NNum(k)F
−⊗kk
OO
is monadic (see [24, §VI]). Moreover, we have a natural isomorphism of functors
−⊗k kk ≃ (−⊗k k)k, where kk denotes the k-algebra k.
Proof. Recall that since by hypothesis k, k, and F have the same characteristic
the categories NNum(k)F and NNum(k)F are not only abelian but moreover semi-
simple. As a consequence the additive functor (−)k is in fact exact, i.e. it preserves
all kernels and cokernels. We now show that it is moreover conservative, i.e. that
it reflects all isomorphisms. These two properties imply in particular that (−)k
reflects all cokernels and so Beck’s monadic conditions (see [24, page 151]) are
satisfied. Let M ∈ NNum(k)F be a noncommutative numerical motive. Since (−)k
is exact, in order to prove that it is moreover conservative, it suffices to show that
M ≃ 0 whenever Mk ≃ 0. Let us assume first that M is a saturated dg k-algebra
B. If by hypothesis the F -vector spaces
(8.6) HomNNum(k)F (Ak, Bk) = K0(A
op
k ⊗k Bk)F /Ker(χAk,Bk)
are trivial for every saturated dg k-algebra A, one needs to show that the F -vector
spaces
(8.7) HomNNum(k)F (A,B) = K0(A
op ⊗k B)F /Ker(χA,B)
are also trivial. Lemma 7.23 (with k′ = k) furnish us a direct sum decomposition
Aopk ⊗k Bk ≃ (A
op ⊗k B)k ⊕D. As a consequence, (8.6) identifies with(
K0(A
op ⊗k B)F ⊕K0(D)F
)
/Ker(χA,B + χD) ,
where χA,B + χD denotes the sum of the two bilinear forms. Moreover, the homo-
morphism from (8.7) to (8.6) induced by (−)k corresponds to the inclusion. Hence,
since by hypothesis the F -vector spaces (8.6) are trivial one concludes that (8.7) is
also trivial. Let us now assume that M is of the form (B, e), with B a saturated
dg k-algebra and e an idempotent of the F -algebra K0(B
op ⊗k B)F /Ker(χ). If by
hypothesis (B, e)k ≃ 0, then ek = 0 in the F -algebra K0(B
op
k ⊗k Bk)F /Ker(χ). As
proved above the homomorphism
K0(B
op ⊗k B)F /Ker(χ) −→ K0(B
op
k ⊗k Bk)F /Ker(χ)
is injective and so one concludes that e, and hence (B, e), is also trivial.
In what concerns the isomorphism of functors, note that we have a natural
transformation Id⊗ǫk : −⊗k kk ⊗k k ⇒ −⊗k k, where ǫ denotes the counit of the
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adjunction. Via the above adjunction (8.5) it corresponds to a natural transforma-
tion − ⊗k kk ⇒ (− ⊗k k)k. This latter one is an isomorphism since the functors
− ⊗k k and (−)k do not alter the set of objects and the same isomorphism holds
for complexes of vector spaces. 
Returning to the proof of the injectivity of I, take for A the saturated dg k-
algebra Bk and for f the counit ǫB : Bk ⊗k k → B of the above adjunction (8.5).
This adjunction is monadic and so ǫB is in fact surjective. Note that the categories
NNum(k)F and NNum
†(k)F are the same (except in what concerns the symmetry
isomorphism constraints) and so f is also surjective in NNum†(k)F .
Let us now assume that the field extension k/k is infinite. Consider the filtrant
diagram {ki}i∈I of intermediate field extensions k/ki/k which are finite over k.
Since k identifies with colimi∈Iki there exists by [45, Thm. 1.1] a finite field exten-
sion k0/k and a saturated dg k0-algebra B0 such that B0 ⊗k0 k ≃ B. Moreover,
since by hypothesis k is of characteristic zero the field extensions k/k0 and k/k are
separable and so one concludes that k0/k is also a separable field extension. Hence,
using the same argument as above (with k replaced by k0), one obtains a surjective
morphism f : (B0)k⊗kk0 ։ B0 in NNum
†(k0)F . Since the category NNum
†(k0)F is
abelian semi-simple, Lemma 8.3 implies that f admits a section. As a consequence,
the image of f under the base-change functor −⊗k0k : NNum
†(k0)F → NNum
†(k)F
admits also a section and hence is surjective. In sum, we have a surjective mor-
phism (B0)k ⊗k k ։ B0⊗k0 k ≃ B in NNum
†(k)F . This concludes the proof of the
injectivity of I.
Inclusion Ker(P ) ⊆ Im(I). Recall first that since by hypothesis F is a field ex-
tension of k we have a well-defined commutative diagram
NNum†(k)F
HP∗ ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
−⊗kk // NNum†(k)F
HP∗

Vect(F ) .
Let ϕ be an element of the noncommutative motivic Galois group Gal(NNum†(k)F )
such that ϕL = idHP∗(L) for every noncommutative Artin motive L ∈ NAM(k)F .
One needs to construct an element ϕ of Gal(NNum†(k)F ), i.e. a ⊗-automorphism
of the fiber functor HP∗ : NNum
†(k)F → Vect(F ), such that ϕM⊗kk = ϕM for
every noncommutative numerical motive M ∈ NNum†(k)F . The proof is divided
into a finite and an infinite case. Let us assume first that the field extension k/k is
finite. Recall from Proposition 8.4 that we have a monadic adjunction
(8.8) NNum(k)F
(−)k

NNum(k)F .
−⊗kk
OO
Let us denote by η : Id ⇒ (− ⊗k k)k and ǫ : (−)k ⊗k k ⇒ Id the unit and counit
of the adjunction (8.8). Since this adjunction is monadic every noncommutative
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numerical motive N ∈ NNum(k)F admits the following canonical presentation
(8.9) cokernel
(
ǫNk⊗kk − (ǫN )k ⊗k k : (Nk ⊗k k)k ⊗k k −→ Nk ⊗k k
)
≃ N ;
see [24, §7]. The same holds in NNum†(k)F since this category only differs from
NNum(k)F in what concerns the symmetry isomorphism constraints.
Lemma 8.10. The following square commutes
(8.11) HP∗((Nk ⊗k k)k ⊗k k)
≃ϕ(Nk⊗kk)k

HP∗(ǫNk⊗kk
)−HP∗((ǫN )k⊗kk)
// HP∗(Nk ⊗k k)
≃ ϕNk

HP∗((Nk ⊗k k)k ⊗k k)
HP∗(ǫNk⊗kk
)−HP∗((ǫN )k⊗kk)
// HP∗(Nk ⊗k k) .
Proof. Note first that by naturally of ϕ we have
ϕNk ◦HP∗((ǫN )k ⊗k k) = HP∗((ǫN )k ⊗k k) ◦ ϕ(Nk⊗kk)k .
Hence, the commutativity of (8.11) follows from the commutativity of the square
(8.12) HP∗((Nk ⊗k k)k ⊗k k)
≃ϕ(Nk⊗kk)k

HP∗(ǫNk⊗kk
)
// HP∗(Nk ⊗k k)
≃ ϕNk

HP∗((Nk ⊗k k)k ⊗k k)
HP∗(ǫNk⊗kk
)
// HP∗(Nk ⊗k k) .
Let us now prove that (8.12) is commutative. The following natural isomorphisms
hold:
(Nk ⊗k k)k ⊗k k ≃ (Nk ⊗k kk)⊗k k ≃ (Nk ⊗k k)⊗k (kk ⊗k k) .
The first one follows from the isomorphism of functors (−⊗kk)k ≃ −⊗kkk of Propo-
sition 8.4 and the second one from the fact that the functor − ⊗k k is symmetric
monoidal. Under these isomorphisms, HP∗(ǫNk⊗kk) identifies with
HP∗(Nk⊗k k)⊗HP∗(kk⊗k k)
id⊗HP∗(ǫk)−→ HP∗(Nk⊗k k)⊗HP∗(k) ≃ HP∗(Nk⊗k k)
and ϕ(Nk⊗kk)k with
HP∗(Nk ⊗k k)⊗HP∗(kk ⊗k k)
ϕNk⊗ϕkk−→ HP∗(Nk ⊗k k)⊗HP∗(kk ⊗k k) .
Now, note that kk is a finite e´tale k-algebra and hence a noncommutative Artin
motive. Since by hypothesis ϕL = idHP∗(L) for every noncommutative Artin motive
we have ϕkk = idHP∗(kk). By combining all these facts we then conclude that the
above diagram (8.12) is commutative since it identifies with
HP∗(Nk ⊗k k)⊗HP∗(kk ⊗k k)
≃ϕNk⊗id

id⊗HP∗(ǫk) // HP∗(Nk ⊗k k)
≃ ϕNk

HP∗(Nk ⊗k k)⊗HP∗(kk ⊗k k)
id⊗HP∗(ǫk)
// HP∗(Nk ⊗k k) .

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The fiber functorHP∗ : NNum
†(k)F → Vect(F ) is exact and symmetric monoidal.
Hence, by combining Lemma 8.10 with the canonical presentation (8.9), one obtains
an automorphism ϕN : HP∗(N)
∼
→ HP∗(N) for every noncommutative numerical
motive N ∈ NNum†(k)F . By construction these automorphisms are functorial on
N and hence give rise to a well-defined automorphism ϕ of the fiber functor HP∗.
Let us now show that this automorphism ϕ is tensorial. Given any two non-
commutative numerical motives N,O ∈ NNum†(k)F one needs to show that the
following square commutes
(8.13) HP∗(N)⊗HP∗(O)
≃ //
≃ϕN⊗ϕO

HP∗(N ⊗k O)
≃ ϕN⊗
k
O

HP∗(N)⊗HP∗(O) ≃
// HP∗(N ⊗k O) .
In order to prove this consider the following diagram :
HP∗(Nk ⊗k k)⊗HP∗(Ok ⊗k k)
≃ //
HP∗(ǫNk )⊗HP∗(ǫOk )

≃ϕNk⊗ϕOk
$$
HP∗((Nk ⊗k Ok)⊗k k)
HP∗(ǫNk⊗ǫOk )

≃ ϕNk⊗kOk
zz
HP∗(N)⊗HP∗(O)
≃ϕN⊗ϕO

≃ // HP∗(N ⊗k O)
≃ ϕN⊗
k
O

HP∗(N)⊗HP∗(O) ≃
// HP∗(N ⊗k O)
HP∗(Nk ⊗k k)⊗HP∗(Ok ⊗k k)
HP∗(ǫNk )⊗HP∗(ǫOk )
OO
≃
// HP∗((Nk ⊗k Ok)⊗k k) .
HP∗(ǫNk⊗ǫOk )
OO
All the six squares, except the middle one (i.e. (8.13)), are commutative. This
follows from the hypothesis that ϕ is tensorial, from the naturalness of ϕ, and from
the fact that the fiber functor HP∗ is symmetric monoidal. As a consequence, the
two composed morphisms of (8.13) (from HP∗(N) ⊗ HP∗(O) to HP∗(N ⊗k O))
agree when pre-composed with HP∗(ǫNk)⊗HP∗(ǫOk). Both counit morphisms ǫNk
and ǫOk are surjective and hence by Lemma 8.3 admit sections. This implies that
HP∗(ǫNk)⊗HP∗(ǫOk) is also surjective and so one concludes that the above square
(8.13) commutes.
Let us now show that ϕM⊗kk = ϕM for every noncommutative numerical motive
M ∈ NNum†(k)F . By construction of ϕM⊗kk it suffices to show that the following
square
(8.14) HP∗((M ⊗k k)k ⊗k k)
≃ϕ(M⊗kk)k

HP∗(ǫM⊗kk
)
// HP∗(M ⊗k k)
≃ ϕM

HP∗((M ⊗k k)k ⊗k k)
HP∗(ǫM⊗kk
)
// HP∗(M ⊗k k)
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commutes. As in the proof of Lemma 8.10 this is indeed the case since (8.14)
identifies with the following commutative square
HP∗(M ⊗k k)⊗HP∗(kk ⊗k k)
id⊗HP∗(ǫk) //
≃ϕM⊗id

HP∗(M ⊗k k)
≃ ϕM

HP∗(M ⊗k k)⊗HP∗(kk ⊗k k)
id⊗HP∗(ǫk)
// HP∗(M ⊗k k) .
Let us now assume that the field extension k/k is infinite. Consider the filtered
diagram {ki}i∈I of intermediate field extensions k/ki/k which are finite over k.
By applying the usual strictification procedure one obtains a filtrant diagram of
categories {NNum†(ki)F }i∈I . The base-change⊗-functors−⊗kik : NNum
†(ki)F →
NNum†(k)F , i ∈ I, give rise to a well-defined ⊗-functor
Λ : colimi∈I NNum
†(ki)F −→ NNum
†(k)F .
Proposition 8.15. The functor Λ is an equivalence.
Proof. We start by proving that Λ is fully-faithful. Let M and N be two objects
of colimi∈I NNum
†(ki)F . There exists then an element j ∈ I and objects Mj, Nj ∈
NNum†(kj)F such that Mj ⊗kj k = M and Nj ⊗kj k = N . By construction of
the category of noncommutative numerical motives it suffices to consider the case
where Mj and Nj are saturated dg kj-algebras. We have the following equalities
Homcolimi∈I NNum†(ki)F (M,N) = colimj↓IHomNNum†(ki)F (Mj ⊗kj ki, Nj ⊗kj ki)
= colimj↓I
(
K0((M
op
j ⊗ki Nj)⊗kj ki)F /Ker(χ)
)
,
where j ↓ I denotes the category of objects under j. On the other hand we have
HomNNum†(k)F (Λ(M),Λ(N)) = HomNNum†(k)F (Mj ⊗kj k,Nj ⊗kj k)
= K0((M
op
j ⊗kj Nj)⊗kj k)F /Ker(χ) .
Proposition 7.16 (applied to k = kj , k
′ = k, C = M opj ⊗kj Nj , and I = j ↓ I)
furnish us an equivalence of categories
colimj↓IDc((M
op
j ⊗kj Nj)⊗kj ki)
∼
−→ Dc((M
op
j ⊗kj Nj)⊗kj k) .
Since the Grothendieck group functor preserves filtered colimits the upper horizon-
tal map in the following commutative diagram is an isomorphism
colimj↓IK0((M
op
j ⊗kj Nj)⊗kj ki)F

≃ // K0((M
op
j ⊗kj Nj)⊗kj k)F

colimj↓I
(
K0((M
op
j ⊗kj Nj)⊗kj ki)F /Ker(χ)
)
// K0((M
op
j ⊗kj Nj)⊗kj k)F /Ker(χ) .
The right vertical map is surjective and so we conclude that the lower horizon-
tal map is also surjective. Since this latter map identifies with the one from
Homcolimi∈I NNum†(ki)F (M,N) to HomNNum†(k)F (Λ(M),Λ(N)) induced by Λ it re-
mains to show that it is moreover injective. Let Xi be an object of Dc((M
op
j ⊗kj
Nj)⊗kj ki) such that χ([Xi ⊗ki k], [Y ]) = 0 for every Y ∈ Dc((M
op
j ⊗kj Nj)⊗kj k).
Given any object W ∈ Dc((M
op
j ⊗kj Nj) ⊗kj ki) we have by Proposition 7.16 the
equality χ([Xi], [W ]) = χ([Xi ⊗ki k], [W ⊗ki k]). As a consequence [Xi] becomes
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trivial in colimj↓I
(
K0((M
op
j ⊗kj Nj)⊗kj ki)F /Ker(χ)
)
and so we conclude that the
lower horizontal map is injective.
We now prove that Λ is essentially surjective. Let N be an object of NNum†(k)F .
By definition N is of the form (B, e), with B a saturated dg k-algebra and e an
idempotent element of the F -algebra K0(B
op⊗kB)F /Ker(χ). As explained above,
there exists a finite field extension k0/k and a saturated dg k0-algebra B0 such that
B0 ⊗k0 k ≃ B. The functor Λ is fully-faithful and so we have an isomorphism
colimj↓I (K0((B
op
0 ⊗k0 B0)⊗k0 ki)F /Ker(χ))
∼
−→ K0(B
op ⊗k B)F /Ker(χ) .
Now, since the maps in the filtered diagram respect the composition operation there
exists a finite field extension kl/kj and an idempotent element el of the F -algebra
K0((B
op
0 ⊗k0 B) ⊗k0 kl)F /Ker(χ) such that el ⊗kl k = e. As a consequence the
noncommutative numerical motive (B0⊗k0 kl, el) is such that (B0⊗k0 kl, el)⊗kl k ≃
(B, e). This shows that the functor Λ is essentially surjective and so the proof is
finished. 
Returning to the proof of the inclusion Ker(P ) ⊆ Im(I), recall that we have
by hypothesis an element ϕ ∈ Gal(NNum†(k)F ) such that ϕL = idHP∗(L) for
every noncommutative Artin motive L ∈ NAM(k)F . As proved above (in the
case of a finite field extension k/k), the ⊗-automorphism ϕ can be “lifted” to ⊗-
automorphisms ϕi ∈ Gal(NNum†(ki)F ), i ∈ I, in the sense that ϕiM⊗kki = ϕM for
every noncommutative numerical motive M ∈ NNum†(k)F . Since the homomor-
phisms Gal(NNum†(ki)F ) → Gal(NNum
†(k)F ), i ∈ I, are injective one concludes
then that the following equalities hold:
ϕj ◦ − ⊗ki kj = ϕ
i ki ⊆ kj .(8.16)
As a consequence the ⊗-automorphisms ϕi, i ∈ I, assemble into a well-defined
⊗-automorphism ϕ of the fiber functor HP∗ : colimi∈I NNum
†(ki)F → Vect(F ).
By Proposition 8.15, colimi∈I NNum
†(ki)F identifies with NNum
†(k)F and so we
obtain a well-defined element ϕ of Gal(NNum†(k)F ) such that ϕM⊗kk = ϕM for
every noncommutative numerical motive M ∈ NNum†(k)F . This concludes the
proof of the inclusion Ker(P ) ⊆ Im(I).
Remark 8.17. When the field extension k/k is infinite one can use Proposition 8.15
to give an alternative proof of the injectivity of I: this follows from the fact
that the noncommutative motivic Galois group Gal(NNum†(k)F ) identifies with
limi∈IGal(NNum
†(ki)F ) and that all the homomorphisms in this filtered diagram
are injective.
9. Proof of Theorem 1.11
Let us assume first that the field extension k/k is finite. Consider the following
compositions (see diagram (7.35))
Tate(k)F ⊂ Num
†(k)F
ΦN−→ NNum†(k)F Tate(k)F ⊂ Num
†(k)F
ΦN−→ NNum†(k)F ,
where Tate(−)F stands for the full subcategory of Tate motives. As proved in [28,
Thm. 1.7], these compositions give rise to the following exact sequences
Gal(NNum†(k)F ) −→ Gal(Num
†(k)F ) −→ Gm −→ 1(9.1)
Gal(NNum†(k)F ) −→ Gal(Num
†(k)F ) −→ Gm −→ 1 .
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Hence, it remains only to show that the three squares of (1.12) are commutative.
The commutativity of the one on the right-hand-side follows simply from the fact
that the functor Num†(k)F
ΦN→ NNum†(k)F restricts to a F -linear ⊗-equivalence
AM(k)F
∼
→ NAM(k)F ; see Theorems 1.7 and 1.8. On the other hand, the commu-
tativity of the lower left-hand-side square follows automatically from the commu-
tativity of (7.35). We now claim that the upper left-hand-side square of (1.12) is
also commutative. Recall from [28, §11] that the motivic Galois groups of Tate(k)F
and Tate(k)F (which are both Gm) are completely determined by their evaluation
at the Tate motive Q(1). Hence, our claim follows immediately from the fact that
the base-change functor
Num†(k)F −→ Num
†(k)F Z 7→ Zk
maps the Tate motive to itself.
Let us now assume that the field extension k/k is infinite. The same arguments
as above show that (9.1) is exact and the right-hand-side square of (1.12) is com-
mutative. Let us now construct (via a limit procedure) the remaining of diagram
(1.12). Consider the filtrant diagram {ki}i∈I of intermediate field extensions k/ki/k
which are finite over k, and the associated filtrant diagram of F -linear ⊗-functors
(9.2) {Tate(ki)F ⊆ Num
†(ki)F
ΦiN−→ NNum†(ki)F }i∈I .
As explained above, (9.2) gives rise to a filtrant diagram of exact sequences
(9.3) {Gal(NNum†(ki)F ) −→ Gal(Num
†(ki)F ) −→ Gm −→ 1}i∈I .
Now, recall from the proof of the inclusion Ker(P ) ⊆ Im(I) of Theorem 1.9 (with
k/k infinite), that all the transition homomorphisms of the above diagram (9.3) are
injective. Moreover, Gal(NNum†(k)F ) (resp. Gal(Num
†(k)F )) identifies with the
limit of the filtrant diagram {Gal(NNum†(ki)F )}i∈I (resp. of {Gal(Num
†(ki)F )}i∈I).
Hence, by passing to the limit in (9.3), one obtains the following commutative dia-
gram
Gal(NNum†(k)F )
I

// Gal(Num†(k)F )
I

// Gm // 1
Gal(NNum†(k)F ) // Gal(Num
†(k)F ) // Gm // 1 ,
where the upper row is an exact sequence. This concludes the proof.
10. Proof of Theorem 1.13
We start with item (i). Recall from [39, Prop. 4.1] that the category of noncom-
mutative Chow motives fully-embeds into the triangulated category of noncommu-
tative mixed motives. Concretely, we have a fully-faithful Q-linear ⊗-functor Υ
making the following diagram commute
(10.1) sdgcat(k)
U

UM
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
NChow(k)Q
Υ
// KMM(k)Q .
NONCOMMUTATIVE ARTIN MOTIVES 33
This allows us to consider the composed Q-linear ⊗-functor
Ω : AM(k)Q ⊂ Chow(k)Q
Φ
−→ NChow(k)Q
Υ
−→ KMM(k)Q .
By Theorem 1.7 we observe that Ω is fully-faithful. Moreover, since NMAM(k)Q
is by definition the smallest thick triangulated subcategory of KMM(k)Q gen-
erated by the objects UM (D
dg
perf(Z)), with Z a finite e´tale k-scheme, one con-
cludes from the commutative diagram (10.1) that Ω factors through the inclusion
NMAM(k)Q ⊂ KMM(k)Q. Now, as proved in [53, Prop. 1.4] (see also [46, page
217]) the category MAM(k)Q is ⊗-equivalence to the bounded derived category
Db(AM(k)Q). Moreover, since AM(k)Q is abelian semi-simple, Db(AM(k)Q) iden-
tifies with the category GrbZ(AM(k)Q) of bounded Z-graded objects in AM(k)Q.
Hence, the above functor Ω admits the following natural extension:
Ψ : MAM(k)Q −→ NMAM(k)Q ⊂ KMM(k)Q {Nn}n∈Z 7→
⊕
n∈Z
Ω(Nn)[n] .
By construction this extension is Q-linear, ⊗-triangulated, and moreover faithful.
Now, consider the following commutative diagram
{finite e´tale k-schemes}op
M

  //
M∨gm

SmProj(k)op
M

Ddg
perf
(−)
// sdgcat(k)
U

UM
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
AM(k)Q
R

  // Chow(k)Q
Φ
// NChow(k)Q
Υ // KMM(k)Q
MAM(k)Q
Ψ
// NMAM(k)Q
+

88qqqqqqqqqqq
,
where R is the classical fully-faithful Q-linear ⊗-functor relating Chow motives with
mixed motives; see [1, §18.3-18.4][47, Corollary 2]. This functor identifies AM(k)Q
with the zero-graded objects of GrbZ(AM(k)Q) ≃MAM(k)Q and when pre-composed
with M it agrees with M∨gm. The proof of item (i) now follows from the fact that
(1.14) is the outer square of the above commutative diagram.
Let us now prove item (ii). Since Ψ is triangulated, MAM(k)Q is generated by
the objects M∨gm(Z), with Z a finite e´tale k-scheme, and NMAM(k)Q is generated
by their images under Ψ, it suffices to show that the induced homomorphisms
(10.2) Hom(M∨gm(Z1),M
∨
gm(Z2)[−n]) −→ Hom(ΨM
∨
gm(Z1),ΨM
∨
gm(Z2)[−n])
are isomorphisms for all finite e´tale k-schemes Z1 and Z2 and integers n ∈ N. By
construction of Ψ (and Theorem 1.7), (10.2) is an isomorphism for n = 0. As
explained above, MAM(k)Q identifies with Gr
b
Z(AM(k)Q) and so the left hand-side
of (10.2) is trivial for n 6= 0. Hence, it remains to show that the right hand-side
of (10.2) is also trivial for n 6= 0. By combining the commutativity of the square
(1.14) with [7, Prop. 9.3], we obtain the following computation
(10.3) HomNMAM(k)Q(ΨM
∨
gm(Z1),ΨM
∨
gm(Z2)[−n]) ≃
{
Kn(Z1 × Z2)Q n ≥ 0
0 n < 0 .
Now, recall that Z1 = spec(A1) and Z2 = spec(A2) for some finite dimensional e´tale
k-algebras A1 and A2. As a consequence, Kn(Z1 ×Z2)Q = Kn(A1 ⊗k A2)Q. When
k = Fq we conclude then that A1 and A2 (and hence A1⊗FqA2) have a finite number
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of elements. Since the algebraic K-theory of the Fq-algebra A1 ⊗Fq A2 is the same
as the algebraic K-theory of the underlying ring, we conclude from [50, Prop. 1.16]
that all the groups Kn(A1 ⊗Fq A2), n ≥ 1, are finite and hence torsion groups. As
a consequence, Kn(Z1 × Z2)Q = 0 for n ≥ 1 and so Ψ is an equivalence. The
equivalence NMAM(Fq)Q ≃ Db(RepQ(Ẑ)) follows now from the Q-linearization of
the Galois-Grothendieck correspondence AM(Fq)Q ≃ RepQ(Gal(Fq/Fq)) (described
in the proof of Theorem 1.8) and from the standard isomorphism Gal(Fq/Fq) ≃ Ẑ.
This concludes the proof of item (ii). In what concerns item (iii), by taking Z1 =
Z2 = spec(Q) and n = 1 in the above computation (10.3), one obtains
(10.4) K1(spec(k)× spec(k))Q ≃ K1(spec(k))Q ≃ K1(k)Q ≃ k
× ⊗Z Q ,
where k× denotes the multiplicative group of k. Since by hypothesis Q ⊆ k, we
conclude then that (10.4) is not trivial. As a consequence, the functor Ψ is not full
since the left hand-side of (10.2) is trivial for n 6= 0. The isomorphisms of item(iii)
follow from the combination of (10.3) (with k = Q, Z1 = Z2 = spec(Q)) with the
isomorphisms Kn(Q) ≃ Z for n ≡ 5 (mod 8); see [51, page 140]. This achieves the
proof.
Appendix A. Short exact sequences of Galois groups
In this appendix we establish a general result about short exact sequences of
Galois groups. As an application we obtain a new proof of Deligne-Milne’s short
exact sequence (1.2); see §A.1.
Let K be a field, A ⊂ C and D three K-linear abelian idempotent complete
rigid symmetric monoidal categories, H : C → D a K-linear exact ⊗-functor, and
ω : D → Vect(K) a fiber functor. Out of this data one constructs the Galois groups
Gal(D) := Aut⊗(ω) Gal(C) := Aut⊗(ω ◦H) Gal(A) := Aut⊗((ω ◦H)|A)
as well as the group homomorphisms
I : Gal(D)
ϕ 7→ϕ◦H
−→ Gal(C) P : Gal(C)
ψ 7→ψ|A
−→ Gal(A) ;
see [1, §2.3]. Now, consider the following assumptions:
(A1) Assume that for every object X of A there exists an integer m (which depends
on X) such that H(X) ≃ ⊕mi=11D, where 1D denotes the ⊗-unit of D.
(A2) Assume that D is semi-simple and that for every object Y of a (fixed) dense
subcategory Ddens of D there exists an object X ∈ C (which depends on Y )
and a surjective morphism H(X)։ Y .
(A3) Assume that D is semi-simple and that H fits into a monadic adjunction
(A.1) D
G

C .
H
OO
Assume moreover that G(1D) ∈ A and that the natural transformation
id⊗ǫ1D : H(−)⊗HG(1D)⇒ H(−)⊗ 1D ≃ H(X)
gives rise by adjunction to an isomorphism − ⊗ G(1D)
∼
⇒ (G ◦ H)(−) of
functors, where ǫ denotes the counit of (A.1).
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(A3’) Assume that there exists a filtrant diagram {H : C
Hi→ Di → D}i∈I such that
colimiDi ≃ D and on which all the functors Hi satisfy assumption (A3).
Theorem A.2. Under the above notations the following holds:
(i) The group homomorphism P is surjective.
(ii) Assumption (A1) implies that the composition P ◦ I is trivial.
(iii) Assumption (A2) implies that I is injective.
(iv) Assumption (A3), or more generally (A3’), implies that Ker(P ) ⊆ Im(I).
In particular, if all the above assumptions hold one obtains a well-defined short
exact sequence of Galois groups
1 −→ Gal(D)
I
−→ Gal(C)
P
−→ Gal(A) −→ 1 .
Due to its simplicity and generality we believe that Theorem A.2 can be useful in
other applications to Galois groups and Tannakian categories. When applied to
K := F , A := NAM(k)F , C = NNum
†(k)F , D := NNum
†(k)F , ω := HP∗, and
H := −⊗k k, Theorem A.2 (as well as its proof) reduces to Theorem 1.9.
Proof. Since by hypothesis A is a full subcategory of C, item (i) follows from the
Tannakina formalism; see [1, §2.3.3]. Let ϕ be a ⊗-automorphism of the fiber
functor ω : D → Vect(K), i.e. an element of Gal(D). Under these notations, item
(ii) follows automatically from the equalities
ϕ⊕m
i=11D
= ⊕mi=1ϕ1D = ⊕
m
i=1 idω(1D) = idω(⊕mi=11D) .
Item (iii) is the content of the general Proposition 8.1. In what concerns item (iv),
its proof is similar to the proof of the inclusion Ker(P ) ⊆ Im(I) of Theorem 1.9.
Simply run the same argument and use the assumption (A3) (resp. (A3’)) instead
of the assumption that the field extension k/k is finite (resp. infinite). 
A.1. A new proof of (1.2). Recall from Deligne-Milne [11, page 63], the proof of
the following short exact sequence
(A.3) 1 −→ Gal(Num†(k)F )
I
−→ Gal(Num†(k)F )
P
−→ Gal(k/k) −→ 1 .
As in Theorem A.2(i) the subjectivity of P follows from the Tannakian formalism.
The proof of the injectivity of I can also be considered as an application of Theo-
rem A.2(ii): as explained in loc. cit., every smooth projective k-scheme Z admits
a model Z0 over a finite field extension k0/k and consequently one obtains a sur-
jective morphism (Resk0/k(Z0))k ։ Z. Our general Proposition 8.1 should then be
considered as an axiomatization of this geometric argument.
On the other hand, the proof of the exactness of (A.3) at the middle term is
based on the interpretation of Hom(Nk, N
′
k
) as an Artin motive for any two objects
N,N ′ ∈ Num†(k)F . This is the key step in Deligne-Milne’s proof that doesn’t
seem to admit a noncommutative analogue. In order to prove this exactness one
can alternative apply Theorem A.2 to K := F , A := AM(k)F , C := Num
†(k)F ,
D := Num†(k)F , ω := HdR(−), and to the base-change functor H := Num
†(k)F →
Num†(k)F , Z 7→ Zk. The verification of (A3) and (A3’) is similar to the one made
in the proof of Theorem 1.9.
36 MATILDE MARCOLLI AND GONC¸ALO TABUADA
References
[1] Y. Andre´, Une introduction aux motifs (motifs purs, motifs mixtes, pe´riodes). Panoramas et
Synthe`ses 17. Socie´te´ Mathe´matique de France, Paris, 2004.
[2] Y. Andre´ and B. Kahn, Nilpotence, radicaux et structures mono¨ıdales (avec un appendice de
P.O’Sullivan). Rendiconti del Seminario Matematico dell’Universita` di Padova 108 (2002),
107–291.
[3] M. Bernardara, Marcello, A semiorthogonal decomposition for Brauer-Severi schemes. Math.
Nachr. 282 (2009), no. 10, 1406–1413.
[4] A. Blumberg and M. Mandell, Localization theorems in topological Hochschild homology and
topological cyclic homology. Geometry and Topology 16 (2012), 1053–1120.
[5] A. Bondal and D. Orlov, Derived categories of coherent sheaves. Proceedings of the Interna-
tional Congress of Mathematicians, Vol. II (Beijing, 2002), 47–56, Higher Ed. Press, Beijing,
2002.
[6] D.-C. Cisinski and G. Tabuada, Non-connective K-theory via universal invariants. Compo-
sitio Mathematica, Vol. 147 (2011), 1281–1320.
[7] , Symmetric monoidal structure on noncommutative motives. Journal of K-Theory 9
(2012), no. 2, 201–268.
[8] A. Connes and M. Marcolli, Noncommutative geometry, quantum fields and motives. Amer-
ican Mathematical Society Colloquium Publications 55. American Mathematical Society,
Providence, RI; Hindustan Book Agency, New Delhi, 2008.
[9] A. Connes, C. Consani and M. Marcolli, Noncommutative geometry and motives: the ther-
modynamics of endomotives. Adv. Math. 214 (2007), no. 2, 761–831.
[10] P. Deligne, Cate´gories tensorielles. Dedicated to Yuri I. Manin on the occasion of his 65th
birthday. Moscow Math. J. 2 (2002), no. 2, 227–248.
[11] P. Deligne and J.S. Milne, Tannakian categories. Hodge cycles, motives, and Shimura vari-
eties. Lecture Notes in Mathematics 900 (1982), 101–228. Updated online version available
at http://www.jmilne.org/math/xnotes/tc.pdf.
[12] W. Fulton, Intersection Theory. Second edition. Ergebnisse der Mathematik und ihrer Gren-
zgebiete 3. A Series of Modern Surveys in Mathematics, 2. Springer-Verlag, Berlin, 1998.
[13] V. Guletskii, Finite-dimensional objects in distinguished triangles. J. Number Theory 119
(2006), no. 1, 99–127.
[14] V. Guletskii and C. Pedrini, Finite dimensional motives and the conjecture of Murre and
Beilinson. K-Theory 30 (2003), no. 3, 243–263.
[15] D. Huybrechts, Fourier-Mukai transforms in algebraic geometry. Oxford Mathematical
Monographs. The Clarendon Press, Oxford University Press, Oxford, 2006.
[16] B. Keller, On differential graded categories. International Congress of Mathematicians
(Madrid), Vol. II, 151–190. Eur. Math. Soc., Zu¨rich (2006).
[17] , On the cyclic homology of exact categories. JPAA 136 (1999), no. 1, 1–56.
[18] , On the cyclic homology of ringed spaces and schemes. Doc. Math. 3 (1998), 231–259.
[19] S. I. Kimura, Chow groups are finite dimensional, in some sense. Math. Ann. 331 (2005),
no. 1, 173–201.
[20] M. Kontsevich, Noncommutative motives. Talk at the Institute for Advanced Study on
the occasion of the 61st birthday of Pierre Deligne, October 2005. Video available at
http://video.ias.edu/Geometry-and-Arithmetic.
[21] , Mixed noncommutative motives. Talk at the Workshop on Ho-
mological Mirror Symmetry. University of Miami. 2010. Notes available at
www-math.mit.edu/auroux/frg/miami10-notes .
[22] J.-L. Loday, Cyclic homology. Grundlehren der Mathematischen Wissenschaften 301 (1992).
Springer-Verlag, Berlin.
[23] V. Lunts and D. Orlov, Uniqueness of enhancement for triangulated categories. J. Amer.
Math. Soc. 23 (2010), 853–908.
[24] S. Mac Lane, Categories for the working mathematician. Second edition. Graduate Texts in
Mathematics 5, Springer-Verlag, New York, 1998.
[25] M. Marcolli, Cyclotomy and endomotives. p-Adic Numbers Ultrametric Anal. Appl. 1 (2009),
no. 3, 217–263.
[26] M. Marcolli and G. Tabuada, Noncommutative motives, numerical equivalence, and semi-
simplicity. Available at arXiv:1105.2950. To appear in American Journal of Mathematics.
NONCOMMUTATIVE ARTIN MOTIVES 37
[27] , Kontsevich’s noncommutative numerical motives. Compositio Mathematica, 148
(2012), 1811–1820.
[28] , Noncommutative numerical motives, Tannakian structures, and motivic Galois
groups. Available at arXiv:1110.2438. To appear in Journal of the European Mathematical
Society.
[29] , Unconditional motivic Galois groups and Voevodsky’s nilpotence conjecture in the
noncommutative world. Available at arXiv:1112.5422.
[30] , From exceptional collection to motivic decompositions via noncommutative motives.
Available at arXiv:1202.6297. To appear in J. Reine Angew. Math.
[31] C. Mazza, Schur functors and motives. K-Theory 33 (2004), no. 2, 89–106.
[32] A. Neeman, Triangulated categories. Annals of Mathematics Studies, 148, Princeton Univer-
sity Press, 2001.
[33] R. Rouquier, Derived categories and birational geometry (after Bondal, Orlov, Bridgeland,
Kawamata et al.. Se´minaire Bourbaki. Vol. 2004/2005. Aste´risque 307 (2006), Exp. No. 946,
viii, 283–307.
[34] J. P. Serre, Proprie´te´s conjecturales des groups de Galois motiviques et des repre´sentations
l-adiques. Proceedings of the AMS-IMS-SIAM Joint Summer Research Conference held at
the University of Washington, Seattle, Washington, July 20–August 2, 1991.
[35] M. Schlichting, Negative K-theory of derived categories. Math. Z. 253 (2006), no. 1, 97–134.
[36] G. Tabuada, Higher K-theory via universal invariants. Duke Math. J. 145 (2008), no. 1,
121–206.
[37] , Additive invariants of dg categories. Int. Math. Res. Not. 53 (2005), 3309–3339.
[38] , Chow motives versus noncommutative motives. Journal of Noncommutative Geom-
etry 7 (2013), no. 3, 767–786.
[39] , Weight structure on noncommutative motives. Homology, Homotopy and Applica-
tions, 14(2) (2012), 129–142.
[40] , A guided tour through the garden of noncommutative motives. Clay Mathematics
Proceedings, Volume 16 (2013).
[41] , The fundamental theorem via derived Morita invariance, localization, and A1-
homotopy invariance. Journal of K-Theory 9 (2012), no. 3, 407–420.
[42] , Generalized spectral categories, topologicalHochschild homology, and trace maps,
Algebraic and Geometric Topology 10 (2010), 137–213.
[43] , En-regularity implies E(n−1)-regularity. Available at arXiv:1212.1112. To appear in
Documenta Mathematica.
[44] R. W. Thomason and T. Trobaugh, Higher algebraic K-theory of schemes and of derived
categories. Grothendieck Festschrift, Volume III. Volume 88 of Progress in Math., 247–436.
Birkhauser, Boston, Bassel, Berlin, 1990.
[45] B. Toe¨n, Anneaux de de´finition des dg-alge`bres propes et lisses. Bull. Lond. Math. Soc. 40
(2008), no. 4, 642–650.
[46] V. Voevodsky, Triangulated categories of motives over a field. Cycles, transfers, and motivic
homology theories, Annals of Mathematics Studies, vol. 143, Princeton University Press,
Princeton, NJ, 2000, 188–238.
[47] , Motivic cohomology groups are isomorphic to higher Chow groups in any character-
istic. Int. Math. Res. Not. 7 (2002), 351–355.
[48] F. Waldhausen, Algebraic K-theory of spaces. Algebraic and Geometric topology (New
Brunswick, N. J., 1983), 318–419, Lecture Notes in Math., 1126, Springer, Berlin, 1985.
[49] C. Weibel, An introduction to homological algebra. Cambridge Studies in Advanced Mathe-
matics, 38. Cambridge University Press, Cambridge, 1994.
[50] , Book on progress on algebraic K-theory (Chapter IV). Available at
http://www.math.rutgers.edu/~weibel/.
[51] , Algebraic K-theory of rings of integers in local and global fields. Handbook of K-
theory I (2005), 139–190, Springer.
[52] C. Weibel, Homotopy algebraic K-theory. Contemporary Mathematics 83 (1989).
[53] J. Wildeshaus, Notes on Artin-Tate motives. Available at arXiv:0811.4551.
[54] B. Yalkinoglu, On arithmetic models and functoriality of Bost-Connes systems. Available at
arXiv:1105.5022. To appear in Invent. Math.
38 MATILDE MARCOLLI AND GONC¸ALO TABUADA
Matilde Marcolli, Mathematics Department, Mail Code 253-37, Caltech, 1200 E. Cal-
ifornia Blvd. Pasadena, CA 91125, USA
E-mail address: matilde@caltech.edu
URL: http://www.its.caltech.edu/~matilde
Gonc¸alo Tabuada, Department of Mathematics, MIT, Cambridge, MA 02139, USA
E-mail address: tabuada@math.mit.edu
URL: http://math.mit.edu/~tabuada
