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Given integers 0 < k < n and a permutation 01 mapping the set of integers 
from 1 to n onto itself, there exists a permutation b mapping the set of 
unordered pairs of integers from 1 to n onto itself in such a way that whenever 
O<la-bl<k and {a~,bol)~={x,y},then also O<jx-yl<kandx 
and y are equal to or between aoL and ba. 
1. IN~-RoDUCTI~N 
The combinatorial problem solved here is the key to the proof of the 
following result: For functionsf(x) defined on the unit interval, consider 
the functional 
Z(f) = j-’ j-’ Y [‘;j;ix---/l(i;)‘] dx dy, 
0 0 
where Y and p are given increasing non-negative functions, with Y(t) 
convex in log t. Then if f * is the monotone decreasing function on [0, l] 
equimeasurable with f (the monotonic rearrangement off), we have 
This inequality allows statements about the modulus of continuity off, 
or the measures of sets on which f is large, to be easily shown when Z(f) 
has a known bound [3, 41. In particular, there are important applications 
to the properties of sample paths of stochastic processes. 
2. DEFINITIONS 
A k-table on n nodes is described as follows. Starting with an n x n 
table of empty squares, put a permutation of the integers from 1 to n on 
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the diagonal from lower left to upper right. Now put dots on some of the 
squares above the diagonal according to the following rule: for each 
square say the row and column of the square intersect the diagonal at the 
integers b and c, and then put a dot on the square if and only if 
O<lb-cl <k. 
The integers on the diagonal are called nodes to carry the implication 
that a k-table on n nodes can be the incidence table for a certain graph 
on n nodes, with each edge between two nodes of the graph represented 
by a dot in the table. It is to be understood that n and k are integers, 
with 0 < k < n, so for fixed n, k there are exactly n ! k-tables on n nodes 
and all of them are incidence tables for the same special graph. 
With fixed n, k, the particular form of a k-table on n nodes will be 
determined by a permutation P of the integers I,..., n. The permutation 
having I,..., n in natural order will be called the O-permutation. The 
O-permutation puts dots on all the squares in the first k levels above the 
diagonal and leaves the remaining squares empty. Figure 1 pictures the 
graph for n = 1 I, k = 3, together with two of its tables. 
the O-permutation 
k-tables on 
another Permutation 
FIGURE 1 
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The following theorem, conjectured by Rodemich, will be proved here: 
THEOREM. For any k-table on n nodes, the squares that had dots in the 
O-permutation can be matched in a one-to-one correspondence with dots 
in such a way that each dot is matched with a square it can reach by steps 
only to the right and/or down. 
The proof will follow from an intermediate lemma now to be stated 
and proved. 
3. AN INTERMEDIATE LEMMA 
Let us say that an upper left rectangle is a set of squares of a k-table 
determined by a square above the diagonal, together with all the squares 
up and/or to the left of it. Different permutations reposition nodes and 
dots but keep squares and rectangles fixed. 
LEMMA. For any k-table on n nodes, ij” U is any union of upper Ieft 
rectangles and P is any permutation, then 
where #UO = the number of dots covered by U in the O-permutation, and 
#UP = the number of dots covered by U in the P-permiitation. 
Proof. If there exist any exceptions to the lemma there must be an 
exception in which the number of nodes is smallest. So suppose there is a 
fixed integer m for which the lemma fails, but the lemma holds for all 
n < m. This means we have a fixed k < m, a union of upper left rectangles 
U, and a permutation P of the k-table on m nodes such that #UO > #UP. 
Now we shall proceed to a contradiction by showing that there must also 
exist a k-table on m - 1 nodes with a union of upper left rectangles U’ 
and a permutation P’ such that 
#U’O’ - #UPI 3 #UO - #UP > 0, 
as follows. 
The node @ is in line with exactly k dots in the P-permuted k-table 
on m nodes. Removing the node @ from the diagonal, together with its 
row and column in the table, reduces the table to a k-table on m - 1 
nodes, as can be seen simply by removing the @ node from the cor- 
responding graph. Now U reduces to U’ and P reduces to P’ in the k-table 
on m - 1 nodes. Compare the decrease in the number of dots in U with 
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the decrease in the number of dots that ought to be in U. For this purpose 
we show that 
#UP - #VP’ 3 #UO - #ufot. 
We now give the notation for the proof of the lemma: 
0 = the set of squares that had dots in the O-permutation. 
R = the set of squares in the row to the left of the node 0. 
C = the set of squares in the column above the node 0. 
y=#OnUnC. 
x=#OnUnR. 
w=#On~nR. 
v=#0nDnC. 
a = #Of n 0’ f7 0. 
d = x +v. 
Observe that 
or 
#UO-dda=#VO’ 
d-a=#UO-#U’O’. 
Figure 2 illustrates the numbers u, w, x, y, a, d for a particular case. 
m=23 w=4 
k=lO v=3 
y= 7 d=l2 
FIGURE 2 
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Since the reduction only removes squares and dots from the table 
without putting on any new ones, we have one general inequality: 
#UP - #UP’ 3 0. 
The node (4 has order k in the graph, and therefore R u C has exactly 
k dots in the table. This gives us another general inequality: 
#UP - #VP’ 3 k - (v + w). 
The proof will be completed in two cases, the cases in which one, then 
the other, of these two inequalities is helpful. 
Case 1. u + w ;S k. In this case, U’ n 0’ n 0 has two disjoint 
subsets of size x and y respectively, hence 
a>x$-y=d. 
So, in this case, d - a < 0; see Figure 3. Thus, in case I, 
#Up-##U’p’>O&d-a=#UO-#uO’. 
v+w:7=k 
x+y:c5 
Cl=6 
FIG. 3. Case I: u + w > k. d = x + y. a Z x -I- Y. d - ~2 = 0. 
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Case II. v + w  < k. In this case we can obtain an expression for a 
by means of a matching between (R u C) r\ 0 and another set, as follows: 
As in the example of Figure 4, put checks, d’s, on all the squares of 
C n 0 and on all the squares of the top row which are in 0 and to the 
left of C. This makes the number of 4’s exactly k. Put +‘s on all the 
squares of 0’ n 0 n U’. This makes the number of +‘s exactly a. 
k > v + w  requires that 0’ n 0 C U’, and this means that every square 
of R n 0 has a 2/ or a + directly above it. Thus the set of checks and plus 
signs is in a natural one-to-one correspondence with (R u C) n 0. Thus 
k + a == v + y + w + x or d - a = k - (v + w). So, in case II, 
#UP-##U’P’>k--(v+w)=d-a==#UO-#U’O’. 
Now it has been established that in either case 
#UP - #U’Pf 2 #UO - #U’O’, 
which is the same as 
#VO’ - #UP’ > #UO - #UP > 0. 
An exceptional k-table on m nodes reduces to an exceptional k-table on 
m - 1 nodes in contradiction to m being the smallest number of nodes for 
which the lemma could fail. 
That completes the proof of the lemma. 
4. PROOF OF THE THEOREM 
The proof of the theorem can now be carried out by applying the P. Hall 
theorem on the existence of a system of distinct representatives [l] or [2]. 
It is possible to choose a different element from each set in a family of sets 
if and only if any m fold union of sets of the family has at least m elements. 
Consider the whole family of upper left rectangles determined by squares 
which have dots in the O-permutation. For a k-table on n nodes this 
family will have 
r = (;) - (” ; “) 
members, so they can be subscripted S, ,..., S, . Now in a permutation of 
the k-table, with the dots in new positions, we can let Ti = the set of 
dots on squares of Si , for each j from 1 to r. 
Stated in these terms the theorem will be proved if we can be sure of the 
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k=9 ~53 
VI=5 0=6 
FIG. 4. Case II: v  + w < k. The squares of U’ n 0’ n (5 are marked 
k+aisthenumberofsquaresmarked d or+.k+a=o+y+w+x. 
k - (ZJ + w). 
with +. 
d-a= 
existence of a system of distinct representatives for the family Tl ,..., T, . 
The lemma ensures that, if u is an integer with 1 < u < r, and we have 
a union of u of the sets of the family T, ,..., T, , then there must be at 
least u dots belonging to the union. This is the necessary and sufficient 
condition for the existence of a system of distinct representatives for the 
family Tl ,..., T, , according to P. Hall’s theorem. So for each j from 1 
to r, the square which determines Si is matched with the dot which 
represents Tj . 
Thus the lemma and the distinct representatives theorem give the proof 
of our theorem. 
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