Characterization of communication channels in terms of traffic and network architecture: a review by Serna-Guarín, Leonardo & Delgado-Trejos, Edilson
Recibido: 28/02/2013/  Aceptado: 05/12/2013/  ITECKNE Vol. 11  Número 1 • ISSN 1692 - 1798 • ISSN Digital 2339-3483 • Junio  2014 • 99 - 107
Resumen— Las herramientas de software presentan li-
mitaciones de acceso y disponibilidad en los procesos 
de monitoreo y control industrial, cuando las comunica-
ciones son afectadas por grandes distancias. Asimismo, 
las respuestas en tiempo real y la estabilidad también 
son limitadas por las condiciones de tráfico en redes 
LAN. Es conocido que las redes Ethernet son amplia-
mente usadas en comunicaciones industriales por su 
alto rendimiento en configuraciones de switches. Sin 
embargo, no han sido la solución adecuada para aplica-
ciones en tiempo real, dado el inconveniente de medir el 
tiempo de respuesta en la transmisión de datos, y más 
aún, cuando las topologías de las redes son diferentes y 
los niveles de tráfico varían permanentemente. En este 
artículo, se presenta una revisión del estado del arte so-
bre la caracterización de canales de comunicación en 
términos de tráfico y arquitectura de la red, donde se de-
terminan campos que aún quedan abiertos en esta área 
del conocimiento, y se inquieta hacia nuevas alternati-
vas que puedan ser fácilmente adoptables por el sector 
industrial. Como conclusión, se establece que una técni-
ca integrada por la arquitectura y las características del 
tráfico en el análisis de redes mejora las perspectivas 
de rendimiento en sistemas heterogéneos para aplica-
ciones industriales vía web.
Palabras clave— Canales de comunicación, tráfico, ar-
quitectura de red, monitoreo y control remoto.
Abstract— Software tools face accessibility and avai-
lability limitations in monitoring and industrial control 
processes when communications are affected by long 
distances. Likewise, real-time answers and stability are 
also limited by the traffic conditions in LAN network. 
Ethernet networks are widely-used in industrial commu-
nications due to high performance in multi-switch con-
figuration. However, they are not the most appropriate 
solution for real-time applications, given the difficulty 
in measuring response times in data transmission, and 
even more so when the network topologies are different 
and traffic levels are permanently varying. This paper 
presents a review of the characterization of communi-
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cation channels in terms of traffic and network architec-
ture, identifying unexplored areas and promoting new 
alternatives that may be easily adopted by the industrial 
sector. In conclusion, a technique integrated by archi-
tecture and traffic characteristics in network analysis 
may performance in heterogeneous systems for indus-
trial applications via web.
Keywords — Channels of communication, traffic, net-
work architecture, remote monitoring and control.
1. INTRODUCCIÓN
Actualmente la tecnología más usada a nivel 
LAN es Ethernet y las más extendida a nivel in-
dustrial [1] pero está presenta dificultades para 
sistemas de tiempo real [2]. Algunas técnicas se 
han utilizado teniendo en cuenta el hardware, 
mientras otras usan software especializado, o 
diferentes análisis de la eficiencia del ancho de 
banda [3]. Además, se hace necesario considerar 
otros aspectos que involucran diferentes retardos 
y condiciones que permitan, a fin de establecer 
las condiciones del canal, la implementación de 
sistemas en tiempo real [4].
Las comunicaciones Ethernet a través de inter-
net, no garantizan calidad de servicio (QoS) [5], 
puesto que las diferentes arquitecturas de comu-
nicaciones, la carga de datos, el throughput y los 
diferentes tipos de retardos lo hacen un sistema 
complejo de predecir [6], además de dificultar su 
modelado o simulación de forma eficiente. Otros 
aspectos son la latencia [7], el efecto jitter y el po-
der convertir el análisis de tráfico en un proceso 
determinístico [8] [9]. Los requisitos de tiempo 
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crítico enfrentan una dificultad en Ethernet por la 
cantidad de colisiones en el canal, y en los dis-
positivos por la estrategia del flujo de datos FIFO 
(First-in First-out) [10]. Adicionalmente, se añaden 
dificultades por los cambios en tecnología que se 
suman a la arquitectura de la red y que utilizan 
estándares no hechos para tiempo real [11]. Los 
sistemas híbridos de comunicaciones involucran 
velocidades diferentes y cambiantes, lo que difi-
culta aún más las condiciones estables y prede-
cibles del canal y el tráfico [12], [13]. Es así, que 
la caracterización del canal involucra análisis de 
tráfico [14] basado en los componentes que for-
man la arquitectura de la red para convertirlo en 
un sistema determinable y predecible [15].
En este artículo se presenta una revisión del 
estado del arte sobre la caracterización de ca-
nales de comunicación en términos del tráfico y 
la arquitectura de la red, a fin de inquietar hacia 
nuevas investigaciones en esta área del conoci-
miento. Esta revisión inicialmente centra su dis-
cusión sobre las características relevantes que 
deben tomarse en cuenta en un canal de comuni-
caciones; luego se plantea la influencia que ejerce 
la arquitectura de la red en el tráfico de datos y, 
por último, se presenta el impacto que ejerce la 
caracterización del canal en aplicaciones de mo-
nitoreo y control industrial. Es importante anotar 
que este artículo se presenta en el marco del pro-
yecto de investigación PM10255 financiado por el 
Centro de Investigación del Instituto Tecnológico 
Metropolitano ITM de Medellín.
2. CONTENIDO
2.1. Características relevantes de un canal de 
comunicaciones
Las redes de comunicaciones han sido común-
mente configuradas así: de manera local (LAN), 
a nivel de ciudad (MAN) y a nivel mundial (WAN). 
Particularmente, el entorno LAN se define en 
términos del protocolo utilizado y de la topología 
empleada para acceder a la red [16]. A pesar de 
la amplia expansión de las redes LAN (específica-
mente Ethernet), se han presentado dificultades 
para la implementación de sistemas en tiempo 
real [17]. En la práctica, la tecnología Ethernet 
utiliza el protocolo CSMA/CD (Acceso Múltiple con 
escucha de portadora y Detección de Colisiones) 
para acceder al medio, el cual opera de manera 
no determinística (ver Fig. 1 para analizar el modo 
de operación de este protocolo), y por lo tanto, 
no es la forma más recomendada para sistemas 
donde la respuesta en tiempo real es crucial [18]. 
Debido a esto, algunas aplicaciones empresaria-
les han sido implementadas, modificando pará-
metros en el estándar [3], [19], pero también el 
alto costo de los buses de campo que permiten la 
interconexión de dispositivos industriales a la red, 
ha hecho que se busquen alternativas aplicando 
Ethernet y extendiéndolo a través de internet [20], 
con el apoyo del protocolo de sincronización de in-
ternet NTP (Network Time Protocol) [21]. 
En estudios realizados con Ethernet para apli-
cación industrial, se han considerado característi-
cas como: el máximo retardo de transferencia, el 
jitter en la transmisión, el ancho de banda dispo-
nible y la pérdida de paquetes [22], [23]. También, 
se debe tener en cuenta la latencia de la red [24] 
y los tiempos tomados por los servidores para res-
ponder a los clientes [25], ya que esto afecta las 
condiciones de tiempo real del sistema [26]. Un 
estudio presentado en [4], analiza la influencia 
de los tiempos generados por estaciones que se 
suman a los sistemas de comunicaciones, consi-
derando los retardos computacionales, los retar-
dos de los controladores de los sensores y de los 
actuadores. Por su parte, la teoría existente y las 
medidas realizadas a los canales Ethernet es im-
precisa [27], porque el estándar utiliza el ancho 
de banda disponible del canal cuando ocurren 
las colisiones y retransmisiones, y es esto lo que 
dificulta determinar de manera precisa las condi-
ciones del canal y del flujo de datos [17].  Adicio-
nalmente, Ethernet presenta un inestable rendi-
miento al tráfico pesado y a una gran cantidad de 
distribución de retardos [4].
Las herramientas para la captura de datos y 
análisis de la información comprenden modelos 
matemáticos y pruebas de datos reales que se 
relacionen con estos modelos, los cuales pueden 
ser ejecutados en modo simulado, de forma que 
los resultados deben evidenciar la presencia de 
errores que permitan diferenciarlos de los datos 
reales [28]. Otro parámetro utilizado para carac-
terizar un canal de comunicaciones es la tasa de 
transmisión [29], donde la medida del flujo de da-
tos por el canal es obtenida con la herramienta 
ping, la cual determina el retardo de transmisión 
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de los paquetes [30]. De la misma manera, se 
obtiene el RTT (Round Trip Time), el cual detalla 
el tiempo requerido por los paquetes para ir a su 
destino y retornar a su origen [31]. Es importan-
te tener presente el fenómeno de la caché de los 
sistemas operativos, los cuales no permiten una 
medida confiable con el RTT [32].
Fig. 1. MODO DE OPERACIÓN DEL ACCESO AL MEDIO CSMA/CD
Fuente: autor
Del mismo modo, otra característica usada 
para medir la calidad de los datos es la pérdida 
de paquetes y la cantidad de paquetes por unidad 
de tiempo que pasan a través del canal [33].  En 
la última década ha sido frecuente el uso de he-
rramientas de software y hardware [34] que per-
miten determinar parámetros relevantes como el 
jitter, los retardos de transmisión, throughput y pe-
riodos de tiempo sin conectividad de la red. Como 
ejemplo, se realizó para este artículo un análisis 
de tráfico en un adaptador con la herramienta 
PRTG Network Monitor de Paessler, en la cual se 
obtuvo la Fig. 2 donde se puede observar la canti-
dad de tráfico en el tiempo y las interrupciones en 
el flujo de datos. En [35], se propone un prototipo 
para el análisis de un canal de comunicaciones 
basado en hardware, con el cual se evalúa el trá-
fico de red, el rendimiento, los retardos y el jitter. 
Actualmente, se desarrollan aplicaciones que in-
tentan solucionar el problema de los retardos en 
las redes Ethernet para la implementación de con-
troles en tiempo real. 
Por ejemplo en [27], es presentado un mé-
todo computacional de conexión punto a punto, 
basado en los retardos de los paquetes y en la 
topología de la red para minimizar los retardos en 
la comunicación. En general, la literatura no re-
porta estudios que permitan el análisis integral 
de las características involucradas en un canal 
de comunicaciones para aplicaciones de máxima 
exigencia de rendimiento del canal. De la misma 
forma, las investigaciones realizadas en esta área 
del conocimiento, no ofrecen procedimientos de-
terminísticos que permitan establecer con exacti-
tud las características en orden de establecer así 
condiciones de rendimiento para procesos de mo-
nitoreo y control en tiempo real.
2.2. Influencia de la arquitectura de la red en 
el tráfico
En la red de comunicaciones se distinguen va-
rios modelos de tráfico que pueden ser: tiempo 
real periódico, tiempo real esporádico y tráfico 
de mejor esfuerzo [17]. En estos modelos, los re-
tardos del tráfico de tiempo real se incrementan 
cuando se adiciona una carga de datos al siste-
ma. Para mejorar estos retardos de respuesta en 
tiempo real, se requiere una arquitectura basada 
en automatización, esta se encuentra constituida 
por muchos dispositivos inteligentes configura-
dos en una red de área local o global [36]. Por 
otra parte, la configuración de la red permite la 
reducción de los sistemas de cableado y el fácil 
intercambio de información entre los dispositivos 
[37]. De modo específico, estas arquitecturas de 
red se fundamentan en el estándar Ethernet por-
que permiten más interconexión de dispositivos, 
buscando que los desarrollos posteriores puedan 
tener un mejor desempeño para las aplicaciones 
en tiempo real [38]. 
En el mismo sentido, las redes de comunica-
ciones pueden ser analizadas desde varios nive-
les: arquitectura, tecnología empleada y servicios 
prestados [39]. La arquitectura de comunicacio-
nes se compone de nodos que se unen a través 
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Fig. 2. CANTIDAD DE TRÁFICO E INTERRUPCIÓN DEL FLUJO ANALIZADO CON PRTG
Fuente: autor
de switch, y tanto la organización o distribución de 
estos nodos, como su organización física y funcio-
namiento lógico, constituyen la arquitectura de la 
red. No obstante, la arquitectura está relacionada 
con un protocolo de comunicación y unas interfa-
ces o dispositivos de interconexión que incluyen 
aplicaciones y usuarios [40], [41]. De esta forma, 
se interconectan las diferentes redes y las políti-
cas de enrutamiento con otras arquitecturas, con-
forman un arreglo o unión de varias estructuras 
que se pueden diferenciar de arquitecturas bási-
cas [42], las cuales conforman esencialmente el 
núcleo de la red, el acceso y la distribución de los 
equipos instalados.  
En el campo industrial se han definido niveles 
para caracterizar o reconocer el modelo de comu-
nicaciones: el primero se enmarca en los disposi-
tivos, el segundo incluye la operación y el moni-
toreo, y el último corresponde a la planta donde 
opera la gestión y administración de la red [43]. 
Por tanto, esta organización de red permite la inte-
roperabilidad e interconexión entre los diferentes 
niveles de comunicaciones [44], al quedar inclui-
dos los tradicionales buses de campo, las redes 
Ethernet y la redes inalámbricas [45]. Asimismo, 
la arquitectura de red industrial, involucra cone-
xiones inalámbricas, las cuales utilizan el proto-
colo de control de acceso al medio inalámbrico 
CSMA/CA (Censado de portadora de Múltiple Ac-
ceso con Evasión de Colisiones) [46]. En efecto, 
los segmentos inalámbricos forman parte de las 
redes locales Ethernet, aunque generan una la-
tencia diferente en la red y determinan otras con-
diciones y propiedades en la arquitectura [47]. En 
[48] se realizan estudios con tecnologías inalám-
bricas donde se evidencia la variabilidad que con-
tienen diferentes arquitecturas de la red al utilizar 
diferentes protocolos. Por su parte, en [49] pro-
ponen un método con algoritmos genéticos para 
disminuir el retardo terminal a terminal con base 
en una distribución adecuada de los dispositivos 
en los switch, con lo que se permite segmentar las 
colisiones generadas en las redes Ethernet.
Es importante resaltar que la interconexión de 
dispositivos en diferentes topologías de red, han 
demostrado mejores resultados para sistemas en 
tiempo real, cuando son realizadas las distribucio-
nes con switch conectados directamente al nivel 
donde operan los actuadores [50]. En estas consi-
deraciones, los cambios en el cableado o infraes-
tructura, pueden afectar el rendimiento, el tráfico, 
e impactar los procesos que requieren tiempo real 
[38]. La Fig. 3 muestra una arquitectura híbrida 
en un sistema de comunicación industrial unido a 
Ethernet, a dispositivos inalámbricos y a internet.
Otro aspecto importante orientado a mejorar el 
desempeño de las redes Ethernet, después de la 
segmentación a través de switch [51], es la crea-
ción de VLAN (Virtual Local Area Network). Aquí, 
los paquetes tienen un nuevo direccionamiento, 
aunque el incremento de nodos o dispositivos en 
la red hace que el ancho de banda compartido se 
reduzca, bajando el throughput e incrementan-
do los retardos [52]. Por otro lado, las VLAN, los 
switch y la apropiada administración de recursos, 
incrementan el rendimiento del sistema de co-
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municaciones, haciéndolo tolerante a fallos [53]. 
Por ejemplo, en [12] se implementan alternativas 
con sistemas de comunicaciones cableados e ina-
lámbricos, ubicando los dispositivos en diferentes 
segmentos para balancear el retardo de los pa-
quetes y la carga de tráfico de la red, con el fin 
de mejorar las condiciones de respuesta de los 
sistemas propuestos [54], [34]. También, se han 
estudiado la implementación de políticas en la 
prioridad de tráfico [55], [56] y se han realizado 
desarrollos con hardware especializado [57], [58], 
a fin de obtener mejoras en las condiciones de trá-
fico, posibilitando cambiar los tiempos de opera-
ción y respuesta de los sistemas analizados [59].
Fig. 3. RED INDUSTRIAL CONFIGURADA CON ETHERNET Y ACCES
Fuente: autor
En otro estudio [60], se propone un esquema 
para mejorar las condiciones de la red basado en 
direccionamiento, optimización en la transferen-
cia de paquetes y sincronización programada. Una 
dificultad presentada por los switch, es el tiempo 
que demora el protocolo STP (Spanning Tree Pro-
tocol) en recuperarse cuando ocurre una falla 
[61], ya que son alterados los requerimientos críti-
cos de respuesta en tiempo real para sistemas de 
monitoreo y control. En [38], se propone un algo-
ritmo espectral basado en una red jerárquica con 
conexiones redundantes, cuya infraestructura mi-
nimiza los retardos sobre una arquitectura Ether-
net.  De igual forma, en [17] se implementan mo-
dificaciones para mejorar el aprovechamiento del 
canal de comunicaciones: minimizando el número 
de colisiones en forma determinística, utilizando 
switch, cambiando la MAC de los dispositivos y eli-
minando las colisiones.
Los retardos y tiempos de procesamiento que 
involucran el tiempo de una conexión punto a 
punto [40] [62], dependen de la arquitectura de 
la red y de sus componentes físicos, tales como 
cables, resistencia y porcentaje de ocupación del 
canal. Aunque en muchos casos, la determinación 
de estas características no se realiza de manera 
fácil, pueden ser utilizadas como herramientas de 
software para evaluar las condiciones de la red de 
manera generalizada [47]. Por lo tanto, la arqui-
tectura determina las características específicas 
de tráfico en una red de comunicaciones, puesto 
que aquí es donde se involucran la distribución de 
los dispositivos y elementos.  Sin embargo, en la 
literatura no se evidencia suficiente claridad en 
cuanto a la influencia de las características del 
tráfico en la red y los inconvenientes ocasionados 
por los sistemas operativos y las aplicaciones.
2.3. Proyección hacia el monitoreo y control 
remoto
A pesar de que Ethernet es la tecnología do-
minante en el mundo de las comunicaciones, en 
el ámbito industrial no se ha establecido como 
alternativa dominante por los requerimientos que 
demandan los procesos industriales, tales como 
tiempo real, disponibilidad y seguridad [63]. Sin 
embargo, en [59] se propone un modelo embebi-
do para el monitoreo y control remoto a través de 
internet, utilizando tecnología VPN (Virtual Private 
Network). La dificultad radica en la sensibilidad a 
la disponibilidad del canal y a las condiciones va-
riantes del tráfico de red. Por consiguiente, estas 
implementaciones vía internet, presentan incon-
venientes relacionados con los retardos que se 
generan en el tráfico de la red y la seguridad [64], 
siendo este uno de los temas más principales por 
resolver [65], [66], si se toma en consideración 
que estos modelos no presentan un buen rendi-
miento para los procesos de control [40]. 
De la misma forma, en [67] es implementado 
un sistema vía web sobre TCP/IP con fines edu-
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cativos para el control de plantas de pilotaje. Los 
cambios en el rendimiento de la red no afectan 
dramáticamente el proceso, pero se presentan 
dificultades determinantes para la respuesta en 
tiempo real. Estos experimentos no han suplido la 
necesidad de tiempo real requerido, por presentar 
gran complejidad con la tecnología Ethernet [68]. 
En otro caso, se implementan servidores web em-
bebidos a nivel local, para acceso vía internet, los 
cuales mejoran el rendimiento, a pesar de utilizar 
tecnologías cableadas e inalámbricas [69]. En la 
Fig. 4 se detallan los elementos que se deben te-
ner presente en un sistema de monitoreo vía web 
y que son caso de estudio por la comunidad cientí-
fica con el fin de optimizar los tiempos requeridos 
en el proceso de control remoto. La comunicación 
terminal a terminal involucra mínimo 2 router de 
ISP, los cuales contienen recursos no controlables 
toda vez que dependen de los proveedores de ser-
vicio a internet.
Fig. 4.  ELEMENTOS PRESENTES EN UN SISTEMA DE COMUNICACIONES 
DE MONITOREO VIA WEB
Fuente: autor
Con herramientas como el RTT y métodos es-
tadísticos, se pueden predecir las condiciones de 
tráfico para determinar el desempeño del canal 
orientado a la implementación de sistemas de 
monitoreo y control [70]. Asimismo, se han explo-
rados otros recursos con redes neuronales para 
la predicción de tráfico y la optimización del rendi-
miento computacional, que faciliten las aplicacio-
nes en tiempo real [71].
En general, el monitoreo y control vía internet 
presentan dificultades de rendimiento y seguridad 
al integrar diferentes plataformas y protocolos. La 
literatura actual no evidencia soluciones que per-
mitan determinar y predecir de manera acertada 
el comportamiento del canal para sistemas de 
monitoreo y control en tiempo real utilizando inter-
net. Es por esto, que se requieren avances en los 
estudios relacionados con el modelado del canal, 
teniendo en cuenta las conexiones y topologías 
híbridas que permitan determinar en conjunto su 
desempeño.
3. CONCLUSIONES Y RECOMENDACIONES
Los estudios realizados sobre el tráfico en los 
canales de comunicación carecen de evaluacio-
nes conjuntas entre las características que for-
man parte, tanto a nivel de arquitectura como del 
comportamiento del flujo de datos a través del ca-
nal, orientado a determinar de manera acertada 
las propiedades y el comportamiento del medio 
involucrados en el establecimiento de las condi-
ciones predictivas para la implementación pro-
gramada de sistemas en tiempo real. Asimismo, 
no son frecuentes los estudios que establecen la 
influencia directa que tiene la arquitectura de la 
red sobre el comportamiento del tráfico de datos, 
toda vez que en forma aislada se experimenta con 
cada dispositivo de la red. 
Extender el monitoreo y control en el ámbito lo-
cal desde la industria hasta la red global (internet) 
presenta dificultades de seguridad y estabilidad 
que no garantizan su implementación en labores 
críticas de tiempo real. Es por esto, que se requie-
ren nuevos estudios en cuanto al modelado del 
canal, con el fin de determinar ventanas tempo-
rales de disponibilidad que garanticen el rendi-
miento mínimo necesario para las operaciones. 
De igual forma, se requieren nuevas investigacio-
nes en cuanto a la eficiencia del canal, de mane-
ra que se promuevan mejores implementaciones 
que determinen la importancia e influencia de la 
velocidad de procesamiento de los dispositivos, el 
rendimiento y disponibilidad del medio. Finalmen-
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te, la intervención del protocolo de comunicación 
que opera en el canal podría ser intervenido con 
marca de prioridad en los paquetes, con el fin de 
establecer en la red condiciones de prioridad y ra-
pidez para la entrega de datos en el entorno local.
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