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a b s t r a c t
The (k, s) assignment problem sets a unified framework for studying the facial structure
of families of assignment polytopes. Through this framework, we derive classes of clique
facets for all axial and planar assignment polytopes. For each of these classes, a polynomial-
time separation procedure is described. Furthermore, we provide computational experi-
ence illustrating the efficiency of these facet-defining inequalities when applied as cutting
planes.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The (k, s) assignment problem ((k, s)APn), introduced in [2], is a proper generalisation of the (2-index) assignment
problem. Formally, the problem can be described as follows:
INSTANCE: k disjoint n-setsM1, . . . ,Mk, an integer s ∈ {0, . . . , k} and a functionw : M1 × · · · ×Mk −→ R.
PROBLEM: FindM ⊆ M1 × · · · ×Mk such that
(a) for every S = {i1, . . . , is} ⊆ {1, . . . , k}, with i1 < i2 < · · · < is, each s-tuple of Mi1 × · · · × Mis appears in
exactly one k-tuple ofM,
(b)
∑{wm : m ∈ M} is maximised (minimised) subject to (a).
The above definition encompasses all the multi-index (k-index) assignment problems whose objective function is a
weighted sum of the variables. An alternative term underlining this fact is a linear-sum assignment. For the most part, the
multi-index assignment class consists of axial assignment problems (see [3]): given k disjoint n-sets, find an optimumweight
collection of disjoint k-tuples each including an element from each set. However, several other problems also fall within this
class. For example, consider the case of planar assignment (in [4]), where the aim is to find an optimum collection of n2k-
tuples, partitioned into n disjoint sets of n disjoint tuples (for a relevant case, see [5]). It is not difficult to deduce that all
these problems reduce to the (k, s)APn for specific values of the parameters k and s. In particular, the type of assignment is
determined by the value of s, i.e. s = 1 defines the case of axial assignment, s = 2 defines the case of planar assignment, etc.
Hence, axial and planar assignment problems constitute two distinct subclasses belonging to a larger class of multi-index
assignment problems. The parameter k identifies the specific problem within a particular subclass declared by the value
of s. Thus, the (2-index) assignment problem is defined for k = 2, s = 1, the 3-index axial assignment problem [6,7] for
k = 3, s = 1, the 3-index planar assignment problem [8,9,4] for k = 3, s = 2 and so on.
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A thorough review regarding assignment problems and their numerous applications can be found in [10,11], where
references for exact algorithms, complexity and approximability results are also provided. A more recent computational
study for some axial problems using Branch & Boundmethods, including related references and applications, can be found
in [12], while computational work on the (3, 1)APn, (3, 2)APn and (4, 2)APn appears in [1,13,9] and [14], respectively. A
special case of (3, 1)APn is examined in [15]. Regarding the polyhedral study of assignment problems, we refer to [16,17] for
(2, 1)APn, [18,6,7,13] for (3, 1)APn, [19,8] for (3, 2)APn and [20,21] for (4, 2)APn. Notice that each of these studies considers
a single polytope exclusively. Hence, there is an obvious benefit, and therefore an important motivation, in examining
the facial structure of (k, s)APn. Although this appears as a thorny task for general k and s, the polyhedral analysis is
accomplishable at least for specific values of s (see [2]). Clearly, this remains significant exactly because the results are
valid for all the polytopes within a particular subclass, i.e. for all values of k.
Along this line of research, the results of [2] include the dimension of all assignment polytopes for s = 1, 2 and a class of
facets for the axial assignment polytopes. In the current work, we extend the study of axial and planar polytopes by identify-
ing classes of clique facets of (k, s)APn for s = 1 and 2, respectively. We should mention that these classes contain several of
the facet classes presented in [20,6]. Further, for each facet class, we present a polynomial-time separation procedure, thus
allowing these facet classes to be incorporated within an Integer Programming (IP) solver. In fact, computational results,
obtained by adding violated clique inequalities at the root node of the search tree, illustrate a significant improvement in
algorithmic performance.
2. Formulation
For k, s ∈ Z+ with k ≥ s, let K = {1, . . . , k} and Qk,s = {S ⊆ K : |S| = s}. Clearly,
∣∣Qk,s∣∣ = ( ks). Consider k disjoint
n-sets M1,M2, . . . ,Mk and let mi ∈ Mi, for i ∈ K . For S ∈ Qk,s, assume S = {i1, i2, . . . , is} such that i1 < i2 < · · · < is.
LetMS = Mi1 ×Mi2 × · · · ×Mis andmS ∈ MS , wheremS = (mi1 ,mi2 , . . . ,mis). We follow the convention thatmi0,mi1, . . .
denote the elements of the set Mi, i.e. the values of the index mi. In an analogous manner, mS0 denotes the specific s-tuple
(mi10 , . . . ,m
is
0 ). For c, d ∈ MS , |c ∩ d| = |S| − |support(c − d)| .
The integer programming formulation of (k, s)APn, with respect to functionw and the binary variables xmK , is
max
∑
{wmK · xmK : mK ∈ MK }, (2.1)
s.t.
∑
{xmK : mK\S ∈ MK\S} = 1, ∀mS ∈ MS, S ∈ Qk,s, (2.2)
xmK ∈ {0, 1}nk , ∀mK ∈ MK . (2.3)
Note that there are exactly s ‘‘fixed’’ indices in each constraint.MK\S is the set of indices appearing in the sum, whereasMS is
the set of indices common to all variables in an equality constraint. Let A(k,s)n denote the (0, 1)matrix of the constraints (2.2).
The matrix A(k,s)n has nk columns and
(
k
s
)
· ns rows, i.e. ns constraints for each of the
(
k
s
)
distinct S ∈ Qk,s. Each constraint
includes nk−s variables. An alternative formulation is presented in [11].
Multi-index variants of problems related to the (2-index) assignment problemcanbe formulated in an analogousmanner.
Two such problems are the generalised assignment problem (GAP) and the transportation problem. A multi-index version of
GAP, defined for s = 1, appears in [22], while we refer to [23–25] for themulti-index transportation problem.
The convex hull of the integer points satisfying the constraints (2.2) is the (k, s) assignment polytope, denoted as P (k,s)n;I .
Formally, P (k,s)n;I = conv{x ∈ {0, 1}nk : A(k,s)n x = e}, where e is a column vector of ones. The linear relaxation of P (k,s)n;I , also
called the linear (k, s) assignment polytope, is the polytope P (k,s)n = {x ∈ Rnk : A(k,s)n x = e, x ≥ 0}. Obviously, P (k,s)n;I ⊆ P (k,s)n .
We refer to integer points of polytopes as vertices.
To facilitate the presentation hereafter, we assume that Mi = {1, . . . , n}, for all i ∈ K . Considering every S ∈ Qk,s as an
ordered s-tuple, we can uniquely identify each of the
(
k
s
)
row sets of A(k,s)n by such an s-tuple. Without loss of generality,
we assume the row sets of A(k,s)n in lexicographic descending order in terms of the ‘ordered’ S ∈ Qk,s.
Example 1. Let k = 4, s = 2. Then the row sets of A(4,2)n are indexed, top to bottom, by the pairs (3, 4), (2, 4), (2, 3),
(1, 4), (1, 3), (1, 2).
For (i1, . . . , is) ∈ Qk,s, where i1 < · · · < is, s, k ∈ Z+, s ≤ k, a function that provides the position of the corresponding
row set (according to the above rule) in matrix A(k,s)n is
f (i1, . . . , is) =
s∑
t=1
{
k−(s−t)∑
j=it+1
(
k− j
s− t
)}
+ 1. (2.4)
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The column-intersection graph of A(k,s)n , namely G(C (k,s), E(k,s)), has a node for each column of A
(k,s)
n and an edge for every
pair of columns that have a +1 entry in the same row. It is easy to see that the node set C (k,s) is identical to MK and that
if c, d ∈ C (k,s) then (c, d) ∈ E(k,s) if and only if |c ∩ d| ≥ s. A clique is a maximal complete subgraph. It is known that the
node set of a clique of G(C (k,s), E(k,s)) induces a facet of P˜ (k,s)n;I = conv{x ∈ {0, 1}nk : A(k,s)n x ≤ e} (see [26]). P˜ (k,s)n;I is called the
set-packing relaxation of P (k,s)n;I since, it is easy to see that, P
(k,s)
n;I ⊂ P˜ (k,s)n;I . The facets established in the following sections are
all derived from cliques of G(C (k,s), E(k,s)). Let Q denote the node set of such a clique. Then, the inequality∑
{xq : q ∈ Q } ≤ 1 (2.5)
induces the face P (k,s)n;I (Q ) = {x ∈ P (k,s)n;I : (2.5) is satisfied as equality by x}. Themethodology adopted in proving that P (k,s)n;I (Q )
is a facet of P (k,s)n;I is summarised in the following three steps (see [27] for an analytical presentation). We must show that
(i) (2.5) is valid for P (k,s)n;I ,
(ii) P (k,s)n;I (Q ) is a proper face of P
(k,s)
n;I , i.e. P
(k,s)
n;I (Q ) 6= P (k,s)n;I ,∅,
(iii) if there exists (a, a0) ∈ Rnk+1 such that ax = a0, for all x ∈ P (k,s)n;I (Q ), then ax = a0 can be derived as a linear combination
of A(k,1)n x = e and (2.5).
To show (i) it suffices to prove that Q is a node set of a clique. Then, because (2.5) is facet-defining for P˜ (k,s)n;I it is, by
definition, valid for this polytope and because P (k,s)n;I ⊂ P˜ (k,s)n;I , it is also valid for P (k,s)n;I . To show (ii) and (iii), we must take a
closer look at the integer points of P (k,s)n;I .
Remark 1. At an integer point (vertex) of P (k,s)n;I , each element of any of the setsM1, . . . ,Mk appears in exactly n
s−1 variables
set to one.
Consider an arbitrary vertex x ∈ P (k,s)n;I , and a pair of values mi0,mi1 ∈ Mi, i ∈ K . By Remark 1 there are exactly ns−1
variables set to one indexed bymi0 and n
s−1 variables indexed bymi1 at x. It is easy to see that if we setmi = mi1 to all variables
indexed bymi0 andm
i = mi0 to all variables indexed bymi1, we derive another vertex xˆ ∈ P (k,s)n;I . At xˆ there are again exactly
ns−1 ‘new’ variables set to one withmt = mt0 and ns−1 ‘new’ variables set to one withmi = mi1. The variables, withmi = mi0
andmi = mi1, set to one at point x, are set to zero at point xˆ and vice versa. The values for the rest of the variables remain the
same at both points. The notion of interchanging the role of two index values is formalised via the interchange operator (↔),
introduced in [20]. By setting xˆ = x(mi0 ↔ mi1)i, we imply that, at point x, we interchange the index valuesmi0 andmi1, thus
deriving point xˆ. The subscript, indexing the brackets, denotes the set that the interchanged elements belong to. A series of
interchanges at a point x ∈ P (k,s)n;I is expressed by using the operator (↔) as many times as the number of interchanges with
priority from left to right. For example, xˆ = x(m10 ↔ m11)1(1 ↔ m21)2 implies that at point x we interchange m10 and m11,
while at the derived point we interchange 1 andm21. The following remark summarises the above observations.
Remark 2. Let vertex x ∈ P (k,s)n;I and xˆ = x(mi0 ↔ mi1)i, for any i ∈ K . Then xˆ ∈ P (k,s)n;I and the two vertices x, xˆ differ only in
2ns−1 variables set to one. These are the variables containing in their indexing tuples the valuesmi0,m
i
1.
In the following facet proofs, we show (ii) and (iii) by deriving vertices through the application of the interchange
operator. Specifically for (iii), it is crucial that the proof is carried out by exclusively using vertices of P (k,s)n;I (Q ). These vertices
are used in conjunction with equation ax = a0 which is satisfied by all of them. Consequently, if z, y ∈ P (k,s)n;I (Q ), then the
equality az = ay is valid.
Note that the facet concept preconditions the non-emptiness of P (k,s)n;I . For s = 1, this is true since the diagonal solution,
namely xdiag , having x1...1 = 1, x2...2 = 1, . . . , xn...n = 1, always exists (in fact the number of vertices of P (k,1)n;I equals
(n!)k−1 [25, Corollary 3.6]). For s = 2, this is not true for all values of k and n (see Section 4). Therefore, in the corresponding
facet proof we assume that P (k,2)n;I 6= ∅.
3. Axial assignment
3.1. Facet classes
For c ∈ C (k,1), we define
Q¯ (c) = {d ∈ C (k,1) : k− 1 ≥ |c ∩ d| ≥ bk/2c + 1}.
Further, for c ∈ C (k,1) and S ⊂ K , let C (k,1)S (c) = {d ∈ C (k,1) : support(c − d) ∩ S = ∅}. It is easy to verify that |d ∩ h| = 0,
for all d ∈ C (k,1)S (c), h ∈ C (k,1)K\S (c). The following definitions apply to the case of k being even. Let G = {S ⊂ K : |S| = k/2}.
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Observe that, for k even, S ∈ G if and only if K \ S ∈ G. Therefore, the set G can be partitioned into sets G+,G−, such that
G = G+ ∪G− and S ∈ G+ if and only if K \ S ∈ G−. Since |G| =
(
k
k/2
)
, the number of such partitions is 2
1
2
(
k
k/2
)
. Finally, let
QG+(c) =
⋃
S∈G+ C
(k,1)
S (c). The node set QG−(c) is defined analogously. We define
Q (k,1)(c) = {c} ∪ Q¯ (c) ∪
{∅, for k odd,
QG+(c), for k even.
In [2], it is shown that Q (k,1)(c) induces a clique of G(C (k,1), E(k,1)) and the inequality∑
{xq : q ∈ Q (k,1)(c)} ≤ 1 (3.1)
is facet-defining. Another class of clique inequalities is presented next.
For c ∈ C (k,1), we define the complement of the set Q¯ (c) to be
coQ¯ (c) = {d ∈ C (k,1) : 1 ≤ |c ∩ d| ≤ dk/2e − 1}.
Then, for c, h ∈ C (k,1), |c ∩ h| = 0, we define
Q (k,1)(c, h) = {c} ∪ (Q¯ (h) ∩ coQ¯ (c)) ∪
{∅, for k odd,
QG+(h) ∩ (coQ¯ (c) ∪ QG−(c)), for k even.
The corresponding clique inequality is∑
{xq : q ∈ Q (k,1)(c, h)} ≤ 1. (3.2)
Example 2. Let c = (m10, . . . ,mk0), h = (n, . . . , n). For k = 3, Q¯ (h) ∩ coQ¯ (c) = {(m10, n, n), (n,m20, n), (n, n,m30)}. For
k = 4, Q¯ (h) ∩ coQ¯ (c) = {(m10, n, n, n), (n,m20, n, n), (n, n,m30, n), (n, n, n,m40)}.We also need to define the set QG+(h) for
which there are 2
1
2
(
4
2
)
= 23 choices. Suppose that G+ = {{3, 4}, {2, 4}, {2, 3}}. Then,
QG+(h) ∩ (coQ¯ (c) ∪ QG−(c)) =
⋃
m2∈M2\{n}
{(m10,m2, n, n)} ∪
⋃
m1∈M1\{m10,n}
{(m1,m20, n, n)}
∪
⋃
m3∈M3\{n}
{(m10, n,m3, n)} ∪
⋃
m1∈M1\{m10,n}
{(m1, n,m30, n)}
∪
⋃
m4∈M4\{n}
{(m10, n, n,m4)} ∪
⋃
m1∈M1\{m10,n}
{(m1, n, n,m40)}.
It is not difficult to see that∣∣Q (k,1)(c, h)∣∣ = 1+ k−1∑
t=bk/2c+1
(
k
t
)
·
k−t∑
r=1
(
k− t
r
)
· (n− 2)k−t−r
+ (1− (k mod 2)) · 1
2
·
(
k
k/2
)
·
k/2∑
r=1
(
k
r
)
(n− 2)k/2−r .
Proposition 3.1. For c, h ∈ C (k,1), |c ∩ h| = 0,Q (k,1)(c, h) is the node set of a clique of G(C (k,1), E(k,1)).
Proof. We first prove that node set Q (k,1)(c, h) induces a complete subgraph. Assume that c1, c2 ∈ Q (k,1)(c, h) \ {c}, i.e. we
exclude the trivial case of either of them being c. If both nodes belong to Q¯ (h), they both have at least bk/2c + 1 indices
in common with h; thus they must have at least one index in common (|c1 ∩ c2| ≥ 1). One of them belonging to QG+(h)
uniquely implies that k is even. Hence, let c2 ∈ QG+(h). If c1 ∈ Q¯ (h) then again |c1 ∩ c2| ≥ 1, since |h ∩ c1| ≥ k2 + 1
and |h ∩ c2| = k/2. Otherwise, c1 ∈ QG+(h), therefore |c1 ∩ c2| ≥ 1 by definition of QG+(c). In all cases, |c1 ∩ c2| ≥ 1,
i.e. (c1, c2) ∈ E(k,1).
To show that the complete subgraph induced by Q (k,1)(c, h) is also maximal, consider c3 ∈ C (k,1) \ (Q (k,1)(c, h) ∪ {h}),
the case of c3 = h being trivial. Let t = |c3 ∩ h|. Then, either t ≤ bk/2c − 1, or, t = bk/2c. For the first case, consider some
c4 ∈ C (k,1), whose common indices with h are all but the common indices of hwith c3. This implies that |c4 ∩ h| ≥ bk/2c+1.
Additionally, we require that support(c4 − c) = support(c3 − h). It is not difficult to deduce that |c3 ∩ c4| = 0 and
c4 ∈ Q¯ (h) ∩ coQ¯ (c). For t = bk/2c, observe that c3 6∈ QG+(h) ∩ (coQ¯ (c) ∪ QG−(c)) by definition. Therefore, there exists at
least one element c4 ∈ QG+(h) ∩ (coQ¯ (c) ∪ QG−(c)), such that |c3 ∩ c4| = 0. In both cases, (c3, c4) 6∈ E(k,1), implying that
the subgraph induced by Q (k,1)(c, h) ∪ {c3} is not complete. 
Theorem 3.2. For c, h ∈ C (k,1), |c ∩ h| = 0 and n ≥ 5, (3.2) defines a facet of P (k,1)n;I .
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Proof. Without loss of generality, assume that c = c0 = (m10, . . . ,mk0), h = cn = (n, . . . , n), where mi0 6= 1, n, for
all i ∈ K . Furthermore, for k even, assume that (m1, . . . ,mk/2, n, . . . , n) ∈ QG+(cn) ∩ (coQ¯ (c) ∪ QG−(c)), where at least
one of m1,m2, . . . ,mk/2 takes its value from the set {m10, . . . ,mk/20 } and the remaining indices are different from n. Let
Pn;I(Q (k,1)(c0, cn)) = {x ∈ P (k,1)n;I :
∑{xq : q ∈ Q (k,1)(c0, cn)} = 1}.
To prove (ii), assume that xdiag
m10···mk0
= 1, because in the opposite case xdiag 6∈ Pn;I(Q (k,1)(c0, cn)) thus implying that
P (k,1)n;I 6= Pn;I(Q (k,1)(c0, cn)). The vertex x′ = xdiag(1↔ m10)1 belongs to P (k,1)n;I but not to Pn;I(Q (k,1)(c0, cn)), since x′1m20···mk0 =
1, x′
m101···1
= 1, implying that all variables indexed by Q (k,1)(c0, cn) are set to zero. To show that Pn;I(Q (k,1)(c0, cn)) 6= ∅
consider the vertex x′′ = xdiag(n↔ m10). Then x′′ ∈ Pn;I(Q (k,1)(c0, cn)) because x′′m10n···n = 1.
To prove (iii), we must show that there exist scalars λ1mk , λ
2
mk−1 , . . . , λ
k
m1
, for allm1 ∈ M1, . . . ,mk ∈ Mk, satisfying
am1m2···mk =
{
λ1mk + · · · + λkm1 , for (m1, . . . ,mk) ∈ C (k,1) \ Q (k,1)(c0, cn),
λ1mk + · · · + λkm1 + pi, for (m1, . . . ,mk) ∈ Q (k,1)(c0, cn),
(3.3)
a0 =
k∑
i=1
∑
{λimk−i+1 : mk−i+1 ∈ Mk−i+1} + pi. (3.4)
We define: λ1mk = a1···1mk , λ2mk−1 = a1···1mk−11 − a1···1, . . . , λkm1 = am11···1 − a1···1.
For v ∈ C (k,1) \ Q (k,1)(c0, cn), substituting lambdas in (3.3), yields
am1m2···mk = a1···1mk + · · · + am11···1 − (k− 1)a1···1. (3.5)
Let T (v) denote the set of indices of v with value different from one. Obviously T (v) ⊆ K ; thus |T (v)| = t ≤ k. Observe
that for t ≤ 1, v has at least k − 1 indices equal to one, in which case (3.5) is true by definition. It remains to show (3.5)
for 2 ≤ t ≤ k. Let R1(v)(R2(v)) denote the set of indices of v with value(s) n (from the set {m10,m20, . . . ,mk0}). Also, let|Ri(v)| = ri, for i = 1, 2. Obviously r1 + r2 ≤ t since (R1(v) ∪ R2(v)) ⊆ T (v). We assume that T (v) = {1, . . . , t}, R1(v) =
{1, . . . , r1}, R2(v) = {r1 + 1, . . . , r1 + r2}, all other cases being symmetrical.
Case 1. r2 ≥ 1.
For v to belong to C (k,1) \ Q (k,1)(c0, cn), we must have r1 ≤ bk/2c , r2 < k. Starting from xdiag we can easily construct
a vertex xt having xt1···1 = 1, xtm11···mt−11 mtvmt+11 ···mk1 = 1, where 1,m
i
v are all different for all i ∈ {1, . . . , t} and mi1 ∈
Mi \ {1,mi0,miv, n}, for all i ∈ K . Furthermore, if r1 ≥ 1 we require that xtm10···mr10 n...n = 1,whereas if r1 = 0 then x
t
n···nmk0
= 1.
Let xˆt = xt(1 ↔ mtv)t , x¯t = xˆt(1 ↔ m1v)1 · · · (1 ↔ mt−1v )t−1, x˜t = x¯t(1 ↔ mtv)t . If r1 ≥ 1 then xm10···mr10 n...n = 1
at all these vertices. This is because this variable is set to one at xt and the interchanges applied to obtain the remaining
vertices do not affect the tuple indexing this variable. Thus, xt , xˆt , x¯t , x˜t ∈ Pn;I(Q (k,1)(c0, cn)). Specifically for the case of k
being even and r1 = k/2, these vertices belong to Pn;I(Q (k,1)(c0, cn)) because, by assumption, (m10, . . . ,mk/20 , n, . . . , n) ∈
QG+(h) ∩ (coQ¯ (c) ∪ QG−(c)). In a similar fashion, if r1 = 0 then xn···nmk0 = 1 at xt , xˆt , x¯t , x˜t since r2 < k. Observe also that
xt , xˆt , x¯t , x˜t ∈ Pn;I(Q (k,1)(c0, cn)).
After cancelling out identical terms, axt = axˆt becomes
a1···1 + am11···mt−11 mtvmt+11 ···mk1 = a1···1mtv1···1 + am11···mt−11 1mt+11 ···mk1 , (3.6)
while ax¯t = ax˜t becomes
am1v ···mtv1···1 + am11···mt−11 1mt+11 ···mk1 = am1v ···mt−1v 1···1 + am11···mt−11 mtvmt+11 ···mk1 . (3.7)
Adding Eqs. (3.6) and (3.7) results in
am1v ···mtv1···1 = am1v ···mt−1v 1···1 + a1···1mtv1···1 − a1···1. (3.8)
Observe that (3.8) defines a recurrence relation with respect to t . Thus, starting for t = k and recursively substituting term
am1v ···mt−1v 1···1 until t = 2, we obtain Eq. (3.5) formi = miv ∈ Mi \{1}, i ∈ K . To prove (3.5) for a k-tuple with q (1 ≤ q ≤ k−2)
indices equal to one, we perform the recursive step starting from t = k− q. This proves Eq. (3.3).
Case 2. r2 = 0.
The proof is similar to that of the previous case, the only difference being that at vertex xt we require xt
m10···mk0
= 1,
regardless of the value of r1 which in this case ranges between 0 and k. Observe that xm10···mk0 = 1 at vertices xt , xˆt , x¯t , x˜t(k ≥
t ≥ 2), implying that all these vertices belong to Pn;I(Q (k,1)(c0, cn)).
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The proof with respect to v ∈ C (k,1) \ Q (k,1)(c0, cn) is complete.
For (m1, . . . ,mk) ∈ Q (k,1)(c0, cn), we define
pim1···mk = am1···mk −
k∑
t=1
λtmk−t+1 . (3.9)
It remains to prove that all pi ’s are equal.
Consider a vertex y0 ∈ P (k,1)n;I with y0m10···mk0 = y
0
n···n = 1. We define
yj = yj−1(mj0 ↔ n)j, j = 1, . . . , bk/2c .
After cancelling out identical terms, ayj−1 = ayj becomes
am10···mj−10 n···n
+ an···nmj0···mk0 = am10···mj0n···n + an···nmj+10 ···mk0 . (3.10)
Observe that for j = 1(j ∈ {2, . . . , bk/2c}) the second (first) term of the left-hand side is indexed by a term belonging to
Q (k,1)(c0, cn). In the right-hand side, for every j ∈ {1, . . . , bk/2c}, the tuple (m10, . . . ,mj0, n, . . . , n) belongs to Q (k,1)(c0, cn).
Substituting in (3.10) terms indexed by tuples belonging to Q (k,1)(c0, cn) from (3.9) and the remaining terms from (3.3), we
obtain pi = pim10···mk0 = pim10···mj0n···n, for j ∈ {1, . . . , bk/2c}. By symmetry, (3.9) is true for each k-tuple of Q
(k,1)(c0, cn) with
p ∈ {bk/2c , . . . , k− 1} indices equal to n and the remaining k− p indices taken from {m10, . . . ,mk0}.
It remains to show thatpi = pim10···mj−10 mj···mbk/2cn···n = pim10···mj0mj+1···mbk/2cn···n,m
j 6= mj0, n, for 2 ≤ j ≤ bk/2c , all other cases
being symmetrical. Consider a vertex ybk/2c ∈ P (k,1)n;I with ybk/2cm10···mbk/2c0 n···n = y
bk/2c
m11···mk1
= 1,withmi1 ∈ Mi\{mi0, n}, i ∈ {1, . . . , k}.
We define
yj−1 = yj(mj0 ↔ mj1)j, j = bk/2c , . . . , 2.
Thus ayj = ayj−1 yields
a
m10···mj0mj+11 ···m
bk/2c
1 n···n
+ a
m11···mj1mj+10 ···m
bk/2c
0 m
bk/2c+1
1 ···mk1
= a
m10···mj−10 mj1···m
bk/2c
1 n···n
+ a
m11···mj−11 mj0···m
bk/2c
0 m
bk/2c+1
1 ···mk1
.
Substituting the first terms of both sides from (3.9) and the remaining ones from (3.3), we obtain the desired result for every
mj1 6= mj0, n. This completes the proof of (3.3).
Finally to show (3.4) consider an arbitrary vertex x ∈ Pn;I(Q (k,1)(c0, cn)). Then, by multiplying each row of A(k,1)n x = e by
the corresponding lambda, (3.2) by pi and summing over, we obtain
ax =
k∑
i=1
∑
{λimk−i+1 : mk−i+1 ∈ Mk−i+1} + pi
which implies (3.4). 
Proposition 3.3. For k ≥ 5, the number of inequalities of the type (3.2) is nk · (n − 1)k, for k odd, and nk · (n − 1)k · 2 12
(
k
k/2
)
,
for k even.
Proof. It is not difficult to see that the number of distinct pairs (c, h), with c, h ∈ C (k,1), |c ∩ h| = 0, is nk · (n− 1)k. Further,
there are 2
1
2
(
k
k/2
)
distinct options for set G+, for k even. It remains to prove that no two pairs (c, h), (c1, h1) can produce the
same clique of this type, i.e. Q (k,1)(c, h) 6= Q (k,1)(c1, h1) for c 6= c1 or h 6= h1.
Recall that c ∈ Q (k,1)(c, h), while h 6∈ Q (k,1)(c, h) and assume that Q (k,1)(c, h) = Q (k,1)(c1, h1). This implies either c1 = c
or c1 ∈ Q (k,1)(c, h) \ {c}. If c1 = c , it is not difficult to see that Q (k,1)(c, h) = Q (k,1)(c, h1) if and only if h = h1.
If c1 ∈ Q (k,1)(c, h) \ {c}, the definition of Q (k,1)(c, h) implies that node c1 has at least bk/2c + 1 indices in common
with h, for k odd, and at least k/2 indices in common with h, for k even. Thus, it holds that |c1 ∩ h| ≥ dk/2e, for all k.
Since |c1 ∩ h1| = 0, it follows that |h1 ∩ h| ≤ bk/2c. It remains to prove that, for k ≥ 5, there exists at least one node of
Q (k,1)(c1, h1) that cannot appear in Q (k,1)(c, h).
Consider any node d ∈ Q (k,1)(c1, h1), such that |c1 ∩ d| = 1, |h1 ∩ d| = k− 1 and (c1 ∩ d) 6⊆ h, i.e. the common index of
c1 and d does not appear in h. For k ≥ 5, such a node always exists by definition ofQ (k,1)(c1, h1) and because of the properties
of nodes c1 and h1. It is not difficult to notice that, in the case of |h1 ∩ h| = bk/2c, it holds that |d ∩ h| = bk/2c − 1. Hence,
|d ∩ h| ≤ bk/2c − 1, implying that d 6∈ Q (k,1)(c, h) \ {c}.
It remains to examine the case where d = c. For this to occur, all k − 1 indices of h1 selected must be equal to the
corresponding indices of c , i.e. |h1 ∩ c| ≥ k− 1 and therefore |h1 ∩ h| ≤ 1. In that case, consider another node d1 6= d, such
that |c1 ∩ d1| = 1 and |h1 ∩ d1| = k−1. This node can have atmost two indices equal to the corresponding indices of h, i.e. at
most one index from either of c1 and d1. For k ≥ 5, this implies that |d1 ∩ h| ≤ bk/2c−1 and therefore d1 6∈ Q (k,1)(c, h)\{c}.
Overall, there can exist no two distinct pairs (c, h), (c1, h1) such that Q (k,1)(c, h) = Q (k,1)(c1, h1) for k ≥ 5. The result
follows. 
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Families of inequalities (3.1) and (3.2) for k = 3 reduce to the ‘classes 2 and 3’, defined in [6].
3.2. Separation
We first present a separation algorithm for inequalities induced by Q (k,1)(c), i.e., an algorithm that, given an x0 ∈ P (k,1)n \
P (k,1)n;I , either provides an inequality of the type (3.1) which is violated by x
0, or decides that no such inequality exists.
In [2], it is shown that the number of distinct inequalities (3.1) is nk, for k odd, and nk · 2 12
(
k
k/2
)
for k even. Also∣∣Q¯ (c)∣∣ = ∑k−1t=bk/2c+1 ( kt ) (n − 1)k−t , for any k, and ∣∣QG+(c)∣∣ = 12 ( kk/2) (n − 1)k/2, for k even. It is not difficult to see that
the naive approach of checking whether every single inequality (3.1) is violated requires, in the worst case, O(n
3k
2 ) steps for
k odd and O
(
2
(
k
k/2
)
· n 3k2
)
steps for k even. In contrast, Algorithm 1 remains polynomial in n, for all k. This algorithm uses
a scalar u, which must be greater than dk/2e ·
(
k
dk/2e−1
)
.
Algorithm 1 Separation of inequalities (3.1)
// Step 1
for all c ∈ C (k,1)
dc := 0;
if (k mod 2 = 0)
for all c ∈ C (k,1)
{
G˜ := G;
while
(
G˜ 6= ∅)
{
select S ∈ G˜;
hc := max
(∑{xq : q ∈ C (k,1)S (c)},∑{xq : q ∈ C (k,1)K\S (c)})
dc := dc + hc;
G˜ := G˜\{S, K\S};
}
}
// Step 2
for all s ∈ C (k,1)
if
(
xs > 1u·ndk/2e−1
)
for all c ∈ s ∪ Q¯ (s)
{
dc := dc + xs;
if (dc > 1)
return violated inequality
∑{xq : q ∈ Q (k,1)(c)} ≤ 1;
}
// Step 3
for all c ∈ C (k,1)
if
(
dc >
u−
⌈
k
2
⌉
·( k⌈ k
2
⌉
−1)
u
)
{
hc :=∑{xq : q ∈ Q (k,1)(c)};
if (hc > 1)
return violated inequality
∑{xq : q ∈ Q (k,1)(c)} ≤ 1;
}
To prove the correctness and the complexity of Algorithm 1, we first provide some intermediate results.
Lemma 3.4. Let x ∈ P (k,1)n and u ∈ R+. The number of entries of x that are greater than u must be less than or equal to nu .
Proof. It is not difficult to see that
∑{xc : c ∈ C (k,1)} = n for any x ∈ P (k,1). Hence, more than nu entries of x having value
greater than u implies that
∑{xc : c ∈ C (k,1)} > n, which is a contradiction. 
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Lemma 3.5. For u ∈ R+, the number of c ∈ C (k,1) such that ∑{xq : q ∈ {c} ∪ Q¯ (c)} > u must be less than or equal to
n
u ·
∣∣{c} ∪ Q¯ (c)∣∣.
Proof. Observe first that the definition of node set Q¯ (c) implies that q ∈ Q¯ (c) if and only if c ∈ Q¯ (q). Then,∑
c∈C(k,1)
{∑
{xq : q ∈ {c} ∪ Q¯ (c)}
}
= ∣∣{c} ∪ Q¯ (c)∣∣ ·∑{xc : c ∈ C (k,1)} = n · ∣∣{c} ∪ Q¯ (c)∣∣ .
Hence, the number of c ∈ C (k,1) such that∑{xq : q ∈ Q¯ (c)} > u being more than nu · ∣∣{c} ∪ Q¯ (c)∣∣ implies that∑
c∈C(k,1)
{∑
{xq : q ∈ {c} ∪ Q¯ (c)}
}
> n · ∣∣{c} ∪ Q¯ (c)∣∣
which is a contradiction. 
Proposition 3.6. Algorithm 1 determines whether an inequality of the type (3.1) is violated in O(nk) steps for k odd and in O(n
3k
2 )
steps for k even.
Proof. Consider c0 ∈ C (k,1) such that∑{xq : q ∈ Q (k,1)(c0)} > 1. Then,∑{
xq : q ∈ Q (k,1)(c0), xq > 1u · ndk/2e−1
}
> 1−
∑{
xq : q ∈ Q (k,1)(c0), xq ≤ 1u · ndk/2e−1
}
≥ 1−
∣∣Q (k,1)(c0)∣∣
u · ndk/2e−1 =
u · ndk/2e−1 − ∣∣Q (k,1)(c0)∣∣
u · ndk/2e−1 . (3.11)
It is not difficult to see that∣∣Q (k,1)(c0)∣∣ ≤ (dk/2e − 1) · ( kdk/2e − 1
)
· (n− 1)dk/2e−1 +
(
k
dk/2e − 1
)
· (n− 1)dk/2e−1,
or, equivalently,∣∣Q (k,1)(c0)∣∣ ≤ dk/2e · ( kdk/2e − 1
)
· ndk/2e−1.
Hence, (3.11) implies that
∑{xq : q ∈ Q (k,1)(c0)} > 1 only if
∑{
xq : q ∈ Q (k,1)(c0), xq > 1u · ndk/2e−1
}
>
u− dk/2e ·
(
k
dk/2e−1
)
u
.
It follows that any violated inequality is definitely detected within Step 3 of Algorithm 1.
To establish the complexity of the algorithm, we first examine the case of k being odd. Step 1 of the algorithm initialises
one counter for each variable; therefore its complexity is O(nk). According to Lemma 3.4, Step 2 is performed at most
u · ndk/2e times. For each iteration, the algorithm updates ∣∣{c} ∪ Q¯ (c)∣∣, i.e. ∑k
t=
⌊
k
2
⌋
+1
(
k
t
)
(n− 1)k−t , counters. Hence
the overall complexity of Step 2 is also O(nk). Finally, according to Lemma 3.5, the number of c ∈ C (k,1), such that dc >
1
u ·
(
u− dk/2e ·
(
k
dk/2e−1
))
, is less than or equal to n · u · ∣∣Q (k,1)(c)∣∣ · (u− dk/2e · ( kdk/2e−1))−1. For each such c ∈ C (k,1)
extra
∣∣Q (k,1)(c)∣∣ additions are required to calculate ∑{xq : q ∈ Q (k,1)(c)}. Hence, the overall complexity of Step 3 is
n · u · ∣∣Q (k,1)(c)∣∣2 · (u− dk/2e · ( kdk/2e−1))−1, which is again O(nk). Overall, for k odd, Algorithm 1 has a time complexity of
O(nk).
For k even, the only difference is in Step 1, where extra work is required for initialising counters dc . Specifically, for each
c ∈ C (k,1), Step 1 examines half of S ∈ G, i.e. a total of 12
(
k
k/2
)
sets. Further, for each pair of sets (S, K \ S), 2(n − 1)k/2
additions and one comparison must be performed. Therefore, O(nk/2) steps are required for each c ∈ C (k,1) and the total
complexity of Step 1 rises to O(n
3k
2 ). Given that the complexity of all other steps remains O(nk), the overall complexity of
Algorithm 1 for k even increases to O(n
3k
2 ).
To identify the optimal value of parameter u, observe first that this parameter affects the complexity of Steps 2 and 3.
Hence, the optimal value of u is the one minimising the function
f (u) = u · ndk/2e · ∣∣{c} ∪ Q¯ (c)∣∣+ n · u · ∣∣Q (k,1)(c)∣∣2(
u− dk/2e ·
(
k
dk/2e−1
)) .
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It is not difficult to see that, as n grows, the optimal value of u tends to become equal to
uOPT = dk/2e ·
(
k
dk/2e − 1
)
·
[
1+
√⌈
k
2
⌉
· (1− k mod 2)
]
. 
Next, we present a separation scheme for the family of inequalities of the type (3.2). Observe that
∣∣Q (k,1)(c, h)∣∣ is
O
(
n(k−bk/2c−2)
) = O(n k−32 ), for k odd, and O(n(k−bk/2c−2) + n k2−1) = O(n k−12 ) for k even. Also notice that the number of
these inequalities is exponential for k even, i.e. O
(
n2k · 2 12
(
k
k/2
))
. Algorithm 2 is a simple scheme that solves the separation
problem in polynomial time, for all k.
Algorithm 2 Separation of inequalities (3.2)
for all c ∈ C (k,1)
for all h ∈ C (k,1), |c ∩ h| = 0
{
wc,h :=∑{xq : q ∈ {c} ∪ (Q¯ (h) ∩ co(Q¯ (c)))} ;
if (k mod 2 = 0)
G˜ := G;
while
(
G˜ 6= ∅)
{
select S ∈ G˜;
d1c,h :=
∑{xq : q ∈ C (k,1)S (h) ∩ (coQ¯ (c) ∪ C (k,1)K\S (c))};
d2c,h =
∑{xq : q ∈ C (k,1)K\S (h) ∩ (coQ¯ (c) ∪ C (k,1)S (c))}
wc,h := wc,h +max(d1c,h, d2c,h);
G˜ := G˜\{S, K\S};
}
if
(
wc,h > 1
)
return violated inequality
∑{
xq : q ∈ Q (k,1)(c, h)
}
;
}
The proof of the following proposition is analogous to that of Proposition 3.6.
Proposition 3.7. Algorithm 2 determines whether an inequality of the type (3.2) is violated in O(n
5k
2 ) steps for k odd and O(n3k)
steps for k even.
Proof. For k odd, the algorithm is trivially correct since it calculates Q (k,1)(c, h) (i.e. wc,h) for all c, h ∈ C (k,1) such that
|c ∩ h| = 0. For k even, if an inequality (3.2) is violated for specific c, h ∈ C (k,1), |c ∩ h| = 0 then the inequality (3.2) for the
partition of the set G that maximises
∑{xq : q ∈ QG+(h) ∩ (coQ¯ (c) ∪ QG−(c))}must also be violated. Observe that,
∑
{xq : q ∈ QG+(h) ∩ (coQ¯ (c) ∪ QG−(c))} =
∑xq : q ∈
⋃
S∈G+
C (k,1)S (h)
 ∩
coQ¯ (c) ∪
⋃
S∈G−
C (k,1)S (c)

=
∑xq : q ∈
⋃
S∈G+
C (k,1)S (h)
 ∩
coQ¯ (c) ∪
⋃
S∈G+
C (k,1)K\S (c)

=
∑xq : q ∈ ⋃
S∈G+
(
C (k,1)S (h) ∩ (coQ¯ (c) ∪ C (k,1)K\S (c))
)
=
∑
S∈G+
∑{
xq : q ∈ C (k,1)S (h) ∩ (coQ¯ (c) ∪ C (k,1)K\S (c))
}
.
Thus, instead of exhaustively examining each of the 2
1
2
(
k
k/2
)
partitions of G into G+ and G−, it suffices to include S or K \ S
in G+ (for all S ∈ G), depending on which of d1c,h, d2c,h (as defined in the algorithm) is larger. Hence, Algorithm 2 correctly
determines whether an inequality (3.2) is violated.
Concerning the complexity of the algorithm, the number of c, h ∈ C (k,1) such that |c ∩ h| = 0 is nk · (n− 1)k, i.e. O(n2k).
For each such pair, calculatingwc,h requires a number of additions equal to
∣∣{c} ∪ (Q¯ (h) ∩ coQ¯ (c))∣∣which is O(n k2 ). Hence,
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Table 1
A collection of 4MOLS of order 5 defining a vertex x of P (6,2)5;I .
m2 1 2 3 4 5
m1
1 1, 1, 1, 1 2, 2, 2, 2 3, 3, 3, 3 4, 4, 4, 4 5, 5, 5, 5
2 2, 3, 4, 5 3, 4, 5, 1 4, 5, 1, 2 5, 1, 2, 3 1, 2, 3, 4
3 3, 5, 2, 4 4, 1, 3,5 5, 2, 4, 1 1, 3, 5, 2 2, 4, 1, 3
4 4, 2, 5, 3 5, 3, 1, 4 1, 4, 2, 5 2, 5, 3, 1 3, 1, 4, 2
5 5, 4, 3, 2 1, 5, 4, 3 2, 1, 5, 4 3, 2, 1, 5 4, 3, 2, 1
Algorithm 2 requires O(n
5k
2 ) steps for k odd. For k even, d1c,h and d
2
c,h must also be calculated for half of S ∈ G, i.e. for a total
of 12
(
k
k/2
)
sets. For each S ∈ G, the number of additions required to calculate d1c,h equals
∣∣∣C (k,1)S (h) ∩ (coQ¯ (c) ∪ C (k,1)K\S (c))∣∣∣ ,
which is O(n
k
2 ). In an analogous manner, O(n
k
2 ) additions are required for calculating d2c,h. Hence, for each c, h ∈ C (k,1) such
that |c ∩ h| = 0, an additional O(n k2 ) steps are required; thus the complexity of Algorithm 2 becomes O(n3k) for k even. 
4. Planar assignment
Of central importance to the analysis of P (k,2)n;I is the notion of orthogonal Latin squares. We briefly introduce some
definitions (see [28]). A Latin square L of order n is an n × n square array consisting of n2 entries of n different elements,
each occurring exactly once in each row and column. Two Latin squares L1 =
∥∥aij∥∥ and L2 = ∥∥bij∥∥ are called orthogonal,
if every ordered pair of symbols occurs exactly once among the n2 ordered pairs (aij, bij), i, j = 1, . . . , n. This definition is
extended to a set of more than two Latin squares, which are said to be mutually orthogonal if they are pairwise orthogonal.
In [2], it is noted that a vertex of P (k,2)n;I corresponds to a set of k − 2 MOLS, with 1 MOLS being conventionally defined as a
Latin square. Therefore, P (k,2)n;I is called the (k − 2) MOLS polytope. As a direct consequence, P (3,2)n;I 6= ∅, for all n ∈ Z+ \ {1}
since there always exists a Latin square of order n. A general necessary condition for P (k,2)n;I 6= ∅ is k ≤ n+1 [2]. Additionally,
it is well known that P (4,2)n;I 6= ∅, for all n ∈ Z+ \ {1, 2, 6} ([28, Theorem 2.9]).
Given that P (k,2)n;I 6= ∅, an arbitrary vertex of P (k,2)n;I can be illustrated as a collection of (k − 2) Latin squares each formed
by the values of an index belonging to one of the setsM1, . . . ,Mk, whereas the remaining two indices are used for the rows
and columns of these Latin squares. Thus, given a vertex x, by specifying the values of two indices one can reference the
values of the remaining indices of variables set to one at x. This is also implied by the fact that s = 2; at every solution, each
pair of indices specifies a constraint with exactly one variable set to one at this solution. Hence, the values of two indices
uniquely identify the values of the remaining indices of variables set to one at a specific solution. The two indices used for
referencing the remaining indices (of variables set to one) are called a reference pair. Conventionally, we use the indices of
the setsM1,M2 as a reference pair. For specific m1,m2 and x,mi(x;m1,m2) denotes the value of the index mi belonging to
the k-tuple, referenced by m1,m2, indexing a variable set to one at vertex x. According to this notation m1,m2 reference
the (k− 2)-tuple (m3(x;m1,m2), . . . ,mk(x;m1,m2)) which is denoted as (m3 · · ·mk)[x;m1,m2] for short. In terms of the
collection of (k−2)MOLS corresponding to vertex x,m1,m2 can be considered as the row and column index, respectively, of
the Latin squares of the collection. Thusmi(x;m1,m2) is the element appearing at rowm1 and columnm2 of the Latin square
i− 2 (i = 3, . . . , k) of the collection. For brevity, a collection of (k− 2)MOLS is illustrated by a single square containing at
each cell a (k− 2)-tuple.
Example 3. For k = 6, n = 5 a collection of 4-MOLS is illustrated in Table 1. Let x denote the vertex of P (6,2)5:I corresponding
to this collection. According to the notation introduced above, the underlined elements are m4(x; 3, 5) with a value 4 and
m5(x; 4, 2)with a value 1. The corresponding variables set to one are x352431 and x425341.
The following proposition, established in [2], will be used in the proof of Theorem 4.3.
Proposition 4.1. Let n ≥ k− 1 and P (k,2)n;I 6= ∅. If ax = a0 for all vertices x ∈ P (k,2)n;I , it holds that
am11m21(m3···mk)[x;m11,m21] + am11m22(m3···mk)[x;m11,m22] + am12m21(m3···mk)[x;m12,m21] + am12m22(m3···mk)[x;m12,m22]
+ am11m21(m3···mk)[x;m12,m22] + am11m22(m3···mk)[x;m12,m21] + am12m21(m3···mk)[x;m11,m22] + am12m22(m3···mk)[x;m11,m21]
= am11m21(m3···mk)[x;m12,m21] + am11m22(m3···mk)[x;m12,m22] + am12m21(m3···mk)[x;m11,m21] + am12m22(m3···mk)[x;m11,m22]
+ am11m21(m3···mk)[x;m11,m22] + am11m22(m3···mk)[x;m11,m21] + am12m21(m3···mk)[x;m12,m22] + am12m22(m3···mk)[x;m12,m21]
for m11,m
1
2 ∈ M1 and m21,m22 ∈ M2.
404 D. Magos, I. Mourtos / Discrete Optimization 6 (2009) 394–413
Observe that the equation of Proposition 4.1, depends on x and m11,m
1
2 ∈ M1,m21,m22 ∈ M2. Hence, we denote this
equation by a[x; (m11,m12)1, (m11,m12)2].
Example 3 (cont.). Consider the vertex x illustrated in Table 1. Let m11 = 2,m12 = 5,m21 = 2,m22 = 3. Then a[x;
(2, 5)1, (2, 3)2] is
a223451 + a234512 + a521543 + a532145 + a222145 + a231543 + a524512 + a533451
= a221543 + a232145 + a523451 + a534512 + a224512 + a233451 + a522145 + a531543.
Apparently, if a different pair of indices is used as the reference pair, all the notation introduced above is adjusted
accordingly.
4.1. A facet class
For c ∈ C (k,2), we define
Qˆ (c) = {d ∈ C (k,2) : k− 1 ≥ |c ∩ d| ≥ dk/2e + 1}, Q˜ (c) = {c} ∪ Qˆ (c).
For k odd and i, j ∈ K , let
Gi,j = {S ⊂ K : i, j ∈ S, |S| = dk/2e}, QGi,j(c) =
⋃
S∈Gi,j
C (k,2)S (c),
where C (k,2)S (c) is defined in a manner analogous to that of C
(k,1)
S (c). Finally, we define the set
Q (k,2)(c) = Q˜ (c) ∪
{∅, for k even,
QGi,j(c), i, j ∈ K , for k odd.
Example 4. Let c = (m10, . . . ,mk0). For k = 4,
Q (4,2)(c) = Q˜ (c) = {(m10,m20,m30,m40)} ∪
⋃
m1∈M1\{m10}
{(m1,m20,m30,m40)} ∪
⋃
m2∈M2\{m20}
{(m10,m2,m30,m40)}
∪
⋃
m3∈M3\{m30}
{(m10,m20,m3,m40)} ∪
⋃
m4∈M4\{m40}
{(m10,m20,m30,m4)}.
For k = 5, the set Q˜ (c) can be illustrated in an analogous manner. To completely determine Q (5,2)(c), we need to specify i, j.
For i = 1, j = 2, the collection G1,2 = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}}. In this case, we can write Q (5,2)(c) compactly as
Q (5,2)(c) =
⋃
m1∈M1
(m1,m20,m
3
0,m
4
0,m
5
0) ∪
⋃
m2∈M2
(m10,m
2,m30,m
4
0,m
5
0)
∪
⋃
m4∈M4,m5∈M5
(m10,m
2
0,m
3
0,m
4,m5) ∪
⋃
m3∈M3,m5∈M5
(m10,m
2
0,m
3,m40,m
5)
∪
⋃
m3∈M3,m4∈M4
(m10,m
2
0,m
3,m4,m50).
Proposition 4.2. For c ∈ C (k,2), the set Q (k,2)(c) induces a clique of G(C (k,2), E(k,2)).
Proof. For k even, Q (k,2)(c) = Q˜ (c). Let c1, c2 ∈ Q˜ (c). Since both nodes have at least k/2+ 1 indices in common with c , it
follows that |c1 ∩ c2| ≥ 2, i.e. (c1, c2) ∈ E(k,2). Thus the subgraph induced by Q˜ (c) is complete. To prove that this subgraph
is also maximal, consider c3 ∈ C (k,2) \ Q˜ (c). By definition of Q˜ (c), |c ∩ c3| ≤ k/2. It is not difficult to see that there exists
c4 ∈ Q˜ (c) such that |c3 ∩ c4| = 0, i.e. the subgraph induced by Q˜ (c) ∪ {c3} is not complete.
For k odd, let QG denote the nodes appearing in a clique of G(C (k,2), E(k,2)), together with the nodes of the set Q˜ (c). Each
element ofQGmust have at least dk/2e indices in commonwith c. To see this, consider c1 ∈ QG such that |c ∩ c1| = dk/2e−1.
Thus, c1 includes dk/2e indices with different values from c. By definition of Qˆ (c), there exists a c2 ∈ Qˆ (c) which has the
corresponding indices equal to the indices of c aswell as one additional index. Hence, |c1 ∩ c2| = 1, implying (c1, c2) ∈ E(k,2).
For c1, c2 ∈ Qi,j(c), it is easy to see that |c1 ∩ c2| ≥ 2. This is trivially true if one of them belongs to Qˆ (c). In the case that
c1, c2 ∈ QGi,j(c) then both tuples include indices i, jwith the same values as the corresponding indices of c.
To show that Qi,j(c) is maximal, consider c3 ∈ C (k,2) \ Qi,j(c). As shown previously |c3 ∩ c| ≥ dk/2e for c3 to participate
in the same clique with the elements of Qi,j(c). If |c3 ∩ c| ≥ dk/2e + 1 then c3 ∈ Qˆ (c) which contradicts our assumption
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Table 2
x ∈ Pn;I (Q (k,2)(cn)).
1 n
1 1, . . . , 1
n n, . . . , n
that c3 6∈ Qi,j(c). Otherwise, |c3 ∩ c| = dk/2e. If c3 has a different value from c both in position i and j of a k-tuple, then
there exists c4 ∈ QGi,j(c) such that |c3 ∩ c4| = 1. Assume that c3 shares the same value with c in position i. Then there exists
c4 ∈ QGi,j(c)with the same value in position i but with no common index with c3 in any other position. This is because there
are k − 1 remaining positions and c3 covers dk/2e − 1 of them with indices common with c. The same is true for c4. Thus,
the number of indices of c appearing exclusively in either c3 or c4 is 2 · (dk/2e − 1) = k− 1. Hence, c3, c4 have exactly one
common index which lies in position i. Hence, the subgraph of G(C (k,2), E(k,2)) induced by {c3} ∪ Qij(c) is not complete. 
It can be seen that there are
(
k
2(k mod 2)
)
· nk distinct Q (k,2)(c) and
∣∣Q (k,2)(c)∣∣ = k∑
t=dk/2e+1
(
k
t
)
· (n− 1)k−t + (k mod 2) ·
(
k− 2
dk/2e − 2
)
· (n− 1)bk/2c. (4.1)
The inequality induced by Q (k,2)(c) is∑
{xq : q ∈ Q (k,2)(c)} ≤ 1. (4.2)
Observe that for k = 3, Qˆ (c) = ∅. In this case if ‘≤’ is replaced by ‘=’ (4.2) reduces to a row of A(3,2)n x = e. Thus, (4.2) defines
an improper face of P (3,2)n;I (i.e., it cannot be facet-defining) because it is satisfied as an equality by all x ∈ P (3,2)n;I . It is easy to
see that there are no other cliques in G(C (3,2), E(3,2)). Consequently, there are no clique facet-defining inequalities for P (3,2)n;I .
Also for k = 4, (4.2) is known to be facet-defining [20]. In the following theorem, we examine the facetness of (4.2) for other
values of k.
Theorem 4.3. For k ≥ 7, n ≥ max{2(k− 2), 7}, c ∈ C (k,2), if P (k,2)n;I 6= ∅ then (4.2) defines a facet of P (k,2)n;I .
Proof. Without loss of generality assume that c = cn = (n, . . . , n). Also, for k odd, assume Q (k,2)(cn) = Q˜ (cn)∪QGn−1,n(cn).
Let Pn;I(Q (k,2)(cn)) denote the face of P (k,2)n;I induced by (4.2) for c = cn.
It is easy to see that Pn;I(Q (k,2)(cn)) 6= ∅; consider the vertex x illustrated in Table 2. The same vertex is used to show that
P (k,2)n;I 6= Pn;I(Q (k,2)(cn)). Consider
u = x(1↔ n)dk/2e+1 · · · (1↔ n)k.
Clearly, u ∈ P (k,2)n;I \ Pn;I(Q (k,2)(cn)) since the only variables set to one with more than two indices equal to n are u1···1n···n and
un···n1···1. The first (second) variable has the last (first) bk/2c (dk/2e) indices equal to n. Thus, none of the k-tuples indexing
the variables set to one at u, belong to Q (k,2)(cn).
Next, we must show that there exist scalars λ1
mk−1mk , . . . , λ
k(k−1)
2
m1m2
, for allm1 ∈ M1, . . . ,mk ∈ Mk, such that:
am1···mk =
λ
1
mk−1mk + λ2mk−2mk + · · · + λ
k(k−1)
2
m1m2
, (m1, . . . ,mk) ∈ C (k,2) \ Q (k,2)(cn),
λ1mk−1mk + λ2mk−2mk + · · · + λ
k(k−1)
2
m1m2
+ pi, (m1, . . . ,mk) ∈ Q (k,2)(cn),
(4.3)
a0 =
∑
(mk−1 ,mk )∈Mk−1×Mk
λ1mk−1mk + · · · +
∑
(m1 ,m2 )∈M1×M2
λ
k(k−1)
2
m1m2
+ pi. (4.4)
We define
λ1mk−1mk = a1···1mk−1mk ,
λ2mk−2mk = a1···1mk−21mk − a1···1mk ,
λ3mk−2mk−1 = a1···1mk−2mk−11 − a1···1mk−211 − a1···1mk−11 + a1···1,
...
λ
k(k−1)
2
m1m2
= am1m21···1 − am11···1 − a1m21···1 + a1···1.
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Table 3
xˆ ∈ Pn;I (Q (k,2)(cn)).
1 · · · m2v · · ·
1 m3v, 1, . . . , 1 c3, . . . , ck
.
.
.
m1v d3, . . . , dk m
3
v,m
4
0, . . . ,m
dk/2e−1
0 , b, n, . . . , n
.
.
.
Table 4
x˜ ∈ Pn;I (Q (k,2)(cn)).
1 · · · m2v · · ·
1 1, . . . , 1 c ′3, . . . , c
′
k
.
.
.
m1v d
′
3, . . . , d
′
k e
′
3, n, . . . , n
.
.
.
Notice that each lambda indexed by mk, except λ1
mk−1mk , is defined in a manner analogous to λ
2
mk−2mk whereas all other
multipliers are defined in a manner analogous to λ3
mk−2mk−1 .
By substituting the values of the scalars in Eq. (4.3), for (m1, . . . ,mk) ∈ C (k,2) \ Q (k,2)(cn)we obtain:
am1m2···mk = am1m21···1 + am11m31···1 + · · · + am11···1mk + · · · + a1···1mk−1mk
− (k− 2) · (am11···1 + · · · + a1···1mk)+
(k− 1)(k− 2)
2
· a1···1. (4.5)
For v = (m1v, . . . ,mkv) ∈ C (k,2) \ Q (k,2)(cn), let T (v) be the set of indices with value different from one. Observe that for|T (v)| = t ≤ 2, v has at least k − 2 indices equal to one, in which case (4.3) is valid because (4.5) becomes a tautology.
Thus, we must examine the case where t ∈ {3, . . . , k}. Let R(v) denote the set of indices of v with value equal to n. Let
|R(v)| = |(cn ∩ v)| = r . Since R(v) ⊆ T (v), we have r ≤ t . Assume that T (v) = {1, . . . , t} all other cases being symmetrical.
Under the same argument, if R(v) 6= ∅ then we can safely assume that R(v) = {1, . . . , r} where 1 ≤ r ≤ dk/2e. In short,
the structure of v is (a)miv = n, for i = 1, . . . , r , (b)miv 6= n for i = r + 1, . . . , t , (c)miv = 1, for i = t + 1, . . . , k.
For v to belong to C (k,2) \ Q (k,2)(cn), we must have 0 ≤ r ≤ dk/2e. For k ≥ 7, consider the vertex xˆ illustrated in Table 3.
The value of index b, at xˆ, is defined as follows: ifm3v = n then b = mdk/2e0 6= 1,mdk/2ev else b = n. Additionally, we require
thatmqv 6= 1, cq, dq,mq(xˆ;m1v,m2v) for q = 4, . . . , k. The vertices
xˆ3 = xˆ,
xˆq = xˆq−1(1↔ mqv)q, q = 4, . . . , t,
belong to Pn;I(Q (k,2)(cn)); the (k− 2)-tuple lying in rowm1v , columnm2v has bk/2c + 1 indices with value n. Analytically, for
m3v = n, if k is even then (m1v,m2v, n,m40, . . . ,mdk/2e0 , n, . . . , n) belongs to Q˜ (c), otherwise to QGn−1,n(cn). The same is true
form3v 6= n: if k is even then (m1v,m2v,m3v,m40, . . . ,mdk/2e−10 , n, . . . , n) belongs to Q˜ (c), otherwise to QGn−1,n(cn).
Equation a[xˆq; (1,m1v)1, (1,m2v)2] is
a11m3v ···mqv1···1 + a1m2vc3···ck + am1v1d3···dk + am1vm2vm3vm40···mdk/2e−10 bn···n
+ a
11m3vm40···m
dk/2e−1
0 bn···n
+ a1m2vd3···dk + am1v1c3···ck + am1vm2vm3v ···mqv1···1
= a11d3···dk + a1m2vm3vm40···mdk/2e−10 bn···n + am1v1m3v ···mqv1···1 + am1vm2vc3···ck
+ a11c3···ck + a1m2vm3v ···mqv1···1 + am1v1m3vm40···mdk/2e−10 bn···n + am1vm2vd3···dk .
Observe that all terms not indexed by the (k− 2)-tuple (m3v, . . . ,mqv, 1, . . . , 1) appear in a[xˆq; (1,m1v)1, (1,m2v)2], a[xˆq−1;
(1,m1v)1, (1,m
2
v)2], for q ∈ {4, . . . , t}. Hence, a[xˆq; (1,m1v)1, (1,m2v)2] − a[xˆq−1; (1,m1v)1, (1,m2v)2] yields
am1v ···mqv1···1 = am1v ···mq−1v 1···1 + am1v1m3v ···mqv1···1 + a1m2vm3v ···mqv1···1
− (a11m3v ···mqv1···1 + am1v1m3v ···mq−1v 1···1 + a1m2vm3v ···mq−1v 1···1)+ a11m3v ···mq−1v 1···1. (4.6)
We need to be able to write (4.6) for q = 3. To do this, consider vertex x˜ illustrated in Table 4. At x˜, we require that
c ′3, d
′
3, e
′
3 6= m3v and e′3 6= 1. Let x˜∗ = x˜(1 ↔ m3v)3. Observe that x˜, x˜∗ ∈ Pn;I(Q (k,2)(cn)) because even if m3v = n,
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Table 5
yp ∈ Pn;I (Q (k,2)(cn)).
. . . m20 . . . n
.
.
.
m10 m
3
0, . . . ,m
p
0, n, . . . , n
.
.
.
n n, . . . , n,mp+10 , . . . ,m
k
0
Table 6
yq(yq−1) ∈ Pn;I (Q (k,2)(cn)).
. . . m20 . . . n
.
.
.
m10
m30,...,m
q
0,n,...,n
(m30,...,m
q−1
0 ,n,...,n)
.
.
.
n n,...,n,m
q+1
0 ,...,m
k
0
(n,...,n,mq0,...,m
k
0)
at x˜∗ there is a variable set to one with k − 3 indices equal to n(x˜∗
m10m
2
01n···n
). Subtracting a[x˜; (1,m1v)1, (1,m2v)2] from
a[x˜∗; (1,m1v)1, (1,m2v)2], we obtain (4.6) for q = 3. Thus, (4.6) is valid for q ∈ {3, . . . , t}. By recursively substituting all
terms with less than k− 2 indices equal to 1, we obtain (4.5) for (m1v, . . . ,mkv) ∈ C (k,2) \ Q (k,2)(cn).
Next, we prove (4.3) for (m1, . . . ,mk) ∈ Q (k,2)(cn). We assume that the last r indices of this k-tuple are equal to n,
all other cases being symmetrical. Clearly dk/2e + δ ≤ r ≤ k, where δ = 1 if (m1, . . . ,mk) ∈ Q˜ (cn), and δ = 0,
otherwise (i.e., (m1, . . . ,mk) ∈ QGn−1,n(cn)). In terms of first indices not equal to n, (m1, . . . ,mk) has q such indices, where
0 ≤ q ≤ p = bk/2c − δ. We define
pim1···mqn···n = am1···mqn···n −
q−1∑
i=1
q∑
j=i+1
λ
f (i,j)
mimj −
q∑
i=1
k∑
j=q+1
λ
f (i,j)
min −
k−1∑
i=q+1
k∑
j=i+1
λf (i,j)nn , (4.7)
where f is the function defined in (2.4), for s = 2, andm1, . . . ,mq 6= n. We show that all pi ’s are equal, or, equivalently, that
pim1···mq−1n···n = pim1···mqn···n all other cases being symmetrical.
Consider the vertex yp ∈ Pn;I(Q (k,2)(cn)) illustrated in Table 5. Let
yq−1 = yq(mq0 ↔ n)q, for q = p, . . . , 3.
The vertices yq, yq−1 are illustrated in Table 6 ((k − 2)-tuples of yq−1 are shown in brackets). We use (m1,mq) (instead
of (m1,m2)) as a reference pair. In such a case, recall that, for a vertex x ∈ P (k,2)n;I , we denote as mi(x;m1,mq) ∈ Mi, for
i ∈ K ′ = K \ {1, q}, the value of index mi in the tuple contained in the cell indexed by m1,mq. Observe that yq, yq−1 differ
in 2n cells. These are the cells having the values mq0, n, in the qth position of the contained tuples. In each row of y
q (and
yq−1) there are two such cells, one withmq = mq0 and the other withmq = n. Observe that the indices of the (k− 2)-tuples
contained in these cells are related, i.e.
mi(yq−1;m1, n) = mi(yq;m1,mq0), mi(yq−1;m1,mq0) = mi(yq;m1, n), for i ∈ K ′,m1 ∈ M1. (4.8)
For the remaining cells, the corresponding terms in equation ayq = ayq−1 cancel out. Combining this and (4.8) ayq = ayq−1
becomes
am10···mq0n···n +
∑
m1∈M1\{m10}
am1m2(yq;m1,mq0)···mq−1(yq;m1,mq0)mq0mq+1(yq;m1,mq0)···mk(yq;m1,mq0)
+ an···nmq+10 ···mk0 +
∑
m1∈M1\{n}
am1m2(yq;m1,n)···mq−1(yq;m1,n)nmq+1(yq;m1,n)···mk(yq;m1,n)
= am10···mq−10 n···n +
∑
m1∈M1\{m10}
am1m2(yq;m1,mq0)···mq−1(yq;m1,mq0)nmq+1(yq;m1,mq0)···mk(yq;m1,mq0)
+ an···nmq0···mk0 +
∑
m1∈M1\{n}
am1m2(yq;m1,n)···mq−1(yq;m1,n)mq0mq+1(yq;m1,n)···mk(yq;m1,n).
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Terms with values m10, n for index m
1 are considered separately (outside the summands). All terms in the summands are
indexed by tuples belonging to C (k,2) \ Q (k,2)(cn). Substituting these terms from (4.3), cancelling identical terms (i.e., terms
not indexed bymq0 and n at position q), and adding and subtracting terms so that the summation index runs for all values of
the setM1, yields
am10···mq0n···n + L1 − (λ
f (1,q)
m10m
q
0
+ · · · + λf (q−1,q)
mq−1(yq;m10,mq0)mq0
+ λf (q,q+1)
mq0m
q+1(yq;m10,mq0)
+ · · · + λf (q,k)
mq0m
k(yq;m10,mq0)
)
+ an···nmq+10 ···mk0 + L2 − (λ
f (1,q)
nn + · · · + λf (q−1,q)mq−1(yq;n,n)n + λf (q,q+1)nmq+1(yq;n,n) + · · · + λf (q,k)nmk(yq;n,n))
= am10···mq−10 n···n + L3 − (λ
f (1,q)
m10n
+ · · · + λf (q−1,q)
mq−1(yq;m10,mq0)n
+ λf (q,q+1)
nmq+1(yq;m10,mq0)
+ · · · + λf (q,k)
nmk(yq;m10,mq0)
)
+ an···nmq0···mk0 + L4 − (λ
f (1,q)
nmq0
+ · · · + λf (q−1,q)
mq−1(yq;n,n)mq0
+ λf (q,q+1)
mq0m
q+1(yq;n,n) + · · · + λ
f (q,k)
mq0m
k(yq;n,n)), (4.9)
where
L1 =
∑
m1∈M1
(λ
f (1,q)
m1mq0
+ λf (2,q)
m2(yq;m1,mq0)mq0
+ · · · + λf (q−1,q)
mq−1(yq;m1,mq0)mq0
+ λf (q,q+1)
mq0m
q+1(yq;m1,mq0)
+ · · · + λf (q,k)
mq0m
k(yq;m1,mq0)
),
L2 =
∑
m1∈M1
(λ
f (1,q)
m1n
+ λf (2,q)
m2(yq;m1,n)n + · · · + λf (q−1,q)mq−1(yq;m1,n)n + λf (q,q+1)nmq+1(yq;m1,n) + · · · + λf (q,k)nmk(yq;m1,n)),
L3 =
∑
m1∈M1
(λ
f (1,q)
m1n
+ λf (2,q)
m2(yq;m1,mq0)n
+ · · · + λf (q−1,q)
mq−1(yq;m1,mq0)n
+ λf (q,q+1)
nmq+1(yq;m1,mq0)
+ · · · + λf (q,k)
nmk(yq;m1,mq0)
),
L4 =
∑
m1∈M1
(λ
f (1,q)
m1mq0
+ λf (2,q)
m2(yq;m1,n)mq0
+ · · · + λf (q−1,q)
mq−1(yq;m1,n)mq0
+ λf (q,q+1)
mq0m
q+1(yq;m1,n) + · · · + λ
f (q,k)
mq0m
k(yq;m1,n)).
Observe that ∪m1∈M1 mi(yq;m1,mq0) = ∪m1∈M1 mi(yq;m1, n) = Mi, for i ∈ K ′. To see this, recall that each i ∈ K ′ references
a Latin square (belonging to a set of MOLS identified by yq) whose rows are indexed by m1 and columns by mq. The two
specific valuesmq0, n ofm
q identify two distinct columns of this Latin square. For each such column, the union of the entries
of its cells yields the set Mi, since this is a column of a Latin square. As a result L1 = L4 and L2 = L3. After cancelling these
terms and substituting the indices of the remaining lambdas from Table 6, Eq. (4.9) becomes
am10···mq0n···n = am10···mq−10 n···n + an···nmq0···mk0 − an···nmq+10 ···mk0 + (λ
f (1,q)
m10m
q
0
+ · · · + λf (q−1,q)
mq−10 m
q
0
+ λf (q,q+1)
mq0n
+ · · · + λf (q,k)
mq0n
)
+ (λf (1,q)nn + · · · + λf (q−1,q)nn + λf (q,q+1)nmq+10 + · · · + λ
f (q,k)
nmk0
)
− (λf (1,q)
m10n
+ · · · + λf (q−1,q)
mq−10 n
+ λf (q,q+1)nn + · · · + λf (q,k)nn )
− (λf (1,q)
nmq0
+ · · · + λf (q−1,q)
nmq0
+ λf (q,q+1)
mq0m
q+1
0
+ · · · + λf (q,k)
mq0m
k
0
).
Substituting the first terms of both sides from (4.7) and the remaining two terms from (4.3) and cancelling out identical
terms, we get
pim10···mq0n···n = pim10···mq−10 n···n = pi, for q ∈ {3, . . . , p}.
It remains to show pim10m20n···n = pi = pim10n···n = pin···n. Consider vertex y2 having y
2
m10m
2
0n···n
= y2
m10nm
3
0···mk0
= 1. We define
y1 = y2(m20 ↔ n)2 and y0 = y1(m10 ↔ n)1. Treating ay2 = ay1 exactly as ayq = ayq−1, we obtain pim10m20n···n = pim10n···n.
Similarly, ay1 = ay0 yields pim10n···n = pin···n.
The proof of (4.3) is complete. Observe that vertices yi (i = 0, . . . , p), used in the proof, belong to Pn;I(Q (k,2)(cn)).
As a final step, we show (4.4). For any vertex x ∈ Pn;I(Q (k,2)(cn)) we have that A(k,2)n x = e and (4.2) is satisfied as an
equality at x. Multiplying each of the rows of A(k,2)n x = e by the corresponding λmultiplier and (4.2) by pi and summing over
we obtain an equality having ax as its left-hand side and the sum of all multipliers (including pi ) as its right-hand side. This
is (4.4) since by definition ax = a0, for x ∈ Pn;I(Q (k,2)(cn)). 
In a slightly more involved manner, one can show Theorem 4.3 for smaller values of k (see [20] for a proof for k = 4).
4.2. Separation
This section presents a separation algorithm for clique inequalities induced by Q (k,2)(c). The results are obtained
analogously to the results of Section 3.2. Thus, for k even, the number of distinct inequalities (4.2) is nk. From (4.1), we see
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∣∣Q (k,2)(c)∣∣ is of O(nk/2). As a result, simply checking whether every single inequality (4.2) is violated requires O(n 3k2 )
steps, in the worst case. The separation algorithm presented next achieves that in time linear with respect to the number of
variables, i.e. in O(nk) steps. Similar observations hold for k odd. The proofs of the following statements follow closely the
corresponding proofs in Section 3.2 and are therefore omitted.
Lemma 4.4. Let x ∈ P (k,1)n and u ∈ R+. The number of entries of x that are greater than u must be less than or equal to n2u .
Lemma 4.5. For u ∈ R+, the number of c ∈ C (k,2) such that∑{xq : q ∈ Q˜ (c)} > u must be less than or equal to n2u · ∣∣∣Q˜ (c)∣∣∣.
Proposition 4.6. Algorithm 3 determines whether an inequality of the type (4.2) is violated in O(nk) steps for k even and in
O(n
3k−1
2 ) steps for k odd.
Algorithm 3 Separation of inequalities (4.2)
for all c ∈ C (k,2)
dc := 0;
if (k mod 2 = 1)
{
hc := maxi,j∈K
(∑{
xq : q ∈ QGi,j(c)
})
;
dc := dc + hc;
}
for all s ∈ C (k,2)
if
(
xs > 1u·ndk/2e−1
)
for all c ∈ Q˜ (s)
{
dc := dc + xs;
if (dc > 1)
return violated inequality
∑{xq : q ∈ Q (k,2)(c)} ≤ 1;
}
for all c ∈ C (k,2)
if
(
dc >
u−
⌈
k
2
⌉
·( k⌈ k
2
⌉
−1)
u
)
{
hc :=∑{xq : q ∈ Q (k,2)(c)};
if (hc > 1)
return violated inequality
∑{xq : q ∈ Q (k,2)(c)} ≤ 1;
}
5. Computational experience
To assess the computational performance of the facet-defining inequalities introduced in this paper, the current section
examines the improvement in the performance of an IP solver when these inequalities are incorporated as cuts. To achieve
this, each problem instance is first solved by CPLEX [29], which, apart from generating clique cuts on its own, includes
efficient separation routines for well-known families of general-purpose cutting planes. After that, the problem is solved
again after adding violated clique inequalities for up to 10 rounds at the root node of the search tree. At each round, each
separation algorithm may identify up to n2 cuts. Violated clique inequalities are added before any other cuts are generated
and are retained in all other nodes of the tree irrespective of whether they remain binding.
Entries of Tables 7 and 8 illustrate the average of the results obtained for five and ten problem instances, respectively.
Each problem is identified by a distinct triple of values of the parameters (k, s, n), e.g. (5, 1, 12) stands for the 5-index axial
assignment problem for n = 12. The instances for k = 3 and s = 1 (Table 7) are exactly those used in [1]. Although, the
clique facets, for k = 3, s = 1, employed here are the same as in [1] (it is known that no other clique facets exist for P (3,1)n;I [6]),
those instances are included in our experiments as a link to the previous work. For each instance represented in Table 8, the
objective function value coefficients are integers sampled from a uniform distribution in the range [1, nk]. All the instances
of Table 8 can be accessed through http://users.teiath.gr/dmagos/MIAinstances.
The code is written in Ms Visual Studio 6.0, implements all separation algorithms presented above and embeds the
callback routines of the CPLEX 9.1 callable library [29]. All CPLEX parameters concerning branching rules, variable selection
and generation of built-in cutting planes have been left at their default values. In thisway, our results reflectmore accurately
the improvement accomplished by the use of the facet-defining inequalities presented here. Our experiments are conducted
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Table 7
Computational results for instances in [1] (k = 3, s = 1).
(k, s, n) NODES TIME (sec) NODE_RED (%) TIME_RED (%) IG_RED (%) CLIQUE_NO
(3,1,16) 4 3 25.00 78.94 3.30 3
(3,1,18) 97 5 66.32 73.12 13.11 10
(3,1,20) 304 9 63.92 71.29 8.37 6
(3,1,22) 148 12 33.11 72.20 8.08 6
(3,1,24) 194 13 97.42 87.36 95.42 3
(3,1,26) 1263 21 45.66 62.79 3.26 8
Table 8
Computational results for k ≥ 4.
(k, s, n) NODES TIME (sec) NODE_RED (%) TIME_RED (%) IG_RED (%) CLIQUE_NO
(4, 1, 10) 613 28 37.06 0.00 15.83 94
(4, 1, 11) 979 45 44.41 0.00 10.36 76
(4, 1, 12) 942 80 26.65 0.00 11.78 84
(4, 1, 13) 3317 144 33.46 0.00 8.45 85
(4, 1, 14) 6094 232 27.91 0.00 6.91 77
(4, 1, 15) 10495 384 43.99 0.00 6.65 79
(4, 1, 16) 18715 686 35.65 0.02 6.38 85
(4, 1, 17) 27611 794 13.82 0.04 3.95 67
(4, 1, 18) 60239 2031 42.67 0.05 4.14 76
(4, 1, 19) 85396 5142 31.84 0.08 3.64 82
(4, 1, 20) 103220 8714 28.38 0.26 3.12 71
(5, 1, 7) 1107 8 36.92 26.70 3.15 10
(5, 1, 8) 4108 47 37.29 36.57 1.28 7
(5, 1, 9) 8921 188 29.56 27.48 0.64 5
(5, 1, 10) 17292 882 33.72 27.25 0.59 5
(5, 1, 11) 57739 4811 52.90 53.25 0.59 4
(5, 1, 12) 137825 10328 54.67 48.51 0.34 3
(5, 1, 13) 261162 19104 43.61 40.37 0.27 3
(5, 1, 14) 725469 42141 45.88 42.06 0.22 4
(6, 1, 8) 58365 19812 31.63 0.37 9.41 103
(6, 1, 9) 390687 31740 30.29 0.42 5.24 122
(4, 2, 5) 3620 32 28.66 5.74 17.28 62
(4, 2, 7) 326103 34207 27.36 8.27 8.04 102
(4, 2, 8) 451825 41932 23.48 7.83 3.28 129
(5, 2, 4) 1525 33 38.35 10.75 0.23 95
(5, 2, 5) 84903 17492 29.42 11.52 0.18 137
(6, 2, 5) 473045 48937 33.18 14.21 0.14 168
on a PentiumM 1.7 GHz processor with 1 Gb of RAM underWindows XP. Memory limitations affect the maximum problem
size that can be solved, e.g. 6-index axial problems can be solved only up to n = 10.
The results in Tables 7 and 8 are obtainedwithin a time limit of 50000 s per instance. ColumnsNODES and TIME illustrate
the number of nodes and the solution time (in seconds), respectively, required by CPLEX to solve the problem to optimality.
The following two columns present the percentage of reduction in nodes of the search tree and in solution time, respectively,
achievedwhen applying clique inequalities at the root node, i.e. the improvement accomplished in comparison to the CPLEX
solver. Column IG_RED provides ameasurement of the reduction in the integrality gap achieved at the root node after adding
clique inequalities. Formally, IG_RED illustrates the quantity z
0−zcl
z0−z∗ , where z
0 and zcl denote the value of the LP-relaxation
at the root node before and after adding violated clique inequalities, respectively, and z∗ denotes the value of the optimal
integer solution. Finally, column CLIQUE_NO depicts the number of clique facets added.
Results show that the facet-defining clique inequalities are computationally beneficial, especially for large problem
instances. This is primarily established by the fact that the percentage of node reduction is significant in all instances, thus
indicating that the polyhedral knowledge about clique facets leads to a substantially more strengthened relaxation. The
reduction in solution time is negligible for smaller instances but increases drastically for larger ones. This occurs because
the separation algorithms impose a considerable computational effort, which is counteracted by the reduction in the number
of nodes only for problems of larger size. However, the separation procedures described here are efficient in the sense that
their complexities are linear in the number of variables (see Propositions 3.6, 3.7, 4.6 and recall that the number of variables
is nk). Also it is noteworthy that the number of cliques added remains approximately constant across different problems
having the same values for parameters k and s.
For axial problems, the improvement in both the solution time and the number of nodes is more impressive for k odd,
while the number of violated clique inequalities is much larger for k even. Again, this arises from the fact that the total
number of clique facets is O(n2k) for k odd and O
(
n2k · 2 12
(
k
k/2
))
for k even. This implies that considerably more violated
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clique inequalities can be identified for k even. At the same time, though, the complexity of the separation algorithms
increases by O(n
k
2 ) for k even (see Propositions 3.6 and 3.7). An analogous reasoning justifies the larger reduction of the
integrality gap achieved for k even.
Regarding axial problems, in order to reduce the time spent by the separation procedures for k even, we have
experimented with several heuristic rules that examine only a small fraction of inequalities (3.2). Those rules are to select
c and h among the variables having (a) the largest fractional value, (b) the largest reduced cost or (c) the smallest objective
function coefficient. The general impression deduced is that, although the processing time of the root node is reduced,
the number of nodes of the search tree is increased substantially and thus the overall computing time does not improve.
Apparently, this is due to the lack of an adequate number of facet-defining inequalities in the cut pool. Given however
the reduction in the integrality gap achieved (for all values of k), further improvements could appear if larger instances are
considered or if additional families of facet-defining, polynomially separable, inequalities are identified. Especially the latter
could possibly achieve a more beneficial compromise between the time used for separation and the efficiency of the cuts
applied.
Conclusively, the polyhedral knowledge for subclasses of assignment problems, apart from a theoretical contribution,
has important algorithmic implications. Further, it provides one more case where problem-specific cutting planes improve
the performance of a standard code.
6. Enhancements
In this paper, we have presented facets for the axial and planar assignment polytopes induced by cliques of the
corresponding column-intersection graphs. These are not the only clique classes for either family of polytopes. Therefore,
both for P (k,1)n;I and P
(k,2)
n;I , for general k, there are additional valid inequalities with right-hand side 1. We discuss each case
separately.
For the axial case, consider, for example, P (4,1)n;I . The clique inequality, of the type (3.2), implicitly presented in Example 2,
for k = 4, is
xm10m20m30m40 +
∑
m1∈M1
xm1m20nn +
∑
m1∈M1
xm1nm30n +
∑
m1∈M1
xm1nnm40
+
∑
m2∈M2\{m20}
xm10m2nn +
∑
m3∈M3\{m30,n}
xm10nm3n +
∑
m4∈M4\{m40,n}
xm10nnm4 ≤ 1. (6.1)
It is not difficult to see that the inequality
xm10m20m30m40 +
∑
m1∈M1
xm1nm30m40 +
∑
m1∈M1
xm1nm30n +
∑
m1∈M1
xm1nnm40
+
∑
m2∈M2\{m20,n}
xm10m2m30m40 +
∑
m3∈M3\{m30}
xm10nm3n +
∑
m4∈M4\{m40,n}
xm10nnm4 ≤ 1 (6.2)
is not an instantiation of (3.2) for any c, h ∈ C (4,1). However, we have derived it from (6.1) by replacing variables xm1m20nn by
xm1nm30m40 , for all m
1 ∈ M1, and then deleting all variables having no common indices with the newly introduced variables
(i.e., variables xm10m2nn, for m
2 ∈ M2 \ {m0}). By lifting the resulting inequality, (i.e., introducing variables xm10m2m30m40 ), for
m2 ∈ M2 \ {m0}, and xm10nnn, we obtain (6.2). We call this process flipping and lifting. The term flipping describes the action
of selecting a set of variables that share k1 indices with c and k2 indices with h(k1 + k2 ≤ k) and replacing the k1 indices to
the corresponding index-values from h and the k2 indices from c. Then, we discard the variables with no indices in common
with the newly introduced variables (obtained from flipping) and we lift the resulting inequality. Using this procedure one
can obtain the inequalities (3.1) from (3.2); take any inequality (3.2) defined for Q (k,1)(c, h) and flip and lift with respect to
the variable xc . Then, we obtain (3.1) for Q (k,1)(h). It is challenging to prove (or disprove) that given the class of inequalities
(3.2), one, through flipping and lifting, can produce all clique inequalities for P (k,1)n;I . This question is answered affirmatively
for k = 3 because in [6] it is shown that the only facet-defining clique inequalities are those described exclusively by (3.1)
and (3.2).
For the planar case, consider again k = 4. A clique inequality which is facet-defining for P (4,2)n;I (see [20]) but not belonging
to the class (4.2) is
xm10m20m30m40 + xm10m20nn + xm10nnm40 + xm10nm30n ≤ 1.
However, things are more complicated for planar polytopes; not only are there clique inequalities not belonging to the
class (4.2), but also this is not the only class induced by the set Q˜ (c), for k odd. Another family of clique inequalities based
on Q˜ (c) is presented next. For i ∈ K , c ∈ C (k,2), we define
Q (k,2)i (c) = Q˜ (c) ∪ QG−i(c), (6.3)
where G−i = {S ⊂ K \ {i} : |S| = dk/2e}, QG−i(c) =
⋃
S∈G−i C
(k,2)
S (c).
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Example 5. Let c = (m10, . . . ,mk0). For k = 5, and i = 5, we have G−5 = {{1, 2, 3}, {1, 2, 4}, {2, 3, 4}, {1, 3, 4}}. Then
Q (k,2)5 (c) can be written compactly as
Q (k,2)5 (c) =
⋃
m4∈M4,m5∈M5
(m10,m
2
0,m
3
0,m
4,m5) ∪
⋃
m3∈M3,m5∈M5
(m10,m
2
0,m
3,m40,m
5)
∪
⋃
m1∈M1,m5∈M5
(m1,m20,m
3
0,m
4
0,m
5) ∪
⋃
m2∈M2,m5∈M5
(m10,m
2,m30,m
4
0,m
5).
There are k · nk distinct Q (k,2)i (c) and∣∣∣Q (k,2)i (c)∣∣∣ = k∑
t=dk/2e+1
(
k
t
)
· (n− 1)k−t +
(
k− 1
dk/2e
)
· (n− 1)bk/2c.
The proofs of the following two statements are derived in amanner analogous to that of Proposition 4.2 and Theorem 4.3,
respectively.
Proposition 6.1. For k odd, i ∈ K , c ∈ C (k,2), the set Q (k,2)i (c) induces a clique of G(C (k,2), E(k,2)).
Theorem 6.2. For odd k ≥ 7, n ≥ max{2(k− 2), 7}, i ∈ K , c ∈ C (k,2), if P (k,2)n;I 6= ∅ then the clique inequality induced by (6.3)
defines a facet of P (k,2)n;I .
Further, by modifying the initialisation step in Algorithm 3 in order to precalculate maxi∈K
∑{
xq : q ∈ QG−i(c)
}
, we
derive a separation algorithm for cliques of this type. Hence, the following result can be easily obtained.
Proposition 6.3. For k odd, inequalities induced by (6.3) can be separated in O(n
3k
2 ) steps.
For k odd, there are additional cliques in G(C (k,2), E(k,2))which include the nodes of the set Q˜ (c) and yet do not belong to
either the family described in Section 4, or to the one described above. For example, let k = 7 and consider the clique with
node set Q˜ (c)∪S∈G C (k,2)S , where G = {{1, 2, 3, 4}, {1, 2, 4, 5}, {1, 2, 4, 6}, {1, 2, 4, 7}, {2, 3, 4, 5}, {2, 3, 4, 6}, {2, 3, 4, 7},
{1, 3, 4, 5}, {1, 3, 4, 6}, {1, 3, 4, 7}}. However, it is not difficult to see that the inequalities induced by Q (k,2)(c) and Q (k,2)i (c)
are the only clique facets for k = 5. This case is important because it is related to an open question in the field of
combinatorial theory. The question is whether there are three mutually orthogonal Latin squares of size 10, i.e. whether
P (5,2)10;I 6= ∅. To prove that P (5,2)10;I = ∅, it is sufficient to maximise an objective function equal to the sum of all variables over
P˜ (5,2)10;I and establish, with the addition of cutting planes to the LP-relaxation, that the value of this function is less than n
2.
No such result has been obtained with the use of clique inequalities described here as these are not the only facets of P˜ (5,2)10;I
(and P (5,2)10;I ). Additional classes of facet-defining inequalities to be discovered might prove useful in resolving this problem.
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