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Recent experiments have shown that stochastic effects exerted at the level of translation contribute a substan-
tial portion of the variation in abundance of proteins expressed at moderate to high levels. This study analyzes
translational noise arising from fluctuations in residue-specific elongation rates. The resulting variation has
multiplicative components that lead individual protein abundances in a population to exhibit approximately log-
normal behavior. The high variability inherent in the process leads to parameter variation that has the features of
a type of noise in biological systems that has been characterized as “extrinsic.” Elongation rate variation offers
an accounting for a major component of extrinsic noise, and the analysis provided here highlights a probability
distribution that is a natural extension of the Poisson and has broad applicability to many types of multiplicative
noise processes.
I. INTRODUCTION
Regulation of the abundance of proteins expressed in living
cells is mediated by multiple types of control, exerted over the
rates of transcription, post-transcriptional mRNA processing,
mRNA decay, translation, and protein degradation. The reg-
ulatory processes can be construed as a sequence of chemical
reactions in a domain in which the number of participating
molecules is small and hence stochastic influences are sig-
nificant. Those influences give rise to fluctuations in protein
concentration in an otherwise homogeneous cell population at
steady state1.
Stochastic fluctuations in protein distribution can result in
heterogeneous phenotypes in clonal populations that can be
beneficial for the survival of a population of organisms in a
changing environment2. For example, under conditions of ni-
trogen limitation, cyanobacteria dedicate a subpopulation of
cells to nitrogen fixation while the rest of the population re-
mains phototrophic3. Similarly, following exhaustion of nu-
trient resources, the undifferentiated free-living amoebae of
cellular slime molds aggregate and undergo spontaneous dif-
ferentiation into spore- and stalk-forming cells. Such task-
sharing decisions assisted by stochastic differentiation in a
clonal population may have formed the basis for multi-cellular
development2,4. In mammalian cells, the manifestation of
stochastic gene expression resulting in phenotypic diversity
has been observed in the processes of cellular differentiation2
and apoptosis5. Genes belonging to the same functional group
have been found to possess similar noise characteristics1,6,
and stress response genes that mitigate the effects of environ-
mental fluctuations have been found to exhibit noisier expres-
sion than genes thought to require invariant expression1,6.
II. INTRINSIC AND EXTRINSIC NOISE AND
STOCHASTIC VARIATION IN PROTEIN ABUNDANCE
Elowitz et. al. have differentiated between intrinsic and ex-
trinsic noise7. Sources of intrinsic noise include the random
birth and death of molecules, or stochastic gene activation1,8,9.
Extrinsic sources of noise include factors contributing to fluc-
tuations in reaction rates8, e.g. the number of RNA poly-
merase molecules and ribosomes10, the variation in kinetic
parameters such as rates of transcription and translation1,9, the
variations in individual cell shapes and volume9–11, and varia-
tion in common elements upstream of a transcription factor11.
For intrinsic sources the resulting noise (normalized by
the squared mean abundance) is inversely proportional to the
mean protein abundance8, and deviations from this relation
help to identify the relative proportion of extrinsic noise. De-
tailed experimental measurements carried out in S. cerevisiae
have shown that the contribution of extrinsic noise to protein
abundance increases with level of expression1,6. These find-
ings are consistent with conclusions from earlier studies7,12,13
that the source of noise for moderately to highly abundant pro-
teins in both E. coli and S. cerevisiae is primarily extrinsic9.
Xie and coworkers have carried out single molecule mea-
surements in E. coli cells under conditions in which ex-
pression is highly repressed, so that the random formation
and degradation of RNA molecules is the dominant noise
source14,15. They found that, below ten proteins per cell the
noise is inversely proportional to protein abundance16. They
also showed that the distribution of low copy number pro-
teins can be fit to a gamma distribution, the two parameters
of which have direct physical interpretation as the protein
burst rate and burst size16,17. Above ten proteins per cell the
noise reaches a plateau indicating the dominance of extrinsic
noise16,17. Reported numbers of proteins per bacterial cell can
range from approximately 50,000 to nearly zero18,19.
Two general models for the influence of transcriptional
noise have been proposed, the Poisson and the telegraph pro-
cesses. Under a Poisson process transcription occurs with
constant probability in time resulting in single mRNAs be-
ing produced and destroyed8. In a telegraph process the genes
switch between transcriptionally active or inactive states and
the active state results in a burst of mRNA production20,21. In
both processes the mRNA noise variance is inversely propor-
tional to the mean mRNA abundance, but the proportional-
ity constant for the Poisson process is one, and greater than
one for the telegraph process22,23. Higher eukaryotes exhibit a
much broader mRNA distribution than prokaryotes and show
transcriptional bursts24. A growing body of work suggests that
transcription may occur in any single organism within a range
of kinetic modes, a subset of genes being transcribed by Pois-
son processes, and a subset being transcribed with differing
bursting dynamics20,25,26.
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(or lack thereof) can be used as a guide to the extent by
which fluctuations in mRNA copy number produce fluctua-
tions in protein concentration23. Previous studies have found
that the correlation between mRNA and protein levels is poor
across all organisms27–29. These studies have broadly indi-
cated that post-transcriptional effects determine steady state
protein abundance30. Recently, Schwanaeusser et al. mea-
sured mRNA and protein simultaneously for 5000 genes in
mouse fibroblasts and found that about 55% of the correlation
between mRNA and protein level can be explained by con-
sidering translation rate constants alone29. Therefore as an-
ticipated earlier1,9,25, among post-transcriptional steps, trans-
lation represents the most consequential stochastic factor for
determining protein abundance for the cell as a whole. Cells
expend more energy in translation compared to transcription
(in an approximately 9:1 ratio), which may explain the domi-
nance of translational control.
III. TRANSLATION PROCEEDS AT A VARIABLE RATE
Translation can be divided into four stages: initiation,
elongation, termination and recycling. The mechanisms for
initiation and termination differ between prokaryotes and
eukaryotes, but the elongation mechanism is conserved31.
Elongation is frequently the rate-limiting process for pro-
tein synthesis32. In the elongation phase, a series of reac-
tion steps leads to the accommodation and addition of amino
acid residues to the polypeptide chain (or rejection of the aa-
tRNA), and each of these reactions can be characterized in
terms of kinetic rate constants33. As a simplification, a net
effective rate constant for a single residue addition in elonga-
tion can be composed from the rate constants for individual
steps that result in chain extension. The effective kinetic rate
constant is expected to fluctuate from cell to cell across a cell
population, depending on a variety of noise sources, the vast
majority of which will arise from proteins that compose the
translational machinery and are expressed at a high level and
hence are expected to contribute extrinsic noise.
In bacteria the elongation rate varies between 4 and 22
amino acids per second32. The protein sythesis rate can be
affected by many factors, of which the most significant is con-
sidered to be the relative concentration of various tRNAs34,35.
At each elongation step the ribosome must intercept the
aminoacyl-tRNA (aa-tRNA) complimentary to the codon at
the ribosome A site. The relative local concentration of
various aa-tRNAs near the site determines the waiting time.
Codons corresponding to under-represented tRNAs reduce the
elongation rate35,36 and are themselves under-represented37,
which is thought to provide a mechanism allowing organ-
isms to manipulate the expression level of proteins38. Elon-
gation is also slowed by mRNA secondary structures called
pseudoknots39 or by the interaction of nascent peptide se-
quences with the ribosome exit channel40. Recently, Igno-
lia et al. have extensively sequenced ribosome protected
mRNA fragments thereby obtaining a more detailed picture
of the ribosome distribution on mRNA41. They observed
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FIG. 1. Schematic diagram of the stochastic random walk model
for the translation of mRNAs. Following initiation the translation
proceeds via elongation at different local rates on different mRNAs.
The figure shows N copies of mRNA in a population of Nc cells (N >
Nc) undergoing elongation. Each mRNA is represented by a linear
discrete lattice chain with individual nodes representing codons at
which ribosomes add residues to polypeptides. At any given node
i in a microscopic interval of time, the probability of a codon being
translated or not is given by i and 1−i respectively. The distribution
of i at the ith node is given by P(i). i; j represents the scaled rate
constant (drawn from probability distribution P(i)) for jth mRNA at
the ith site. Once the ribosome reaches site n, the termination site,
a completed protein is released and the ribosome moves back to the
initiation site (the recycling step).
substantial variation in the density of ribosome footprints
along mRNAs in both yeast and E. coli42. In mammalian
cells, some locations on mRNA were found to have 25-fold
greater density than the median density across the gene41.
Thousands of such sites were observed in mouse embryonic
stem cell transcripts42. Similar translational pauses have been
reported43,44. Current experimental procedures, including ri-
bosome profiling, cannot provide the duration of such stochas-
tic translational pauses , which are typically transient45. Ad-
ditional factors affecting elongation rate are collisions be-
tween individual ribosomes in polysomes46, controlled ribo-
some stalling, and interactions between the translating ribo-
some and RNA polymerase in prokaryotes47.
Protein synthesis kinetics also depend on macroscopic fac-
tors, such as the overall metabolic status of the cell, composi-
tion of the template pool, the fraction of synthesis devoted to
secreted versus non-secreted proteins, and the density of ribo-
somes on the template. The quantities of EF-G48 and elF5A49
3significantly influence the rate at which elongation proceeds.
Recent modeling of the dynamics of protein synthesis has fo-
cused on analysis of conditions for which inter-ribosome in-
teraction is significant and has emphasized situations in which
the movement of the ribosome is controlled by the availability
of adjacent free mRNA exposed by the departure of the pre-
ceding ribosome50. These studies emphasize the importance
of the rate of motion of the leading ribosome in a transcript in
determining the number of copies per transcript. The forma-
tion of the mature protein by cotranslational protein folding is
regulated by the modulation in the rate at which amino acids
are added to the chains, which results from the stochastic vari-
ations in elongation rates51.
Cultures pulse-labeled with radioactive amino acids have
been reported to exhibit a pattern of discrete intermediates
corresponding to incomplete polypeptide chains, in which the
intermediates can be visualized as bands on a polyacrylamide
gel35. In the case of the abundantly expressed protein colic-
inA, a reasonably good fit could be made to the predicted rate
of elongation based on the abundance of charged amino-acyl
tRNAs for the known codons35.
IV. A STOCHASTIC MODEL FOR THE TRANSLATION
PROCESS
A fraction of the elongation rate noise is codon-specific,
resulting in different codons being translated at different
rates33,52,53. Gromadski and Rodnina measured the rate con-
stants for different kinetic substeps for the CUC codon52.
Based on their data, Fluitt et al. made an estimate of the
possible translation rates for all codons53. For any particu-
lar translating mRNA in a collection of cells, the rate con-
stant at any arbitrary location along the mRNA is a stochastic
variable and therefore can be described most appropriately by
a distribution. A general analysis of elongation rates should
take into account the propensity for eukaryotic ribosomes
to undergo reinitiation following completion of translation,
a phenomenon that is physically visualized under conditions
of high protein synthesis as a circular template structure54,55.
With this consideration, the stochastic movement of a ribo-
some along the mRNA during elongation under the collective
influence of various noise sources can be modeled as a unidi-
rectional random walk on a chain with circular boundary con-
ditions (see Figure 1), with each incorporation of a residue
taken to follow first order kinetics, with rate constant i for
the i-th residue. A reinitiation probability, λ, conveys the like-
lihood of reinitiation once a ribosome has reached the end of
the open reading frame of d codons.
The evolution of the ribosome motion for given initial
conditions is determined in the usual manner by the expo-
nentiation of a transition matrix. The lapse of an interval
of time,t, results in a change in the probability state vector
Vi(t) = Qi j(t)V j(0) for the leading ribosome position deter-
mined by the initial conditions and
Q(t) = e−αt
∞∑
k=0
(αt)k
k!
Uk = eαt(U−1) (1)
where U is a stationary transition matrix of the length of the
polypeptide, d, having generator T = U − 1d where 1d is the
unit matrix of length d. For the circular boundary conditions
characteristic of eukaryotic elongation, the i, j entry of the ex-
ponentiation of this matrix for i < j yields
Q(t)i, j =
1
2pii
∮ etsλ∏ j−1k=i+1(s + k) ∏dm= j m ∏i−1m=1 m∏d
k=1(s + k) − λ
∏d
m+1 m
ds (2)
and for i ≥ j yields
Q(t)i, j =
1
2pii
∮ ets ∏ j−1k=1(s + k) ∏dk=i+1(s + k) ∏i−1m= j m∏d
k=1(s + k) − λ
∏d
m+1 m
ds
(3)
evaluated so that the contour encircles all the poles of the in-
tegrand, or, equivalently, encircles the pole at infinity in the
opposite sense (see Appendix A). For large d the product∏d
m=1 m is close to zero, and hence the roots of the denomi-
nator polynomial are expected to lie in the vicinity of s = −k.
This picture is simplified in the case of short lived mRNAs
or in the prokaryotic context, in which the contribution of ri-
bosome recycling can be ignored. Setting λ = 0 in Eq. (2) and
Eq. (3) the elements of exponentiated matrix above reduce to
Q(t)i, j =
0 i < j
(−1)i+ j ∏i−1k= j k i∑
m= j
e−tm
(
∏i−m
p=1 m − m+p)(
∏m−1
q= j m − q)
i ≥ j
(4)
The essential element of formulas Eq. (2) to Eq. (4) from
the standpoint of stochastic structure is the presence of high
order products of the random variables m. When the m are
equal Eq. (4) simplifies to the familiar Poisson:
Q(t)i, j =

0 i < j
e−t
(t)i− j
(i − j)! i ≥ j
(5)
Thus the discrete distribution Q(t)i, j represents a general-
ization of the Poisson that incorporates multiplicative stochas-
tic variation and is appropriate for the characterization of pro-
cesses that involve discrete steps that are subject to inter-step
variability. Both transcription and translation are such pro-
cesses, although the focus of this work is translation. Transla-
tional variation is likely to be greater than transcriptional vari-
ation because of the greater variety of participating substrates
and the larger number of discrete steps that must occur to ef-
fect the addition of a single residue to the elongating chain.
V. STEADY STATE DISTRIBUTION OF PROTEINS
To explore the behavior of the distribution above numeri-
cal simulations were performed for the translation of mRNAs
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FIG. 2. Simulation results for the distribution of proteins across cell
population as the system evolves from an initial transient state and
finally reaches the steady state. The plots give the distributions at
times (a) t = 0.5T , (b) t = T , (c) t = 2T and (d) t = 3T , where T
is an arbitrary unit of time. The distribution narrows between time
0.5T and time T while the dynamics are in the transient phase. The
narrowing continues as the dynamics near steady state at time 2T . At
time 3T a steady state distribution given by a log-normal is reached,
confirmed by the finding that for any further increase in time the dis-
tribution remains invariant and log-normal. In the simulation ribo-
some recycling is incorporated via circular boundary condition. The
distribution of completed proteins is calculated by taking the differ-
ence of fluxes between the termination and initiation sites.
incorporating ribosome recycling step using circular bound-
ary condition on a pure initiation state, V[0] = {1, 0, 0. . . , 0}
at t0 = 0. The distribution of proteins was obtained as the
difference in fluxes between the termination and re-initiation
sites for successively increasing time (Figure 2 (a)-(c)), until
such time as the steady state distribution of proteins is reached
(Figure 2 (d)). The form of protein distribution remains un-
changed with any further increase in time, which confirms the
asymptotic nature of this distribution.
The effect of the presence of rare codons in the mRNA
was also explored using this model. This circumstance should
have an effect that is equivalent to a rate limiting phase in the
elongation cycle. A linear lattice of size 30 was chosen. At
site 20 the scaled rate constant was set close to zero to repre-
sent the presence of a rare codon at that site. The calculation
of the protein probability density in this condition confirms a
local maximum around site 20, consistent with the expectation
that the presence of a rare codon on mRNA pauses the trans-
lation leading to accumulation near the site (Figure 3). The
results are similar when the sites with rare codons are cho-
sen near any arbitrary set of consecutive sites on the lattice.
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FIG. 3. The effect of a low rate constant for elongation at a given
residue. In this case it is expected that the elongation will stall at the
site with low rate constant. (a) In order to simulate this condition the
mean value for the rate constant distributions at various sites is al-
lowed to vary between 50 and 150 except at site 20, where the mean
value is set near zero. (b) The resulting distribution of the polypep-
tides across various sites clearly shows the stalling effect with result-
ing accumulation around the residue site 20. Although this example
is artificially constructed to verify the validity of the model described
in the present work, the occurrence of pause sites has been reported
in the literature.
Such pausing and stacking effect has been reported in many
different experiments, e.g. by Wolin and Walters43.
The numerically obtained shape of the steady state distribu-
tions in Figure 2 resembles a log-normal distribution, which
can be explained from the stochastic model outlined in the
previous section and described in more detail in the Appendix
A. The matrix action V[t]i = Q[t]i, jV[0] j on a pure initiation
state at t0 = 0, (i.e. V[0] = {1, 0, 0. . . , 0}), results in ele-
ments of V[t]i determined entirely by Q[t]i,1, which is given
by Eq. (3) for the circular mRNAs and Eq. (4) for the short
lived mRNAs. In both these cases Q[t]i,1 is a sum of products
of random variables. If the second moment of the logarithm
of such variables is finite, the product of variables approaches
a log-normal distribution as the number of variables grows
large, and in such limit Q[t]i, j represents a sum of log-normal
distributions. An analytical form for the sum of log-normal
distributions cannot be determined as the characteristic func-
tion does not have a closed form. But numerical and analytical
studies, particularly in the context of wireless communication
and related fields, where log-normal sums appear frequently,
have shown that the sum of log-normal distributions has sim-
ilar character to a log-normal distribution56 (see Appendix
C for detailed discussion). Consistent with this observation
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FIG. 4. The steady state distribution of proteins does not depend on
the precise form of the underlying rate constant distributions for elon-
gation. The plots show the simulated results for the steady state pro-
tein distributions in cases in which the underlying rate constant distri-
butions along the entire chain follow (a) normal distribution (mean 50
and standard deviation 15), (b) exponential distribution (mean 100),
(c) gamma distribution (shape parameter 10, scale parameter 5), and
(d) log-normal distribution (derived from normal distribution with
mean 3.5 and standard deviation 1). The steady state distribution of
proteins in all cases remains well described by the log-normal dis-
tribution. The parameters of the scaled rate constant distribution are
chosen so that the system is in the steady state phase in all plots.
we find that the steady state distribution of proteins follows
a log-normal, as shown in Figure 2. The invariance of the
log-normal distribution under sum implies that the stochas-
tically produced log-normally distributed proteins in single
cells when summed over a cell population should also give
rise to approximately log-normal distributions in the steady
state.
Broadly, our simulation results are consistent with the
emergence of log-normality whenever the range of rate dis-
tributions for individual elongation steps remains as large be-
tween cells as between individual transcripts within the same
cell. It is difficult to plausibly formulate circumstances under
which this would not be true.
An essential tenet of the law of large numbers is the in-
dependence of the limiting distribution of sums of variables
upon the distributions of the individual variables. Currently,
accurate experimental data are not available for rate constant
distributions in vivo. Based on chemical reaction kinetics a
case can be made that the rate constant distribution may of-
ten have an exponential form (See Appendix B). However,
as living cells exist in conditions that are far from equilib-
rium and subject to regulatory influences the possibility that
rate constant distributions assume some other form cannot be
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FIG. 5. A quantile-quantile (Q-Q) plot shows that the steady state
protein distribution is well described by a log-normal. The log-
transformed steady state distributions are plotted against a normal
distribution. The underlying rate constant distributions for the steady
state distributions in the Q-Q plots possess the same parameter val-
ues as in Figure 4, given by (a) normal distribution, (b) exponential
distribution, (c) gamma distribution, and (d) log-normal distribution.
ruled out. In numerical simulations we have found that the
steady state protein distribution form is largely unaffected by
the changes in distribution of rate constants, as shown in Fig-
ure 4.
In order to confirm that the asymptotic form of steady state
distribution follows a log-normal, we calculated the quantile-
quantile plot (Q-Q plot) of the log-transformed distribution
against a normal distribution. Figure 5 shows that the log-
transformed distributions exhibit normality over a wide range,
with small deviations seen near the tails.
Elongation rates may fluctuate over time, but are likely to
be slowly varying compared to the time for completion of a
polypeptide chain except in unusual circumstances. In Ap-
pendix D, we describe two alternative frameworks for numer-
ical calculation for this case and present evidence that the re-
sulting protein distributions are well described by log-normal
distribution (Figure 9 and Figure 10). We also show that for
low copy number mRNA templates the corresponding protein
distribution becomes a Gamma distribution when appropriate
limits are applied to the model (Appendix A).
VI. DISTRIBUTION OF THE NUMBER OF
POLYPEPTIDES PER TRANSCRIPT
The number of polypeptides per transcript can be calculated
with some assumptions about the decay kinetics of the tran-
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FIG. 6. Number of proteins per mRNA follows a log-normal dis-
tribution. The plot shows the histogram of the protein abundance
(in fractional units) per template. For the simulation of this plot, the
underlying rate constant distribution is taken to follow a gamma dis-
tribution with shape parameter 10 and scale parameter 5. Similar
results are obtained in cases in which the underlying rate constant
distributions are different.
scripts. The rate of production of a completed polypeptide
of length d is given by dVd(t) and the integral with respect
to time over the lifetime of the transcript gives the number of
polypeptides. For first order decay of transcripts with rate con-
stant c, the distribution representing the location of the leading
ribosome will be the Laplace transform in time of the transi-
tion operators with respect to conjugate variable c. Taking the
example of Eq. (3), the i, j entry of the matrix for i ≥ j gives
∏ j−1
k=1(c + k)
∏d
k=i+1(c + k)
∏i−1
m= j m∏d
k=1(c + k) − λ
∏d
m=1 m
(6)
Where n is the number of codons as in Eq. (3). The structure
of (6) shows the characteristic multiplicative interactions that
contribute in an important way to the overall stochastic vari-
ation. The consequences of this multiplicative effect can be
seen in Figure 6 which shows that the number of polypeptides
per transcript calculated via simulation of Eq. (6) produce a
distribution with approximate log-normality.
VII. THE TRANSIENT PHASE OF TRANSLATION
DYNAMICS
In this section we closely examine the effect of stochas-
tic dynamics on a collection of mRNAs arising out of a tran-
scriptional burst in a cell population. One useful quantity that
quantifies the transient phase of the dynamics is the average
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FIG. 7. (a) The average length of polypeptide chain d increases
linearly with time. (b) With increasing time the overall occupation
probability of polypeptides decreases near the initiation site and in-
creases near the termination site. L denotes length of the lattice chain
and m is the mean value of the underlying rate constant distribution,
which is given by an exponential distribution for this figure.
extent of polypeptide chain formation in a cell population. We
looked at how this quantity varies in time starting from the
beginning of the translation process. Let L be such a quantity
described by the expectation value
L =
d∑
i=1
iV(t)i (7)
Where i denotes the discrete site location and V(t)i gives the
probability that elongation has proceeded up to site i at time t
assuming the polypeptide has been initiated at time 0. In Fig-
ure 7 (a), we plot L for a lattice chain of length d = 30 with ex-
ponentially distributed rate constants of scaled mean 10. The
expected length of the polypeptide chain formed in the cell
population, L, varies linearly with time, except for a slight de-
viation from linearity at longer times. To mimic the actual
process, in the simulation we allowed the fully formed pro-
teins to decay with some probability. The mass of protein that
decays after termination is proportional to the total amount of
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FIG. 8. The change in estimated variance of the occupation prob-
ability at different sites along the mRNA. (a) The variation of the
estimated variance at different residues along the mRNA chain with
time. (b) The changes in estimated variance at different times along
the mRNA chain at different residue locations. The estimated vari-
ance is obtained by taking the log-transform of a log-normal distribu-
tion and calculating the variance of the resulting normal distribution.
fully formed protein. The protein decay feature causes a devi-
ation from linearity for L at longer times. A look at the sum of
site-wise probabilities across cell population with increasing
times (Figure 7 (b)) reveals the effect of elongation proceed-
ing towards the termination site. As expected, with time the
occupation probability decreases near the initiation site and
increases near the termination site as more and more peptides
are released as fully formed proteins.
The variance of the occupation probabilities at different
sites across a cell population along the mRNA chain is ex-
pected to change with time, as should the occupation prob-
ability variance at a particular site. In order to capture the
nature of this variation we simulated the process with expo-
nentially distributed spatially varying rate constants over a lin-
ear chain of length 30 (Figure 8 ). With increasing time the
numerically estimated variance at different locations tends to
converge (Figure 8 (a)) and decrease (Figure 8 (b)).
VIII. PROTEIN DISTRIBUTION TENDS TO
LOG-NORMALITY EXCEPT FOR VERY LOW COPY
NUMBER PROTEINS
Many physical and chemical laws are multiplicative rather
than additive and are expected to lead to log normality in nat-
ural systems57. The log-normal character of protein abun-
dance is often demonstrated by quantitative flow cytometry,
in which fluorophore labeled antibodies are reacted with pro-
tein targets and the intensity of fluorescence determined on a
cell-by-cell basis. The results from flow cytometry, which typ-
ically measures cell surface proteins, have been corroborated
by results from quantitative mass spectrometry of protein frag-
ments, which also show a log-normal probability density58.
Various other methods for protein quantitation have led to
similar conclusions58–61. Nearly all microarray analyses use
statistical tests based on the logarithm of raw transcript abun-
dance data62, consistent with single cell gene expression mea-
surements indicating that mRNA abundance distributions are
log-normally distributed in cell populations63,64. In this study
we have provided a simplified dynamical framework that pro-
vides a direct physical explanation of generically observed
log-normal distributions. In the limit in which the variation
in elongation rates becomes small, the Poisson/Gamma distri-
bution is recovered.
The deviations in the tails of the distribution in our model
indicate that protein abundance distributions in vivo may pos-
sess a larger dynamic range than log-normal distributions.
These deviations may pose special challenges for cellular reg-
ulation if not accompanied by rapid regressions to the mean.
At the same time, in a multicellular organism, cells that are
outliers with respect to expression may serve a protective or
sentinel function, providing a population responses that may
have a greater dynamic range attributable to the response char-
acteristics of outliers.
Considerable work has been done on various aspects
of the origin of stochastic gene expression in cellular
processes7,33,65,66. This work draws attention to the signifi-
cant and likely dominant role played by translational noise in
stochastic gene expression in living cells. Progress in single
cell measurements of translational parameters will undoubt-
edly enhance our understanding of stochastic gene expression.
Appendix A: Contour integral form for matrix power series
A consistent and general representation of the terms of the
power series expansion of T k = (U−1)k can be obtained in the
form of a contour integral. In general the matrix T (d)k with
elements i, j can be represented by an integral
T (d)ki, j =
1
2pii
∮
gi, j(s, d)skds (A1)
where gi, j(s, d) is a rational function (i.e. a function f (s) =
p(s)
q(s) , p, q both polynomials of finite order). For integrals of
such functions, the sum of the residue at infinity plus the sum
of the residues at the zeroes of q equals zero. It is convenient
8for the purpose of proof by induction to transform the inte-
grand, recalling that the residue at infinity of f (s) is defined
as the negative of the residue at 0 of z−2 f (1/z), where z = s−1.
In eukaryotic cells evidence of mRNA template circular-
ization has been observed, both biochemically in the form of
protein complexes that bind to both poly(A) and the mRNA
cap structure67, and ultrastructurally, in the form of polysomes
linked in circular configuration. To model the motion of ribo-
somes on such a template, we identify the generator for the
translation operator with the structure
T =

−1 0 · · · 0 λd
1 −2 · · · 0 0
...
...
. . .
...
...
0 0 · · · −d−1 0
0 0 · · · d−1 −d

(A2)
from which we construct the desired solution as the sum∑∞
n=0(tT )
n/n!. The i, j entry of the nth power of this matrix
takes the form, for i < j,
1
2pii
∮ λ∏ j−1k=i+1(1 + zk) ∏dm= j m ∏i−1m=1 m
z j−i+n+1−d(
∏d
k=1(1 + zk) − λzd
∏d
m=1 m)
dz (A3)
and
1
2pii
∮ ∏ j−1
k=1(1 + zk)
∏d
k=i+1(1 + zk)
∏i−1
m= j m
z j−i+n+1(
∏d
k=1(1 + zk) − λzd
∏d
m=1 m)
dz (A4)
for i ≥ j, where the contour of integration encloses the origin
but none of the roots of the denominator polynomial
∏d
k=1(1+
zk) − λzd ∏dm=1 m . To establish this by induction we first
observe that the variable n appears only in the denominator in
the exponent of z. To calculate the residues at zero we need
consider five cases for n = 1: (i) i = 1, j = d; (ii) i < j
(excepting case (i)); (iii) i = j; (iv) i = j+ 1; and (v) i > j+ 1.
For case (i), z j−i+2−d = z and the limit of Eq. (A3) as z→ 0 is
1
2pii
∮
λd
z(1 + z1)(1 + zd)
dz = λd (A5)
For case (ii), the limit of Eq. (A3) as z → 0 is dominated by
j− i+2−d ≤ 0 and the function is analytic within the contour:
1
2pii
∮ λ∏dm= j m ∏i−1m=1 m
z j−i+2−d
dz = 0 (A6)
For case (iii) the limit of Eq. (A4) as z→ 0 is
1
2pii
∮
1
z2(1 + zi)
dz→ 1
2pii
∮ ( 1
z2
− i
z
)
dz = −i (A7)
For case (iv) the limit of Eq. (A4) as z→ 0 is
1
2pii
∮
 j
z(1 + z j)(1 + z j+1)
dz =  j (A8)
And for case (v) the limit of Eq. (A4) as z → 0 is dominated
by j− i+2 ≤ 0 and the function is analytic within the contour:
1
2pii
∮ ∏i−1
k= j k
z j−i+2
dz = 0 (A9)
To complete a proof by induction we need to formally estab-
lish, using Eq. (A2) – Eq. (A4) that TT n = T n+1. The actual
process is slightly different; we establish that
TT n − T n+1 = − 1
2pii
∮
1dz−n−2dz = 0d (A10)
Where 1d and 0d are the d dimensional unit and null matrices,
respectively. There are 5 cases to be calculated: (i) i < j (i =
1); (ii) i < j (i > 1); (iii) i = j (i = 1); (iv) i = j (i > 1); and
(v) i > j. For case (i) we establish
λd
∏ j−1
k=1(1 + zk)
∏d−1
m= j m
z j−d+n+1
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
)
− (z−1 + 1)
∏ j−1
k=2(1 + zk)λ
∏d
m= j m
z j−d+n
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
) = 0
(A11)
For case (ii),
i−1
λ
∏ j−1
k=i (1 + zk)
∏d
m= j m
∏i−2
m=1 m
z j−i+n+2−d
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
)
− (z−1 + i)
∏ j−1
k=i+1(1 + zk)λ
∏d
m= j m
∏i−1
m=1 m
z j−i+n+1−d
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
) = 0
(A12)
For case (iii)
λd
∏d−1
m=1 m
zn−d+2
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
)
− (z−1 + i)
∏d
k=2(1 + zk)
zn+1
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
) = −z−n−2
(A13)
For case (iv)
i−1
λ
∏ j−1
k=i (1 + zk)
∏d
m= j m
∏i−2
m=1 m
z j−i+n+2−d
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
)
− (z−1 + i)
∏ j−1
k=1(1 + zk)
∏d
k=i+1(1 + zk)
∏i−1
k= j m
z j−i+n+1
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
) = −z−n−2
(A14)
And for case (v)
i−1
∏ j−1
k=1(1 + zk)
∏d
k=i(1 + zk)
∏i−2
m= j m
z j−i+n+2
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
)
− (z−1 + i)
∏ j−1
k=1(1 + zk)
∏d
k=i+1(1 + zk)
∏i−1
m= j m
z j−i+n+1
(∏d
k=1(1 + zk) − λzd
∏d
m=1 m
) = 0
(A15)
A more convenient characterization of Eq. (A3) and Eq. (A4)
for evaluation of the steady state formulates the matrix in
9terms of s = z−1 and gives, for the i, j entry of the nth power
of the matrix Eq. (A1), for i < j
1
2pii
∮ snλ∏ j−1k=i+1(s + k) ∏dm= j m ∏i−1m=1 m∏d
k=1(s + k) − λ
∏d
m=1 m
ds (A16)
and
1
2pii
∮ sn ∏ j−1k=1(s + k) ∏dk=i+1(s + k) ∏i−1m= j m∏d
k=1(s + k) − λ
∏d
m=1 m
ds (A17)
otherwise, where the contour encloses all of the roots of the
denominator polynomial
∏d
k=1(s+ k)−λ
∏d
m=1 m. For λ = 1,
T is a stochastic (conservative) matrix, and therefore should
have a steady state given by the residues of Eq. (A16) and
Eq. (A17) at s = 0. Inspection of Eq. (A16) and Eq. (A17)
shows that for λ = 1, s = 0 is indeed a root of the denominator
polynomial, and hence the steady state solution is given by the
residue at 0 of the sum of Eq. (A16) and Eq. (A17) over n with
sn replaced by (ts)n/n! , which is∏d
m=1 m
i
d∑
k=1
∏d
m=1 m
k
=
1
i
d∑
k=1
1
k
(A18)
in both cases. The i, j entry of the matrix representing the
steady state distribution has no dependence on j, consistent
with intuition.
In the case λ = 0, the i, j entry of the nth power of matrix
(A2) is zero for i < j, and
1
2pii
∮
sn
∏i−1
m= j m∏i
k= j(s + k)
(A19)
otherwise, where the contour taken in the conventional (posi-
tive) sense encloses all of the roots of the denominator polyno-
mial (i.e. encircles all of the real axis values of −k, j ≤ k ≤ i.
The matrix etT in this case is given by Eq. (A19) with sn re-
placed by the sum
∑∞
n=0(ts)
n/n!, the integral of which con-
verges, despite its resemblance to a function with an essential
singularity at infinity. We note also for completeness that the
evaluation of the contour integral for n = 0 yields the unit ma-
trix as needed. Evaluation of the integral leads to (etT )i, j = 0
for i < j, and
(etT )i, j = (−1)i+ j
i∑
k= j
e−tk
∏i−1
m= j m∏i−k
p=1(k − k+p)
∏k−1
q= j(k − q)
(A20)
otherwise.
In the event that all of the k are equal, the evolution op-
erator represented by Eq. (A20) takes the particularly simple
form
(t)i− j
(i − j)!e
−t (A21)
for i ≥ j (and 0 otherwise) and hence Eq. (A20) can be con-
sidered a natural generalization of a Poisson process to a do-
main in which the underlying stochastic process is not homo-
geneous. The gamma distribution, an extension of the Poisson
to nonintegral event frequencies, takes the related form
(t)k
Γ(k + 1)
e−t (A22)
which bears comparison to Eq. (A20) because Eq. (A22) has
been proposed to appropriately capture the statistics of low
multiplicity translations emitted by a single mRNA template.
When the operator T acts on an initial state vector v(t0) =
(1, 0, . . . , 0) of length d at time t0 = 0, etTv(0) gives the prob-
ability density of the location of a ribosome on the mRNA at
time t. If the source of the translation is an mRNA with a
probability of existence at time t of ce−ct, the relative effect of
additional initiations will be given by
∫ ∞
0 ce
−ctetTv(0)dt, and
the i, j entry of
∫ ∞
0 ce
−ctetTdt for i < j is
cλ
∏ j−1
k=i+1(c + k)
∏d
m= j m
∏i−1
m=1 m∏d
k=1(c + k) − λ
∏d
m=1 m
(A23)
and
c
∏ j−1
k=1(c + k)
∏d
k=i+1(c + k)
∏i−1
m= j m∏d
k=1(c + k) − λ
∏d
m=1 m
(A24)
otherwise.
The rate of production of full length protein is given by
v(t)dd = etTv(0)dd = (etT )d,1d and the integral with respect
to time weighted by the lifetime of the encoding RNA gives
ced
∫ ∞
0
e−ct(etT )d,1dt =
c
∏d
m=1 m∏d
k=1(c + k) − λ
∏d
m=1 m
(A25)
for the average number of polypeptides produced per mRNA
template, assuming that the characteristic lifetime of the
mRNA, c−1 , is long compared to the translation time. In the
event this is not true, we can estimate the number of polypep-
tides per template in the elongation-limited domain by divid-
ing the mean length that the lead ribosome has translated down
the mRNA, divided by the average number of residues be-
tween successive ribosomes, R. This has the form
d∑
i=1
i
R
∫ ∞
0
ce−ctv(t)idt =
d∑
i=1
i
R
∫ ∞
0
ce−ct(etT )i,1dt (A26)
which, using Eq. (A23) and setting λ = 0 (since the probabil-
ity of reinitiation can be neglected), gives
d∑
i=1
i
R
c
∏i−1
m=1 m∏i
k=1(c + k)
(A27)
for the mean number of ribosomes per template over the life
of the template. In the limit that all k are equal, Eq. (A25)
10
gives
d∑
i=1
i
R
c

(
1 +
c

)i = (c + )
(
1 −
(c + 

)−d)
− cd
(c + 

)−d
Rc
≈
(c + )
(
1 − e− cd
)
− cd e− cd
Rc
(A28)
the latter approximation holding for c  .
Appendix B: Rate constant distributions
The individual i as modeled here are lumped rate constants
for chemical reactions of considerable complexity. However
even complex trajectories in reaction coordinates can often be
modeled by taking the reaction to proceed through a limiting
intermediate corresponding to the lowest energy barrier of the
transition state, which by convention ascribes to the i a struc-
ture
i = Ai e−
∆Gi
RT (B1)
where ∆ Gi is the Gibbs free energy for the ith transition state,
R is the universal gas constant, T is the temperature in abso-
lute scale, and Ai is a constant. The transition state free energy
is defined in terms of the corresponding enthalpy (H) and en-
tropy (S ) in the usual way as
∆Gi = ∆Hi − T∆S i (B2)
We assume that the correctly charged tRNA reaches the ribo-
some A site through a diffusion process which in turn deter-
mines the rate at which the elongation phase proceeds. Since
ordinary diffusion is dominated by entropic contributions, we
assume the enthalpic contribution can be neglected, and the
rate constant is effectively given by
i = Ai e−
∆S i
R (B3)
If we let ωi represents the number of microstates correspond-
ing to the macrostate of the system, Eq. (B3) can be further
modified as follows
i = Ai exp
(kB ∆ ln ωi
NkB
)
= Ai exp
(
∆ ln ωi
N
)
(B4)
where kB is Boltzmann’s constant and N Avogadro’s number.
The change in entropy depends on the difference in configura-
tions between the microstates of transitioning states and is dif-
ficult to ascertain precisely when the states between which the
transition occurs are both far from equilibrium. However our
numerical calculation suggests that universality in the steady
state distribution of protein probability density, the counter-
part of the law of large numbers in the setting of multiplicative
variables, has a rapid onset, such that even very short polypep-
tides (less than 30 residues) show universal behavior. In nu-
merical simulations, in addition to the exponential distribution
we have used the Gamma, normal, log-normal and uniform
distribution as possible forms of forms for the rate constant
distribution (Figure 4).
Appendix C: Sums of log-normally distributed variables
generate distributions that behave similarly to log-normal
variables
The steady state distribution of proteins is given by a sum
of the products of random variables. The sum of independent
and identically distributed random variables with finite vari-
ance tends to a normal distribution as the number of variables
grows large. Similarly, the distribution of a product of ran-
dom variables converges to a log-normal distribution as the
number of terms of the product increases. But the calcula-
tion of the sum of log-normal distributions themselves faces
a theoretical roadblock. The distribution of a sum of inde-
pendent random variables is obtained from the product of the
respective characteristic functions, but for the log-normal dis-
tribution a closed form for the characteristic function does not
exist and the sum of log-normally distributed variates has not
been obtained in a closed form68.
The behavior of the sums of log-normally distributed vari-
ables have been a topic of interest in field of communica-
tions for over half a century; specific examples where sums of
log-normals appear include co-channel interference in mobile
(wireless) communications, in frequency hopped spread spec-
trum signals and in the general context of propagation through
turbulent medium56,69. Extensive numerical evidence from
these studies have confirmed that the sum of independent log-
normally distributed random variables is well approximated
by a log-normal distribution56,68–70. We observe similar be-
havior for the numerically calculated distributions for the ste-
day state distribution of proteins as shown in Figure 2 and
Figure 4 of the main text.
Appendix D: Rate constants fluctuating in time
So far we have considered the case in which the rate con-
stants are location dependent but constant in time. Here we
consider the most general case, in which the transition prob-
ability for the state vector passing from state i to state i + 1,

′
i , also depends on the time of the transition. In this case, we
may define a time dependent transition operator U(ti) as
U(ti) =

1 −  ′1(ti) 0 · · · 0 λd

′
1(ti) 1 − 
′
2(ti) · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 −  ′d−1(ti) 0
0 0 · · ·  ′d−1(ti) 1 − 
′
d(ti)

(D1)
The most general case represented by the above transition ma-
trix where 
′
i s vary both in space and time, can be obtained
by direct numerical simulation. In Figure 9 we have shown
the simulation for the case of exponentially distributed 
′
i s.
The resulting distribution follows a log-normal form consis-
tent with general expectations regarding the universality of
this distribution form.
To extract approximate behavior analytically, we consider
that the most appropriate approach will depend on the na-
ture of the time dependence of 
′
i . The simplest case oc-
11
curs when the time dependence of 
′
i can be represented as
a smooth function which is independent of the location i. The
bi-directional version of this case with a fixed coefficient at all
locations has a solution in terms of infinite sums of the mod-
ified Bessel function71. The more general version involving
location-dependent but smooth functional time dependence
(with location dependent coefficients) of 
′
i becomes analyt-
ically intractable when formal methods such as a power se-
ries representation for solving linear coupled ODE system are
used.
Due to the random nature of environmental influences on
the translation process, the appropriate form of time depen-
dence of 
′
i is stochastic. Typical stochastic functions are not
integrable, which makes them weak candidates for calculat-
ing time dependence. However, Ito processes, a general class
of stochastic functions for which well-developed procedures
for stochastic integration exist, can be applied. An Ito process
is a diffusion process for which both drift and diffusion rates
are functions of time. Therefore in a general mathematically
well-founded approach, we can consider the 
′
i to be drawn
from an Ito process in order to model the influence of random
environment on the translation.
From biological considerations the time dependence of rate
constants is most likely to be slowly varying with a narrow
distribution range. Under such circumstances, there are sim-
pler and physically more illuminating alternative procedures
to Ito process formalism, for obtaining the solution for the
time-dependent case. We discuss two such formulations both
of which capture the dynamics in the case of slowly varying
and narrowly distributed time dependent 
′
i .
The first procedure involves the power series expansion of
the Poisson stochastic operator. Let the times be ordered so
that t1 < t2 < t3 < . . . < tn. Then the overall transition
operator at the time tn, Q(tn) is given by
Q(tn) = e−αtn [1 + (αtn)U(t1) +
(αtn)2
2!
U(t2).U(t1) + . . .
+
(αtn)n
n!
U(tn) . . .U(t2).U(t1)] (D2)
The individual terms in the power series expansion of Pois-
son operator are represented as time-ordered products of U(ti).
The operators at different time points U(ti) can be constructed
by drawing 
′
i (ti)’s from a specific distribution, following
which the transition operator can be computed directly from
the above equation. In the case of the translation process the
time dependence of 
′
i (ti)’s are likely to be slowly varying with
a narrow distribution, and in such cases the Q(tn) is guaranteed
to converge for some suitably high value of tn, which we have
observed numerically.
When the rate constants are time dependent, formula
Eq. (D2) for the evolution does not in general hold because the
exponentiated matrix operator do not commute. We consider
the case in which the constants i of Eq. (D2) are replaced by
functions i(t) piecewise constant over sequential epochs ∆tk
of constant duration ∆t. Then if all i(∆tk) = i(∆tk+1) we have
Q(∆tk)Q(∆tk+1) = eα∆tG(∆tk)eα∆tG(∆tk+1) = e2α∆tG(∆tk) (D3)
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FIG. 9. A simulation result for the steady state distribution of pro-
teins across a cell population when rate constants depend on both
location and time (Appendix D). For the simulation, the length of the
lattice chain was taken as 30 and the rate constants were drawn from
an exponential distribution.
However, if the rate constants vary in time, i.e i(∆tk) ,
i(∆tk+1),
Q(∆tk)Q(∆tk+1) , eα∆tG(∆tk)+α∆tG(∆tk+1) (D4)
unless the commutator [G(∆tk),G(∆tk+1)] vanishes.
[G(∆tk),G(∆tk+1)]i, j
=  j(∆tk)i(∆tk+1) − i(∆tk) j(∆tk+1) i = j + 1
= i−1(∆tk) j(∆tk+1) −  j(∆tk)i−1(∆tk+1) i = j + 2
= 0 otherwise (D5)
If all of the columns except the (n − 1)’th sum to 0, then we
can formulate the time dependence by dividing the entire time
duration in several intervals such that within each interval the
rate constants remain constant.
The second procedure for handling the time dependent
transition operator can be formulated by replacing the non-
stationary transition operator U(ti) with a series of stationary
transition operators, simulating the situation in which the rate
constants 
′
i are slowly varying in time. Let the total time inter-
val over which the dynamical evolution is observed be given
by t. Suppose that the total time interval t can be divided into
n time sub-intervals of arbitrary lengths, such that over each
such time sub-intervals the transition operator U(ti) is given
by a stationary transition operator, i.e. t = t1 + t2 + . . . + tn.
The transition matrix U(ti), is expressed in terms of the prob-
ability vectors 
′
i,ti
, where 
′
i,ti
is the probability that the state
vector moves from state i to state i + 1 per unit time, any-
time during the time interval ti. The transition operator can be
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FIG. 10. The simulated steady state distribution of proteins across
a cell population. For the simulation, rate constants were allowed to
change not only with location but were also slowly varying in time
(Appendix D). The length of lattice chain for the simulation was 30
and the rate constants were drawn from an exponential distribution.
written as
U(ti) =

1 −  ′1,ti 0 · · · 0 0

′
1,ti
1 −  ′2,ti · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 −  ′d−1,ti 0
0 0 · · ·  ′d−1,ti 1 − 
′
d,ti

(D6)
For the Poisson stochastic process, the transition operator over
the entire interval t can now be written as a product of a series
of transition operators over each sub-interval ti. Therefore we
have
Q(t) = eαt1(U(t1)−1).eαt2(U(t2)−1) . . . eαtn(U(tn)−1) (D7)
We can replace 
′
i,ti
=
1,ti
α
and write
α(U(ti) − 1) ≡ αG(ti)
=

−1,ti 0 · · · 0 0
1,ti −2,ti · · · 0 0
...
...
. . .
...
...
0 0 · · · −d−1,ti 0
0 0 · · · d−1,ti −d,ti

(D8)
So we have
Q(t) = eαt1G(t1).eαt2G(t2) . . . eαtnG(tn) (D9)
We have carried out numerical simulation designed to mea-
sure the consequences of this form of temporal variation. The
resulting distribution has a log-normal shape as shown in Fig-
ure 10.
If the matrices eαtiG(ti) for different time intervals commute
with each other then the final form of Q(t) simplifies. To sim-
plify the discussion, let us assume that the time subintervals
are all of equal duration given by τ and i,t1 = ωi and i,t2 = δi.
The combined time evolution operator for two successive in-
tervals will be given by
Q(t) = eατG(t1).eατG(t2) (D10)
This can be rewritten as
Q(t) = eατG(t1)+ατG(t2)+ατ[G(t1),G(t2)] (D11)
Note that if the transition operators G(t1) and G(t2) commute
then the formulae for Q(t) involve direct addition in the ex-
ponential. Consequently, when this commutation condition
holds for all successive time intervals then the effective time
evolution formulae becomes considerably simpler. The com-
mutator of αG(t1) and αG(t2) is given by
[G(t1),G(t2)] =

0 0 · · · 0
−ω1δ2 + ω2δ1 0 · · · 0
ω1δ2 − ω2δ1 −ω2δ3 + ω3δ2 . . .
...
0 ω2δ3 − ω3δ2 · · ·
...
...
... · · · ...

(D12)
There are two separate conditions on the hopping probabilities
under which αG(t1) and αG(t2) will commute
1) Since the entries in the commutator matrix are of the or-
der of the square of rate constants, for very small values
of rate constant, αG(t1) and αG(t2) commute.
2) The entries in the commutator have the general form
−ωiδi+1 +ωi+1δi. If the rate constants change in time in
a correlated manner such that δ becomes a function of
ω, then
− ωiδi+1 + ωi+1δi = 0 (D13)
This in turn implies that αG(t1) and αG(t2) will com-
mute.
Under either of these conditions, the general formula for
the time evolution in the case of space-time dependent rate
constants will be given by
Q(t) = eατ[G(t1)+G(t2)+...+G(tn)] (D14)
The above formula can be easily generalized for the case when
the subinterval time durations are not equal to each other, in
which case the formula is given by
Q(t) = eα[t1G(t1)+t2G(t2)+...+tnG(tn)] (D15)
In contrast to the more general formula given by Eq. (D9), in
Eq. (D15) the specific time ordering of different sub-intervals
becomes unimportant in the overall form of Poisson semi-
group transition operator.
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Appendix E: Note on numerical simulation
For the distribution of elongation rates, the rate constants at
various sites are scaled by both α and time, where α has the
dimension of inverse time. Once α is fixed at a specific value,
longer time evolution is given by scalar multiplication of the
rate constant distribution values by a higher factor. We refer
to these resulting rate constant values as scaled rate constants.
The numerical simulations presented in the paper were carried
out in 32 bit Matlab R2009b and Mathematica 9.
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