In this article, we introduce a robust testing procedure -the Lq-likelihood ratio test (LqLR) -and show that, for the special case of testing the location parameter of a symmetric distribution in the presence of gross error contamination, our test dominates the Wilcoxon-Mann-Whitney test at all levels of contamination.
INTRODUCTION
The likelihood ratio test (LR) is one of the most frequently used statistical tools in many areas of scientific research. However, only under a collection of strict assumptions does the LR obtain its assumed optimal performance. It is known that its performance degrades significantly due to a merely mild violation of model assumptions. In an attempt to overcome this problem, we propose a robust testing procedure -the Lq-likelihood ratio test (LqLR) -using the newly developed concept of Lq-likelihood (Ferrari and Yang (2010) ). Under a gross error model, the performance of the LqLR is compared favorably to the LR and other nonparametric tests, such as the Wilcoxon-Mann-Whitney test (Wilcoxon (1945) ; Mann and Whitney (1947) ) and the sign test (Arbuthnot (1710) ). In the special case of testing the location parameter of a symmetric distribution, our testing procedure uniformly beats the Wilcoxon test and the sign test at all levels of contamination.
Our study of the LqLR focuses on the context of a gross error model h(x) = (1− )f (x; θ)+ g(x), where f is our "idealized" model with the parameter θ that we are interested in testing, g is the measurement error component (or the contamination component), is the contamination ratio. With > 0, h represents the true data generating process which is a small deviation from the "idealized" model f . For a data set generated by h, the majority of the data points (i.e., roughly a proportion of 1 − ) come from f , whereas the rest of the data points (from g) are usually considered measurement errors or outliers.
The measurement error problem has been one of the most practical problems in Statistics. Suppose we have some measurements X = (X 1 , X 2 , ..., X n ) generated by a scientific experiment. X follows a distribution f θ with an interpretable parameter θ, our parameter of interest. However, we do not observe X, rather, we observe X * = (X produce a valid conclusion regardless of a few bad or contaminated data points. Within the subject of robust statistics, there is relatively less research on testing than estimation (Huber and Ronchetti (2009) and Hampel et al. (1986) ). This is partially because the setting for hypothesis testing is more complex than estimation. Huber (1965) suggested a form of likelihood ratio as T (x) = n i=1 max(c , min(c , p 1 (x i ) /p 0 (x i ))). The tuning parameters c and c are brought into the equation to address the effect of outliers whose likelihood is exceedingly small and causes the ratio p 1 (x i )/p 0 (x i ) to approach zero or infinity. However, hard thresholding using c and c not only causes problems for maximization or minimization, it also induces sensitivity to the thresholds. On the other hand, the LqLR can be considered as a smooth version of the Huberized likelihood ratio test.
The structure of our article is as follows. We begin with a brief introduction of Lqlikelihood, and compare a "light" version of our LqLR with the log-likelihood based test statistic in terms of relative efficiency in Section 2. We further introduce our major contribution -the LqLR -in Section 3 and prove its robustness properties via the analysis of the asymptotic distribution. We also discuss several related issues such as identifying the critical values. Numerical results of our test are presented in Section 4. We discuss the selection of the tuning parameter q in Section 5 and demonstrate the superior performance of our test compared to the LR, the Wilcoxon test, and the sign test. We provide discussion and conclusions in Section 6 and relegate the proofs to Section 7.
2 Lq-LIKELIHOOD BASED TEST STATISTIC
Lq-Likelihood
A likelihood function measures the likelihood of the observed sample x = (x 1 , ..., x n ) under the hypothesized model. It is defined as L(x; θ) = n i=1 f (x i ; θ), where f is the hypoth-esized model with θ ∈ Θ ⊂ R d . Usually it is more convenient to work with the log- Ferrari and Yang (2010) introduced the Lq-likelihood which is defined as n i=1 L q (f (x i ; θ)). It essentially replaces the log function by the Lq function with a tuning parameter q > 0. The Lq function is defined as L q (u) = (u 1−q − 1)/(1 − q) for q = 1, and L q (u) = log u for q = 1. Notice that when q → 1, L q (u) → log u. Throughout this article, we assume 0 < q ≤ 1.
To estimate θ based on x, maximum likelihood estimation is usually used:
1−q , which is a weighted version of the likelihood equation.
When q < 1, data points with high (or low) likelihoods are assigned large (or small) weights.
As q → 1, the MLqE becomes MLE.
The reason we gain robustness from the Lq-likelihood is that the Lq function is bounded from below for 0 < q < 1. It is easily seen that L q (u) ≥ −1/(1 − q), whereas log(x) → −∞ when x → 0 + . In this case, if we have an outlier, say x 1 , which gives a very small value of f (x 1 ; θ), then log f (x i ; θ) approaches −∞, no matter whether θ gives high likelihood for x 2 , ... , x n , i.e., large values of f (x 2 ; θ), ... , f (x n ; θ). On the other hand, since L q (u) is bounded, it limits the effect of one particular data point on the quantity
Therefore, the Lq-likelihood surface is much more stable than the log-likelihood surface against a perturbation of a small portion of the data.
MLqE as the Test Statistic and its Relative Efficiency
To show the advantage of Lq-likelihood in terms of relative efficiency, we temporarily use the MLq estimate of θ (θ MLqE with 0 < q < 1) as our test statistic until we introduce our Lq-likelihood ratio test (LqLR) in Section 3. We denote this light version of our test statistic as T q,n . We compare T q,n (q < 1) with T 1,n (q = 1), which is the ML estimateθ MLE .
Suppose we are given the observed data x = (x 1 , ..., x n ) from a pdf f (x; θ). We want to test the hypotheses H 0 : θ = θ 0 and H 1 : θ > θ 0 with a size of α.
f (x; θ) 1−q , and
, where
Hence,
) which attains the Cramér-Rao lower bound.
Proof. The proof follows from the asymptotic normality of the M-estimator.
We use T q,n as our test statistic and reject H 0 when T q,n is large. To maintain the size of α, we reject H 0 when
is the 1 − α quantile of the standard normal distribution.
It is straightforward to prove that T q,n with 0 < q ≤ 1 satisfies the assumptions 1 -4 of Lehmann and D'Abrera (2006) pp. 371-372, which are restated in Appendix (Section 7).
Therefore, we have
, where u q is the derivative of
, the limit of the power of T q,n
, where Φ(·) is the cumulative distribution function for standard normal distribution.
Proof. See Lehmann and D'Abrera (2006) , pp. 372, Theorem 11. Now we study how the relative efficiency between T 1,n and T q,n (0 < q < 1) changes as the level of contamination increases. Suppose data follows a gross error model h(x; θ, ) =
, where f (x, θ) is the idealized model, θ is the location parameter that we want to test for, g is the contamination component, and is the contamination ratio.
Notice that when = 0, we have h = f .
In this case, the expectation of T q,n under h becomes u q (θ) = E h T q,n . The asymptotic distribution of T q,n (Theorem 1) is still valid with V q redefined as
The null hypothesis H 0 : θ = θ 0 is tested against the alternative hypothesis H 1 : θ > θ 0 . From Lehmann and D'Abrera (2006) , the relative efficiency between T 1,n and T q,n is defined as
Theorem 3. Suppose f and g are distributions that are symmetric about θ. The relative efficiency between T 1,n and T q,n is e q,1 =
. The limiting power of T q,n becomes Π q,n → Φ(
Proof. When f and g are distributions that are symmetric about θ, it is easy to see that
Applying the result on the definition of relative efficiency proves the theorem.
For a concrete example, let us assume h, the true data generating process, to be a gross error model h(x; θ, ) = (1− )ϕ(x; θ, 1)+ ϕ(x; θ, 10) where the normal distribution ϕ(x; θ, 1) corresponds to f and the normal distribution ϕ(x; θ, 10) corresponds to g. By setting q = 0.9, we plot e q,1 as a function of in Figure 1 . As we can see from the figure, e q,1 starts below 1 and gradually increases above 1. This implies that, in order to achieve the same level of power, it takes T 1,n fewer data points than T q,n when there is no contamination. On the other hand, when contamination level gradually increases, it takes T 1,n more data points to get the same power of T q,n . Note that the ratio is only slightly below 1 when contamination ratio is 0, but significantly higher than 1 when contamination ratio increases over 1%. Hence, we have successfully traded efficiency at zero-contamination for robustness at heavy contamination. 3 Lq-LIKELIHOOD RATIO TEST
Lq-likelihood Ratio Test Statistic
With the success of the previous section, we can continue to define a Lq-likelihood ratio test.
Before we state the definition, let us briefly review the traditional likelihood ratio test (LR).
Suppose we have data x = (x 1 , ..., x n ). The null and alternative hypotheses are given by H 0 : θ ∈ Θ 0 , H 1 : θ ∈ Θ 1 where Θ 0 is the null parameter space and Θ 1 is the alter-
, whereθ 0 andθ 1 are the ML estimates of θ within Θ 0 and Θ 0 ∪Θ 1 , respectively. Normally we use the equivalent test statistic
We reject the null hypothesis when we have a large value of D(x). Naturally, we can define the Lq-likelihood ratio test (LqLR) as
whereθ q,0 andθ q,1 are MLq estimates of θ within the parameter spaces Θ 0 and Θ 0 ∪ Θ 1 , respectively. We reject the null hypothesis when we have a large D q (x). Note that when q = 1, the LqLR becomes the LR.
Asymptotic Distribution
In this section, we derive the asymptotic distribution of the LqLR test statistic. For simplicity, we assume a simple null hypothesis H 0 : θ = θ 0 , a composite alternative hypothesis H 1 : θ = θ 0 , θ ∈ Θ and a 1-dimensional parameter space Θ ⊂ R. Hence, 
where χ 2 1 is a random variable following a Chi-square distribution with a degree of freedom
1.
Proof. We apply the Taylor expansion on the first term of D q (x) at θ =θ q and obtain
whereθ is a point between θ 0 andθ q . We understand that
. So Slutsky's Theorem completes the proof.
Notice that when
square distribution, which is the LR case. When q < 1, D q follows a "distorted" Chi-square distribution with the distortion captured by the ratio
When we have contamination in the data (i.e. data are generated by a gross error model h = (1 − )f + g), the results in Theorem 4 are still valid but the expectation is taken under h. Now let us discuss the asymptotic distribution of D q under contamination. First, we make the following definitions for the sake of simplicity in notion:
Theorem 5. Based on Definition 3, the asymptotic distribution of D q (x) under the gross error model h is given by
When q = 1, D 1 becomes the LR test statistic. When = 0 and q = 1, we have
which is the case of the LR test using data with no contamination. On the other hand, when > 0 (i.e., data with contamination) and q = 1, we have that D 1 (x) also follows a distorted Chi-square distribution with the "distortion" captured by the following theorem.
Theorem 6. Suppose f , g and h = (1 − )f + g are three symmetric distributions with the same mean θ. Assume that f satisfies the regularity conditions for the maximum likelihood estimation. Assume that g has a relatively fat tail compared to f , in the sense that equivalently,
When f is a normal distribution, the condition
f are the variances of g and f .
Proof. See Section 7 for proof.
Remarks: For the condition in Theorem 6 ( 0
Therefore, this condition means that the ratio g/f inflates the quantity f θ dx to be positive. When g has a fat tail distribution compared to f , then g/f is greater than 1 when |x| is large and g/f is less than 1 when |x| is small. Meanwhile, f is a distribution satisfying the regularity conditions of the maximum likelihood estimation and usually has a bell shape. Therefore, f θ takes positive values at large |x| and negative values at small |x|.
Theorem 6 implies that the LR test statistic D 1 with contaminated data follows an "inflated" Chi-square distribution under the null hypothesis. The same phenomenon is present for the asymptotic distribution under the alternative hypothesis (i.e., an "inflated" non-central Chi-square distribution). As the inflation of the asymptotic distribution becomes more serious, the null and alternative distributions become flatter, therefore, the overlap between the null distribution of D 1 |H 0 and the alternative distribution of D 1 |H 1 will become larger (see Figure 4 in Section 3.3 for more details). This explains the degradation of the power when contamination is brought into the data. In order to control the degradation of the power, we need to control the inflation of the asymptotic distribution. The following theorems illustrate how we can control of the inflation of the asymptotic distribution of D q with 0 < q < 1.
As increases away 0, we have the following theorem.
Theorem 7. Under the same assumptions as in Theorem 6, it holds that
Theorem 7 implies that as increases away 0, the discrepancy between A( , q = 1) and B( , q = 1) also increases. That is to say, as we have more contamination in the data, the asymptotic distribution of D 1 (the LR test statistic) becomes more inflated.
However, by setting q < 1, we have the following theorem.
Theorem 8. Under the same assumptions as in Theorem 6 and an additional assumption stated in Appendix (Section 7), we have
Proof. See Section 7 for proof. such that when C < q < 1, we have
What Theorem 9 means is that by setting q < 1, we can pull the ratio A( , q)/B( , q) towards 1. The effect of q < 1 on the ratio A( , q)/B( , q) can be used to offset the inflation effect of contamination > 0 on the ratio A( , q)/B( , q). Therefore, by setting q < 1 we alleviate the magnitude of inflation of the asymptotic distribution under the null and alternative hypotheses and hence create protection for the power of the test.
In summary, we have proved that the divergence between A( , q) and B( , q) are much more serious for q = 1 than for q < 1. Even though we have A( = 0, q = 1) = B( = 0, q = 1) at zero contamination, the loss of power at > 0 due to the divergence between A( > 0, q = 1) and B( > 0, q = 1) is not affordable for any likelihood-based statistical tests. On the other hand, by setting q < 1 we lose the exact equality at zero contamination, that is, A( = 0, q < 1) = B( = 0, q < 1), but the divergence between A and B is much less, and hence the power is greatly preserved. We want to point out that, by setting q < 1, we trade the exact equality of A = B at = 0 for much less divergence between A and B at heavy contamination > 0. In the following section, we will illustrate our findings through numerical examples.
Simulation Study on Asymptotic Distribution
In this section, we study the asymptotic distribution under the normal distribution assumption. Let us assume f is a normal distribution with unknown mean θ and known
We present a simulation study of A( , q) and B( , q) in Figure   2 for q = 1 and q = 0.95. We calculate these two quantities under the gross error model h(x) = (1 − )ϕ(x; 0, 1) + ϕ(x; 0, 10) as functions of . In the left panel of Figure 2 , we see that as the contamination becomes greater, the difference between A( , 1) and B( , 1) increases faster than the difference between A( , q) and B( , q) for q < 1. In the right panel,
we plot the ratio A( , q)/B( , q) and A( , 1)/B( , 1). We see that the ratio A( , 1)/B( , 1) diverges from 1 as contamination increases, whereas the ratio A( , q)/B( , q) for q = 0.95 is closer to 1 as contamination increases.
We further plot the ratio A( , q)/B( , q) as a function of and q in a contour plot in Figure 3 . We highlight the level of 1 in bold red curve (i.e. not inflated). As we can see, when we stand at q = 1, the ratio A/B increases as increases. However, by decreasing q below 1, we can always find a value of q such that the ratio A/B is closer to 1.
In Figure 4 , we provide a simulation study of the asymptotic distributions under the null and alternative hypotheses. We are testing the mean of a normal distribution with known variance, i.e., H 0 : θ = 0, H 1 : θ = 0. We simulate data (sample size n = 1000) from h(x) = (1 − )ϕ(x; θ, 1) + ϕ(x; θ, 50). We set θ = 0 and simulate the distribution of the test statistic D q under the null hypothesis. We set θ = 0.19 and calculate the distribution of the test statistic under the alternative hypothesis. We set the contamination coefficient = 0, 0.2, 0.4, and set q = 1, 0.97, 0.6 to compare the effect of contamination on these distributions. In the first row of Figure 4 , we have q = 1 (i.e., LR). As the contamination As we can see, by setting q < 1, we can always decrease the ratio A/B and pull it back to 1.
increases, both the distributions of D 1 under the null and alternative hypotheses become flatter (i.e., inflated), which results in power degradation. In the second row, we have q = 0.97. We see that instead of having the inflated Chi-square distribution, the distributions under the null and alternative hypotheses are less affected by the contamination. This is because the ratio is pulled back to 1 by setting q < 1. In the third row, we have q = 0.6, which provides much more protection. The distributions are much less affected, and they hardly change as the contamination increases. However, it is worth noting that, in the lower left figure (q = 0.6 and = 0), the null and alternative distributions overlap more than they do in the upper left figure (q = 1 and = 0), which means that by setting q < 1 we lose power of the test at zero contamination. This figure illustrates how we gain robustness using the Lq-likelihood with q < 1 and trade for robustness by giving up a little power at zero contamination. 
Bootstrap Estimation of the Critical Value
In the previous section, we discussed the variation of the null distribution of D q at different levels of contamination. From our research we find that that the null distribution depends on the magnitude of contamination. However, in practice, we hardly ever know the contamination ratio and other properties of the contamination component g (e.g., variance σ 2 g and etc.), therefore, we do not know the exact null distribution or its critical values for different sizes. In order to solve this problem, we need to estimate the critical value from the sample.
We propose a bootstrap method for estimating the critical value. It is described as follows.
(Suppose we are testing H 0 : θ = 0 against H 1 : θ = 0 where θ is the location parameter.)
Step 1: Given a sample x = (x 1 , ..., x n ), we estimate the mean using a robust procedure, e.g., MLq estimate of the sample mean,θ q .
Step 2: Subtract the sample by its estimated meanθ q and get x = (x 1 −θ q , ..., x n −θ q ).
Step 3: Perform a bootstrap using x and get bootstrap samples x b for b = 1, ..., B.
Step 4: Calculate D q (x b ) for each bootstrap sample and denote each as D b q .
Step 5 CV α is our final estimate for the critical value. The rationale behind our bootstrap method is that since we are interested in the null distribution under H 0 : θ = 0, we need to demean the observed sample x to get a zero mean sample x . With this zero mean sample x , we can use the bootstrap to mimic the null distribution. However, since there are usually outliers in the sample, we need to use a robust estimation for the mean. In our case, we adopt the MLqE of the sample. This robust mean helps us to mimic the null distribution.
NUMERICAL RESULTS AND VALIDATION

Simulation
Let us assume f is a normal distribution with a unknown mean θ and a unknown variance σ 2 f . We want to test H 0 : θ = 0 against H 1 : θ = 0. We simulate data with the sample size n = 50 from h(x; θ, ) = (1 − )ϕ(x; θ, 1) + ϕ(x; θ, 50) where ϕ(x; θ, 1) corresponds to f . We apply the LqLR (with q = 1, 0.9, 0.6), the Wilcoxon test and the sign test on the data. Note that q = 1 is essentially the LR (or equivalently, the t test). At different levels of , we use h(x; θ = 0, ) to generate the data 3000 times and calculate the size and then use h(x; θ = 0.34, ) to generate the data and calculate the power. The results are shown in Figure 5 .
In Figure 5 , let us first note that the size of all tests are successfully controlled at 0.05. At = 0, the LqLR with q = 1 (LR) has the highest power; as we decrease q to 0.9 and 0.6, the power decreases. The Wilcoxon test also has a high power. The sign test has the lowest power. As contamination becomes more serious, i.e., increases away 0, the LqLR with q = 1 (LR) degrades much faster than any other tests. With smaller q's, the LqLRs (q = 0.9 and q = 0.6) degrade at much slower rates. The Wilcoxon test also degrades slowly. Among all tests, the Lq ratio test with q = 0.6 and the sign test have the slowest degradation rates (i.e., flattest curves). By adjusting the tuning parameter q to 0.9, we can beat the Wilcoxon test at mild contamination ( < 0.05). If we change q to 0.6, we can beat the Wilcoxon test at heavy contamination ( > 0.15). Meanwhile, the LqLR with q = 0.6 uniformly dominates the sign test at all levels of contamination. Last but not least, the figure also shows that our estimated critical values work well. We only slightly overestimate the critical values, therefore, the powers obtained from the estimated critical values are slightly below the powers obtained from the true critical values.
We see remarkable robustness can be obtained by using the LqLR. The figure also implies LqLR with estimated critical value, q=0.9 LqLR with estimated critical value, q=0.6 LqLR with true critical value, q=1 LqLR with true critical value, q=0.9 LqLR with true critical value, q=0.6 Wilcoxon test sign test Figure 5 : Comparison of powers and sizes for the LqLR for q = 1 (i.e., the LR or the t test), q = 0.9 and q = 0.6, the Wilcoxon test and the sign test at different levels of contamination. The blue curves represent the LqLR with estimated critical values. Since we know the true data generating process h, we can simulate the data under h to get the true critical values. We denote the LqLR using the true critical values with red curves. Note that, in practice, it is impossible to know the true data generating process. We present such a scenario only as a benchmark for our proposed method.
that, with an appropriately selected q, it is possible that the LqLR can uniformly beat the Wilcoxon test and the sign test (See Section 5 for details). This conjecture is reasonable (and turns out to be true) because, by setting q between 0 and 1, we essentially put more weight on a smaller portion of the data. So the amount of information used in the test becomes smaller and smaller. The extreme case is the sign test which uses only the information of whether each data point is above or below 0. In Section 5, we show how the LqLR beats these nonparametric tests.
Real Data
We use a real data example to demonstrate the effectiveness of our proposed method. The data was first presented in Cushny and Peebles (1905) and later used in Staudte and Sheather (1990) . Cushny and Peebles (1905) conducted the experiment to illustrate the effects of optimal isomers of hyoscyamine hydrobromide in producing sleep. There were 10 patients in total. Each patient was given two types of drugs in a randomized order and was asked to record their average sleeping hours gained for the two drugs. Furthermore, the differences in sleeping hours gained for the two drugs, ∆, are calculated: 1.2, 2.4, 1.3, 1.3, 0.0, 1.0, 1.8, 0.8, 4.6, 1.4. We want to test the null hypothesis that two drugs have the same effect, i.e.,
The importance of this data set is that many statisticians have examined it assuming the normal distribution (including William S. Gosset with his Student's t test). However, the value ∆ 9 = 4.6 raises some questions against the normality assumption. A kernel density estimation of ∆ (with band width of 0.2755) is presented in Figure 6 , where we see ∆ 9 = 4.6 clearly brings doubt on the normality assumption. For a level of 0.05 test, we can reject H 0 using the t test (equivalent to the LR). If we were to replace the value of 4.6 with 16, then the t test would no longer reject H 0 at the level of 0.05. One may argue that ∆ 9 = 16 is an obvious outlier; however, it is counterintuitive that more extreme evidence is favorable to the null hypothesis -no difference in two drugs.
Meanwhile, we apply the LqLR on the data set with q = 0.85. In Figure 7 , we plot the p-value as a function of ∆ 9 (which goes from 4.6 to 16) for both the LqLR and the t test.
As we can see from the figure, the p-value of the t test gradually increases above 5% as ∆ 9 increases. On the other hand, the p-value of the LqLR is well controlled and decreases to 0 as ∆ 9 increases. Therefore, the LqLR successfully rejects the null hypothesis with the p-value being consistent with the evidence. Even though the t test (LR) is a special case of the LqLR, by setting q < 1, we preserve the efficiency and attain remarkable robustness. 
SELECTION OF q
So far in the article, we assume q to be known. However, in practice, we need to pick q for our analysis. In this section, we propose a method for adaptively selecting the tuning parameter q. As we know, the more contamination present, the more protection we need for the power, therefore, the smaller q we should pick. The optimal q we propose is defined as q opt = arg max q Π, where Π is the limiting power of the test, i.e., asymptotic power. When testing for the location parameter in the symmetric distribution, we have Π = Φ(
Since this is a monotonic function in V q (θ 0 ), our optimal q is given by q opt = arg min q V q (θ 0 ).
In Figure 8 , we plot the relationship between V q (θ 0 ) and q at different levels of contamination using the same set up in the previous section. We can clearly see that the optimal q is between 0.6 to 0.9 for these contamination levels. As expected, the higher the contamination ratio is, the lower the optimal q is.
In practice, we do not have V q (θ 0 ). We can replace it with the empirical version of this Comparison of powers and sizes at different levels of contamination for:
(1) the LqLR with estimated q and estimated critical value, (2) the t test, (i.e., the LR), (3) Figure 9 : Comparison of the powers and sizes of: 1). the LqLR with the estimated q and the estimated critical value; 2) the t test, i.e., the LR; 3) the Wilcoxon test and 4) the sign test at different levels of contamination.
quantity. The data-adaptive estimation for the tuning parameter is given bŷ
We now provide a simulation study of the LqLR using estimated q and estimated critical value. We adopt the same set up from the previous section (Section 4.1). By setting θ to 0 and 0.37 and using 2000 Monte Carlo iterations, we compare the sizes and powers of the LqLR, the LR, the Wilcoxon test and the sign test at different levels of contamination. The results are demonstrated in Figure 9 . We can clearly see the advantage of the LqLR (with estimated q and estimated critical value) over other tests. Not only does the LqLR degrade very slowly, it also holds the highest power among all other tests. Note that the sizes have been successfully controlled at 5%. In Figure 9 , at zero contamination (i.e., = 0), the LR has the highest power. The LqLR has almost the same power (only slightly less than the LR). The Wilcoxon and the sign tests have the third and the fourth highest powers, but not comparable to the two likelihood ratio tests. As the contamination becomes more serious (i.e., increases away 0), the log-likelihood degrades the fastest. Its power quickly drops below all other tests. The Wilcoxon test and the sign test both show good robustness and their powers degrade at much slower rates. However, the LqLR shows a remarkable robustness. It degrades slower than the Wilcoxon test (i.e., the blue curve is flatter than the green curve) and only slightly faster than the sign test (i.e., the blue curve is steeper than the maroon curve). Since the power of the LqLR at = 0 is above that of the Wilcoxon test and the sign test, the power of the LqLR dominates both the Wilcoxon test and the sign test at all levels of contamination. This implies that, not only can Lq-likelihood preserve efficiency almost perfectly at = 0, it also obtains robustness comparable to these nonparametric tests which are known to be very robust. We conclude that, by losing a little efficiency at = 0, we have traded for great robustness at > 0. Our LqLR can be considered as a combination of the LR (at = 0) and the nonparametric tests (at > 0). The reason our test beats nonparametric tests uniformly is that we can control the amount of information to use by selecting q, whereas the Wilcoxon test always uses the rank information, and the sign test always uses the information about whether each data point is below or above the hypothesized mean.
Meanwhile, we also plot the histograms of the estimated q at different levels of contamination in Figure 10 . We see that as we get more serious contamination, the estimated q tends to be smaller. In our experiment, we limit the smallest q to be 0.5, which is very similar to the case of testing based on minimum Hellinger distance Beran (1977) . Whenever our estimated q drops below 0.5, we use 0.5 instead. The reason for this censoring is that we have not understood the case of q < 0.5 very well, which is an interesting topic for future research. 
CONCLUSION
In this article, we have proposed a robust testing procedure -the Lq-likelihood ratio test (LqLR) -and demonstrated its advantage over the LR, the Wilcoxon test, and the sign test under the gross error model for testing the location parameter of a symmetric distribution.
We prove the LqLR's robustness advantages by deriving the asymptotic distribution. We further accompany our analytical study with numerical comparisons.
Our LqLR can be considered as a bridge connecting the LR and the nonparametric tests such as the Wilcoxon test and the sign test. By changing the tuning parameter q, we can control the information used in the hypothesis testing. The LR uses the full information of all data points and gives all data points equal weights. The Wilcoxon test takes only the rank information, and therefore becomes extremely robust at the cost of wasting much information. Our LqLR gives each data point a weight as a function of its likelihood and q. Therefore, the data points consistent with the "idealized" model are given higher weights whereas data points inconsistent with the "idealized" model are partially ignored.
To the extent that the robustness of the Wilcoxon test (minimum asymptotic relative efficiency (ARE) of the Wilcoxon test vs the t test is 0.864) suggests that the Wilcoxon test should be the default test of choice (rather than "use Wilcoxon if there is evidence of non-normality," the default position should be "use Wilcoxon unless there is good reason to believe the normality assumption"), these new results in this article suggest that the LqLR test should become the new default go-to test for practitioners everywhere! Even though our test shows remarkable robustness over other tests, there are still many directions for future research. For example, the investigation of the LqLR's properties under the asymmetric distribution is an important topic. Meanwhile, better estimation procedures for the critical value and q are needed. We have shown that our estimate of the critical value performs decently, but there is clearly a gap between the power obtained from the true critical values and the power obtained from the estimated critical values. Filling in that gap is a challenging task for the future. The estimation of q also leaves many directions for future research. We could develop a much more robust procedure for selecting q. Finally, all the conclusions in this article are for the location parameter; we suspect the same effect will hold for the scale parameter, which is also an important direction for future research. However, the contrast function ψ q (x; θ) for the scale parameter is significantly different from that of the location parameter. Therefore, handling the scale parameter is much more challenging.
APPENDIX
Assumptions 1 -4 of Lehmann and D'Abrera (2006) pp. 371-372: These assumptions are restated:
1) The function u q is differentiable at θ 0 with the derivative u q (θ 0 ) = 0;
2) The standard deviation of T q,n is of order 1/ √ n;
3) For a sequence of alternative θ n → θ 0 , the distribution of [T q,n − u q (θ n )]/ V q (θ n )/n tends to the standard normal distribution, where θ n → θ 0 as n → ∞; 4) V q (θ n )/V q (θ 0 ) → 1. . Since A( , 1)/B( , 1) > 1 (by Theorem 6), and A/B is continuous in q, we have for C * < q < 1, A( , q)/B( , q) > 1. Hence, for max(C, C * ) < q < 1, |A( , 1)/B( , 1) − 1| > |A( , q)/B( , q) − 1|.
