Multi-level optimization for multi-objective problems  by Takama, Norihiro & Loucks, Daniel P.
Mu1 ti-level optimization for 
multi-objective problems 
Norihiro Takama 
Process Systems Engineering Department, CHIYODA Chemical Engineering and 
Construction Co, Ltd, Tsurumi, Yokohama, Japan 
Daniel P. Loucks 
Department of Environmental Engineering, Cornell University, Ithaca, New York, USA 
(Received March 1980; revised September 1980) 
A multi-level solution method is presented for multi-objective optimiza- 
tion of large-scale systems associated with the hierarchical structure of 
decision-making. The method, consisting of a multi-level problem formula- 
tion and an interactive algorithm, has distinct advantages in handling the 
difficulties which are often experienced in engineering. The method is 
illustrated by its application to an optimal design of a processing system. 
Introduction 
Increasingly systems analysis has been applied to large-scale 
complex systems in which there are multiple objectives and 
multiple levels of decision making. Many methods for 
solving multi-objective problems have been developed, 
including those developed by Benayoun et al.,’ Dyer,3 
Geoffrion et al.,’ Haimes and Ha1L6 Zionts and Wallenius.13 
Comparative evaluations of those methods have been 
presented by L.oucks,8 Cohon and Marks,’ and Wallenius.‘* 
However, these methods do not always help solve all the 
problems associated with multi-level as well as multiple- 
objective decision making. 
Multi-objective problems associated with large-scale 
systems often arise from decision-making in large organiza- 
tions consisting of hierarchically arranged, interconnecting 
decision-making units. Decision-making by decentralized 
units, if coordinated, can increase the performance of the 
total system which is evaluated by the aggregation of the 
performances for the decentralized units. Typically, the 
upper level decision units influence but do not completely 
control the goal-seeking activities of the lower level units. 
They set the values of various policy or coordination 
variables that provide incentives at lower levels where the 
values of operational or design variables are determined. 
The problem of coordination is to identify a feasible solu- 
tion at each decision making level that maximizes the overall 
system performance. In solving such multi-objective multi- 
level problems, specialized solution algorithms may help to 
achieve significant gains in large-scale system performance.7 
The problem associated with multi-level decision-making 
includes not only that of finding the best decisions for 
coordinating the various decision-making units but also of 
finding ways to implement those decisions.’ This require- 
ment often dictates which of various multi-objective solution 
methods may be most appropriate in special situations. 
Furthermore, in practical problems there often exist a large 
or an infmite number of alternatives among which the 
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decision maker(s) (DM, henceforth) must choose a best- 
compromise solution. In a practical sense, the DM should 
not be required to review and assess his or her relative 
preference for every possible alternative. Instead, the DM 
should focus only on the neighbourhood of the best- 
compromise solution. In this paper, such an interactive 
method for solving some multi-objective, multi-level 
problems is presented and discussed. 
Problem formulation 
Consider the optimization of a large-scale system, consisting 
of subsystems, that consist of two levels, a coordination 
level and a design level. At the coordination level exterior 
conditions that influence each subsystem are determined. 
At the design level the design of each independent sub- 
system is determined subject to given exterior conditions. 
The problem is to identify the values of the coordination 
variables that will maximize the performance of the total 
system when each subsystem is designed so as to maximize 
its own performance. The problem has two kinds of decision 
variables; those to be determined at the coordination level 
and those to be determined at the design level. 
Assume that the performance of each subsystem can be 
evaluated using two criteria, an economic index and an 
engineering performance index. The former criterion is 
often an economic efficiency, e.g. a cost, measured in 
monetary units, whereas the latter criterion may include, 
in the field of engineering, product controllability, reli- 
ability, and pollution-control efficiency, all of which 
cannot be generally measured in monetary units. Thus, 
these indices are non-commensurable and in many cases 
they conflict with each other. 
When a large-scale system under consideration comprises 
N independent subsystems, an optimization problem for 
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the system is defined by: 
Optimize 
{X,,...,XNI 
zr(xr), Z&Z), . , ZAGAT), f Ci(xi) 
i=l 
(1) 
subject to : 
XjEXi (i= 1 , ... > w (2) 
where zi and ci are the engineering performance index 
and the cost of the ith subsystem, respectively, xi is a 
vector of decision variables, and Xi is the constrained 
feasible region in the decision space of the ith subsystem. 
The subsystems are not completely independent, because 
the sum of the costs of subsystems is one of the multiple 
objectives. Therefore, the subsystems have to be coordinated 
on the upper level in the sense of resource sharing. The 
total amount of resource used is to be minimized. 
By setting a budget allocation ei to each subsystem, the 
problem becomes a collection of independent, single- 
objective problems formulated by : 
Max zi(Xi) 
ixi> 
(3) 
subject to: 
Cj(Xi) < Ei (4) 
XiEXi (5) 
for all subsystems i. The subproblems on the lower level are 
solved for a fixed budget allocation, providing a non-inferior 
solution. The solution will be a best-compromise one when 
a budget allocation is determined so that the aggregation of 
objectives is considered to be the best that can be obtained. 
An entire multiobjective problem is defined in the following 
two-level form: 
coordination problem on the upper level and a collection 
of single-objective subproblems on the lower level. The 
optimization of each subsystem on the lower level involves 
finding the value of the design variable that maximizes 
engineering performance subject to a set of constraints 
including one associated with a budget allocation. Such 
a determination can be carried out by the use of mathe- 
matical programming methods, providing a non-inferior 
solution to the upper-level problem. 
The coordination problem on the upper level is defined 
as a multi-objective problem to resolve the interconnection 
among the subsystems in the best way. The coordination 
variables specifying the budget allocation are determined 
so as to maximize the performance of the total system on 
the basis of the DM’s preference over all non-inferior 
solutions. The non-inferior region of the coordination 
variable is defined by : 
Cf (Xi) < Ei < Ci (Xi’) (i= l,... ,N) (10) 
where :
X: z {Xi (xi minimizes ci(Xi) subject to xi E Xi} (11) 
X; z {Xi [xi maximizes Zi(Xi) subject to xi E Xi} (12) 
When ei is larger than ci(x& the non-inferiority of solutions 
is guaranteed. However, if ei is larger than ci(x:), then the 
change of ei does not alter the solution. Therefore, a best- 
compromise solution can be sought within the non-inferior 
region of the coordination variable. 
In this paper, the decision-making on the upper level is 
solely considered as the articulation of the preference in the 
sense of multi-objective optimization. 
Optimize zT, zg, ,zg, f CT (6) Method for problem solving 
iEI,...,ENJ 
subject to : 
ZT = Zi(XT> 
CT = Cj(XT) 
i=l 
The algorithm described here for multi-objective, multi-level 
optimization consists of two techniques; a generating tech- 
(i = 1, . . , N) (7) 
nique to identify non-inferior solutions and a search tech- 
nique to identify a best-compromise solution among the 
(i= 1 ,...>N) (8) non-inferior solutions. The two techniques function inter- 
XT = {xi !xi maximizes zi(xi) subject to ci(Xi) < ei 
and Xi E Xi> 
(i= 1 ,..‘> JJ) (9) 
where * denotes a non-inferior solution for the fixed values 
of ei’s (i = 1, . . , N). The hierarchical structure of the 
problem defined by expressions (6)-(9) is shown in 
Figure 1. 
As described above, the multi-objective problem is 
formulated in a two-level form. The two levels consist of a 
I Optlmue (I:, z;, (El E2. EN) I 
Maximize I, (&,) Mwlmize z2 (x,) 
(x, IE,) (XzIEd 
subject to subject to 
Cl(X,) 5 E, c2 (X,) 5 E2 
Xl E Xl x2 E x2 
figure 7 HIerarchical structure of multi-objective problem 
actively . 
The e-constraint method is adopted for the generating 
technique. This method is distinctively more effective than 
the weighting method because it is suited to the concept of 
coordination of decentralized decision-making. As shown 
above, the e-constraint method combined with a multi- 
level decomposition technique reduces the multi-objective 
problem into a collection of single-objective subproblems 
on the lower level and a coordination problem on the upper 
level. The subproblems are solved for a specified budget 
allocation by using mathematical programming. 
The coordination problem is solved by using the search 
technique to identify a best-comprosmise solution. The 
algorithm uses a direct search method combined with the 
DM’s value judgement. Generally direct search methods 
are based on the simple comparison of values of an objec- 
tive function, not on any derivative of the function. In the 
case of multiobjective problems, the methods require the 
DM’s ordinal value judgement on the alternatives, but 
not the cardinal value judgement such as the marginal rate 
of substitution. Therefore, they do not require the DM to 
make very difficult tasks of preference assessment. A
number of direct search methods may be applicable as a 
search technique. The alternating variable method is used 
here because of its simple strategy which consequently 
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requires the DM to articulate his or her preference in a 
simple way. 
The search method consists of alternating linear searches 
with respect to each coordination variables in turn. Starting 
from a given initial point, a coordination variable, say ei, 
is altered while the other coordination variables, ej’s (for all 
j # i), are held constant. When a best-compromise value of 
ei is obtained for the fixed values of ej’s (for all j # i), then 
the coordination variable, ei, is fixed at the obtained value 
and the next variable, ei+r , is explored in the same way. 
Linear searches are cycled continuously around the direction 
of every coordination variable until no improvement of the 
utility function value can be experienced along any 
direction. 
At each cycle, the linear search reduces an interval where 
a best-compromise value lies by repetitive comparisons of 
the DM’s preferences on two interior points. A best- 
compromise value can be located to any required precision 
by repeating the comparisons. Though two interior points 
are required initially, only one further point is required for 
each subsequent step, because one of the two points used 
to reduce the current interval must always lie in the interior 
of the reduced interval. 
Two-dimensional search by the alternating variable 
method is illustrated in Figure 2. Though the utility function 
in used in the figure, the method does not require the 
explicit expression of the utility function. For a fixed value 
of e2 = et, two interior points, E: and E:, in the current 
w” 
E 
a 
Figure 2 Two-dimensional search by alternating variable method. 
(a), Utility indifference curve. max U(E,, E~){E~, E,}. (b), Linear 
search with respect to E, for a fixed value of c2 = E:; max U(E~, .c,), 
{.E, I E,“), Note that algorithm does not require explicit expression of 
utility function 
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interval (~4, E?) are compared. If E: is preferred to et, then 
the interval is reduced into (&, ET), otherwise (e:, E$‘). It is 
proved in the Appendix that if the utility function is 
convex in the interval, then a best-compromise solution can 
be located in a subinterval by evaluating the utility function 
at a minimum of two interior points. 
The concept of the linear search with respect to fi for 
given ej = ef (all j # j) is formalized by specifying the 
following interactive algorithm: 
(i) Set an initial interval (&, $) such that: 
.ef < E* < eZv, where * denotes a compromise value. 
(ii) Set an initial interior point, 4, such that: 
Ef < ej =G ey 
(iii) Generate an arbitrary interior point, Ei such that: 
Ef < ep < EY 
(iv) Order to interior points $’ < ef < ef < erv where: 
E: = Minimum {4,4} and E: = Maximum (4, et} 
(v) Solve the subproblems on the lower level for ef and ef 
to obtain non-inferior solutions in the objective space, z1 
and z2, respectively. 
z1 = (ZT($), . . . > zT(d), . , Z;(&), 
c Cj*(Ejo) + CT(Ei’)y 
jti 
z2 = (zT(Q, . . . ) zf(ef), . . . ) z&(&r), 
j& ci*(4 + CT(~W 
(vi) Compare two non-inferior solutions, zr and z2. 
If zi is preferred to z2, then go to (viia) 
If z* is preferred to zl, then go to (viib) 
If z1 is indifferent to z’, then go to (viic) 
(viia) Reduce the interval to (EC, E?) and generate one 
interior point in the reduced interval then go to (iv) 
(b) Reduce the interval to (E:, eZg) and generate one 
interior point in the reduced interval, then go to (iv) 
(c) Generate another interior point in the current 
interval 
(viii) If interior points in the interval (~4, eu) are all 
indifferent to each other, then stop. Otherwise, go to (iv) 
The linear search algorithm identifies a compromise value 
of ci with ej’s (for all j # i) held constant. Alternating the 
linear search for every variable Ei in turn identifies a best- 
compromise solution Ei (i = 1, . . , N). The detailed descrip- 
tion is given in Appendix 2. The concept of the entire inter- 
active algorithm is formalized in the following way: 
(i) Set an initial interval (8, eU) such that & < E* < eU 
where * denotes a best-compromise solution 
(ii) Set k = 1 
(iii) Set an initial interior point, eck), such that 8 < E* < eU, 
where (k) denotes the kth interation 
(iv) Set i= 1 
(v) Set a base point e” = e@) 
(vi) Apply the linear search for ei with 9 held constant 
(cj = ~7, for all i # j). A compromise value ei is obtained 
(vii) If i <IV, then go to (viii). Otherwise, go to (ix) 
(viii) Set E: = $ and i = i + 1. Go to (vi) 
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(ix) Check the termination criterion. If eck) is indifferent 
to e@+‘), then stop. Otherwise, set k = k + 1 and go to (iv) 
The DM participates in the algorithm by the pairwise 
comparison on two non-inferior solutions. The other steps 
are carried out until the DM terminates the algorithm. The 
termination criterion is based on whether or not the 
interval is reduced to be within a indifference zone where 
all non-inferior solutions are indifferent to each other. The 
algorithm presented in this paper makes use of the E- 
constraint method to identify non-inferior solutions and 
the direct search method based on the DM’s value judgement 
to identify a best-compromise solution. The combination of 
these two methods provides the following distinct 
advantages. 
(i) Simple value judgement. The search method adopted 
here is based on the linear search which seeks a compromise 
solution by repeating pairwise comparisons. The DM is 
required to choose the preferred one of a pair of alterna- 
tives, not to articulate his preference with cardinal informa- 
tion such as the marginal rate of substitution. Since the 
DM’s preference structure or the utility function is not 
known explicitly, the DM is required to provide the infor- 
mation about his preference, which is, in general, a difficult 
value judgement. In this sense, the algorithm requiring the 
ordinal information is more adequate in the case of multi- 
objective optimization than the descent method requiring 
the cardinal information, though the latter may be more 
expedient in the case of single-objective optimization. 
(ii) Clear tradeoffs at each pairwise comparison. In the 
algorithm, only one coordination variable is altered at a 
time which changes the values of two objectives inter- 
dependent via the coordination variable. When a budget for 
the ith subsystem is altered, the ith engineering index and 
the ith cost are changed, while the other objective values 
are held constant. Thus a very clear tradeoff between two 
objectives is obtained at each comparison. 
(iii) Physical meaning of decision variable. In the algo- 
rithm, all the decision variables on the upper level have 
physical significance, which is not true of the approaches 
based on the weighting method using artificial weights. 
The decision variables of the algorithm are the coordina- 
tion variables which indicate the interdependence among 
subsystems, in this paper, a budget allocation. Hence, the 
DM easily understands the result of his value judgement 
reflected on the change of decision variable values. 
Illustrative example 
The application is made here to the optimal design of a 
processing system. The performance of the system is 
evaluated with three criteria, pollution-control efficiency, 
system reliability, and cost. The system is decomposed 
into two subsystems, one associated with pollution control 
and the other associated with system reliability. The conflict 
between the subsystems is based on the sharing of resource 
the amount of which is to be minimized. The multi-objective 
problem considered here is defined in a two-level form: 
Optimize {z:, z,*, CT + cz*) 
(c,. c,) 
(13) 
subject to : 
2: = Zl(XT) (14) 
CT = cr(xb (15) 
zf = z&z”, (16) 
c; = c*(xz*) (17) 
XT = (xl~xl minimizes zr(xr) subject to cr(xr) < er 
andx,EX,} (18) 
xt = {x,Ixz maximizes zZ(xZ) subject to cZ(xZ) G ~2 
and x2 E X,} (19) 
zr(xr) = arx, (20) 
2 
zz(-rz) = n x2j (21) 
j=l 
Ci(Xj) = @Xi 
where : 
(i = 1, 2) (22) 
z 1 = pollution-control efficiency 
z2= system reliability 
ci = cost associated with ith subsystem 
x1 = design variable specifying capacity of a unit in 
pollution-control subsystem 
x2 = design variable specifying reliability of a unit in 
reliability subsystem 
a = constant associated with pollution controllability 
hi = constant associated with cost of ith subsystem 
ei = budget allocated to ith subsystem 
For the specified conditions presented in Table 1, non- 
inferior solutions are obtained by solving the subproblems 
on the lower level with the use of mathematical program- 
ming methods. The coordination problem on the upper 
level is to seek a best-compromise solution by the alternating 
use of linear search with respect to er and e2 in turn. The 
non-inferior regions of the coordination variables are deter- 
mined as: 
2.0Ge,G 13.0 [ 10’ $/war1 
and 
0 < E2 < 7.5 [ 1 O5 $/year1 
The search process to identify a best-compromise solu- 
tion is illustrated in Table 2. Arbitrary initial values are 
taken, er = 6.1 and e2 = 1.9. First the search is carried out 
over the non-inferior region of e1 for the fixed value of 
E? = 1.9. A trial point is generated at er = 9.1. Then the first 
comparison (see Table 2(a)) is made on two non-inferior 
Table 7 Specified condition for optimization 
Pollution - control system. (Total capacity (ton/hr) = 200.0) 
Pollution 
Unit controllability (ppm) 
1 5.0 
2 0.1 
Reliability subsystem 
cost 
(1038/yr)/(ton/hr) 
1 .o 
6.5 
Unit Cost ((8/vr)l(reliabilitv)) 
I 2.5 
2 5.0 
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This paper also presents a primal decomposition method 
applied to a multi-objective optimization. A total system is 
decomposed into a number of single-objective subsystems, 
but these subsystems are coordinated with respect to 
multiple objectives. In the coordination problem, the 
overall objective function is not given explicitly and there- 
fore the solution to the coordination problem depends on 
the preference structure of the DM. Furthermore, the 
original problem (l)-(2) is decomposable into a collection 
of bi-objective subproblems where the engineering per- 
formance and the cost are optimized. B&objective sub- 
problems are reduced to single-objective subproblems 
which are coordinated by means of budget allocation. 
A primal decomposition method has been preferred to 
a dual method in a practical sense of single-objective 
optimization, because the feasibility of solutions is usually 
maintained if the coordination iterations are terminated 
prior to optimality. In a multi-objective optimization, this 
main advantage of the primal method over the dual method 
is especially significant because the iteration may often be 
terminated prior to a precise best-compromise solution due 
to the difficulty of preference assessment in the neighbour- 
hood of the solution. 
Table 2 Search for a best-compromise solution 
(a) First pairwise comparison 
Coordination 
variables 
Alternative El El 
1 6.1 1.9 
2 9.1 1 
(b) Second pairwise comparison 
Objective functions 
=, =, C,+C* 
6.3 0.07 8.0 
3.7 J 11 .o 
Alternative El e2 =, =* C, +C, 
2 9.1 1.9 3.7 0.07 11.0 
3 10.7 I 2.3 4 12.6 
k) Solution for each linear search 
Linear search E, E2 =, =, C, +c, 
1 9.3 1.9 3.5 0.07 11.2 
2 J 6.0 4 0.71 15.3 
3 6.7 4 5.9 L 12.7 
4 c 6.2 & 0.74 12.9 
5 6.7 & 5.8 1 12.9 
solutions on the basis of the tradeoff between two objec- 
tives, z1 and cl + c2 with z2 held constant. In this case the 
DM prefers the solution 2. Then a new trial point is 
generated at el = 10.7 and a new pairwise comparison is 
asked of the DM (see Table 2(b)). By repeating the pairwise 
comparisons, a compromise value of e1 = 9.3 is found for 
the fured value of e2 = 1.9. The next step is to seek a 
compromise value of e2 when cl is fixed at 9.3. The final 
solution is sought by repeating the search for best compro- 
mise values of e1 and e2, alternatively. As is shown in 
Figure 3, a best compromise solution is obtained after the 
DM carried out 36 pairwise comparisons. 
Discussion 
In this paper, a multi-objective optimization problem is 
formulated in a two-level form representing a hierarchical 
structure of decision-making. Subsystems having their own 
objectives are coordinated by means of resource allocation 
so as to maximize the overall performance of the total 
system. The optimization of the coordination is a multi- 
objective problem in which the overall performance is 
evaluated with the aggregation of the subystems’ objectives. 
Primal decomposition methods using resource allocation 
have been presented in single-objective optimization where 
subsystems are coordinated by resource allocation.4Y10 An 
overall objective function on the upper level is an additive 
sum of the objective functions because those objective 
functions are commensurable and consequently additive. 
Therefore, a single-objective problem is decomposed into 
a collection of single-objective subproblems which are 
coordinated in the framework of a single-objective 
optimization. 
The primal decomposition method has also been applied 
to multi-objective optimization where the optimization at 
any level is carried out with respect to a single objective.” 
Such problems have unique optimal solutions which do not 
depend on the preference structure of the DM in the sense 
of multi-objective optimization. 
Conclusions 
The paper presented a multi-level solution method for multi- 
objective problems of large-scale systems associated with the 
hierarchical structure of decision-making. The distinctive 
advantages enjoyed by the method are summarized as 
follows : 
(i) The hierarchical structure of decision-making in the real 
systems is reflected in the structure of the model. 
(ii) The DM can articulate preferences by carrying out 
pairwise comparisons where two alternatives are different 
--______ 
0 10 20 30 4 
Number of pa~rwze comparisons 
Figure 3 Search process for a best-compromise solution 
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only in two objective function values with the other 
objective values held constant. 
(iii) The decision variables on the upper level have physical 
meanings. The result of the DM’s value judgement reflected 
on the change of these variables is hence easily understood. 
(iv) Sufficient information is provided in the neighbour- 
hood of a best-compromise solution where the value judge- 
ment is usually difficult. 
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Appendix 1 
At each cycle of alternating linear searches, a problem is 
considered so as to maximize the utility function with 
respect to the ith decision variable er with the other deci- 
sion variables ej’s (all i # i) held constant. Though the 
utility function is used here for clear explanation, the 
algorithm presented in this paper does not require any 
knowledge of the utility function expressed in an explicit 
form : 
Maximize U(ei) 
{Ei (Ej (all i + i)} 
subject to : 
where $ and et? are lower and upper values of ei in the 
non-inferior region. The following theorem is obtained. 
Theorem. If U is unimodal in (6, ei(l), then it is ne 
necessary to evaluate the utility function in an ordinal 
sense at the minimum of two interior points before a best- 
compromise value of ei for given values of ei’s can be 
located in a subinterval of ($, eiu>. 
Pro05 If the utility function is evaluated at the interior 
points E!, then a best-compromise value of ei can lie either 
side of the point. To determine which side it lies, another 
evaluation is necessary. Let & < E; < E?; then if U(E;) < U(E;) 
the best-compromise value of ei lies in (E:, erv), otherwise 
($9 e3. 
Thus, a best-compromise value of any decision variable 
ei can be located to any required precision for given values 
of the other ej’s (all i # i) by repeating the ordinal evaluation 
of the utility function on two interior points. 
Appendix 2 
If the utility function is concave and unimodal, it is clear 
that the utility function increases by alternating the linear 
search with respect to each decision variable in turn, unless 
the search region is converged in the neighbourhood of the 
overall best-compromise solution E*. That is: 
U(P) < U(P) < . . . < u(E*) 
where 8) is a solution at the ith iteration which includes 
linear searches in all directions of decision variables. The 
above relationship is derived as follows. Consider the jth 
iteration where the current search point is &-r) and ei is 
linearly searched for given e$i-l), . . . , E$-~). For a best- 
compromise solution efi), the utility value increases as: 
u(e(i-0 
1 ,...> 
cg-l)) G U(p, ,#-l) . . . , Eg-l)) 
By th; n;;t linear search with respect to e2 for given e$j) 
andea ,...,E$-~): 
u(@), g - 1) ..,ep 
G ~(~$0, $, &l) 
1 
>...> &l) 1 
After N linear searches with respect to all ei, . . . , eN : 
u(& - 1) 
1 >..., ‘g-l)) < U(& . . . , E$)) 
where if the equality holds, the search region is converged 
in the neighbourhood of the overall best-compromise 
solution, otherwise the iteration proceeds. 
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