Let S d denote the unit sphere in the Euclidean space R d+1 (d ≥ 1). We develop LeVeque type inequalities for the discrepancy between the rotationally invariant probability measure and the normalized counting measures on S d . We obtain both upper bound and lower bound estimates. We then use these inequalities to estimate the discrepancy of the normalized counting measures associated with minimal energy configurations on S d .
Introduction
Let L 2 (S d ) be the real Hilbert space equipped with the inner product f, g :=
where σ is the rotationally invariant probability measure on S d , i.e., the usual measure on S d divided by the surface area ω d of S d given by
.
We will use Y ,m to denote the real orthonormal basis (with respect to the measure σ ) of spherical harmonics [20] . (Normalized in this way, the Y ,m used here are √ ω d times the usual spherical harmonics.) For each fixed , the set {Y ,m : m = 1, . . . , q } spans the eigenspace of the Laplace-Beltrami operator on S d corresponding to the eigenvalue λ = ( + d − 1). Here q is the dimension of the eigenspace corresponding to λ and is given by [20, p. 4] Legendre polynomials and the addition formula. Let P d denote the degree-Legendre polynomials in d + 1 dimensions, which is the notation used by Grabner in [11] ; Müller [20] denotes them as P (d + 1; x). The Legendre polynomials are related to the Gegenbauer
2 (1), and to Jacobi polynomials via
2 ) (x)
2 ) (1)
2 ) (x).
(1.2)
In this notation, the addition formula for spherical harmonics is the following: The addition formula on S 1 is simply cos (u − v) = cos u cos v + sin u sin v. As an easy consequence of the addition formula, we have the following useful inequality: where σ (C(x, r )) := C(x,r ) dσ (y).
Of course, apart from vertices of some regular polytopes, these are not equally spaced. The spherical version of Weyl's criterion. The following theorem is known as the Weyl's criterion [38] ; see Kuipers and Niederreiter [16] . 
Let Q N be the normalized counting measure defined by
where δ x denotes the unit mass at the point x ∈ S d . We will also say that Q N is the normalized counting measure supported on the set {x N , j } N j=1 . Part 3 of Weyl's criterion states that the point sets {x N ,1 , . . . , x N ,N } (as N → ∞) are uniformly distributed on S d if and only if the sequence of measures Q N converges to the measure σ in the weak star topology, which is a typical case in the study of equilibrium distributions; see [14] .
Let P 1 and P 2 be two probability measures on S d . The "spherical cap discrepancy", or simply discrepancy, between P 1 and P 2 is defined by
where the supremum is taken over all spherical caps C(x, r ).
The discrepancy between a probability measure P and σ will be referred to as the discrepancy of P. The discrepancy of a normalized counting measure Q N supported on the point set {x 1 , . . . , x N } will be simply denoted by D(N ). Note that D(N ) depends on the point set {x 1 , . . . , x N }. On S 1 , the star discrepancy D * (N ) defined by
is also widely used. The two discrepancies have the following simple relationship:
In topological terms, we can think of the discrepancy as an upper bound estimate for the convergence of measures Q N to the measure σ in the uniform topology induced by the set of all the indicator functions of spherical caps. In the literature, discrepancy estimates abound. Many interesting results can be found in the book by Drmota and Tichy [7] . For new developments in this area, we refer readers to Brauchart [4, 5] . Discrepancy estimates play an important role in the Diophantine approximation in number theory [19] and in Monte Carlo and quasi-Monte Carlo methods [23] . Generally speaking, point sets with smaller discrepancy yield smaller errors in quasi-Monte Carlo integration [23, P. 21] . As a result, tremendous effort has been devoted to the search for sequences of point sets that enjoy low discrepancy estimates. On S 1 , Erdős and Turán [9] established the following upper bound estimate for discrepancy: Theorem 1.3. Let {x 1 , . . . , x N } be a set of N points on S 1 . There exist two absolute constants C 1 , C 2 such that for any positive integers N and K , the following inequality holds true:
In the literature, the above inequality is often called an "Erdős-Turán type inequality". The optimal constants in the above inequality were later found by Vaaler; see [19, 32, 33] . Grabner [11] , and Li and Vaaler [18] had, independently, established the following version of the Erdős-Turán type inequality on S d ; here we cite the version given by Li and Vaaler:
for every positive integer K . About a dozen years after the initial work of Erdős and Turán [9] , LeVeque [17] established the inequality below on S 1 :
This bound is different from the Erdős-Turán bound in Inequality (1.6), as is the method that LeVeque employed to prove it. LeVeque [17] also discussed at length the sharpness of his inequality. Let x 1 = x 2 = · · · = x N = 0; then the star discrepancy D * (N ) for the point set {x 1 , x 2 , . . . , x N } is 1. Using Euler's formula:
, we see that the right hand side of Inequality (1.7) is also 1. Therefore the constant 6 π 2 cannot be replaced by any other smaller constant. To show that the exponent 1/3 is best possible, LeVeque constructed a uniformly distributed sequence {x n } ∞ n=1 for which the star discrepancy D * (N ) satisfies, for any given > 0, 
where the constant A(d) is given by
and where Let h := min(h, π/2). Then for 0 < h < π, we have h ≥ (1/2)h. It follows that
In Lemma 2.5 we will give an upper estimate for c 3 (d). A closed form of the constant c 3 (d) is known for some small d; see [11] . In particular, an easy calculation shows that c 3 (1) = 1/π for all ≥ 
With our normalization, the real
Taking this into account in converting from the form in (1.8) to one with complex exponentials and using the value of A(1) found above, we have the following estimate derived from Theorem 1.4:
LeVeque's original inequality (1.7) is for D * (N ). To compare it to ours, which is for D(N ), we need to use Inequality (1.5). Doing so yields
The point is that the constant that we get from Theorem 1.4 is comparable to LeVeque's.
In the proof of Theorem 1.4, we use compactly supported "spherical basis functions" [21] as majorants and minorants for the indicator functions of spherical caps. We first take the size of the supports of the spherical basis functions as a free parameter. At a later stage of the proof, we apply an optimization procedure to the parameter to get the desired inequality. Readers may find it interesting to compare our proof to those of the Erdős-Turán type inequalities (see [11, 18] ) in which trigonometrical polynomials are employed as majorants and minorants of the indicator functions of spherical caps. We have also explored other avenues. In proving Inequality (1.7) on S 1 , LeVeque relied on the fact that the measures Q N can be identified with a step function. However, this is no longer valid on
On S 1 , there are clear indications that the Erdős-Turán type inequalities are superior, in spite of the sharpness in various senses of Inequality (1.7) as demonstrated by LeVeque himself. In fact, by using the Erdős-Turán inequality on S 1 and the Cauchy-Schwarz inequality, Montgomery [19, p. 9] derived the LeVeque inequality (with a larger constant). Montgomery also discussed several sequences for which the Erdős-Turán inequality gives sharper discrepancy estimates than LeVeque's inequality. Naturally, one is motivated to modify Montgomery's method and derive Inequality (1.8) using the Erdős-Turán type inequality already established on S d (d > 1) by Grabner [11] , and Li and Vaaler [18] . However, such a maneuver does not seem to be capable of producing the desired result. In Section 4, we will show that Inequality (1.8) yields optimal discrepancy estimates for normalized counting measures associated with certain minimal energy configurations. We do not see the likelihood of obtaining comparable estimates by using the Erdős-Turán type inequality on
Let {x 1 , . . . , x N } be a subset of S 1 . Su [30] proved the following lower bound for the discrepancy of the normalized counting measure supported on {x 1 , . . . , x N }:
Su [30] demonstrated that both the order and the constant are sharp. He applied this inequality in the study of random walks [30, 31] . We will prove the following:
. Then the discrepancy D(N ) of the point set {x 1 , x 2 , . . . , x N } satisfies the following estimate:
.(1.12) Remark 1.6. Using the formula Γ (x + 1) = xΓ (x), we can write
, the spherical harmonics of degree (≥ 1) are of the form √ 2 sin u,
We can then write Inequality (1.12) as follows:
which puts our estimate (for the special case d = 1) on a par with that of Inequality (1.11).
The best constants in the LeVeque type inequalities carry important geometrical information, as has been shown by LeVeque [17] and Su [30] for the case d = 1. Therefore we have endeavored to capture the best available constants that our methods enable us to. However, we have made no attempt to determine whether or not the constants that we derived are best possible.
The rest of the paper is arranged as follows. In Section 2, we prove Theorem 1.4. In Section 3, we prove Theorem 1.5. In Section 4, we discuss minimal energy configurations and use Theorems 1.4 and 1.5 to derive discrepancy estimates for them. In particular, we demonstrate that the estimates given in the two theorems yield favorable orders for the discrepancy of point sets on spheres.
The upper bound
In this section, we will first provide all the details needed for the proof of Theorem 1.4 in the form of a series of lemmas. At the end of the section, we will give the proof of Theorem 1.4.
Let χ x,r be the indicator function of the spherical cap C(x, r ). Then for each y ∈ S d , we have χ x,r (y) = B r (x · y), where B r is the indicator function of the interval (cos r, 1]. We define B r for r outside of the range (0, π ) consistently with the way we define spherical caps in Section 1. That is, for r ≤ 0, we define B r to be the function that is identically zero, and for h ≥ π , we define B r := B π . It will be useful to expand χ x,r in spherical harmonics. Applying the Funk-Hecke theorem yields
We intend to build continuous functions on S d that can serve as majorants and minorants for χ x,r . For this purpose, fix an x ∈ S d and an h in the range 0 < h < π. Let the two functions
Lemma 2.1. The following inequality holds true:
Proof. We will only prove χ x,r (y) ≤ Ψ + x,h (y). The other part can be proved similarly. For this purpose, we show that Ψ + x,h (y) = 1 if x ·y > cos r . In fact, under the assumption cos −1 (x ·y) < r , we have that if cos −1 (z · y) < h then cos −1 (z · x) < r + h. Hence for such z, we have χ x,r +h (z) = 1. Thus we have
completing the proof.
The Fourier-Legendre expansion coefficients of Ψ ± x,h can be computed by using the Funk-Hecke formula and Fubini's theorem.
Lemma 2.2. For every = 0, 1, 2, . . ., and m = 1, . . . , q , we havê
Proof. Using the Funk-Hecke formula and the Fubini's theorem, we have
This completes the proof.
In the next three lemmas, we develop estimates forΨ
Lemma 2.3. The following inequalities hold true:
Proof. The two inequalitiesΨ
x,h (0, 0) follow easily from Lemma 2.1. The proofs of the two inequalities,
are similar. We will prove the one involvingΨ
Using the Funk-Hecke formula and the trigonometrical substitution t = cos θ, we havê
Using the mean value theorem, we have F(r + h) − F(r ) ≤ h. The desired inequality in the lemma then follows.
Lemma 2.4. The following estimate holds true:
Proof. Let Φ x,h be defined by
A simple calculation shows that
The Parseval identity asserts that
To calculate Φ x,h 2 2 , we write
The inequality then follows.
As a consequence, we have the following estimate: 
Moreover, we also have
Proof. The case d = 1 is trivial. So we assume d > 1 in the remainder of the proof. From (2.1) and (1.10), we see thatB r ( ) = C(x,r ) P d (x · y)dσ (y). Thus, our task is to bound |B r ( )| by
2 . Using [25, Equation 1.14.5(7)], we havẽ
Next, we will apply Lemma 16 in [18] . With d − 1 → d, the inequality given there becomes
is a Jacobi polynomial and (
2 ) is Pochhammer's symbol,
Using (1.2), with d → d + 2 and → − 1, we can put the previous inequality in terms of Legendre polynomials:
Finally, multiplying both sides by
This shows both that c 3 (d) exists and that (2.3) holds.
The estimate in Lemma 2.5 yields the following result.
Corollary 2.6. For each fixed h in the range 0 < h < π, we have that the series
converges uniformly in x, y ∈ S d .
Proof. For each fixed 0 < h < π, by Lemma 2.5, we have 1
By the addition formula, we have
Therefore we have
where M is a constant independent of , x and y. Hence the series converges uniformly.
1 Here we have used Vinogradov's symbol . We will also use the symbol on suitable occasions. We say
Proof of Theorem 1.4. By Lemma 2.1 and Corollary 2.6, we write
Making use of Lemma 2.3, the Cauchy-Schwarz inequality, Inequality (2.2), and Lemma 2.5, we see that the left hand side above is bounded by
The last inequality is true for all h in the range 0 < h < π . Inspecting our proofs carefully, we see that it also holds true for π ≤ h < ∞. This naturally leads us to minimize the right hand side of the above inequality with respect to h. Denote the right hand side of the above inequality by ψ(h). Note that ψ(h) = Ah + Bh −d/2 , where A, B are positive and independent of h. Using a little calculus, we see that ψ has a global minimum at h min = ( dB 2A ) 2/(d+2) , and, after some algebraic manipulation, that ψ(h min ) = (B/A)
. Replacing A and B by their values and using the appropriate expression for ψ(h min ), we arrive at the inequality
Similarly, by considering the function Ψ − x,h and going through a process similar to the above, we get the same estimate for σ (C(x, r )) − 1 N # 1 ≤ j ≤ N : x j ∈ C(x, r ) . It follows that we obtain the bound
Since the right hand side of the inequality above does not depend on x and r , it is an upper bound for D(N ), and the proof is complete.
The lower bound
We begin this section by setting our conventions for the Fourier transform and its inverse on R d+1 . For f ∈ L 2 (R d+1 ), we have the transform pair
f (x)e −iξ ·x dx, and
We assume that the Fourier transform and its inverse for L 2 -functions have been extended to include tempered distributions. An order k radial basis function Φ can be written in terms of its distributional Fourier transformΦ, which is also radial. We assume thatΦ ≥ 0 is measurable on R d+1 , and that the integrals |ξ |≤1 |ξ | kΦ (ξ )dξ and |ξ |≥1Φ (ξ )dξ are both finite. Here |x| denotes the Euclidean norm on R d+1 : if x = (t 1 , t 2 , . . . , t d+1 ), then |x| = (t 2 1 + t 2 2 + · · · t 2 d+1 ) 1/2 . The general form of Φ [10] is given below:
Here T 2k−1 (e iξ ·x ) denotes the (2k − 1)-degree Taylor polynomial for the function ξ → e iξ ·x about ξ = 0; β(ξ ) := e −|ξ | 2 k−1 j=0 |ξ | 2 j /j! = 1 + O(|ξ | 2k ) as |ξ | → 0; the a j 's are nonnegative constants depending only on the functions Φ and β. To emphasize the radial nature of Φ, we will abuse notation by writing Φ(|x|).
We can obtain an order k spherical basis function (SBF) from Φ(|x|) = Φ(x) by replacing |x| by |x − y|, with x, y ∈ S d . From the law of cosines, we have that |x − y| 2 = 2 − 2x · y, where x · y = cos θ , θ being the geodesic distance between x and y. The SBF is then φ(x · y) := Φ(|x − y|).
In [21] , and subsequently in [22] (see also [6] ), a method was introduced for obtaining the coefficients used for expanding φ(x · y) in spherical harmonics. This method utilizes distributional Fourier transforms of the underlying functions; the result below summarizes it: Theorem 3.1 ([22, Proposition 3.1]). Let k be a nonnegative integer, and let Φ be a radial function on R d+1 . Assume that Φ is conditionally positive definite of order k and that Φ has a distributional Fourier transformΦ(|ξ |) that is well defined for all ξ ∈ R d+1 \ {0}. Let φ(x · y) = Φ(x − y)| x,y∈S d be the spherical "restriction" of Φ on S d . Then, we have that
, and for ≥ k + 1, or ≥ k when the a j 's are 0, the coefficientφ( ) is given bŷ
Here J ν is the order ν Bessel function of the first kind.
Proof. The original version of the theorem [22, Proposition 3.1] stated that the formula for thê φ( )'s given above held for ≥ 2k + 1. This can be improved. In the proof in [22] , x − y, with x, y ∈ S d , was substituted into the formula (3.1). The result was then integrated with respect to Y ,m (x)Y ,m (y). The point is that the piece under the integral sign has products of the form (ξ · x) r (ξ · y) s , where r + s ≤ 2k − 1. Integrating Y ,m (x)Y ,m (y) with respect to these products gives 0 if > min{r, s}. Now, the largest that this minimum can be is k − 1, so to zero out these terms we only need ≥ k. If the polynomial term is present the same argument then requires ≥ k + 1.
We will need to apply the theorem above to the thin-plate splines. For a real number α > 0, we define the nonnegative integer k α by
and consider the function T α defined for x ∈ R d+1 \ {0},
The function T α is an order k α conditionally positive definite function; see [10] . The function has a simple distributional Fourier transform [10] :
The usefulness of these functions (especially for α in the range 0 < α < 2) has been exhibited in many areas, including scattered data interpolation on spheres and other Riemannian manifolds [8] , distance geometry and embedding theory [27] , minimal energy and uniform distribution of points on spheres [13, 15, 29, [34] [35] [36] . In the current context, we use these functions to estimate the discrepancies of normalized counting measures on spheres. To proceed, we need to expand the kernels
in spherical harmonics. We remark that such expansion formulas are already available in the literature. In fact, Pólya and Szegő [24] formulated the expansion for the cases 0 < α < 2 as early as in 1931 in their study of transfinite diameters. Baxter and Hubbert [1] developed expansions based on integrals involving Gegenbauer polynomials. For the T α 's with 0 < α < 2, no polynomial term is present in Eq. (3.1). Since these are all order k α = 1 RBFs, the formula for theφ( )'s in Theorem 3.1 holds whenever ≥ 1.
Making use of Eq. (3.3), Theorem 3.1, and Formula (2) in Watson [37, Section 13 .41], we have that, for ≥ k α ,
which is of the order −(d+α) as → ∞. We remark that Eq. (3.4) was obtained in [12, 22] . We redevelop it here for the sake of having the right constant.
Proof of Theorem 1.5. With the notation
we can write the discrepancy D(N ) as follows:
It then follows that
in which t = cos r . Stolarsky's invariance principle [29] asserts that the following identity is valid:
Since σ is the rotationally invariant probability measure on S d , the right hand side of the above equation is the same as the energy integral
Except for minor notational differences, Eq. (3.5) is identical to Equation (2) in Beck [2] . We point out that Stolarsky's invariance principle holds true with a general class of metrics. Here we only make use of the Euclidean metric version. By Eq. (3.5), we have
Using the expansion coefficients for T α given in Eq. (3.4), we have
(3.6)
We reduce the constant
using the formulas
, and
Thus, we have
The proof is complete.
The discrepancy estimates for minimal energy points
We first revisit the Fourier-Legendre expansion formula for the kernel T α (x − y) in Eq. (3.4) . Let
From the asymptotic relations q ≈ d−1 , and
we conclude that the above series converges uniformly for all (x, y)
Since all the expansion coefficients are nonnegative, it follows from Schoenberg's result [28] that K α (x, y) is a positive definite function on S d . Of course, we can say that K α (x, y) is an order zero conditionally positive definite function on S d .
For each fixed x ∈ S d , we use T α,x to denote the function
Consider the set of functions E α := {T α,x : x ∈ S d }. Here we again remind readers of the difference between the two kernels T α and K α . To be precise, the kernel K α is a "truncated version" of the kernel T α . We define a bilinear form ·, · on span(E α ) as follows. Firstly, for
We then extend the above bilinear form linearly throughout span(E α ). We have the following result.
Proposition 4.1. The above bilinear form is an inner product on span(E α ).
Proof. That the bilinear form is a semi-inner product on span(E α ) is obvious. To show that it is an inner product, let f (x) be defined by
We show that f is identically zero. To this end, we write down
By Theorem 6.4 from [26] , we have c 1 = c 2 = · · · c M = 0. That is, f is identically zero.
We complete this inner product space to have a Hilbert space which we denote by N α . For the convenience of doing analysis, we stipulate that elements in this Hilbert space are equivalence classes. Two functions f and g are in the same equivalence class if and only if f − g is a polynomial of degree (k α − 1) or less. For g ∈ N α , let g N α denote the norm of g in N α . Then we have that g N α = 0 if and only if g is a polynomial of degree (k α − 1) or less. The following result shows that the kernel K α (x, y) can reproduce every function in N α up to a polynomial of degree (k α − 1). Proposition 4.2. For each f ∈ N α and each fixed x ∈ S d , we have
Proof. For the special case in which f is of the form T α,y , in which y ∈ S d is fixed, the result of the proposition follows directly from the definition of the inner product of the Hilbert space N α . If f is in span(E α ), then the result follows from the linearity. Finally, one uses a routine continuity argument to prove the result of the proposition.
The Hilbert space structure is particularly effective for the case 0 < α < 2, in which we have T α (x − y) = −|x − y| α , and
where σ d,α := S d |x − y| α dσ (y), which is independent of x due to the rotational invariance of the measure σ . Let Ω N := {x 1 , . . . , x N } be a set of N points on S d . Let
and let
We may think of the function U α (x, Ω N ) as the difference between the Riesz α-potentials of the rotationally invariant measure σ and Q N , the normalized counting measure supported on Ω N . Also, the sum 1 N N j=1 |x − x j | α is the classical α-mean of the distances from x to the points of Ω N . The double sum
is the difference between the normalized energy functionals of the two measures σ and Q N .
We have the immediate inequality
Using the Hilbert space structure, we can prove the following result.
Let Ω N be a set of N points on S d . For each fixed x ∈ S d , let I T,N be the unique function from span {T α,x j : x j ∈ Ω N } that interpolates T α,x on Ω N . Then we have the following inequality:
Proof. From a basic fact in native space interpolation theory (see [8] ), I T,N is the best approximation for T α,x from span{T α,x j : x j ∈ Ω N }. Thus we have
Using the expansion as in Eq. (4.1), we write
Applying the Cauchy-Schwarz inequality, we get
The desired inequality follows from that
Corollary 4.4. Let 0 < α < 2. Then the following inequality holds true:
Proof. Since I T,N is the best approximation for T α,x from span{T α,x j : x j ∈ Ω N }, we have
From Eq. (4.1), we have
Thus from Proposition 4.3, it follows that for each x ∈ S d ,
The desired inequality in the proposition follows from the observation that the right hand side of the above inequality does not depend on x.
Let 0 < α < 2. Much attention has been devoted to the estimation of the quantities
in which the minimum is taken over all possible subsets of N distinct points in S d . We refer the readers to [34] [35] [36] , and the references therein. If Ω (α)
N is called an (N , α)-minimal energy configuration. Here we use the superscript α to emphasize the dependence of such a configuration on α. In the remainder of the present paper, we use Theorems 1.4 and 1.5 to estimate the discrepancies of the normalized counting measures supported on (N , α)-minimal energy configurations.
Wagner derived a variety of estimates for U α (·, Ω N ) as well as the energy functionals E α (Ω N ) for a wide range of α. Here we quote two of his estimates for α in the range 0 < α < 2. In this part of the paper, we are primarily concerned with the order of estimates, and we will make extensive use of Vinogradov's symbols and . Proposition 4.5. Let 0 < α < 2. There exists a set Ω * N of N points on S d such that
Proposition 4.6. Let 0 < α < 2. Then the following inequality holds true:
The orders of the estimates given in Propositions 4.5 and 4.6 are sharp. For the special case α = 1, Wagner [36] accredited the result of Proposition 4.5 to Stolarsky [29] . The result of Proposition 4.6 for the special case α = 1 was first proved by Beck [2] .
Wagner obtained several upper bound estimates for E(N , α) by using those derived for U α (·, Ω N ) ∞ and Inequality (4.2). Proposition 4.3 shows that one can in some way reverse the process by using the energy functionals E α (Ω N ) to control U α (·, Ω N ) ∞ . In a broader sense, the main theorems of the present paper (Theorems 1.4 and 1.5) can be considered as two successful examples in the realm of this general methodology. Furthermore, Proposition 4.3 yields very favorable estimates for U α (x, Ω N ) when the point set Ω N is uniformly distributed, and the close connection to interpolation and approximation in native spaces is also evident. We will exploit this connection in a larger context in a future study. In the remainder of the paper, we present two estimates for discrepancy D(N ) using Propositions 4.5 and 4.6 and Theorems 1.4 and 1.5. We remark that the order of the lower bound estimate for D(N ) is sharp up to a logarithmic factor; see [3] . Proposition 4.7 shows that Theorem 1.5 is capable of obtaining a lower bound of near-optimal order for discrepancy D(N ). Then the discrepancy D(N ) of Ω * N satisfies the following inequality:
In particular, the above discrepancy estimate holds true for each (N , 1)-minimal energy configuration.
Proof. Let Ω * N be a set of N points in S d for which E 1 (Ω * N ) satisfies the estimate in this proposition. By Proposition 4.5, we have The first part of the proposition is proved. To prove the second part, assume that Ω * N is an (N , 1)-minimal energy configuration. We use Proposition 4.5 and Inequality (4.2) to obtain the following estimate:
Therefore, the second result of the proposition follows from the first. Therefore, for such an Ω N , applying Inequality (4.4), we have the following discrepancy estimate:
Using a limit argument (letting α ↓ 0), we can get (for α = 0) that
which is what Brauchart [5] has obtained for the minimal logarithmic energy points (α = 0).
