Abstract-In mobile ad-hoc networks (MANETs), neighborhood discovery and link management (NDLM) mechanism is used by each node to determine the set of its neighbors, or in other words, to establish one-hop links. Values of this mechanism parameters dramatically affect network performance, especially when real-time traffic is transmitted with proactive routing protocols, which imposes constraints on link quality, i.e. reliability, stability and decision-making latency. The efficiency of NDLM mechanisms is usually evaluated by simulation.
I. INTRODUCTION
Both the growing number of conferences on Mobile Ad-hoc NETworks (MANET) and the number of deployed MANETs prove high demand on this technology which can be applied in a vast set of scenarios. In both static and mobile scenarios, the quality of the wireless channel is constantly changing, which makes neighborhood discovery and link management (NDLM) crucial issues in MANETs. To achieve high throughput and to meet QoS requirements (e.g. while transmitting real-time data), only stable and reliable (providing high probability of successful packets transmission) links shall be used by routing protocols. While reactive routing protocols, e.g. AODV [1] , test the channel by transmitting route request packets on demand, proactive protocols, such as OLSR [2] , estimate link quality periodically by broadcasting (without relaying) special packets called HELLO (also referred to as beacons). When these packets are received by a node, an originator node may be considered as a neighbor and a link may be established. In mobile scenarios, NDLM is complicated by the following issue: neighbor nodes shall discover each other and open a link between them just after they enter the transmission area of each other and much before they leave it.
NDLM developers face two challenges connected with: 1) the rules of sending HELLOs and 2) the decision making algorithms which determine whether the link shall or shall not be used by the routing protocol.
The first challenge is widely discussed in the literature. In [3] , Huang et al. study the influence of HELLO INTERVAL, i.e. the interval between two consecutive HELLOs, on the network throughput. Short HELLO INTERVAL results in quick neighborhood discovery but increases the overhead and degrades network throughput.
To improve network performance in mobile scenarios, Voorhaen and Blondia [4] suggest to use short HELLOs which are sent more frequently than default HELLOs. Moreover, nodes change states of links with their neighbours on receiving/missing only one HELLO. This strategy hastens the protocol reaction on topology changes but also causes fluctuation of link states which increases the probability of routing error.
In [5] , Nayebi et al. study link management efficiency indices such as link lifetime, discovery delay (the interval between the moment when a node enters the transmission area of another one and the moment when it is discovered), and dead time (the delay of detecting a broken link). The authors compare different beacons schemes: when the interval between consecutive beacons is fixed and when it is exponentially distributed. In the paper, fixed intervals are shown to be more efficient according to the considered indices. A major drawback of that analysis is the raw error rate model: the probability of packet transmission failure is considered to be either 0 or 1 depending on the distance between nodes, while in real networks, it increases continuously from 0 to 1 with the distance between nodes.
The second challenge is less discussed but different decision making algorithms can be found in the specification of well known OLSR protocol 1 . In OLSR, HELLOs are sent periodically by every node and contain information about all of its open links. Open links may be unidirectional or symmetric. Two nodes open unidirectional links between each other independently using one of the decision making algorithms described in the next paragraph. Symmetric links are opened as follows. Node A considers the link A → B symmetric if (a) this link is opened by A and (b) the link B → A has also been opened according to the last HELLO sent by B and received by A. Only symmetric links are used by the routing protocol.
According to the simplest decision making algorithm described in the specification [2] , A opens unidirectional link A → B on receiving a HELLO sent by B. A closes the link when the NEIGHB HOLD TIME timeout since the last B's HELLO receipt expires. In other words, A closes the link when several B's HELLOs in a row are lost.
A more complicated algorithm uses the link quality value which increases when a HELLO is received and decreases once per HELLO INTERVAL if no HELLO is received. When this value reaches the upper threshold, the node opens the link. When it falls down to the lower one, the node closes the link. Two thresholds provide the so called link quality hysteresis, which improves links stability.
Another algorithm used in TBRPF [8] also provides link quality hysteresis by opening a link with a neighbor if HELLO ACQUIRE COUNT of the last HELLO ACQUIRE WINDOW HELLOs sent by the neighbor node are received. If HELLO ACQUIRE COUNT = HELLO ACQUIRE WINDOW, we obtain an approach proposed in [9] , [10] and studied in this paper.
The lack of papers studying the efficiency of decision making algorithms does not allow to compare them, choose the best one and configure it optimally. Being a part of a routing protocol, NDLM mechanisms are often studied by simulation or testbed experiments [11] , which are complex and expensive. Moreover, due to the usage of high-level performance indices (e.g. throughput, packet delivery ratio), which are influenced not only by NDLM parameters but also by many other factors, these experiments provide results relevant only to particular scenarios, protocols etc.
To overcome this problem, several papers introduce NDLM efficiency indices [5] , [9] , [10] and constraints on their values. In [10] , we propose an analytical method to configure Mesh Peering Management Protocol (MPMP), a NDLM mechanism specified in IEEE 802.11s mesh networks standard. With the proposed mathematical model, we study the efficiency of different strategies used in MPMP implementations and configure MPMP for different scenarios. By simulation, we show that MPMP parameters values obtained for each scenario with analytical model significantly improve network performance loaded with real-time flows.
Being an extension of [10] , this paper studies OLSR NDLM algorithm which opens link just after r HELLOs in a row have been received and closes it after m HELLOs in a row have been missed. The simplest decision making algorithm described in OLSR specification is the special case of this algorithm. Section II gives a simplified description of OLSR NDLM state machine. MPMP differs from OLSR NDLM by a handshake procedure which synchronises the link state at both neighbor nodes. Due to this procedure, the total amount of time when links are unidirectional is negligibly small. OLSR does not have such a mechanism, so the time intervals when the link is unidirectional cannot be ignored. This peculiarity does not allow us to use MPMP analytical model for studying OLSR NDLM mechanism efficiency even with the similar decision making mechanism. So in Section III, we give a brief description of efficiency indices and constraints on them, and in Section IV, we develop a novel analytical model of OLSR NDLM which allows to find values of the indices. Section V shows how to configure OLSR NDLM using the developed model and proves that the selected parameters values reduce the probability that QoS requirements for real-time traffic are not met. Final remarks are given in Section VI.
II. OLSR NDLM STATE MACHINE
In this Section, we describe the simplified state machine of OLSR NDLM mechanism studied in the paper.
Let us consider two nodes, A and B, and a link between them.
As mentioned in Section I, link may be in the following states: U (unidirectional), S (symmetric) and C (closed). Let us state O (opened) be the union of U and S, and state N be the union of U and C. When the state is O, the node announces the link and the link state in its HELLOs.
As OLSR does not synchronize link states, the states of the link at nodes A and B may differ. For short, we further refer to the state of the link at node A and at node B as A's state and B's state, respectively.
Let us consider a node, say A, and focus on the rules of its state transitions (see Fig. 1 ):
1) If A's state is C, it receives r HELLOs in a row, and, according to the last of them, B's state is O, then A transits to S. 2) If A's state is C, it receives r HELLOs in a row, and, according to the last of them, B's state is C, then A transits to U . 3) If A's state is U and it receives one HELLO, according to which B's state is O, then A transits to S. 4) If A's state is S and it receives one HELLO, according to which B's state is C, then A transits to U . 5) If A's state is O and it misses m HELLOs in a row, then it transits to C.
III. EFFICIENCY INDICES
In this section, we give a brief overview of efficiency indices proposed in [10] and constraints on them.
As mentioned above, an effective NDLM mechanism shall open only reliable and stable links with small decision-making latency. a) Link reliability: the probability p of successful packet transmission through a link used by the routing protocol must be higher than some predefined threshold p 0 . As only symmetric links are used, let us consider probability P S (p) that the node state is S with given p, i.e. the node considers the link as symmetric. [10] gives the following constraint:
Given p, let T S (p) and T N (p) be the average durations of the time interval, when the state is S and N , correspondingly. The transition between S and N is an On-Off process, which yields (see, e.g. [12] ):
b) Link stability: if p remains constant, link state must not fluctuate, i.e. transitions between S and N must rarely occur. Link fluctuation is defined as
The value 1 2g(p) is the average duration of time interval between two consecutive changes of the state. For routing information to be correct and up-to-date, it is necessary that
where T update is the topology update interval. c) Decision-making latency: the link should be established after p exceeds the predefined threshold p 0 and much earlier than it becomes unreliable again. In other words, the following requirement shall be met:
where T delay is the interval between the moment when p reached the threshold p 0 and the moment when the link was established, and T link is the physical link lifetime, i.e. the average time period while p ≥ p 0 . In networks with moderate mobility where p changes gradually with time,
In the next section, we develop the analytical model of OLSR NDLM mechanism which allows us to find P S (p), g(p), T N (p) and thus to check if all constraints introduced in this section are satisfied.
IV. MATHEMATICAL MODEL
We develop analytical model as follows. In the beginning, we evaluate the probability P S (p) that the state is S. After that, we estimate the mean duration T S (p) of state S. Taking (2) and (3) into account, one can easily obtain g(p) and T N (p) as follows:
A. Estimation of the Probability of State S
To obtain P S (p), we evaluate the probability P O (p) that a node, say A, is in state O.
A
This transition process denoted as J OC (t) is a discretetime On-Off [12] process with time unit HELLO INTERVAL. Given the average durations T O (p) and T C (p) of states O and C, respectively, P O (p) may be found as follows:
Let us find T O (p). Suppose that A receives a HELLO from B and transits to state O at moment t 0 = 0. Consider Markov process J O (t) with states C, O (j) , j ∈ {0, 1, .., m − 1}, where j indicates how many HELLOs A has missed in a row.
Consider a subprocess of J O (t) starting with state O
and finishing with the first transition to either O (0) or C, which we refer to as cycle. The cycle is successful if its final state is O (0) ; otherwise, it is unsuccessful. According to these definitions, the reception of a HELLO means the end of a cycle and the beginning of another one. The cycle is unsuccessful if m HELLOs in a row are lost. So the duration of an unsuccessful cycle equals m and the probability that a cycle is unsuccessful equals π = (1 − p) m . The probability that a cycle is successful equals 1 − π. Duration k of a successful cycle may equal 1, 2, .., m with conditional probability
To evaluate T O (p), we apply the technique of generating functions. At first, we set down the generating functions for durations of successful and unsuccessful cycles and also the generating function for the number of successful cycles in J O (t). After that, we construct the generating function for the total duration of J O (t) and, finally, evaluate T O .
The generating function of the successful cycle duration equals:
The generating function of the unsuccessful cycle duration is g(z) = z m . Process J O (t) consists of several successful cycles and the final unsuccessful one. The probability that the number of successful cycles is n equals π (1 − π) n . In other words, the number of successful cycles is distributed geometrically with parameter π, which means that its generating function is:
The generating function of the total duration of all successful cycles is F (f (z)) (see, e.g. [13] ). Hence, the generating function of the overall duration of J O (t) is as follows:
By differentiating (8) and substituting z = 1, we obtain Lemma 1.
Lemma 1 The mean duration T O (p) of state O is defined by:
Substitutions O → C, p → 1 − p and m → r provide Lemma 2.
Lemma 2 The mean duration T C (p) of state C is defined by:
Given T O (p) and T C (p), P O (p) is defined by (7) . Finally, using Lemma 3, we obtain P S (p):
Lemma 3 P S (p) is defined as follows:
Proof: The state of node A is S if and only if all of the following events occur: 1) A is in state O; 2) B was in state O at the moment when A received a HELLO from B for the last time. The probability of each event is P O (p). The claim of Lemma 3 is justified since events 1) and 2) are independent.
B. Evaluation of the Average Duration of S
Consider two independent processes of nodes A and B transitions between states O and C defined in Section IV-A, which we refer to as J OC (t) are in state O. Otherwise, J S * N * (t) is in state N * . J S * N * (t) approximates the processes of A's and B's transitions between S and N . Two following factors result in deviation. Firstly, A obtains information about B's transition in state O only with a HELLO sent by B. In other words, A transits to S with some delay, which grows inversely to p. Secondly, A's transition to N caused by B's transition to C holds with a similar delay. Anyway, as shown in Section V, these delays compensate each other to a considerable degree, so we can quite accurately evaluate T S (p) by the mean duration T S * (p) of state S * . The duration of state O has the same distribution for both processes J 
Lemma 4 Given
Proof: Let f t be the discrete distribution of state O duration, and F (t) be its c.d.f. Suppose that J S * N * (t) changes its state to S * at moment t 0 . Without the loss of generality, we assume that J OC (t) is staying in state O and which includes moment t 0 . Obviously, the probability that the duration of this interval is τ equals τfτ TO(p) . Since processes J OC (t) are statistically independent, t 0 equiprobably corresponds to any moment of the interval. Consider the part of that interval starting from moment t 0 . We obtain that the p.d.f. of the part duration is defined by the following equation:
corresponds to the following c.d.f.:
J S * N * (t) transits from S * with the first exit from O of either J 
OC (t). Consequently, the probability that the duration of state S * is not less than x is (1−F (x))(1−G(x)). By the properties of nonnegative random variables [13] , we obtain:
TO(p) , it holds:
From Lemma 4, we obtain:
By applying (6)- (7) and (9)- (12), we evaluate the values of OLSR NDLM efficiency indices. between them, we change the probability of successful packet transmission. For each value of p, we observe the link between nodes during quite a long time interval (10000 s, while HELLO INTERVAL is 2 s). To obtain statistically significant results for the values of T S (p) and P S (p), we run simulation for 50 times at each point. Then we change the values of OLSR NDLM parameters and repeat the experiment. The analytical and simulation results match with good precision in a wide range of r, m, p values except for the cases when p is small, see Fig. 2 . However, with small p, the link is closed almost always, so, in practice, these cases are not of interest.
V. NUMERICAL RESULTS

A. Model Validation
B. OLSR NDLM Mechanism Adjusting
Let us demonstrate how to configure OLSR for MANET loaded with real-time voice traffic.
We use G.729 [17] audio codec which generates 50 packets per second. According to the ITU recommendation [18] , the quality of the received voice signal depends on the average packet delivery time, the jitter, i.e. the variation of the delivery time, and the packet loss ratio (P LR). In nonoverloaded IEEE 802.11 networks, the actual packet delivery time is much less than the required one, and P LR becomes the most important factor [19] . According to [20] , the quality of G.729 voice signal is not fair if end-to-end P LR is higher than 10...12%. As P LR changes with time, we measure it every interval ∆ = 1sec and define the unavailability of voice service, NV , as the probability that end-to-end P LR ∆ during ∆ is higher than 10%, i.e. more than 5 packets of a flow are lost. As k packets are lost with probability 50! (50−k)!k! P LR k (1 − P LR) 50−k , to obtain low NV , say NV = 1%, one shall provide P LR lower than 3%.
End-to-end P LR is calculated as follows:
where per is packet error rate, ρ = 7 is IEEE 802.11 retry threshold, and D is the number of hops between the originator and the receiver of a voice flow. E.g. if D ≤ 5 for any route in the network, to achieve P LR ≤ 3% NDLM mechanism shall open links with 1 − per p 0 = 0.5.
Let L be such a distance between 2 STAs that the probability of successful packet transmission between them is p(L) = 0.5. We locate 50 mobile nodes in the area 2.3Lx2.3L. With such high node density, the network is almost always connected and [5] . The nodes work under OLSR protocol which obtains topology information about 2-hop neighborhood from HELLOs and about the other part of the network from TC packets. As OLSR is a hop-by-hop routing protocol, we consider T update = HELLO INTERVAL, which guaranties that the information about links at least in 2-hop neighborhood is stable and provides low probability of routing errors. We could choose T update to be equal to the interval between TC packets, which is 2.5 times higher than HELLO INTERVAL. But as it is shown below, there is no need to determine T update exactly.
Thus, having determined p 0 , T link , and T update , we can adjust OLSR NDLM mechanism.
At the first step, using (9)- (11), we find pairs (r, m) which meet (1). They are (2,3), (3, 4) , (4, 5) , (5, 6) , . . .
At the second step, we find T N (p 0 ) and g max = max p g(p) for each pair chosen above. As final values of OLSR NDLM parameters we may choose any pair which satisfies (4) and (5) . For example (see Table I ), we choose such a pair that
We run simulation using ns-3 [14] environment and prove that chosen pairs (r, m) provide better results than other values of OLSR parameters. Fig. 3 (a) shows that the usage of the parameters values from Table I ("opt") provides that voice service is available almost always while the usage of default OLSR configuration (1, 3) leads to the unavailability of voice service higher than 20% ("def"). Fig. 3 (b)-(d) show that the method proposed in the paper allows to find the values of OLSR NDLM parameters which decrease the unavailability of voice service, i.e. improve network performance.
The second result obtained with simulation is that several pairs provide almost the best network efficiency. E.g., when the velocity equals 10 −4 the usage of pairs (5,4), (5, 5) , (5, 6) , (6, 6) , (6, 7) , etc. results in almost the same performance. It means that there is no need to determine p 0 , T update and T link exactly and to meet (1) and (13) strictly. Any parameters values which meet restrictions considered in Section III provide good results.
Despite the optimal parameters values depend at least on the velocity, the usage of r = 3, m = 4 leads to high network performance in all considered scenarios, see Fig. 3a . This fact, even leading to suboptimal results, is quite valuable for the real system design.
VI. CONCLUSION
In this paper, we have considered theoretical aspects of neighborhood discovery and link management and developed an analytical model of decision-making algorithm used in OLSR NDLM mechanism. Based on efficiency criteria proposed in [10] we have applied the model to configure the mechanism to achieve the best network performance. Apart from being useful to adjust OLSR NDLM optimally without long expensive testbed experiments or simulation, the proposed approach is quite valuable to answer the question which NDLM mechanism is better: described in OLSR or IEEE 802.11s specification, which motivates us (a) to compare OLSR and IEEE 802.11s NDLM mechanisms (b) to compare different NDLM decision making algorithms. This work will be done in the nearest feature.
If OLSR NDLM mechanism outperforms NDLM mechanism of IEEE 802.11s mesh networks, one shall replace NDLM mechanism in mesh devices, which may be done using FLAVIA [22] architecture to ensure compatibility with legacy devices.
