Recently there has been growing interest in using time series genetic variation data, either from experimental evolution studies or ancient DNA samples, to make inference about evolutionary processes. While such temporal data can facilitate identifying genomic regions under selective pressure and estimating associated fitness parameters, it is a challenging problem to compute the likelihood of the underlying selection model given DNA samples obtained at several time points. Here, we develop an efficient algorithm to tackle this challenge. The key methodological advance in our work is the development of a novel spectral method to analytically and efficiently integrate over all trajectories of the population allele frequency between consecutive time points. This advance circumvents the limitations of existing methods which require fine-tuning the discretization of the allele frequency space to approximate certain integrals using numerical schemes. Furthermore, our method is flexible enough to handle general diploid models of selection where the heterozygote and homozygote fitness parameters can take any values, while previous methods focused on only a few restricted models of selection. We demonstrate the utility of our method on simulated data and apply the method to analyze time series ancient DNA data from genetic loci (ASIP and MC1R) associated with coat coloration in horses. In contrast to the conclusions of previous studies which considered only a few special selection schemes, our exploration of the full fitness parameter space reveals that balancing selection (in the form of heterozygote advantage) may have been acting on these loci.
1. Introduction. Natural selection is a fundamental evolutionary process and finding genomic regions experiencing selective pressure has important applications, including identifying the genetic basis of diseases and understanding the molecular basis of adaptation. There has been a long line of theoretical and experimental research devoted to modeling and detecting selection acting at a given locus. Several earlier works have considered modeling the stationary distribution of allele frequencies in a population undergoing non-neutral evolution [4, 5, 6, 21] . More recently, there has been growing interest to utilize time series genetic variation data to enhance our ability to infer allele frequency trajectories, thereby enabling better estimates of selection parameters. For example, the sequencing of samples over several generations in experimental evolution of a population (e.g., Bacteria [10] and Drosophila [16] ) under controlled laboratory environments, or direct measurements in fast evolving populations such as HIV [18] , has allowed us to better understand the genetic basis of adaptation to changes in the environment. Also, recent technological advances have given us the unprecedented ability to acquire ancient DNA samples (e.g., for humans [9] , ancient hominids [7, 17] , and horses [11, 15] ), providing useful information about allele frequency trajectories over long evolutionary timescales.
Most methods for analyzing times series DNA data model the underlying population-wide allele frequency as an unobserved latent variable in a hidden Markov model (HMM) framework, in which the sample of alleles drawn from the population at a given time is treated as a noisy observation of the hidden population allele frequency. In this framework, computing the probability of observing time series genetic variation data involves integrating over all possible hidden trajectories of the population allele frequency. For short evolutionary timescales, a discrete-time Wright-Fisher model of random mating is often used to describe the dynamics of the population allele frequency in the underlying HMM. This approach has been used to estimate the effective population size from temporal allele frequency variation, assuming a neutral model of evolution [22] . More recently, temporal and spatial variations of advantageous alleles have been investigated through an HMM framework that can incorporate migration between multiple subpopulations [14] .
If the evolutionary timescale between consecutive sampling times is large, it can become computationally cumbersome to work with discrete-time models of reproduction. However, by a suitable rescaling of time, population size, and population genetic parameters, one can obtain a continuous-time process (the Wright-Fisher diffusion) which accurately approximates the population allele frequency of the discrete-time Wright-Fisher model. The key quantity needed when applying the diffusion process is the transition density function, which describes the probability density of the allele frequency changing from value x to value y in time t. This transition density function satisfies a certain partial differential equation (PDE) with coefficients that depend on the mutation and selection parameters. Bollback, York and Nielsen [2] have used a finite-difference numerical method to approximate the solutions to the PDE and incorporated the results into the aforementioned HMM framework to infer the strength of selection from time series data. Recently an alternative approach [13] based on a one-step Markov process has been proposed to compute the necessary transition densities. In both of these approaches, the allele frequency space has to be discretized finely enough in order to reliably approximate various numerical integrals that are needed for computing the HMM likelihood. The efficiency and accuracy of these grid-based numerical methods depend critically on the spacing and distribution of the discrete grid points. Furthermore, an appropriate choice of this discretization scheme could be strongly dependent on the underlying population genetic parameters. Another limitation of these previous works is that only a few restricted models of selection have been considered.
In this paper, we develop a novel algorithm based on the spectral method to circumvent the limitations mentioned above. Specifically, by utilizing a method recently developed by Song and Steinrücken [19] to find an explicit spectral representation of the transition density function, we can efficiently and analytically integrate over all population allele frequency trajectories. Our algorithm for computing the probability of observing a given time series dataset is an analytic implementation of the forward algorithm for HMMs. The key idea in our work is to represent the intermediate densities in the forward algorithm in the basis of eigenfunctions of the infinitesimal generator of the Wright-Fisher diffusion process. Exploiting the spectral representation of the transition density, we can then efficiently compute the coefficients in this basis representation. Furthermore, since this spectral representation applies to general diploid models of selection, we are able to leverage this representation to consider more complex models of selection than previously possible. We first demonstrate the accuracy of our method on simulated data. We then apply the method to analyze time series ancient DNA data from genetic loci (ASIP and MC1R) that are associated with horse coat coloration. In contrast to the conclusions of previous studies which considered only a few special models of selection [11, 13] , our exploration of the full parameter space of general diploid selection reveals that a heterozygote-advantage form of balancing selection may have been acting on these loci. A software package that implements the algorithm described in this paper will be made publicly available.
The remainder of this paper is organized as follows. In Section 2, we formally introduce the HMM framework and describe the details of our spectral algorithm. Proofs of the theoretical results underlying our algorithm In this example, samples of size n 1 = 4, n 2 = 3, and n 3 = 6 (illustrated by the total number of circles) are taken at times t 1 , t 2 , and t 3 respectively. The observed number of derived alleles (filled circles) is d 1 = 3, d 2 = 2, and d 3 = 4. The initial time is t 0 , and the curve indicates a particular trajectory of the underlying population allele frequency
are provided in Section 3. In Section 4, we use simulated data to investigate the statistical properties of our maximum likelihood estimator and also apply our method to analyze the aforementioned ancient DNA data for the loci associated with horse coat coloration [11] . We conclude in Section 5 with a discussion of future extensions of our model.
Method.
Here we provide a formal description of the time series data considered in this paper and present our inference method for analyzing such data.
Time series allele frequency data.
The data we analyze consist of genotype samples obtained from individuals at K distinct times t 1 < · · · < t K in the past (given in years). The present time is denoted by t present ≥ t K . At each time point t k , a sample of n k ∈ N individuals is randomly drawn from the population. We assume that the locus under consideration is biallelic, and that the identities of the ancestral allele A 0 and the derived allele A 1 are known. We also assume that the allele A 1 became selected at some time t 0 ≤ t 1 . We use d k to denote the number of derived alleles in the sample of n k alleles drawn at time t k , where 0 ≤ d k ≤ n k . For notational convenience, we use o k to denote the tuple (t k , n k , d k ), and O [i:j] to denote the partial sequence of observations o i , o i+1 , . . . , o j . Figure 1 shows an example of a time series allele frequency dataset with samples drawn at three time points.
2.2. The diffusion approximation. Consider a locus evolving according to a discrete Wright-Fisher model of random mating with an effective population size of N e diploids. Let u 01 be the per-generation probability of mutation from the ancestral allele A 0 to the derived allele A 1 , and u 10 the probability of the reverse mutation. We use s i to denote the selection coefficient of the individual with i copies of the derived allele A 1 , where 0 ≤ i ≤ 2. Without loss of generality, we can assume that s 0 = 0. In each generation of reproduction, an offspring randomly chooses a parent having i copies of the derived allele with probability proportional to 1 + s i .
Consider the scaling limit where the population size N e → ∞ while the unit of time is rescaled by N e and the population-scaled parameters (2N e s 1 , 2N e s 2 , 4N e u 01 , 4N e u 10 ) approach some constants. In this limit, the trajectory of the population frequency of allele A 1 follows a Wright-Fisher diffusion process [3] . The unit of time τ in this diffusion approximation is related to the physical unit of time t as
where g is the average number of years per generation of reproduction. Similarly, we let τ k denote the population-scaled versions of the physical times t k , where
The population-scaled selection and mutation parameters of the WrightFisher diffusion process are related to the corresponding parameters in physical units as
From here on, we use the above population-scaled parameters when describing our analysis of the Wright-Fisher diffusion. The initial population frequency of the allele A 1 when it became selected at time τ 0 is distributed according to the density function ρ(y). In this paper, we are interested in estimating the selection coefficients of the heterozygote and A 1 -homozygote (s 1 and s 2 , respectively) given the other population genetic parameters and assuming that the allele A 1 became selected at time τ 0 .
Hidden Markov model framework.
To analyze the time series data described earlier, we employ a hidden Markov model (HMM) framework as in Bollback, York and Nielsen [2] . In this approach, the population-wide frequency Y (τ ) of the A 1 allele at time τ is modeled as an unobserved hidden variable (see Figure 1 ). We denote a realization of the frequencies at the sampling times τ k by y k ≡ Y (τ k ). The initial frequency at time τ 0 is distributed according to the density function ρ, i.e. Y (τ 0 ) ∼ ρ. For example, the density function ρ(y) = δ(y − 1/(2N e )) models the case where the selected allele A 1 arose as a de novo mutation in one individual of the population at time τ 0 . The probability of transitioning from frequency y k−1 at time t k−1 to frequency y k at time t k is described by the transition density function p Θ (τ k − τ k−1 ; y k−1 , y k ) of the Wright-Fisher diffusion process, where Θ = (σ 1 , σ 2 , α, β, τ 0 , N e ) and τ k are population-scaled parameters as given in equations (2.1)-(2.2). The observations in the HMM are the number of copies d k of the allele A 1 among the n k alleles in the sample drawn at time t k . The probability of such an observation at time t k with population allele frequency y k is given by the probability mass function
To compute the probability
K] under the model parameters Θ, we introduce the forward density functions f k , given by
The function f k is the joint density of the observed data up to time τ k and the hidden population allele frequency at time τ k . We also find it convenient to consider a second auxiliary density function, g k , given by
This function g k is the joint density of the observed data up to time τ k−1 and the hidden frequency at τ k . The forward density function f 0 is given by the density function for the initial allele frequency as
Since we approximate the time evolution of the hidden population allele frequency by the Wright-Fisher diffusion, we can get a recurrence relation between the density functions g k and f k−1 by integrating over all possible allele frequencies at τ k−1 :
where k ∈ {1, . . . , K}. Using the binomial distribution for sampling d k derived alleles out of n k individuals at time τ k , we get another recurrence relation between the density functions f k and g k as follows:
Finally, the probability P Θ {O [1:K] } of observing the data is computed by integrating over all possible hidden frequencies at the last sampling time:
Note that the equations above describe a forward-in-time procedure for computing the probability of the data O [1:K] , where the intermediate density functions have a natural interpretation. The major difficulty in this HMM framework lies in evaluating the integrals in (2.5) and (2.7) . In what follows, we present our solution to this problem which allows us to evaluate the integrals analytically, hence avoiding the need to discretize the hidden state space and the associated drawbacks of previously proposed numerical approaches mentioned in Introduction.
2.4.
Spectral representation of the transition density. The biallelic WrightFisher diffusion with general diploid selection has the infinitesimal generator L given by
where L 0 is the infinitesimal generator of the diffusion process without selection, given by
Song and Steinrücken [19] developed an efficient method to compute the eigenvalues and eigenfunctions of L, and we utilize that method here. A brief summary of their approach is provided below.
To approximate the spectral decomposition of the operator L, consider the functions
where R 
whereσ(x) := 4σ 1 x(1−x)+2σ 2 x 2 is the mean fitness of the population. With respect to the inner product ·, · π defined by f,
where
, . . . is a diagonal matrix containing the eigenvalues of the neutral diffusion generator L 0 , G := G (α,β) n,m n,m∈N 0 is the matrix of coefficients from the three-term recurrence relation for the Jacobi polynomials R m (x) m∈N 0 are given by the eigenvectors of M . In particular, the eigenfunction B n of L is given by
where w n = (w n,0 , w n,1 , . . .) is the eigenvector of M corresponding to eigenvalue λ n . The leading eigenvalues and the associated eigenvectors of the infinite matrix M can be approximated by the eigenvalues and eigenvectors of sufficiently large submatrices of M . The transition density function p Θ (τ ; x, y) for the probability density of the allele changing frequency from x to y in time τ is given by the following spectral decomposition, .13) 2.5. Incorporating the spectral representation into the HMM. Using the spectral decomposition of the transition density function in (2.13), we devise a dynamic programming algorithm to compute the likelihood P Θ {O [1:K] }. This algorithm recursively computes the density functions f k and g k given in (2.3) and (2.4), respectively. To update these density functions efficiently, we represent them in the basis of scaled eigenfunctions π(y)B n (y) n∈N 0 of the diffusion generator L. More precisely, we express f k and g k as
where we employ the vector notation
We now describe how the coefficient vectors a k , b k and the probability P Θ {O [1:K] } can be computed efficiently. All proofs are deferred to Section 3. First, the following proposition determines the vector b 0 of coefficients for the initial forward density function f 0 : Proposition 1. If the allele frequency at τ 0 is distributed according to the density function ρ(y) = δ(y−x), then the initial forward density function f 0 in the basis π(y)B n (y) n∈N 0 has the vector of coefficients
where B n (x) is given by (2.12), and c n are the squared norms of B n given by
where c (α,β) n denote the squared norms of the Jacobi polynomials given in equation (A.2) in Appendix A.
In the case where the selected allele A 1 arises from de novo mutation at t 0 in one of the individuals in the population, we set x = 1/(2N e ) in Proposition 1. We note that our framework allows us to easily model other distributions for the frequency of the mutant allele A 1 when it became selected. For example, the initial distribution of mutation-drift balance can be used to model selection arising from standing genetic variation. Some of these initial distributions are described in Appendix C.
The following theorem establishes how the representations of the densities f k and g k , for k > 0, can be computed algebraically in a recursive fashion: and c n defined as in Proposition 1. Then, for each k ∈ {1, . . . , K}, the coefficients in the representation of the densities g k (y) and f k (y) in (2.14) and (2.15) can be computed recursively as
where W −1 is given by
Combining Proposition 1 and Theorem 2, we obtain a dynamic programming algorithm for calculating the coefficients b k and a k in the representations for f k and g k given in (2.14) and (2.15), respectively. The vectors and matrices appearing in the above results are infinite dimensional. As in previous works [19, 20] on the spectral representation of the transition density, when applying the above results we truncate the infinite vectors and matrices by choosing suitable cutoffs for the dimensions.
Finally, the probability of observing the full data O [1:K] can be computed using the following proposition:
Proposition 3. The probability P Θ {O [1:K] } of observing the data O [1:K] given the population genetic parameters Θ is
where B 0 (0) is given by
.
3. Proofs. In this section, we give proofs of the results stated in Section 2.
Proof of Proposition 1. We obtain the coefficients b 0,n of the initial vector b 0 by projecting ρ(y) onto the basis functions π(y)B n (y) n∈N 0 via the integral
with c n given in (2.17). Substituting the initial density for the allele frequency when selection arises, ρ(y) = δ(x − y), into (3.1) yields
thus proving the statement of the proposition.
Proof of Theorem 2. The spectral decomposition of the transition density function of the Wright-Fisher diffusion generator given in (2.13) can be written in matrix-vector notation as (3.2)
where B(y) is the vector notation for the eigenfunctions B n (y) defined in (2.16), D = diag c 0 , c 1 , . . . is the diagonal matrix of the squared norms of the eigenfunctions B n (y) with entries given in (2.17), and Λ is the diagonal matrix of eigenvalues of the Wright-Fisher diffusion generator L.
Substituting (2.14), (2.15) and (3.2) into the recurrence (2.5) relating g k and f k−1 yields
where in the second equality, we used the fact that m (y) m∈N 0 given in (2.9), the representation of the eigenfunctions B n (y) given in (2.12) can be written in matrix-vector notation as
where W is the matrix whose rows are formed from the eigenvectors of the matrix M given in (2.11). Substituting (3.4), (2.14), and (2.15) into the recurrence (2.6) relating f k and g k , we have
In (3.5), diag(y) denotes the matrix y · δ n,m n,m∈N 0 , where the Kroneckerdelta δ n,m is 1 if n = m and 0 otherwise. Furthermore, we used the fact that the three-term recurrence relation for the Jacobi polynomials in (A.4) implies the matrix-vector identity diag(y)H (Θ) (y) = GH (Θ) (y) with G = G (α,β) n,m n,m∈N 0 denoting the matrix of coefficients of the three-term recurrence. This proves (2.19) in Theorem 2.
The matrix W is an orthogonal matrix up to scaling of its rows and columns. In particular, substituting (3.4) into the orthogonality relation 
(y), . . . , the fourth equality follows from definition (2.9), the fifth follows from definition (2.10), and the last follows from the definition of C. Equation (3.6) implies (2.20) of Theorem 2.
Proof of Proposition 3. Substituting the representation for the densities f k in (2.14) into (2.7) yields
where we have used B 0 (y) ≡ B 0 (0) (see Appendix C) and the orthogonality of the eigenfunctions B n (y) with respect to π(y). Using (2.12) along with the fact that R
, we have the following expression for B 0 (0),
, which completes the proof.
Empirical Results.
In this section, we first test the accuracy of our spectral inference algorithm on simulated data and then apply it to analyze an ancient DNA dataset related to coat coloration in domesticated horses [11] . Since ancient DNA data are often collected from only those loci which are segregating at the present time, in our empirical study we condition on observing at least one copy of the derived allele at the last sampling time τ K . In particular, the likelihood of the parameters is given by
4.1. Performance on simulated data. We simulated data under a discretetime Wright-Fisher model with several values for the effective population size and selection coefficients. We chose the mutation probabilities to be u 01 = u 10 = 10 −6 , and the number of years per generation to be five years. These parameters are similar to those considered by previous works that analyzed time series allelic samples from the ASIP and MC1R loci in horses [11, 13] . In our simulations, 5% of the population carried the mutant allele when it first became positively selected. We sampled 40 individuals at each of 10 time points over the course of 32,000 years.
We investigated the performance of our maximum likelihood estimator in various scenarios of selection. Here, we present the results for the following four particular selection schemes:
1. Genic selection, in which the selective fitness of the heterozygote is the arithmetic mean of the fitness of the two homozygotes, i.e. s 1 = s/2 and s 2 = s. For each scenario, we considered s ∈ {0, 0.001, 0.0025, 0.005, 0.01} and simulated 200 datasets for each value of s. Figure 2 shows the performance of the maximum likelihood estimator under a model of genic selection with an effective population size of N e = 2,500 and N e = 10,000. It illustrates empirical boxplots of the maximum likelihood estimates, where the tips of the whiskers denote the 2.5%-quantile and the 97.5%-quantile, and the boxes represent the upper and lower quartile. As the figure shows, our maximum likelihood estimates are unbiased. The uncertainty of the estimate tends to increase with increasing values of s, while the uncertainty decreases as the population size increases, illustrating the fact that for larger population sizes, selection acts more efficiently and is easier to detect. In the case of N e = 10,000, if the true selection coefficient is 0.0025 or more, all our maximum likelihood estimates are higher than the 97.5%-quantile of the empirical distribution of the maximum likelihood estimates for s = 0. Hence, there is high power to reject neutrality in these scenarios. The performance of our maximum likelihood estimator for several additional selection schemes and parameter regimes can be found in Figure 3 , where we also consider a scenario with fewer sampling time points. The figure shows that our maximum likelihood estimates are unbiased across the different parameter ranges and scenarios. In general, the low variance of the empirical distribution of the maximum likelihood estimates shows that our method can be used to accurately infer the selection parameters of interest in a wide range of scenarios.
4.2.
Analysis of ancient DNA data: coat coloration in domesticated horses. Ludwig et al. [11] extracted genotype data at several loci from ancient horse DNA obtained from various sites in Eurasia. In particular, they extracted temporal allele frequency data at eight loci that are known to play a role in coat color determination in contemporary horses. Only the locus encoding for the Agouti signaling peptide (ASIP) and the locus for the melanocortin 1 receptor (MC1R) showed strong fluctuations in the sample allele counts. Table 1 shows the time series data for the ASIP and the MC1R loci in the curated form of the original work [11] . Using the method of Bollback, York and Nielsen [2] for the model of genic selection (s 1 = s/2, s 2 = s), Ludwig et al. [11] established that selection acted significantly on only the ASIP and the MC1R loci. However, another recent analysis [13] of the same dataset considered the model of recessive selection (s 1 = 0, s 2 = s) and did not find a significant signal of selection at the ASIP locus.
To investigate the dependence of the previous conclusions on the assumed selection scheme, we applied our method to reanalyze the ASIP and the MC1R data under a general selection scheme with arbitrary selection coefficients s 1 and s 2 . We set the mutation probability to u 01 = u 10 = 10 −6 , the average length of a generation to 5 years, and the initial frequency of the derived allele to 1/2N e , corresponding to the case where the selected allele arises as a de novo mutation at time t 0 . We tried a range of values for N e and t 0 . Figure 4 (a) shows the likelihood surface for the temporal allele frequency data from the ASIP locus, for N e = 2,500 and t 0 = 17,000 BCE. The empirical maximum of the likelihood surface is located at (s 1 , s 2 ) = (0.0025, 0), indicated by the red circle in Figure 4(a) . This maximum suggests that a selective scheme of heterozygote advantage best explains the data, where both the ancestral and derived allele homozygotes are of equal fitness, while the heterozygous genotype confers a selective advantage over the homozygotes. To establish the significance of this finding, we performed the following bootstrap procedure: We resampled the ASIP dataset 100 times to obtain subsampled datasets O . For each bootstrapped dataset 1 ≤ j ≤ 100, we resampled n
The number of derived alleles for dataset j was obtained by binomial sampling from the empirical frequency of derived alleles in the original ASIP dataset, i.e., for the derived allele homozygote fitness s 2 , thus providing further evidence that the data are significantly better explained by a selection model where a heterozygous individual is selectively advantageous over the homozygous individuals. As Figure 5 shows, changing N e from 1,000 to 10,000, or changing t 0 from 19,000 BCE to 15,000 BCE has only a minimal effect on the shape of the likelihood surface and maximum likelihood estimate, again supporting that a selective scheme of heterozygote advantage best explains the data. Figure 7 , this suggests that the data at the MC1R locus is also best explained by a selection model of heterozygote advantage. However, although the marginal quantiles for the homozygote fitness cover s 2 = 0, they are rather far apart, so the evidence of heterozygote advantage for the MC1R locus is weaker than that for the ASIP locus.
5. Discussion. In this paper, we have developed a novel, efficient spectral algorithm to analyze time series allele frequency data under a general diploid selection model. We have demonstrated that our method can be used to accurately estimate selection parameters on simulated data.
We have also applied our method to investigate loci involved in horse coat coloration. Our inferred selection coefficients show that the data are best explained by a heterozygote advantage mode of balancing selection. As mentioned earlier, Ludwig et al. [11] provided evidence for slightly positive selection at the ASIP locus, assuming a model of genic selection (where Likelihood surfaces for the MC1R dataset under various combinations of N e ∈ {1 000, 2 500, 10 000} and t 0 ∈ {5 000 BCE, 7 000 BCE, 9 000 BCE}. The red circles indicate the respective maxima.
of selection where the derived allele homozygote is recessive (i.e., s 1 = 0), a subsequent re-analysis [13] of the same data found that s 2 has a point estimate of −0.001 with a 95% confidence interval of [−0.02, 0.051], thus not rejecting neutrality at the ASIP locus. In our work, we have allowed our method to explore the two-dimensional parameter space of general diploid selection models and presented evidence for a selection mode where heterozygous individuals are advantageous over homozygous individuals. It is possible that previous analyses have only been able to infer very weak se-lection acting at the ASIP locus because they have restricted the model of selection to certain one-dimensional models. Indeed, if we restrict our analysis to a model of genic selection, we get results similar to those reported by Ludwig et al. [11] . Our analysis does not conclusively prove that individuals that were heterozygous at the ASIP locus had a constant evolutionary advantage since 17,000 BCE, because we have ignored the interaction of selection and demographic history, epistatic interactions between loci, timevarying models of selection, and other factors. However, our results suggest the possibility that some mode of heterozygote advantage balancing selection has maintained polymorphism at the ASIP locus that is involved in horse coat coloration. Although we have focused on time series samples taken at a biallelic locus, the mathematical framework presented here could be readily extended to handle an arbitrary number of alleles using the spectral representation derived by Steinrücken, Wang and Song [20] . Further, changes in the population size and selection coefficients could be modeled by suitably combining the spectral representations for different population genetic parameters at the change points. It is also possible to extend the method to multiple populations and to incorporate samples taken from extinct ancestral populations. In light of emerging ancient DNA sequence data for ancient hominids [7, 17] , such temporal sequence data and inference methods present novel opportunities to gain insight into adaptation in humans. For a more adequate modeling of biologically relevant scenarios, it is also necessary to incorporate the exchange of migrants into the model [8, 12] , and extend the framework to incorporate variation at linked loci. By taking advantage of genetic hitchhiking at closely linked sites during the course of selective sweeps, one might be able to further improve the inference of selection coefficients. 
