Abstract-Considerable effort is currently being spent designing neuromorphic hardware for addressing challenging problems in a variety of pattern-matching applications. These neuromorphic systems offer low power architectures with intrinsically parallel and simple spiking neuron processing elements. Unfortunately, these new hardware architectures have been largely developed without a clear justification for using spiking neurons to compute quantities for problems of interest. Specifically, the use of spiking for encoding information in time has not been explored theoretically with complexity analysis to examine the operating conditions under which neuromorphic computing provides a computational advantage (time, space, power, etc.) In this paper, we present and formally analyze the use of temporal coding in a neural-inspired algorithm for optimization-based computation in neural spiking architectures.
I. INTRODUCTION
The use of spiking defined here as an on-off signal at a particular point in time for computation has a long history, starting with spiking models such as Lapiques integrateand-fire neuron model in 1907 [1] . An important aspect in neural computation is the representation and communication of information in neural coding methods [2] , especially timebased or temporal coding methods which are more appropriate for spiking neurons [3] [4] [5] [6] . Spiking neural networks combine multiple spiking neurons together into a platform to facilitate computation across the entire network or population of neurons [7] [8] [9] [10] .
Recently neuromorphic architectures have been developed including Neurogrid [11] , SpiNNaker [12] and TrueNorth [13] to implement spiking neural networks in hardware. Unfortunately, development and analysis of spiking algorithms that make efficient and effective use of the spiking neural network architectures lags behind the advances in hardware. The lack of theory has made implementing neural hardware systems for solving particular problems more difficult as the architectures require reformatting to meet application-specific needs. One goal of this paper is to address this gap with the introduction and analysis of a neural-inspired spiking algorithm designed specifically with these spiking architectures in mind that uses optimization to compute the quantity of interest.
Numerical optimization is an important field of study in computer science, operations research and applied mathematics [14] [15] . A simple form of optimization involves searching through allowed input values while tracking and recording either maximum or minimum objective function values achieved by these inputs. Optimization, in the form of backpropagation, has been used in training non-spiking neural networks [16] , but the neurons in these networks were not in control of the optimization since an outside information source is needed to supervise the learning in the backpropagation algorithm. In this paper, we will show how to configure and use a spiking neural architecture to solve a very simple form of optimization problem, that of finding the median from a set of integers. The spiking neural solution to this problem also demonstrates how to utilize the intrinsic parallel computation capabilities of these spiking architectures to solve such optimization problems.
II. METHODS
In this section we provide a brief review of existing spiking neural computation, including description of a neural spiking architecture for finding the optimum (typically minimum) value from an objective function computed from a set of input values. Next we describe optimization and how it can be used specifically to solve the problem of finding the median from a set of input values. We conclude this section with a brief overview of the parallel random access machine (PRAM) computation framework, which facilitates general comparison of parallel algorithms.
A. Neural-inspired computation
The computational capabilities of biological systems have always garnered interest within the research community seeking to develop new methods of high-speed, low-power computing. Numerous novel hardware systems have been built to instantiate neuromorphic computing principles and to solve challenging problems such as pattern recognition. Our objective is to examine the value added by neural-inspired spikebased representations, communications and computation to solve optimization problems. It is worth noting, however, that spiking is rarely the only unique feature of neuromorphic approaches. Rather, in most proposed neural architectures, spiking is typically accompanied by several other key attributes, each of which have been used individually, previously in other artificial neural networks, including parallel processing, temporal coding, numerical precision, sparse activation and analog computation [17] . The neural-inspired spiking algorithms presented here will demonstrate the benefits of combining these attributes.
Spike-based computation using temporal coding has its roots in Thorpe [5] , which continues in Hopfield [3] , Maass [4] , and Thorpe, Delorme and VanRullen [6] . Recently, we have proposed several formal spiking algorithms for classic computational tasks (SpikingSort, SpikingMedian, SpikeMax and SpikeMin) and analyzed their utility according to theoretical and parallel computation complexity measures [18] . Both SpikeMax and SpikeMin are provably optimal for large N and constant range of input numbers. The SpikeMin spiking neural architecture using decay is shown in Figure 1 . An example problem of the SpikeMin spiking neural architecture (using decay) with 12 integers completed at time t = 1, is shown in Figure 2 . The first neuron to decay in Figure 2 , the second neuron from the left, represents the minimum input value, which is 0. In this example problem the connectivity between inputs (x i ) and spiking neurons (n i ) is only very sparsely used (w ii = 1 and w ij = 0 for i = j).
In the optimization problems discussed in this paper, we more completely utilize this connectivity in computing the objective function at hand. In our previous work we also discuss options for using the spiking neural architecture for cases where N > P, and we use k to bound the range of input values between 0 and k − 1 [18] . In this paper however, we assume N ≤ P , and we use k to bound the range of input values between 1 and k. Note that this spiking architecture can also provide complete sorted sequences (via SpikingSort), but in this paper we are interested in finding the minimum value for a specific utility (objective) function computed from the integer inputs. In particular, we extend the SpikeMin neural spiking architecture to handle particular kinds of optimization problems, with emphasis on computing the median of N (odd) integers as an example for using spiking neural networks to solve optimization problems.
In the spiking neural module shown in Figure 1 , the neural processing units (n i ) are assumed to behave as leaky integrate-and-fire (LIF) neurons using a linear differential update equation, such as from Jolivet et al., [19] ,
In this paper, we use discretized LIF spiking neurons with simple linear multiplicative decay and no additional input current beyond setting of the initial potential, where we assume τ m = O(u i ), u eq = 0 and I ext = 0, which results in the following very simple update equation, u i = u i − sign(u i ). Each spiking neuron also has an activation threshold (θ i ), not shown in Figure 1 . Inputs to each neural processing unit can consist of any one or all of the external inputs (x i ) modified by internal weights (w ij ) and additional bias signal with weight w i0 . Each neural processing unit can generate a temporal coded output signal or spike (s i ), where the index of the spike corresponds to the neuron spiking. Each spike contains temporal coded information, denoted t(w i x T ) in Figure 1 , which defines the latency of the spike signal. In our previous work, we provide a complete description of the operation of this neural spiking network.
B. Optimization
Optimization is an important area of research in data processing and analysis, including machine learning and search algorithms, as well as in resilience and control in systems of systems and complex systems [14] [15] . Optimization techniques are used in applied mathematics, operations research and statistical analysis. Various statistical quantities, such as the mean, median and mode, can be defined using an optimization-based formula [20] [21] .
Finding the median For a set of numbers, the median is an important statistic. The median is robust to outliers, requiring at least fifty percent corruption of the input set to affect its estimated value, i.e., the breakdown point for the median is 50% [22] . Although the median is not as efficient (efficiency here is a measure of optimality of the statistical estimator) as the mean, there are situations where the median can be determined when there is no defined mean value, such as with the Cauchy distribution [23] . The median is also very useful in data processing such median-value filtering of images. We provide an example of mean-value filtering on an image in our results.
Algorithms for finding the median The upper bound of runtime on serial algorithms for finding the median from a set of N inputs has been determined to be O(N ) [24] [25] [26] . Utilizing parallel computation, Valiant [27] showed that finding the median cannot be solved on N processors in less than O(log log N ) time. Others have attempted to improve upon the upper bound by using randomization [28] [29] . In fact, Megiddo [28] shows that randomization allows a constant time algorithm to be designed. And other efforts have explored the improvement afforded both through parallel computation of the more general problem of selection and by utilizing partial sorting. Akl [30] provides an optimal parallel algorithm for selecting the i th smallest element from a totally ordered but not sorted list, which uses O(N 1−x ) processors and takes O(N x ) time, where 0 < x < 1. Cole and Yap [31] provide a parallel algorithm for finding the i th smallest item in a list of N items that uses O(N ) processors and takes O((log log N )
2 ) time. Tishkin [32] presents an algorithm for selection employing regular sampling that uses O(N ) processors and takes O(log log N ) time. Beliakov [33] provides a parallel algorithm to calculate the i th statistic (where the median is the ( Neural spiking modules provide an alternative architecture to address the problem which we will show is provably optimal in certain situations.
Finding the median with spikes (SpikingMedian) In our previous work we have provided a simple neural-inspired spiking algorithm for finding the median, called SpikingMedian, using partial sorting with SpikingSort [18] . SpikingMedian makes use of the fact that SpikingSort is iterative and thus can be initiated and then terminated after having seen (N + 1)/2 outputs in the sorted sequence, for odd N . An extra spiking neuron with a threshold of (N + 1)/2 is used to track how many spikes have been output from the spiking neural module. The last element in the output sequence of spikes when the sort is terminated prematurely represents the median in temporal coded spike latency. We have also expressed SpikingMedian as a PRAM CRCW algorithm using O(N ) neurons in O(k) time [18] .
C. The parallel random access machine architecture
The parallel random access machine (PRAM) architecture with either concurrent read and exclusive write (CREW) or common concurrent read and concurrent write (CRCW) is one of several models of computation specifically for fair comparison of parallel algorithms [34] [29] [35] . Common CRCW refers to allowing concurrent writes by multiple processors if they are all writing the same (common) value. The PRAM framework was not specifically designed for analyzing and understanding neural-inspired computation, but we feel it is still useful for comparing our neural spiking algorithms to many other parallel algorithms in the literature which have been analyzed with respect to this framework [36] [37] [38] . The PRAM model has several metrics used to compare computational complexities of parallel algorithms. The first metric, T P , is the time required by the parallel algorithm from the start to its end using P processors. Similarly, T 1 is the time required by the computation using a single processor (i.e., serial processing of the entire algorithm). A second metric is the number of processors (P ) needed to operate the parallel algorithm on an input size of N . In our case the processors will be spiking neurons. A third metric, called work (W ), measures the total amount of effort, which is the total number of primitive operations, required by all processors during the operation of a parallel algorithm. Note that by definition W = T 1 . A fourth metric called cost is defined as the product of time and number of processors used (cost = P T P ). A fifth metric, S P = T1 TP , measures the improvement in speedup that is achieved in using parallel processing (P processors) versus serial processing (1 processor). A constant time parallel algorithm, where T P = O(1), is considered an optimal time algorithm in the PRAM framework. An optimal parallel algorithm with respect to speedup is defined in the PRAM framework as an algorithm that demonstrates a linear improvement in speedup over serial processing, which means that S P = Ω(N ).
III. RESULTS
In this section we describe a new neural-inspired algorithm for computing the median from a set of input integer values using an optimization-based objective function, provide computational complexity analysis of it and prove its theoretical optimality under certain conditions.
A. Computing the median using optimization and LIF decay via SpikeMin
Using optimization to determine the median has been studied for many years [33] [20] [21] . An optimization-based objective function for computing an estimate for the median from an array of floating point values
One difficulty in using the objective in Equation (1) [22] . Therefore, we can employ an alternative method for estimating the sample median using the signed rank function provided by Oja [41] R
where
The best estimate for the median in Equation (2) is the value for x ∈ {x 1 , x 2 , . . . , x N } that results in the signed rank, R(x), closest to 0. Note thatR(128) = 0 for the example array of 11 integers shown previously. SinceR(x) can range in values from −1 to 1, it is incompatible for computation using objective function techniques which compute using minimization. However, this range of values is nicely suited for using the leaky integrate-and-fire (LIF) equation of spiking neurons. In particular, we are able to compute it using an extension of the SpikeMin neural spiking architecture with integer values ranging from −(k − 1) to (k − 1). Thus, we use an un-normalized signed rank functioñ
which can have integer values in the range just specified. In this particular use of SpikeMin, we initialize the spiking neurons using the value of the un-normalized univariate signed rank function,R(x), for each input value in relation to all other possible input values {x 1 , x 2 , . . . , x N }. Then, we utilize only the decay of our LIF neurons, that is they receive no further input, and the first one to decay to 0 defines the computed median value. In this way the initial neuron values can be either positive or negative according toR(x), and they will each decay toward 0 as needed to compute the median. In this design we can think of our primary spiking neurons as inhibitory signals such that the first one to decay completely will be the first to no longer inhibit the output of its originally associated input signal, x i , corresponding to the sample median of the original array of input values. The objective (or utility) function, u i , of our algorithm is equal to the signed rank function in Equation (3), except that we do not know the median, and in deed the sample median will be computed by optimization using LIF decay. Figure 3 shows the spiking neural architecture for computing using an optimization-based utility function, which we call SpikeOpt. We will use SpikeOpt to compute the median using Equation (3). In Figure 3 , each input, x i , is connected to each spiking neuron, n i , where the weights are set to w ij = sign(x i − x j )/x j , which allows us to compute the signed rank utility as
sign(x i − x j ). Note that if multiple input values correspond to the same value as the sample median, then all of their associated spiking neurons will spike simultaneously. If a single spike is necessary downstream from SpikeOpt, then we can employ other methods to ensure that only a single spiking neuron is allowed to spike (see [18] ).
B. PRAM analysis
The following is a PRAM algorithm for computing an estimate of the sample median using the optimization-based definition with the signed rank function. This PRAM algorithm mimics the SpikeOpt spiking algorithm for computing the median in the PRAM framework so that it can be analyzed and compared to other neural and non-neural PRAM algorithms. 
In Algorithm 1, state supports concurrent read and common concurrent write (CRCW); m supports common concurrent write (CW); each x i supports concurrent read (CR); and each u i is a local variable using exclusive read and write (EREW) for summation of the signed rank function.
C. Complexity analysis
In this section we analyze the computational complexity and performance characteristics of the SpikeOpt(median) algorithm. Given any sample, {x 1 , x 2 , . . . , x N }, the sample median will have a signed rank value in the range 0 to
(for odd N ). In the worst case each processor (neuron) in SpikeOpt(median) will operate for
clock cycles, simulating spiking neuron decay. Thus the worst case time complexity is O(N ) = T P . The total work in the worst case is then O(N 2 ) = T 1 . Therefore the speedup is T1 TP =O(N ), which is optimal for P = N .
It is easy to see that SpikeOpt(median) is optimal with respect to parallel runtime performance when the median,x, is in the input sample {x 1 , x 2 , . . . , x N } and achieves a zero signed rank,R(x) = 0. SpikeOpt(median) will terminate in one clock-cycle with m =x in this case, thus it has a constant runtime complexity, O (1) . This case can be realized when the input is drawn from a symmetric probability distribution, where the signed rank is 0, givingR(x) = 0 [22] .
Theorem 1
The SpikeOpt(median) algorithm achieves optimal runtime within the PRAM framework for a symmetric probability distribution.
Proof Since the median,x, for a symmetric probability distribution has 0 signed rank,R(x) = 0, SpikeOpt(median) will terminate with m =x in one clock cycle, giving it a O(1) runtime.
For a given input sample, {x 1 , x 2 , . . . , x N }, there are also other ways for SpikeOpt(median) to achieve optimal runtime performance. For example if each integer, x i , is unique (i.e., x i = x j , ∀i = j), then the sample median clearly has 0 signed rank. If the sample median itself is unique, then its signed rank is also 0. We can generalize upon this a bit with the following theorem.
Theorem 2 Let X = {x i ∈ {x 1 
is O(d) and if d is constant then the runtime is O(1).
Proof Since |X| = d, the the signed rank of the sample median can be at most d, thus SpikeOpt(median) will terminate in d clock cycles. Since d is constant the runtime will be O (1) . Table I shows complexity analysis for SpikeOpt(median) in comparison to the other cited PRAM algorithms for selecting order statistics, such as the median. 
D. Simulated Results
We have implemented our spiking algorithms, SpikingMedian and SpikeOpt(median), using the Spiking Temporal Processing Unit (STPU) neuromorphic architecture, with simulations in Python, MATLAB and digital FPGA hardware [42] . Here we provide runtime results from both Python and MATLAB simulations. Figure 4 shows simulation results for SpikeOpt(median) alongside SpikingMedian and Python numpy.median, on the left where k = 256 and on the right where k = 65536 for integer arrays of size N ∈ {11, 51, 101, 501, 1001, 5001, 10001}. The plot on the right in Figure 4 shows SpikeOpt(median) achieving its optimal (constant) runtime value, which happens since the arrays (of sizes less than or equal to 10001) for these simulations are generated randomly from a uniform distribution. Thus, the probability that the median, the optimal value for SpikeOpt(median), is unique (or very nearly unique) for integers in the range 0 through 65535 is almost surely 1.0. The plot on the left shows that SpikeOpt(median) has constant runtime behavior for small arrays, but as N grows larger than 501 its runtime approaches the worst-case behavior. This worst-case behavior runs parallel to the linear dependency of Python numpy.median. These simulation results, averaged over 100 simulations, verify the theoretical results we have presented for SpikeOpt(median), shown in Table I . These results juxtapose the intrinsically parallel SpikeOpt(median) to the python numpy.median() function, which is itself not a parallel algorithm, but are not meant as a performance comparison since we are showing the results of a parallel algorithm alongside those of a serial algorithm. As we noted in our theoretical results, the runtime performance of SpikeOpt(median), even in the cases where it approaches constant runtime, may not be better than other non-neural parallel algorithms, but it is significant that a spiking algorithm using unary temporal coding can achieve these results when restricted to a constant value of k using unary numeric representation.
Median-filtering example with SpikeOpt(median) As a final example, we provide an image processing result for median-filtering with SpikeOpt(median) in Figure 5 , simulated in MATLAB, which has a constant (simulated) runtime. In this example, the image on the top shows a 225x300 (pixel) gray-scale soccer ball image from the CalTech 101 image database [43] . The second image (in the middle) is the result of adding 10% uniformly random noise to the first image on a pixel by pixel basis where the noisy pixel value is set at 256 minus the original grayscale pixel value. The third image (on the bottom) shows the results of using our optimization-based spiking algorithm for computing the median applied upon each pixel in the noisy image.
In order to simulate the use of SpikeOpt(median) to produce the median-filtered image in Figure 5 , we constructed a threelayer simulated spiking network, where each layer contains 67500 spiking neurons (one per pixel). The first layer handles the input image and computes the optimization-based objective function used to determine the median in the second layer, both layers are shown in Figure 3 . The third layer is used to reconstruct the median-filtered image from the second layer. In this example, we used 3x3 median-filtering windows for each pixel, except the outer border pixels which have truncated neighborhoods. Using these neighborhood configurations, the maximum set size for each median operation is 9, which means given the three-layer network we can compute the medianfiltered image in constant (simulated) time.
E. Discussion
The SpikeOpt(median) algorithm presented here is an exemplar of a larger class of optimization-based computations which may be computed neurally. By varying the objective function of the optimization, a larger suite of computations may be performed. Doing so may require a re-parameterization of the neural architecture just as minor modifications to the architecture vary whether an extremum such as the maximum or minimum value is being determined, or a list of values are being sorted. Doing so is advantageous in the sense that even though there are some existent optimal classically computed parallel algorithms, the spiking neural implementation allows the algorithms to leverage emerging low power neuromorphic devices. Effectively, this allows for the actualization of constant time algorithms at a low power cost.
The flexibility of neural architectures to compute general optimization formulations is also appealing as these computations often serve as key kernels in computationally complex algorithms such as those within the NP-complete class. For example, this sort of optimization formulation could be used to address some versions of approximate polynomial solution to the subset sum problem. The subset sum problem answers whether or not given a set of integers if there is a subset whose sum is zero. A neural solution may be constructed such that the various subsets correspond to neurons which innately integrate their inputs. Much like the architecture of SpikeOpt(median), an extension of SpikeMin may then be used to identify those subsets whose net sum is zero. Relatedly, combinatorial optimization problems may also exploit the innate parallelism of neural architectures to consider a breadth of possibilities simultaneously and utilize temporal coding to discern spiking patterns of interest such as shortest paths.
Another potential use for neural, spiking-based optimization involves multi-level memory use and configuration in current and future high-performance computing machines. As next generation computer architectures are targeted to employ a hierarchy of memory technologies to meet bandwidth requirements, this introduces the need of more sophisticated memory management techniques. The different memory types have unique latencies as well as capacities resulting in an optimization similar to the Knapsack problem. A neural approach identifies which combinations of variables of a given application are best suited together and in what particular memory type. Another improvement we could study is extending the numerical coding beyond simple unary to more sophisticated methods [44] .
SpikeOpt as specified and used in this paper for medianfiltering does not use stored data reprsentations such as memory or learning, but rather computes its (optimal) value based upon how it is configured and the input integers it receives using feed-forward spiking. Successive passes of median-filtering on the same image can be achieved using SpikeOpt(median) by presenting its output from one iteration as input again to the SpikeOpt(median) network for the next iteration. The runtime complexity for both SpikingMedian and SpikeOpt(median) are dependent upon the number of neurons available as well as the range of integers presented to it as input (defined in this paper as the parameter k) as shown in Table I . This parameter also bounds the precision of the integer values used throughout these neural-inspired algorithms.
In this paper we use the SpikeOpt spiking neural network to compute an optimal value, the median used in medianfiltering. In this research SpikeOpt is novel and different from other approaches designed to optimize the performance of a spiking neural network, such as [45] [46] . The example optimization problem we have provided in this paper, finding the median, is simple but fundamental and indicative of other similar optimization problems appropriate for SpikeOpt, such as finding the maximum or mimum. A typical definition for an optimization problem involves finding the minimum of a function subject to constraints [14] [15] . Finding the minimum of a function, especially when it involves finding one of a large number of small integer values, is precisely where a neural-inspired spiking algorithm, such as SpikeOpt, can be applied to great benefit. SpikeOpt is not currently designed to handle real-valued numbers, but future enhancements include ways for representing these numbers hierarchically, similar to radix sorting [47] or bounding and approximating these values between successive integers. Further enhancements for SpikeOpt include incorporating memory and learning such as spike-timing-dependent plasticity (STDP) [48] or rank-order learning [49] .
IV. CONCLUSIONS
Neuromorphic hardware takes architectural inspiration from the brain in employing networks of interconnected neurons as the base computational unit. In lieu of traditional logic gates whose composition forms Boolean logic circuits, neurons receive a set of weighted inputs which are integrated as their fundamental operation. The most obvious application of these emerging neuromorphic devices is the acceleration and low power implementation of artificial neural networks. However, many neural networks are universal function approximators, Turing-complete, or both. Consequently, the question of what applications neuromorphic approaches are ideally suited for is unknown.
In this paper, we explore the suitability of spiking neural algorithms for optimization-based computation. In particular, we have provided and analyzed a new neural-inspired algorithm for computing the median from a set of input integers. This algorithm was specifically designed to operate using spiking neuromorphic hardware with LIF neurons and temporal coding. We have shown that under certain conditions, symmetric distributions and unique sample median, this new algorithm is optimal in the PRAM framework in comparison with other parallel algorithms. Our new algorithm is not alone in its optimality, since there are other non-neural algorithms which are also optimal, but it is significant that we have designed this algorithm to operate using spiking neuromorphic hardware. Our algorithm also demonstrates an example of finding the median using temporal coding and spiking neurons in solving a very simple optimization problem. This example with our neural-inspired algorithm solution shows how the parallelism available in these neuromorphic machines can be harnessed in solving challenging computing problems.
