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ABSTRACT 
Danielle Arletta Keller: How the structure and spatial components of habitat affect estuarine 
communities 
(Under the direction of F. Joel Fodrie) 
 
Habitat describes the place where food is found, refuge is sought, or reproduction occurs, 
and is therefore a fundamental resource for organisms. To help reverse the consequences of 
global loss of biogenic habitats, ecologists and managers are assessing how the structure and 
spatial components of habitat within the landscape can restore lost ecosystem functions and 
services. Building on these concepts, I attempt to identify how the amount, context (inter-habitat 
connectivity), orientation (amount of edge habitat), and species composition of biogenic 
habitat(s) influences faunal habitat-use. By manipulating habitat amount (Ch. 1), I determined 
the strength of habitat limitation for estuarine fauna depends on the species-identity and life-
stage and that overall declines in structured habitats in estuaries may reduce secondary 
production. In Ch. 2, I restored oyster reefs along different salt marsh geomorphologies to test if 
this landscape context affects restoration trajectories as well as fauna habitat-use. I found that 
oyster reef restoration in salt marsh creeks, compared to other shorelines, could increase oyster 
production. Regardless of landscape context, restoring reefs near salt marsh had little impact on 
local densities of fauna. To determine the response of flora and fauna to habitat edges (Ch. 3), I 
conducted a meta-analysis of 211 studies and found marine and terrestrial edges increased fauna 
foraging and mortality, but had no effect on fauna recruitment. However, fauna density increased 
in marine edges and decreased in terrestrial edges. In Ch. 4, I assessed how species composition 
	 iv 
of biogenic habitat affects estuarine communities and found no difference in fauna density, fauna 
community composition, or the movement of fishes between seagrass sites dominated by 
eelgrass and shoalgrass. Since we did not find increases in fauna density or movement of fishes 
to shoalgrass after the seasonal loss of eelgrass, we predict shoalgrass may not serve as a habitat 
refuge for fauna, but that it still provides better habitat than mudflats. Overall, these results 
suggest that habitat amount/availability, as well as the relative amount of edge habitat, have large 
effects on fauna habitat-use and distributions, where as the impact of landscape context and the 
species composition of biogenic habitat(s) were less clear.  
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INRODUCTION 
Large-scale conservation and management decisions rely on a thorough understanding of 
how ecological communities respond to changing habitat (Ries et al. 2004, Tanner 2006). Habitat 
destruction (area loss) and fragmentation (breaking apart of natural habitat) are two of the most 
influential factors in reducing population sizes, resulting in local species extinction events 
(Groombridge 1992). As habitats become fragmented, we find declines in both total habitat area 
along with changes in the structure and spatial components of habitat (e.g., patch size, number, 
and isolation; Fahrig 2003), impacting species biodiversity (Yeager et al. 2016) and decreasing 
population fitness for many species (Saunders et al. 1991, Foley et al. 2005). Though ecologists 
have a broad understanding of the value of habitat for species, we still lack knowledge on what 
structure and spatial components of habitat are fundamental in sustaining populations. Building 
on this concept, my research seeks to identify how the amount, context (position to other 
habitats), orientation (amount of edge habitat), and species composition of habitat(s) influences 
fauna habitat-use. These data will better inform how restoration can be used to mitigate habitat 
losses globally (Peterson and Lipcius 2003).  
Quantifying the response of mobile consumers to changes in habitat amount or 
availability is essential for determining the degree to which population-level productivity is 
habitat limited, but empirical data remains surprisingly equivocal. However, some studies have 
shown relationships between shrimp production and marsh availability (Peterson and Turner 
1994), fish abundance and seagrass cover (Hughes et al. 2008), and mangrove connectivity 
	 2	
driving coral-reef fish recruitment (Mumby et al. 2004). These cases stand out as notable 
exceptions in demonstrating quantitative relationships between habitat amount and production 
(i.e., biomass accumulation at large scales) for consumers. Indeed, a gap remains in ‘scaling-up’ 
patch-level results of animal-habitat relationships and therefore my research will better 
understand how the availability of complex biogenic habitats impacts biomass production and 
accumulation of mobile taxa at broader scales such as estuaries. 
Restoration efforts would be greatly improved if we had a better understanding of how 
the habitat context, or the position to other habitats across the landscape, played a role in shaping 
foundation species as well as fauna habitat-use. Previous work on oyster reefs has found that 
habitat context can be a particularly important determinant of oyster settlement and survival  
(Fodrie et al. 2015; Ziegler et al. 2018), but the evidence that constructed oyster reefs placed near 
salt marshes will enhance nekton has been unclear, with some studies showing strong 
enhancement (Peterson et al. 2003), while others have found no change in nekton density 
(Grabowski et al. 2005; Geraldi et al. 2009). One hypothesis for no nekton enhancement is that 
additional biogenic habitat may offer similar habitat refuge and thus is functionally redundant 
habitat for mobile or transient nekton (Geraldi et al. 2009). In addition to the ambiguity of how 
habitat-use and foraging ability may or may not shift with the addition of restored oyster reefs, 
there is also an unresolved question of how these dynamics play out across variable salt marsh 
shoreline geomorphologies. Therefore, research on how the context or setting of both constructed 
reef presence and salt marsh shoreline morphology will provide a better understanding of how 
nekton use habitat in relation to nearby habitats. 
One of the most extensively studied components of habitat(s) is how the orientation, or 
the amount of edge space compares to the interior of habitats. Though well studied empirically 
	 3	
and theoretically, we still lack a general, predictive framework to understand the patterns and 
variability of community responses to these different microhabitats (Ries and Sick 2004). Edge 
habitats may have distinct abiotic and biotic differences compared to the “core” or interior that 
affects ecosystem processes and faunal communities, thus implying “edge effects” (Clements 
1907, Leopold 1933, Odum 1958). Therefore, the microhabitat of the edge or interior needs to be 
considered, rather than just whether the habitat is structured or not (e.g., forest vs. non-forest), 
when identifying the independent effects of habitat loss or fragmentation (Fahrig 1997). Though 
extensive research exists applying the concepts and theory of how terrestrial edges affect 
ecological processes and communities (Fagan et al. 1999, Harper et al 2005, Lahti 2001), effects 
of edges in marine ecosystems remain surprisingly limited and equivocal (Boström et al. 2011). 
By examining several responses (density, foraging, mortality, and recruitment) of flora and fauna 
to edge microhabitats, we can better restore habitats and manage populations to mitigate the vast 
occurrence of habitat fragmentation worldwide. 
The abundance and distribution of organisms in space and time are often closely linked to 
habitat structure or the species composition of foundation species within the landscape (Bell et 
al. 1991, Real & Levin 1991, Elliot et al. 1998). Natural changes in habitat composition may 
occur seasonally (e.g., leaves falling off trees in the fall), but these changes can be sped up or 
slowed down with the increasing fluctuations caused by climate change. Changes in the species 
composition and structural characteristics of marine vegetated habitats in response to seasonal 
warming, exacerbated by climate change, may alter net habitat quality and quantity for 
associated fauna. The dominant seagrass in North Carolina, eelgrass Zostera marina sits at its 
thermal tolerance and southern geographic limit. Increasing water temperatures in summer 
months (> 30 °C) decrease aboveground biomass of eelgrass to near zero. As eelgrass cover 
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declines, shoalgrass Halodule wrightii, with less structural complexity, becomes relatively more 
prominent, but potentially supports fewer seagrass-associated fauna per-unit-area. Research on 
how the nekton densities and communities changes seasonally along with changing seagrass 
composition will improve our understanding of how these seagrass species serve as habitat. 
In this dissertation, I used a combination of manipulative field experiments, meta-
analysis, and acoustic tracking to investigate how the structure and spatial components of habitat 
shape ecological communities at landscape scales. In Chapter 1, I experimentally manipulated 
habitat amount to determine how fauna density and foraging rates change with the availability of 
habitat. In Chapter 2, I assessed how salt marsh shoreline geomorphologies (e.g., with variable 
hydrodynamic energy, fetch, erosion rates, and slopes) affected intertidal constructed oyster reefs 
as well as habitat-use by fauna and predation rates. My third chapter quantitatively assessed if 
there was a difference in the density, foraging, mortality, and recruitment of flora and fauna 
between habitat edges and interiors within marine and terrestrial ecosystems and how these 
dynamics differed when the matrix habitat was structured or unstructured. Lastly, in Chapter 4, I 
used surveys to monitor seasonal seagrass species composition and fauna community structure, 
as well as acoustic tracking to determine how juvenile fishes use seagrass habitats dominated by 
different species across a seasonal-gradient of increasing temperature. 
Overall, my dissertation specifically examined some of the fundamental aspects of habitat 
by investigating the amount, context, orientation, and species composition of habitat(s) and how 
they drive fauna habitat-use. Of the four components measured in my dissertation, habitat 
amount/availability seems to be the most important component for mobile fauna. Even so, I 
recommend managers consider the context, orientation, and species composition of habitats 
when designating or creating habitat to sustain and increase secondary production. Habitat edges 
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in estuaries could be beneficial to marine fauna, since I found increased density and foraging at 
habitat edges, but also found higher rates of mortality in edge microhabitats, which makes 
estimates of regional population production difficult. Terrestrial fauna, on the other hand, 
followed our trajectory of decreased regional population production since we found higher rates 
of mortality and decreased density at edge habitats. Furthermore, our meta-analysis revealed that 
whether the matrix habitat was structured or unstructured affected the responses of flora and 
fauna density and mortality, but not necessarily the foraging or recruitment. Therefore, broad 
generalizations about how populations will respond to increasing habitat edge cannot be made 
between marine and terrestrial ecosystems. My fourth chapter (i.e., effects of species 
composition of seagrass habitat) reiterates the idea that having structured habitat is important for 
fauna and if it disappears seasonally (e.g., Z. marina senescence) or over the long-term (climate 
change) then mobile fauna may still survive and grow if they have other habitat (e.g., salt marsh 
and oyster reefs) around. Generally, my research leads me to conclude that highly mobile 
estuarine fauna are not necessarily reliant on a single habitat type and that these organisms can 
utilize many habitat(s) if they are abundant/available (unless it’s a species like an adult stone 
crab that needs a specific “home”). Taken together, this body of research reiterates the need to 
sustain and conserve the habitats remaining and that habitat restoration is a vital tool that may 
replace some of the lost ecosystem functions and services with habitat loss.   
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CHAPTER 1: LIFE STAGE AND SPECIES IDENTITY AFFECT WHETHER HABITAT 
SUBSIDIES ENHANCE OR SIMPLY REDISTRIBUTE CONSUMER BIOMASS1 
 
Introduction 
Habitat describes the place and setting where food is found, refuge is sought, or 
reproduction occurs, and is therefore a fundamental aspect of the niche concept (Grinnell 1924). 
As such, the availability of habitat – particularly structurally complex biogenic habitat – is 
expected to play a significant role in the population size and age-class structure of mobile 
consumers at local-through-global scales (e.g., Beck 1997). For instance, population persistence 
of northern spotted owls is highly dependent on maintenance of old-growth forest stands in the 
Pacific Northwest (Lande 1988). Similarly, monarch butterflies rely on common milkweed for 
egg oviposition and early larval feeding, and therefore the magnitude of monarch cohorts that 
recruit to the overwintering population in Mexico each year is generally regulated by the 
abundance and distribution of this plant (Oberhauser et al. 2001). Agricultural practices such as 
weed control can therefore have unintended negative consequences on monarch populations via 
the reduction in milkweed as available habitat.  
Despite broad expectations that habitat availability underpins healthy populations of 
mobile consumers, quantitative links between specific habitats and the population size or 
secondary production of most mobile consumers remain surprisingly tenuous. This appears 
																																																						
1This chapter was previously published as an article in Journal of Animal Ecology. The original citation is as 
follows: Keller, D.A., Gittman, R.K., Bouchillon, R.K. and F.J. Fodrie. 2017. Life stage and species identity affect 
whether habitat subsidies enhance or simply redistribute consumer biomass. Journal of Animal Ecology, 86(6):1394-
1403. 
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particularly true in marine systems, which have experienced global-scale loss of “essential” 
biogenic habitats such as North American salt marshes (>40% declines, Gedan and Silliman 
2009), seagrass beds (30% declines, Waycott et al. 2009), mangroves (30% declines, Alongi 
2002), and shellfish reefs (65-85% declines, Zu Ermgassen et al. 2012) throughout the industrial 
era (i.e., late 18th century to present). Alarmingly, we are unsure how population-level 
production of mobile fishes, crustaceans, reptiles, or mammals has responded to these dramatic 
alterations of habitat availability/amount. Furthermore, biogenic habitat is largely ignored in 
quantitative models of demersal fisheries stocks, despite the presumed central role of structurally 
complex benthic habitat in the foraging, refuge exploitation, and reproductive requirements of 
fishes (Caddy 2013). We do acknowledge studies showing relationships between shrimp 
production and marsh availability (Peterson and Turner 1994), fish abundance and seagrass 
cover (Hughes et al. 2008), and mangrove connectivity driving coral-reef fish recruitment 
(Mumby et al. 2004). These cases stand out as notable exceptions in demonstrating quantitative 
relationships between habitat and production (i.e., biomass accumulation at large scales) for 
consumers.  
Indeed, a chasm remains in ‘scaling-up’ patch-level results of animal-habitat 
relationships (e.g., growth or density at m2 scales, sensu Fahrig 2003) to understand how 
availability of complex biogenic habitats impacts biomass production and accumulation of 
mobile taxa at broader scales such as estuaries, coastlines, or basins. Bridging this gap remains of 
wide interest across several sub-disciplines of ecological research, including coral reef ecology 
(e.g., habitat limitation versus propagule redirection; sensu Holbrook et al. 2000), restoration 
ecology (e.g., the “Field-of-Dreams” hypothesis, which presumes that if you build it [habitat], 
they [fauna] will come, Palmer et al. 1997), and fisheries ecology (e.g., the attraction–production 
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debate regarding the efficacy of artificial reef programs, Osenberg 2002) (Fig. 1.1). 
Several factors that operate in marine systems may decouple or confound the relationship 
between habitat availability and biomass of mobile consumers. While habitat availability 
potentially sets an upper bound on a species’ carrying capacity via density-dependent growth and 
mortality (Tupper and Boutilier 1995), a number of density-independent factors may also limit 
the secondary production of mobile consumers that are unrelated to habitat availability. For 
instance, the re-emergence of supply-side ecology in the 1980s highlighted that populations of 
intertidal invertebrates could be co-regulated by larval supply, and as a result, along many 
coastlines intertidal hard substrate goes unoccupied (Roughgarden et al. 1988). Thus, in strongly 
recruit-limited scenarios, adding or subtracting intertidal habitat could have negligible effects on 
overall population size. Furthermore, biomass accumulation can also be limited by pulsed abiotic 
stressors in highly dynamic ecosystems, such as temperature extremes (e.g., cold kills), that 
operate largely independent of local density or habitat availability (Gunter 1951).  
Given these alternative regulating mechanisms, quantifying the response of mobile 
consumers to changes in habitat availability is a key test for determining the strength of habitat 
limitation on consumer populations. As habitat availability varies, we can define three primary 
trajectories regarding patch-scale densities (i.e., over 1-100s m2) of mobile consumers that each 
have distinct consequences for system-level (i.e., whole estuary, regional) biomass accumulation 
(i.e., secondary production). First, as habitat increases, densities may decrease. In this scenario, 
other, potentially density-independent, factors contribute to population regulation and therefore 
the marginal gain in biomass accumulation decreases with increasing habitat subsidies. This 
represents weak habitat limitation for populations of mobile consumers since the overall 
population size does still grow with increasing habitat availability, perhaps with additional 
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compensatory growth or mortality as densities decrease (Rose et al. 2001; Fig. 1.1A). Second, 
when habitat availability increases and densities measured across that habitat remain constant, 
system-wide biomass accumulation scales linearly with habitat, and population sizes are tightly 
linked to habitat availability (Fig. 1.1B). Third, increasing habitat availability could result in 
local density increases, particularly if threshold levels of habitat are needed to support the 
foraging, predator evasion, and reproductive behaviors of consumers. In this scenario, which we 
have termed strong habitat limitation, the marginal increase in biomass of a population grows 
with the addition of habitat cover (Fig. 1.1C). Following this framework, we quantified the 
response (using numerical density and foraging activity) of mobile fishes and crustaceans within 
a temperate estuary to manipulations of habitat amount and location relative to natural habitat to 
assess the strength of habitat limitation on biomass accumulation at landscape scales. 
 
Methods 
Study site 
 We tested the response of mobile fishes and crustaceans to habitat subsidies in Back 
Sound, North Carolina, USA (34.67702 N, 76.59329 W). Back Sound is a shallow (<2 m 
average depth), 27 km2 estuarine system separated from the Atlantic Ocean by Shackleford 
Island. Representative of many temperate estuaries, the Sound is dominated by unstructured soft-
sediment bottom, punctuated by patchy seagrass meadows, and fringed by beaches, salt marshes 
and intertidal-to-shallow-subtidal oyster reefs. However, this estuary–like many estuaries 
globally– has lost cover of structured habitats, making this an ideal location to determine the 
effects of habitat amount on population-level production (Waycott et al. 2009, Zu Ermgassen et 
al. 2012). We selected a study area near Shackleford Island across broad subtidal sandflats (~1.5 
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km2, uniformly ~0.5 m deep at spring low water) that allowed us to control the availability and 
orientation of experimental artificial reefs (i.e., habitat availability). We were interested in the 
numerical and foraging responses of species that utilize structured habitats, as sandflats generally 
represent poor habitat for our focal species (Grabowski et al. 2005). Across this sandflat, we 
placed experimental artificial reefs either near to (<25 m), or distant from (>100 m), natural 
structured habitats (i.e., oyster reefs) located along the nearest shoreline.  
Experimental design and setup  
We modified an experimental design previously used by Stier and Osenberg (2010) in a 
tropical-reef system to assess the effects of habitat availability (i.e., subsidies) on the density and 
feeding behaviors of temperate estuarine fishes and crustaceans. This approach exploited a 
“competition” design: focal artificial patch reefs were either surrounded (high habitat 
availability; HHA) or not surrounded (low habitat availability; LHA) by additional, identical 
artificial patches that could redirect or redistribute (i.e., compete for) consumers if habitat was 
not a limiting resource. As a complementary approach, we also constructed artificial habitat 
patches either farther from (100-300 m) (i.e., no “competition” among similar habitat patches for 
consumers) or closer to (<25 m) natural oyster reefs (i.e., “competing” neighboring sites). Thus, 
we had two orthogonal tests for comparing consumer densities and feeding rates between 
artificial reefs in low and high habitat-availability conditions (Fig. 1.2, Fig. 1.3). Following this 
design, if densities and feeding rates were higher in the low habitat-availability treatment relative 
to the high habitat-availability treatments, we concluded that consumers were simply 
redistributed by habitat subsidies rather than released from habitat limitation (i.e., weak habitat 
limitation; Fig. 1.1A). Conversely, if densities or feeding rates in focal artificial reefs between 
the low and high habitat-availability treatments were equivalent then we concluded habitat 
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subsidies could linearly increase secondary production (i.e., habitat limitation; Fig. 1.1B). 
Although not anticipated, densities or feeding rates might also be elevated in high habitat-
availability treatments relative to the low habitat-availability treatment, in which case we 
concluded that strong habitat limitation existed (Fig. 1.1C). 
Each focal artificial reef consisted of 2 cinder blocks placed side-by-side with the holes 
facing up/down. Cinder blocks were colonized by epibenthic fauna such as the eastern oyster 
(Crassostrea virginica), the fragile barnacle (Chthamalus fragilis), bryozoans (e.g. Bugula 
neritina), and tunicates (Didemnum duplicatum and Styela plicata), mimicking the epifaunal 
diversity of nearby oyster reefs (Fodrie et al. 2014). Across the study sandflat, artificial reefs 
were either isolated (>16 m, sensu Stier and Osenberg 2010) from any other artificial reef (low 
habitat-availability: LHA), or surrounded by seven additional cinder blocks arranged in a circle 
(3-m diameter) around the central, focal artificial reef (high habitat-availability: HHA) (Fig. 1.2, 
Fig. 1.3). Five of these surrounding seven blocks were placed as singles, while the remaining two 
were paired so as to be identical with the central, focal artificial reef (thus allowing edge-interior 
comparisons within the HHA treatments as a methodological check; Table 1.1). The LHA and 
HHA units were deployed randomly along four parallel transect lines, and separated from all 
other replicates by at least 16 m, as well as >100 m from natural oyster reefs.   
A total of 12 LHA and 12 HHA units were deployed. Half of these units were constructed 
using large cinder blocks (20 cm x 20 cm x 40 cm; two hole openings: 13cm x 15 cm x 20 cm) 
and were placed in transects 2 and 4, while the other half were made using small cinder blocks 
(10 cm x 20 cm x 40 cm; two hole openings: 4 cm x 16 cm x 20 cm) and were placed in transects 
1 and 3. We used different sized blocks to sample the diverse range of body types/sizes in 
shallow estuarine systems (across species, life stages, etc.). For example, stone crabs (Menippe 
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mercenaria) have been shown to select refuge habitat based on how shelter size matches their 
body size (Beck 1997). Thus, each treatment had a refuge space of four holes as well as the space 
between cinder blocks. Our main objective was to look at the effect of added habitat subsidies on 
density and thus block size was not used as a treatment, but only as part of our experimental 
design to sample the size range of juvenile and adult crabs and fishes that commonly occupy 
estuarine reefs. Therefore, we summed densities from each small and large block LHA from 
transect 1 plus transect 2 (n = 3), as well as densities from each small and large block LHA from 
transect 3 plus transect 4 (n = 3) for a total of 6 replicates of LHA. The same method was 
conducted for the HHA treatment. Large and small blocks pairing to define replicates of each 
treatment type was based on spatial proximity, with nearly uniform distances between all large-
small block pairs based on the parallel transect lines described above (small blocks were 
deployed on two of the four parallel transect lines).       
As an additional test of habitat-availability effects, we constructed 12 more artificial reef 
units along a single transect that was <25 m from natural oyster reefs located along the shoreline 
and immediately adjacent to our study area. Again, these units consisted of two large (n = 6 
units) or small (n = 6 units) cinder blocks placed side-by-side, and were separated from each 
other by >16 m. Nearby natural oyster reefs, >500 m2 in total area, could “compete” with these 
experimental artificial reefs for mobile consumers, analogous to the HHA treatment described 
above. Hereafter, we distinguish this third treatment type as high-natural-habitat-availability: 
HNHA. Again, nearest-neighbor large- and small-block reefs were pooled to define replicates of 
the HNHA treatment (n = 6). Thus, comparisons could be made between LHA and HHA 
treatments, as well as LHA and HNHA treatments, to assess the effect of habitat availability on 
estuarine fishes and crustaceans (Fig. 1.2).  
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Field sampling 
 Experimental reefs were constructed in May 2012, and then sampled biweekly in June 
through August, as well as monthly in September and October for a total of eight sampling 
periods. Every cinder-block pair that comprised LHA and HNHA treatments was sampled during 
each period, except during our 6th sampling trip (Aug. 22-23, 2012), when we were only able to 
collect data from half (n = 3, instead of 6) of the HNHA experimental reefs before having to end 
our trip due to severe weather. Within the HHA units, we sampled the central, focal cinder-block 
pair, along with the paired cinder blocks on the outside rim of each cluster.  
During sampling we enclosed each cinder block in a vexar mesh cage (holes <5 mm) to 
capture organisms occupying the outside or interior of the block. Caged blocks were brought to 
the surface to quantify the abundance of stone crabs, oyster toadfish (Opsanus tau), gobies 
(Gobiidae), blennies (Blenniidae), and other fauna. To track the movement of stone crabs across 
our experimental reefs, we glued a numbered plastic disk on each individual’s carapace (stone 
crabs >40 mm carapace width [CW]) prior to release (sensu Beck 1997). Our experimental 
design was similar to Stier and Osenburg (2010); however, their study primarily evaluated 
colonization, while we examined habitat use over longer periods (incorporating density-
dependent habitat selection), and therefore unlike Stier and Osenberg (2010) we returned 
organisms to the patch reef from which they were captured after each sampling effort.  
Our caging method was suitable for capturing benthic refuge-seeking species (e.g. 
blennies, gobies, oyster toadfish, and stone crabs), but was not appropriate for estimating 
abundances and behaviors of more mobile fish species (e.g. black sea bass [Centropristis 
striata], sheepshead [Archosargus probatocephalus], filefish [Stephanolepis hispidus]). 
	 16	
Therefore, we quantified evidence of fish foraging on sessile epibiota during each sampling 
period to determine how habitat availability affected trophic transfers. Foraging was evaluated at 
72 (large blocks) or 60 (small blocks) points on each block using a grid-intercept approach (20 
cm x 40 cm pvc frame with string gridlines every 4 cm vertically and horizontally). At each grid 
intersection, we noted if epifauna (mainly barnacles) had been removed by foraging as evidenced 
by the characteristic bites or scrapes of fishes such as sheepshead, which were readily 
distinguishable from bare, blackened (anoxic) areas along the base of each habitat block resulting 
from burial.  
We attempted serial video recordings using 2 GoPro™ (HD HERO 2) cameras to 
quantify the abundance and foraging rates of highly mobile fishes that did not leave obvious 
physical evidence of foraging - such as the scrapping scars left by sheepshead. During each 
deployment, from early September to the end of October, one camera captured video imagery 
from a randomly selected LHA array (large cinder blocks only), while the other simultaneously 
recorded the central pair of cinder blocks within a randomly selected HHA array (large cinder 
blocks only). Cameras were deployed within 3 hours of high tide, and set 0.5 m off the bottom so 
that the paired cinder blocks were centered in the field of view. Video recording began 5 minutes 
after deployment to limit potential artifacts associated with camera set up, and lasted for 60 
minutes. Due to a combination of low visibility on camera-deployment dates (representing 
anomalously poor conditions at this site) and equipment malfunctions, we only succeeded in 
collecting 2 replicate videos from LHA and HHA arrays: paired videos captured on 17-Sept-
2012 and 15-Oct-2012. From each video, we evaluated mobile fish abundance(s) by averaging 
counts of each observed species from 7 randomly selected still frames within each 60-minute 
recording (i.e., 1 fish-abundance datum video-1). To be included in still-frame counts, fishes had 
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to be visible within 0.5 m of the focal reef patch. From each recording, we also randomly 
selected a 5-minute video segment and documented: (1) as a proxy for feeding rates, every time a 
fish (species noted) scraped or bit the surface of the focal patch reef; and (2) the number of intra- 
or interspecific agonistic displays, defined as directed chases towards another individual by fish 
within 0.5 m of the focal reef patch (Toscano et al. 2010).  
Statistical analyses 
 We compared habitat treatments separately (HHA vs. LHA and HNHA vs. LHA) for the 
following response variables using a repeated measures (8 sampling events) analysis of variance 
(ANOVA): adult stone crab densities (CW >40 mm), oyster toadfish densities, and percentage of 
blocks defined by evidence of foraging. For juvenile stone crab densities (CW < 40 mm) and 
small cryptic fish densities (blenny and goby counts were combined because identification to 
species was difficult for small individuals and these species are functionally similar), we 
analyzed the final sampling event (11-Oct-2012) using a one-way ANOVA. We analyzed only 
the final sampling event for juvenile stone crabs and small cryptic fishes because recruitment of 
these organisms was observed to be dependent on establishment of the fouling community on the 
experimental reefs, which occurred over several weeks (i.e., after our first few sampling events). 
Stone crabs were separated by size because this species selects refuge habitat based on how 
shelter size matches individual’s body size (Beck 1997). Other species we collected were 
excluded from analyses since only a few individuals were captured overall or they were highly 
mobile and not reliably sampled by our collection methods. These organisms include blue crab 
(Callinectes sapidus), pinfish (Lagodon rhomboides), spiny lobster (Panulirus argus), common 
octopus (Octopus vulgaris), and lane snapper (Lutjanus synagris). 
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 For each response variable, we also ran repeated measures (if applicable) ANOVAs 
comparing LHA vs. HHA vs. HNHA as a single test, in addition to the separate LHA vs. HHA 
and LHA vs. HNHA comparisons. Using either the single or separate ANOVAs, qualitative 
results were overwhelmingly consistent (Tables 1.3, 1.5, 1.7). To simplify the presentation of our 
repeated measures design, and minimize the risk of type II error (note further discussion below), 
we focus our presentation of results based on the separate LHA vs. HHA and LHA vs. HNHA 
analyses.    
Juvenile stone crabs, adult stone crabs, oyster toadfish, small cryptic fishes, and evidence 
of grazing (via point-intercept method) data were Box-Cox transformed prior to analysis to meet 
the assumptions of normality (Shapiro-Wilk Test, P > 0.05) and homogeneity of variance 
(Levene’s test, P > 0.05). Given our repeated sampling design, we used the univariate unadjusted 
test to determine significance between treatment and sampling period densities when Mauchly's 
sphericity test X2 > 0.05, or the Greenhouse-Geisser adjusted F-test when X2 < 0.05. 
Using the two replicate video samples from LHA and HHA treatments, we compared 
mobile fish abundance (sheepshead, black sea bass, planehead filefish, and total fishes), foraging 
activity (total bites minute-1), and agonistic displays (chases by sheepshead minute-1). Low 
replication precluded use of formal statistics; therefore, we consider these raw video data as 
informative rather than conclusive. Instead, we focus holistically on qualitative differences 
among treatments in the video, combined with physical evidence (i.e., grazing scars), to support 
our conclusions.  
Additionally, we examined the movement patterns of (tagged) recaptured stone crabs to 
ensure that patch-by-patch densities were not due to a few crabs taking up permanent residence 
in particular patch reefs. We found that only 1.3% of stone crabs stayed in the same patch reefs 
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over the course of any two-week period (for mobile fishes, we expect that this rate was even 
lower). Furthermore, to ensure that differences between HHA and LHA treatments were not 
simply due to “edge” effects rather than habitat availability (i.e., LHA could be considered 
“edge” relative to the focal patch in HHA treatments), we also directly compared consumer 
densities between the HHA focal patch and the paired blocks included in the outer ring of the 
HHA treatment (Table 1.1). We found no differences in consumer densities or grazing intensity 
between the HHA focal patch and the paired blocks included in the outer ring of the HHA 
treatment (all Ps >0.16; Table 1.1). 
Given our design, failure to reject a null hypothesis led us to the ecologically meaningful 
conclusion that taxa were indeed habitat limited, elevating the potential threat posed by type II 
statistical error. We note, however, that our core conclusions were likely robust against this 
concern as: (1) we were able to document highly significant differences among treatments for 
several taxa based on our sampling design (i.e., our replication provided sufficient power to 
detect differences among treatments); (2) we set our alpha at 0.1 instead of 0.05; and (3) for taxa 
not exhibiting statistically significant differences, means were nearly identical (consistent across 
all sampling events), or the trend was for higher abundances in the HHA versus LHA treatments 
(e.g., mobile fishes), and p-values were typically >0.3. Therefore, these are not likely scenarios 
in which further sampling power would reveal ecologically meaningful treatment differences that 
altered our conclusions regarding habitat limitation. Analyses were performed using JMP 
software version 9.0 (SAS Institute 2012). 
 
Results 
	 20	
The response of consumers to increasing habitat availability varied across taxa and 
between life stages (for stone crabs). In comparing LHA vs. HHA treatments at the last sampling 
event, we found approximately three times more juvenile stone crabs in the low habitat 
availability arrays (mean ± standard error: 8.2 ± 1.2 individuals per experimental reef) compared 
to the high habitat availability arrays (2.5 ± 1.1 ind. reef-1) (Fig. 1.4a; Table 1.2: P<0.001). 
Similarly, we found nearly twice as many small cryptic fishes in the LHA arrays (5.8 ± 0.8 ind. 
reef-1) compared to the HHA arrays (3.5 ± 0.8 ind. reef-1), demonstrating that as habitat 
availability increased, local density decreased (weak habitat limitation) (Fig. 1.4d; Table 1.2: 
P=0.083). Our findings for LHA vs. HNHA arrays mirrored patterns observed between LHA and 
HHA arrays. We found nearly 33 times more juvenile stone crabs in the LHA arrays (8.2 ± 1.2 
ind. reef-1) compared to the HNHA arrays (0.3 ± 0.3 ind. reef-1) during the last sampling event 
(Fig. 1.4e; Table 1.2; P<0.001). Similarly, we found nearly two times more small cryptic fishes 
in the LHA arrays (5.8 ± 0.8 ind. reef-1) compared to the HNHA arrays (3.0 ± 0.9 ind. reef-1) 
demonstrating again that as habitat availability increased, local density decreased (weak 
limitation) (Fig. 1.4h; Table 1.2: P=0.048). Although we limited our statistical analyses to the 
last sampling period for juvenile stone crabs and small cryptic fishes, we did note that in 30 out 
of 32 possible instances (two response variables by eight sampling periods by two experimental 
approaches), densities trended higher in the LHA treatments relative to the HHA or HNHA 
treatments (Fig. 1.4a, d, e, h). Thus, we consider the results of the final sampling event to be 
representative of the entire five-month study.  
In contrast, we found no difference in densities between the LHA and HHA treatments 
for adult stone crabs (P=0.588) and oyster toadfish (P=0.353) through time, thus indicating that 
each of these taxa was habitat limited (Fig. 1.4b-c; Table 1.4). For adult stone crabs and oyster 
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toadfish we also recorded no difference in density between LHA and HNHA arrays through time 
(adult stone crabs: P=0.324; oyster toadfish: P=0.675; Fig. 1.4f-g; Table 1.4). Furthermore, raw 
means across time were strikingly and consistently similar between LHA and HHA/HNHA 
treatments for adult stone crabs and oyster toadfish (Table 1.5: P=0.609 and P=0.136 
respectively). 
Averaged across time, there was a 1.4 fold increase in foraging on the HHA arrays (6.65 
± 1.8 % reef foraged on) compared to LHA arrays (4.86 ± 1.12 % reef foraged on) suggesting 
that as habitat availability increased, trophic transfers also increased (strong habitat limitation) 
(Fig. 1.5a; Table 1.6: P= 0.009). However, there was no difference in the percentage of foraging 
evidence on reefs (averaged across time) between the LHA arrays (4.86 ± 1.12 % reef foraging 
on) and the HNHA arrays (3.3 ± 1 % reef foraged on) (habitat limitation) (Fig. 1.5b; Table 1.6: 
P=0.211). We do note that these orthogonal approaches agreed in suggesting, at a minimum, 
habitat limitation, and in both analyses there was no interaction of time and treatment (Tables 1.6 
& 1.7). 
We observed four fishes in our video captures: sheepshead, black sea bass, planehead 
filefish, and pinfish. Total fish counts were 1.0 ± 0.2 fish video-frame-1 in the HHA array and 0.2 
± 0.1 fish video-frame-1 in the LHA array (Fig. 1.5c). Both black sea bass and planehead filefish 
were absent from LHA treatments during our two video samples, but were present in HHA 
arrays (0.4 ± 0.1 black sea bass video-frame-1; 0.1 ± 0.1 planehead filefish video-frame-1). 
Sheepshead were 2.5 times more abundant in HHA arrays (0.5 ± 0.1 sheepshead video-frame-1) 
than LHA arrays (0.2 ± 0.1 sheepshead data frame-1). 
Evidence of foraging activity in videos largely followed patterns recorded for fish counts 
(Fig. 1.5d). Foraging activity trended higher in HHA treatments in each comparison: 3.7 ± 0.8 
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vs. 2.0 ± 0.7 (HHA vs. LHA) bites minute-1 for total fishes; 2.9 ± 0.7 vs. 2.0 ± 0.7 (HHA vs. 
LHA) bites min-1 for sheepshead; 0.4 ± 0.2 vs. 0 ± 0 (HHA vs. LHA) bites min-1 for black sea 
bass; and 0.4 ± 0.2 vs. 0 ± 0 (HHA vs. LHA) bites min-1 for planehead filefish. There appeared to 
be no difference in agonistic displays by sheepshead between HHA (0.2 ± 0.07 chases minute-1) 
and LHA (0.1 ± 0.01 chases minute-1) treatments. 
 
Discussion 
Our results provide examples for each of the three potential responses of mobile 
consumers to changes in habitat availability. We observed weak habitat limitation (Fig.1.1A) for 
juvenile stone crab and small cryptic fishes, and habitat limitation (Fig. 1.1B) for adult stone crab 
and oyster toadfish. Furthermore, despite low sampling power in our video trials, our collective 
results lead us to speculate that sheepshead densities likely increased as habitat availability grew, 
suggestive of strong habitat limitation for at least 1 taxa in this estuarine assemblage (Fig. 1.1C). 
This pattern was supported by evidence of grazing on experimental blocks (primarily sheepshead 
scraping), which was unequivocally statistically elevated in HHA arrays relative to LHA 
treatments (Fig. 1.5a; while HNHA = LHA in Fig. 1.5b). These grazing marks represent an 
unambiguous sign of not only sheepshead presence, but relative rates of trophic transfer between 
treatments, which trended higher as habitat increased (in agreement with available video 
evidence of local abundance and grazing activity by sheepshead). 
Since all of the species observed on our experimental reefs are expected to utilize 
biogenic habitats during one or more life stages for refuge or food, a strong link appears to exist 
between habitat use and carrying capacity for these taxa in estuarine systems (Lehnert and Allen 
2002). We found many of these species exhibited (at a minimum) habitat limitation during at 
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least one stage of their life-history, which could present a population bottleneck based on habitat 
access. Therefore, community-wide consumer biomass accumulation appears limited by the 
availability of structurally complex habitat in this temperate estuarine assemblage. These 
findings provide additional insight for how global declines in structurally complex biogenic 
habitats (Waycott et al. 2009, Alongi 2002, Zu Ermgassen et al. 2012) may have reduced the 
overall nekton production of coastal ecosystems. 
In addition to taxon-specific numerical and foraging responses to habitat subsidies, we 
observed different levels of habitat limitation across life-stages even within a single species. In 
contrast to the habitat limitation observed in adult stone crabs (> 40 mm), juvenile stone crabs 
exhibited weak habitat limitation, likely as a result of a surplus of suitable settlement and refuge 
substrate such as shell fragments, loose debris, and drift algae that functions similarly to the 
crevices among the fouling community that characterized our experimental reefs (Krimsky and 
Epifanio 2008). This disparate response to habitat subsidies across the stone crab life history is 
consistent with past research from the Gulf of Mexico demonstrating that size-specific refuge 
bottlenecks occur in later-stage juvenile and adults (25 mm and 100 mm sizes, respectively) of 
M. adina and M. mercenaria hybrids, potentially limiting production in both species (Beck 1995, 
1997). Stone crabs are common residents among complex, high relief oyster reefs (Lehnert and 
Allen 2002); however, eastern oyster reefs have declined by 85% in North Carolina (and 
globally; Zu Ermgassen et al. 2012), potentially resulting in a lack of size-appropriate refuges for 
later stage juvenile and adult stone crabs in our study system, thus creating a bottleneck in 
population fitness. Indeed, during the second half of our study we collected, on average, one 
adult stone crab from each small patch reef in both LHA and HHA treatments, indicating there 
are many individuals across an estuarine landscape searching for suitable habitat. Thus, it is 
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important to note that even though juvenile stone crab abundances appear to be only weakly 
limited by habitat availability, overall stone crab populations are habitat limited via the 
requirements of reproductive individuals (which likely means that habitat also indirectly affects 
the size of juvenile stone crab cohorts). Habitat subsidies also created a secure refuge for adult 
female oyster toadfish and blue crabs that had deposited or were carrying, respectively, fertilized 
eggs (D. Keller, personal observation). In several instances, we even collected dozens of newly 
hatched toadfish (not included in toadfish CPUEs) in both our LHA and HHA/HNHA 
experimental reefs, indicating that habitat subsidies could lead to an increase in oyster toadfish 
biomass at population-level scales.  
A general concern in conducting field experiments relates to scale: is the size of a 
manipulation (habitat subsidy in this case) relevant for focal species, and are treatments spaced 
appropriately to function independently? The sizes of our experimental units, although relatively 
small (LHA, HHA, HNHA; ~0.5-3.0 m in diameter), are representative of the size of natural and 
constructed patch reefs in our study region (sensu Grabowski et al. 2005, Fodrie et al. 2014) and 
are thus appropriate for exploring animal-habitat relationships within this community. Of more 
concern in this study is whether 16-m spacing among treatments was sufficient to allow 
individuals to identify LHA treatments as truly isolated habitat patches. Notably, previous habitat 
availability studies with adult stone crabs have used experimental designs with treatments 
separated at smaller distances (Lindberg et al. (1990): 2 m apart; Beck et al. (1995, 1997): 1 m 
apart) than what we used here. We cannot, however, claim complete isolation, and thus absolute 
independence between our experimental treatments. Indeed, most species are capable of wider 
movement than the scale of the study system and thus the maximum dispersal distance (a rate not 
usually known) is not a feasible scale to evaluate the independence of treatments within field 
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experiments (Gaillard et al. 2010). Empirical studies can nevertheless quantify selection of 
different structured habitats at small spatial scales and thereafter determine how the survival and 
reproductive performances apply to population levels at larger scales (Gaillard et al. 2010). In 
this regard, we do emphasize our units were likely located at a reasonable distance to detect 
ecologically meaningful results with regard to habitat selection and use (sensu Fodrie et al. 2014, 
Gittman et al. 2016).  
A key consideration in evaluating the broader implications of our experimental findings 
relates to whether we may ‘scale up’ our conclusions to habitat manipulations over 10s and 
1000s of meters. Indeed, each of our experimental patch reefs consisted of footprints between 0.5 
m2 and 3.5 m2, which are considerably smaller than the extent of most salt marsh, seagrass, 
oyster reef, or mangrove habitats. Still, several lines of evidence suggest our findings are 
informative and generalizable over larger (estuarine) scales. Not only were the results from our 
constructed and natural habitat (HHA and HNHA) experiments qualitatively consistent in the 
strength of habitat limitation, but the observed organism densities (Fig. 1.4) and grazing rates 
(Fig 1.5A and B) were also remarkably similar. Consumers (e.g., stone crabs, sheepshead) that 
were habitat limited in our isolated reef experiment (100-300 m away from structured habitat) 
were also habitat limited and maintained a nearly identical density even when in close proximity 
(<25 m) to natural oyster reefs that extended over several hundred square meters. Were we to 
reproduce our experimental patch reefs throughout Back Sound, we anticipate that this would 
have an important positive effect on the population sizes and structure of estuarine consumers 
(sensu Beck 1997). Moreover, we see this in terrestrial systems. Souter et al. (2004) simply 
excavated holes in grassy woodlands and found increases in local recruitment and population 
density of the endangered pygmy blue tongue lizard, Tiliqua adelaidensis. These lizards rely on 
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burrow availability for refuge and foraging opportunities, just as stone crabs, toadfish, and 
sheepshead depend on reef availability for refuge and foraging habitat. In this broader context 
across scales and systems, our study provides support for biogenic habitat restoration as a viable 
conservation strategy for mobile species population maintenance in the coastal ocean. 
While we identified several factors a priori that determine the strength of habitat 
limitation (Fig. 1.1), our experiments likely revealed additional trait-based drivers of weak-to-
potentially-strong habitat limitation for estuarine consumers. Both juvenile stone crabs and small 
cryptic fishes (i.e. blennies and gobies) were not found to be habitat-limited in our study. For 
very small individuals such as these, suitable refuge and forage sites may be ubiquitous in 
estuarine systems even without the presence of structured habitats. Rather, loose (individual) 
shells, worm tubes, and drift algae/detritus may all serve as suitable habitat for small (~ 2 cm) 
mobile nekton (Krimsky and Epifanio 2008). Consequently, the fitness of these individuals is 
largely unrelated to the availability of conspicuous biogenic habitat (i.e., weakly limited). 
Conversely, larger fishes and crustaceans – especially those in search of refuge habitat key for 
reproduction (e.g., safe mating or egg laying spaces; Conner and Rudolph 1991), such as adult 
stone crabs and toadfish in our study, are unable to access “microhabitats” such as shell 
fragments. Therefore, larger (>5 cm) reproductive individuals may be especially sensitive to the 
availability of structurally complex marsh, seagrass, or oyster reef in temperate estuaries. More 
broadly, highly mobile consumers with established territories (e.g., lions; Valeix et al. 2012), 
stopover sites (e.g., migratory birds; Moore and Young 1991), or that defend algal farms or 
brood sites (e.g., reef fish; Robertson 1996) are likely to require threshold levels of habitat that 
allow conspecifics to co-exist on the same habitat patch (strong limitation as potentially 
expressed by sheepshead). 
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Our findings expand on an emerging literature mechanistically exploring whether loss 
and disturbance of structurally complex coastal habitats will affect secondary and tertiary 
production (Yeager et al. 2012). For instance, McArthur and Boland (2006) estimated a 
production loss of $235,000 per year following a 16% decline in South Australian seagrass cover 
over 100’s of kilometers. This estimate, however, was derived from static density measurements 
in extant seagrass meadows, and therefore a major source of uncertainty in this figure results 
from ambiguity in the functional response of seagrass-associated fishes to changes in habitat 
cover. Equally important, the efficacy of large-scale habitat restoration as a fishery management 
tool relies on an improved ability to define the level of habitat-based population regulation for 
harvested species (Peterson et al. 2003). Our data suggests that system-wide biomass 
accumulation follows from habitat subsidies in a temperate estuary, and provides new 
mechanisms demonstrating why both habitat conservation and restoration in the coastal ocean 
are laudable priorities in ecosystem-based management initiatives.  
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TABLES 
Table 1.1 Repeated measures ANOVA results by edge and interior HHA habitat pooled across 
block size for juvenile stone crabs, adult stone crabs, oyster toadfish, and small cryptic fishes 
(blennies + gobies) over 8 time periods. All p-values below 0.1 are bolded (alpha set to 0.1). 
 
 
 
 
 
 
 
 
 
 
 
Species Test Exact F NumDF DenDF Pvalue 
Juvenile stone crab 
Between (Habitat Type) 2.29 1 10 0.161 
Sphericity    <0.001 
Within 0.19 2.74 27.39 0.890 
Time 76.87 2.74 27.39 <0.0001 
Time*Habitat Type 0.19 2.74 27.39 0.890 
.001Adult stone crab 
Between (Habitat Type) 0.004 1 10 0.948 
Sphericity    0.703 Within 0.75 7 70 0.630 
Time 4.29 7 70 <0.001 
Time*Habitat Type 0.75 7 70 0.630 
Oyster toadfish 
Between (Habitat Type) 0.54 1 10 0.480 
Sphericity    0.569 Within 1.48 7 70 0.190 
Time 4.03 7 70 <0.001 
Time*Habitat Type 1.48 7 70 0.189 
Small cryptic fishes 
Between (Habitat Type) 0.07 1 10 0.804 
Sphericity    <0.0001 Within 0.8 2.58 25.84 0.489 
Time 13.42 2.58 25.84 <0.0001 
Time*Habitat Type 0.8 2.58 25.84 0.489 
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Table 1.2 ANOVA results by habitat type (LHA vs. HHA and LHA vs. HNHA) for juvenile 
stone crabs and small cryptic fishes (blennies + gobies) at time period 8 (11 October 2012). All p-
values below 0.1 are bolded (alpha set to 0.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Species Treatment Source DF Sum of  
Squares 
Mean Square F-Ratio Prob> F 
Juvenile 
stone crab 
LHA vs. HHA 
Habitat Type 1 141.66 141.66 73.55 <0.0001 
Error 10 19.26 1.93   
C. Total 11 160.92    
LHA vs. HNHA 
Habitat Type 1 188.02 188.02 39.41 <0.0001 
Error 10 47.71 4.77   
C. Total 11 235.73    
Small 
cryptic 
fishes 
LHA vs. HHA 
Habitat Type 1 13.75 13.75 3.72 0.083 
Error 10 36.97 3.7   
C. Total 11 50.72    
LHA vs. HNHA 
Habitat Type 1 21.17 21.17 5.063 0.048 
Error 10 41.8 4.18   
C. Total 11 62.97    
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Table 1.3 ANOVA results by all habitat types (LHA, HHA, HNHA) for juvenile stone crabs and 
small cryptic fishes (blennies + gobies) at time period 8 (11 October 2012). All p-values below 0.1 
are bolded (alpha set to 0.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Species Source DF Sum of  
Squares 
Mean Square F-Ratio Prob> F 
Juvenile 
stone 
crab 
Habitat Type 2 199.69 99.85 18.44 <0.0001 
Error 15 81.21 5.41   
C. Total 17 280.9    
Small 
cryptic 
fishes 
Habitat Type 2 25.75 12.88 2.95 0.083 
 
Error 15 65.38 4.36   
C. Total 17 91.13    
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Table 1.4 Repeated measures ANOVA results by habitat type (LHA vs. HHA (n=12) and LHA 
vs. HNHA (n=9)) for adult stone crabs and oyster toadfish over 8 time periods. All p-values 
below 0.1 are bolded (alpha set to 0.1). 
 
Species Treatment Test Exact F NumDF DenDF Pvalue 
Adult 
Stone 
Crab 
LHA vs. HHA 
Between (Habitat Type) 0.31 1 10 0.588 
Sphericity    0.068 Within 0.42 7 70 0.885 
Time 5.51 7 70 <0.0001 
Time*Habitat Type 0.42 7 70 0.885 
LHA vs. 
HNHA 
Between (Habitat Type) 1.13 1 7 0.324 
Sphericity    0.02 Within 2.70 3.19 22.31 0.067 
Time 5.00 3.19 22.31 0.008 
Time*Habitat Type 2.70 3.19 22.31 0.067 
Adult 
Oyster 
Toadfish 
LHA vs. HHA 
Between (Habitat Type) 0.95 1 10 0.353 
Sphericity    0.562 Within 1.27 7 70 0.276 
Time 6.32 7 70 <0.0001 
Time*Habitat Type 1.27 7 70 0.276 
LHA vs. 
HNHA 
Between (Habitat Type) 0.19 1 7 0.675 
Sphericity    0.307 Within 0.26 7 49 0.966 
Time 3.38 7 49 0.005 
Time*Habitat Type 0.26 7 49 0.965 
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Table 1.5 Repeated measures ANOVA results comparing all habitat types (LHA (n=6), HHA 
(n=6), and HNHA (n=3)) for adult stone crabs and oyster toadfish over 8 time periods. All p-
values below 0.1 are bolded (alpha set to 0.1). 
 
Species Test Exact F NumDF DenDF Pvalue 
Adult 
Stone 
Crab 
Between (Habitat Type) 0.52 2 12 0.609 
Sphericity    0.011 
Within 1.44 7.05 42.32 0.219 
Time 1.49 3.53 42.32 0.227 
Time*Habitat Type 1.44 7.05 42.32 0.219 
Adult 
Oyster 
Toadfish 
Between (Habitat Type) 2.37 2 12 0.136 
Sphericity    0.597 
Within 1.94 14 84 0.033 
Time 7.27 7 84 <0.0001 
Time*Habitat Type 1.94 14 84 0.033 
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Table 1.6 Repeated measures ANOVA results of statistical analysis of the effects of treatment 
type on fish grazing rates (via point-intercept method) over the eight sampling periods. All p-
values below 0.1 are bolded (alpha set to 0.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Treatment Test Exact F NumDF DenDF Prob>F 
LHA vs. 
HHA 
Between (Habitat Type) 5.042 2 54 0.01 
Sphericity    <0.0001 
Within 0.64 3.6 158.35 0.619 
Time 13.07 3.6 158.35 <0.0001 
Time*Habitat Type 0.64 3.6 158.35 0.619 
LHA vs. 
HNHA 
Between (Habitat Type) 1.63 1 33 0.211 
Sphericity    <0.0001 
Within 1.07 3.78 124.7 0.370 
Time 10.69 3.78 124.7 <0.0001 
Time*Habitat Type 1.07 3.78 124.7 0.370 
	 39	
Table 1.7 Repeated measures ANOVA results of statistical analysis of the effects of all habitat 
treatment types on fish grazing rates (via point-intercept method) over the eight sampling 
periods. All p-values below 0.1 are bolded (alpha set to 0.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Test Exact F NumDF DenDF Prob>F 
Between (Habitat Type) 5.04 2 54 0.01 
Sphericity    <0.0001 
Within 0.85 7.55 203.8 0.556 
Time 13.38 3.77 203.8 <0.0001 
Time*Habitat Type 0.85 7.55 203.8 0.556 
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FIGURES 
 
Figure 1.1 Conceptual diagram representing the potential responses of consumers to changes in 
habitat availability (A-C). As habitat availability varies, local densities may decrease, remain 
stable, or increase. In turn, these responses determine how regional biomass accumulation is 
impacted by habitat loss or gain. Also: II) the diverse, yet related, terminology that has been 
applied to gage the strength of habitat limitation across sub-disciplines such as coral-reef 
ecology, restoration (conservation biology), and fisheries; III) the mechanisms that drive a 
population towards one of these three qualitative levels of habitat limitation; and IV) the 
experimental results that would lead us to conclude that populations fall into a spectrum of weak 
to strongly limited by habitat availability (following from graphs on left). LHA stands for low 
habitat availability treatments, while HHA and HNHA stand for 2 orthogonal treatments 
representing high habitat availability and high natural habitat availability, respectively. 
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Figure 1.2 Conceptual diagram representing our experimental design. Solid black rectangles 
represent focal cinder blocks (2 side-by-side) sampled in the low habitat availability treatment 
surrounded only by mudflat (LHA), the high habitat availability treatment surrounded by similar 
cinder blocks within the mudflat (HHA), and the high natural habitat availability treatment near 
natural oyster reefs (HNHA). Bidirectional arrows reflect the statistical comparisons possible to 
evaluate the degree of habitat limitation for mobile estuarine taxa.  
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Figure 1.3 a) Underwater view of large cinder blocks LHA with adult sheepshead. b) Aerial 
overview of the HHA artificial reef in the mudflat.  
 
 
 
 
 
 
 
 
 
 
 
 
	 43	
 
Figure 1.4 Density (µ ± SE) of juvenile stone crabs, adult stone crabs (Menippe mercenaria), 
oyster toadfish (Opsanus tau), and small cryptic fishes (gobies (Gobiidae) and blennies 
(Blenniidae) per block pair over a five-month period in 2012. Graphs a-d are comparisons 
between HHA (high habitat availability) and LHA (low habitat availability) treatments, and 
graphs e-h are comparisons made between HNHA (high natural habitat availability) and LHA 
treatments. 
 
 
 
Time	(month)	
Time	(month)	
	 44	
 
Figure 1.5 Percent of reef foraged on (µ ± SE) for the a) HHA (high habitat availability) or b) 
HNHA (high natural habitat availability) patch reefs versus LHA (low habitat availability) patch 
reefs over a five-month period in 2012. c) Count of fishes video-frame-1 and d) fish bites minute-
1 on HHA and LHA treatments during September and October video recordings (SH = 
sheepshead [Archosargus probatocephalus], BSB = black sea bass [Centropristis striata]; PF = 
planehead filefish [Stephanolepis hispidus], and TOT represents all fishes combined). In panels 
c) and d), each replicate video is presented as a separate data point (N = 2 for each treatment for 
each taxa); “(2)” represents data points that fall on top of each other. 
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CHAPTER 2: SALT MARSH SHORELINE GEOMORMOPHOLGY INFLUENCES 
THE DEVELOPMENT OF CONSTRUCTED OYSTER REEFS AND USE BY 
ASSOCIATED FAUNA 
 
Introduction 
The production and sustainability of fishes and mobile crustaceans (nekton hereafter) is 
routinely linked to the abundance and quality of structured habitats that serve as essential refuge 
or foraging areas within estuaries (e.g. oyster reefs, seagrass, saltmarsh, and mangroves; Gibson 
1994; Beck et al. 2001; Gratwicke and Speight 2005; Humphries et al. 2011). However, the area 
of these habitats has declined globally, and in many places disappeared completely, potentially 
contributing to lost service delivery (Grabowski et al. 2012), particularly fishery production 
(sensu Keller et al. 2017). In response, managers across local, national, and international 
divisions have significantly increased restoration efforts to re-establish vital habitat for fauna. 
Oyster reefs (Crassostrea virginica) are a critical habitat to restore since they have experienced 
declines of up to 85% worldwide (Zu Ermgassen et al. 2012) and provide essential nursery 
habitat to a plethora of species. Successful restoration of oyster reefs can be influenced by a 
variety of factors such as aerial exposure (Fodrie et al. 2014), water quality (salinity, temp, 
oxygen concentration; Lenihan et al. 1999; Dickinson et al. 2012), sedimentation (Taylor and 
Bushek 2008), or the location where reefs are placed within a mosaic of habitat patches (i.e., 
landscape setting; Grabowski et al. 2005; Ziegler et al. in press). Landscape setting can be a 
particularly important determinant of oyster settlement and survival, as well as habitat use and 
foraging patterns by mobile fauna (Micheli and Peterson 1999; Fodrie et al. 2015).   
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In addition to efforts to enhance nekton production, oyster restoration is often employed 
for protecting shorelines at the land-sea interface (Scyphers et al. 2011). Oyster restoration 
adjacent to eroding salt marshes (e.g. living shorelines) has become an expanding initiative that 
effectively protects and augments habitat quality and quantity (Scyphers et al. 2011; Gittman et 
al. 2016). Many restoration designs call for placing a reef adjacent to a salt marsh shoreline that 
is experiencing erosion (Currin et al. 2010). Eroding saltmarsh shorelines are often characterized 
with a scarp-like morphology (also referred to as cliffs or clifflets), where sediment composition 
and hydrodynamic characteristics may differ from less energetic non-eroding shorelines (Allen 
and Rae 1987; Marani et al. 2011: Fig.1). These eroding shorelines are characteristically affected 
by wind-generated sheer stress, which depends on the unobstructed distance over which the wind 
can blow (i.e. fetch), water depth, and duration of the wind events (Fagherazzi and Wiberg 
2009). Understanding how different salt marsh shoreline geomorphologies (e.g., with variable 
hydrodynamic energy, fetch, erosion rates, and slopes) might regulate oyster reef development 
and salt marsh habitat-use is critical for designing future restoration efforts and shoreline 
protection (Piazza et al. 2005).  
Surprisingly, research on the ecological consequences of marsh shoreline geomorphology 
on oyster reef development has lagged behind restoration practice. However, separate lines of 
research show the benthos adjacent to bulkheads are exposed to increased wave energy reflected 
off the wall, increasing both bottom scour and the amount of suspended sediments in the water 
column (Patrick et al. 2014). Similarly, waves reflecting off marsh scarps could decrease the 
survival of newly settled oyster spat on cultch shells by increasing movement and displacement 
of shells from the reef. Ultimately, as we continue to see salt marshes eroding along coastal 
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shorelines we need to understand if restored oyster reefs can survive in high-fetch shorelines and 
if added reefs will increase habitat-use and trophic transfer. 
The functions (habitat-use and foraging ability) associated with constructing reefs 
adjacent to salt marsh shorelines with variable geomorphology are still unclear. Specifically, the 
evidence that constructed oyster reefs will enhance nekton has been equivocal, with some studies 
showing strong enhancement (Peterson et al. 2003), while others have found no change 
(Grabowski et al. 2005; Geraldi et al. 2009). One hypothesis for no nekton enhancement is that 
additional biogenic habitat may offer similar habitat refuge and thus is functionally redundant 
habitat for mobile or transient nekton (Geraldi et al. 2009). On the other hand, studies that did 
find enhancement with restoration predicted predators like blue crabs and mobile fishes (i.e. 
sheepshead) might be attracted to that structure, which could ultimately increase predation in 
adjacent salt marsh edge habitats (Humphries et al. 2011) and affect transfer of energy from land 
to sea (Abrantes et al. 2015). In addition to the ambiguity of how habitat-use and foraging ability 
may or may not shift with the addition of restored oyster reefs, there is also an unresolved 
question of how these dynamics play out across variable salt marsh shoreline geomorphologies. 
There is widespread recognition that nekton utilize intertidal creeks (Allen et al. 2007) as 
corridors to access the marsh (Rozas et al. 1988), as well as a place for foraging and refuge 
(Kneib 1997; Gibson 2003). However, less is know about the habitat utilization and foraging 
abilities of nekton along salt marsh shorelines exposed to high fetch and wave energy. Therefore, 
a better understanding of how both constructed reef presence and salt marsh shoreline 
morphology will affect nekton habitat-use and foraging ability is needed.  
The objective of this study was to monitor the development (spat and adult oyster 
density) and habitat function of oyster reefs constructed along shorelines with distinct salt marsh 
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geomorphologies: creek, ramp, and scarp shorelines. To determine whether salt marsh shoreline 
geomorphology would affect the development of these reefs, we quantified the density of live 
oyster spat and adult oysters during August 2012 (3 months post-construction) and in September 
2014 (28 months post-construction) on constructed oyster reef, natural oyster reef, and non-
constructed reference sites. We hypothesized that recruitment and adult oyster survival and 
growth would be lowest along the scarp shoreline with the highest fetch and wave-energy, as 
high rates of physical disturbance would increase spat mortality. To determine the influence of 
oyster reef construction and marsh shoreline geomorphology on habitat use by mobile fauna and 
trophic transfer, we sampled nekton density on constructed reefs, natural reefs, and non-
constructed reference sites, as well as measured predation rates on the marsh periwinkle, 
Littoraria irrorata, in the landward marsh over two years post-construction. We hypothesized 
that constructed oyster reefs located along the tidal creek shoreline (with low-fetch) would have 
the highest nekton augmentation as the added structure of the reefs would attract nekton and 
previous literature shows high nekton utilization of intertidal creeks. We hypothesized that reef 
presence would increase predation rates along marsh edges as predators (e.g., blue crabs, mud 
crabs, etc.) would be attracted to the greater structural complexity of reefs adjacent to the marsh 
for foraging. 
 
Methods 
Study location 
We conducted our study in the Rachel Carson National Estuarine Research Reserve 
(NERR) in Beaufort, NC, USA (34°42'14.99"N, 76°37'25.41"W) (Fig. 1a). The Rachel Carson 
NERR is roughly 5 x 1 km2 in area and dominated by smooth cordgrass, Spartina alterniflora, 
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along the intertidal shoreline. Our study was conducted on the south-facing shoreline of Carrot 
Island, which experiences high erosion (Riggs and Ames 2003) resulting from a large fetch and 
dominant south-southwest summer winds (Pietrafesa et al. 1986; Theuerkauf et al. 2015). 
Furthermore, the study area is exposed to waves from frequent boat traffic in a nearby channel. 
Within the study area, we classified the S. alterniflora marsh shorelines into three shoreline 
geomorphologies: creek, ramp, and scarp (Fig. 2.1b-d). We measured the fetch (m) of each 
shoreline using the distance from the shoreline to the nearest landmass at 90, 135, 180, and 225 
degrees using Google Earth and averaged these distances. The salt marsh creek shoreline (i.e., 
“creek”, Fig. 2.1b) has a low-slope (average slope = 0.07 m m-1) and low-fetch (50 m) relative to 
the scarp and ramp shorelines, with little to no landward retreat (Theuerkauf et al. 2015). The salt 
marsh ramp (i.e., “ramp”, Fig. 2.1c) is a low-sloping (average slope = 0.09 m m-1) and high-fetch 
(2,472 m) shoreline resulting in landward retreat (0.65 m yr−1 since 1958: Theuerkauf et al. 
2015). The salt marsh scarp shoreline (i.e., “scarp”, Fig. 2.1d) has a near vertical slope (average 
slope = 0.49 m m-1), with an average height of ~0.5 m, and is also relatively high-fetch (2,161 
m), and has been retreating landward at a faster rate than the ramp (0.76 m yr-1 since 1958: 
Theuerkauf et al. 2015; see Fagherazzi et al. 2012 for a description of the processes associated 
with the formation of scarp and ramp marsh shoreline geomorphologies).  
Site description and oyster reef construction 
We constructed 14 oyster reefs along the three salt marsh geomorphologies: creek (n = 
4), ramp (n = 6), and scarp (n = 4) (Fig. 2.1a). Prior to reef construction, we used a Trimble Real-
Time Kinematic (RTK) high-resolution mapping system (0.5-1.0 cm horizontal and 1.0-4.0 cm 
vertical resolution) to identify locations immediately adjacent (within 1 m) to each of the three 
salt marsh shorelines with surface elevations between -0.54 m and -0.46 m relative to the North 
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American Vertical Datum of 1988 (NAVD88). These elevations correspond to the “optimal 
growth zone” for oyster reefs in this system (Ridge et al. 2015). Following methods outlined by 
Grabowski et al. (2005), we placed adult oyster cultch to form 3-m wide (perpendicular to the 
shoreline) by 5-m long (parallel to shore) by 0.15-m tall reefs at each site in May 2012 (Fig. 2.1d 
shows cultch reef immediately post-construction).  
We also identified non-constructed reference sites along each shoreline (n = 4 creek, n = 
6 ramp, n = 4 scarp) that were greater than 10 m from constructed reefs and within the elevation 
range described above. These reference sites were characterized by unstructured bottom 
(mudflat) adjacent to salt marsh and served as our controls (Fig. 2.1a). Within some of the non-
constructed reference sites inside the creek, there were higher densities of fringing oyster clumps 
relative to the non-constructed reference sites in the other shoreline treatments (Fig. 2.1b; Fig. 
2.3b). We suspected the increased biogenic structure associated with these clumps might attract 
higher densities of nekton and modify landscape-scale differences. To test this idea, we 
conducted a field manipulation in 2014, where we removed oysters from 3 m x 5 m areas at the 
salt marsh creek edge (termed oyster removal hereafter, n = 4) (Fig. 2.2a). Finally, we sampled 
natural oyster reefs (n = 6) within the salt marsh creek to compare spat and adult oyster density, 
as well as faunal use and predation rates of natural and constructed reefs (Fig. 2.2).  
Oyster density 
We quantified the density of live oyster spat and adult oysters on constructed reefs during 
August, 2012 (3 months post-construction), and in September, 2014 (28 months post-
construction). We grouped oysters by spat (≤25 mm) and adults (>25 mm) to determine how 
constructed reefs were developing and how many of the oysters were recruits (sensu La Peyre et 
al. 2014). In August 2012, grids were mapped over each constructed reef and non-constructed 
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reference sites and three points were randomly selected for sampling within each grid. Cultch 
shells were collected by hand from each point on the constructed reef to fill the bottom of a 20 x 
20 cm2 (0.04 m2) tray. The number of oysters (all spat) were counted on these shells as a measure 
of initial recruitment intensity. We anticipated that reef structure would change over time and 
that cultch material and growing oysters would cement together over time; therefore, we adapted 
our sampling method in 2014 to also sample deeper layers of the reef. We again used a grid to 
randomly select three points to place quadrats (0.0625 m2; scaled to 1 m2 for analysis). Within 
each quadrat, we excavated all shell material until we reached the black, anoxic sediment layer 
devoid of live oysters. We counted the abundance of live oysters and also measured the length 
(mm) from the anterior to the posterior of each live oyster. Our sampling methods were similar 
to previous oyster construction projects in this area (Fodrie et al. 2014). 
Nekton density 
 We quantified nekton densities at each constructed reef and non-constructed reference 
site monthly from June–September in 2012 and July–October in 2014 using gill and fyke nets. 
During the 2014 sampling effort, we also quantified nekton densities at oyster reef removal sites 
and natural reef sites using the same methods. For two nights each month, we randomly selected 
natural reefs (n=2), constructed reefs (n=6), and non-constructed reference sites (n=6) to sample 
nekton with gill and fyke nets, using a different gear for each site across all three salt marsh 
morphologies (not all sites were sampled each month).  
Gill nets were 9-m long and 1.5-m tall to capture the entire water column. During high 
tide, one end of the gill net was placed at the marsh edge and stretched at a 45-degree angle from 
shore such that the ebb-tide current would funnel fish toward the acute angle formed by the 
marsh and net. Fyke nets were deployed at high tide along each shoreline to capture organisms 
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exiting the marsh platform with the falling tides. The ends of each fyke net wing (5.1-m long) 
were placed 0.25 m into the marsh and set for a total mouth width of 8 m (sensu Gittman et al. 
2016). All organisms leaving the marsh were funneled into a 1 × 1 × 5 m3 compartmentalized, 
3.2-mm-mesh bag. Gill net and fyke net sampling occurred during nighttime falling tides to 
capture animals as they egressed from the marsh platform, or approached the marsh edge to prey 
upon egressing nekton. 
We also sampled nekton occupying the shallow subtidal habitat adjacent to each marsh 
shoreline where oyster reef construction occurred using a 5-m-wide otter trawl (15-m head rope, 
2-cm mesh size, 0.6-cm cod end mesh, with no tickler chain; Baillie et al. 2015; Yeager et al. 
2016). The trawl was used to explore potential differences in nekton community between salt 
marsh shoreline geomorphologies at the landscape scale (~100–500 m), rather than at the reef 
scale (~5 m). Although this precluded reef versus control comparisons, trawl sampling was 
valuable as we wanted an estimate of the potential periwinkle predators within each shoreline to 
comprehend the potential drivers of our predation rates (see below). We completed 2-3 two-
minute tows (~167 m in length) each month along each salt marsh shoreline within 3 hours of a 
diurnal high tide. The location of each tow was haphazard but within the boundaries of each 
distinct shoreline geomorphology (creek, ramp, or scarp). Trawl surveys were conducted 
between June–October in 2012 and May–October in 2014.  
Predation rates 
We conducted predation assays using a common prey species, the marsh periwinkle, (L. 
irrorata), along the three salt marsh shoreline geomorphologies with and without constructed 
oyster reefs to understand if constructed oyster reefs reduce or enhance trophic transfer between 
the intertidal marsh and subtidal bottom habitat. Periwinkles (11–20 mm in shell length) were 
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attached to a 10-cm monofilament tether with marine epoxy and placed in the field by tying the 
line to a metal stake secured in the marsh surface (Fig. 2.3a). This tethering technique allowed 
snails to forage on the marsh surface in a 10-cm radius without tangling tethers and permitting 
natural behavior (e.g., climbing up and down cordgrass stems with the tide (sensu Silliman and 
Bertness 2002). Tethered periwinkles (n = 10 per plot) were deployed within paired open and 
caged plots located along the vegetated marsh edge at each reef or non-reef reference site (Fig. 
2.3b). Cages (0.65 m tall x 0.5 m wide x 0.5 m wide, 5-mm mesh hardware cloth) were used to 
account for loss of periwinkles as a result of factors other than predation (e.g. wave energy, 
desiccation, tether failure). The average number of periwinkles lost from the caged plots was 
subtracted from paired open plots to estimate periwinkle predation within each plot. Predation 
assays were conducted June–September in 2012 (n = 4 trials) and June, July, and September in 
2014 (n = 3 trials). Additionally, we quantified S. alterniflora stem heights (average of five 
tallest stems (cm)) and stem densities within each open and control plot (0.25 m2) during each 
trial to account for any behavioral differences between crabs and snails due to spatial 
heterogeneity in S. alterniflora densities (Lewis and Eby 2002).  
Statistical analyses 
To determine whether salt marsh shoreline geomorphology would affect the development 
of constructed oyster reefs, we used mixed effects models. Our model included a fixed factor: 
geomorphology (creek, ramp, scarp) and a random factor: site (replicate location), on the 
response variable: spat density in 2012. Our main objective in 2012 was to quantify where the 
spat settled along each salt marsh shoreline and therefore we monitored spat only on constructed 
reefs and not on non-constructed reference sites. In 2014 we also included the fixed factors: reef 
type (constructed and non-constructed reference sites) and the interaction of geomorphology and 
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reef type on spat and adult oyster density. We ran separate models for each year (2012 and 2014) 
as the location of where spat settle versus where the adult oysters exist can often change over 
time (Fodrie et al. 2014). To determine if total oyster densities (spat and adult oysters) were 
similar between constructed and natural reefs, we ran a mixed effects model with the fixed 
factor: reef type (oyster removal, non-constructed reference site, constructed oyster reef, natural 
oyster reef) and the random factor: site (to address the potential biases associated with each reef 
location) using only the 2014 creek data. 
To determine whether salt marsh shoreline geomorphology and constructed oyster reefs 
would affect the density of nekton, we divided our catch data into three guilds that we thought 
may respond differently to oyster reef construction and could have variable impacts on reef 
community composition: total nekton, piscivorous fishes, and blue crabs (Table 2.1). We used 
mixed effects models to analyze total nekton, piscivore, and blue crabs catch rates separately for 
each gear type (gill and fyke nets) and each year (2012 and 2014). Mixed models included fixed 
factors: geomorphology (creek, ramp, scarp), reef type (constructed and non-constructed 
reference sites), the interaction of geomorphology and reef type, month, and the random factor: 
site. Piscivores included 12 bony fishes and two shark species:	bluefish (Pomatomus saltatrix), 
cobia (Rachycentron canadum), flounder spp. (Paralichthys spp.), gag grouper (Mycteroperca 
microlepis), gray snapper (Lutjanus griseus), inshore lizardfish (Synodus foetens), jack spp. 
(Jack spp.), ladyfish (Elops saurus), lane snapper (Lutjanus synagris), oyster toadfish (Opsanus 
tau), red drum (Sciaenops ocellatus), spotted sea trout (Cynoscion nebulosus), weakfish 
(Cynoscion regalis), Atlantic sharpnose shark (Rhizoprionodon terraenovae), and bonnethead 
shark (Sphyrna tiburo). Blue crabs were analyzed separately because they are one of the main 
predators of periwinkles (Silliman and Bertness 2002). Catch data were standardized to catch-
	 55	
per-unit-effort (CPUE) for gill and fyke nets (6 hour soak-1) and for the trawl net (100-m tow-1). 
Since trawl nets were used to quantify the nekton catch rates along each marsh shoreline 
geomorphology, rather than at the individual reef or control plot scale, the mixed effects models 
only included a fixed factor: geomorphology (creek, ramp, scarp), and a random factor: tow 
replicate, with the following response variables: total nekton, piscivores, and blue crabs, 
separately for 2012 and 2014. To determine if constructed oyster reefs were serving as 
comparable habitat to natural reefs, we used a mixed effects model to analyze the effects of two 
fixed factors: reef type (oyster removal, non-constructed reference sites, constructed oyster reef, 
natural oyster reef) and month, and a random factor: site, on both the gill and fyke net 2014 creek 
data. 
We determined if predation on periwinkles (# of L. irrorata snails consumed in each plot) 
differed between constructed and non-constructed reference sites at different salt marsh shoreline 
geomorphologies. We used mixed effects models separately for 2012 (June, July, August, 
September) and 2014 (June, July, September). Our models included fixed factors: 
geomorphology (creek, ramp, scarp), reef type (constructed and non-constructed reference sites), 
and month, and the random factor: site. To determine if predation on periwinkles differed 
between all reef types (oyster removal, non-constructed reference sites, constructed oyster reef, 
and natural oyster reef), we used a mixed effects model with a binomial family link to analyze 
the effects of fixed factors: reef type and month, and the random factors: site, S. alterniflora stem 
height, and S. alterniflora stem density, on predation of periwinkles along just the creek 
shoreline in 2014.  
 For all analyses we tested the assumptions of normality with the Shapiro-Wilk test and 
equal variance with the Bartlett’s test (if normally distributed) or Levene’s test (if not normally 
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distributed) prior to analyses. Data were log (or log + 1 when the dataset included zeros) 
transformed if data were not normal and/or heteroskedastic (see data transformations in Table 
2.2). If there was a significant treatment effect, we used Tukey’s posthoc comparative analysis to 
determine differences among treatments. All analyses were conducted using R 1.0.143 (R Core 
Team 2009) and the packages lme4 and function lmer (Pinheiro et al. 2007).  
 
Results 
Oyster spat and adult density 
In August 2012, oyster spat density was highest on constructed reefs located adjacent to 
ramp marsh shorelines (93.7 ± 14.1 oyster spat pan-1; Fig. 2.4a; Table 2.3: P=0.023); however, 
two years post-construction, the lowest spat densities were found on constructed reefs were along 
the ramp marshes (46.2 ± 20.5 oysters m-2; Fig. 2.4b; Table 2.3: P=0.006). By September 2014, 
similar densities of oyster spat were found on constructed reefs along the scarp and creek (126.7 
± 31.5 oysters m-2 and 106.7 ± 33 oysters m-2 respectively; Fig. 2.4b). Additionally, the salt 
marsh creek constructed reefs had almost three times more adult oysters (113.3 ± 21.5 oysters m-
2) than the scarp (41.3 ± 18.5 oysters m-2) and 42 times more than the ramp constructed reefs (2.7 
± 1.4 oysters m-2; Fig. 2.4c; Table 2.3: P<0.001). 
Although two years post-construction, oyster spat densities on the constructed reefs were 
significantly greater than densities on the non-constructed reference sites in the ramp and scarp, 
spat densities on the constructed reefs in the creek were not significantly different than densities 
on creek reference sites (Fig. 2.4b, Table 2.3: P=0.002). Additionally, total oyster density (spat 
and adults) just within the creek shoreline was affected by reef type (Table 2.3: P=0.005). Total 
oyster densities at natural reef sites (210 ± 33.1 oysters m-2) were not statistically different from 
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constructed reef sites (131.8 ± 21.5 oysters m-2; Tukeys HSD post hoc test P=0.579), but had 
almost six times more oysters than non-constructed reference sites (37.3 ± 11.9 oysters m-2), and 
22 times more oysters than oyster removal sites (9.3 ± 5.7 oysters m-2; Tukeys HSD post hoc 
tests P<	0.05; Fig. 2.4d). 
Nekton density 
 There were no differences in CPUE of total nekton, piscivores, and blue crabs between 
constructed reefs and non-constructed reference sites across salt marsh geomorphologies for both 
the gill nets and fyke during both years sampled (Fig. 2.5a-d; Fig. 2.6a-d; Fig. 2.7a-d; Table 2.4). 
Additionally, we saw no difference in total nekton in gill net, fyke net, or trawl nets of across salt 
marsh geomorphologies in 2012. However, in 2014, total nekton and blue crab trawl catch rates 
were higher in the creek (35.6 ± 10.2 and 0.4 ± 0.2 ind. 100-m tow-1 respectively), than along 
ramp shorelines (11.4 ± 4 and 0.1 ± 0.1 ind. 100-m tow-1, respectively), or scarp shorelines (10.7 
± 4.2 and 0 ± 0 ind. 100-m tow-1, respectively; Fig. 2.5f; Fig. 2.7f; Table 2.4). In contrast to the 
total nekton and blue crab trawl catches, piscivore catch rates in gill nets were highest along the 
scarp shoreline, followed by the ramp shoreline, and lowest along the creek shoreline in 2014 
(Fig. 2.6b; Table 2.4).  
Within the marsh creek shoreline, we found no difference in total nekton, piscivores, or 
blue crabs caught in gill nets or fyke nets across reef treatments (oyster removal, non-constructed 
reference sites, constructed reef, natural reef) two years post-restoration (Fig. 2.8, Table 2.5, all 
P>0.114).  
Predation rates 
In both 2012 and 2014, there were more snails on average consumed along the creek 
shoreline compared to the ramp and scarp shorelines (Fig. 2.9; Table 2.6, both years P<0.01). 
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However, we found no difference in the number of snails consumed in the marsh adjacent to 
constructed reefs when compared to non-constructed reference sites in both 2012 and 2014, 
regardless of the shoreline geomorphology (Fig. 2.9; Table 2.6, P>0.5).  
In 2014, in the salt marsh creek alone snail consumption at the marsh edge was affected 
by reef type (X2=9.35, df=3, P=0.025). We observed lower consumption of snails in marsh 
adjacent to natural oyster reefs (1.8 ± 0.6 snails consumed) than oyster removal sites (5.1 ± 1.02 
snails consumed) and constructed oyster reefs (5.1 ± 0.8 snails consumed; Tukey’s post-hoc 
tests: P>0.04), however snail consumption adjacent to natural reefs was not different from non-
constructed reference sites (3.9 ± 1 snails consumed; Tukey’s post-hoc test: P=0.219; Fig. 2.10a).  
There was no effect of either stem density (F1,34=0.55, P=0.462) or stem height of S. 
alterniflora (F1,30=0.26, P=0.614) on the number of snails consumed in the salt marsh creek in 
2014, although there was a statistically non-significant trend of decreasing snail consumption 
with increasing stem density (Fig. 2.10b, c).  
 
Discussion 
We found that salt marsh shoreline geomorphology can influence the development of 
constructed oyster reefs. While oyster spat densities were initially higher at constructed reefs 
along the ramp shoreline (compared to scarp and creek), within two years post-construction, the 
trend reversed with the greatest adult oyster densities occurring in the creek and, to a lesser 
extent, scarp shorelines. Fodrie et al. (2014) also found a shift between where highest densities of 
spat and adult oysters were found along an aerial exposure gradient, which was associated with 
vertical gradients in the intensity of biofouling and predation pressure. Not only did we find a 
flip between where the spat and adults were found two years post-construction, but there was 
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also a reversal in where the spat were found; highest densities were also on the creek and scarp 
constructed reefs and lowest on the ramp reefs. Consequently, we recommend restoration 
practitioners consider constructing loose cultch shell oyster reefs along lower energy shorelines, 
such as in tidal creeks, since that is where our constructed reefs had the highest adult densities.  
Although the direct mechanisms controlling oyster density– and ultimately reef 
development– were not tested here, there are a number of factors including, wave disturbance 
(Wall et al. 2005; Scyphers et al. 2011; Theuerkauf et al. 2017), predation (Garton and Stickle 
1980; Anderson and Connell 1999), and inundation time (Fodrie et al. 2014) that can affect reef 
development and success. Byers et al. (2015) suggested that areas of higher tidal energy (e.g., 
water flow speeds) could drive higher accumulation of oysters and thus influence reef 
community dynamics. Initially, this idea might explain our results since we presume the tidal 
energy might be higher along the marsh-open estuary interface (ramp and scarp) and this is 
where we initially saw the greatest spat settlement. However, we hypothesize the tidal energy 
around our ramp reefs may have been too intense over time, since waves dispersed loose cultch 
shell from the reefs, leaving little hard substrate for settlement after two years (Fig. 2.11). 
Additionally, shifting cultch shell and wave energy may have increased mortality of the settled 
spat and decreased the ability for the reef to consolidate and develop. Furthermore, there is 
mounting evidence that oyster reefs in this shallow euhaline estuary are unlikely to be limited by 
larval supply, and recruitment patterns are not predictive of where adult densities will occur 
(Bishop and Peterson 2006; Fodrie et al. 2014).  
Comparing oyster densities at already existing natural reefs can be one way of 
determining the success of restoration initiatives of constructed oyster reefs, however this 
assessment is seldom conducted empirically. We found that oyster densities at our constructed 
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reefs were comparable to natural reefs in the salt marsh creek, though there was a non-significant 
trend of higher densities on natural reefs. Coen and Luckenbach (2000) found oyster densities on 
experimental (constructed) reefs adjacent to marsh tidal creeks had only 17% of the oysters 
found on adjacent natural reefs after three years. They also used loose cultch shell, which may 
have been more easily disturbed by wave and tidal energy reducing the settlement and density of 
spat. Along the creek shoreline we found equivalent oyster densities on our constructed reefs and 
the natural reefs, which could indicate successful restoration. However, the term “success” may 
be cautioned as the ecological structure and functioning of natural reefs in our area, and in many 
locations globally, have been dramatically reduced in coverage and biomass (Zu Ermgassen et al. 
2012) due to multiple stressors such as harvest pressure, diminished water quality, climate 
change, and localized physical disturbances (Beck et al. 2011). Further research on healthy 
natural reefs to determine ecological functions, such as habitat-use by nekton and trophic 
interactions, will provide more suitable measures for assessing oyster reef restoration.  
Integrating how vertical reef height influences habitat-use dynamics and foraging rates is 
critical to enhancing our knowledge of how natural and constructed oyster reefs affect 
community structure. We found a non-significant trend of fewer total nekton caught in the gill 
nets and fyke nets in the natural reefs compared to the other reef types (oyster removals, non-
constructed reference sites, and constructed reefs). Reef elevation, or relief, may help explain 
this finding where higher reefs would provide less space in the water column for foraging. 
Gregalis et al. (2009) found faunal abundance was significantly greater at low-relief reefs and 
mud crabs were the only species that benefited from increased reef height. Our natural reefs were 
higher relief than constructed reefs and oyster removal sites, which may be why we found a non-
significant trend of fewer blue crabs in gill nets on natural reefs and greater densities at removal 
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sites. Consequently, oyster removal sites were also where we saw the greatest predation on 
periwinkle snails at the marsh edge. Again, one possible explanation for these findings is that the 
greater height of the natural reefs may have served as a barrier and thus reduced the accessibility 
of transient nekton (i.e., blue crabs) to the marsh edge where our snails were tethered (Byers et 
al. 2015). Thus, community structure and important ecosystem functions such as secondary 
production and predator-prey dynamics may depend on the physical elevation of constructed 
oyster reefs adjacent to salt marsh shorelines. 
More work needs to be done to assess whether adding structured habitat along different 
salt marsh shorelines can enhance transient nekton, as the existing literature is equivocal 
(Grabowski et al. 2005; Geraldi et al. 2009; Scyphers et al. 2011; La Peyre et al. 2014; Gittman 
et al. 2016). We may not have seen a difference between the natural and constructed reefs and 
the non-constructed reference and removal sites because most of the transient species we 
collected are habitat generalists and have a broad distribution and utilize many habitats (i.e., salt 
marshes, mudflats, seagrass beds, etc.). Since transient fauna utilized all of the reef types (natural 
reefs, constructed reefs, non-constructed reference sites, and removal sites) equally, the scale at 
which these organisms respond to environmental heterogeneity could possibly be larger than the 
scale of these reefs (Breitburg 1999). Furthermore, many of the transient fauna sampled utilize 
the salt marsh as habitat and thus adding oyster reef may have resulted in functionally redundant 
habitat for these species. That is not to say that there were zero benefits of adding oyster reef 
near salt marsh shorelines for other species (e.g., oyster toadfish, mud crabs), which may have 
increased within the oyster reefs themselves. Furthermore, there are other functions and services 
to consider when restoring oysters adjacent to salt marshes including shoreline stabilization 
(Davis et al. 2002; Ridge et al. 2017), carbon sequestration (Fodrie et al. 2017; Ridge et al. 
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2017), and denitrification (Smyth and Piehler 2015).  
Restoration is increasingly implemented as a strategy to mitigate global declines in 
structured, estuarine habitats, such as salt marshes and oyster reefs. However, the ecological 
understanding of where and how to restore habitats has often lagged behind restoration practice. 
If the goal of oyster restoration is to increase oyster abundance in the area, then the 
geomorphology of the marsh shoreline (including shape and wave energy) should be considered. 
However, if the goal is to increase secondary production, one must consider how adding more 
habitat might affect species targeted for enhancement (i.e. consider if species are habitat-limited, 
recruitment-limited, or over-harvested). Similar to previous findings (Grabowski et al. 2005; 
Geraldi et al. 2009) we conclude that the interactive effects between mobile fauna density and 
oyster habitat are not guaranteed, and that the role of the surrounding landscape is important in 
predicting the response of transient fauna to constructed oyster reefs. Continuing investigation of 
the factors that influence biogenic habitat development and persistence will be vital to improving 
strategies for estuarine habitat and species conservation and restoration. 
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TABLES 
Table 2.1 List of species caught in gill net, fyke net, and trawl net in 2012 and 2014 across all 
landscapes and reef types. Piscivores are marked with  “*”. 
  Common name Species name Gill  Fyke Trawl  Total 
Bony Fish Atlantic croaker  Micropogonias undulatus  12 0 15 27 
  Atlantic needlefish Strongylura marina  0 2 0 2 
  Atlantic spadefish  Chaetodipterus faber 4 0 31 35 
  Atlantic thread herring Opisthonema oglinum 0 1 0 1 
  Baracuda Sphyraena spp. 0 2 0 2 
  Bay anchovy Anchoa mitchilli  0 262 95 358 
  Bighead searobin  Prionotus tribulus 1 1 4 6 
  Black drum  Pogonias cromis 4 0 1 5 
  Blackcheek tongue fish Symphurus plagiusa  0 3 1 4 
  Bluefish* Pomatomus saltatrix 3 0 1 3 
  Bluntnose jack Hemicaranx amblyrhynchus  0 1 0 1 
  Cobia* Rachycentron canadum 0 0 1 1 
  False silverstripe halfbeak Hyporhamphus meeki 0 3 0 3 
  Feather blenny Hypsoblennius hentz  0 3 0 3 
  Florida pompano Trachinotus carolinus 0 2 0 2 
  Flounder spp.* Paralichthys spp. 28 49 35 111 
  Gag grouper* Mycteroperca microlepis 0 1 2 3 
  Goby spp. Gobiidae 0 27 1 28 
  Goosehead scorpionfish Scorpaena bergii  0 1 0 1 
  Gray snapper* Lutjanus griseus 0 5 2 6 
  Herring spp. Clupeidae 0 4 0 4 
  Inland silverside Menidia beryllina  0 529 0 529 
  Inshore lizardfish* Synodus foetens 0 3 12 15 
  Jack spp.* Jack spp. 1 0 2 3 
  Ladyfish * Elops saurus 5 0 0 5 
  Lane snapper* Lutjanus synagris 0 2 1 3 
  Leatherjack Oligoplites saurus  0 1 0 1 
  Longspine porgy Stenotomus caprinus 0 0 1 1 
  Lookdown  Selene vomer 1 3 0 5 
  Menhaden spp.  Brevoortia spp. 32 2 0 33 
  Mojarra Eucinostomus spp.  0 83 188 272 
  Mullet Mugil spp. 41 153 0 194 
  Mummichog Fundulus heteroclitus 0 43 0 43 
  Northern puffer Sphoeroides maculatus 0 2 0 2 
  Northern sennet Sphyraena borealis 0 3 0 3 
  Northern stargazer Astroscopus guttatus 0 0 1 1 
  Oyster toadfish* Opsanus tau 0 3 0 3 
  Pigfish  Orthopritis chrysoptera  45 198 68 311 
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  Pinfish Lagodon rhomboides  12 1878 1102 2992 
  Pipefish Sygnathus spp. 0 0 3 3 
  Planehead filefish Stephanolepis hispidus 0 0 20 20 
  Red drum * Sciaenops ocellatus  9 1 0 10 
  Shad spp. Alosa spp. 7 0 0 7 
  Sheepshead  Archosargus 
probatocephalus  
6 2 2 10 
  Silver perch Bairdiella chrysoura  0 79 16 95 
  Skilletfish Gobiesox strumosus  0 3 0 3 
  Southern kingfish  Menticirrhus americanus  1 0 0 1 
  Spot Leiostomus xanthurus  52 184 220 456 
  Spottail pinfish Diplodus holbrookii  0 40 0 40 
  Spotted sea trout * Cynoscion nebulosus  3 0 0 3 
  Striped killifish Fundulus majalis 0 40 0 40 
  Tautog Tautoga onitis 0 1 2 4 
  Weakfish * Cynoscion regalis 1 0 0 1 
  Whiff Whiff spp. 0 0 9 9 
Crustaceans       
  Atlantic horseshoe crab Limulus polyphemus 0 1 0 1 
  Blotched swimming crab Portunus spinimanus   0 0 1 1 
  Blue crab  Callinectes sapidus  141 156 51 348 
  Brown shirmp  Penaeus aztecus  3 661 28 692 
  Caribbean spiny lobster Panulirus argus 0 1 0 1 
  Grass shrimp Palaemonetes spp.  0 166 0 166 
  Mantis shrimp  Squilla empusa 1 0 1 2 
  Snapping shrimp Alpheus spp. 0 1 0 1 
  Spider crab  Libinia spp.  1 0 2 3 
  Stone crab  Menippe mercenaria 31 14 0 45 
  Striped hermit crab  Clibanarius vittatus 2 0 0 2 
Other        
  Atlantic sharpnose shark*  Rhizoprionodon 
terraenovae 
24 0 0 24 
  Bonnethead shark* Sphyrna tiburo 7 0 0 7 
  Brief squid Lolliguncula brevis  0 0 3 3 
  Bullnose ray Myliobatis freminvillii 0 0 1 1 
  Butterfly ray Gymnura micrura 0 0 15 15 
  Cownose ray  Rhinoptera bonasus 1 0 0 1 
  Diamondback terrapin  Malaclemys terrapin 1 0 0 1 
  Stingray spp. Dasyatis spp. 1 1 10 12 
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Table 2.2 Description of data used including response species, type of net used for nekton catch, 
data type (if the models were run on raw, log, or log+1 transformed data), model used, including 
the fixed and random factors.  
 
Year Response 
Species 
Net 
type 
Data 
type 
model fixed factors Random factor 
2012 spat  None raw lmer morphology site 
2014 spat None log +1 lmer morphology*reef site 
2014 adult oysters None log +1 lmer morphology*reef site 
2014 total oysters None log + 1 lmer reef site 
2012 total gill log +1 lmer month*morphology*reef site 
2014 total  gill raw lmer month*morphology*reef site 
2012 total  fyke log +1 lmer month*morphology*reef site 
2014 total  fyke log lmer month*morphology*reef site 
2012 total  trawl log+1 lmer month*morphology site 
2014 total  trawl log+1 lmer month*morphology site 
2012 piscivore gill log+1 lmer month*morphology*reef site 
2014 piscivore gill log+1 lmer month*morphology*reef site 
2012 piscivore fyke raw lmer month*morphology*reef site 
2014 piscivore fyke raw lmer month*morphology*reef site 
2012 piscivore trawl raw lmer month*morphology site 
2014 piscivore trawl raw lmer month*morphology site 
2012 blue crab gill log +1 lmer month*morphology*reef site 
2014 blue crab gill log +1 lmer month*morphology*reef site 
2012 blue crab fyke log +1 lmer month*morphology*reef site 
2014 blue crab fyke log +1 lmer month*morphology*reef site 
2012 blue crab trawl log +1 lmer month*morphology site 
2014 blue crab trawl log +1 lmer month*morphology site 
2014 total  gill raw lmer month*reef site 
2014 total  fyke log lmer month*reef site 
2014 piscivore gill raw lmer month*reef site 
2014 piscivore fyke log +1 lmer month*reef site 
2014 blue crab gill raw lmer month*reef site 
2014 blue crab fyke log+1 lmer month*reef site 
2012   snails 
consumed 
None log +1 lmer mons*landscape* reef site 
2014 snails 
consumed 
None log +1 lmer mons*landscape* reef site 
2014 snails 
consumed 
None raw glmer--
binomial 
mons*reef site, stem density, 
stem height 
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Table 2.3 Results of mixed effects models of spat and adult oyster densities (restored oyster 
reefs vs. control sites) and salt marsh geomorphologies (creek, ramp, scarp). In 2012 there were 
no samples taken from the control in the creek morphology so we only tested the factor of 
morphology and not reef. To determine if total oyster density differed between natural and 
restored reefs, we compared reef type (oyster removal, control, restored oyster reef, natural 
oyster reef) from creek morphology in September 2014.  
 
Year Oyster class Trt DF F P 
2012 spat morphology 2,11 5.411 0.023 
2014 spat  morphology 2,22 6.439 0.006 
reef 1,22 12.861 0.002 
morphology* reef 2,22 1.211 0.317 
2014 adult oysters morphology 2,22 29.394 <0.001 
reef 1,22 6.711 0.017 
morphology* reef 2,22 0.685 0.514 
2014 total oysters reef 3, 15 6.582 
 
0.005 
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Table 2.4 Effect of month, reef type, salt marsh morphology, and the interaction of reef and salt 
marsh morphology on total abundance (Total), piscivorous fishes (Pisc.), and blue crabs within 
gill, fyke, and trawl nets and by year (2012 and 2014). Numerator degrees of freedom (DF) are 
listed first, followed by the denominator DF. Bolded values are significant.  
 
Spp. Net 
Type 
Year Month Reef Salt marsh 
morphology 
Reef x Salt marsh 
morphology 
DF F P DF F P DF F P DF F P 
Total Gill 2012 3,26 1.309 0.292 1,26 0.136 0.716 2,26 1.391 0.267 2,26 2.053 0.149 
2014 3,18 0.049 0.985 1,10 4.592 0.056 2,10 2.279 0.151 2,10 0.601 0.566 
Fyke 2012 3,14 11.052 <0.001 1,12 0.075 0.788 2,12 1.713 0.221 2,12 1.672 0.228 
2014 3,19 1.533 0.238 1,12 0.086 0.774 2,12 0.978 0.402 2,12 0.802 0.470 
Trawl 2012 4,38 1.158 0.345 - - - 2,38 2.518 0.094 - - - 
2014 4,22 2.423 0.078 - - - 2,23 17.583 <0.001 - - - 
Pisc. Gill 2012 3,22 4.464 0.013 1,10 2.134 0.172 2,10 0.872 0.446 2,10 1.287 0.315 
2014 3,24 4.153 0.017 1,24 0.102 0.753 2,24 4.371 0.024 2,24 0.649 0.531 
Fyke 2012 3,14 1.594 0.235 1,11 0.000 0.986 2,11 0.404 0.676 2,11 0.193 0.827 
2014 3,19 0.600 0.622 1,9 1.248 0.292 2,9 0.149 0.864 2,9 0.252 0.782 
Trawl 2012 4,31 2.042 0.112 - - - 2,7 0.070 0.933 - - - 
2014 5,23 3.956 0.009 - - - 2,6 1.865 0.231 - - - 
Blue 
crabs 
Gill 2012 3,26 2.089 0.126 1,26 0.387 0.539 2,26 1.966 0.160 2,26 2.499 0.102 
2014 3,24 4.903 0.008 1,24 0.000 0.992 2,24 1.177 0.326 2,24 3.287 0.055 
Fyke 2012 3,18 1.300 0.304 1,8 0.000 0.986 2,8 0.753 0.500 2,8 1.991 0.195 
2014 3,18 5.201 0.009 1,6 0.015 0.905 2,6 0.869 0.463 2,6 2.928 0.123 
Trawl 2012 4,38 1.984 0.117 - - - 2,38 1.555 0.224 - - - 
2014 4,24 1.445 0.250 - - - 2,24 4.938 0.017 - - - 
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Table 2.5 Effect of month and reef type (oyster removal, control, restored reef, and natural reef) 
in the salt marsh creek morphology on total abundance (Total), piscivorous fishes (Pisc.), and 
blue crabs within gill and fyke nets in July-Oct 2014. Numerator degrees of freedom (DF) are 
listed first, followed by the denominator DF. Bolded values are significant. 
 
Species Net Type 
Month Reef 
DF F P DF F P 
Total 
Gill 3,9 3.648 0.055 3,14 0.540 0.663 
Fyke 3,2 0.175 0.906 3,3 0.668 0.623 
Pisc. 
Gill 3,7 2.269 0.168 3,11 0.088 0.965 
Fyke 3,8 1.857 0.215 3,3 0.241 0.863 
Blue crabs 
Gill 3,20 5.098 0.009 3,20 2.246 0.114 
Fyke 3,9 4.572 0.031 3,5 0.783 0.552 
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Table 2.6 Effect of month, reef type, salt marsh morphology, and the interaction of reef and salt 
marsh morphology on L. irrorata snails consumed/ 0.025m2 plot at the salt marsh edge by year 
(2012 and 2014). Numerator degrees of freedom (DF) are listed first, followed by the 
denominator DF. Bolded values are significant. 
 
  Month Reef 
Salt marsh 
morphology 
Reef x Salt marsh 
morphology 
Year 
DF  F P DF  F P DF  F P DF  F P 
2012 2, 72 1.311 0.276 1, 26 0.011 0.919 2, 26 7.901 0.002 2, 26 0.642 0.534 
2014 2, 27 1.149 0.332 1, 13 0.387 0.544 2, 13 6.844 0.009 2, 13 0.443 0.651 
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FIGURES 
 
Figure 2.1 a) Map of study area within a salt marsh at Carrot Island, part of the Rachel Carson 
National Estuarine Research Reserve in Beaufort, NC, USA (34°42'14.99"N, 76°37'25.41"W). 
Sampling treatments include non-constructed reference sites (“controls”: black squares), natural 
reefs (white circle), constructed reefs (“reefs”: white triangle), and oyster removal sites (black 
triangle) within different salt marsh shoreline geomorphologies b) creek, c) ramp, and d) scarp 
(shown with constructed oyster reef). 
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Figure 2.2 Salt marsh creek reef types including A) oyster removal, B) non-restored reference 
site, C) restored oyster reef, and D) natural oyster reef located on Carrot Island, Beaufort, NC.  
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Figure 2.3 A) Tethered periwinkle snails (L. irrrorata) to be deployed in different reef types and 
salt marsh geomorphologies as a proxy for predation rates. B) Tethered snails in open and caged 
plots at salt marsh edge at salt marsh creek natural reef.  
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Figure 2.4 Number of oyster spat a) per pan from August 2012 and b) per m-2 in September 
2014, and c) adult oysters m-2 from September 2014 at each non-constructed reference site 
(white bars) and constructed oyster reef (light grey bars) among three salt marsh shoreline 
geomorphologies: creek, ramp, and scarp. d) Total oysters (m-2) from each reef type (oyster 
removal, non-constructed reference site, constructed reef, and natural reef) in the creek 
morphology from Sept 2014. No oyster data was taken for the non-constructed reference sites in 
the creek in August 2012, denoted by “NA”. Data are shown as means ±1 standard error. 
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Figure 2.5 Average catch per unit effort (gill and fyke: 6-hour soak; trawl: 100-m tow-1) of 
fishes and invertebrates (total nekton) in gill (a & b), fyke (c & d), and trawl (e & f) nets within 
non-constructed reference sites (white bars) and constructed oyster reefs (light grey bars) across 
three salt marsh shoreline geomorphologies: creek, ramp, and scarp in 2012 (a, c, e) and 2014 (b, 
d, f). Letters represent significant differences across landscapes (P <0.05). Data are shown as 
means ± 1 standard error. 
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Figure 2.6 Average catch per unit effort (gill and fyke: 6-hour soak; trawl: 100-m tow-1) of 
piscivorous fishes in gill (a & b), fyke (c & d), and trawl (e & f) nets within non-constructed 
reference sites (white bars) and constructed oyster reefs (light grey bars) across three salt marsh 
shoreline geomorphologies: creek, ramp, and scarp in 2012 (a, c, e) and 2014 (b, d, f). Letters 
represent significant differences across landscapes (P < 0.05). Data are shown as means ± 1 
standard error. 
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Figure 2.7 Average catch per unit effort (gill and fyke: 6-hour soak; trawl: 100-m tow-1) of blue 
crabs in gill (a & b), fyke (c & d), and trawl (e & f) nets within non-constructed reference sites 
(white bars) and constructed oyster reefs (light grey bars) across three salt marsh shoreline 
geomorphologies: creek, ramp, and scarp in 2012 (a, c, e) and 2014 (b, d, f). Letters represent 
differences across landscapes. Data are shown as means ± 1 standard error.
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Figure 2.8 Average catch per unit effort (gill and fyke: 6-hour soak; trawl: 100-m tow-1) of total 
nekton (a, d), piscivores (b, e), and blue crabs (c, f) caught in the gill nets (a-c) and fyke nets (d-
f) in June-October 2014. Oyster removals, non-constructed reference sites, and constructed reefs 
are taken from the salt marsh creek landscape only, while all natural reefs–regardless of 
location–are included.  
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Figure 2.9 Predation rates (# of L. irrorata snails consumed/ 0.025m2 plot) at the salt marsh edge 
adjacent to non-constructed reference sites (white bars) and constructed oyster reefs (light gray 
bars) across three salt marsh shoreline morphologies: creek, ramp, and scarp averaged across 
2012 and 2014 sampling (n = 10 snails/0 25m2 plot; n = 7 sampling periods). Letters represent 
differences across marsh shoreline morphology types. Data are shown as means ± 1 standard 
error.  
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Figure 2.10 a) Number of snails consumed, and S. alterniflora b) stem density (per 0.25m2 plot), 
and c) stem height (cm) where snail tethers were placed in the salt marsh creek in 2014 
comparing the different reef types: oyster removal, non-constructed reference sites, constructed 
oyster reef, and natural oyster reefs. Letters represent differences across reef types. Data are 
shown as means ± 1 standard error.   
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Figure 2.11 Photo of ramp-restored reef in Sept 2014 showing the loose oyster cultch shell 
dispersed behind the reef (originally within boundary of pvc poles), leaving very little substrate 
for spat to settle on.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	 88	
 
 
 
 
 
CHAPTER 3: SYNTHESIS OF EDGE EFFECTS N DENSITY, FORAGING, 
MORTALITY, AND RECRUITMENT OF MARINE AND TERRESTRIAL SPECIES 
 
Introduction 
Population-level growth is influenced by a number of abiotic and biotic factors and is 
essential to long-term species persistence and is therefore one of the central dynamical questions 
in ecology. Population models may incorporate species responses such as local immigration 
(settlement/recruitment), extinction (mortality), predation/foraging rates, biomass 
accumulation/growth, and density to better determine the dynamics and production of 
populations distributed across a landscape. For instance, Levin’s metapoulation model integrates 
how habitat loss may affect species persistence and is therefore a foundational model in 
understanding how ecological communities respond to a changing landscape (Hanski and 
Simberloff 1997, Hanski and Gaggiotti 2004). Habitat destruction (area loss) and fragmentation 
(breaking apart of natural habitat) are two of the most influential factors in reducing population 
sizes, resulting in local species extinction events (Groombridge 1992). As landscapes (existing as 
mosaics of several different habitat types) become fragmented, patches become smaller, more 
irregularly shaped, and increasingly dominated by edge habitat. This edge habitat may have 
distinct abiotic and biotic differences compared to the core or interior that affects ecosystem 
processes and communities, thus resulting in  “edge effects” on species populations (Clements 
1907, Leopold 1933, Odum 1958). Though extensive research exists applying the concepts and 
theory of how edges affect ecological processes and responses (Fagan et al. 1999, Harper et al 
2005, Lahti 2001), the effects of edges on the growth and production of populations remain 
	 89	
surprisingly limited and equivocal. This has motivated a need to synthesize current empirical 
studies to compare and contrast how habitat edges may affect population dynamics. 
 As the amount of edge habitat increases in a patch, we can predict how population density 
may respond based on how response variables such as recruitment and mortality change. First, as 
habitat edge area increases, population density may stay the same if the mortality increases, but 
individuals are replaced through recruitment. Possible mechanisms explaining this relationship 
of higher mortality at habitat edges include, edges being ecological traps (Gates and Gysel 1978), 
possible increases in predation and parasitism (Wilcove 1985, Askins 1995), reduced habitat 
quality (Mills 1995, Burke and Nol 1998), and increased negative effects of abiotic stressors. 
Second, we may find that population densities increase as habitat edge area increases if 
recruitment increases and mortality decreases. In this scenario, the marginal increase in biomass 
of a population grows with the addition of edge habitat area. Possible mechanisms explaining 
increased density, foraging, and recruitment at edge habitats may include better habitat quality, 
and positive effects from abiotic factors (e.g., better light, temperature, water flow, etc.). Third, 
as habitat edge area increases, the density may decrease if mortality increases and recruitment 
decreases and cant replace individuals lost via mortality. Following this framework, we 
quantified the responses (using numerical density, foraging rates, mortality rates, and 
recruitment) of flora and fauna to habitat edges in both marine and terrestrial ecosystems to 
assess the strength of habitat edges on populations at landscape scales.     
Edge effects in terrestrial ecosystems are among the most extensively studied ecological 
phenomena, yet we lack a general, predictive framework to understand the patterns and 
variability of community responses (Ries and Sick 2004). Originally, theory predicted that edges 
were good for wildlife and increased diversity, which led many wildlife biologists to create 
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habitat edges for game species (Lay 1938, Johnston 1947, Harris 1988, Yahner 1988). Yet, in the 
1970’s researchers found that forest edges can have substantial negative effects for species 
populations. For example, the continental-scale decline of migrant birds in North America has 
been attributed in part to increased predation and parasitism near edges (Brittingham and Temple 
1983). These findings molded the modern perception of edges, especially edges resulting from 
anthropogenic disturbance, as undesirable landscape features (Harris 1988, Saunders et al. 1991). 
Today the effects of habitat edges are hotly debated (Donovan et al. 1997), as some argue it only 
pertains to certain species and in specific habitats (Reese and Ratti 1998, Yahner 1988).  
Since edge effects in terrestrial ecosystems are among the most extensively studied 
ecological phenomena, it is important to determine if we find similar or different species 
responses in marine systems. Some land-based concepts have already been applied to marine 
ecosystems to study climate change (Burrows et al. 2011), coastal marine reserves (Carr et al. 
2003), propagule dispersal (Kinlan and Gaines 2003), and trophic cascades (Shurin et al. 2002). 
Although submersion in water rather than air likely has a different effect on mobility, dispersal, 
and rates of ecological processes, variation in habitat structure is thought to influence organisms 
and communities within marine and terrestrial ecosystems in comparable ways (Wedding et al. 
2011, Boström et al. 2011). Though some fundamental differences between terrestrial and 
marine ecosystems exist, further research is required to understand if land-based edge effects can 
be applied to seascapes (i.e., habitat patches in a coastal marine landscape) so that we can better 
manage for habitat fragmentation and possible increases in edge habitat area (Wedding et al. 
2011). 
Studying the changes to habitat patches in marine systems (seascape ecology) has only 
slowly emerged during the past two decades, with relatively few practitioners and limited 
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empirical studies of edge effects. Conclusions are diverse and dependent on the habitat type, 
taxon measured, and response variable. One of the only reviews (via vote-counting) on the 
effects of marine habitat edges by Boström et al. (2011) reported the majority of studies found no 
edge effects on fish, invertebrates, and total nekton density, and very few studies discovered an 
increase of those organisms in seagrass edges. An increase in faunal density at marine habitat 
edges was found more often than a decrease; a response also found in the terrestrial avian 
literature (Sisk and Battin 2002). However, much of the marine edge literature has only assessed 
density, and ignored other ecological processes, which can differ dramatically across response 
variables (Cadenasso et al. 1997). Furthermore, many syntheses are qualitative (vote-counting), 
which doesn’t account for sample size or the effect strength. 
Given the diverse abiotic and biotic mechanisms regulating marine and terrestrial 
populations, quantifying the functional response of flora and fauna to changes in habitat edges 
and interiors is a key test for determining the strength of habitat fragmentation on populations. In 
this analysis, we addressed how ecosystem type (marine vs. terrestrial) and matrix habitat 
structure (structured vs. unstructured) influenced organism density, foraging, mortality, and 
recruitment within habitat edges and interiors (edge effects). These data can be used to better 
understand how increasing habitat edges affect system-level populations. 
 
Methods 
Literature search and selection 
We conducted a literature search using ISI Web of Science between Aug 2015–Oct 2016 
using the following keyword search: “edge” AND “[habitat type]” AND “[response variable]”. 
We included the following natural terrestrial habitats: 1) bushland, 2) temperate forest, 3) 
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temperate grassland, 4) temperate scrub forest, 5) tropical forest, 6) tropical grassland, 7) 
vegetated dune, as well as, human modified habitats: 8) crop field, 9) industrial areas, 10) 
mechanically disturbed areas, 11) pasture, 12) plantation, 13) residential, 14) urban 
forest/woodland, 15) urban grassland/shrubland, and 16) vineyard. Additionally, we included the 
following natural marine habitats: 1) coral reef, 2) kelp, 3) mangrove, 4) mudflat, 5) estuarine 
pond, 7) salt marsh, 8) oyster reef, and 9) seagrass, as well as one human modified habitat: 10) 
pier/docks. Furthermore, we used the literature-cited section from one of the only synthesis on 
marine edges, Boström et al. (2011), which used vote-counting to review the faunal responses to 
patch and seascape structure, including effects of fragmentation on 5 focal habitats: seagrass 
meadows, salt marshes, coral reefs, mangrove forests, and oyster reefs. For these peer-reviewed 
papers, we examined the abstract and the text to select studies that met the following criteria; the 
study had to: (1) be field based (no lab, mesocosom, or modeling studies), (2) present data for 
edge and interior portions of the habitat, and (3) measure density, foraging, mortality, or 
recruitment of organisms (flora and/or fauna included). Foraging was characterized as some act 
of predation, feeding, or foraging and included functions such as, bites/min, % nests depredated, 
% herbivory, % fish with full stomachs. We only recorded data on fauna for the foraging metric 
since plants are not considered predators (except for carnivorous plants, e.g., Venus fly trap). 
Mortality was characterized as the count or number of prey that were dead or the inverse of those 
that survived. Mortality of flora and fauna included organisms that were killed via predators and 
organisms that may have died due to other biotic or abiotic factors. Together, density, foraging, 
mortality, and recruitment were used to determine one of the three primary trajectories regarding 
system-level secondary production 
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Data Extraction  
We collected descriptive information from each study (i.e., meta-data), and categorized 
the study by its ecosystem (marine vs. terrestrial), as well as a more detailed descriptor of the 
structure of the matrix (habitat surrounding the main habitat of study) as either being structured 
or unstructured. Structured habitats were qualified as any type of vertical structure (e.g., logs, 
grass, meadow, forest, etc) and unstructured habitats had extremely low to no vertical structure 
(e.g., paved roads, mudflats, sand, bare ground, etc.). We recorded the response organism’s 
common and species name, as well as the trophic and taxonomic group. The authors’ definitions 
of edge and interior distances (meters) within each study were also recorded. Furthermore, in the 
case of repeated-measures designs (sampled over time), we recorded all time measurements and 
denoted seasonal timing. In each experiment, we extracted the raw mean for the edge habitat 
(treatment) and interior habitat (control), as well as the sample size and variance (when 
reported). If the data were represented in a graph, rather than in the text or in a table, we used 
Datathief III software to extract means and error terms (Tummers 2006).  
Statistical Analysis  
We chose to analyze results for flora and fauna separately because these functional 
groups are inherently different in their life histories (e.g., mobility, reproduction, foraging 
strategies) and the nature of edge effects may be fundamentally different for each group 
(Cardinale et al. 2006). Most importantly, flora were separated from fauna because in most cases 
(except oyster reefs and coral reefs) the flora measured was the biogenic structured habitat 
occupied by fauna. For each observation (i.e., the measurement of a single response variable 
within the habitat edge and the interior) of flora and fauna we calculated a corresponding log 
response ratio (LRR). The LRR measures the log of the ratio of the response in the edge habitat 
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to the response in the interior habitat. In our case, the LRR is less than zero if the measurement 
in the edge habitat is less than in the interior habitat and greater than zero if the measurement in 
the edge habitat is greater than in the interior habitat. 
Though meta-analyses are often more robust than vote-counting (Gurevitch & Hedges 
2001), there is still a common concern with non-independence among studies analyzed 
(Gurevitch et al.1992). There are a number of metrics that could cause non-independence 
between studies, such as if the same investigator or laboratory group performed the experiments, 
in the same geographic region, or for the same species. We do acknowledge, however, there are 
many potential commonalities among data that shared similar sampling metircs, but we assumed 
that any non-independence caused by these commonalities would not substantially bias the 
interpretation of our results. We do note that often times simple statistics that don’t account for 
every measure of independence often find the same overall result as studies using more complex 
mixed effects models that do account for all possible independence. For instance two meta-
analysis studies (Heck et al. 2003 using a simple model and McDevitt-Irwin et al. 2016 using 
complex mixed effects models) both found the same result that overall, seagrass provided better 
nursery habitat than other habitats. 
First, to test if an edge effect was present (i.e., if the LRR was different from zero), we 
used a one-sample t-test on flora and fauna separately for each ecological response: 1) density, 2) 
foraging, 3) mortality, and 4) recruitment, within marine and terrestrial ecosystems.). Next, we 
used linear models to evaluate whether the strength of edge effects varied between ecosystems. 
We ran a separate model with the LRR treated as the response variable for each ecological 
response variable for flora and fauna. Ecosystem type and study ID were treated as independent 
variables. Lastly, we evaluated whether matrix habitat structure affected the strength of edge 
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effects within a given ecosystem type. We ran separate linear models with LRR of flora and 
fauna ecological responses for each ecosystem type treated as the response variable and matrix 
type (structured versus unstructured) and study ID treated as independent variables. To account 
for variation in non-independence across studies and increase the power of the models, the linear 
models were weighted by the sample size such that log response ratios from studies with larger 
sample sizes were weighted more than studies with smaller sample sizes (Gurevitch and Hedges 
1999). For all analyses we tested the assumptions of normality with the Shapiro-Wilk test and 
equal variance with the Bartlett’s test prior to analyses. All analyses were carried out using R 
1.0.143 (R Core Team 2009). 
 
Results  
Of the 211 studies included in the analyses 32% (N=68) evaluated marine and 68%  
(N=143) evaluated terrestrial ecosystems (Table 3.1, Table 3.2, Table 3.4). We used studies 
published from 1985–2015 and from 38 different countries. The distance of the habitat edges (as 
defined by the authors) was 12.3 times larger (mean ± standard error, 38.8  ± 8 meters) than 
marine edge distances (3.2 ± 1.8 meters) (F1=29756.3, P<0.001; Fig. 3.2a). The terrestrial 
interiors distances, as defined by the authors, were 11.8 times larger (229.9  ± 53 meters from the 
edge) than marine interiors (19.5 ± 4.2 meters from the edge) (F1=686.7, P<0.001; Fig. 3.2b). 
Ecosystem edge effects on density, foraging, mortality, and recruitment 
Overall, our meta-analysis revealed that the responses of flora and fauna density, 
foraging, mortality, and recruitment were very different depending on the ecosystem type (Fig. 
3.2). Marine edges decreased flora density (-1.35  ± 0.5, t=-5.32, df=207, P<0.001) and 
recruitment (-1.57  ± 1.1, t=-2.84, df=141, P=0.005), but had no effect on flora mortality (0.14  ± 
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1.49, t=0.2, df=18, P=0.841; Table 3.2; Fig. 3.3a). On the contrary, terrestrial edges increased 
flora density (0.93  ± 0.22, t=8.32, df=918, P<0.001) and mortality (0.32  ± 0.23, t=2.78, df=143, 
P=0.007), but had no effect on flora recruitment (-0.04  ± 0.67, t=-0.13, df=234, P=0.9; Table 
3.2; Fig. 3.3a). Terrestrial edges, compared to marine edges, had an overall stronger increase on 
both flora density and recruitment (Table 3.3; Fig. 3.3a).  
The overall responses of fauna between marine and terrestrial edges were very similar 
except for density (Fig. 3.3b). Marine edges increased fauna density (0.80  ± 0.19, t=8.17, 
df=1586, P<0.001), foraging (0.63  ± 0.62, t=2.1, df=21, P=0.048), and mortality (0.75  ± 0.73, 
t=2.16, df=18, P=0.045), but had no effect on fauna recruitment (0.06  ± 0.99, t=-6.22, df=1, 
P=0.102; Table 3.2; Fig. 3.3b). On the contrary, terrestrial edges decreased fauna density (-
0.17  ± 0.11, t=-2.99, df=1944, P=0.003), increased fauna foraging (0.42  ± 0.24, t=3.41, df=196, 
P<0.001) and mortality (0.43  ± 0.37, t=2.27, df=135, P=0.025), and had no effect on fauna 
recruitment (-1.25  ± 2.55, t=0.13, df=76, P=0.898; Table 3.2; Fig. 3.3b). Marine edges, 
compared to terrestrial edges, had an overall stronger increase on fauna density (Table 3.3; Fig. 
3.3b). 
Matrix structure effects on density, foraging, mortality, and recruitment 
Overall, our meta-analysis revealed that whether the matrix habitat was structured or 
unstructured affected the responses of flora and fauna density and mortality, but not necessarily 
the foraging or recruitment (Table 3.5; Fig. 3.4). In marine ecosystems, when the matrix habitat 
was unstructured we found decreased flora density (-1.63  ± 0.54, t=-5.97, df=183, P<0.001) and 
recruitment (-1.57 ± 1.1, t=-2.84, df=141, P=0.005; Fig. 3.3a) in marine edge habitats (Fig. 3.4a). 
We found increased flora density (1.05  ± 0.25, t=8.32, df=771, P<0.001) and mortality (0.34  ± 
0.25, t=2.72, df=133, P<0.001) in terrestrial edges when the matrix habitat was structured (Fig. 
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3.4b). Habitat edges with structured matrix habitat, compared to unstructured matrix habitat, had 
an overall stronger increase of flora and fauna density in both marine and terrestrial ecosystems 
(Table 3.5; Fig. 3.4a,b). 
The overall responses of fauna between marine edges were very similar when the matrix 
was structured or unstructured, but the matrix habitat structure type had a significant effect on 
the density and mortality of fauna in terrestrial edges (Fig. 3.4c,d). Fauna in marine edges had 
equivalent responses regardless of whether the matrix habitat was structured or not, for every 
response except mortality; we found increased density, and no edge effect on foraging and 
recruitment (Fig. 3.4c). Density of fauna in terrestrial edges decreased when the matrix habitat 
was unstructured (-1.36  ± 0.3, t=1.67, df=1582, P<0.001), but was not different from interiors 
when the matrix was structured (0.1 ± 0.12, t=-8.77, df=361, P<0.001; Table 3.4; Fig. 3.4d).  
Within terrestrial ecosystems, we found increased fauna mortality at edges when the matrix was 
structured (0.5 ± 0.39, t=2.53, df=125, P<0.05), but no effect at edges when the matrix was 
unstructured (-0.55 ± 0.82, t=-1.53, df=9, P=0.16; Table 3.4; Fig. 3.4d). Edge habitats with 
structured matrix habitat, compared to unstructured matrix habitat, decreased marine fauna 
mortality, but increased terrestrial fauna mortality (Table 3.5; Fig. 3.4c,d). 
 
Discussion 
 This meta-analysis quantified the responses (using numerical density, foraging, mortality, 
and recruitment) of flora and fauna to habitat edges in both marine and terrestrial ecosystems to 
assess the strength of habitat edges on populations at landscape scales. Overall, flora and fauna 
density, foraging, mortality, and recruitment were very different depending on the ecosystem 
type. Largely, the marine flora population density may decrease as habitat edge amount 
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increases. Conversely, terrestrial flora populations remain unpredictable as we found increased 
density, but also increased mortality with habitat edges. Therefore, other factors such as density 
dependence may play a role in increasing mortality if species competition increases with density. 
Similarly, a finding of increased marine fauna density, foraging, but also mortality in edges 
makes it difficult to predict how the population will persist. Population density of terrestrial 
fauna, on the other hand, decreased since we found higher rates of mortality at edge habitats. 
Therefore, we did not find similar trends in the way flora and fauna respond to habitat edges 
within marine and terrestrial ecosystems. Possible mechanisms, which will be discussed in 
further detail below, include the variability of taxa using these microhabitats, how the matrix 
habitat structure might influence edge effects, and some of the fundamental differences between 
marine and terrestrial ecosystems. 
 Though few meta-analyses have quantified edge effects on separate taxa or functional 
groups, it is important to understand how flora and fauna respond to diverse types of habitat 
edges. We found flora responded quite differently to habitat edges compared to fauna in both 
marine and terrestrial ecosystems, which is not surprising granted the nature of their life history 
and mobility. Overall, flora density in marine systems appeared to be sensitive to edges as we 
found fewer plants, though the opposite was found for fauna density–higher in marine edges. 
Possible explanations for lower plant density at edges compared to interiors include physical 
factors (e.g., water flow, water depth, soil moisture and salinity), as well as biological factors 
(e.g., lower seed density, seedling emergence, and competition with other plants). The response 
of fauna in relation to marine habitat structure (biomass, length, density) has been well studied 
(Anderson 2003, Jackson et al. 2006), and habitat edges may provide fauna with more food 
availability, since many larval organisms settle there (Tanner 2005). Evidently, measures across 
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taxa and landscapes will make broad generalities of edge effects easier to discern and thus more 
advantageous for future management actions (Ries and Sick 2010). 
The variation in habitat and matrix structure may also determine how impactful edges 
(compared to interiors) may be in marine and terrestrial ecosystems (Porensky and Young 2013). 
Quesnelle et al. (2015) found the population distribution of wetland-dependent amphibians was 
more strongly related to habitat matrix quality (i.e., what the surrounding habitat was) than to 
wetland availability (total area) in a landscape, likely due to their requirement for access to 
terrestrial resources. Similarly, we found that the matrix structure type affected the strength of 
edge effects on flora and fauna density as well as fauna mortality in both marine and terrestrial 
ecosystems. Specifically, flora and fauna density increased at marine and terrestrial edges when 
the matrix was structured (Fig. 3.4). We also found that the density of flora (primarily studies on 
seagrass (n=6) and saltmarsh (n=1)) decreased at marine edges when the matrix was unstructured 
(Fig. 3.4a). This within habitat variability could be due to higher physical disturbance at the 
edge, such as wave impact and sedimentation, but regardless of the mechanism these differences 
in plant structural characteristics may affect the fauna that resides within (Bologna 2006). 
Though we only categorized the matrix habitat as structured or unstructured it is important to 
note that these classifications could be more detailed. For instance, edges between different types 
of habitats can also be influenced by their “sharpness,” or the abruptness, in structural 
complexity between two types of habitat, whereas “soft,” or gradual edges sometimes reflect 
smoother transitions between different habitats for mobile organisms (Maitas 2013). Therefore, 
our contrasting edge effect results on our responses between marine and terrestrial ecosystems, 
not only depend on the taxa being measured, but also the surrounding landscape features (matrix 
structure). 
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Some of the central concepts and analytical approaches developed for terrestrial systems 
are equally applicable to the study of marine environments (e.g., climate change impacts, 
nutrient limitation, fragmentation, etc.); however, some vast differences may affect the response 
of organisms to habitat edges within terrestrial versus marine landscapes (Boström et al. 2011). 
The prevalence of the aquatic medium in which all marine organisms live may affect the 
transportation of materials (e.g., carbon, nutrients, etc.) and organisms by the convective forces 
of ocean waves and currents–very different from wind or animal driven processes found in 
terrestrial ecosystems. Other differences exist, such as dispersal, where marine larvae (especially 
sedentary fauna) may travel from habitats 10-100s of kilometers away, exceeding terrestrial 
dispersal rates by at least 1–2 orders of magnitude (Kinlan and Gaines 2003). The way in which 
animals move across landscapes within marine and terrestrial ecosystems can play a role in how 
well animals react to changing habitat size and edge amount.  
It is also important to consider the range of scales at which these studies were conducted 
in each ecosystem. The distance at which studies were conducted in terrestrial ecosystems was 
12 times larger for edges and 12 times larger for interiors compared to marine ecosystems. The 
disparity of scale between studies can influence the strength of the effect and whether it is 
considered biologically or statistically significant (Holland et al. 2004; Smith et al. 2011), 
conclusions about the relative importance of different environmental variables on the biological 
response (Smith et al. 2011), and the direction (increase or decrease) of the response variable 
(Holland et al. 2004; Smith et al. 2011). Several studies in marine landscapes have quantified 
mosaics of multiple patch types across a range of spatial scales, although in most cases faunal 
communities are sampled in a single focal patch type (coral reefs, mangroves) (Boström et al. 
2011), whereas the area of the habitat, and often the size and home range of the studied organism 
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are generally much larger in terrestrial landscapes. For example, Reis et al. (2004) reported 
abiotic and plant responses have been studied up to 50 m into patches, invertebrate responses up 
to 100 m, and birds 50–200 m into patches and some even at the kilometers scale. In order to 
better understand how population dynamics and communities will respond to increasing habitat 
edge within different biomes, we need to better understand how some of the fundamental 
differences in edge and interior distances within marine and terrestrial ecosystems may affect the 
responses of organisms.  
Habitat fragmentation will undoubtedly continue to be a threat to habitats and ecological 
communities. The increase in habitat patchiness and decreasing size of habitat patches may 
increase the amount of edges available and decrease patch cores or interiors. Though species 
density and foraging might be higher overall along edges, the mortality may also be higher there, 
which could have negligible impacts on species populations. Considering how multiple 
responses increase or decrease within edges will help elucidate how biotic populations will be 
affected and persist over longer time periods. Future work on landscape and seascape metrics 
must address the unique set of habitats, taxa, physical, and biological characteristics of each 
ecosystem in order to sustain healthy populations of plants, animals, and humans.  
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TABLES 
 
Table 3.1 Studies found by literature search organized by ecosystem (marine or terrestrial) and 
response variable measured (density (D), foraging (F), mortality (M), recruitment (R)) for flora 
and/or fauna sampled.  
 
Study Ecosystem Flora Fauna 
Able et al. 2013 Marine 
 
D 
Alberti et al. 2007 Marine M 
 Alberti et al. 2010 Marine 
 
D 
Alston & Richardson 2006 Terrestrial D 
 Anderson & Burgin 2002 Terrestrial 
 
D 
Anderson & Burgin 2008 Terrestrial 
 
D 
Angelstam 1986 Terrestrial 
 
D 
Bach & Kelly 2004 Terrestrial M 
 Barnes & Hamylton 2013 Marine 
 
D 
Barrows et al. 2006 Terrestrial 
 
D 
Batary et al. 2012 Terrestrial D D 
Bell et al. 2001 Marine 
 
D 
Bertin et al. 2005 Terrestrial D 
 Bock et al. 1999 Terrestrial 
 
D 
Bolger et al. 2000 Terrestrial 
 
D 
Bolger et al. 2002 Terrestrial 
 
D 
Bollinger & Gavin 2004 Terrestrial 
 
D, M 
Bologna & Heck 1999 Marine 
 
D, M 
Bologna & Heck 2000 Marine 
 
R 
Bologna & Heck 2002 Marine D D 
Bologna 2006 Marine D D   
Bossart & Opuni-Frimpong 
2009 Terrestrial 
 
D    
Bostrom et al. 2006 Marine 
 
D      
Brudvig et al. 2012 Terrestrial D 
 Brun et al. 2003 Marine D 
 Bullard & Hay 2002 Marine 
 
D, M 
Buonopane et al. 2013 Terrestrial D 
 Burke & Lehman 2013 Terrestrial D D   
Burns 1985 Marine 
 
D  
Cadenasso & Pickett 2000 Terrestrial M 
 Carballo et al. 2008 Marine 
 
D  
Carignan & Villard 2002 Terrestrial 
 
F 
Carroll & Peterson 2013 Marine 
 
M 
Carroll et al. 1992 Terrestrial 
 
D 
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Carroll et al. 2012 Marine 
 
D, M, R 
Chalfoun et al. 2002 Terrestrial 
 
D 
Christie & Hochuli 2009 Terrestrial 
 
D 
Christie et al. 2010 Terrestrial 
 
D 
Chu et al. 2014 Marine 
 
D 
Cox 1986 Marine 
 
D, P 
Craig et al. 2011 Terrestrial 
 
P 
Crooks 2002 Terrestrial 
 
D 
Cutler et al. 2012 Terrestrial 
 
D 
Cutway & Ehrenfeld 2010 Terrestrial D 
 Dawson & Hestetler 2008 Terrestrial 
 
D 
Dawson & Hostetler 2010 Terrestrial 
 
D 
Dawson et al. 2012 Terrestrial 
 
D 
Diaz et al. 1999 Terrestrial M 
 De Luca et al. 2003 Terrestrial 
 
D 
Deikumah et al. 2013 Terrestrial 
 
D 
DiCamillo et al. 2008 Marine 
 
D 
Dijak & Thompson 2000 Terrestrial 
 
D 
Donovan et al. 1997 Terrestrial 
 
D, F, M 
Dorenbosch et al. 2005 Marine D D 
Dosch et al. 2007 Terrestrial R 
 Doust 2011 Terrestrial D F 
Duffy-Anderson & Able 2001 Marine 
 
D, F 
Efird & Konar 2014 Marine D D 
El-Bana et al. 2002 Terrestrial D 
 Elsey-Quirk et al. 2009 Marine D, R 
 Estrada et al. 1998 Terrestrial 
 
D 
Evans et al. 2013 Terrestrial 
 
D, F 
Ewers & Didham 2008 Terrestrial 
 
D 
Fernandez-Juricic 2001 Terrestrial 
 
D 
Flaspohler et al. 2001 Terrestrial 
 
M 
Fletcher & Koford 2003 Terrestrial D, M D 
Fox et al. 1997 Terrestrial D 
 Franz 2001 Marine 
 
D, R 
Gabriel & Tscharntke 2007 Terrestrial D 
 Gascon 1993 Terrestrial 
 
D 
Gelbard & Belnap 2003 Terrestrial D 
 Gonzšlez-Diaz et al. 2010 Marine 
 
D 
Gorman et al. 2009 Marine 
 
F 
Grant et al. 2006 Terrestrial 
 
D 
Gunaratne et al. 2010 Terrestrial R 
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Hardt et al. 2013 Terrestrial D 
 Heithaus et al. 2006 Marine 
 
D 
Henriquez et al. 2009 Terrestrial 
 
D 
Hovel & Lipcius 2002 Marine D D 
Huhta et al. 1999 Terrestrial D D, M 
Jelbart et al. 2006 Marine 
 
D 
Jensen & Finck 2004 Terrestrial 
 
F 
Jones & Lindquist 2012 Terrestrial 
 
D 
Jose-Maria et al. 2011 Terrestrial D 
 Josefsson et al. 2013 Terrestrial 
 
D 
Kallen et al. 2012 Marine D D 
Kanouse et al. 2006 Marine 
 
D 
Keyel et al. 2013 Terrestrial 
 
D 
Kingsford 1992 Marine 
 
D 
Kingsford 2009 Marine 
 
D 
Krauss et al. 2011 Terrestrial D D 
Kristan III et al. 2003 Terrestrial 
 
D 
Lacasella et al. 2015 Terrestrial 
 
D 
Lambrinos & Bando 2008 Marine R 
 Langridge 2011 Terrestrial R 
 LaPaix et al. 2012 Terrestrial D 
 Laurance et al. 2001 Terrestrial D 
 Le Breton et al. 2003 Terrestrial 
 
D 
Lehman et al. 2006a Terrestrial 
 
D 
Lehman et al. 2006b Terrestrial 
 
D 
Leite et al. 2013 Terrestrial D 
 Lesinski et al. 2009 Terrestrial 
 
M 
Leslie et al. 2014 Terrestrial 
 
D 
Lin 1989 Marine 
 
D, F 
Lin 1990 Marine 
 
M 
Lintott et al. 2014 Terrestrial 
 
D 
Lopez-Barrera et al. 2006 Terrestrial D, R 
 Luken et al. 1990 Terrestrial D 
 MacGregor-Fors et al. 2010 Terrestrial 
 
D 
Macreadie et al. 2010 Marine 
 
D 
Marchante et al. 2010 Terrestrial R 
 Marshall et al. 2006 Terrestrial 
 
D 
Matthews et al. 1999 Terrestrial 
 
F 
McGeoch & Gaston 2000 Terrestrial 
 
D, M 
Meadows 2001 Marine D D 
Meiners et al. 2000 Terrestrial M F 
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Moore & Hovel 2010 Marine 
 
D 
Moradi et al. 2009 Terrestrial D, M D 
Morandin et al. 2014 Terrestrial 
 
D 
Morrison & Bolger 2002 Terrestrial 
 
F 
Morrison et al. 2004 Terrestrial 
 
M 
Morton & Anderson 2013 Marine 
 
R 
Murphy et al. 2010 Marine 
 
D 
Myster 2004 Terrestrial 
 
F 
Napoli & Caceres 2012 Terrestrial D D 
Ness 2004 Terrestrial 
 
F 
Noreika & Kotze 2012 Terrestrial 
 
D 
O'Brien & Ettinger 2012 Terrestrial D 
 O'Connell & Nymen 2010 Marine 
 
D 
O'Connor 1993 Marine 
 
D, R 
Orrock & Danielson 2005 Terrestrial 
 
D, F 
Pangau-Adam et al. 2006 Terrestrial 
 
F 
Patten & Bolger 2003 Terrestrial 
 
M 
Perkins et al. 2003 Terrestrial 
 
D, M 
Perkins et al. 2013 Terrestrial 
 
M 
Peterson & Turner 1994 Marine 
 
D 
Peterson et al. 2001 Marine 
 
F 
Petit et al. 2011 Terrestrial D 
 Pizi & Jossens 1995 Terrestrial 
 
D 
Polak et al. 2013 Terrestrial 
 
D 
Powell & Lindquist 2011 Terrestrial D 
 Pywell et al. 2015 Terrestrial D 
 Quirk et al. 2008 Marine R 
 Renfrew et al. 2005 Terrestrial 
 
D 
Richter et al. 2007 Terrestrial 
 
D 
Rodrigues et al. 2015 Terrestrial 
 
D 
Root et al. 1999 Terrestrial D D 
Rose & Fairweather 1997 Terrestrial D 
 Rose 1997 Terrestrial D 
 Rotem et al. 2013 Terrestrial 
 
D 
Rozas 2012 Marine 
 
D 
Sanchez-Jerez et al. 1999 Marine 
 
D 
Santos & Santos 2008 Terrestrial D 
 Santos & Telleria 1992 Terrestrial 
 
F 
Santos de AraÒjo et al. 2011 Terrestrial M D 
Sawayama et al 2015 Marine 
 
D 
Schneider et al. 2014 Terrestrial 
 
D 
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Six et al. 2013 Terrestrial R 
 Sizer & Tanner 1999 Terrestrial M, R 
 Smith et al. 2008 Marine D D 
Smith et al. 2011a Marine 
 
D 
Smith et al. 2011b Marine 
 
D 
Smith et al. 2012 Marine 
 
D 
Soga et al. 2013 Terrestrial 
 
D 
Stewart et al. 2007 Terrestrial 
 
F 
Stunz et al. 2002 Marine 
 
R 
Suarez et al. 1998 Terrestrial 
 
D 
Tallmon & Mills 2004 Terrestrial 
 
D 
Thorington & Bowman 2003 Terrestrial 
 
F 
Tillman 2010 Terrestrial 
 
D 
Toft et al. 2007 Marine 
 
D 
Tomimatsu & Ohara 2004 Terrestrial R 
 Wall et al. 2005 Marine 
 
M, R 
Warry et al. 2009 Marine 
 
D 
Weiermans & van Aarde 2003 Terrestrial 
 
D 
Wiacek et al. 2015 Terrestrial 
 
D 
Willson et al. 2001 Terrestrial 
 
F 
Wilson et al. 2015 Terrestrial 
 
D, M, R 
Winter et al. 2000 Terrestrial 
 
F 
Woodard et al. 2001 Terrestrial 
 
D 
Woodward et al. 2001 Terrestrial 
 
F 
Yahner & Wright 1985 Terrestrial 
 
F 
Zhao et al. 2013 Terrestrial 
 
D 
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Table 3.2 Number of studies found, average log response ratio (LRR) and 95% confidence 
interval (CI) for each ecosystem (marine or terrestrial), taxa (flora or fauna), and response 
variable measured (density, foraging, mortality, recruitment). No data was taken on marine and 
terrestrial flora foraging, denoted by “NA”. 
Ecosystem Taxa Response # of Studies LRR CI 
Marine 
Flora 
Density 10 -1.35 0.50 
Foraging NA NA NA 
Mortality 1 0.14 1.49 
Recruitment 3 -1.57 1.10 
Fauna 
Density 44 0.80 0.19 
Foraging 5 0.63 0.62 
Mortality 6 0.75 0.73 
Recruitment 7 0.06 0.99 
Terrestrial 
Flora 
Density 32 0.93 0.22 
Foraging NA NA NA 
Mortality 8 0.32 0.23 
Recruitment 8 -0.04 0.67 
Fauna 
Density 71 -0.17 0.11 
Foraging 20 0.42 0.24 
Mortality 11 0.43 0.37 
Recruitment 1 -1.25 2.55 
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Table 3.3 Analysis of variance results from linear models testing the effects of ecosystem and 
study on flora and fauna responses (density, foraging, mortality, and recruitment). All p-values 
below 0.05 are bolded. No analysis was conducted if denoted by “NA”. 
  Ecosystem Study 
Taxa Response df Sum Sq 
Mean 
Sq F.value Pr(>F) df Sum Sq 
Mean 
Sq F.value Pr(>F) 
Flora 
Density 1 273 2736.92 33.365 <0.001 37 10282 277.9 3.388 <0.001 
Foraging NA          
Mortality 1 0.03 0.029 0.002 0.963 6 53.97 8.995 0.662 0.68 
Recruitment 1 2420 2420.4 16.119 <0.001 9 29729 3303.2 21.998 <0.001 
Fauna 
Density 1 7182 7182.5 40.787 <0.001 92 63285 687.9 3.906 <0.001 
Foraging 1 1.9 1.853 0.026 0.872 20 2068 103.398 1.454 0.104 
Mortality 1 4 3.986 0.076 0.783 10 2287 228.698 4.372 <0.001 
Recruitment 1 58.6 58.569 0.969 0.328 6 933.5 155.582 2.573 0.026 
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Table 3.4 Number of studies found, average log response ratio (LRR) and 95% confidence 
interval (CI) for each ecosystem (marine or terrestrial), taxa (flora or fauna), response variable 
measured (density, foraging, mortality, recruitment), and matrix structure (structured, 
unstructured). No data was taken if denoted by “NA”. 
Ecosystem Taxa Response Matrix Type # of 
Studies 
LRR CI 
Marine 
Flora 
Density 
Structured 3 0.83 0.99 
Unstructured 7 -1.63 0.54 
Foraging 
Structured NA NA NA 
Unstructured NA NA NA 
Mortality 
Structured 0 NA NA 
Unstructured 1 0.14 1.49 
Recruitment 
Structured NA NA NA 
Unstructured 3 -1.57 1.10 
Fauna 
Density 
Structured 17 1.28 0.37 
Unstructured 32 0.65 0.22 
Foraging 
Structured 2 1.52 2.03 
Unstructured 4 0.21 0.32 
Mortality 
Structured 1 -0.23 0.02 
Unstructured 5 1.01 0.89 
Recruitment 
Structured 3 0.34 0.60 
Unstructured 4 -0.22 1.96 
Terrestrial 
Flora 
Density 
Structured 26 1.05 0.25 
Unstructured 8 0.27 0.29 
Foraging 
Structured NA NA NA 
Unstructured NA NA NA 
Mortality 
Structured 7 0.34 0.25 
Unstructured 2 0.12 0.41 
Recruitment 
Structured 8 -0.04 0.67 
Unstructured NA NA NA 
Fauna 
Density 
Structured 63 0.10 0.12 
Unstructured 13 -1.36 0.30 
Foraging 
Structured 19 0.47 0.28 
Unstructured 1 0.10 0.05 
Mortality 
Structured 11 0.50 0.39 
Unstructured 2 -0.55 0.82 
Recruitment 
Structured 1 -1.25 2.55 
Unstructured NA NA NA 
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Table 3.5 Analysis of variance results from linear models testing the effects of matrix structure 
type and study on flora and fauna responses (density, foraging, mortality, and recruitment). All 
p-values below 0.05 are bolded. No analysis was conducted if denoted by “NA”. 
Response Taxa Ecos-ystem df 
Sum 
Sq 
Mean 
Sq F P df 
Sum 
Sq 
Mean 
Sq F P 
Density 
Flora 
marine 1 452.5 452.47 9.492 0.002 8 105.8 13.23 0.278 0.973 
terrestrial 1 670 670.34 7.222 0.007 28 9054 323.35 3.484 0.000 
Fauna 
marine 1 3292 3292.5 15.305 0.000 36 31008 861.3 4.004 0.000 
terrestrial 1 12578 12577.8 90.04 <0.001 56 17695 316 2.262 0.000 
Foraging 
Flora 
marine NA          
terrestrial NA          
Fauna 
marine 1 1.496 1.496 0.149 0.716 1 1.563 1.563 0.155 0.710 
terrestrial 1 31.8 31.755 0.435 0.510 17 2033.2 119.597 1.639 0.060 
Mortality 
Flora 
marine NA          
terrestrial 1 2.67 2.667 0.231 0.632 6 54.83 9.138 0.792 0.578 
Fauna 
marine 1 12.256 12.256 20.715 0.001 3 7.114 2.371 4.008 0.034 
terrestrial 1 293.4 293.360 4.632 0.035 6 1974.3 329.05 5.195 0.000 
Recruit-
ment 
Flora 
marine NA          
terrestrial NA          
Fauna 
marine 1 77.6 77.647 1.266 0.264 5 855.8 171.169 2.792 0.023 
terrestrial NA          
 
 
 
 
 
 
 
 
 
 
 
 
	 115	
FIGURES 
 
 
Figure 3.1 Histogram of the number of studies that examined the responses of flora and/or fauna 
at different distances of habitat a) edges and b) interiors in marine (black bars) and terrestrial 
(white bars) ecosystems. The author of each study defines edge and interior distances, and thus 
this figure shows the discrepancies in distances between marine and terrestrial ecosystems. Edge 
and interior distances (m) are log transformed since the majority of studies measured edge and 
interior distances within a similar range, but there were a few studies that had much larger 
values. Gray shading is the terrestrial ecosystem (white bars) underneath of the marine 
ecosystem (black bars). 
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Figure 3.2 Log response ratios (LRR= ln (edges/interiors)) for density, foraging, mortality, and 
recruitment in marine (gray triangle) and terrestrial ecosystems (white circle) for a) flora and b) 
fauna. Error bars represent 95% confidence intervals. Asterisks represent significant differences 
between ecosystems (***: P <0.001, **: P<0.01, *: P<0.05). 
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Figure 3.3 Log response ratios (edges/interiors) for density, foraging, mortality, and recruitment 
of flora (a,b) and fauna (c,d) between matrix habitats that are structured (gray triangle) and 
unstructured (white circle) in marine (a,c) and terrestrial ecosystems (b,d). Error bars represent 
95% confidence intervals. Asterisks represent significant differences between matrix structure 
types (***: P <0.001, **: P<0.01, *: P<0.05). 
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CHAPTER 4: SHOALGRASS (H. WRITGHTII) MAY NOT SERVE AS A SPATIAL-
TEMPORAL HABITAT REFUGE FOR NEKTON AFTER THE SEASONAL LOSS OF 
EELGRASS (Z. MARINA) 
 
Introduction 
The abundance and distribution of organisms in space and time are often closely linked to 
habitat structure within the landscape (Fahrig 1997). Specific habitats may be more or less 
important based on several factors including the organism’s life-stage (Keller et al. 2017), the 
location of the habitat within the landscape (Baillie et al. 2014), and how the habitat responds to 
environmental fluctuations. Natural changes in habitats may occur seasonally, but these changes 
can be sped up or slowed down with the increasing fluctuations caused by climate change. In 
Europe, for example, the length of the forest growing season has increased in some areas by up to 
10 days over the past 50 years (Menzel & Fabrian 1999). Changing weather patterns (e.g., 
increases in temperature, storm frequency, and drought) can alter the species composition of 
vegetative habitats in terrestrial and marine systems. Furthermore, these changes in climate can 
affect the distribution and abundance of fauna by altering the timing of reproduction (Visser et al. 
1998, Crick et al. 1997), foraging behavior (Nowicki et al. 2012), and changing their habitat-use, 
including poleward shifts of latitudinal ranges and upslope shifts of elevational ranges (Fodrie et 
al. 2010). Understanding how the phenology– the timing of seasonal activities of animals and 
plants to climate change–will affect secondary production and ecosystem service delivery are 
major environmental management concerns on a global scale (Caddy 2013, Airoldi et al. 2008).  
Foundation species, such as seagrass meadows, are especially susceptible to temperature 
increases, which have an effect on biochemical reactions, important to their growth, production, 
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and overall functioning (Waycott et al. 2009). The effects of increasing water temperature 
seasonally may be even more impactful since many marine primary producers are intertidal or 
reside at shallow depths. Since seagrass beds are essential nursery habitat to an abundance of 
ecologically and economically important species (e.g., blue crabs, scallops (Deaton et al. 2010)), 
as well as provide a number of ecosystem services (see Orth et al. 2006), it is important that we 
better understand how the seasonality of seagrass species affects the habitat-use of nekton 
communities and if other seagrass species that persist with rising temperature can serve as 
functionally redundant or equivalent habitat. 
In NC, the dominant seagrass species eelgrass (Zostera marina) sits at its southern 
geographic limit, so temperature increases, from short-term seasonality and long-term climate 
change, may be particularly impactful here (Thayer et al. 1984). Some work in NC has already 
indicated that increasing water temperature in summer months (exceeding 30 °C) has reduced 
photosynthetic rate and growth, impacting total biomass and cover of Z. marina and causing 
large seasonal die-offs (Brodeur et al. 2015, Micheli et al. 2008, Nejrup & Pedersen 2008). As Z. 
marina cover declines, another seagrass species, shoalgrass (Halodule wrightii), with less 
structural complexity (shorter, less dense shoots, and thinner leaves) becomes more prominent 
(Micheli et al. 2008). Shoalgrass can tolerate much higher temperatures and shallower depths, 
but it potentially supports fewer seagrass-associated infauna (Mitcheli et al. 2008), and nekton 
(e.g. juvenile gag grouper, Mycteroperca microlepis) (Adamski et al. 2011). However, related 
work in NC by Micheli and colleagues (2008) only looked at single months (May and October) 
to quantify organisms seasonally and didn’t consider how the habitat-use might shift 
ontogenetically within a season. The summer season is a critical time when fishes and decapods 
are still using the estuary before they transition offshore in late fall, ca. November (Baillie et al. 
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2014). Therefore, research on how the nekton densities and community changes seasonally 
separate from the effects of changing seagrass cover will improve our understanding of how H. 
wrightii may serve as a substitute habitat for fishes during the late summer/early fall when 
densities within estuaries would be high. 
Determining the ecological responses of fauna to changing habitat structure is critical to 
predicting the impacts of local and global change to ecosystems. The objective of this research 
was to determine if H. wrightii could serve as a spatial-temporal habitat refuge, offsetting the 
loss of Z. marina during the summer months when the above-ground biomass of Z. marina 
declines to near zero. To evaluate this objective, we monitored the change in seagrass species 
composition, nekton density, nekton community composition, and residency of mobile fishes 
(via acoustic tracking) over several months pre- and post-peak water temperatures. We asked: 1) 
Is there a difference in nekton density, community composition, and fish residency between 
seagrass species? And 2) Does H. wirghtii serve as a habitat refuge for fauna following Z. 
marina senescence? 
 
Methods 
Study site 
We tested the response of mobile fishes and crustaceans to the seasonal shifts in percent 
cover of seagrass in Back Sound, North Carolina, USA (34.67702 N, 76.59329 W). We 
designated seven seagrass beds throughout the Rachel Carson National Estuarine Research 
Reserve (RC NERR) along the perimeter of a large salt marsh complex called Middle Marsh. We 
selected Middle Marsh because there were multiple seagrass beds (area ranging from 600m2 to 
70,000 m2), mixed with varying levels of Z. marina and H. wrightii, which ranged in percent 
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cover and community composition (Fig. 1; Yeager et al. 2016). We also designated 3 mudflat 
sites around the reserve that were of equal depth as seagrass beds (Fig. 1). 
Characterization of seagrass composition 
We monitored seagrass monthly from May– October 2016 to understand how nekton 
communities respond to changes in seagrass cover and species composition. We monitored the 
seagrass and macroalgal community at each of the seven sites and recorded the percent cover of 
bare sand, as well as three seagrass species: Z. marina, H. wrightii, and Rupia maritima and 
seven genera of macroalgae: Codium spp., Dictyota spp.,Ectocarpus spp., Gracilaria spp., and 
Hypnea spp. We quantified cover of each seagrass and macroalgal species in 10 quadrats (0.25 
m2) across three permanently 50-m transect (randomly placed) within each seagrass site 
(Fourqurean et al. 2001, Yeager et al. 2011).  
Characterization of nekton assemblages 
We quantified the nekton density and community within each site monthly May–Oct 
(minus Sept) 2016 using a small otter trawl– a method that ensures minimal damage to SAV 
beds and has been used to effectively capture mobile fauna (see Baillie et al. 2014, Fodrie et al. 
2010, Yeager et al. 2016). Our 5-m otter trawl (5-m head rope, 2.0-cm body mesh, 0.6-cm cod 
end mesh, 0.3×0.7-m doors) had a 4-seam balloon design, with floating and lead lines, but 
without a tickler chain. At each site during each month, 1–4 trawls lasting two minutes were 
conducted behind a small (∼7 m) research vessel at a speed of 3.4 ± 0.04 km h
−1
. Sampling was 
conducted within 3 h of high tide with typical water depths of 0.82 ± 0.04 m (range 0.4–2.5 m). 
All organisms collected in the trawls were identified to species, enumerated, and weighed. 
During each tow, we recorded salinity (‰), temperature (°C), and depth (m) using a Brix 
handheld analog refractometer, a Dwyer W-10 digital thermometer, and a Lowrance depth finder 
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installed on our small research vessel, respectively. Depth measurements were taken at the 
beginning of each tow and were assumed to be representative of the depth across the entire tow 
path.  
Fish residency  
 We used acoustic tracking to understand what sites or habitats juvenile fishes were 
utilizing after the Z. marina senescence. We wanted to consider the residency of epibenthic 
fishes (generally resting near the bottom or staying hidden within the seagrass canopy; i.e., gag 
grouper) and benthic (residing solely on the bottom; i.e., gulf flounder, Paralichthys albiguttata) 
fishes to encompass some of the different life histories and taxa that may be affected by seasonal 
seagrass composition shifts. Gag grouper acted as one of our model species because we know 
they initially settle and rear in estuarine habitats (specifically seagrass beds) before moving to 
offshore reefs (Levin & Hay 2003). They occupy seagrass beds in the Rachel Carson Reserve 
(Baillie et al 2014, Adamski et al. 2011); but we do not currently know what habitat(s) juvenile 
gag grouper utilize following the seasonal Z. marina die-off. Furthermore, juvenile gulf flounder 
served as our benthic species for a number of reasons. First, there have been very few empirical 
studies identifying their habitat use as juveniles, especially in NC, where we have multiple 
seagrass species. Additionally, this species utilizes mudflats along the edges of seagrass beds, so 
loosing Z. marina, but still retaining H. wrightii, may not affect their habitat-use as much. Lastly, 
juvenile gulf flounder are extremely common at our study site so we knew that we could capture 
enough individuals for our acoustic monitoring.  
We acoustically tracked the movement of 20 juvenile gag grouper and 20 juvenile gulf 
flounder over 5 months (June–November) within Middle Marsh (Rachel Carson Reserve). Our 
sample sizes have been shown to be sufficient in documenting the movement ecology of 
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demersal fishes (Kiel 2004; Dresser and Kneib 2007; Hutchinson and Rhodes 2010; 
Hammerschlag-Peyer and Layman 2010; Fodrie et al. 2015). We deployed an array of 20-omni-
directional Vemco VR2W hydrophones located in our seven seagrass sites (1-5 hydrophones per 
seagrass site depending on the area; Fig. 1). During experimental set-up in May 2016, we tested 
the detection ranges of our tags within the seagrass at a Z. marina dominated site at low tide. We 
wanted to measure the transmission distance when auditory disturbances (i.e., high seagrass 
density, low water depth) were highest, determining a minimum range of about 60 meters.  
 Juvenile gag grouper (113–178 mm standard length (SL), 30–125 g) and gulf flounder 
(160–268 mm SL, 75–330 g) were caught in July and early August via trawl net and brought 
back to the lab for monitoring and surgery. We strove to capture 1-3 individuals from each site 
since we planned to return these individuals to sites where they were caught. A coded acoustic 
transmitter (VEMCO V8) was surgically implanted into the body cavity of each fish (sensu 
Dresser & Kneib 2007). Following tag implantation, fish were held for 1–4 days for observation 
before being released into the site where that fish was caught. The transmitters within each fish 
emitted a pulsed chirp at regular one-minute intervals that were heard by a hydrophone, which 
recorded the transmitter ID, date, and time information. Gag grouper and gulf flounder were first 
released July 27th and Aug 11th, 2016 (respectively). All 40 fish were released by Sept 7th, 2016 
and the last hydrophone download was the following summer in May 2017.  
Statistical analyses 
To better understand the seagrass species composition at each of our sites we used a ratio 
of the percent cover of Z. marina over the percent cover of H. wrightii and took the log of this 
ratio. A ratio greater than zero would indicate a greater proportion of Z. marina, a ratio equal to 
zero would have equal proportions of Z. marina to H. wrightii, and a ratio below zero would 
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have a higher proportion of H. wrightii seagrass at a given site. These ratios helped us determine 
which sites were more dominated by each species before Z. marina senescence in July–Aug. We 
found three sites to be dominated by H. wrightii and two sites to be dominated by Z. marina (Fig. 
4.1, Fig. 4.2a). Two of our seven sites did not appear to be dominated by either H. wrightii or Z. 
marina so they were removed from all further analyses (Fig. 4.1).  
We evaluated the nekton density (individuals 100-m-towed-1) within seagrass sites and 
mudflats based on total nekton, total nekton without pinfish, and species richness (count of 
species sampled). Since pinfish, Lagodon rhomboides, made up 84% of the individuals collected 
in our trawls (Table 4.1), we wanted to determine how the density of less dominant species might 
respond seasonally to sites dominated by different seagrass species and mudflats. Since there is 
variability in the timing of when post-larval fishes and crustaceans ingress into the estuary we 
wanted to quantify the species richness seasonally to determine if the species composition of 
nekton was changing between seagrass and mudflat sites. We limited our analysis to seagrass-
associated nekton and excluded pelagic species that may not have been using the habitats directly 
(e.g., Anchoa mitchilli [bay anchovy] and Selene vomer [lookdown]), as well as species that were 
rare in our sampling and thus we may not have sufficient samples sizes to determine true habitat 
use (i.e., Argopecten irradians [bay scallop], Lolliguncula brevis [brief squid], and Limulus 
polyphemus [horeseshoe crab]). 
To evaluate whether H. wrightii might serve as a spatial-temporal habitat refuge 
following the senescence of Z. marina we calculated a predicted increase in the nekton density in 
at H. wrightii sites in Aug and Oct (Fig. 4.3). We took the difference in nekton density 
(individuals 100-m-towed-1) from Z. marina beds between July and August (during the 
senescence) to determine how many individuals were no longer present and could potentially be 
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moving to and utilizing H. wrightii sites. Since the combined area of our Z. marina sites (area 
~77,292 m2) was 44% larger than the total area of H. wrightii dominated sites (area ~53,550 m2) 
we expected the nekton density at H. wrightii beds in August to equal the difference in nekton 
lost at Z. marina dominated sites between July–Aug multiplied by 144%. However, we also 
expected the nekton density to decrease seasonally due to the natural timing of when nekton 
leave the estuary to move offshore. Thus, we took the difference in nekton lost at Z. marina 
dominated sites between July–Aug and subtracted that from the average monthly seasonal loss in 
nekton and then multiplied it by 144% to get the nekton density at H. wrightii beds in August. 
This method was also carried out to predict the nekton density in H. wrightii beds in October. If 
our actual, or observed, trawl data followed this predicted increase in nekton density at H. 
wrightii sites then we could conclude that H. wrightii might serve as a spatial-temporal habitat 
refuge following the senescence of Z. marina.  
 Of the 40 fish tagged, we excluded 16 fish that were originally released at sites not 
dominated by ZM or HW (Fig. 4.1) and therefore those fish were excluded from all of our 
analyses (Table 2= 24 total fishes included (12 gag grouper and 12 gulf flounder)). Within our 
acoustic tracking data we excluded detections during the first 24 hours after being released from 
our residency analyses because animal movement and behavior may have been altered from the 
capture, tagging, and release back into the environment. Since we did our range testing in May, 
when the Z. marina cover was higher density, the detection range of our hydrophones increased to 
more than 60 m as the Z. marina senesced. Therefore, some of our hydrophones were recording 
data on the same fish at the same time if the fish swam somewhere in-between two hydrophones. 
Data with duplicate time stamps, or those within 50 seconds of the previous recording, were 
considered duplicate transmissions, and were removed from the data set. To examine patterns of 
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residency, we calculated a residency index as the number of days a fish was detected in each site 
divided by the number of days it was actually in the system (date released to the date last 
detected). This residency index would allow us to track how long fish stayed in sites where they 
were released compared to all other sites. Therefore, a high probability of being detected within 
the same site it was released would indicate high residency.  
 To determine if there was a seasonal difference in the water temperature at our different 
habitats we used a linear model to run an analysis of variance (ANOVA) on the effect of fixed 
factors: habitat type (ZM, HW, and mudflat sites) and month (May–Oct, minus Sept). 
 To determine if there was a seasonal difference in the percent cover of seagrass at our 
different habitats we used a linear model to run an ANOVA on the effect of fixed factors: habitat 
type (ZM dominated, HW dominated) and month (May–Oct). 
We used mixed effects models using the lmer package to run an ANOVA on the effect of 
fixed factors: habitat type (ZM, HW, and mudflat sites), month (May–Oct, minus Sept), and the 
interaction of habitat type and month, and a random factor: trawl replicate, on the response 
variables: total nekton, total nekton without pinfish, and richness. All data were log +1 
transformed to meet assumptions of normality and equal variance.  
To determine whether nekton community composition varied by habitat type, we used 
permutational analysis of variance (PERMANOVA) and nonmetric multidimensional scaling 
(nMDS) analysis. These tests were applied to the square-root transformed nekton abundance 
matrix at the species level. PERMANOVA, a permutation-based technique that uses variance 
partitioning, used Bray-Curtis distances and 1,000 permutations to test whether the nekton 
community composition differed by habitat type (ZM, HW, and mudflat sites) and was run using 
the `vegan' package. An ordination method that summarizes patterns in the structure of 
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multivariate datasets (nMDS) was performed on the nekton community data also using the 
`vegan' package. Samples were mapped into ordination space using the ecological distances 
between samples ordered by rank terms. Bi-plots with samples colored by habitat type and 
superimposed ellipses indicating 95% confidence intervals allowed visualization of the 
relationships among samples in ordination space.  
We were interested in knowing which seagrass habitats (ZM or HW) had the highest 
residency and how that changed seasonally (by month). For this test we used a Kruskal-Wallis 
rank sum test to separately test the effect of seagrass habitat and month (Aug–Nov) on gag 
grouper and gulf flounder residency. For all analyses we tested the assumptions of normality 
with the Shapiro-Wilk test and equal variance with the Bartlett’s test prior to analyses. We used 
Tukey’s posthoc comparative analysis to determine differences among treatments. All analyses 
were conducted using R 1.0.143 (R Core Team 2009).  
 
Results  
Temperature was different across months (P<0.001), but was not different between 
habitat types overall (P=0.735; Fig. 4.2b). However, during sampling in July alone, the peak 
temperature in ZM dominated sites (30.2 ± 0.3 °F) was slightly higher than at HW dominated 
(28.8 ± 0.5 °F; Tukey’s HSD: P<0.01), but not different from mudflat sites (29.3 ± 0.3 °F; Fig. 
4.2b). 
Characterization of seagrass composition 
The total percent cover of seagrass found across sites increased from May through its 
peak cover in July (45.3 ± 2.8 % cover) and then declining continuously to its lowest cover in 
Oct (20.1 ± 7.6 % cover) (Fig. 4.2c). The percent cover of bare substrate inversely mimicked the 
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trend of the seagrass cover, with its lowest cover in July (44.5 ± 3.1 % cover) and then increasing 
to its peak in Oct (76.2 ± 8.1 % cover) (Fig. 4.2c). Macroalgae cover, mainly consisting of 
Ectocarpus spp. and Gracilaria spp., was highest in May (14.6 ± 6.7 % cover) and then 
gradually declined to nearly zero percent cover in Oct (0.1 ± 0.1 % cover) (Fig. 4.2c). The 
percent cover of seagrass at ZM dominated and HW dominated sites closely tracked each other 
as they gradually increased from May to July, until there was a significant decline in the percent 
cover of seagrass at ZM dominated sites from July (44.5 ± 0.9 % cover) to its lowest cover in 
Oct (3.3 ± 1 % cover) (Table 4.3; Fig. 4.2d). Meanwhile, the seagrass cover at HW dominated 
sites plateaued at its peak in Sept (49.1 ± 6.5 % cover) and then started to decline in Oct (31.2 ± 
6.1 % cover) (Table 4.3; Fig. 4.2d).  
Characterization of nekton assemblages 
 Total nekton density was significantly greater in seagrass sites (ZM and HW) compared 
to mudflat sites over time (Fig. 4.4a, Table 4.3, Tukey’s HSD: P<0.01). However, the total 
nekton density was not different between ZM dominated sites compared to HW dominated sites 
over time (Fig. 4.4a, Tukey’s HSD: P=0.54). The nekton density in the ZM dominated sites 
peaked in July (484.7 ± 172.3 individuals 100-m-towed-1) and then rapidly declined to its lowest 
density in Oct (9.2 ± 7.3 individuals 100-m-towed-1) (Fig. 4.4a). The nekton density at HW 
dominated sites continuously declined from its peak in May (495.8 ± 126.8 individuals 100-m-
towed-1) to the lowest density in Oct (36.5 ± 8.4 individuals 100-m-towed-1), resulting in a 
similar density as ZM dominated sites (Fig. 4.4a). Nekton density at mudflat sites was 
significantly lower than ZM dominated and HW dominated sites and ranged between (0.5 ± 0. 3 
and 9.5 ± 4.5 individuals 100-m-towed-1) (Fig. 4.4a, Tukey’s HSD: P<0.01).   
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 Since our catch was primarily pinfish, we wanted to examine the total catch without 
pinfish, which still followed a similar trend as the total nekton (Fig. 4.4b). We found an effect of 
month on the density of nekton without pinfish, with June (90.6 ± 7 individuals 100-m-towed-1) 
having the highest density in ZM dominated sites and then a strong decline with the lowest 
density again in October (0.6  ± 0.3 individuals 100-m-towed-1) in mudflat sites (Fig. 4.4b, Table 
4.3). There were significantly more individuals in the ZM dominated sites compared to the HW 
dominated and mudflat sites (Fig. 4.4b, Table 4.3, Tukey’s HSD: P<0.05). The density of nekton 
without pinfish was highest in July (53.2 ± 10.5 individuals 100-m-towed-1) in the HW 
dominated sites and then decreased in the following months. Mudflat sites had some species 
show up early in the summer, with a peak in May (6.4 ± 3.2 individuals 100-m-towed-1), and 
then a gradual decline with the fewest individuals caught in July (0.3 ± 0.3 individuals 100-m-
towed-1). Mudflat sites had significantly fewer species than ZM dominated and HW dominated 
sites (Fig. 4.4b, Table 4.3, Tukey’s HSD: P<0.001).  
 There was no difference between the richness in ZM dominated and HW dominated sites, 
although those sites had significantly more species than mudflat sites (Fig. 4.4c, Table 4.3, 
Tukey’s HSD: P<0.001). The highest richness was in ZM dominated sites in June (12.8 ± 0.8 
total species) and then started to decline in July (10.3 ± 1.7 species) and onward (Fig. 4.4c). Peak 
richness in HW dominated sites was in July (13.7 ± 1.2 species), followed by Aug (10  ± 1.1 
species) as it continued to decline into the fall (Fig. 4.4c). Richness was significantly less in 
mudflat sites and ranged between 0.5  ± 0.3 and 2 ± 0.6 species across time (Fig. 4.4c).  
Habitat type (ZM dominated, HW dominated, mudflat) accounted for 42% of the 
variation observed for the all species, while month only explained 13% of the variation observed 
(Fig. 4.5). Community compositions of nekton in ZM dominated and HW dominated sites were 
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similar (Fig. 4.5), while the communities of nekton in mudflat sites diverged from those in 
seagrass sites (Fig. 4.5; PERMANOVA: F4,3.4 = 3.944, P = 0.0001). There were a number of 
species that were more characteristic of ZM dominated than HW dominated sites, including 
pinfish, pigfish, spot, blue crab, and flounder spp. (Fig. 4.5, Table 4.1). 
Fish residency  
We recorded 173,972 detections overall, averaging 7,249 ± 2,527 (mean ± 1 standard 
error) detections per fish from 24-tagged individuals (Table 4.2). Only six of those 24 fish were 
detected for less than a week (Table 4.2). On average, individuals visited one other site other 
than the site they were released, but they were always sites of the same habitat type. Specifically, 
fishes were never observed visiting sites dominated by HW if they were released in ZM 
dominated sites and vice versa (Table 4.2). The number of days that individuals were recorded 
within the hydrophone array ranged between 0 and 100 with an average of 36 ± 6 days at liberty 
(Table 4.2).  
The residency (proportion of days detected fish-1 site-1) of both gag grouper and gulf 
flounder was higher in release sites then at other sites (Fig. 4.6a). The residency of gag grouper 
was highest in August and September until it drastically declined in October, with zero 
detections in November (X2=24.886, df=14, P=0.036; Fig. 4.6b). Gag grouper were equally 
resident between ZM and HW dominated sites across time (X2=11.78, df=14, P=0.624; Fig. 
4.6b). The residency of gulf flounder was highest in August and then slowly declined seasonally 
until reaching its lowest residency in November (X2= 37.752, df=23, P=0.0271; Fig. 4.6c). Gulf 
flounder were equally resident between ZM and HW dominated sites across time (X2= 25.657, 
df=23, P=0.317; Fig. 4.6c).  
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Discussion 
 Surprisingly, we found no difference in the density of nekton, community composition, 
or residency of mobile fishes between sites dominated by Z. marina and H. wrightii seasonally. 
This result shows that H. wrightii is more comparable to Z. marina habitat than we might have 
predicted based on previous research. However, since we didn’t see increases in nekton density 
at H. wrightii sites we predict that H. wrightii may not serve as a spatial-temporal habitat refuge 
for nekton after the seasonal loss of Z. marina. This result was contrary to what Nowicki (2016) 
showed in Australia, where large seagrass die-off events didn’t reduce the overall abundance of 
fish using that habitat, but instead the density of fish just increased in the remaining amount of 
habitat, which had little effect on fish growth and survival. In our study, we did not find this 
pattern, where there was no shift in the nekton community between Z. marina and H. wrightii 
sites. Additionally, acoustically tagged fishes showed site fidelity to areas that lost Z. marina 
cover rather than moving to nearby seagrass sites dominated by H. wrightii after the Z. marina 
senescence. Synthesis of these results suggests that, in the event of continued seasonal and long-
term Z. marina loss, H. wrightii may not serve as a spatial-temporal habitat refuge for nekton, 
which may negatively impact important habitat functions and secondary productivity of these 
ecosystems. 
The threat of increasing water temperature will undoubtedly have negative consequences 
on the seasonal growth of temperature-sensitive seagrass species, and in turn the juvenile fauna 
that use this seagrass as nursery habitat. The impacts of changing seagrass composition on 
nekton are already evident in the northwestern Gulf of Mexico, where coverage of the 
historically dominant shoal grass (Halodule wrightii) is decreasing and the coverage of more 
tropical species, such as manatee grass (Syringodium filiforme) and turtle grass (Thalassia 
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testudinum), are increasing (Ray et al. 2014). Our results are similar to previous studies 
examining the seasonal shifts in seagrass species composition in NC, where Z. marina sits at its 
thermal tolerance (Micheli et al. 2008). We found the percent cover of Z. marina declined to near 
zero percent cover by the end of July, while percent cover of H. wrightii increased at this time. 
Though the total percent cover of seagrass across all sites only slightly decreased from July to 
October, the loss of Z. marina seagrass coincided with a decline in the density of nekton.  
As with many habitats, there are specific characteristics of each species in the habitat that 
may determine the abundance and community composition of associated fauna. We observed a 
strong decline in the density of nekton, total without pinfish, and richness at both Z. marina and 
H. wrightii dominated sites. This decline in density coincided with the cover decline of Z. 
marina, even though the cover of H. wrightii increased seasonally. After the senescene of Z. 
marina we predict that nekton did not migrate to H. wrightii beds possibly due to differences in 
the morphology between Z. marina and H. wirghtii. The fine-scale characteristics of Z. marina 
seagrass make an ideal habitat compared to the structure of H. wrightii, which has shorter, 
thinner, and more sparse leaves (Baillie et al. 2014, Yeager et al. 2016, Michelie et al. 2008). 
Since we didn’t see an increase in the density of fauna at H. wrightii sites we conclude this 
habitat does not serve as a spatial-temporal habitat refuge for the community following the 
seasonal senescence of Z. marina. Compared to unvegetated habitats, the density of nekton was 
still significantly higher in Z. marina and H. wrightii sites even in August when there was almost 
zero percent cover, which coincides with previous research (Heck and Orth 1980, Beck et al. 
2001). This emphasizes that even when Z. marina dies-back it is still valuable habitat for nekton 
compared to unstructured mudflats. Furthermore, before Z. marina senescence there were equal 
densities of nekton at H. wrightii sites, which were much higher than at mudflat sites. Therefore, 
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seagrass beds consisting of both Z. marina and H. wrightii seemed to provide equivalent habitat 
for nekton until they started leaving the estuary. Management and conservation efforts should 
emphasize protection of both Z. marina and H. wrightii seagrasses for the sustainability of 
ecologically and economically important juvenile species, but not expect nekton to migrate to H. 
wrightii beds after Z. marina senescence.  
 Due to the differences in seagrass species’ morphology and temporal growing seasons it 
is likely there would be a different associated fauna community (MacArthur et al. 2001). Micheli 
et al (2008) found that seven epifaunal species had greater abundances either in Z. marina or 
mixed- species seagrass beds than in H. wrightii beds. Similarly, Baillie et al (2014) found Z. 
marina shoot counts were positively correlated with catch rates of pinfish, pigfish, and flounder, 
and that pinfish catch rates were also positively correlated with H. wrightii shoot density. Based 
on our community analysis, pinfish, pigfish, spot, blue crab, and flounder spp. were all species 
that were characteristic of Z. marina and H. wrightii sites. Stoner (1982) found that pinfish 
consumption of amphipods was higher in H. wrightii than other seagrass species, which may 
indicate why pinfish were found in both seagrass types. Another reason could be that these 
species are largely generalist species that can occupy several types of habitats. However, there 
were some species that also showed up later in the season (October), past the senescence of Z. 
marina, that were found using H. wrightii beds, including lane snapper and black drum, which 
has been previously found (Tzeng et al. 2003, Baillie et al. 2014). Therefore, H. wrightii may 
serve as valuable habitat for species that ingress into the estuary much later in the year when Z. 
marina has already senesced. 
Even though we see a direct trend of nekton density decreasing with the decrease in Z. 
marina, the question remains on whether these temporal trends of species decline correlate 
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directly with temperature or if they are the result of seagrass seasonality, availability of prey, or 
the natural timing of juvenile fishes and crustaceans leaving the estuary in mid-to-late summer. 
Baillie et al. (2014) found a positive correlation of pinfish, spot, pigfish, and flounder with 
temperature, as many of these species are continental shelf spawners with peak larval 
immigration into estuaries in the early months of the year (Taylor et al. 2009). As these larvae 
grow the catchability increases in peak summer, which is when we captured the largest catch, 
coinciding with peak cover of Z. marina. If these juvenile nekton were reliant on seagrass we 
would expect these mobile fishes and crabs to move to H. wrightii beds following the die-off of 
Z. marina. Since we did not find an increase in H. wrightii beds following the loss of Z. marina 
we suspect that either H. wrightii was not as valuable habitat or that these species started moving 
offshore at an earlier time. Specific water temperatures are known to cue reproduction and larval 
settlement as well as when nekton would be leaving the estuary (Baillie et al. 2014). We do note 
that gag grouper appeared to leave the estuary around the first week of October as four gag 
grouper were detected by hydrophones (outside of our array) at the Beaufort Inlet heading out to 
Onslow Bay (Fig. 4.1). This is around the time that gag are expected to leave the estuary and 
head offshore (Levin & Hay 2003). We suggest that the nekton abundance is heavily reliant on 
both the water temperature and the seasonality of Z. marina seagrass cover. 
Juvenile gag grouper and gulf flounder had high residency at sites where they were 
captured and released even without the presence of Z. marina. It was surprising to find that none 
of our tagged fishes moved from Z. marina dominated sites to H. wrightii dominated sites and 
vice-versa. One factor for why gag grouper and gulf flounder did not move to H. wrightii 
dominated sites after Z. marina senescence could be due to the context of other habitats 
surrounding Z. marina dominated sites. Shallow salt marsh lagoons bordered sites dominated by 
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Z. marina, which may have added to the security of a low disturbed environment plentiful with 
other resources for prey. McDonald et al (2016) found that marsh detritus, by providing habitat 
for epifauna and helping maintain prey availability, further tempered reductions in seagrass-
associated fishes and macroinvertebrates following seagrass decline. Interestingly, the residency 
of our model epibenthic fish (gag grouper) and benthic fish (gulf flounder) followed similar 
trends of staying where they were released and having equivalent residency between Z. marina 
and H. wrightii dominated sites.  
In the face of observed and predicted future increases in global surface and water 
temperatures (IPCC, 2007), it is mandatory to know how temperature affects ecosystem processes 
(Rustad et al. 2001; Raich et al. 2006), community structure (Daufresne et al. 2004; Klanderud & 
Totland 2005) as well as ecosystem goods and services humans rely on (Schroter et al. 2005). 
Climate change is shifting species distributions across latitudes and elevations, leading to novel 
assemblages of foundation species and therefore faunal communities. In estuaries of NC, where 
certain species reside at their thermal tolerance, further temperature increases could decrease the 
duration and abundance of Z. marina, but increase H. wrightii cover, which may have large 
implications for juvenile nekton as seen in this study. Waycott et al (2009) suggests that losses of 
seagrass meadows will continue to reduce the energy subsidies they provide to other ecosystems 
such as adjacent coral reefs or distant areas such as deep-sea bottoms, diminishing the net 
secondary productivity of these habitats. 
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TABLES 
Table 4.1. List of species caught in trawl net (individuals 100-m tow-1) across sites:  Z. marina 
(ZM) dominated, H. wrighttii (HW) dominated, and mudlfats across sampling months (May–
Oct, minus Sept) 2016. 
 
Common name  Species name Density (100-m tow-1) 
ZM HW MF 
Bay anchovy Anchoa mitchilli  0.00 0.00 0.25 
Atlantic croaker  Micropogonias undulatus  0.05 0.03 0.00 
Black drum  Pogonias cromis 0.03 0.06 0.03 
Black sea bass Centropristis striata 0.00 0.09 0.00 
Blenny spp. Blenidae 0.00 1.90 0.00 
Blue crab  Callinectes sapidus  5.62 5.02 0.12 
Bluefish Pomatomus saltatrix 0.05 0.08 0.00 
Butterfly ray Gymnura micrura 0.04 0.00 0.00 
Brown shirmp  Penaeus aztecus  1.50 1.66 0.05 
Flounder spp. Paralichthys spp. 5.30 3.27 0.17 
Gag grouper Mycteroperca microlepis 0.13 0.11 0.00 
Inland silverside Menidia beryllina  0.00 0.00 0.06 
Inshore lizardfish Synodus foetens 0.04 0.08 0.05 
Jack spp. Jack spp. 0.00 0.03 0.00 
Lane snapper Lutjanus synagris 0.00 0.03 0.00 
Mojarra Eucinostomus spp.  2.06 0.09 0.00 
Mud crab spp. NA 0.00 0.11 0.00 
Northern puffer Sphoeroides maculatus 0.27 0.12 0.03 
Oyster toadfish Opsanus tau 0.14 0.23 0.00 
Pigfish  Orthopritis chrysoptera  21.62 9.46 0.29 
Pinfish Lagodon rhomboides  229.67 209.56 2.15 
Pipefish Sygnathus spp. 0.37 1.21 0.06 
Planehead filefish Stephanolepis hispidus 0.96 1.35 0.00 
Red drum  Sciaenops ocellatus  0.04 0.03 0.00 
Scrawled filefish Aluterus scriptus 0.05 0.00 0.00 
Seahorse Hippocampus sp. 0.04 0.00 0.00 
Northern sennet Sphyraena borealis 0.04 0.06 0.00 
Sheepshead  Archosargus probatocephalus  0.40 0.12 0.00 
Silver perch Bairdiella chrysoura  0.69 4.36 0.00 
Stingray spp. Stingray spp. 0.04 0.12 0.00 
Blotched swimming crab Portunus spinimanus   0.04 0.03 0.00 
Spider crab  Libinia spp.  0.08 0.11 0.00 
Spiny lobster Panulirus spp. 0.00 0.03 0.00 
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Spot Leiostomus xanthurus  9.54 3.70 1.01 
Spottail pinfish Diplodus holbrookii  0.55 0.85 0.00 
Striped burrfish Chilomycterus schoepfi 0.24 0.28 0.00 
Tautog Tautoga onitis 0.00 0.06 0.00 
Blackcheek tongue fish Symphurus plagiusa  0.14 0.00 0.00 
Whiff Citharichthys spp. 0.00 0.03 0.03 
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Table 4.2. Summary of 20 gag grouper (Fish ID =“G”) and 20 gulf flounder (Fish ID =“F”) 
tagged with acoustic transmitters and tracked within the array 21 VEMCO hydrophones within 
the Back Sound Estuary in central North Carolina. Fish ID with “*” indicate fish detected 
leaving Beaufort Inlet from other hydrophones not in our study array. Fish with “ND” indicate 
they were never detected in our array. 
 
Fish 
ID 
Release 
Date 
Total 
Length 
(mm) 
Weight  
(g) 
Total 
Detections 
Release                                     
Site 
Visited
Sites 
Last 
Detected    
Site 
Days        
at      
Liberty 
F01* 8/11/16 265 185 2 1 1 1 0 
F02 8/11/16 237 145 6,079 1 1,2 2 33 
F08* 8/16/16 271 170 17,973 2 1,2,3 3 100 
F09 8/16/16 212 100 188 6 5,6,7 7 1 
F10* 8/16/16 245 150 1,811 1 1,2,3 2 17 
F11 8/16/16 295 250 2,877 1 1,3 3 19 
F12 8/16/16 223 100 11,371 1 1 1 49 
F13 8/16/16 265 200 18,702 1 1,2,3,4 4 75 
F14 8/26/16 200 80 436 5 6 6 1 
F15 8/26/16 195 75 0 5 ND ND 0 
F16* 8/26/16 207 80 2,247 4 4,7 7 64 
F18 9/7/16 250 175 1 2 2 2 0 
F19* 9/7/16 247 180 56,199 6 5,6,7 6 76 
G01 7/27/16 134 30 657 6 6 6 11 
G02 8/11/16 181 65 335 4 5,6,7 6 53 
G03 8/11/16 158 50 212 4 3,4 4 55 
G04 8/11/16 173 60 13,085 6 5,6,7 6 54 
G05 8/11/16 159 52 21,797 1 1 1 54 
G06* 8/11/16 170 65 4,639 1 1,2 1 54 
G07 8/11/16 165 65 7,976 6 5,6 6 54 
G09 8/24/16 162 50 3 4 4 4 1 
G10 8/24/16 191 75 186 4 3,4  4 37 
G11 8/24/16 180 70 1,079 6 6 6 9 
G12 8/24/16 180 70 ND 6 ND ND 0 
G13 8/26/16 188 80 6,114 2 2,3,4 4 35 
G14* 8/26/16 193 90 3 5 6 6 0 
G15 9/7/16 194 90 0 4 ND ND 0 
G16 9/7/16 207 115 0 5 ND ND 0 
G17 9/7/16 195 90 0 5 ND ND 0 
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 Table 4.3. Effect of month, habitat type, and the interaction of month and habitat type on the 
response: % cover of seagrass in sites dominated by Z. marina or H. wrightii, water temperature 
(degrees Celsius), and the total abundance of nekton, total nekton minus pinfish, and species 
richness within a 100-m trawl tow in sites dominated by Z. marina, H. wrightii, and mudflats 
from May–Oct (minus Sept) 2016. Numerator degrees of freedom (DF) are listed first, followed 
by the denominator DF. Bolded values are significant. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Response Month Habitat Month x Habitat 
  Df F P Df F P Df F P 
% Cover seagrass 5 4.417 0.008 1 21.231 0.0002 5 3.883 0.0146 
Water temperature 4 362.066 <0.001 2 0.309 0.735 8 4.44 <0.001 
Total nekton 4, 64 20.571 <0.001 2, 64 194.953 <0.001 8, 64 5.326 <0.001 
Total minus pins 4, 64 11.227 <0.001 2, 64 113.513 <0.001 8, 64 4.195 <0.001 
Richness 4, 67 7.604 <0.001 2, 67 104.331 <0.001 8, 67 3.045 0.006 
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FIGURES 
 
Figure 4.1 Map of designated seagrass beds (HW= Halodule wrightii dominated, ZM= Zostera 
marina dominated, MX= mixed seagrasses not used in analyses) throughout the Rachel Carson 
National Estuarine Research Reserve (RC NERR) along the perimeter of a large salt marsh 
complex called Middle Marsh in Back Sound, North Carolina, USA (34.67702 N, 76.59329 W). 
Seagrass sites include the omni-directional Vemco VR2W hydrophones (black triangle) used to 
track acoustically tagged fishes.  
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Figure 4.2 a) Log of the ratio of Z. marina over H.wrightii in each 0.25m2 quadrat at sites 
1,2,4,5,6 across months. Dots above horizontal black line at zero are more dominated by Z. 
marina seagrass and dots below the line are more domiated by H. wrightii. Thus, we designate 
sites 5 and 6 as dominated by Z. marina and sites 1,2, and 4 as dominated by H. wrightii. b) 
Temperature (0C) at the Zostera marina (ZM) and Halodule wrightii (HW) dominated seagrass 
beds across months (May–Oct, minus Sept) in 2016. c) Total % cover (0.25m2) of seagrass 
(black triangles), bare substrate (dark gray squares), and macroalgae (light gray dots) across sites 
(1, 2, 4, 5, 6) over sampling months (May–Oct). d) Total % cover (0.25m2) of Z. marina 
dominated seagrass beds (black triangles) and H. wirghii dominated seagrass beds (dark gray 
squares) at sites 1,2,4,5,6 across months. Error bars are means ± SE.  
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Figure 4.3 Predicted mean nekton (individuals 100-m-towed-1) in H. wrightii (HW) dominated 
(dark gray) sites in Aug and Oct based off actual nekton catch in Z. marina (ZM) dominated 
(black) sites. We took the difference in nekton density from Z. marina beds between July and 
August (during the senescence) to determine how many individuals were no longer present and 
could potentially be moving to and utilizing H. wrightii sites. Since the combined area of our Z. 
marina sites (area ~77,292 m2) was 44% larger than the total area of H. wrightii dominated sites 
(area ~53,550 m2) we expected the nekton density at H. wrightii beds in August to equal the 
difference in nekton lost at Z. marina dominated sites between July–Aug multiplied by 144%. 
However, we also expected the nekton density to decrease seasonally due to the natural timing of 
when nekton leave the estuary to move offshore. Thus, we took the difference in nekton lost at Z. 
marina dominated sites between July–Aug and subtracted that from the average monthly 
seasonal loss in nekton and then multiplied it by 144% to get the nekton density at H. wrightii 
beds in August. This method was also carried out to predict the nekton density in H. wrightii 
beds in October.  
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Figure 4.4 Mean individuals 100-m-towed-1 ± SE of a) total nekton, b) total nekton without 
pinfish, and c) richness in Z. marina (ZM) dominated (black triangles), H. wrightii (HW) 
dominated (dark gray squares), and mudflats (light gray dots) across sites, sampled monthly from 
May-Oct 2016 (minus Sept) with an otter trawl net. 
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Figure 4.5 Non-metric multidimensional scaling ordinations of all species sampled to visualize 
the similarity of community composition between habitat types (Z. marina (ZM) dominated= 
black triangles, H. wrigtti (HW) dominated sites= dark gray squares, and mudflats= light gray 
circles) sampled monthly from May-Oct 2016 (minus Sept) with an otter trawl net. Arrows 
indicate specific species driving observed trends. All values calculated with Bray–Curtis 
dissimilarity matrix. 
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Figure 4.6 a) Gag grouper and gulf flounder residency (proportion of days detected fish-1 site-1) 
at release sites (dark gray bars) versus other sites detected (light gray bars). b) Gag grouper and 
c) gulf flounder residency (proportion of days detected fish-1 site-1) at sites dominated by Z. 
marina (dark gray bars) and sites dominated by H. wrightii (light gray bars). Error bars indicate 1 
± SE.  
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