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a b s t r a c t
During the past ten years, research using Near-infrared Spectroscopy (NIRS) to study the
developing brain has provided groundbreaking evidence of brain functions in infants. This
paper presents a theoretically oriented review of this wealth of evidence, summarizing
recent NIRS data on language processing, without neglecting other neuroimaging or behav-
ioral studies in infancy and adulthood. We review three competing classes of hypotheses
(i.e. signal-driven, domain-driven, and learning biases hypotheses) regarding the causes
of hemispheric specialization for speech processing. We assess the ﬁt between each of
these hypotheses and neuroimaging evidence in speech perception and show that none of
the three hypotheses can account for the entire set of observations on its own. However,
we argue that they provide a good ﬁt when combined within a developmental perspec-
tive. According to our proposed scenario, lateralization for language emerges out of the
interaction between pre-existing left–right biases in generic auditory processing (signal-
drivenhypothesis), anda left-hemispherepredominanceofparticular learningmechanisms
(learning-biases hypothesis). As a result of this completed developmental process, the
native language is represented in the left hemisphere predominantly. The integrated sce-
nario enables to link infant and adult data, and points to many empirical avenues that need
to be explored more systematically.
© 2011 Elsevier Ltd. All rights reserved.
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1. Introduction
The hemispheric asymmetries evidenced in language
have long been the object of debate (Lenneberg, 1966;
Zatorre and Gandour, 2008). Until recently, studying the
development of cerebral lateralization in response to
speech perception was nearly impossible for two rea-
sons. First, available methods were not ideally suited
to investigate lateralization accurately. Thus, the various
approaches used, including neuropsychological observa-
tion, dichotic listening (Glanville et al., 1977; Bertoncini
et al., 1989; Best et al., 1982; Vargha-KhademandCorballis,
1979), and electroencephalography (EEG; Novak et al.,
1989; Molfese and Molfese, 1988; Duclaux et al., 1991;
Simos et al., 1997), had rather poor spatial resolution.
Although these methods can in principle capture hemi-
spheric lateralization, results from dichotic listening and
early EEG studies on infants were often inconsistent show-
ing, for instance, right-dominant (Novak et al., 1989),
left-dominant (Dehaene-Lambertz and Baillet, 1998), and
symmetrical responses (Simos and Molfese, 1997) to
phonemic contrasts. Nearly half a century after Lenneberg
(1966), we are now much closer to understanding the
development of the functional lateralization for speech,
as the use of imaging techniques such as functional
magnetic resonance (fMRI), multi-channel event-related
potentials (ERP) and near-infrared spectroscopy (NIRS)
provide more reliable evidence regarding the cerebral
bases of language development (Werker and Yeung, 2005;
Dehaene-Lambertz et al., 2006; Minagawa-Kawai et al.,
2008; Obrig et al., 2010; Gervain et al., 2011). In particu-
lar, during the past ten years, research using NIRS to study
the developing brain has rapidly expanded to provide cru-
cial evidence for the emergence of lateralization. A second
roadblock to the study of the development of functional
lateralization for speech was that the biases driving this
lateralization in adults were not fully understood. Nowa-
days, adults’ imagingdata for the cerebral bases of language
is rapidly accumulating and the picture for functional cere-
bral lateralization in adults is clearer than the one before
(see recent reviews in Tervaniemi and Hugdahl, 2003;
Zatorre and Gandour, 2008). As these two roadblocks are
removed, we are now in a position to provide a princi-
pled account of that development. In this paper, we review
imaging studies on infants and adults to compare activa-
tions in thedevelopingbrainwith the cerebral organization
of the mature language system (e.g. Friederici, 2002; Scott
and Johnsrude, 2003; Minagawa-Kawai et al., 2005).
roimaging data supporting them, in Section 2. We assess
the ﬁt between each of these classes of hypotheses and
neuroimaging evidence in infant speech and non-speech
perception in Section 3, and show that none of the three
hypotheses can account for the entire set of observations
on its own. However, we argue that they provide a good
ﬁt when combined within a developmental perspective.
Based on this discussion, in Section 4 we propose a model
where cerebral lateralization for language emerges out of
the interaction between biases in general auditory pro-
cessing and a left-hemisphere bias associated to certain
learning subsystems recruited in language acquisition. It
should be noted that when we speak of left/right domi-
nance or left/right lateralization, we mean that the degree
of activation is larger in one or the other hemisphere, not
that activation is found exclusively in one of them.
2. Three hypotheses for language lateralization
It has long been known that the left and right hemi-
spheres differ structurally in ways that could map onto
functional differences, including larger micro-anatomical
cell size, greater thickness ofmyelin,widermicro-columns,
and larger spacingofmacro-columns in the left hemisphere
(Hayes and Lewis, 1993; Penhune et al., 1996; Seldon,
1981; Galuske et al., 2000). Furthermore, the patterns of
connectivity across brain regions also differ between the
two hemispheres, with a larger volume of ﬁber tracts in
the arcuate fasciculus in the left hemisphere (e.g., Duffau,
2008). These differences have been hypothesized to enable
the left hemisphere to function efﬁciently by implement-
ing a large number of subsystems,whichwould facilitate or
enable language acquisition and processing (Stephan et al.,
2007; Friederici, 2009). Additionally, these differences
between the hemispheres have sometimes been deemed
one of the evolutionary innovations by which humans
have come to develop a language system (Devlin et al.,
2003). Importantly, such anatomical asymmetries are not
as marked in non-human animals (e.g., Buxhoeveden et al.,
2001). Additionally, left-lateralization is often reported at
a number of linguistic levels, including syntactic process-
ing and semantic access (for a review of recent data, see
Price, 2010). Here, however, we will focus only on speech
processing at the phonetic/phonological level, which in
a majority of right-handed adults elicits left-dominant
responses (e.g., Furuya and Mori, 2003; Turkeltaub and
Coslett, 2010).
There are two leading hypotheses postulated to account
To this end, we present three competing classes of
hypotheses (i.e. signal-driven, domain-driven, and learn-
ing biases hypotheses) regarding the causes of hemispheric
specialization for speech processing, and the adult neu-for how the two hemispheres, with their different struc-
tures, could lead to the functional specialization for speech
in the adult human brain. The signal-driven hypothesis puts
a strong emphasis on the low level spectral or temporal
ntal Cog
p
2
Z
s
t
w
s
n
I
e
c
h
(
S
v
u
s
l
p
e
f
a
s
i
2
d
i
c
r
t
e
p
e
n
t
s
a
a
s
t
t
c
h
t
s
e
t
h
r
p
c
a
a
o
2
2
uY. Minagawa-Kawai et al. / Developme
roperties characteristic of speech sounds (Boemio et al.,
005; Jamison et al., 2006; Schonwiesner et al., 2005;
atorre and Belin, 2001). Speciﬁcally, the left hemisphere is
aid to be preferentially involved in processing rapid dura-
ional changes such as those that distinguish phonemes,
hereas the right hemisphere is more engaged in ﬁne
pectral processing such as that required for discrimi-
ation of slow pitch changes or emotional vocalizations.
n contrast, the domain-driven hypothesis puts a strong
mphasis on the fact that speech sounds are part of a highly
omplex communicative/expressive system speciﬁc to the
uman species, which recruits dedicated brain networks
e.g., Dehaene-Lambertz et al., 2005, 2010; Fodor, 1985).
peciﬁcally, this hypothesis predicts that language rele-
ance, rather than the acoustic properties of a stimulus,
nderlie patterns of neural recruitment when processing
ounds. A third view, which has received less attention
ately, emphasizes to a larger extent the fact that speech
rocessing is ﬁrst and foremost the outcome of a learning
xperience;we call it the learning-biases hypothesis.Weput
orward one instantiation of the learning-bias hypothesis,
ccording to which language acquisition recruits several
pecialized (but not necessarily domain-speciﬁc) learn-
ng subsystems (Ashby and O’Brien, 2005; Friederici et al.,
006; Zeithamova et al., 2008), each of them implicating
istinct brain networks (as in Ashby and Ell, 2001). Specif-
cally, we claim that the establishment of feature-based,
ategorical phonetic units and the extraction of words and
ules on the basis of hierarchical and adjacent regulari-
ies require speciﬁc learning algorithms that are especially
fﬁcient in the left hemisphere and, as a result, speech
erception comes to be left-lateralized as a function of
xperience.
We review each of these hypotheses in the light of
euroimaging evidence of speech and non-speech percep-
ion in human adults and non-human animals. In fact, one
hould recognize that there is considerable variation across
uthors on the precise formulation of these hypotheses,
nd we should rather refer to them as classes of hypothe-
es. However, for the purposes of this exposition, we will
ake into account the most extreme version of each of
he three classes of hypotheses, without the intention of
aricaturizing them. This strategy serves to evaluate the
ypotheses in their strongest stance, even though it is clear
hat, within each group of researchers (or even within the
ame researcher), some combination of the three biases is
xpected. As will be evident in the ﬁnal section, we agree
hat the right answer likely involves a combination of those
ypotheses. We would like to, again, point out that this
eview is focused on the brain networks involved in the
erception of speech sounds. While it is clear that other
omponents of language (morphology, syntax, semantics),
nd other processing modalities (speech production) are
lso left-lateralized, we consider these components to fall
utside the narrow scope of the present review.
.1. The signal-driven hypothesis.1.1. Identifying features
Several studies using a variety of non-speech stim-
li with fMRI or PET (positron emission tomography)nitive Neuroscience 1 (2011) 217–232 219
relate differences in lateralization to differences in the
low-level physical characteristics of stimuli, particularly
along a temporal dimension (“fast” versus “slow”), but
also along a spectral dimension (“simple” vs “complex”).
Most studies document a clear asymmetry in the tem-
poral cortex as a function of spectro-temporal features
of the stimuli, with greater leftward responses to quickly
changing spectral signals and more rightward responses to
slowly modulated or spectrally rich signals (Jamison et al.,
2006; Schonwiesner et al., 2005; Zatorre and Belin, 2001),
although others report rather bilateral engagement when
processing fast modulated stimuli (e.g., Belin et al., 1998;
Boemio et al., 2005; Poeppel et al., 2008). The dichotomy
between fast vs. slow temporal features resembles the
well-established local vs. global dichotomy documented
in the literature in the visual cognitive ﬁeld (Ivry and
Robertson, 1998; Koivisto and Revonsuo, 2004). More-
over, some neuropsychological and electrophysiological
studies ﬁnd similar asymmetries in response to local vs.
global auditory changes (Peretz, 1990;Horvathet al., 2001).
Finally, there is someevidence for signal-drivenneural pro-
cessing also in non-human animals. For instance, lesions in
the right auditory cortex affect the discrimination of ris-
ing and falling tones in Mongolian gerbil (Wetzel et al.,
1998) and in rats (Rybalko et al., 2006), while rapidly
changing auditory stimuli are processed in the left tem-
poral area of rats (Fitch et al., 1993: but see Fitch et al.,
1994).
2.1.2. Adult data
How does the signal-driven hypothesis account for
a predominant left lateralization for language? In fact,
authors disagree on whether the relevant parameter
involves spectral complexity, temporal complexity, or a
combination of the two. Even among those who empha-
size the temporal dimension primarily, the notion of
fast/slow varies across authors and may therefore map
onto different linguistic structures. As seen on Table 1, the
durations of stimuli or the period of oscillations for ‘fast
signals’ typically varies between 20 and 40ms, whereas
for ‘slow signals’ it varies between 150 and 300ms. How-
ever, measurements of running speech show that segment
duration typically fall in between the fast and the slow
range: in French, stops like/b,k/last 77–112ms; fricatives
like/v,s/80–128ms; sonorants like/m,j/55–65ms; vowels
between 72 and 121ms (Duez, 2007). Other researchers
emphasize the notion of spectral and temporal ‘com-
plexity’ (rather than duration per se), captured through
change over successive sampling windows. Indeed, some
(e.g., Rosen, 1992) have proposed that acoustic land-
marks of 20–50ms could be sufﬁcient for phoneme
identiﬁcation. However, a wealth of research shows that
listeners integrate information over substantially longer
windows. For instance, formant transitions and dura-
tion both inﬂuence vowel perception (Strange and Bohn,
1998), preceding and following vowels inﬂuence sibi-
lant place of articulation (Nowak, 2006), the duration
of a following vowel inﬂuences perception of articu-
lation manner of a consonant (Miller and Liberman,
1979). In other words, the information relevant for the
identiﬁcation of a given phoneme is recovered from sam-
220 Y. Minagawa-Kawai et al. / Developmental Cognitive Neuroscience 1 (2011) 217–232
Table 1
Selected studies illustrating the different conceptions of signal-driven biases. All measures have been converted to durations in milliseconds.Examples of
speciﬁc characteristics that could drive lateralization in different papers. Some of them based their evidence on lateralization patterns elicited by non-
speech or speech, while others report spontaneous patterns that are present without stimulation. Thus, greater LH engagement could result from: fast
changes; temporal complexity; unique events which are best determined through small integration windows; events whose period is comparable to the
oscillation period the LH displays spontaneously; and temporal coding or raw duration of the event. Note that some papers more emphasize spectral
complexity rather than slow changes for rightward lateralization.
Stimuli Study Left H Bias Right H Bias
Non-Speech Fast tone/formant changes Slow tone/formant changes
Belin et al. (1998) Fixed duration 40ms Fixed duration 200ms
Temporal complexity Spectral complexity
Schönwiesner et al. (2005) variable duration 5–20ms Fixed duration 33ms
Zatorre and Belin (2001) variable duration 21–667ms Fixed duration 667ms∼
Small integration window Large integration window
Poeppel (2003) e Window duration 20–40ms Window duration 150–250ms
(none) Gamma band spontaneous oscillation Theta band spontaneous oscilation
Giraud et al. (2007) Oscillation period 25–36ms Oscillation period 167–333ms
Speech Shankweiler and Studdert-Kennedy
(1967), Haggard and Parkinson (1971),
Ley and Bryden (1982), Zatorre et al.
(1992), Furuya and Mori (2003)
Temporal codingofphonemesorwords Tonal pitch and prosody
Phoneme durationa 80ms Tone eventc 80ms
Word durationb 200–300ms Sentential/emotional
prosodyd
1000–1800ms
a In French (Duez, 2007), stops like /b,k/ last 77–112ms; fricatives like /v,s/ 80–128ms; sonorants like/m,j/55–65ms; vowels between 72 and 121ms.
b Range computed over average word length in English, Japanese, Italian, French (Pellegrino, Coupé and Marcico 2007).
e.
metricac Based on average vowel duration (see note a).
d Based on average sentence duration in Childes in French and Japanes
e Revised version of this model (Poeppel et al. 2008) hypothesizes sym
pling acoustic cues distributed over adjacent phonemes.
Therefore, if taken literally, one should map phonetic
events on the left hemisphere and phonological process-
ing on the right hemisphere, which is obviously not the
case.
Despite this diversity in instantiations, this set of
hypotheses is prevalent in the ﬁeld, and it is empirically
interesting to investigate whether linguistic structures are
lateralized along this temporal continuum. Rapidly chang-
ing speech components (including consonant–vowel (CV)
stimuli) activated predominantly the left auditory area in
many studies (e.g., Jancke et al., 2002; Dehaene-Lambertz
andGliga, 2004; Zatorre et al., 1992, 1996),whereas stimuli
with richer pitch (tone, intonational prosody) modulates a
right-dominant activation (Furuya and Mori, 2003; Meyer
et al., 2002; Zatorre, 1988; Zatorre et al., 1992). However,
not everypublishedpaperhas found suchhemispheric spe-
cialization in accordancewith the temporal continuum. For
example, CV stimuli activated the brain symmetrically in
Binder et al. (2000), Joanisse and Gati (2003) and Benson
et al. (2006). Nonetheless, research involving both speech
and non-speech lends support to signal-driven explana-
tions. Jancke et al. (2002), for instance, found greater
involvement of the left planum temporale in processing
CV rather than a tone or a vowel in isolation. That this
was due to the enhanced temporal nature of the voice-
less consonant in CV was conﬁrmed in a second study,
where a non-speech stimulus with similar rapid tempo-
ral changes (such as a “gap”) tended to activate the left
auditory region (Zaehle et al., 2004). In summary, these
studies as well as other imaging literature (Zaehle et al.,
2008) suggest that, at an early stage of auditory percep-
tion, speech and non-speech processing share a similarl hemispheric activations for the small integration window.
neuronal pathway that is driven by signal properties, and
that, at this stage, lateralization responds to the differen-
tial hemispheric receptivity to rapid vs. slow variation in
the acoustic signal. A complete picture would necessarily
involve additional processing stages in order to account for
left lateralization in response to ‘slow’ phonological fea-
tures, such as lexical tones (Gandour et al., 2002, 2004; Xu
et al., 2006).
2.2. The Domain-driven hypothesis
2.2.1. Identifying features
The basic feature of this set of hypotheses is that there
is a single (left-lateralized) brain network which responds
to the linguistic characteristics of the input. Fodor (1985)
proposed that human language is a ‘module’ that impli-
cates a set of innately speciﬁed, automatic, dedicated
processes. Chomsky and Lasnik (1993) claimed that the
species-speciﬁcity of language resides in a set of abstract
properties that takes the formofaUniversalGrammar (UG),
i.e. a set of abstract parameters and principles. Translated
into brain networks, this yields the idea that there is a
human-speciﬁc, domain-speciﬁc, left-lateralized process-
ing architecture that is initially present, independent from
experience. The domain of this processing architecture
is not deﬁned by low-level stimulus characteristics, but
rather, the abstract principles of (human) UG. This includes
spoken and sign language, but excludes music or computer
languages. However, the basic intuition that left lateraliza-
tionarises fromthe linguistic characteristics of the stimuli is
not always associated to networks that are human-speciﬁc,
domain-speciﬁc, and learning-independent, as shown on
Table 2.
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Table 2
Selected quotes to represent the variety of theoretical stances within the domain-driven set of hypotheses, depending on whether the neural bases are
speciﬁc to humans, whether they are used only for language, and whether learning is unnecessary.
Reference Quote Human-
speciﬁc
Domain-
speciﬁc
Present
from birth
Dehaene-Lambertz and
Gliga (2004)
Therefore, we hypothesize that in the case of phoneme processing,
there is continuity between neonates and adults, and that from birth
on infants are able to spontaneously compute phonemic
representations [.] This phonemic network, effective from the ﬁrst
days of life, is adequately conﬁgured to process the relevant properties
of the speech environment and to detect any inherent regularities
present in input [.] It is not exposure to speech that creates the
capabilities described in infants.
Yes Yes Yes
Pen˜a et al. (2003) [These results imply] that humans are born with a brain organization
geared to detect speech signals and pay attention to utterances
produced in their surroundings.
Yes Yes
Dehaene-Lambertz et al.
(2006)
We do not know yet whether another structured stimulus, such as
music, would activate the same network. [T]he similarity between
functionally immature infants and competent mature adults implies a
strong genetic bias for speech processing in those areas. This ‘bias’
might partially result from recycling of auditory processes observed in
other mammals (e.g. rhythmic sensitivity or perceptive discontinuities
along some acoustic dimension) but is not limited to them.
Partially Partially Yes
enetic c
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(2010)
Acknowledging the existence of strong g
organization of the perisylvian regions [
not preclude environmental inﬂuences.
Although the hypothesis of a dedicated brain network
or language has been formulated for humans, similar
ypotheses have been proposed for other species suggest-
ng some phylogenetic continuity. For instance, a right
ar (left hemisphere) advantage has been observed in
esponse to conspeciﬁc calls in rhesus monkeys (Hauser
nd Andersson, 1994), sea-lions (Boye et al., 2005) and
ats (Ehret, 1987). Furthermore, recent imaging data in
hesus monkeys shows that, in contrast to temporal lobe
ctivities that were basically right-lateralized for vari-
us types of stimuli, only conspeciﬁc calls signiﬁcantly
ctivated the left temporal pole (Poremba et al., 2004).
hese results, however, should be interpreted cautiously,
s much counterevidence has been reported (e.g., Gil-da-
osta et al., 2004). Regarding speciﬁcity to language, sign
anguage involves very similar networks to spoken lan-
uage, despite the fact that it rests on a different modality
Poizner et al., 1987; MacSweeney et al., 2002; Campbell
t al., 2008; but see Neville et al., 1998; Newman et al.,
002; where it is found that RH activation in native ASL
igners seeing ASL is greater than that found in English
peakers hearing English). A priori, this ﬁts well with the
dea that it is abstract properties, not low level signal
roperties,which are responsible for the pattern of special-
zation for language. Similarly, left-dominant activations
ave been recorded in response to whistled Spanish in
group of people who frequently used it, even though
histled speech has signal properties similar to music
Carreiras et al., 2005). Of course, this previous research
ith signed and whistled languages typically used words
r sentences, stimuli that had morphology, syntax, and
emantics. Hence, it is possible that the left dominance
ocumented there did not reﬂect phonological processing.
learer evidence to this effect would come from studies
sing meaningless, but phonologically and phonetically
ell-formed signs and whistles, which would be compara-
le to the spoken non-words/pseudowords typically usedonstraints on the
ch perception] does
No
when neuroimaging spoken language phonological pro-
cessing. Pseudosigns have beenused in behavioral research
in order to better isolate phonetic/phonological process-
ing from lexical treatment, and they can reveal differences
in perception between native signers, late learners, and
non-signers, suggesting they tap a linguistic level of rep-
resentation (e.g., Baker et al., 2005; Best et al., 2010).
2.2.2. Adult data
In its strongest form, thedomain-drivenhypothesis pre-
dicts left-dominant responses to any linguistic stimulation,
regardless of inputmodality and previous experience. Con-
trary to this view, Mazoyer et al. (1993) and Perani et al.
(1996) reported symmetrical activation of superior tempo-
ral regions for the presentation of a completely unknown
language. This has also been found by MacSweeney et al.
(2004) for sign language. Note, however, that such conclu-
sions may depend on the control conditions used, because
when compared to backward speech, an unknown spoken
language elicited a signiﬁcantly larger leftward activa-
tion in the inferior frontal gyrus, inferior parietal lobule,
and mid-temporal gyrus (Perani et al., 1996). Nonetheless,
present evidence in favor of a lateralized network for an
unknown language is not very strong.
Another line of evidence relevant to the domain-driven
hypothesis comes from studies where the same stimuli
elicit differential brain activations depending on whether
they are perceived as speech or not, or whether the par-
ticipant is focusing on the linguistic aspect of the signal
(Dehaene-Lambertz et al., 2005; Mottonen et al., 2006;
Vouloumanos et al., 2001). Mottonen et al. (2006), for
instance, demonstrated an enhanced left-lateralized STS
activation only for participants who were able to perceive
sine-wave stimuli as speech. In addition, the same acous-
tic stimulus can yield a different pattern of lateralization,
dependingonwhether the task is todifferentiate theacous-
tic/voice or linguistic characteristics (Bristow et al., 2009;
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Meyer et al., 2002). This shows that hemispheric lateraliza-
tion is not only determined by the acoustic characteristics
of the stimuli; instead, the brain can be set into a language
or a non-language processing mode, and that the former
speciﬁcally involves left lateralized structures (Dehaene-
Lambertz et al., 2005; Meyer et al., 2002; Mottonen et al.,
2006). Naturally, such a processing mode could itself result
from learning. This is what we explore next.
2.3. The Learning biases hypothesis
2.3.1. Identifying features
Contemporary studies of cognitive development favor
the view that biological systems rely neither on a single,
general-purpose learning mechanism, nor on domain-
speciﬁc hard-wired solutions, but rather on a series of
speciﬁc learning mechanisms that are “distinguished by
their properties – for example, whether or not they depend
on temporal pairing – [and] not by the particular kind
of problem their special structure enables them to solve”
(Gallistel, 2000, pp. 1179). If different learningmechanisms
require the computational resources of distinct brain areas
and networks (Ashby et al., 1998; Davis et al., 2009), func-
tional specialization for speech perception could be a side
effect of learning. In other words, lateralization patterns
could be the result of having recruited lateralized networks
during the learning process.
Within the general framework of learning-based
accounts, we propose a speciﬁc instantiation of a learn-
ing biases hypothesis whereby the units and relationships
learned during phonological acquisition require a set of
highly specialized learningmechanisms, someofwhich are
more efﬁcient on the left. Such mechanisms are not nec-
essarily speciﬁc to language, and can also be recruited in
other domains, but language is probably the only domain
which recruits each and every one of them. According
to linguistic theory and behavioral research, (a) spoken
phonetic units are abstract categories composed of fea-
tures (Chomsky and Halle, 1968; Hall, 2001; Holt and
Lotto, 2010; Kenstowicz and Kisseberth, 1979; Maye et al.,
2008; White and Morgan, 2008; Cristià et al., 2011b), and
(b) acceptable wordforms are made up of legal sequences
(Kenstowicz, 1994; Mattys et al., 1999; Graf Estes et al.,
2011) of sounds determined within prosodic (hierarchical)
structures (Coleman and Pierrehumbert, 1997; Nespor and
Vogel, 1986). Abstract categories composed of features,
and sequencing and hierarchical structures, are found in
domains other than language, and can be examined with
non-linguistic material and non-human animals. Thus, this
hypothesis is not strictly speaking domain-driven. Simi-
larly, given that these mechanisms are involved in learning
with non-auditory input they are not strictly speaking sig-
nal driven either. What deﬁnes these mechanisms, rather
than their function or input, is the internal representations
and computations they use in order to extract regularities.
In the next subsection, we summarize studies that
explore some of the learning mechanisms that could sus-
tain the emergence of such units. Furthermore, we also
review further evidence that left-lateralization for speech
is the result of learning, since it is stronger for (better)
known languages.nitive Neuroscience 1 (2011) 217–232
2.3.2. Adult data
There is much evidence that left-dominance is associ-
ated with abstract, categorical processing, even when the
categories are nonlinguistic, as illustrated in Table 3. For
example, results using both visual and auditory stimuli
document a right eye/right ear/left hemisphere advan-
tage for categorical, abstract processing and a left eye/left
ear/right hemisphere for exemplar-based processing both
in adult humans (Curby et al., 2004;Marsolek andBurgund,
2008) and non-human animals (Yamazaki et al., 2007). For
example, in Marsolek and Burgund (2008) human adults
were presented with 2 novel 3-D shapes sequentially, and
had to perform one of two tasks: In the same-category
task, they should decide whether the 2 shapes shared
enough features or parts to belong to the same cate-
gory; in the same-exemplar task, whether they were the
exact same shape. When the sequences were presented
to the left eye/RH, responses were faster for the same-
exemplar task than the same-category task, whereas the
reverse was true for right-eye/LH presentations. Since this
RH-exemplar advantage is even evidenced by long-term
repetition priming of environmental sounds (Gonzalez and
McLennan, 2009), it is apparent that the RH is at a dis-
advantage for abstract category processing. In addition,
individual variation in proﬁciency in category learning pre-
dicted the degree of left-hemisphere involvement in recent
training studies with non-speech (Leech et al., 2009) and
visual categories (Filoteo et al., 2005), furnishing some evi-
dence that further left-hemisphere involvement results in
more efﬁcient learning. On the other hand, the precise role
of features in such a pattern of LH dominance is still not
well understood.
As for learning of sequencing and hierarchical reg-
ularities, the LH appears to be more efﬁcient than the
RH in learning both types. Notice that some of the evi-
dence comes from artiﬁcial grammar learning studies
that were originally geared towards syntax. In that work,
it is often said that adjacent regularities of the type
captured by ﬁnite state grammars are not properly lin-
guistic, whereas more interesting aspects of language
structure can only be represented through the more com-
plex phrase structure grammars. This description may be
more appropriate to syntax, whereas much of phonetics
and phonology could be described through regular gram-
mars (or perhaps even subregular ones; Heinz, 2011a,
2011b; Rogers and Hauser, 2010). Regardless of the com-
putational algorithm that would best capture phonology,
current descriptions state that phonological regularities
respond tobothadjacent constraints andhierarchical prop-
erties.
We now turn to the predictive power of the learn-
ing bias hypothesis for adult speech processing. A major
prediction of the learning bias hypothesis is that left lat-
eralization should only be found with stimuli that can be
parsedusing the categories and regularities of a known lan-
guage. As mentioned above, the presentation of sentences
in a completely unknown language activates a restricted
region, close to the auditory areas in a largely symmetri-
cal fashion in adults (Mazoyer et al., 1993; but see Perani
et al., 1996). In contrast, a second language mastered late
but with high proﬁciency activates a left lateralized net-
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Table 3
Selection of training and perceptual studies association left-dominance with some of the characteristics attributed to phonological knowledge.
Level Characteristics Evidence
Stimuli type Task/Stimuli Areas involved Population Reference
Sound units Feature-based Non-speech Categorization Individual variation correlated with L
pSTS activation
Adults Leech et al. (2009)
Visual Categorization Individual variation correlated with L
frontal and parietal
Adults Filoteo et al. (2005)
abstract (resilient to
physical changes; excludes
exemplar information)
Visual (feature-based, 2-D) Categorization of trained vs. novel
exemplars
R eye: feature-based; L eye:
exemplar-based, conﬁgural processing
Pigeons Yamazaki et al. (2007)
Visual (not feature based;
novel objects)
Viewpoint processing Reduced viewpoint-speciﬁc effects
when presented to the R eye (but only
when objects associated to labels)
Adults Curby et al. (2004)
Visual (feature-based, 3-D) Category identiﬁcation vs. exemplar
identiﬁcation
R eye advantage for category; L eye
advantage for exemplar
Adults Marsolek and Burgund (2008)
Environmental sounds (not
feature based)
Long-term repetition priming Exemplar priming only when
presented to the L ear
Adults Gonzalez and McLennan (2009)
Sound patterns,
wordforms
Regularities describable in
terms of adjacency
Written letters or syllables Rule-based (versus item-based) trials
over the course of learning
L prefrontal cortex Adults Fletcher et al. (1999)
Illegal > legal strings L operculum, R STS Adults Friederici et al. (2006)
illegal > legal strings L IFG Adults Forkstam et al. (2006)
Tone sequences Tones that had co-occurred vs. random
tones
L IFG Adults Abla and Okanoya (2008)
Spoken syllables Variation frequency of co-occurrence L STG, IFG Adults McNealy et al. (2006)
Synthetic syllables Immediate repetition within
trisyllables >no repetition
L parieto frontal Newborns Gervain et al. (2008)
Regularities
describable in terms of
hierarchical structure
Written letters,
syllables, or words
Illegal > legal strings L operculum, L IFG, L MTG, R STS Adults Friederici et al. (2006)
Illegal > legal strings L IFG Adults Opitz and Friederici (2003)
Rule change>word change L ventral premotor Adults Opitz and Friederici (2004)
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work that is almost superimposed to that of the native
language (Perani et al., 1996, 1998), whereas a language
acquired late with low to medium proﬁciency activates a
network of extension similar to that of the native language,
but less lateralized and presenting greater individual vari-
ability (Dehaene et al., 1997). In other words, as a language
is learned in adulthood, the brain recruitment varies with
proﬁciency from an (almost) symmetrical representation
to that of the full left lateralized network typical of ﬁrst
language.
The same results are found with the discrimination
of isolated sounds: a pair of sounds elicits asymmetri-
cal activation in the temporal area only when the sounds
form a contrast in listeners’ native language. This has been
documented for consonants (Rivera-Gaxiola et al., 2000),
vowels (Dehaene-Lambertz, 1997; Näätänen et al., 1997;
Minagawa-Kawai et al., 2005), tones (Gandour et al., 2002,
2004; Xu et al., 2006), and syllable structure (Jacquemot
et al., 2003). Recent evidence further shows that initially
symmetrical electrophysiological responses to non-native
contrasts shifted to left-dominant after intensive training
(Zhang et al., 2009). Training to categorize non-phonemic
auditory signals also enhanced fMRI activation in left pos-
terior superior temporal sulcus (Liebenthal et al., 2010).
Inversely, training to associate a brief temporal distinction
(along the same dimension that distinguishes /d/ from /t/)
to talker identity, rather than speech categories, can cause
the opposite shift from left- to right-lateralization (Francis
and Driscoll, 2006). Brain morphometric studies also sup-
port a critical role of the left temporal area for efﬁcient
language learning. By studying individual differenceswhen
learning a new phonetic contrast, Golestani et al. (2002,
2007) showed that faster learners have more white mat-
ter volume in the left Heschl’s gyrus and parietal lobe than
slow learners.
In summary, there is some evidence for the claim that
lateralization increases with familiarity to the language
or contrast being processed. The learning mechanisms
responsible for this lateralization may be related to the
particular properties of phonological categories in speech
(compositionality, abstractness, sequential and hierarchi-
cal structure), but more research is needed to pinpoint the
brain circuits sensitive to these separate properties.
3. Fit between the hypotheses and developmental
data
The three hypotheses reviewed so far are difﬁcult to
distinguish based on adult data only, because part of
the lateralization observed in adults could be the con-
sequence of developmental processes rather than due to
an intrinsic difference in the processing function of the
2 hemispheres. This is why we now turn to develop-
mental data, the central topic of the present paper. As
mentioned in the introduction, cognitive neuroscience in
infancy has greatly beneﬁted from technical advances in
neuroimaging methods, including NIRS (see Minagawa-
Kawai et al., 2008, for a review). In the following sections,
extant developmental neuroimaging data including both
NIRS and fMRI are evaluated in terms of the signal-driven,
the domain-driven, and the learning-biases hypotheses.nitive Neuroscience 1 (2011) 217–232
This examination reveals how these hypotheses account
for the neural substrates involved in speech processing in
infancy, bothwhenexposed to running speech (Section3.1)
andwhentestedwith speciﬁc soundcontrasts (Section3.2).
3.1. Processing running speech
The studies reviewed below measure the brain activa-
tion in infants between 0 and 10 months of age using NIRS
or fMRI in response to the presentation of sentences, either
natural or modiﬁed, or artiﬁcial sounds. Table 4 shows a
classiﬁcation of 11 studies on the basis of the predictions
drawn from the three sets of hypotheses. The ﬁt of the
hypotheses is represented by thematchbetween the colors
in the bottom of each column and the colors found within
the cells.
According to the signal-driven hypothesis, stimuli con-
sisting of rapid temporal changes (i.e., pure segmental
information, coded in blue) should elicit left-dominant
auditory activations; slowspectral changes associatedwith
pitch in intonation (in red) should activate the right tem-
poral cortex and normal speech containing both fast and
slow signals (in lylac) should activate both hemispheres to
the same extent. The predictions are globally sustained for
slow signals: With only three exceptions, slow, spectrally
rich signals activate more the right hemisphere (slowly
changing tones, Telkemeyer et al., 2009; emotional vocal-
izations, Minagawa-Kawai et al., 2011; Grossmann et al.,
2010;normal versusﬂattenedprosody,Homaeet al., 2006).
Two of the exceptions involve music; the remainder con-
cerns ﬂattened prosody in 10-month-olds (Homae et al.,
2007), which activates the RH to a larger extent than nor-
mal prosody, contrary to what happens in 3-month-olds
(Homaeet al., 2006). The latter exception couldbe captured
by proposing that 10-month-olds have learned that ﬂat
prosody is abnormal, and thus requires extra processing.
The prediction of a greater involvement for signals involv-
ing fast changes is less clearly sustained by the data. Speech
seems to be more left-lateralized than expected based on
the fact that it contains a mix of fast and slow signals. In
addition, the only experiment using pure fast nonspeech
signals (Telkemeyer et al., 2009) reports a response that
is symmetrical. In short, the signal driven hypothesis cor-
rectly predicts RH dominance for slow signals, prosody
and emotion, but the dominance of LH for fast signals is
less well established empirically. If, as claimed by Boemio
et al. (2005), fast signals turn out to elicit mostly symmetri-
cal activation, LH dominance of language can no longer be
accounted for by a signal-driven hypothesis.
As for the domain-driven classiﬁcation, speech stimuli
(blue) should involve the left hemisphere to a larger extent
than comparable non-speech stimuli (red), and non-native
speech stimuli may be more symmetrical. The results do
not fall neatly within these predictions. Although it is true
that most of the studies report left or symmetrical results
for normal speech, it appears tobe the case that non-speech
analogues are also processed in a left-lateralized manner.Knowledge of language-speciﬁc prosody, phonetic
units, sound patterns, and wordforms is not evident
in behavior before 5 months, and becomes increasingly
language-speciﬁc over the ﬁrst year (e.g., prosody: Nazzi
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Table 4
Neuroimaging data on infants exposed to blocks of running speech or speech analogues, classiﬁed on the basis of the signal driven hypotheses in the
ﬁrst set of columns, the domain driven hypothesis in the second set and of the learning-driven bias in the third set.
Age
(months) Left Bilateral Right Left Bilateral Right Left Bilateral Right References
types of
stimuli
segment
rapid
segment +
prosody
prosody
slow speech
non-
speech
native
speech
(L1)
non-
native
(FL)
L1 L1L1 vs BW L1 Peña et al. (2003)
L1
FL
BW
L1 vs BW
L1
FL
BW
FL vs BW
L1
FL
L1 vs FL
Sato et al. (2006)
25 ms
tones
300 ms
tones
Telkemeyer et al.
(2009)
Music
L1 L1 L1
Kotihlati et al.
(2010)
2
L1
L1 vs
Music
Music Music vs.L1
L1
L1 vs
Music
L1 Dehaene-Lambertzet al. (2010)
L1
BW
L1
BW L1
Dehaene-Lambertz
et al. (2002)
Flattened
L1
L1 vs
Flattened L1 L1
Homae et al. (2006)
4
L1
FL
Scramble
Emotional
voc.
L1
FL
Scramble
L1
FL L1 vs FL
Minagawa-Kawai et
al. (2011)
6 ~ 9 L1 L1 L1 Bortfeld et al.(2009)
7
Emotional
voc. vs.
other
sound
Grossmann et al.
(2010)
10 L1 Flattened L1 L1 Homae et al. (2007)
Learning Driven
3
 Signal-Driven  Domain-Driven
0
In the signal-driven classiﬁcation, blue codes for stimuli containing rapid/segmental content only; red, stimuli containing prosodic oppositions; lylac,
stimuli containing both prosody and segments. In the domain-driven classiﬁcation, blue codes for (native) speech stimuli; red for non-speech; lylac
predicte
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nfor non-native speech. In both sets of columns, blue indicates left bias
ﬁrst language, FL: foreign language, BW: backward speech, Flattened: ﬂ
sound.
t al., 2000 for language discrimination at 5 months; pho-
etic units: Kuhl et al., 1992 for vowel knowledge at 6
onths; word-level stress and phonotactics by 9 months,
usczyk et al., 1993a, 1993b; consonants by 10–12 months,
erker and Tees, 1984). In view of this behavioral evi-
ence, the learning bias hypothesis predicts symmetrical
rocessing and little difference between native and foreign
anguages before 4 months, and increasing left lateraliza-
ion only for the native language after. Since no research
as compared L1 and FL in the second half of the ﬁrst year,
his prediction cannot yet be falsiﬁed. However, extant
ata suggest that some neural tuning to the native lan-
uage commences before 6 months, although this may
ot translate into differences in lateralization at this stage.d, red right bias predicted, lylac bilateral predicted. Abbreviations: L1:
speech, Emotional voc.: emotional vocalization, Scramble: scrambled
Speciﬁcally, while there is no difference in activation for L1
as compared to FL at birth (Sato et al., 2006), there is greater
activation to L1 than FL by 4 months of age (Minagawa-
Kawai et al., 2011). Further data from our lab suggests
that dialect discrimination elicits greater activation in the
left hemisphere at 5 months (Cristià et al., submitted for
publication), by which age this task recruits language-
speciﬁc knowledge according to behavioral research (Nazzi
et al., 2000). These data underline the importance of study-
ing language processing throughout the ﬁrst year.Due to the large variability in extant results, none of the
3 hypotheses received overwhelming support. Nonethe-
less, this is not at all unexpected, since the data is very
sparse: while we review the mere 11 studies reported to
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Fig. 1. Developmental changes of laterality index in various phonological
contrasts. Original data are from [1] Furuya et al. (2001) and [2] Sato et al.
(2007) for consonants, [3] Arimitsu et al. (in preparation), [4] Minagawa-
Kawai et al. (2009a), [5] Sato et al. (2003) and [6] Furuya and Mori (2003)
for vowels, [7] Minagawa-Kawai et al. (2007) and [8] Minagawa-Kawai
et al. (2005) for durational contrast, [1,2] and [9] Sato et al. (2010) for pitch
accent and [3,5,6] for prosody. All studies use the same change detection
paradigm to examine the cerebral responses around auditory area. A lat-
erality index was calculated using the formula (L -R)/(L+R), where L and R
much greater control over the factors inﬂuencing lateral-
ization.are the maximal total Hb changes in the left and right auditory channels,
respectively. Laterality index is above zero for left dominance and below
zero for right dominance.
date, a recent review paper on left lateralization in adult
language processing had the advantage of looking at 100
data points published within a single year (Price, 2010).
Additionally, the stimuli used in these 11 studies typically
combined a number of features, and we were thus not ide-
ally positioned to adjudicate between the three competing
hypotheses. To this end, we now focus on studies using
more controlled stimuli in the next section.
3.2. Perceiving phonological contrasts
In this section, we examine in detail the neurodevel-
opment of the processing of individual contrasts. Unlike
papers discussed in the previous section, speech process-
ing here is gauged through the comparison of two types
of blocks, one where two stimuli alternate, versus one
where a single stimulus is repeated. This enables the
study of the brain networks involved in speech sound
discrimination. The 9 studies are presented in Fig. 1 and
listed in the ﬁgure legend. Before reviewing that data,
let us draw out the predictions for each of the three
hypotheses, as follows. If infants’ neural responses to
sound contrasts depended only on the contrasts’ physi-
cal properties, we would expect a right–left lateralization
gradient, with lexical pitch involving primarily the right
hemisphere, vowel quality involving symmetrical process-
ing, and consonants involving more leftward networks. In
contrast, according to the domain-driven hypothesis, it is
to be expected that all linguistic contrasts would elicit
larger left-hemisphere activations from birth (with, per-
haps, left-dominance decreasing for non-native contrasts
with additional experience). Finally, the learning-biases
hypothesis predicts that left lateralization should emerge
as a consequence of acquisition, and therefore would only
concern contrasts that can be captured using categoriesnitive Neuroscience 1 (2011) 217–232
and rules developed from exposure to the ambient lan-
guage(s).
As shown in Fig. 1, before 6 months, infants exhibit
signiﬁcantly rightward activations for prosodic and pitch
accent in contrast to the leftward activation for consonants
and consistently symmetrical activation for vowels. These
results generally ﬁt the predictions from the signal-driven
hypothesis, as slow, spectrally rich signals (prosodic, pitch
accent) elicit right-dominant, consonants left-dominant,
and vowels symmetrical activations. However it should be
noted that not all the data before 6months is in accordance
with the signal-driven hypothesis, and that there are very
few data points for consonants.
Developmental results provide support to the learning
bias hypothesis, as contrasts become increasingly left-
lateralized only if they are part of the native phonology,
while non-native contrasts andnon-speech analogues con-
tinue to be represented symmetrically/right-dominant. In
consonance with previous behavioral research, the timing
of acquisition appears to vary according to the contrast
type, such that vowel quality (for monosyllabic stimuli,
behavioral: 6 months, Kuhl et al., 1997; NIRS: 7 months,
Minagawa-Kawaiet al., 2009a;MEG:6months, Imadaet al.,
2006) may be acquired earlier than lexical prosody (behav-
ioral: 9 months, Mattock et al., 2008; NIRS: 11–12 months,
Sato et al., 2003; although notice that the stimuli used by
Sato et al. were bisyllabic, whereas Mattock and Burnham
used monosyllables) and vowel duration (behavioral: 18
months,Mugitani et al., 2009;NIRS: 14months,Minagawa-
Kawai et al., 2007). It is uncertain why some contrasts are
learned earlier than others, but it may be the case that
acoustically salient ones require less exposure (Cristià et al.,
2011a). Although there is little work on consonants,1 these
showed activations that were somewhat left-dominant at
the early age of 5 months.
In all, it appears that a combination of the signal-driven
hypothesis and the learning bias hypothesis, with their rel-
ative contributions varyingwith the infant age/experience,
may provide a good ﬁt of the data on sound contrasts,
as these results document an increase in lateralization
as a function of development and experience from an
initial state where lateralization responds to signal fac-
tors. To take a speciﬁc example, let us focus on the
case of pitch accent. Initially rightward/symmetrical acti-
vations gradually change to left-lateralized only if the
contrast is phonological in the infants’ ambient language,
whereas non-native/non-linguistic analogues continue to
elicit right lateralized responses (with one exception: a
symmetrical responsehasbeen reported for pitch contrasts
in Japanese 4 month-olds; Sato et al., 2010). Furthermore,
these results complement those in the previous section,
as they underline the importance of learning for lateral-
ization in response to isolated words, stimuli that allow a1 Dehaene-Lambertz andGliga (2004) reported inanERPstudy that left-
lateralized responses to consonantal contrasts were evident in newborns
and 3-month-olds, but similar left-dominant activations were elicited by
non-speech analogues.
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Table 5
Main ﬁndings of the adult and infant literature review carried out in previous sections. As evident, no single hypothesis covers all of the evidence.
Finding Signal-driven Domain-driven Learning bias
1 Adults: Slow signals activate more LH if linguistically contrastive ( + +
2 Adults: Language mode activates more LH (task effects) + +
3 Adults: Sign language activates more LH + +
4 Adults: LH involvement proportional to proﬁciency ( ( +
5 Adults: FL contrast elicits RH if slow, LH if fast + (
6 Newborns: L1 vs non-speech only in LH in the absence of extensive experience + (
7 Infants: Slow signals activate more RH +
8 Infants: L-dominance increases with development and experience ( ( +
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As summarized in Table 5, the three hypotheses
signal-driven, domain-driven and learning biases) cap-
ure some of the infant and adult lateralization results we
eviewed, but none fully accounts for all of them. Thus
he signal-driven hypothesis provides a principled account
or right-dominant activations in response to prosodic
ontent, early lateralization patterns for some sound con-
rasts in early infancy, and the to-be-conﬁrmed left bias
or language in newborn. However, it cannot account
or the following 4 sets of results. First, although lexi-
al prosody (tone, stress, pitch accent) relies on the same
slow’ acoustic dimensions involved in sentential prosody,
ingle words differing along those dimensions elicit left-
ateralized activations in adults who speak a language
here tone, stress, and pitch accent are contrastive. Sec-
nd, the signal-driven hypothesis by itself does not predict
he existence of task effects; for example, when the same
hysical stimulus gives rise to left- or right-dominant acti-
ation depending on whether the task relates to language
omprehension or talker identiﬁcation.2 Third, lateraliza-
ion of sign language processing remains unaccountable
2 One could explain some of the task effects through attentional ampli-
cation of particular signal characteristics: for instance, attending to a
honeme change versus talker change.ntal hemispheric lateralization.
within the signal-driven hypothesis. Finally, since learning
cannot affect the physical characteristics of the signal, this
hypothesis have little to say about developmental changes,
including the fact that speech involves more left-dominant
responses with increased language exposure.
In contrast, both the domain-driven and the learn-
ing bias hypotheses provide a parsimonious account for
the ﬁrst three sets of ﬁndings listed on Table 5. The
last one speciﬁcally supports the learning bias hypothe-
sis, together with the differences in brain representation
for L1 versus L2 or FL in adults. Finally, if an initial
asymmetry for language in newborn were conﬁrmed, this
would not be incompatible with a learning bias provided
that the effect could be traced back to in utero experi-
ence.
Even though we presented the three hypotheses as
exclusive alternatives, they are not incompatible with
one another. As has been proposed in the case of face
perception (Morton and Johnson, 1991), signal-based ori-
enting mechanisms can channel particular stimuli to a
domain-general learning mechanism, which eventually
results in a mature domain-speciﬁc system. Addition-
ally, a signal-based approach can be reconciled with a
domain-driven hypothesis if low-level biases are sup-
plemented with higher level perceptual biases (Endress
et al., 2009; Mehler et al., 2008). Therefore, we propose
a developmental scenario in three steps for the unfold-
ing of lateralization which combines the signal-driven
ntal Cog228 Y. Minagawa-Kawai et al. / Developme
and learning bias hypotheses, to result in processing that
appears to be domain-driven in the adult state (Fig. 2).
First, at the initial stage, neural recruitment for speech
processing is chieﬂy inﬂuenced by temporal and spec-
tral properties of speech; thus, rapidly changing sounds
would yield left-dominant or bilateral activations and
slowly changing, spectrally rich sounds right-dominant
ones. This correctly predicts right-dominant activations
for sentential prosody in 3-month-old infants (Homae
et al., 2006), and a possible left-right gradient for segments
and suprasegments. Second, as infants are exposed to
language, the left hemisphere learning systems of phono-
logical category capture the newly learned sounds into
the phonetic and lexical circuits around the left tempo-
ral areas. Finally, in the stable state, L1 speech processing
has become basically left dominant, giving rise to domain-
speciﬁc language networks (although ones that only apply
to known languages, or to novel streams that can be cap-
tured with structures from the known language). A key
prediction of this scenario arises in the example of tone
systems (e.g., in Thai and Yoruba) or pitch accent (used,
for instance, in Japanese and Swedish). Our scenario pre-
dicts that such lexical prosody contrasts should initially
elicit right-dominant activations, in consonance with the
signal-driven hypothesis. However, in languages where
such contrasts are phonological, the infant must come
to learn that pitch patterns function like a phonologi-
cal feature in the composition of wordforms, and that
their distribution can be hierarchically and sequentially
bound (e.g., in tone sandhi). As a result, the involvement
of left-dominant mechanisms recruited for this learning
will eventually result in left dominant activations. The
end product is that in adults, non-native listeners process
these contrasts with right-dominant or symmetrical acti-
vations,while native listeners evidence left-dominant ones
(Gandour et al., 2002; Xu et al., 2006). At present, this pre-
diction for the leftward shifts through development has
been conﬁrmed in a longitudinal study on the processing of
Japanese pitch accent. However, as mentioned above, evi-
dence is still sparse, particularly at early ages, and there are
only two studies showing asymmetrical or right-dominant
activations in response to pitch contrasts at an early age
(Fig. 1). This calls for further research, particularly with
neonates.
In a nutshell, according to our proposed scenario young
infants’ laterality can be accurately described taking only
the acoustic properties of the stimuli into account, but
learning-based changes are necessary to account for the
eventual domain-driven organization for the ﬁrst language
in the left hemisphere. This does not implicate that signal-
driven processing ceases to function for L1 in adults, as
it may still be at work at lower-level auditory process-
ing (as assumed in the dual pathway model, Friederici and
Alter, 2004). For instance, patients with lesions in the cor-
pus callosum are able to correctly process acoustic cues
of grammatical prosody on the RH a lower-level of audi-
tory processing, but such cues are simply not available for
linguistic interpretation due to a failure of transfer to the
LH (Friederici et al., 2007). It would be interesting to study
a similar effect for lexical prosody (tones, pitch accent,
stress).nitive Neuroscience 1 (2011) 217–232
5. Open questions and conclusion
As noted in the introduction, the discussion has been
restricted to the hemispheric specialization of speech per-
ception; however, perception and production are closely
linked each other, according to adult neuroimaging studies
(Iacoboni, 2009; Morillon et al., 2010; Kell et al., 2011). For
instance, when a phoneme is perceived in adults, activa-
tions of inferior frontal gyrus (IFG) are frequently reported
in addition to those in the auditory area and posterior STG,
suggesting a dorsal network associated with a sensory-
motor loop of phoneme processing (Buccino et al., 2001;
Dehaene-Lambertz et al., 2005). Although the precise con-
tribution of motor representations in speech perception
(and vice versa) is a matter of debate (see e.g., Alexander
Bell et al., 2011; Hickok et al., 2009; Yuen et al., 2009, and
references therein, for diverse perspectives on the matter),
it is incontestable that infants’ language experience is mul-
timodal: Infants will often see the movement of at least
some articulators in the talking caregiver; and their expe-
rience of speech will necessarily involve the auditory and
somatosensory channels as soon as they babble, which can
be as early as 4 months (Vihman, 1996). Indeed, a recent
connectivity study with NIRS on 3 month-old infants doc-
umented that activation measured in channels over frontal
regions correlated signiﬁcantlywith that registered in tem-
poral regions during and after exposure to speech stimuli
(Homae et al., in press). Nonetheless, a MEG study focus-
ing speciﬁcally on Broca’s area failed to ﬁnd consistent
evidence for speech-speciﬁc activations before 12 months
(Imada et al., 2006). Here again, the description of language
networks would greatly beneﬁt from more work being car-
ried out over the ﬁrst year of life, as this sparse evidence
leaves importantquestionsunanswered, suchas the typeof
experience necessary to establish action–perception loops.
Similarly, the present review mostly dealt with
left/right asymmetries within the auditory areas (includ-
ing the planum temporale and STG). It is likely that
such areas for initial auditory processing are connected
to lexical networks and their connectivity is strength-
ened by phonological acquisition. We speculate that such
network involves the ventral route from STG, middle tem-
poral gyrus to IFG (Hickok and Poeppel, 2004, 2007).
At the same time, phonological/phonetic representations
encodedaround theauditory areawill be further connected
to the dorsal pathway which may involve phonological
short-term memory and sensory or articulatory processing
of speech (Hickok and Poeppel, 2007). We hope that future
empirical and theoretical research is able to enrich our
developmental scenario of hemispheric specializationwith
considerations of infants’ language acquisition beyond the
auditory areas.
To this point, we have largely overlooked learning in
utero. However, it may be the case that some learning
occurs before birth, where the infant has some access to
phonetic information (DeCasper et al., 1994; Querleu et al.,
1988; see also Granier-Deferre et al., 2011, for a recent
summary; and for a report that forward and backwards
L2 evoked similar patterns of heart-rate decelerations in
38-week-old fetuses). As mentioned above, there is one
fact that is only accountable through the domain-driven
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ypothesis, namely that a comparison of L1 and non-
peech is only signiﬁcant in the LH in newborns (Pen˜a
t al., 2003; replicated in Sato et al., 2006). However, such
symmetry is not evident in the L2 versus non-speech
omparison reported in Sato et al. (2006), which would
t with a learning-biases account. Moreover, a recent
MRI study shows greater leftward posterior STG activa-
ion to the mother’s speech than to a stranger’s speech
n 2-month-olds (Dehaene-Lambertz et al., 2010), lending
urther support to experience-based asymmetries. There-
ore, future theoretical investigations should incorporate a
onsideration of the effects of in utero experience.
One ﬁnal consideration is in order: Speech percep-
ion is left-lateralized in most individual cases, but not
niversally. An oft-cited case involves plasticity, whereby
oung children who have lost the left hemisphere come
o develop language quite typically (Liegeois et al., 2004).
n contrast, atypical lateralization has been observed in
isordered development, for example in children with
utism spectrum disorder (e.g., see Minagawa-Kawai et al.,
009a,b). But even within the normal population, there is
statistically signiﬁcant variation in the degree of lateral-
zation (e.g., Szaﬂarski et al., 2002;Whitehouse and Bishop,
009). Future work should also consider how genetic fac-
ors may shape signal-driven biases present by birth, and
ow genetic factors, experience, and their interaction may
hape the learning-driven biases that impact lateraliza-
ion over the course of development, in order to better
nderstand variation in left-dominance during speech pro-
essing.
In conclusion, we have reviewed adult and infant neu-
oimaging data on asymmetrical activation in response to
he processing of speech characteristics in the absence
f lexical, semantic, and syntactic characteristics. Three
ypotheseswere found insufﬁcient to capture these data: a
ignal-drivenexplanationandadomain-drivenhypothesis,
xplored to some extent in previous work, and a novel pro-
osal based on learning biases. Therefore, we put forward
developmental model, that combines the signal-driven
nd learning-biases explanations to account for most of
he extant results, and which further allows to make some
mportant predictions for future work.
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