Abstract-Ultra-dense Internet of Things (IoT) network has greatly facilitated the development of smart environments and the realization of diverse sophisticated applications. Power constrained and resource limited IoT devices often need to perform computation-intensive and delay-sensitive tasks in such a network. Mobile edge computing and non-orthogonal multiple access are two promising techniques to address the corresponding challenges. In this paper, in order to improve the fairness and resource efficiency among IoT users, resource allocation problems are formulated in ultra-dense MEC-enabled IoT networks with NOMA considered. An iterative algorithm based on successive convex approximation technique is proposed to solve those challenging non-convex problems. Simulation results show that our proposed allocation method outperforms the benchmark schemes and verifies the efficiency of the proposed algorithm.
I. INTRODUCTION
Ultra-dense Internet of Things (IoT) networks has been greatly facilitating the development of smart environments (e.g., smart city, smart home, etc.) and diverse applications with the high quality of service (e.g., face recognition, auto driving, etc.). They need massive IoT devices to perform computation-intensive and delay-sensitive tasks [1] . However, it is challenging for IoT devices to execute those tasks due to their low computation capability and limited resource. Fortunately, Mobile edge computing (MEC) is promising to enable IoT devices to address this challenge. It can significantly improve the computation capability of IoT devices by deploying MEC servers in proximity to IoT users. In ultradense MEC-enabled IoT networks, it is of crucial importance to design efficient resource allocation schemes for improving computation performance or for decreasing computation cost.
In MEC networks with orthogonal multiple access (OMA), the communication and computation resources allocation optimization for different objects has been studied [2] - [6] . Specifically, in [2] , by combining local computing and data offloading, a weighted sum user computation efficiency optimization method based on time division multiple access (TDMA) was proposed. In [3] , the maximal delay of the mobile devices was minimized by jointly optimizing sub-carrier and power allocation in MEC networks with orthogonal frequency division multiple access (OFDMA). The authors of [4] proposed a single-leader-multi-user Stackelberg game model to optimize the energy efficiency and computation capacity of the mobile users and the edge cloud. In OFDMA-enabled cloud radio access network (C-RAN) with an integrated MEC server, the joint sub-carrier power allocation and tasks partition problem were studied to minimize the user delay in [5] . In [6] , the resource allocation for TDMA and OFDMA based multiuser MEC systems have been studied to minimize the weighted sum of mobile energy consumption. It shows that the power allocation has a threshold-based structure with respect to a derived offloading priority. All these works showed that the combination of offloading and local computation outperforms the model that only considers the offloading process.
In order to enhance user connectivity and provide more users with MEC services, non-orthogonal multiple access techniques (NOMA) have received great research attention lately. It is envisioned that the application of MEC and NOMA into ultra-dense IoT networks can greatly improve the computation performance of users and enhance user connectivity. Recently, MEC-enabled IoT networks with NOMA have been studied in [7] - [11] . In [7] , the successive interference cancellation (SIC) order and computation resource allocation have been jointly optimized to minimize the maximum task execution latency for IoT devices under the limitation of computation resource. In [8] , the authors proposed a NOMA communication method with wireless energy supply for IoT system. In [9] , to maximize the harvesting power, a NOMA cognitive radio network with simultaneous wireless information and power transfer was considered. The authors in [10] studied a MEC system which exploits the NOMA for computation task uploading and results downloading. By optimizing the transmit powers, transmission time allocation and task offloading partitions, the minimization of total energy consumption was achieved. In [11] , the weighted sum of the energy consumption of all users was minimized for a multi-user partial offloading MEC system with NOMA under the computation latency constraints. It was shown that NOMA method can significantly improve energy efficiency compared with OMA. In [12] , the authors analyzed the performance of the spectral and energy efficiency of a multiple-user wireless communication system with the fairness consideration.
However, the works in [7] - [11] did not consider the fairness as a performance target among users, which may result in unfairness, especially when there exist massive IoT devices all with very limited computation capability. Although the authors in [12] considered the fairness among users, the computation efficiency, an important metric in the IoT network, was not considered in this work. In order to achieve the optimal system efficiency in an IoT network, efficient resource allocation schemes are needed. An MEC-enabled ultra-dense IoT network with NOMA can effectively balance the computation efficiency and energy efficiency. The joint consideration of these two performance metrics in one study has not been done yet to our best knowledge.
Towards that end, in this paper, in order to achieve a better trade-off between computation efficiency and energy efficiency, we propose a new method for the resource allocation in an MEC-enabled ultra-dense IoT network with NOMA. Moreover, in order to address fairness among massive IoT users, we introduce fairness index into the utility function of the proposed scheme. The formulated problem is solved by using the successive convex approximation (SCA) method and successive convex approximation for low complexity (SCALE) method. The simulation results demonstrate that the proposed scheme achieves desirable performance by comparing with two other schemes.
The rest of the paper is organized as follows. In Section II, we present the system model and formulate the problem. In Section III, we design fair resource allocation schemes by using the SCA and SCALE method. The simulation results are presented in Section IV. Section V draws the conclusions. 
II. SYSTEM MODEL
An MEC-enabled ultra-dense IoT network as shown in Fig.  1 is considered. The system consists of N IoT devices that need to execute computation-intensive yet delay-sensitive tasks and one MEC server that can provide MEC service for those IoT devices. Partial computation offloading mode is supported, in which the computation task can be partitioned into two parts, one for local computing and one for offloading to the MEC server for computing. Moreover, NOMA is applied so that multiple devices can offload their tasks simultaneously by using the same physical radio resource. Each IoT device can perform local computing and computation task offloading at the same time since the offloading unit and local computing unit are separated [13] .
A. Data Offloading
In data offloading, users offload their partial computation tasks to the MEC server. Let N = {1, 2, . . . , N} denote the set of UEs. Let g n and p n respectively represent the channel gain and the transmission power between the MEC server and UE n. At the beginning of each transmission frame, the MEC server ranks the UEs by their channel quality, i.e., g
All the N users can send the offloading data to the MEC simultaneously on the same radio resource. Successive interference cancellation (SIC) technique is applied at the receiving side, which is the MEC server in this case, to decode the signal for each user successfully [14] . Specifically, the MEC server starts the decoding process with the user that has the best received signal power by treating the signals from all other users as interference. The decoded signal is removed from the composite received signal and then decoding proceeds to the next best received signal. The process repeats untill all the user signals are decoded. To summarize, in order to decode the nth user's signal, the signals from user i, 1 ≤ i ≤ n − 1, are treated as interference and the signals from user m, n ≤ m ≤ N , are all removed from the composite received signal. Thus, the offloading rate for the nth user can be expressed as
where σ 2 is the power of the noise and B is the bandwidth shared by N NOMA users. The corresponding power consumption for UE n under the offloading mode can be expressed as p
where ζ denotes the amplifier coefficient, and the first part p n denotes the information transmission power consumption, and p r denotes the constant circuit power consumed for signal processing and it is assumed to be the same for all UEs [17] .
B. Local Computing
Let C n be the number of computation cycles required to process one bit of data for UE n locally. Each UE can compute the data throughout the entire transmission duration. Let f n denote the computing speed of the processor (cycles per second). Therefore, the local computing rate of the nth UE can be expressed as r local n = fn Cn . The power consumption of local computing is modeled as a function of processor speed f n . It can be given as p local n = f 3 n , where is the effective capacitance coefficient of the processor's chip [15] .
C. Utility Function
Combining data offloading and local computing, the total computation rate R n for UE n can be expressed as
. Moreover, in order to consider the computation rate fairness among users, the following utility U α (R n ) is defined [16] , where α is the fairness index.
Accordingly, the fairness degree can range from zero to infinity. There are three special cases corresponding to three fairness degrees, namely α = 0, 1, and ∞. When α = 0, the utility function is the sum computation rate for all UEs; when α = 1, the utility function is the sum logarithmic function of UE rates, which normally provides proportional fairness; when α = ∞, the utility function is the minimum rate among all UEs, which corresponds to the max-min fairness.
III. FAIR RESOURCE ALLOCATION
In this section, with respect to the value of fairness index α, the optimal trade-off between the number of computation bits and energy efficiency is studied. The optimization problem aims to minimize the total power consumption as well as maximize the achievable data rate utility. We exploit the weighted sum to tackle this multi-objective problem [12] . Thus, the problem is formulated as
P 1 is a resource allocation problem that optimizes the offloading power p n , local computing chip frequency f n . Φ SE and Φ EE are the weighting factors that can be used to prioritize different computation service requirements of UEs. C1 states that the transmit power levels of UEs are greater than 0. In C 2 , R th n denotes the minimum computing data rate of UE n. P th n in C 3 is the total power available for UE n. C 4 defines the minimum and maximum computation capacity of each UE. P 1 is extremely challenging to solve due to the complex objective function and the non-convex constraints.
A. Proportional Fairness α = 1
When α = 1, the system utility is the sum logarithmic function of UE's computation rate. In this case, the proportional fairness can be achieved. The original problem P 1 under this case can be expressed as
Theorem 1: P 2 is a non-convex optimization problem.
Proof:
The auxiliary variables a n are introduced to meet the following constraints:
Auxiliary variables ρ n are introduced to meet ρ n = ln(p n ). Thus, eq. (6) is equivalent to
T , P 2 can be transformed into
The objective function is jointly concave with respect to a n and ρ n due to the subtraction of a linear term and convex term. However, the first part of the last constraint (8d) is non-convex. Thus, the problem is non-convex. In order to tackle it, the SCA method is applied. By introducing the auxiliary variables x n , we have exp(a n ) − fn Cn ≤ exp(x n ) and exp(x n ) ≤ B log 2 (1+
. Then the problem P 3 becomes:
Since the constraint (9d) is non-convex, by using the SCA technique, the first-order Taylor expansion is used to approximate the right part. Thus, P 4 can be solved by iteratively solving the following approximate problem, given as
where x k n , n ∈ N are the given local points at the kth iteration. The above problem is convex and can be readily solved by using the existing convex optimization tool.
B. Max-Min Fairness α = ∞
In this case, the objective of the system is to maximize the minimum computation rate among all the users. For that purpose, the sum computation bit rate and energy efficiency may have to be comprised to achieve this Max-Min fairness. When α = ∞, the original optimization problem P 1 becomes
It is difficult to directly solve the max-min problem P 6 . By introducing a new variable l and auxiliary variables ρ n = log(p n ), the problem P 6 can be transformed into
The objective function of the above problem is concave due to the subtraction of a linear term and a convex term, the first three constraints are convex. The final constraint (12e) can be expressed as
which is neither convex nor concave. By introducing the new auxiliary variable z n ,
the problem can be expressed as
Since the constraint (15e) is not convex, similar to P 3 , the SCA method is used to solve the problem given by eq. (15) . In this case, eq. (15) is solved by iteratively solving the approximate problem, given as
where z k n , n ∈ N are the given local points at the kth iteration. It is not difficult to prove that the above problem is convex and can be readily solved by using the existing convex optimization tool. The algorithm for solving P 5 and P 7 is given in Algorithm 1. In this case, the tradeoff between the weighted sum computation rate and the power consumption cost is considered. The original problem P 1 can be expressed as
Based on the proof of Theorem 1 and Theorem 3 in [18] , the problem (17) is NP-hard. In order to solve it, we apply a SCALE method to approximate problem P 8 into a sequence of convex programs and obtain the sub-optimal solution by the proposed algorithm [19] , as follows: That is tight at z = z 0 when the approximation constants are given as
By applying the SCALE method to the problem (17) , and the logarithmic change of variables ρ n = log(p n ), we can obtain the following problem as
where
and R n (ρ n ; a n , b n ) = a n log 2 ( exp(ρ n )g
(22) Here, we note the log-sum-exp is convex, thus R n (ρ n ; a n , b n ) is a concave function because it is the sum of linear and concave terms within the square brackets. Thus the problem (20a) is a standard concave maximization problem. The algorithm for solving P 8 based on solving the convex relaxation problem P 9 is given in Algorithm 2. 
IV. PERFORMANCE EVALUATION
In this section, we present the performance results of the proposed scheme. The parameters are set as follows [20] [21]. The system bandwidth is B = 2 MHz, the number of total UEs is N = 3, the local data process capacity for one bit is C n = 10 3 cycles. The computation energy efficiency coefficient is = 10 −28 , the power weight ζ = 2. The channel between the MEC server and each UE is modeled as the joint effect of large-scale and small-scale fading, with g
. h k is the unitary Gaussian random variable. The maximum and minimum computation capacity of each UE is set equally as f max n is 10 9 Hz and f min n is 10 6 Hz. The circuit power p r = 5 dBm. The results are obtained by performing over different random channel realizations. Two benchmark schemes, namely Offloading Only + NOMA scheme and Local&Offloading + FDMA scheme, are considered for comparison. The proposed scheme is marked as Local&Offloading + NOMA.
In Fig. 2 (a) , the fairness case with α = 1 is studied. In order to balance the number of computation bits and energy efficiency, we choose Φ SE = 0.3 and Φ EE = 0.7. The results show that the proposed model has a higher system efficiency than two benchmark schemes. The system efficiency decreases with the increase of the required computation bits rate R th n because each UE needs to increase is transmit power as well as their local process rate in order to meet the data requirement. The increase of the transmitting power and local process rate both will elevate the energy cost, resulting in the decrease of the overall system efficiency. It can also be seen that using NOMA can achieve a higher system efficiency compared with using FDMA.
In Fig. 2 (b) , the fairness case with α = ∞ is studied. Φ SE = 10 −6 and Φ EE = 0.5 are the weighting factors. It can be seen that the system efficiency decreases with the increase of R th n . The reason is the same as for Fig. 2 (a) . It can also be seen that the proposed scheme is still better than the two benchmark schemes. Moreover, the performance of the FDMA method decreases faster than that of the scheme with NOMA.
The system efficiency of the maximum sum rate case is presented in Fig. 2 (c) , where α = 0. The smaller the required data computation rate is, the smaller the difference in system efficiency among three schemes becomes. The reason is that when the system requires a small computation bits rate, it becomes less difficult for all the schemes to meet the requirement. However, as the required data rate keeps increasing, the energy cost for different schemes increases as well. The proposed scheme can allocate the resources in a more efficient way based on the combination of local computation and NOMA offloading, thus outperforming other benchmark schemes.
In Fig. 3 , we set ξ = 10 −4 . Only several iterations are required for our proposed algorithms to converge, showing the computation efficiency of the proposed algorithm. In this paper, we formulated a fairness resource allocation problems in an ultra-dense MEC-enabled IoT network with NOMA to improve the fairness among IoT users. We are considering three special fairness cases to meet different system goals. In each case, the resource allocation schemes were obtained by using the SCA or the SCALE method. Simulation results verified that our proposed scheme can achieve a better performance than two other benchmark schemes.
