This paper considers the least-square online gradient descent algorithm in a reproducing kernel Hilbert space (RKHS) without explicit regularization. We present a novel capacity independent approach to derive error bounds and convergence results for this algorithm. We show that, although the algorithm does not involve an explicit RKHS regularization term, choosing the step sizes appropriately can yield competitive error rates with those for both offline and online regularization algorithms in the literature.
Introduction
Let X be a compact subset of Euclidean space IR The function minimizing the above error is called the regression function which can be specified by
where ρ(·|x) is the conditional probability measure at x induced by ρ.
We consider the problem of approximating the regression function from a finite set of training data drawn from ρ. In this paper, we restrict our attention to online learning algorithms for computing an approximator in a reproducing kernel Hilbert space (RKHS).
Let K : X ×X → IR be a Mercer kernel, that is, a continuous, symmetric and positive semi-definite kernel, see, for example, [11] . The RKHS H K associated with K is defined [1] to be the completion of the linear span of the set of functions {K x (·) := K(x, ·) : x ∈ X} with inner product satisfying, for any x ∈ X and g ∈ H K , the reproducing property
(1.3)
Let z := {z t = (x t , y t ) : t ∈ IN T } be a set of random samples independently distributed according to ρ. The online gradient descent algorithms [9, 18, 21, 27] provides an advantageous way to deal with large training sets and is defined as f 1 = 0 and
where λ ≥ 0 is called the regularization parameter. We call the sequence {η t : t ∈ IN T } the step sizes or learning rates and {f t : t ∈ IN T +1 } the learning sequence. We can use f T +1 , the last output of (1.4), to approximate (learn) the regression function f ρ .
The class of learning algorithms displayed above is also referred to as stochastic approximation algorithms in the setting of reproducing kernel Hilbert spaces. Such a stochastic approximation procedure dates back to [20] . One can see [21, 27, 31, 35] and references therein for more background material.
When the parameter λ > 0, we call (1.4) the online regularized algorithm which is well studied in the recent literature, see, for example, [19, 21, 32] . In this paper, we are mainly concerned with the online gradient descent algorithm without explicit regularization given by (1.4) with λ = 0, that is, f 1 = 0 and
(1.5)
Since the last output f T +1 is used to approximate the regression function f ρ , the efficiency of the algorithm (1.5) can be measured by the difference between f T +1 and f ρ . The nature of the least-square loss leads to the measurement in the metric of L
, where ρ X is the marginal distribution of ρ on X. A direct computation yields that (1.6) see, for example, [11] for a proof. Our primary goal is to estimate the error (1.6) for the least-square online algorithm (1.5) by means of properties of ρ and K. We shall show how the choice of the step sizes in the algorithm affects the error rates. We mainly focus on two different types of step sizes: {η t : t ∈ IN T } being a subset of a universal sequence {η t : t ∈ IN} which is independent of the sample number T or {η t = η : t ∈ IN T } with η = η(T ) depending on T . In particular, we shall show, by choosing the step sizes appropriately, that the error rates of (1.5) are competitive with those of offline and online regularized learning algorithms in the literature.
The rest of the paper is organized as follows. The next section summarizes our main results and presents some comparisons with previous work. To formulate our basic ideas, in Section 3 we provide a novel approach to the error analysis of the online algorithms (1.4) under some conditions on the step sizes which we verify in Section 4 in the case of commonly used step sizes. In Section 5 we develop error bounds and convergence results for the online algorithm (1.5) without regularization. Finally, Section 6 establishes explicit error rates for the online algorithm (1.5) and, as a byproduct, improves the preceding rates for the online regularized algorithm given by (1.4) with λ > 0.
Main results
We begin with some background material and notations for subsequent use. Let C(X) be the space of continuous functions on X with the norm · ∞ , κ := sup x∈X K(x, x) and note, by the reproducing property (1.3), for every f ∈ H K , that
Throughout this paper, we always assume that Z y 2 dρ(z) < ∞ which implies that the quantity E(f ρ ) + f ρ 2 ρ is finite. Finally, we define, for any θ ∈ (0, 1), the quantity 
Main theorems
We are now ready to state our main results. The first result deals with error bounds for the online gradient descent algorithm (1.5). : t ∈ IN} with some constant µ ≥ µ(θ). Define {f t : t ∈ IN T +1 } by (1.5) . Then we have that
where c ρ := 4(1+κ)
The K-functional plays a central role in interpolation theory, see, for example, [4, Chapter 3] . Therefore, the first term on the right-hand side of (2.3) can be characterized by requiring that f ρ lies in the interpolation space (L By choosing θ appropriately, we can get explicit error rates if the regression function f ρ lies in a certain hypothesis space. In the following, we concentrate on the hypothesis space L
) (see below) since this facilitates a comparison of our results with those in the related literature [6, 24, 26, 31, 32, 33] . One can similarly derive error rates from (2.3) when f ρ belongs to the interpolation space (2.5).
Since K is a Mercer kernel, L K is compact and self-adjoint. Therefore, the fractional power operator L β K is well-defined for any β > 0. We indicate its range space by
where {λ j : j ∈ IN} are the positive eigenvalues of the operator L K and {φ j : j ∈ IN} are the corresponding orthonormal eigenfunctions. Thus, the smaller β is, the bigger the range space L
) will be. In particular, we know [24] 
One can find more details in [11, 24] .
We now can state the following capacity independent rates. Hereafter, the expression a T = O(b T ) means that there exists a constant c such that
Theorem 3. Let θ ∈ (0, 1) and µ(θ) be given by (2.2) . Define {f t :
(2.11)
In Section 6.1, we will derive the error rate (2.11) from some modified error bounds similar to (2.3) . Since the best rate of the second term on the right-hand side of (2.3) is O(T −1/2 ln T ), the consequent error rate (2.11) is never faster than the rate
) with β > 0, that we can not expect better rates outside the range β ∈ (0, 1/2]. Hence, without loss of generality we only consider the case β ∈ (0, 1/2] in Theorem 3.
We now turn our attention to the case that the step sizes of (1.5) are in the form of {η t = η(T ) : t ∈ IN T }, that is, they equal to a constant depending on the sample number. In this scenario, the error bounds for the online algorithm (1.5) read as follows.
In addition to the error f T +1 −f ρ ρ , there are other interesting relevant quantities such as the error
Observe that the global error f T +1 − f ρ ρ can not wholly describe the local properties of f T +1 which is usually measured by |f
In this case, the convergence and the error rate in H K reflect the local performance of the predictor f T +1 . Indeed, it was further pointed out in [24] that the convergence in H K yields convergence in C k (X) under some conditions on K, where C k denotes the space of all functions whose derivatives up to order k are continuous.
When the step sizes of (1.5) are of the form
Theorem 5. Let the step sizes {η t = η(T ) : t ∈ IN T } and {f t : t ∈ IN T +1 } be defined by (1.5) . Then the following statements hold true.
(1) If the step size satisfies
then there holds
(2) If f ρ ∈ H K and the step size satisfies
then we have that
Note that, if the step size decays in the form of
), T → ∞ with θ > 0 then the hypothesis (2.13) allows the choice θ ∈ (0, 1) while (2.15) requires θ ∈ (1/2, 1).
We will prove Theorems 4 and 5 in Section 5. In Section 6.1, we shall establish the following error rates in L 2 ρ X as well as in H K when the step sizes are of the form
, we have that
Moreover, if β > 1/2 then there holds
As the last contribution of this paper, we further improve the preceding error rate [32] for the online regularized algorithm (1.4) with λ > 0. The proof will be given in Section 6.2.
Theorem 7. Let λ > 0, θ ∈ (0, 1) and µ(θ) be given by (2.2) . Define
Then there holds
The preceding error rates of the online regularized algorithm (1.4) with λ > 0 were established in [32] 
) with some β ∈ (0, 1]. Namely, for any arbitrarily small ε > 0, by choosing λ := λ(T ) appropriately, there holds
+ε (2.20) and, for 1/2 < β ≤ 1, we further have that
By Cauchy-Schwarz inequality, we see from (2.19) that, for any arbitrarily small ε > 0, there holds
Therefore, the rate (2.19) is much better than (2.20).
We remark that the error rates obtained here for the online algorithm (1.5) are capacity (kernel) independent except the prior requirement that
It is an open problem to improve error bounds when some additional information is known such as the regularity of K or some polynomial decay of the eigenvalues of L K [6, 11, 30] . In addition, it is noteworthy that all the rates are proved with respect to expectation norm and we do not know how to convert them into similar probabilistic bounds as [24, 31] .
Comparisons and discussions
There is a large body of literature on online learning algorithms. Let us discuss some work relating to this paper.
The mistake (regret) bounds for the cumulative loss 1/T
for general online algorithms have been well studied in the literature. See, for example, [2, 7, 8, 9, 16, 17, 18, 28, 35] and references therein. Specifically, mistake bounds were derived for the online density estimation in [2] . Section 6 in [16] showed, for a learning algorithm different from (1.5), the upper bounds for the relative expected instantaneous loss, measuring the predicting ability of the last output in the linear regression problem. The online algorithm studied in [9] in the linear regression setting is closest to our algorithm (1.5). This paper discussed how the choice of the learning rate affects the bound for the cumulative loss. Related mistake bounds in this setting can also be found in [35] . In [18] , the authors proposed general online regularized algorithms with kernels and presented their cumulative loss bounds.
For a more detailed review of mistake bounds in this direction, one can refer to [28, Section 5] . There, generalization bounds for the average prediction were also derived from the cumulative loss bounds in reproducing kernel Hilbert spaces. More precisely, for each t ∈ IN, let H t : X → IR be the function produced by a prediction algorithm when fed with the independent data {(x j , y j ) : j ∈ IN t−1 }. Consider the average prediction
It was shown [28, Corollary 2] that there exists a prediction algorithm such that, for any δ > 0 and T ∈ IN, with probability at least 1 − δ, there holds
The main difference of our generalization bounds (2.3) and (2.12) from the above one is that we have no assumption on the functions in the given upper bounds.
Although deriving cumulative loss bounds of the online gradient descent algorithm (1.4) is very useful, it is also important to further understand the statistical behavior of its last output f T +1 . In [21] , the authors studied the performance of f T +1 in the H K norm where f T +1 is given by the online regularized algorithm (1.4) with λ > 0. More general online regularized schemes (1.4) involving commonly used loss functions in classification and regression were discussed in [19, 32] . Using quite different methods from ours, [35] obtained similar generalization bounds as (2.12) for the online gradient descent algorithm associated with uniformly Lipschitz loss functions, linear kernels and constant step sizes (learning rates).
In this paper, we study the least-square online algorithm (1.5) without regularization terms in H K and conclude that it performs competitively in contrast to the commonly used least-square learning schemes. To explain this, in what follows we compare our capacity independent rates for the online algorithm (1.5) with the state-of-art ones for other least-square learning algorithms under the same hypothesis that
) with β > 0. In particular, it can be shown that our rates are almost optimal in a certain sense.
First, let us begin with the comparison with the rates for the online regularized algorithms. In this discussion, we note that the rates (2.11), (2.17) and (2.18) of the online algorithm (1.5) are comparable to the corresponding rates (2.19), (2.21) of the online regularized algorithm (1.4) with λ > 0.
) with β ∈ (0, 1/2], we present another comparison with the rates of averaged stochastic gradient descent algorithms introduced in [35] . This class of online algorithms and the derived error bounds are stated in the linear kernel setting. However, we can easily extend them to the general kernel setting as follows. Assume 2κ
f t . Then, the generalization bound [35, Theorem 5.2] for the average outputf T +1 in the kernel setting can be cast as
where σ
. If we denote the regularization error as
When the step sizes are of the form 25) which implies that
).
(2.26)
and putting the above observations for r T +1 ,
and (2.26) into (2.24) yields that
) with β ∈ (0, 1/2] and the step sizes have
, we see from (2.24) and (2.25) that
We conclude that the rates (2.11) and (2.17) for the online algorithm (1.5) are almost the same as the corresponding rates (2.27) and (2.28) for the averaged stochastic gradient descent algorithm.
Third, we compare our rates with the offline regularization algorithm which is defined by
This offline algorithm is often referred to as a Tikhonov regularization scheme for learning, see, for example, [15] .
The capacity independent generalization bounds in [33, 34] can be expressed as
In terms of the regularization error D(λ), it can be equivalently stated as
ρ . Putting this into (2.30) and trading off T and
gives the rate
) with β ∈ (1/2, 1], it was improved in [24] , by choosing
and
Under the same assumptions, the rates (2.11), (2.17) and (2.18) of the online algorithm (1.5) are almost the same as the corresponding offline rates (2.31), (2.32) and (2.33).
We remark that the generalization bounds associated with D(λ) such as (2.30) for the regularization algorithms are neat and interesting, but it tends to suffer a saturation phenomenon with restricted β, since the regularization error D(λ) decays at most linearly as λ → 0 + .
To see why this is true, by (2.1), we know that
If f ρ is not identically zero (i.e., f ρ ρ > 0), the inequality (2.34) implies that the optimal decay of
which is achieved at β = 1/2 and can not be improved beyond the range β ∈ (0, 1/2]. This is the so-called saturation phenomenon in the context of inverse problems [14] .
For similar reasons, the rates (2.27) and (2.28) derived from (2.24) for the averaged stochastic gradient descent algorithm have the same problem.
In contrast, our analysis shows that the capacity independent rate (2.17) for the un-regularized online algorithm (1.5) does not suffer this drawback and is arbitrarily close to T
Finally, we explain in two folds that the error rates for the online algorithm (1.5) are actually almost optimal in the capacity independent sense. We initially illustrate this by citing the lower bounds in [6] when
) with β ∈ (1/2, 1] . Second, we demonstrate a specific example to contrast our rates with the best possible rate in the non-parametric statistical literature (see, for example, [5, 26] ).
We begin with the citation of the lower bound in [6] 
is optimal, see [6] for a precise definition of optimal rates. Since
, see, for example, [11] . Therefore, for any i ∈ IN we have that
) for all kernels. Since our capacity independent rates are independent of the eigenvalues of L K , taking b → 1 of the rate T − 2βb 2βb+1 leads to the eigenvalueindependent optimal rate T − 2β 2β+1 (see also [31] for a discussion). In this sense, our rates (2.17) and (2.19) are almost optimal for the capacity independent case under the condition that
Now, we illustrate by a specific example that our rates for the online algorithm (1.5) are comparable to the optimal rate in non-parametric statistics. For simplicity, we only consider smooth splines [29] in one dimension. 
It is easy to see, for any x, x ∈ X, that the reproducing kernel of the space H
(sin(2πkx) sin(2πkx ) + cos(2πkx) cos(2πkx )).
In addition,
for j ∈ IN and the orthonormal eigenvalues are φ 1 (x) = 1, φ 2j (x) = √ 2 sin(2πjx) and φ 2j+1 (x) = √ 2 cos(2πjx) for j ∈ IN. Therefore, in this case, the range space L It is well known (for example, [26] ) in non-parametric statistics that the rate 
Error decomposition and basic estimates
In this section, we formulate our basic ideas by providing a novel approach to the error analysis of online gradient descent algorithms in L 2 ρ X . As mentioned in the introduction, the main purpose of this paper is to analyze the online algorithm (1.5). However, we would like to state a unified approach for the general online algorithm (1.4) for any λ ≥ 0 since this will also, as a byproduct, allow us to improve the preceding error rate in [32] for the algorithm (1.4) with λ > 0 as shown in Section 6.2 below.
We first establish some useful observations used later. For λ > 0, define the regularizing function by
With a slight abuse of notation, we indicate f ρ by f 0 . Lemma 1. Let λ > 0 and f λ be defined as above. Then we have that
Proof. We introduce the functional Q :
We know that Q is differentiable and strictly convex. Therefore, it has a unique minimizer which we have called f λ . Moreover, f λ is determined by the fact that the gradient of Q at f λ is zero. Indeed, it can be verified for any f, g ∈ H K that
This proves the equality (3.2).
For the inequality (3.3), we first recall the property [11] of the leastsquare loss:
Therefore, (3.1) is equivalent to
By taking f = 0, the above definition of f λ yields that
ρ . This completes the proof.
With (3.2) at hand, we can interpret the online algorithm (1.4) with λ ≥ 0 as the following useful form.
Lemma 2. Let λ ≥ 0 and {f t : t ∈ IN T +1 } be defined as (1.4) . Then, for any t ∈ IN T we have that
where I is the identity operator and the vector-valued random variable
Proof. The equality (3.6) for the case λ = 0 is easily verified since we have set f 0 = f ρ .
For the case λ > 0, we use the property (3.2) of the regularizing function f λ in Lemma 1. By the definition of f t+1 given by (1.4) with λ > 0, we know that
But the equality (3.2) tells us that −λf λ = L K (f λ − f ρ ). Hence, putting this back into (3.8) and arranging it yield the desired equality (3.6).
With the help of the formula (3.6), we can describe our approach by three steps in which the first step is referred to as error decomposition.
Error decomposition
For λ ≥ 0 and t ∈ IN, set the operator ω
Applying induction to the equality (3.6) and noting that f 1 = 0, for any t ∈ IN T we have that
Applying (3.9) with t = T , we get the following error decomposition
The above error decomposition technique is well-known in statistical learning theory in order to realize the error analysis for least-square related learning algorithms, see, for example, [21, 31, 32] . One can find similar ideas used for different learning schemes, see, for example, [3, 11, 13, 23, 24, 33] and references therein.
We will use the error decomposition (3.10) to estimate the expectation of f T +1 − f ρ 2 ρ . To this end, we introduce some useful notations. Let L be a linear operator from L 2 ρ X to itself, we use L to denote its operator norm, that is, L := sup f ρ=1 L(f ) ρ . In addition, we always denote the expectation IE z 1 ,...,zt as IE Z t for t ∈ IN T and adopt the convention IE Z 0 ξ = ξ for any random variable ξ. Now we can present the upper bound for the expectation of the error f T +1 − f ρ 2 ρ which is the foundation of our novel approach introduced in this paper.
Hence, to prove (3.11), we need to estimate the first term and the last term on the right-hand side of (3.12).
For the first term on the right-hand side of (3.12), we first use the equality (3.10) to get that
Then, we estimate the last two terms on the right-hand side of (3.13) separately.
For the second term on the right-hand side of (3.13), we write it as
Observe that the data z = {z t : t ∈ IN T } is independently distributed according to ρ and f t is only dependent on {z 1 , . . . , z t−1 }, not on z t . Moreover, recall the definition of the regression function: f ρ (x) = X ydρ(y|x). Thus, B(f t , z t ) has a nice vanishing property
Therefore, for t > t we have that
By the symmetry of t, t , the above equality also holds true for t > t. Consequently, it follows that
where we have used the fact (2.10) in the last equality.
To estimate IE Z t B(f t , z t ) 2 K , note that the equality (3.14) implies that
Hence, we can rewrite IE zt B(f t , z t )
Also, for any x, x ∈ X there holds
Therefore,
Putting this into (3.15), we have that
For the last term on the right-hand side of (3.13), we use (3.14) to get that
Substituting this and (3.19) into (3.13) yields the following estimation for the first term on the right-hand side of (3.12)
Now, it remains to estimate the last term on the right-hand side of (3.12). To do this, we apply (3.14) to the equality (3.10) and know that
Putting this and (3.20) back into (3.12) yields the upper bound (3.11). Now the error decomposition and Proposition 1 help us reduce the goal of our error analysis to the estimation of the four terms in (3.11). The first three terms of (3.11) are frequently referred to as the approximation error [23, 24] . The second term of (3.11) is called the sample error. We present their basic estimates separately in the following two subsections which constitute the second and last step of our approach.
Estimates for the approximation error
Here we establish some basic estimates for the deterministic approximation errors involving f λ − f ρ ρ and ω T 1 (L K + λI)f λ which is the second step of our approach.
Since f 0 = f ρ , to estimate the term f λ −f ρ ρ , we only need to consider the case λ > 0. Recall Lemma 3 in [24] .
Lemma 3. Let λ > 0 and f λ be defined by (3.1). If
Moreover, if 1/2 < β ≤ 1 there holds
To bound the quantity ω T 1 (L K +λI)f λ ρ in (3.11), we need the following technical lemma which forms the essential estimates of our approach.
there holds
where we used (3.17) and the fact ρ X (X) = 1. Hence,
Moreover, for any
Applying (3.26) with x = η t iteratively for t ∈ [j, k] and (3.25), we have that
where the elementary inequality 1 − η t λ ≤ e −ηtλ for any t ∈ [j, k] is used in the last inequality.
Consequently, it follows from (3.27) and (3.28) 
is bounded by
.
Combining this with the elementary inequality that min{a
for any a > 0, b > 0 finishes the lemma.
Using the above lemma, we can estimate the quantity ω 
Proof. We first prove (3.29) in property (a). Since η t κ 2 ≤ 1 for t ∈ IN T , using (3.26) with λ = 0 and x = η t for t ∈ IN T iteratively implies that ω
where (2.10) is used in the last equality. Applying (3.23) with λ = 0, β = 1/2, j = 1, and k = T yields the inequality ω
. Substituting this into the right-hand side of (3.31), because f ∈ H K is arbitrary, yields that
Turn to the proof of property (b), note that η t (κ 2 + λ) ≤ 1 for any t ∈ IN T . Thus, applying (3.26) again with x = η t for t ∈ IN T implies that
But, by (3.3), f λ ρ ≤ 2 f ρ ρ . This finishes the inequality (3.30).
The last step of our approach is to estimate the sample error.
Estimates for the sample error
We now move on to the estimate of the last term of the bound (3.11): the sample error. Later we adopt the convention t j=t+1 η j = 0 for any t ∈ IN.
Lemma 6. Let λ ≥ 0 and {f t : t ∈ IN T +1 } be defined by (1.4). If the step sizes satisfy η
Proof. Applying (3.23) with β = 1/2, k = T , and j = t + 1 implies that
where the convention T t=T +1 η t = 0 is used. This immediately yields the inequality (3.33).
We would expect that the term on the right-hand side of the inequality (3.33) tends to zero as T → ∞ under some conditions on the step sizes. Below, we roughly explain how to realize this expectation.
First, we uniformly bound the leaning sequence, for example,
This uniform bound is intuitively reasonable since we expect that the learning sequence {f t : t ∈ IN T +1 } approximates the regression function f ρ . Actually, in the next section we will show that the expected bound (3.34) holds true as long as we enforce the following condition on the step sizes:
Once the learning sequence is uniformly bounded, the term on the right-hand side of the inequality (3.33) tends to zero as T tends to infinity as long as
In the next section, we will discuss how the hypothesis (3.35) implies the uniform bound (3.34). In particular, we will prove that the commonly used step sizes {η t = O(t 
Learning sequence and step sizes
We first prove that the uniform bound (3.34) for the learning sequence {f t : t ∈ IN T +1 } holds true when the step sizes satisfy the condition (3.35).
Proposition 2. Let λ ≥ 0 and {f t : t ∈ IN T +1 } be defined as (1.4 
and sup
Proof. First recall from (3.4) that
ρ . Combining this with (4.3) yields that
Hence, the second inequality (4.2) follows from the first estimate (4.1). Now, it is sufficient to estimate the first inequality (4.1) by induction. Since f λ ρ ≤ 2 f ρ ρ from (3.3) and f k = 0 for k = 1, we have that
holds true for k = 1. As the induction assumption, we suppose the above inequality holds true for k ∈ IN t . To advance the induction, we need to estimate
ρ . To see that, the formula (3.9) tells us that
We estimate the expectations of the three terms on the right-hand side of (4.5) as follows.
To estimate the expectation of the second term on the right-hand side of (4.5), we argue similarly as in the proof of the inequality (3.15) to get that
Now, applying (3.23) with β = 1/2 yields that
Also, for any k ∈ IN t , using (3.18), (4.4) with f = f k , we see from the induction assumption that
Thus, putting (4.8) and (4.9) into (4.7), we know from the hypothesis (3.35) that
For the last term on the right-hand side of (4.5), using (3.14) and the property that f j is independent of z j , we have the following equality
Putting this, (4.6), (4.7), (4.10), and (4.11) together, we get from (4.5) that
which advances the induction and completes the proof.
According to the discussion at the end of the last section, the key of our approach is to verify the hypotheses (3.35) and (3.36). The following lemma ensures that they hold true for commonly used step sizes. 
When θ = 0, by the definition of c 0 , the above inequality is virtually identical to µ ≥ 16(1 + κ) 4 ln 8T .
For θ ∈ (0, 1), note that ln t = 
and the definition of c θ given in Lemma 7 yield the desired result.
Error bounds and convergence
In this section, we develop error bounds and convergence results for the online algorithm (1.5). In this case, λ = 0 and f 0 = f ρ . Consequently, the error decomposition formula (3.10) can be interpreted as
and the prior error bound (3.11) given in Proposition 1 becomes
Proofs of error bounds
This subsection proves error bounds stated in Theorems 1 and 4. The essential estimates will also be used to derive error rates in Section 6.
Let us first establish the following useful lemma. One can find a modified form in [31] .
Proof. Applying Lemma 4 with λ = 0, j = 1, and k = T , the desired estimates (5.3) and (5.4) follow immediately from the following observations ω
This completes our lemma.
Recall the definitions of µ(θ) in Corollary 2 and c θ in Lemma 7, our error bounds read as follows. 
where c ρ := 4(1 + κ)
Proof. We use the bound (5.2) to obtain the inequality (5.5). First, note that
with µ ≥ µ(θ) for any t ∈ IN T , by Corollary 2 we know that the hypothesis (3.35) on the step sizes holds true for any t ∈ IN T . Hence, by Proposition 2, we know that
Also, using (3.23) with j = 1 and k = T for the case λ = 0 yields that
Therefore, applying (4.12) with λ = 0 and = T to the right-hand side of the above inequality implies that
Putting the above estimate, (5.6) and (5.7) together, the desired bound (5.5) follows from (5.2).
To apply the error bound (5.5) to prove Theorem 1, we need to estimate the summation t∈IN T η t which leads to the following lemma. 
Proof. The result is directly from the inequality
We now establish Theorem 1 stated in Section 2.1.
for θ ∈ (0, 1). Therefore, by (5.8) we have that
. Putting this with the estimate We now turn our attention to the case when the step sizes are in the form of {η t = η : t ∈ IN T } with η = η(T ) depending on T . In this case, we can deal with the expectation of the error
5). Then we have that
Proof. The argument here is similar to the proof of Proposition 1.
From the error decomposition (5.1), we know that
To estimate the second term on right-hand side of the above inequality, we write its expectation part as
By the vanishing property (3.14) of B(f t , z t ), for t > t we have that
Using the symmetry of t and t , the above equality also holds true for t > t. Consequently, combining this with the property (2.10) implies that
K , we use (3.18) to get that
Also, since ηκ 2 ≤ 1, the estimate (3.26) yields that, for any t ∈ IN T there holds ω T t+1 (L K ) ≤ 1. Putting these estimates back into (5.11), we have that
For the last term on the right-hand side of (5.10), we see from (3.14) that
Cascading this equality, (5.10) and (5.13) yields the desired estimate.
We now present error bounds in L 
(5.14)
In addition, if f ρ ∈ H K then we have that
Proof. We regard η as From the above proposition, we can prove Theorem 4 stated in the Section 2.1.
Proof of Theorem 4. The error bound (2.12) is derived from (5.14) and the estimate (3.29) 
Proofs of convergence results
We are in a position to apply the general bounds (2.3) and (2.12) in Theorems 1 and 4 to prove Theorems 2 and 5 while the bounds (5.5) and (5.14) will be used to derive the explicit rates in the next section.
For the proof of Theorem 2, we need the following well-known property of the K-functional, see [4] . We include its proof for completeness.
Lemma 11. Let s > 0 and K(s, f ρ ) be defined by (2.4) . Then there holds
Proof. By the definition (2.4) of K, it is straightforward that
) with β > 0 and the fact
To prove (5.18) , in what follows we construct functions in
), we apply (5.4) in Lemma 8 with β = 1 to deal with it.
To this end, write
On the other hand, since
This implies that
By (2.10), we have that 
Explicit error rates
In this section we use the general bounds (5.5) and (5.14) given in Propositions 3 and 4 to derive explicit error rates for IE Z T f T +1 − f ρ 
Rates for online learning without regularization
We first establish explicit error rates for the algorithm (1.5) stated in Theorems 3 and 6.
Proof of Theorem 3. We use Proposition 3 with θ ∈ (0, 1) to prove our theorem. Recall that µ(θ) is defined by (4.13) for 0 < θ < 1. Therefore, if η t = t −θ µ(θ) then, by (5.5), we know that ln T .
Putting these estimates into (6.1) and noting the hypothesis β ∈ (0, 1/2], we know that 
Putting the choice η = β 64(1+κ) 4 (2β+1) T − 2β 2β+1 back into the right-hand side of the above inequality directly implies the rate (2.18).
Improved rates for online regularized learning
Our analysis can also yield improved rates for the online regularized algorithm given by (1.4) with λ > 0 which is stated as Theorem 7.
Proof of Theorem 7. Note that if 0 < λ ≤ 1 then Corollary 2 tells us that the choice of the step sizes {η t = . Putting (6.2) and (6.3) back into the term on the right-hand side of (3.33) in Lemma 6, we have that Substituting the estimates (6.5) and (6.6) into (6.4), it follows that in (6.7) yields the desired error rate (2.19) .
