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CLASSIFICATION OF IRREGULAR FREE BOUNDARY POINTS
FOR NON-DIVERGENCE TYPE EQUATIONS
WITH DISCONTINUOUS COEFFICIENTS
SERENA DIPIERRO, ARAM KARAKHANYAN, AND ENRICO VALDINOCI
Abstract. We provide an integral estimate for a non-divergence (non-variational) form second order elliptic
equation aijuij = u
p, u ≥ 0, p ∈ [0, 1), with bounded discontinuous coefficients aij having small BMO norm.
We consider the simplest discontinuity of the form x⊗x|x|−2 at the origin. As an application we show that
the free boundary corresponding to the obstacle problem (i.e. when p = 0) cannot be smooth at the points
of discontinuity of aij(x).
To implement our construction, an integral estimate and a scale invariance will provide the homogeneity
of the blow-up sequences, which then can be classified using ODE arguments.
1. Introduction
One of the main distinctions in the field of partial differential equations consists in the difference between
equations “in divergence form” and those “in non-divergence form”. While the first ones naturally admit a
variational formulation and can be dealt with by energy methods, the second ones usually require different –
and perhaps more sophisticated – techniques (see e.g. [T82] for a detailed discussion), often in combination
with viscosity methods.
We refer to [K07, C08] and the references therein for throughout presentations of similarities and differ-
ences between equations in divergence and non-divergence form.
A similar distinction between divergence and non-divergence structure occurs in the field of free boundary
problems. As a matter of fact, free boundary problems whose partial differential equation is in divergence
form often enjoy a special feature given by the so-called “monotonicity formulas”: namely, the energy
functional, or a suitable variational integral, possesses a natural monotonicity property with respect to some
geometric quantity (typically, a functional defined on balls of radius r turns out to be monotone in r).
This type of monotonicity property is, in a sense, geometrically motivated, since it may be seen somehow
as an offspring of classical monotonicity formulas arising in the theory of minimal surfaces and geometric
flows. In addition, combined with the natural scaling of the problem, a monotonicity formula is often very
useful in proving uniqueness of blow-up solutions, classification results and regularity theorems.
Viceversa, problems which do not enjoy monotonicity formulas (or for which a monotonicity formula is
not known) may turn out to be considerably harder to deal with, and proving (or disproving) a strong
regularity theory is a natural, important and often very challenging question (see e.g. [CS05, PSU12] for
further discussions on monotonicity formulas).
In this paper we consider the free boundary problem
(1.1) Lv := aijvij = vp in B1, v ≥ 0,
with p ∈ (0, 1). We will also deal with the case p = 0 using the notation that identifies v to the power zero
with the characteristic function χ{v>0}.
Problems of this type often arise in real world phenomena. For instance, in the study of the spread of
biological populations one studies the problem
(1.2) div(a∇(um)) + f(x)u+ b · ∇(um) = 0
where u : Rn → [0,+∞) represents the density of the population, a : Rn → Mat(n × n) and b : Rn → Rn
represents a drift term. Here, m > 1, a(x) is a positive definite matrix (with entries aij(x)) and f : Rn → R
takes into account the influence of the environment on the population, see [S83].
2010 Mathematics Subject Classification. 35R35, 35B65.
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2 SERENA DIPIERRO, ARAM KARAKHANYAN, AND ENRICO VALDINOCI
It is convenient to reformulate the problem in terms of the auxiliary function v := um and write (1.2) as
div(a∇v) + f(x)v 1m + b · ∇v = 0.
Notice that this boils down to the equation in (1.1) when m = 1/p, f ≡ −1 and b = (b1, . . . , bn) with bi =
∂jaij .
Moreover, equations in non-divergence form arise naturally from probabilistic considerations, for instance,
as the infinitesimal generators of anisotropic random walks, see e.g. Section 2.1.3 in [C08].
Furthermore, when a in (1.1) is the identity matrix, the problem reduces to the classical one in [AP86],
which, in turn, as p→ 0 recovers the exemplary free boundary problem in [C77].
Our objective in the present paper is to study the behavior of the solution v of (1.1) near the free boundary
points x ∈ ∂{v > 0} at which the matrix aij(x) is discontinuous. A model example of this sort in 2D is
(1.3) ∆v + ε
(
x21
|x|2 v22 −
2x1x2
|x|2 v12 +
x22
|x|2 v11
)
= vp
where ε is a small constant and p ∈ [0, 1) (here, we are using the standard notation x = (x1, x2) ∈ R2
and vij = ∂
2
ijv).
One can also write equation (1.3) in the equivalent form
div(a∇v) + b · ∇v = vp
where
(1.4) a(x) :=
(
1 +
εx22
|x|2 − εx1x2|x|2
− εx1x2|x|2 1 + εx
2
1
|x|2
)
and
b = (b1, b2), bj = −
∑
i
∂i(aij), |b| ∼ 1|x| .
We observe that the quadratic form
aijξiξj = |ξ|2 + ε|x|2
(
(x1ξ2)
2 + (x2ξ1)
2 − 2x1x2ξ1ξ2
)
= |ξ|2 + ε|x|2 (x1ξ2 − x2ξ1)
2
is positive definite and aij are discontinuous at the origin.
More generally, we can assume that the diffusion matrix a has the form
(1.5) aij(x) = hij(x) + bij(x)
where hij is a homogeneous function of degree zero and for any point x0 ∈ Rn we have that
|bij(x)− δij | ≤ ω(|x− x0|),
with ˆ δ
0
ω(t)
t
dt < +∞,
for some δ > 0. Roughly speaking, in (1.5), the terms bij and hij represent the continuous and the discon-
tinuous parts of aij , respectively.
Throughout this paper we will assume that the operator satisfies the following conditions:
(H1) the entries of the matrix alm are bounded measurable functions, and the matrix is uniformly elliptic,
i.e. there exist two positive constants λ and Λ such that
λ|ξ|2 ≤ alm(x)ξlξm ≤ Λ|ξ|2, ∀x ∈ B1,
(H2) the coefficients alm(x) have small BMO norm, namely
sup
0<r≤R
sup
x∈Rn
 
Br(x)
∣∣∣∣∣alm(y)−
 
Br(x)
alm
∣∣∣∣∣ dy = δ(R) < +∞,
where δ(R) > 0 is a small constant.
(H3) the matrix aij has at least one discontinuity at x0 ∈ Rn such that aij(x) is rotational invariant at
x0 and homogeneous of degree one.
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In this setting, the problem in (1.1) admits a solution, as given by the following result:
Theorem 1.1. Let g ∈ W 2,∞(B1) ∩ C(B1), with g ≥ 0. Then, there exists a nonnegative function v such
that v − g ∈W 2,q(B1) ∩W 1,q0 (B1), for all 1 < q < +∞, and v solves (1.1).
From the technical point of view, concerning the assumptions on the coefficients aij , we notice that
the function xixj |x|−2 6∈ VMO for any i and j. However, if ε is sufficiently small then (H2) holds with
δ(R) ≤ Cε, where C is a dimensional constant. Consequently, we can apply the W 2,q estimates from [CFL93]
to establish the existence and optimal growth of the solutions. As a matter of fact, setting
(1.6) β =
2
1− p ,
we can bound the growth from the free boundary according to the following result:
Theorem 1.2. Let v ≥ 0 be a bounded weak solution of (1.1) in B1. Then there exists a constant M > 0,
possibly depending on ‖v‖L∞(B1), such that, for each x¯ ∈ B 12 ∩ ∂{v > 0} and any x ∈ B 14 (x¯), it holds
that v(x) ≤M |x− x¯|β.
We remark that the problem in (1.1) has a natural scale invariance: for this, it is useful to define
vr(x) :=
v(x0 + rx)
rβ
with β as in (1.6). We notice indeed that vr is also a solution of (1.1). We will show that, up to a subsequence,
these blow-up functions approach a blow-up limit.
We say that v is non-degenerate at x0 ∈ ∂{v > 0} if there exists a sequence of positive numbers rk → 0
such that the corresponding blow-up limit is not identically zero.
A cornerstone of our analysis is a uniform integral estimate. The result that we obtain is the following:
Theorem 1.3. Let v be a strong solution of (1.1) in B1 ⊂ R2, with aij as in (1.4). Assume that 0 ∈ ∂{v > 0}
and v is non-degenerate at 0. Then
(1.7)
ˆ
B1/2
(
β
v(x)
|x|β −
∂rv(x)
|x|β−1
)2
dx
|x|2 ≤ C˜,
for some C˜ > 0 possibly depending on ‖v‖L∞(B1).
In this framework, the integral estimate in (1.7), combined with the scale invariance, implies that the
blow-up limits are homogeneous, as described in the following result:
Theorem 1.4. Let v be a strong solution of (1.1) in B1, with aij as in (1.4). Assume that 0 ∈ ∂{v > 0}
and v is non-degenerate at 0. Then any blow-up sequence at 0 has a converging subsequence such that the
limit is a homogeneous function of degree β = 21−p .
This result will in turn play a special role for the classification of global solutions. Roughly speaking,
the homogeneity property, an appropriate use of polar coordinates and explicit methods borrowed from the
theory of ordinary differential equations lead to a classification of solutions growing in a non-degenerate way
from a smooth free boundary. This classification and the analysis of the blow-up limits will be the main
ingredients for the analysis of irregular free boundary points, as explained in the following result:
Theorem 1.5. Let n = 2, L be as in (1.1) and aij as in (1.4), with |ε| sufficiently small. Let v be a solution
of (1.1) in B1 with p = 0. Assume that 0 ∈ ∂{v > 0} and that v is non-degenerate at 0. Then ∂{v > 0}
cannot be differentiable at the origin.
The paper is organized as follows: in Section 2 we establish the existence of a strong solution of (1.1)
in the unit ball B1 and thus prove Theorem 1.1. Next, using a dyadic scaling argument, we prove that
a solution v(x) grows away from the free boundary ∂{v > 0} as [dist(x, ∂{v > 0})]β . This is contained in
Section 3, which will provide the proof of Theorem 1.2. Our main technical tool, which is the uniform
integral bound in Theorem 1.3, is established in Section 4. To this goal, we use some computations based
on the ideas of Joel Spruck [S83]. Section 4 also contains the proof of Theorem 1.4, which fully relies on the
integral estimate in (1.7). Finally, in Section 5 we show that the free boundary cannot be regular at the free
boundary points where aij suffers a discontinuity satisfying (H3), thus completing the proof of our main
result in Theorem 1.5.
4 SERENA DIPIERRO, ARAM KARAKHANYAN, AND ENRICO VALDINOCI
2. Existence of solutions
In this section, we give the proof of the existence result in Theorem 1.1.
Proof of Theorem 1.1. The proof is based on a classical penalization argument. The case of the obstacle
problem, corresponding to p = 0, is treated in [BT14]. Our proof is similar, but we will sketch it for the
reader’s convenience since unlike [BT14] our coefficients are not in VMO. In fact, for our case p ∈ (0, 1) the
proof is shorter since for p > 0 the penalization function φε (see below) is continuous at the origin. Hence, by
a customary compactness argument, we deduce that the limit of the penalized problem is a solution of (1.1)
a.e. Therefore, we only need to establish uniform estimates for the penalized problem (2.5). The details of
the proof go as follows.
Let η ∈ C∞0 (Rn) such that supp η ⊂ B1, η ≥ 0 and
´
B1
η = 1. Let η(x) = 
−nη(x/). Then η is a
standard mollifier. Set aij := aij ∗ η and g := g ∗ η. Furthermore, let φ : R→ R be a family of functions
with the following properties
0 ≤ φ(s) ≤ 1,
φ(s) = 0 if s ≤ 0,
φ(s) = s
p if s ≥ ,
φ(s) is monotone increasing,
and φ ∈ C∞(R).
Then, there exists a classical solution v to the following Dirichlet problem{
aij(x)∂ijv
(x) = φ(v
(x)) in B1,
v(x) = g(x) on ∂B1.
Now, for every t ∈ [0, 1], we consider the penalized problem
(2.1)
{
aij(x)∂ijv

t (x) = tφ(v

t (x)) in B1,
vt (x) = g(x) on ∂B1.
We set
I := {t ∈ [0, 1] s.t. (2.1) has a solution}
and we claim that
(2.2) I is open.
Note that aij(x)∂ijv

t (x) ≥ 0, hence by the maximum principle 0 ≤ vt (x) ≤ ‖g‖∞. For any t ∈ [0, 1], we
consider the operator Atu := aijuij − tφ(u). Then the Fre´chet derivative of At is
DAth = aijhij − tφ′(u)h.
Thus the derivative operator has the form
DAth = aijhij + tc(x)h, with c(x) ≤ 0
since, by construction, φ is monotone increasing. Applying the Schauder theory in Chapter 6 of [GT98], we
conclude that for any f ∈ Cα and g ∈ C2,α(B1) there exists a solution w of
(2.3)
{
DAtw
 = f in B1,
w(x) = g(x) on ∂B1.
This implies that DAt : C
2,α(B1) → C2,α(B1) ⊕ Cα(∂B1) is surjective. By the maximum principle (recall
that c(x) = −φ′(vt ) ≤ 0) DAt is also injective. Therefore, DAt is invertible, which establishes (2.2).
Now we show that
(2.4) I is closed.
To this aim, we first observe that, from the Sobolev embedding, we have that ‖vt‖C1,α . ‖vt‖W 2,q . Conse-
quently, applying the Schauder estimates in Chapter 6 of [GT98], we obtain that
‖vt‖C4,α ≤ C(),
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for some C() > 0, independently of t. Thus if I 3 tk → t0 then from Arzela-Ascoli theorem it follows that
vtk → vt0 in C4,α(B1) and vt0 solves the corresponding problem (2.1), thus proving (2.4).
Now, from (2.2) and (2.4), we deduce that a solution of (2.1) exists for all t ∈ [0, 1]. By Theorem 4.2
in [CFL93], we have that
(2.5) ‖vt‖W 2,q(B1) ≤ C, q > 1,
uniformly in  because aij verifies (H1)-(H3). 
3. Optimal growth from the free boundary
Let x0 ∈ ∂{v > 0} ∩B1 and consider the scaled function
vr(x) :=
v(x0 + rx)
rβ
, r > 0.
We remark that if the inequality
(3.1) v(x) ≤ C|x− x0|β
holds in some neighborhood of x0, for some constant C > 0 and β as in (1.6), then vr is uniformly bounded
as r → 0.
So, we show that the growth control in (3.1) is indeed satisfied for bounded solutions of (1.1). The result
that we have is the following:
Proposition 3.1. Let u ≥ 0 be a weak solution of (1.1) in B1 such that
0 ≤ u(x) ≤M
for some constant M > 0. Then there exists a constant C > 0 such that for each x ∈ B 1
2
∩ ∂{v > 0} there
holds
(3.2) S(k + 1, x) ≤ max
{
CM
2βk
,
1
2
S(k, x)
}
where S(k, x) := supB
2−k (x)
u.
Remark 3.2. It is well known that the estimate in Proposition 3.1 implies the desired growth rate in (3.1).
Proof of Proposition 3.1. We use a dyadic scaling argument. Suppose that the claim in Proposition 3.1 fails,
then there exists a sequence of integers ki, and points xi ∈ B 1
2
∩ ∂{v > 0} such that
(3.3) S(ki + 1, xi) > max
{
iM
2βki
,
1
2
S(ki, xi)
}
.
We introduce the scaled functions
(3.4) ui(x) :=
v(xi + 2
−kix)
S(ki + 1)
,
where S(·) is a short notation for S(·, xi). Then, we have that
(3.5) sup
B 1
2
ui =
supB
2−ki+1 (xi)
u
S(ki + 1)
= 1,
and, from (3.3),
(3.6) sup
B1
ui =
supB
2−ki (xi)
u
S(ki + 1)
=
S(ki)
S(ki + 1)
≤ 2.
Furthermore, setting ri := 2
−ki , by a direct computation we see that∑
l,m
alm(xi + xri)∂lmui(x) =
2−2ki
S(ki + 1)
up(xi + xri)
=
2−2kiSp(ki + 1)
S(ki + 1)
upi (x)
=
1
22kiS1−p(ki + 1)
upi (x).
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Notice also that (3.3) and (1.6) yield that
iM ≤ 2βkiS(ki + 1)
=
(
22kiS
2
β (ki + 1)
) β
2
=
(
22kiS1−p(ki + 1)
) β
2 .
Consequently, recalling (3.6), we have that
(3.7) 0 ≤
∑
l,m
alm(xi + xri)∂lmui(x) ≤ u
p
i (x)
(kiM)
2
β
≤ 2
p
(kiM)
2
β
→ 0 as i→∞.
Let us define the sequence of matrices Ailm(x) := alm(xi + rix). Then A
i(x) satisfies (H1). Observe that
the change of variables ξ = xi + rix implies 
Br(z)
Ailm =
 
Brri (xi+riz)
alm.
Recalling that x ∈ B 1
2
, we see that
(3.8) sup
0<r≤R
sup
z∈Rn
 
Br(z)
∣∣∣∣∣Ailm(x)−
 
Br(z)
Ailm
∣∣∣∣∣ dx = sup0<r≤Rri supy∈Rn
 
Br(y)
∣∣∣∣∣alm(ξ)−
 
Br(y)
alm
∣∣∣∣∣ dξ ≤ δ(Rri),
implying that (H2) is also satisfied for the matrices Ai.
Furthermore, in light of (3.7), we see that ui solves the inequality
(3.9)
∣∣∣∣∣∣
∑
l,m
Ailm(x)∂lmui(x)
∣∣∣∣∣∣ ≤ 2
p
(kiM)
2
β
→ 0.
From (3.6), (3.8) and (3.9) it follows that we can apply Theorem 4.1 in [CFL93] to conclude that for any
q > 1 the following estimate holds uniformly in i
(3.10) ‖ui‖W 2,q(Bρ) ≤ C(ρ, q)
where Bρ is a fixed ball but with arbitrary radius ρ > 0. Consequently, the sequence of strong solutions
{ui} is bounded in W 2,qloc ∩L∞. From Krylov-Safonov theorem it follows that for a subsequence, still denoted
by ui, we have that ui → u in B 3
4
uniformly. Thus ui(0) = 0 and (3.5) translates to the limit function u,
namely we have
u(0) = 0, u(x) ≥ 0, sup
B 1
2
u = 1, sup
B1
u ≤ 2.
On the other hand Ai → A0 a.e. and A0 satisfies (H1)-(H3). In particular, A0lmulm = 0 a.e. Hence, u(0) = 0
and the strong maximum principle imply that u ≡ 0 which is in contradiction with supB 1
2
u = 1 and the
proof is complete. 
From Proposition 3.1 and Remark 3.2 we obtain Theorem 1.2, as desired.
4. Blow-up sequences and homogeneity
We want to show that, using a technique invented by J. Spruck in [S83], at the non degenerate free
boundary points the blow-up is a homogeneous function of degree β. For a sequence of positive numbers
rk → 0 and x0 ∈ ∂{v > 0}, we consider the blow-up sequence
(4.1) vrk(x) :=
v(x0 + rkx)
rβk
.
From Theorem 1.2 we know that the sequence {vrk} is bounded and solves equation (1.1) with aij satisfying
(H1)-(H3). Thus, applying Theorem 4.1 in [CFL93], we conclude that {vrk} is locally uniformly bounded
in W 2,q for any q > 1. Then a customary compactness argument implies that there exists a subsequence
{vki} and v0, such that
(4.2) vki → v0 in C1loc(Rn).
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The function v0 is called a blow-up limit at x0.
4.1. 2D problems. As customary, it is often useful to write solutions of partial differential equations in
polar coordinates. In our case, we have the following result:
Lemma 4.1. Let L be as in (1.1), with aij as in (1.4). Then
(4.3) Lv = ∂rrv + 1
r
∂rv +
1
r2
∂θθv + ε
(
∂θθv
r2
+
∂rv
r
)
.
Proof. We will use polar coordinates r, θ and rewrite the partial derivatives as follows
∂x1 = cos θ∂r −
sin θ
r
∂θ, ∂x2 = sin θ∂r +
cos θ
r
∂θ.(4.4)
By a straightforward computation we have that
2x1x2∂12v = 2r
2 cos θ sin θ
{
sin θ cos θ∂rrv − sin θ cos θ
r
∂rv +
cos2 θ − sin2 θ
r
∂θrv
+
sin2 θ − cos2 θ
r2
∂θv − sin θ cos θ
r2
∂θθv
}
,
x22∂11v = r
2 sin2 θ
{
cos2 θ∂rrv +
sin2 θ
r
∂rv − 2 sin θ cos θ
r
∂rθv +
2 sin θ cos θ
r2
∂θv +
sin2 θ
r2
∂θθv
}
,
x21∂22v = r
2 cos2 θ
{
sin2 θ∂rrv +
cos2 θ
r
∂rv +
2 sin θ cos θ
r
∂rθv − 2 sin θ cos θ
r2
∂θv +
cos2 θ
r2
∂θθv
}
.
Combining these three identities and recognizing the terms we get that
1
ε
(Lv −∆v)
= ∂rθ
2 sin θ cos θ
r
[
cos2 θ − sin2 θ − cos2 θ + sin2 θ]+ ∂θθv [cos4 θ + sin4 θ + 2 sin2 θ cos2 θ]
+∂rv
1
r
[
cos4 θ + sin4 θ + 2 sin2 θ cos2 θ
]
+ ∂θv
2 sin θ cos θ
r
[
sin2 θ − cos2 θ − sin2 θ + cos2 θ]
=
∂θθv
r2
+
∂rv
r
.
Using this and the standard representation of the Laplacian in polar coordinates, the desired result follows.

With this, we are in position of proving Theorem 1.3.
Proof of Theorem 1.3. We let r := e−t and w(t, θ) := v(r,θ)
rβ
. Then we have
∂θw =
∂θv
rβ
,
∂θθw =
∂θθv
rβ
,
and ∂tw = − ∂rv
rβ−1
+ βw.
Plugging this into (4.3) we infer that
rβ−2((∂ttw − ∂tw − β(β − 1)w) + (βw − ∂tw) + ∂θθw) + ε
(
rβ−2∂θθw + rβ−2[βw − ∂tw]
)
= r−βpwp.
This, after recalling that β − 2 = −pβ, yields that
(4.5) I1 + εI2 = w
p,
where
I1 := ∂ttw − 2∂tw + ∂θθw − β(β − 2)w and I2 := ∂θθw + βw − ∂tw.
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Next, we multiply both sides of equation (4.5) by ∂tw and we integrate first over the unit circle and then in
the interval [T1, T2] to get that
(4.6)
ˆ T2
T1
ˆ
S1
I1 ∂tw + ε
ˆ T2
T1
ˆ
S1
I2 ∂tw =
ˆ T2
T1
ˆ
S1
wp ∂tw.
Now we observe thatˆ T2
T1
ˆ
S1
I2 ∂tw = −
ˆ T2
T1
ˆ
S1
(∂tw)
2 + β
ˆ T2
T1
ˆ
S1
w ∂tw +
ˆ T2
T1
ˆ
S1
∂θθw ∂tw
= −
ˆ T2
T1
ˆ
S1
(∂tw)
2 + β
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
−
ˆ T2
T1
ˆ
S1
∂θw ∂rθw
= −
ˆ T2
T1
ˆ
S1
(∂tw)
2 + β
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
−
ˆ
S1
(∂θw)
2
2
∣∣∣∣∣
T2
T1
.
(4.7)
Similarly,
(4.8)
ˆ T2
T1
ˆ
S1
I1 ∂tw = −2
ˆ T2
T1
ˆ
S1
(∂tw)
2 +
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
−
ˆ
S1
(∂θw)
2
2
∣∣∣∣∣
T2
T1
− β(β − 2)
2
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
.
Moreover, ˆ T2
T1
ˆ
S1
wp ∂tw =
ˆ
S1
1
p+ 1
wp+1
∣∣∣∣∣
T2
T1
So, plugging this, (4.7) and (4.8) into (4.6), we obtain that
(ε+ 2)
ˆ T2
T1
ˆ
S1
(∂tw)
2 = ε
β
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
−
ˆ
S1
(∂θw)
2
2
∣∣∣∣∣
T2
T1
−
ˆ
S1
1
p+ 1
wp+1
∣∣∣∣∣
T2
T1
+
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
−
ˆ
S1
(∂θw)
2
2
∣∣∣∣∣
T2
T1
− β(β − 2)
2
ˆ
S1
w2
2
∣∣∣∣∣
T2
T1
.
Since ∂tw = − ∂rvrβ−1 + β vrβ , the last inequality then readsˆ T2
T1
ˆ
S1
(
β
v
rβ
− ∂rv
rβ−1
)2
dt dθ ≤ C˜,
where C˜ depends only on the the constant M in the growth estimate v(x) ≤M |x|β , see Theorem 1.2. Since
T1 and T2 are arbitrary, by the change of variable r := e
−t we obtain thatˆ 1/2
0
ˆ
S1
(
β
v(r, θ)
rβ
− ∂rv(r, θ)
rβ−1
)2
dr dθ
r
≤ C˜.
This implies the desired result via polar coordinates. 
From Theorem 1.3, we obtain the homogeneity of the blow-up sequences, according to Theorem 1.4:
Proof of Theorem 1.4. By (1.7), a change of variable x = ρy gives thatˆ
B 1
2ρ
(
β
vρ(y)
|y|β −
∂rvρ(y)
|y|β−1
)2
dy
|y|2 ≤ C˜,
where the notation in (4.1) has been used. This and (4.2) imply thatˆ
Rn
(
β
v0(y)
|y|β −
∂rv0(y)
|y|β−1
)2
dy
|y|2 ≤ C˜,
and so
β
v0(y)
|y|β =
∂rv0(y)
|y|β−1 ,
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for any y ∈ Rn, which implies the desired result (see e.g. Lemma 4.2 in [DSV15]). 
4.2. n-dimensional problems. For the sake of completeness, we consider now a multidimensional model.
We take
(4.9) aij(x) := δij + εxixj |x|−2.
Notice that the hypotheses in (H1)-(H3) are satisfied for sufficiently small |ε|.
We extend Theorem 1.4 to this case. To this aim, let us switch to polar coordinates and define
x1 = r cos θ1
...
xk = r sin θ1 sin θ2 . . . sin θk−1 cos θk
...
xn = r sin θ1 sin θ2 . . . sin θn,
where 0 ≤ θk ≤ pi, with k = 1, . . . , n − 2, and −pi ≤ θn−1 ≤ pi. In this setting, the analogue of Lemma 4.1
goes as follows:
Lemma 4.2. Let L be as in (1.1), with aij as in (4.9). Assume that x lies on the x1 axis. Then
(4.10) Lv = (1 + ε)∂rrv + 1
r
∂rv +
1
r2
∂θθv.
Proof. From the chain rule, we have that
(4.11)
∂v
∂x1
=
∂v
∂r
∂r
∂x1
+
∂v
∂θ1
∂θ1
∂x1
=
∂v
∂r
cos θ1 − sin θ1
r
∂v
∂θ1
.
Hence, proceeding as in (4.5), and using θ = 0 to set the point on the x1 axis, we get that
x21
|x|2 ∂11v = ∂rrv,
which gives the desired result. 
In this setting, the analogue of Theorem 1.4 is the following:
Theorem 4.3. Let v be a strong solution of (1.1) in B1 ⊂ Rn with aij as in (4.9). Assume that 0 ∈ ∂{v > 0}
and v is non-degenerate at 0. Then any blow-up sequence at 0 has a converging subsequence such that the
limit is a homogeneous function of degree β = 21−p .
Proof. We use the change of variables r = e−t, (θ1, . . . , θn−1) ∈ Sn−1, where Sn−1 is the unit sphere in Rn.
Hence, for the function w(t, θ) = v(r,θ)
rβ
, making use of (4.10), equation (1.1) can be rewritten as
(1 + ε)(∂ttw − ∂tw − β(β − 1)w) + (βw − ∂tw + ∆θθw) = wp,
where ∆θθ is the Laplace-Beltrami operator on the unit sphere. Thus, repeating the integration by parts
as in the proof of Theorem 1.3 and the scaling argument in the proof of Theorem 1.4, the desired result
follows. 
5. Global homogeneous solutions
In this section, we would like to classify the global solutions of (1.1) in the plane in the homogeneous
setting for the case of the obstacle problem.
Theorem 5.1. Let n = 2, L be as in (1.1) and aij as in (1.4). Let v be a solution of (1.1) in Rn with p = 0
which is homogeneous of degree 2. Assume that 0 ∈ ∂{v > 0} and that ∂{v > 0} is differentiable. Then ε
in aij needs to be equal to 0 (and thus aij = δij).
Proof. We first make a general calculation valid for all p ∈ [0, 1). Let v(x) = rβg(θ). We suppose (up to a
rotation) that the arc (0, α) is a component of the positivity set of g. In this way,
(5.1) g(0) = g(α) = 0.
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We let x0 := (1, 0). From Remark 3.2, we know that (3.1) is satisfied, and thus there exists M > 0 such that
M |x− x0|β ≥ v(x) = rβg(θ) = rβ
∣∣g(θ)− g(0)∣∣.
For a small t > 0, we evaluate this formula at the point xt := (1, t), which corresponds in polar coordinate
to rt :=
√
1 + t2 and θt = arctan t. In this way, we obtain that
Mtβ ≥ (1 + t2) β2 ∣∣g(arctan t)− g(0)∣∣.
So, dividing by t and sending t→ 0, using the fact that β > 1,
0 ≥ lim
t→0
∣∣∣∣g(arctan t)− g(0)t
∣∣∣∣ = |g′(0)|
and so
(5.2) g′(0) = 0.
Furthermore, from (4.3),
β(β − 1)g + β(1 + ε)g + (1 + ε)g′′ = gp,
or equivalently
β(β + ε)g + (1 + ε)g′′ = gp.
Multiplying both sides by g′ and integrating yields
(5.3) (1 + ε)[g′]2 + β(ε+ β)g2 + Co =
2
p+ 1
gp+1
where Co ∈ R is an arbitrary constant. Using (5.1) and (5.2), we have that g(0) = 0 = g′(0), which gives
that Co = 0. Moreover
g2
(
gp−1
p+ 1
− β(β + ε)
2
)
≥ 0.
Consequently, solving (5.3) we obtain
g′ = ± 1√
1 + ε
√
2
p+ 1
gp+1 − β(ε+ β)g2.
This is a separable equation, and so we obtain
(5.4)
ˆ
dg√
2
p+1g
p+1 − β(ε+ β)g2
= ± 1√
1 + ε
ˆ
dθ + C.
The integrals above may be explicitly computed in terms of hypergeometric functions for any p ∈ [0, 1), but,
for concreteness, we now restrict ourselves to the case p = 0. In this case, (5.4) becomes
(5.5)
1√
2
ˆ
dg√
g − (2 + ε)g2 = ±
1√
1 + ε
ˆ
dθ + C.
We now set aε :=
1
2(2+ε) and we observe that
g − (2 + ε)g2 = (2 + ε)(2aεg − g2) = (2 + ε)(a2ε − (aε − g)2).
Hence, the substitution h := (g/aε)− 1 in (5.5) gives that
1√
2(2 + ε)
ˆ
dh√
1− h2 = ±
1√
1 + ε
ˆ
dθ + C,
and so
1√
2(2 + ε)
arcsin
g − aε
aε
=
1√
2(2 + ε)
arcsinh
= ± 1√
1 + ε
ˆ
dθ + C
= ± 1√
1 + ε
θ + C.
(5.6)
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Then, evaluating (5.6) at θ := 0 and using (5.1), we obtain that
arcsin(−1) = arcsin g(0)− aε
aε
=
√
2(2 + ε)C.
Thus, defining
ωε := ±
√
2(2 + ε)
1 + ε
,
we rewrite (5.6) as
(5.7) arcsin
g(θ)− aε
aε
= ωεθ + arcsin(−1).
Since ∂{v > 0} is smooth and v homogeneous, formula (5.1) says that α = kpi, with k ∈ {1, 2}. Evaluat-
ing (5.7) at θ := kpi and θ := 0, using that g(0) = g(kpi) = 0 (in view of (5.1)), we obtain that
0 =
g(kpi)− aε
aε
− g(0)− aε
aε
= sin (ωε kpi + arcsin(−1))− sin (arcsin(−1))
= − cos (ωε kpi) + 1
and therefore ωε kpi ∈ 2piZ. This gives that
±k
√
2(2 + ε)
1 + ε
∈ 2Z,
and so √
2(2 + ε)
1 + ε
∈ Z,
which, for small ε, only holds when ε = 0. 
Remark 5.2. From (5.7), one can also construct a homogeneous solution v ≥ 0 of the obstacle problem Lv =
1 in {v > 0}, with L as in (1.1) and aij as in (1.4), whose free boundary is a cone, namely, in polar coordinates,
one can take v = v(r, θ) = r2 g(θ), with
g(θ) =
{
aε
(
1− cos(ωεθ)
)
if θ ∈
(
0, 2piωε
)
,
0 otherwise,
where aε :=
1
2(2+ε) and ωε :=
√
2(2+ε)
1+ε < 2 when ε > 0 (respectively, ωε :=
√
2(2+ε)
1+ε > 2 when ε < 0), see
Figure 1. Notice in particular, that the singular cone of the free boundary can be either obtuse or acute,
according to the cases ε > 0 and ε < 0.
Theorem 1.5 says that this example is somehow “typical”, namely if the free boundary of (1.1) meets the
discontinuity points of the coefficients aij in a non-degenerate way, then a singularity occurs. The proof of
this fact is based on Theorem 5.1, and the details go as follows:
Proof of Theorem 1.5. Assume by contradiction that ∂{v > 0} can be written as a differentiable graph
near the origin: say, up to a rotation, that {v > 0} coincides with {x2 < ϕ(x1)} near the origin, with ϕ
differentiable, ϕ(0) = 0 and ϕ′(0) = 0. We consider the blow-up sequence vrk as in (4.1) (with x0 = 0).
From the discussion at the beginning of Section 4, we know that, for a suitable infinitesimal sequence rk,
it holds that vrk approaches a global solution v0. Near the origin, we have that ∂{vrk > 0} coincides
with
{
x2 <
ϕ(rkx1)
rk
}
. Using this and the fact that ϕ(rkx1) = o(rkx1), we thus obtain that ∂{v0 > 0} near
the origin coincides with {x2 < 0}. Also, from Theorem 1.4, we know that v0 is homogeneous of degree 2.
These considerations and Theorem 5.1 imply that ε = 0, against our assumptions. 
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Figure 1. Examples of homogeneous solutions of the obstacle problem with obtuse/acute
singular free boundary.
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