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Abstract
We consider the periodic weighted operator Ty ¼ r2ðr2y0Þ0 þ 14 r4 in L2ðR; r2 dxÞ where
r is a 1-periodic positive function satisfying q ¼ r0=rAL2ð0; 1Þ: The spectrum of T consists of
intervals separated by gaps. In the ﬁrst part of the paper we construct the Marchenko–
Ostrovski mapping q-hðqÞ and solve the corresponding inverse problem. For our approach it
is essential that the mapping h has the factorization hðqÞ ¼ h0ðVðqÞÞ; where q-VðqÞ is a
certain nonlinear mapping and V-h0ðVÞ is the Marchenko–Ostrovski mapping for the Hill
operator. Moreover, we solve the inverse problem for the gap length mapping. In the second
part of this paper we derive the trace formula for T :
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In the present paper we consider the periodic weighted operator T acting in the
Hilbert space L2ðR; r2ðyÞ dyÞ and having the form
T ¼ T0 þ r2; T0f ¼ r2ðr2ðyÞf 0Þ0 ¼ f 00  2qf 0;
r  1
2r2
; rðyÞ ¼ e
R y
0
qðsÞds
; ð1:1Þ
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where q ¼ r0=rAH  fqAL2RðTÞ :
R 1
0 qðyÞ dy ¼ 0g and T ¼ R=Z: We identify q with
its periodic extension to the real line. It follows from standard arguments (see [Kr,L])
that the spectrum of T is absolutely continuous and consists of intervals sn ¼
½lþn1; ln ; where 0olþn1olnplþn ; nX1: These intervals are separated by gaps gn ¼
ðlþn ; lþn Þ of length jgnjX0: If a gap gn is degenerate, i.e. jgnj ¼ 0; then the
corresponding segments sn; snþ1 merge. It is well known that the sequence
0olþ0ol1plþ1o? is the spectrum of the operator with 2-periodic boundary
conditions, i.e. f ðx þ 2Þ ¼ f ðxÞ; xAR: Here equality means that ln ¼ lþn is a double
eigenvalue. The lowest eigenvalue lþ0 is simple and the corresponding eigenfunction
is 1-periodic. The eigenfunctions corresponding to l7n have period 1 when n is even
and they are antiperiodic, f ðx þ 1Þ ¼ f ðxÞ; xAR; when n is odd.
The (unperturbed) periodic weighted operator T0 (the Laplace operator with
respect to a conformally deformed metric) is a well-known thing. Its inverse spectral
theory has been studied e.g in [K1,K2,KKo]. The operator T studied in this paper is
a (with respect to q ¼ r0=r) nonlinear perturbation of T0; and this produces an
additional complication for the inherently nonlinear inverse spectral theory which
cannot be resolved by simple appeal to some trivial general principles. Our interest in
this operator stems from the fact that the spectral problem for the operator T
(including the smooth perturbation r) is connected with the well-known Camassa–
Holm equation [CH]:
ut  uxxt þ 3uux ¼ 2uxuxx þ uuxxx: ð1:2Þ
This equation describes the motion of solitary waves on shallow water, uðx; tÞ being
the ﬂuid velocity in the x-direction. It is known (see [CMK]) that u  uxx retains its
signature under the shallow water ﬂow if it is of one sign to start with. In looking for
spatially periodic solutions of Eq. (1.2) a key point is to understand the associated
spectral problem:
f 00 þ 1
4
f ¼ z2b2f ; b2 ¼ u  uxx; ð1:3Þ
for the operator Lf ¼ b2ðf 00 þ 1
4
f Þ in L2ðR; b2ðxÞ dxÞ; where b is a 1-periodic
function. This problem was considered in [C1,C2,CMK]. Note that the associated
spectral problem for some generalizations of the Camassa–Holm equation has the
same form (see [DGH]).
In this paper we shall assume that bðxÞXe40; b0AL2ðTÞ: It is clear from the results
in [CE2,McK] that this restriction in the spectral problem which we consider in this
paper corresponds precisely to the physically relevant case of periodic waves that do
not break. Then without loss of generality we may furthermore assume thatR 1
0
bðxÞ dx ¼ 1; bð0Þ ¼ bð1Þ ¼ 1: We obtain the operator T given in (1.1) by setting
T ¼ GLG1; where G is the unitary transformation
G : L2ðR; b2ðxÞ dxÞ-L2ðR; r2ðyÞ dyÞ; Gf ðyÞ :¼ f ðxðyÞÞ ð1:4Þ
and xðyÞ is the inverse function of yðxÞ ¼ R x
0
bðsÞ ds; and r2ðyÞ ¼ bðxðyÞÞ:
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Let mn; nX1; be the Dirichlet spectrum of the equation f 00  2qf 0 þ r2f ¼ lf with
boundary condition f ð0Þ ¼ f ð1Þ ¼ 0: For technical reasons (in order to apply the
results of [K5,K6]), it is convenient to consider a shift in the spectral parameter
by looking at T  lþ0 : Thus we introduce the fundamental solutions
y1ðx; z; qÞ; y2ðx; z; qÞ of the equation
f 00  2qf 0 þ r2f ¼ ðz2 þ lþ0 Þf ; zAC; ð1:5Þ
satisfying the conditions: y2ð0; z; qÞ ¼ y01ð0; z; qÞ ¼ 0; y02ð0; z; qÞ ¼ y1ð0; z; qÞ ¼ 1:
Here and henceforth we use the notation ð 0Þ ¼ @=@x; ðÞ ¼ @=@z: Next we introduce
the Lyapunov function
Dðz; qÞ ¼ 1
2
ðy02ð1; z; qÞ þ y1ð1; z; qÞÞ:
Setting z7n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l7n  lþ0
q
40; nX1; one ﬁnds Dðz7n ; qÞ ¼ ð1Þn; nX1; Dð0; qÞ ¼ 1:
For each nX1 there exists a unique point znA½zn ; zþn  such that ’Dðzn; qÞ ¼ 0: Let
mn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mn  lþ0
q
40: It follows from the arguments in [K2] that mnA½zn ; zþn  for
any nX1:
We shall now introduce two mappings encoding the spectral data associated with q
(the Marchenko–Ostrovski mapping h and the gap length mapping g) and solve the
inverse problem for both of them.
By analogy with the Marchenko–Ostrovski mapping, introduced in [K1]
for the periodic weighted operator, we construct the mapping h : q-hðqÞ ¼ fhngN1
from H into c2"c2 by the rule: hn ¼ ðhcn; hsnÞAR2; where the components have
the form
hcn ¼ log½ð1Þny02ð1; mn; qÞ; hsn ¼ jjhnj2  h2cnj1=2 signðzn  mnÞ; ð1:6Þ
and the function jhnj2 ¼ h2cn þ h2sn is deﬁned by the equation
cosh jhnj ¼ ð1ÞnDðzn; qÞ: ð1:7Þ
It is necessary to check that h is actually well deﬁned by these formulae (which
amounts to showing that h2n  h2cnX0), and we shortly recall the argument from
[K1]. Note that the Wronskian identity r2ðy02y1  y01y2Þ ¼ 1 at x ¼ 1 implies
ð1Þny02ð1; mnðqÞ; qÞ40; since ð1Þny1ð1; mnðqÞ; qÞ40: Using the relation
y02ð1; mnðqÞ; qÞ ¼ ð1ÞnehcnðqÞ we deduce that y1ð1; mnðqÞ; qÞ ¼ ð1ÞnehcnðqÞ
and then
ð1ÞnDðmnðqÞ; qÞ ¼ cosh hcnðqÞ; nX1: ð1:8Þ
Thus, by (1.7) and (1.8), we get h2n  h2cnX0; since ð1ÞnDðz; qÞ has a maximum at zn
on the segment ½zn ; zþn : In particular, hsn is well deﬁned.
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Using the periodic spectrum fl7n g and the Dirichlet spectrum fmng; we now
construct the gap length mapping q-gðqÞ ¼ fgngN1 ; introduced in [K4] for the Hill
operator. The vector gn  ðgcn; gsnÞAR2 has the components:
gcn ¼ 1
2
ðlþn þ ln Þ  mn; gsn ¼
jgnj2
4
 g2cn


1=2
sign hsn: ð1:9Þ
Note that from the vector g we can compute the gaps lengths jgnj; sign hsn; and gcn for
any nX1: However, we do not know the position of the gaps and the Dirichlet
eigenvalues.
Our main goal is to investigate the inverse problem for the mappings hðqÞ; gðqÞ: In
general, the inverse problem is divided into the following parts:
(I) Uniqueness: Do the spectral data determine q?
(II) Characterization: Give necessary and sufﬁcient conditions for some data to be
spectral data of q: Prove that the mapping from ‘‘potentials’’ to spectral data is
(at least) a homeomorphism.
(III) Estimates: Obtain two-sided a priori estimates of q in terms of hðqÞ; gðqÞ:
To this one might add the problem of reconstruction. At least formally we solve this
problem in the context of our paper by providing a trace formula (also, see e.g.
[C1,T] for a discussion in a restricted class of potentials).
In this paper we shall show that the mapping h (or g) provides a real analytic
parametrization of the Hilbert space H in terms of the coordinates fhng (or fgng).
For qAH—which is a fairly large class of singular potentials—we obtain a full
solution of the inverse problem (I, II, III) as described above.
To describe our results, we shall introduce some additional notation. By c2p; pX1;
we denote the space of real sequences f ¼ f fngN1 equipped with the norm jj f jj2p ¼P ð2pnÞ2pj fnj2: In the case p ¼ 0 we write jj  jj0 ¼ jj  jj:
To describe the geometric picture in the complex plane C; we ﬁnally need the
relation between the quasimomentum domain K and the spectral domain Z: The
quasimomentum domain is given by K ¼ C\,Gn; where Gn ¼ ðpn  ijhnj; pn þ ijhnjÞ
is an excised slit of height jhnj ¼ jhnjX0; nX1: The spectral domain is given by
Z ¼ C\, *gn where *gn ¼ ðzn ; zþn Þ ¼  *gn; nX1 are horizontal slits of length j *gnjX0:
For the sake of the reader we recall that, if H; H1 are real separable Hilbert spaces,
the (Frechet) derivative of a map f :H-H1 at a point yAH is a bounded linear map
from H to H1; which we denote by dyf : A map f : H-H1 is a real analytic
isomorphism between H and H1 if f is bijective and both f and f
1 are real analytic
maps between the Hilbert spaces (i.e. analytic maps between appropriate subsets of
their complexiﬁcations).
We remark that the mappings corresponding to h and g for the unperturbed
operator T0 were shown to be real analytic isomorphisms in [K1,K2,KKo]. For the
perturbed operator T ; assuming q; q0AH; it was shown in [K6] that g is a real
analytic isomorphism also. The corresponding result for h could as well be derived
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from the general invariance principle in [K6]. In this paper we extend both results for
T to the larger (more singular) space qAH:
Theorem 1.1. ðiÞ The mappings h :H-c2"c2; g : H-c21"c21 are real analytic
isomorphisms and the following two-sided estimates are fulfilled:
jjqjjp2
ﬃﬃﬃ
2
p
jjhðqÞjjð1þ 4jjhðqÞjjÞ3; jjhðqÞjjp3jjqjjð1þ 4jjqjj þ 2e4jjqjjÞ3; ð1:10Þ
jjqjjpð9pÞ4jjgðqÞjj1ð1þ jjgðqÞjj1Þ7; jjgðqÞjj1p2jjqjjð1þ 4jjqjj þ 2e4jjqjjÞ7: ð1:11Þ
ðiiÞ For each hAc2"c2 there exists a unique function qAH such that hðqÞ ¼ h and
a unique conformal mapping k :Z-K such that cos kðzÞ ¼ Dðz; qÞ; zAZ; and the
following identities and asymptotics are fulfilled:
kðzÞ ¼ z  jjqjj
2 þ jjrjj2  lþ0 þ oð1Þ
2z
; as z-iN; ð1:12Þ
kðzn7i0Þ ¼ pn7ijhnj; kðmn7i0Þ ¼ pn7ihcn; nX1: ð1:13Þ
Remark. Assertion (i) gives a full characterization of the spectrum in terms of fhng
or fgng for the case qAH: Assertion (ii) explains the geometric sense of the mapping
h; which is analogous to the Marchenko–Ostrovski mapping for the Hill operator
(see [MO1]). We emphasize that both mappings h and k give deep geometric insight
into the global spectral structure of our operator. Using h; we may construct all of
the spectrum. In fact, h determines (uniquely) the conformal mapping k from the
spectral domain Z with slits *gn onto the quasimomentum domain K with slits Gn
(speciﬁed by h), and the two banks of these slits are identiﬁed as follows: The
horizontal slit *gn is transformed to the vertical slit Gn: The points pn70 on the right
and left sides of Gn are images of the edge points z7n of the slit *gn: The points zn7i0
on the upper and lower sides of *gn are transformed to the edge points pn7ijhnj of the
slit Gn (see (1.13)). The points mn7i0 on the upper and lower sides of *gn are
transformed to the points pn7ihcn on one of the sides of the slit Gn (see (1.13)). Thus,
the mapping k (and, therefore, h) allows to recover the sequences fz7n g; fmng from
fhng and inversely fhng from fz7n g; fmng: In addition, the quasimomentum k is
crucial to derive the double-sided estimates in assertion (i).
The proof of Theorem 1.1 for the mapping g is similar to the proof for h: A useful
observation is the following factorization hðqÞ ¼ h0ðVðqÞÞ of the mapping h (see
(2.22)), where h0 :H-c2"c2 is a Marchenko–Ostrovski mapping (i.e. it is similar to
the mapping h) for the Hill operator with potential p0; where p ¼ VðqÞ and
V :H-H is the nonlinear mapping deﬁned by
p0ðxÞ ¼ q0ðxÞ þ q2ðxÞ þ r2ðxÞ 
Z 1
0
ðq2ðsÞ þ r2ðsÞÞ ds; qAH: ð1:14Þ
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All derivatives here are in the distributional sense. The integrated form of this
equation is (2.1). In order to use the factorization h ¼ h03V we need precise control
on h0 and V : Concerning h0 it is sufﬁcient for the purpose of this paper to use the
following result obtained in [K5]:
(i) The mapping h0 : H-c2"c2 is a real analytic isomorphism and two-sided
estimates of jjh0ðpÞjj in terms of jjpjj hold.
Concerning V ; the analysis in [K6] is not yet sufﬁcient for our purpose. As a
preliminary step, we shall however use the following result from [K6]:
(ii) The mapping V : H-H is real analytic, one-to-one and locally invertible, and
an estimate of jjVðqÞjj in terms of jjqjj holds.
The analytic problem is to obtain an additional one-sided estimate on V and to
show that V is a surjection. The solution of this problem is the main difﬁculty in a
whole class of inverse spectral problems. While these problems are still open in the
general setting discussed in [K6], we shall solve this problem for the special case of
the operator T considered in this paper by
Theorem 1.2. The mapping V : H-H is a real analytic isomorphism and the following
two-sided estimates are fulfilled:
jjqjjp
ﬃﬃﬃ
2
p
jjpjjð1þ
ﬃﬃﬃ
2
p
jjpjjÞ; jjpjjpjjqjjð1þ 4jjqjj þ 2e4jjqjjÞ; p ¼ VðqÞ: ð1:15Þ
Theorem 1.2 is the crucial point beyond [K5,K6] to obtain Theorem 1.1 in full
generality. From Theorem 1.1 we derive the following (new) a priori estimate on the
solution uðx; tÞ of the Camassa–Holm equation (1.2) at ﬁxed time t: We state our
result by estimating the function b2ðx; tÞ ¼ uðx; tÞ  uxxðx; tÞ in terms of the
Marchenko–Ostrovski parameters.
Corollary 1.3. The following identities are fulfilled:
jjb2ð; tÞjj2 ¼ jjuð; tÞjj2 þ 2jju0ð; tÞjj2 þ jju00ð; tÞjj2; jj  jj ¼ jj  jjL2ðTÞ;
jjðb2Þ0ð; tÞjj2 ¼ jju0ð; tÞjj2 þ 2jju00ð; tÞjj2 þ jju000ð; tÞjj2: ð1:16Þ
Let b; b0AL2ðTÞ; bðxÞXe40 and h ¼ hðqÞ; g ¼ gðqÞ; where q ¼ r0r ; and r is
connected with b by the transformation (1.4). Then the following estimates are
fulfilled:
jjb2jjpeBh ; jjðb2Þ0jjpBhe3Bh=2; Bh ¼ 8
ﬃﬃﬃ
2
p
jjhjjð1þ 4jjhjjÞ3: ð1:17Þ
jjb2jjpeCg ; jjðb2Þ0jjpCge3Cg=2; Cg ¼ ð18pÞ4jjgjj1ð1þ jjgjj1Þ7: ð1:18Þ
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As our ﬁnal result in this paper, we obtain the trace formula for the operator T :
Let mnðtÞ be the Dirichlet eigenvalues of
f 00 þ 14 f ¼ lb2ðx þ tÞf ; lAC; tA½0; 1: ð1:19Þ
It follows from the methods of [K1] that lnpmnðtÞplþn : Based on the estimates in
Section 4 of this paper, we shall prove the following result.
Theorem 1.4. For any fixed bAL2ðTÞ the functions mnðÞAC1ðTÞ; nX1: Let, in
addition, b; b0AL2ðTÞ; bðxÞXe40: Then the following trace formula is fulfilled:
log b2ðtÞ ¼ logð4lþ0 Þ þ
XN
1
ðlog lþn þ log ln  2 log mnðtÞÞ; tAT: ð1:20Þ
The series converges absolutely and uniformly on ½0; 1: It is differentiable with respect
to t and its derivative belongs to L2ðTÞ:
Remark. (i) Identity (1.20) is called the trace formula for T : It is the analogue of the
well-known trace formula
qðtÞ ¼ l0 þ
XN
1
ðlþn þ ln  2mnðtÞÞ
for the Hill operator @2x þ q; where mnðtÞ denotes the Dirichlet eigenvalue for the
t-shifted eigenvalue. This formula was proved ﬁrstly in the case of more regular
potentials (see e.g. [L]), and then extended to potentials in L2 in [K4]. We use the
method from [K4] in our proof.
(ii) Note that in view of Theorem 1.1, the function h determines l7n and mnð0Þ:
Furthermore, hAH implies b; b0AL2ðTÞ: Thus the trace formula is valid for hAH and
allows—at least formally—to reconstruct q from the spectral data of the shifted
potential.
Assuming, as above, that bðxÞXe40; the trace formula for the Camassa–Holm
equation was proved in [CMK] for the ﬁnite gap case (assuming, of course, that
periodic ﬁnite gap potentials q do exist for the Camassa–Holm equation. The
invariance principle in [K6] implies that they actually do). We extend the result (1.20)
from the ﬁnite gap case to the case b0AL2ðTÞ: For the sake of completeness we
include a different (and possibly more direct) proof for the ﬁnite gap case also.
We ﬁnish this introduction with some remarks on the history of the problem
considered in this paper. First results about the periodic weighted operator were
obtained by Lyapunov [L]. He proved that the spectrum of T0 has band structure.
Later Krein [Kr] extended this result to a more general setting including 2 2
systems. These results cover T and T0: Korotyaev obtained in [K2] the following
basic result about ‘‘the direct problem’’ for periodic weighted operators: (i)
asymptotics of various parameters, (ii) two-sided estimates, (iii) the global
quasimomentum.
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The proof of these results is by a (nontrivial) generalization of methods developed
for the Hill operator. The corresponding inverse spectral problem for the
Schro¨dinger operator with periodic potential VðxÞ was considered in a great
number of papers. Marchenko and Ostrovski constructed in [MO1,MO2] the
mapping h : V-hðVÞ and proved that this mapping is a continuous isomorphism.
Garnett and Trubowitz [GT] proved that h and g are real analytic isomorphisms in
the case of even potentials. Kargaev and Korotyaev [KK] reproved the result of [GT]
(in the case of even potentials) by a direct method. We remind the reader that the
proofs by the direct method are short and efﬁcient, but that this approach needs
some a priori estimates of potentials in terms of spectral data. For the general case
(including noneven potentials) Korotyaev [K3] proved that h is a real analytic
isomorphism by the direct method. The gap length mapping g for the Hill operator
was constructed by Korotyaev in [K4]. Moreover, it was proved in [K4] that g is a
real analytic isomorphism. Two-sided estimates for various parameters of the Hill
operator (the norm of a periodic potential, effective masses, gap lengths, height of
slits jhnj; etc.) were obtained in [K7,K8,K9]. The results for the Hill operator
[K3,K4,MO1,MO2] were extended in [K5] to the case of singular potentials V 0 with
VAL2ðTÞ: This paper proves that the mappings h; g are real analytic isomorphisms
in this class of potentials.
The inverse problem in terms of the vertical slits mapping h for the periodic
weighted operator T0 (or, in other words, for the equation b2ðxÞf 00 ¼ lf with
positive b) was solved in [K1,K2], and the corresponding problem for the gap length
mapping was solved in [KKo]. As we already mentioned above, the mappings h; g
were constructed for a certain class of perturbations of T0 and used to solve the
inverse problem in [K5,K6]. We remark, however, that the characterization problem
was not completely solved in this general setting. Note that our operator T belongs
to this class. Concerning this part of our paper, we essentially complement the results
from [K5,K6] to obtain a full solution.
Using methods from [D,T], Constantin proved in [C1] that b2AC5ðTÞ can be
recovered from the anti/periodic and the Dirichlet spectra (of course, in this paper it
is always assumed beforehand that the given spectral data correspond to a function b
in the appropriate class). The necessary exact asymptotics are obtained by a
transformation of Eq. (1.3) to the Hill equation.
Finally we want to mention that a nonstationary problem for the Camassa–Holm
equation was investigated in a series of papers of Constantin et al. (see
[CE1,CE2,CK,CM] and the references given in these papers). In particular we
emphasize that there is a purely geometric interpretation of the Camassa–Holm
equation as a geodesic ﬂow on the diffeomorphism group of the circle (see [CK,Mi]).
This connection opens the interesting possibility of applying the results or the methods
of the present paper in the context of inﬁnite-dimensional Riemannian geometry.
The plan of this paper is as follows. In Section 2 we consider the inverse problem
and prove Theorems 1.1 and 1.2. The crucial point is the analysis of the nonlinear
mapping V : In Section 3 we derive the trace formula and prove Theorem 1.4. Here
Theorem 1.1 enters in an absolutely essential way. In order to prove convergence of
the series in (1.20) we make use of the technical Lemma 3.1 containing the
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asymptotics of the Dirichlet eigenvalues. This lemma is proved in Section 4. The
estimates for the function b2; which are simple consequences of the trace formula, are
obtained in Corollary 3.2.
2. Inverse problems
In this section we consider the inverse problem and prove Theorems 1.1 and 1.2.
We introduce the mapping V :H-H;
VðqÞ ¼ q þ
Z x
0
q2ðtÞ þ r2ðtÞ 
Z 1
0
ðq2ðsÞ þ r2ðsÞÞ ds
 	
dt
þ
Z 1
0
t  1
2
 	
ðq2ðtÞ þ r2ðtÞÞ dt: ð2:1Þ
Writing p ¼ VðqÞ; qAH; the (distributional) derivative p0 is then—as mentioned in
the introduction—given by (1.14). Now we shall prove that V : H-H is a real
analytic isomorphism.
Proof of Theorem 1.2. We recall the result from [K6]: The mapping V : H-H has the
following properties:
(1) V is real analytic and one-to-one,
(2) dqV has an inverse for all qAH and the following estimate is fulfilled:
jjpjjpjjqjjð1þ 4jjqjj þ 2e4jjqjjÞ; p ¼ VðqÞ: ð2:2Þ
Thus we only have to prove that V : H-H is a surjection and the ﬁrst estimate
in (1.15).
We prove that the mapping V is a surjection. We shall show by an
explicit construction that for each pAH Eq. (1.14) has a solution qAH: Using
r0ðxÞ ¼ 2qðxÞrðxÞ and R 1
0
qðxÞrðxÞ dx ¼ 0 we rewrite (1.14) in the form
p0 ¼ ðq þ rÞ0 þ ðq þ rÞ2 
Z 1
0
ðqðsÞ þ rðsÞÞ2 ds: ð2:3Þ
For ﬁxed pAH we consider the auxiliary equation
f00 þ p0f ¼ lf; xAR: ð2:4Þ
We need the following results from [K5]:
(i) The function l0ðÞ is continuous on H:
(ii) Let lðpÞ be the lowest eigenvalue of the periodic problem for
(2.4). By ‘‘Floquet theory’’, there exists (a unique) l0ðpÞolðpÞo0
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such that there exists a (unique) solution fðxÞ of (2.4) with l ¼ l0ðpÞ having
the form
fðxÞ ¼ ex=2f1ðxÞ; f1ðx þ 1Þ ¼ f1ðxÞ; f1ðxÞ40;
f01AL
2ðTÞ; jjf1jj ¼ 1: ð2:5Þ
The only problem in deriving (2.5) is to justify standard Floquet theory even
for the singular equation (2.4). But this follows from arguments in [K5]: Multi-
plication by r0 ¼ expð
R x
0 pðsÞ ds deﬁnes a unitary mapping U ; and conjugation
of the singular Hill operator in (2.4) by U gives a periodic weighted operator Tw:
Floquet theory (even for imaginary values of the quasimomentum) for Tw
follows from the results in [K2]. Thus, multiplying by r0; one obtains the Bloch
solutions for (2.4) from the Bloch solutions of Tw: This justiﬁes (2.5), where
we use the value i=2 for the quasimomentum; in particular it implies f01AL
2ðTÞ
since r00AL
2:
Now we show that there exists qAH such that
q þ 1
2u
¼ f
0
f
; where uðxÞ ¼ e2
R x
0
qðsÞ ds
: ð2:6Þ
Eq. (2.6) is a linear equation for u
u0
2u
þ 1
2u
¼ f
0
f
; i:e: u0 þ 1 ¼ 2 f
0
f
u: ð2:7Þ
This equation has a periodic solution of the form
uðxÞ ¼ 1
e  1
Z x
0
fðxÞ
fðtÞ
 	2
dt þ e
e  1
Z 1
x
fðxÞ
fðtÞ
 	2
dt; xAR: ð2:8Þ
Identity (2.8) together with (2.5) implies u0AL2ðTÞ: Thus q ¼ u0
2u
AH:
We show that p; q satisfy Eq. (2.3). For r ¼ 1
2u
we obtain from (2.6)
q þ r ¼ f
0
f
; ðq þ rÞ0 ¼ f
00
f
 ðq þ rÞ2: ð2:9Þ
Substituting f from (2.9) into (2.4) we get
ðq þ rÞ0  ðq þ rÞ2 þ p0 ¼ l0ðpÞ: ð2:10Þ
Integration gives
l0ðpÞ ¼
Z 1
0
ðqðxÞ þ rðxÞÞ2 dx: ð2:11Þ
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Substituting (2.11) into (2.10) we deduce that q satisﬁes Eq. (2.3). Thus for each pAH
Eq. (1.14) has a solution qAH: Thus V is a surjection. Hence V : H-H is a real
analytic isomorphism.
Now we prove the ﬁrst estimate in (1.15). We shall show that it is sufﬁcient to
consider pAH1; where H1 ¼ fq : q; q0AHg: Substituting f ¼ ex=2f1 into (2.4) we
obtain the equation for f1:
f001  f01 þ p0f1 ¼ l0ðpÞ þ 14

 
f1; xAR; pAH1: ð2:12Þ
Recall jjf1jj ¼ 1: Multiplying (2.12) in L2ð0; 1Þ by f1 we obtain the identity
jjf01jj2 þ ðp0f1;f1Þ ¼ l0ðpÞ þ 14: Repeating the arguments from [K5] we obtain the
estimate
l0ðpÞp2jjpjj2ð1þ 2jjpjj2Þ þ 14; pAH1: ð2:13Þ
By the continuity of l0ðÞ on H the estimate (2.13) holds for pAH: We rewrite (2.11)
in the form jjqjj2 þ jjrjj2 ¼ l0ðpÞ: Substituting (2.13) into the last identity we get
jjqjj2 þ jjrjj2  1
4
p2jjpjj2ð1þ 2jjpjj2Þ: ð2:14Þ
Eq. (2.7) and f ¼ ex=2f1 give
Z 1
0
rðxÞ dx ¼
Z 1
0
dx
2uðxÞ ¼
Z 1
0
f0ðxÞ
fðxÞ dx ¼
1
2
which implies jjrjj2X14: Then (2.14) gives jjqjj2p2jjpjj2ð1þ 2jjpjj2Þ; which yields the
ﬁrst estimate in (1.15). &
Now we are ready to prove the main result.
Proof of Theorem 1.1. (i) We need to recall from [K5] some results on the (singular)
Hill operator
S0f ¼ f 00 þ p0f ; pAH; ð2:15Þ
acting in L2ðRÞ: The spectrum of S0 is absolutely continuous and consists of intervals
½l0þn1; l0n ; where l0þn1ol0n pl0þn ; nX1: These intervals are separated by gaps g0n ¼
ðl0n ; l0þn Þ: We denote by D0ðz; pÞ the Lyapunov function for S0  l0þ0 (i.e. the
Lyapunov function at energy l ¼ l0þ0 þ z2). By [K5], D0ðz; pÞ is a well-deﬁned
entire function on C HC (this follows using the unitary equivalence of S0 with a
periodic weighted operator and the fact that the Lyapunov function is a unitary
invariant).
Let z07n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l07n  l0þ0
q
40; nX1: We recall that D0ð0; pÞ ¼ 1 and that for each
nX1 there exists a unique point z0nA½z0n ; z0þn  such that ’D0ðz0n; pÞ ¼ 0: Let m0n; nX1;
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be the Dirichlet spectrum of f 00 þ p0f ¼ lf with boundary condition f ð0Þ ¼ f ð1Þ ¼ 0;
and let cnðx; pÞ be the corresponding eigenfunction, normalized by c0nð0; pÞ ¼ 1: By
[K5], c0nð0; pÞ and c0nð1; pÞ exist for pAH: We set m0n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0n  l0þ0
q
40: Then
m0nA½z0n ; z0þn  for any nX1:
We construct the Marchenko–Ostrovski mapping h0 : p-h0ðpÞ ¼ fh0ngN1
from H into c2"c2 by the rule: h0n ¼ ðh0cn; h0snÞAR2; where the components have
the form
h0cnðpÞ ¼ log jc0nð1; pÞj; h0snðpÞ ¼ jjh0nðpÞj2  ðh0cnÞ2ðpÞj1=2 signðz0nðpÞ  m0nðpÞÞ ð2:16Þ
and the function jh0nðpÞj2 is deﬁned by the equation
cosh jh0nðpÞj ¼ ð1ÞnD0ðz0nðpÞ; pÞ; pAH: ð2:17Þ
Next we construct the gap length mapping p-g0ðpÞ ¼ fg0ngN1 ; pAH; where the
vector g0n  ðg0cn; g0snÞAR2 has the components:
g0cn ¼
1
2
ðl0þn þ l0n Þ  m0n; g0sn ¼
jg0nj2
4
 ðg0cnÞ2


1=2
sign h0sn: ð2:18Þ
It is shown in [K5] that g0 : H-c21"c
2
1 is a real analytic isomorphism.
Next we return to the weighted operator T ; given by (1.1). Deﬁne the unitary
transformation U : L2ðR; r2 dxÞ-L2ðR; dxÞ as multiplication by r: Then the
operator S ¼ UTU1; acting in L2ðRÞ; has the form
Sf ¼ f 00 þ ðq0 þ q2 þ r2Þf ; rðxÞ ¼ 12 e2
R x
0
qðsÞ ds
: ð2:19Þ
Taking p ¼ VðqÞ; qAH1; in (2.15), we obtain the identity
S0  l0þ0 ¼ S  lþ0 : ð2:20Þ
This gives
y02ð1; mnðqÞ; qÞ ¼ c0nð1; pÞ; Dðz; qÞ ¼ D0ðz; pÞ; mnðqÞ ¼ m0nðpÞ;
znðqÞ ¼ z0nðpÞ; p ¼ VðqÞ: ð2:21Þ
(1.7), (2.17) and (1.6), (2.16) give the identities
hnðqÞ ¼ h0nðVðqÞÞ; nX1; hðqÞ ¼ h0ðVðqÞÞ; qAH: ð2:22Þ
Due to (2.18), (2.13) we have
gnðqÞ ¼ g0nðVðqÞÞ; nX1; gðqÞ ¼ g0ðVðqÞÞ; qAH: ð2:23Þ
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We shall now use the following result from [K5]: The mapping h0 : H-c2"c2 is a
real analytic isomorphism. Moreover, the following estimates are fulfilled:
jjpjjp2jjhjjð1þ 4jjhjjÞ; jjhjjp pﬃﬃﬃ
2
p jjpjjð1þ 2jjpjjÞ; h ¼ h0ðpÞ: ð2:24Þ
The mapping V : H-H is a real analytic isomorphism. Thus h ¼ h03V : H-c2"c2
is so. Substituting (2.2) into the second estimate in (2.24), we obtain
jjhjjp pﬃﬃﬃ
2
p jjqjjxðjjqjjÞð1þ 2jjqjjxðjjqjjÞÞ; where xðtÞ ¼ 1þ 4t þ 2e4t; tX0;
which yields the second estimate in (1.10). The substitution of the ﬁrst estimate in
(2.24) into the ﬁrst estimate in (1.15) implies
jjqjjp2
ﬃﬃﬃ
2
p
jjhjjð1þ 4jjhjjÞð1þ 2
ﬃﬃﬃ
2
p
jjhjj þ 8
ﬃﬃﬃ
2
p
jjhjj2Þ;
which yields the ﬁrst estimate in (1.10).
We need the following result from [K5]: The mapping g0 : H-c21"c
2
1 is a real
analytic isomorphism. Moreover, the following estimates are fulfilled:
jjpjjp48p2jjgjj1ð1þ jjgjj1Þ3; jjgjj1p2jjpjjð1þ 2jjpjjÞ3; g ¼ g0ðpÞ: ð2:25Þ
Hence g ¼ g03V : H-c21"c21 is a real analytic isomorphism. Substituting (2.2)
into the second estimate in (2.25), we obtain
jjgjj1p2jjqjjxðjjqjjÞð1þ 2jjqjjxðjjqjjÞÞ3;
which yields the second estimate in (1.11). The substitution of the ﬁrst estimate in
(2.25) into the ﬁrst estimate in (1.15) implies
jjqjjp48
ﬃﬃﬃ
2
p
p2jjgjj1ð1þ jjgjj1Þ3ð1þ 48
ﬃﬃﬃ
2
p
p2jjgjj1ð1þ jjgjj1Þ3Þ;
which yields the ﬁrst estimate in (1.11).
(ii) Due to (i) for each hAc2"c2 there exists a unique function qAH such that
hðqÞ ¼ h: Then there exists a unique Hill operator with potential p0; p ¼ VðqÞAH
such that h ¼ hðqÞ ¼ h0ðpÞ: Due to [K5] there exists a unique conformal mapping
k :Z-K such that cos kðzÞ ¼ D0ðz; pÞ; pAH and the following identities are
fulﬁlled:
kðzÞ ¼ z l
0þ
0 þ oð1Þ
2z
; kðzn7i0Þ ¼ pn7ijh0nðpÞj: ð2:26Þ
Using (2.21), we get cos kðzÞ ¼ Dðz; qÞ; qAH: Furthermore, jh0nðpÞj ¼ jhnðqÞj and the
second identity in (2.26) yields the ﬁrst part of (1.13). Moreover, substituting (1.14)
into (2.15) and using (2.20), we obtain l0þ0 ¼ jjqjj2 þ
R 1
0
r2ðtÞ dt  lþ0 ; which
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together with the ﬁrst asymptotics in (2.26) gives (1.12). Using (1.8) we obtain the
second part of (1.13). &
Finally we prove the estimates on the function b2 ¼ u  u00:
Proof of Corollary 1.3. Eq. (1.3) gives
jjb2jj2 ¼
Z 1
0
ðu  u00Þ2 dx ¼
Z 1
0
u2 dx þ 2
Z 1
0
ðu0Þ2 dx þ
Z 1
0
ðu00Þ2 dx
and we have the ﬁrst identity in (1.16). The proof of the other identities in (1.16) is
similar.
To prove (1.17), we recall from the Introduction that
bðxÞ ¼ r2ðtðxÞÞ ¼ e2
R tðxÞ
0
qðsÞ ds
where tðxÞ ¼ R x0 bðsÞ ds is increasing and tð1Þ ¼ 1: Hence for 0pxp1 we have
j R tðxÞ
0
qðsÞ dsjpjjqjj; and then jjbjjpe2jjqjj; and jjb2jjpe4jjqjj: Then the ﬁrst estimate in
(1.10) yields the ﬁrst estimates in (1.17) and (1.18). Furthermore, b0 ¼ 2qb2; hence
2b0b ¼ 4qb3: We get jjðb2Þ0jjp4jjqjje6jjqjj: Then the ﬁrst estimate in (1.10) gives the
second estimate in (1.17) and (1.18). &
3. The trace formula
We introduce the t-shifted Dirichlet operators LdðtÞ in L2ð½0; 1; b2t dxÞ by
LdðtÞf ¼ b2t ðf 00 þ 14 f Þ; f ð0Þ ¼ f ð1Þ ¼ 0; btðxÞ ¼ bðx þ tÞ; tAR: ð3:1Þ
Recall that mnðtÞ are the eigenvalues of LdðtÞ: Assume that b satisﬁes
b0AL2ð0; 1Þ; bðxÞXe40: We introduce the Fourier coefﬁcients
qcn ¼
Z 1
0
qðxÞ cos 2pnx dx; qsn ¼
Z 1
0
qðxÞ sin 2pnx dx; nX1; qAH;
the functions onðxÞ; xAR; and constants fn:
onðxÞ ¼ qcn sin x  qsn cos x;
fn ¼
Z 1
0
dy1qðy1Þ
Z y1
0
qðy2Þ sinð2pnðy2  y1ÞÞ dy2; nX1: ð3:2Þ
Furthermore, we write an ¼ bn þ cpðnÞ iff the sequence fan  bngnX1Acp; pX1: In
order to prove Theorem 1.4, we need the following Lemma, which will be proved in
Section 4.
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Lemma 3.1. ðiÞ Let bAL2ðTÞ: Then mnðÞAC1ðTÞ:
ðiiÞ For any fixed b with b0AL2ðTÞ; bðxÞXe40; the following asymptotics are
fulfilled:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnðtÞ
p
¼ pn þ onð2pnsðtÞÞ  fn þ c1ðnÞ;
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnðtÞ
p
Þ0 ¼ 2pnðo0nð2pnsðtÞÞ þ c1ðnÞÞ; ð3:3Þ
n-N; uniformly on ½0; 1; where sðtÞ ¼ R t0 bðxÞ dx:
ðiiiÞ For any fixed b with b0AL2ðTÞ; bðxÞXe40 and for any d41; the following
asymptotics are fulfilled:
z7n ¼ pn7jqnj þ cdðnÞ; n-N: ð3:4Þ
Remarks. ad (i) For the Hill operator, the smoothness of the Dirichlet eigenvalues
with respect to the shift t in the argument of the potential was proved in [K4].
This paper also contains the asymptotics of these eigenvalues and their ﬁrst
derivative with respect to the shift. We mimick the arguments from [K4] in
our proof.
ad (ii) In the case of the weighted operator such an estimate was obtained in [K2].
Here we extend this result to T and obtain better asymptotics.
ad (iii) We essentially use the results of [K1,K2] in the proof of this assertion.
Next we introduce the fundamental solutions vðx; z; tÞ; uðx; z; tÞ of Eq. (1.19), i.e.
f 00 þ 1
4
f ¼ z2b2ðx þ tÞf ; zAC; tAR; ð3:5Þ
satisfying the conditions vð0; z; tÞ ¼ u0ð0; z; tÞ ¼ 0; v0ð0; z; tÞ ¼ uð0; z; tÞ ¼ 1: We are
ready to prove Theorem 1.4.
Proof of Theorem 1.4. From the introduction, we recall the relation between the
functions q and b: We assume that b0AL2ðTÞ; bðxÞXe40: Without loss of generality
bð0Þ ¼ bð1Þ ¼ 1; R 10 bðxÞ dx ¼ 1: Then qðtÞ ¼ r0ðtÞ=rðtÞ; qAH; where r2ðtÞ ¼
bðxðtÞÞ; xðtÞ is the inverse function for tðxÞ ¼ R x0 bðsÞ ds: It is clear that b depends
continuously on qAH:
Taking for granted the trace formula (1.20) for the ﬁnite gap case, Theorem 1.1 in
particular shows that the set of functions q such that the spectrum of T has only a
ﬁnite number of gaps, is dense in H: This fact will allow to extend the trace formula
to the case qAH; i.e. the case b0AL2ðTÞ:
Thus we shall as a ﬁrst step prove identity (1.20) for the N-gap case. Let jhnðqÞj ¼
0; n4N: Let p ¼ VðqÞ; where V is the mapping introduced by (2.1). Then jh0nðpÞj ¼
0; n4N (the mapping h0n is introduced by (2.16),(2.17)). Hence from the standard
result for the Hill operator (see [Le]) we have pACNðTÞ: Hence qACNðTÞ and the
corresponding function bACNðTÞ:
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We introduce the Lyapunov function DðzÞ ¼ 12 ðv0ð1; z; tÞ þ uð1; z; tÞÞ: We need the
following standard result (see [F]). Let bACNð½0; 1Þ; bðxÞXe40: Then Eq. (3.5) has
two solutions of the form
f7ðx; z; tÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bðx þ tÞp e
7Z
R x
0
bðsþtÞ dsð1þ OðZ1ÞÞ; z ¼ iZ; Z-þN: ð3:6Þ
The remainder term is uniform on ½0; 1  ½0; 1: The asymptotics can be
differentiated in x and in Z arbitrarily often, and the uniformity in x; t of the bound
for the remainder term is preserved. Using this result we deduce that
uðx; z; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
bðtÞp coshðZ R x0 bðs þ tÞ dsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bðx þ tÞp ð1þ OðZ
1ÞÞ;
vðx; z; tÞ ¼ sinhðZ
R x
0 bðs þ tÞ dsÞ
Z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bðtÞbðx þ tÞp ð1þ OðZ
1ÞÞ;
Z-þN; uniformly on ½0; 1  ½0; 1: These asymptotics also can be differentiated
with respect to x and Z an arbitrary number of times, preserving the uniformity in x; t
of the bound for the remainder term. Then
DðzÞ ¼ 1
2
e
Z
R 1
0
bðxÞ dxð1þ OðZ1ÞÞ; z ¼ iZ; Z-þN: ð3:7Þ
Moreover, we have the inﬁnite product expansion for the entire functions
vð1; z; tÞ ¼ 2 sinh 1
2
 	YN
1
1 z
2
mnðtÞ
 	
;
D2ðzÞ  1 ¼ sinh2 1
2
 	
1 z
2
lþ0
 	YN
1
1 z
2
lþn
 	
1 z
2
ln
 	
; ð3:8Þ
converging uniformly on any bounded subset in ½0; 1  C: The identities in (3.8)
yield
D2ðzÞ  1
v2ð1; z; tÞ ¼
1
4
1 z
2
lþ0
 	YN
1
1 z2lþn
 
1 z2ln
 
1 z2mnðtÞ
 2 :
Substituting z ¼ iZ into the last identity and separating the ﬁrst terms of the
asymptotics at Z-þN in the left- and right-hand side, we obtain
b2ðtÞ ¼ 1
4lþ0
YN
1
m2nðtÞ
lþn l

n
 	
: ð3:9Þ
This proves the trace formula (1.20) for the N-gap case.
The set
S
NAN ffhng : jhnj ¼ 0; n4Ng of sequences of ﬁnite support is dense in
c2"c2: Thus, the set
S
NAN fq : jhnðqÞj ¼ 0; n4Ng of ﬁnite gap potentials is dense
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in H by Theorem 1.1. The left-hand side of (1.20) is continuous in qAH:
We shall now show that the right-hand side is also continuous in qAH for
any ﬁxed tAR: We give the proof for t ¼ 0; the proof for the other ﬁxed values of t is
similar.
We denote by l07n ðpÞ; m0nðpÞ the anti/periodic and Dirichlet eigenvalues of the
equation f 00 þ p0f ¼ lf and by l7n ðqÞ; mnðqÞ the corresponding eigenvalues of the
equation f 00  2qf 0 þ r2f ¼ lf : Let qAH1 and p ¼ VðqÞ: Then by (2.21)
we have
l07n ðpÞ ¼ l7n ðqÞ; m0nðpÞ ¼ mnðqÞ; p ¼ VðqÞ; qAH1: ð3:10Þ
The functions l07n ðÞ; m0ðÞ are continuous on H (see [K5]) and we recall that VðÞ is
also continuous on H: Then l7n ðqÞ;mnðqÞ have unique continuous extensions to H
and (3.10) is fulﬁlled for qAH:
Thus, the right-hand side of (1.20) is continuous in q for any ﬁxed tAR: Then the
pointwise limit in (1.20) gives the extension of (1.20) to qAH: We have to prove the
convergence of the series in (1.20). Eqs. (3.3) and (3.4) imply mnðtÞ=ðlþn ln Þ ¼
1þ c1ðnÞ uniformly on ½0; 1; hence logðmnðtÞ=ðlþn ln ÞÞ ¼ c1ðnÞ and the series in (1.20)
converges. Moreover, the asymptotics (3.3) give
ðlog mnðtÞÞ0 ¼
2ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃmnðtÞp Þ0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnðtÞ
p ¼ 4o0nð2pnsðtÞÞ þ c1ðnÞ:
Then the obvious estimate jjPo0nðÞjjoN implies that the series in (1.20) is
differentiable and its derivative belongs to L2ðTÞ: &
Finally, we remark that the trace formula (1.20) gives the following estimates of
the solutions to the Camassa–Holm equation, in view of identities (1.16) mentioned
in the Introduction.
Corollary 3.2. Assume b0AL2ðTÞ; bðxÞXe40: Then the following estimates are
fulfilled:
Aplog b2ðxÞ þ logð4lþ0 ÞpA; A ¼
XN
1
ðlog lþn  log ln Þ: ð3:11Þ
The series converges absolutely.
Proof. Inequalities (3.11) follow from (1.20) and the estimates lnpmnðtÞplþn : We
need to prove the convergence of the series. Note that (3.4) yields ln =l
þ
n ¼ 1þ c1ðnÞ;
giving logðln =lþn Þ ¼ c1ðnÞ: Hence
PN
1 ðlog ln  log lþn ÞoN: &
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4. Asymptotics of Dirichlet eigenvalues
Recall that we have introduced the shifted operators LdðtÞ; tAR of the Dirichlet
problems for the equation b2ðf 00 þ 1
4
f Þ ¼ lf (see (3.1)). We also need the
(unitarily equivalent, as we show later) operators TdðsÞ; acting in L2ð½0; 1; r2s dyÞ
TdðsÞf ¼ r2s ðr2s f 0Þ0 þ r2s f ¼ f 00  2qs f 0 þ r2s f ; f ð0Þ ¼ f ð1Þ ¼ 0;
rsðyÞ ¼
rðy þ sÞ
rðsÞ ; rs ¼ rðy þ sÞ; qsðyÞ ¼ qðy þ sÞ; sAR:
We shall prove
Lemma 4.1. Let b0AL2ðTÞ; bðxÞXe40: Then the operators LdðtÞ and TdðsðtÞÞ;
sðtÞ ¼ R t
0
bðxÞ dx; tAR; are unitarily equivalent.
Proof. Firstly, we prove the lemma for t ¼ 0: We introduce the unitary
transformation F : L2ð½0; 1; b2 dxÞ-L2ð½0; 1; r2 dyÞ; deﬁned by the formulae
yðxÞ ¼
Z x
0
bðsÞ ds; r2ðyÞ ¼ bðxðyÞÞ; ð4:1Þ
where xðyÞ is the inverse function for yðxÞ: Then Tdð0Þ ¼ FLdð0ÞF1:
In order to prove the Lemma for any tAR we introduce the unitary
transformation Ft : L
2ð½0; 1; b2t dxÞ-L2ð½0; 1; ðrrsÞ2 duÞ; deﬁned by the formulae
uðxÞ ¼
Z x
0
btðxÞ dx; r2s ðuÞ ¼
btðxðuÞÞ
r2ðsÞ ; ð4:2Þ
Here xðuÞ is the inverse function to uðxÞ: Then TdðsÞ ¼ FtLdðtÞF1t : In order to ﬁnd
the relation between s and t we use the second identity in (4.2). For any tAR we have
by (4.1) btðxÞ ¼ bðx þ tÞ ¼ r2ðyðx þ tÞÞ: On the other hand btðxÞ ¼ r2s ðuðxÞÞr2ðsÞ ¼
r2ðuðxÞ þ sÞ by (4.2). Then we have yðx þ tÞ ¼ uðxÞ þ s: Since
yðx þ tÞ ¼
Z xþt
0
bðxÞ dx ¼
Z xþt
t
bðxÞ dxþ
Z t
0
bðxÞ dx ¼
Z x
0
bðxþ tÞ dx
þ
Z t
0
bðxÞ dx ¼ uðxÞ þ
Z t
0
bðxÞ dx;
we have s ¼ R t0 bðxÞ dx: &
We introduce the solutions jðy; zÞ; Wðy; zÞ of the equation f 00  2qf 0 þ r2f ¼
z2f ; zAC; satisfying the conditions jð0; zÞ ¼ W0ð0; zÞ ¼ 0;j0ð0; zÞ ¼ Wð0; zÞ ¼ 1; and
the corresponding solutions j0ðy; zÞ; W0ðy; zÞ of the unperturbed equation: f 00 
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2qf 0 ¼ z2f ; satisfying the conditions j0ð0; zÞ ¼ W00ð0; zÞ ¼ 0; j00ð0; zÞ ¼ W0ð0; zÞ ¼ 1:
Moreover, we need the functions
fðz; sÞ ¼
Z 1
0
dx1qðx1 þ sÞ
Z x1
0
qðx2 þ sÞ cos zð2x2  2x1 þ 1Þ dx2;
Zðz; sÞ ¼
Z 1
0
dx1qðx1 þ sÞ
Z x1
0
qðx2 þ sÞ sin zð2x2  2x1 þ 1Þ dx2; zAC; sAR:
Recall that we have introduced the numbers fn in (3.2). Below we need the following
simple properties of the functions f; Z:
Lemma 4.2. For any fixed qAH the following asymptotics are fulfilled:
fðz; sÞ ¼ fðz; 0Þ þ c1ðnÞ; Zðz; sÞ ¼ Zðz; 0Þ þ c1ðnÞ; Zðpn; 0Þ ¼ ð1Þnfn; ð4:3Þ
n-N; z ¼ pn þ c2ðnÞ; uniformly on ½0; 1:
Proof. We prove the ﬁrst asymptotics. We have
fðz; sÞ ¼
Z 1
0
dy cos zð2y  1Þ
Z 1
y
qðx þ sÞqðx  y þ sÞ dx
¼
Z 1
0
dy cos zð2y  1Þ
Z 1þs
yþs
qðtÞqðt  yÞ dt
and then
fðz; sÞ  fðz; 0Þ ¼
Z 1
0
dy cos zð2y  1Þ
Z 1þs
1
qðt  yÞqðtÞ dt 
Z yþs
y
qðt  yÞqðtÞ dt
 	
¼
Z 1
0
dy cos zð2y  1Þ
Z s
0
aðt; yÞqðtÞ dt
¼
Z 1
0
dy cos zð2y  1Þ
Z 1
0
aðt; yÞq˜ðtÞ dt;
where aðt; yÞ ¼ qðt  yÞ  qðt þ yÞ; q˜ðtÞ ¼ qðtÞ; tps; q˜ðtÞ ¼ 0; t4s: If we put z ¼ pn;
then the last expression is the Fourier transform of a convolution of two functions
belonging to L2ð½0; 1Þ; and we obtain the needed asymptotics for fðz; sÞ: If z ¼
pn þ dn; dn ¼ c2ðnÞ; then cos zð2y  1Þ ¼ cos pnð2y  1Þ  dn sin pnð2y  1Þ þ c1ðnÞ
and we again obtain the ﬁrst asymptotics in (4.3). The proof for Zðz; sÞ is similar.
Direct calculations give the last identity in (4.3). &
ARTICLE IN PRESS
A. Badanin et al. / Journal of Functional Analysis 203 (2003) 494–518512
We need the following result from [K2]. For each ﬁxed yA½0; 1; qAH; the
functions j0ðy; zÞ; W0ðy; zÞ are entire on C; and the following estimates are fulﬁlled:
maxfjzjþjj0ðy; zÞj; jW0ðy; zÞj; jj00ðy; zÞjgpejIm zjyþ2jjqjj; ð4:4Þ
where jzjþ ¼ maxf1; jzjg: Moreover, the following asymptotics are fulﬁlled:
j0ðy; zÞ ¼
1
rðyÞz sin zy þ
Z y
0
sin zð2t  yÞqðtÞ dt

þ
Z y
0
dtqðtÞ
Z t
0
qðsÞ sin zð2s  2t þ yÞ ds þ c1ðnÞ
	
ð4:5Þ
j00ðy; zÞ ¼
1
rðyÞ cos zy 
Z y
0
cos zð2t  yÞqðtÞ dt

þ
Z y
0
dtqðtÞ
Z t
0
qðsÞ cos zð2s  2t þ yÞ ds þ c1ðnÞ
	
ð4:6Þ
W0ðy; zÞ ¼ 1rðyÞ cos zy þ
Z y
0
cos zð2t  yÞqðtÞ dt

þ
Z y
0
dtqðtÞ
Z t
0
qðsÞ cos zð2s  2t þ yÞ ds þ c1ðnÞ
	
; ð4:7Þ
n-N; jz  pnjpp: These asymptotics are uniform on any bounded subset in C for
any ﬁxed yA½0; 1 and differentiable with respect to z: We have the following basic
properties of the functions j; W:
Lemma 4.3. For each fixed yA½0; 1; qAH the functions jðy; zÞ; Wðy; zÞ are entire on
C and the following estimates are fulfilled:
maxfjzjþjjðy; zÞj; jWðy; zÞj; jj0ðy; zÞjgpejIm zjyþ2jjqjjþ
1
4
e6jjqjj : ð4:8Þ
Moreover, setting r0 ¼
R 1
0 r
2ðxÞ dx; the following asymptotic relations are fulfilled:
jð1; zÞ ¼ 1
z
sin z þ
Z 1
0
sin zð2t  1ÞqðtÞ dt þ Zðz; 0Þ  cos z
2z
r0 þ c1ðnÞ
 	
; ð4:9Þ
j0ð1; zÞ ¼ cos z 
Z 1
0
cos zð2t  1ÞqðtÞ dt þ fðz; 0Þ þ sin z
2z
r0 þ c1ðnÞ; ð4:10Þ
Wð1; zÞ ¼ cos z þ
Z 1
0
cos zð2t  1ÞqðtÞ dt þ fðz; 0Þ þ sin z
2z
r0 þ c1ðnÞ; ð4:11Þ
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n-N; jz  pnjpp: These asymptotics are uniform on any bounded subset in C for
any fixed qAH and differentiable with respect to z:
Proof. We give the proof for j; the proof for the other function W is similar. We use
standard arguments (see [K2]). The following integral equation is fulﬁlled:
jðy; zÞ ¼ j0ðy; zÞ þ
Z y
0
r2ðtÞj0ðy  t; z; tÞjðt; zÞ dt; ð4:12Þ
where j0ðx; z; tÞ is a solution of the equation: f 00  2qðx þ tÞf 0 ¼ z2f ; satisfying the
conditions j0ð0; z; tÞ ¼ 0; j00ð0; z; tÞ ¼ 1: Iterating (4.12) we obtain j in the form of
a (convergent) series. Fix yA½0; 1; qAH: This series converges uniformly on bounded
subsets of C: Each term of the series is an entire function. Then jðy; zÞ is also an
entire function on C: Moreover, using (4.4), we have (4.8).
Substituting estimates (4.8) and asymptotics (4.5)–(4.7) into (4.12), we obtain
(4.9)–(4.11). &
We need the following result about the asymptotics of the eigenvalues mn of Ldð0Þ:
Lemma 4.4. For any fixed qAH the following asymptotic relation is fulfilled:
ﬃﬃﬃﬃﬃ
mn
p ¼ pn  qsn  fn þ c1ðnÞ; n-N: ð4:13Þ
Proof. Let dn ¼ ﬃﬃﬃﬃﬃmnp 40; nX1: Asymptotics (4.9) and jð1; dnÞ ¼ 0 give
sin dn ¼ 
Z 1
0
sinðdnð2t  1ÞÞqðtÞ dt  Zðdn; 0Þ þ cos dn
2dn
r0 þ c1ðnÞ: ð4:14Þ
Repeating the corresponding arguments from [K2] we obtain dn ¼ pn  qcn þ
dn; dn ¼ cdðnÞ; d41: Substituting this expression into (4.14), we obtain
ð1Þnðqsn þ dnÞ ¼ 
Z 1
0
qðtÞ sin pnð2t  1Þ dt  Zðpn; 0Þ þ cos pn
2pn
r0 þ c1ðnÞ:
Using the third identity in (4.3) and
R 1
0 qðtÞ sin pnð2t  1Þ dt ¼ ð1Þnqsn; we have
dn ¼ fn þ r0=2pn þ c1ðnÞ; which implies (4.13). &
We are ready to prove Lemma 3.1.
Proof of Lemma 3.1. (i) In order to prove mnðÞAC1ðTÞ we mimick the corres-
ponding arguments from [K3]. Recall that we have introduced the funda-
mental solutions vðx; z; tÞ; uðx; z; tÞ of Eq. (3.5). Following the corresponding
arguments from [K2], we obtain the following identities (below we shall
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abbreviate vðx; tÞ ¼ vðx; z; tÞ; uðx; tÞ ¼ uðx; z; tÞ):
vð1; tÞ ¼ vð1þ tÞuðtÞ  uð1þ tÞvðtÞ; v0ð1; tÞ ¼ v0ð1þ tÞuðtÞ  u0ð1þ tÞvðtÞ; ð4:15Þ
uð1; tÞ ¼ uð1þ tÞv0ðtÞ  vð1þ tÞu0ðtÞ; u0ð1; tÞ ¼ u0ð1þ tÞv0ðtÞ  v0ð1þ tÞu0ðtÞ:
ð4:16Þ
Then direct calculations give:
@
@t
vð1; z; tÞ ¼ 2cðt; zÞ; 1
2
@2
@t2
vð1; z; tÞ ¼ 1
4
 z2b2ðtÞ
 	
vð1; z; tÞ  u0ð1; z; tÞ; ð4:17Þ
where
cðz; tÞ ¼ 1
2
ðv0ð1; z; tÞ  uð1; z; tÞÞ: ð4:18Þ
Let dnðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnðtÞ
p
40: By (4.15), vð1; z; tÞ is differentiable with respect to t; z:
The implicit function theorem yields dnðÞAC1ðTÞ; since vð1; dnðtÞ; tÞ ¼ 0 and
’vð1; dnðtÞ; tÞa0: Moreover, the ﬁrst identity in (4.17) gives
’vð1; dnðtÞ; tÞd 0nðtÞ ¼ 
@
@t
vð1; dnðtÞ; tÞ ¼ 2cnðtÞ; cnðtÞ ¼ cðdnðtÞ; tÞ ð4:19Þ
which implies
d 0nðtÞ ¼ 
2cnðtÞ
’vð1; dnðtÞ; tÞ; ð4:20Þ
hence dnðÞAC1ðTÞ:
(ii) Let sðtÞ ¼ R t
0
bðxÞ dx and let tðsÞ be the inverse function for sðtÞ: By Lemma 4.1,
LdðtðsÞÞ and TdðsÞ are unitarily equivalent. Thus mnðtðsÞÞ are the eigenvalues of
TdðsÞ; that is the Dirichlet eigenvalues of the equation
f 00  2qðy þ sÞf 0 þ r2ðy þ sÞf ¼ z2f ; zAC; sAR: ð4:21Þ
Then it sufﬁces to set qðx þ sðtÞÞ instead of qðxÞ in (4.13) and to use simple identityR 1
0 qðx þ sÞ sin 2pnx dx ¼ oð2pnsÞ in order to obtain the asymptotics for
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnðtÞ
p
in (3.3).
To get the estimates on d 0n we use representation (4.20) and we introduce the
solutions jðy; z; sÞ; Wðy; z; sÞ of Eq. (4.21), satisfying the conditions jð0; z; sÞ ¼
W0ð0; z; sÞ ¼ 0;j0ð0; z; sÞ ¼ Wð0; z; sÞ ¼ 1: Direct calculations give the following
identities:
vð1; z; tÞ ¼ 1
r2ðsÞ jð1; z; sÞ; uð1; z; tÞ ¼ Wð1; z; sÞ; s ¼ sðtÞ; zAC; tAR: ð4:22Þ
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These identities show that the asymptotics of the functions j; W determine the
asymptotics of u; v; c and then the asymptotics of dn; d
0
n:
If we set qðy þ sÞ instead of qðyÞ in (4.9)–(4.11), we obtain the asymptotics of
jð1; z; sÞ; j0ð1; z; sÞ; Wð1; z; sÞ: In particular, we have Zðz; sÞ;fðz; sÞ instead of Zðz; 0Þ;
fðz; 0Þ: Using (4.3) and substituting the shifted asymptotics of jð1; z; sÞ; j0ð1; z; sÞ;
Wð1; z; sÞ; corresponding to (4.9)–(4.11), into (4.22), we obtain
vð1; z; tÞ ¼ 1
zbðtÞ sin z þ
Z 1
0
sin zð2x  1Þqðx þ sðtÞÞ dx

þ Zðz; sðtÞÞ  cos z
2z
r0 þ c1ðnÞ
	
; ð4:23Þ
v0ð1; z; tÞ ¼ cos z 
Z 1
0
cos zð2x  1Þqðx þ sðtÞÞ dx
þ fðz; sðtÞÞ þ sin z
2z
r0 þ c1ðnÞ; ð4:24Þ
uð1; z; tÞ ¼ cos z þ
Z 1
0
cos zð2x  1Þqðx þ sðtÞÞ dt þ fðz; sðtÞÞ
þ sin z
2z
r0 þ c1ðnÞ: ð4:25Þ
Then we have from (4.23) and the ﬁrst asymptotics in (3.3)
’vð1; dnðtÞ; tÞ ¼ ð1Þ
n
bðtÞpn ð1þ c
2ðnÞÞ: ð4:26Þ
Now cn in (4.20) is expressed in terms of u; v by equalities (4.18) and (4.19).
Substituting the ﬁrst asymptotics in (3.3) into (4.24) and (4.25) we have
cnðtÞ ¼ 
Z 1
0
qðx þ sðtÞÞ cosðdnðtÞð2x  1ÞÞ dx þ c1ðnÞ
¼ ð1Þnþ1
Z 1
0
qðx þ sðtÞÞ cos 2pnx dx þ c1ðnÞ;
which yields
cnðtÞ ¼ ð1Þnþ1o0ð2pnsðtÞÞ þ c1ðnÞ: ð4:27Þ
Substituting (4.26) and (4.27) into (4.20), we have the asymptotics for ð ﬃﬃﬃﬃﬃmnp Þ0 in (3.3).
(iii) The proof repeats the corresponding arguments from [K2]. &
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