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In this thesis a complete classification of Noether symmetries of Bianchi type II
spacetime is obtained. In the process of this classification we find several differ-
ential constraints that are satisfied by the coefficients of unknown Bianchi type
II metric coefficients. Keeping in view these differential constraints, we classify
the complete Noether symmetry groups according to their dimensions and other
algebraic properties. In particular, we construct the Lie algebras of these Noether
symmetries in each case and identify type of their algebras. The motivation of
this work comes from the fact that the considered spacetime models are of interest
in general relativity and represent some interesting solutions of the Einstein field
equations.
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النوع الثاني.  الزمكان في هذه الاطروحة تم الحصول على تصنيف كامل من تماثلات نويثر لمقياس بيانكي
في عملية التصنيف نجد العديد من القيود التفاضلية والتي تتحقق عن طريق معاملات مقياس بيانكي غير 
ه المعاملات، قمنا بتصنيف مجموعات كاملة لتماثلات نويثر وفقا لأبعادها المعروفة. واضعا بالاعتبار هذ
نشاء جبور لي المكونة من تماثلات نويثر في كل حالة وتحديد قمنا بإ وبشكل خاص. وخصائصها الجبرية
 نوع هذه الجبور. 
الدافع لهذا العمل يأتي من حقيقة أن مقياس بيانكي له أهمية كبيرة في النسبية العامة ويمثل بعض الحلول 
 المهمة لمعادلات أينشتاين.  
 
CHAPTER 1
INTRODUCTION
Solving differential equations has a great importance in applied mathematics.
Many of non-linear differential equations do not have an exact solution, so we
need to develop methods of finding solutions of these equations. In 1774, Eu-
ler and Lagrange became interested in finding a solution of differential equations
given by the formula, y =
∫
H(x)eαxdx and y =
∫
H(x)xαdx.
In 1785, Laplace established a very clever technique to solve the differential equa-
tions, by transforming the original equations into a new equations which are easier
to solve.
In 1881 Sophus Lie established a very important method to find the solutions of
differential equations, these method known as Lie symmetries [1-5]. A symmetry
of a system is a transformation whose action leaves the system invariant. So,
if the one-parameter Lie groups of transformation leaves a differential equation
unchanged, then this method can be used to reduce the order of the differential
equation [6,7]. As of now, these techniques are being widely used in finding exact
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solutions of non-linear differential (both ordinary and partial) equations [6-12].
More recently, the Lie symmetry methods have been applied to study symmetry
structures of non-linear differential equations that arise in curved 4-spacetime ge-
ometries [11, 12]. It is shown that due to the presence of curvature, the dimensions
of the Lie symmetry groups of the differential equations decrease as opposed to
the spaces with no curvature [13-15].
Another interesting symmetries which has a great importance in the field of ap-
plied mathematics is called Noether symmetry, named after Emmy Noether , born
in 1882 in Erlangen in southern Germany [7]. ”From 1889 to 1897 Emmy’s name
appears in the class lists of the Municipal School for Higher Education of Daugh-
ters in Erlangen, first as Emmy, later as Emma Noether. In 1900 Miss Noether,
registered in Ansbach for the examination required by the state of Bavaria for
teachers of French and English. Noether achieved an average of 1.2 in each lan-
guage, for which she was awarded an overall grade of ’very good’. She decided to
continue her studies at the university level. At that time in Germany, only very
few women attended university lectures. Emmy Noether became one of them.
After graduation Emmy spent her first semester at the university in Gottngen.
Under Gordan’s influence she wrote a paper on the theory of invariants, enti-
tled, On the construction of the systems of forms for the ternary biquadratic
form. It was registered as her doctoral dissertation in 1907”[29]. Noether’s work
is divided into three periods. In (1908:1919), she contributed in the theories of
number fields, algebraic invariants and the calculus of variations, these significant
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contributions and Noether’s theorem, received high recognition and had a great in-
fluence in the development of modern physics[30]. In (1920:1926), she began work
on abstract algebra”. In her paper (Theory of Ideals in Ring Domains, 1921),
she developed theory in abstract algebra of commutative rings which had an im-
portant applications[31]. In (1927:1935), she worked on hyper complex numbers
and noncommutative algebras and unified the theory of modules and ideals with
the representation theory of groups . In addition to the previous works, Noether
shared her ideas with other mathematicians, in fields other than her original work,
such as algebraic topology[29].
The Noether symmetries are associated with differential equations that possess La-
grangians. For differential equations possessing Lagrangian, the amount of work
involved is halved. This is because one uses the order of the Lagrangian in the pro-
longation process while the other uses the order of the differential equation. When
applied to spacetime, as a bonus, the Lagrangian of the Euler Lagrange equations
(geodesic equations) come ‘naturally’. Moreover, the algebra of Noether symme-
tries generated by the Lagrangian contains the Killing vectors generated by the
corresponding metric[16].
In recent years the Noether symmetries have been the interest of many researchers
and nice results have been published. In 1918 Noether proposed her famous pa-
per on Noether symmetry theory and the invariance of Hamilton actions under in-
finitesimal transformation [17]. Vujanovic and Djukic[18] studied non-conservative
holonomic systems and they investigated the conserved quantities and the Noether
3
symmetries of this system. The mechanical systems and their Noether symme-
tries are of great importance in mathematics and some physical principles [19].
There is a method for solving differential equations called Birkhoff-Noether sym-
metry method. The procedure in this method is writing the differential equations
in terms of Birkhoff’s equations, and then by finding the Noether symmetry for
these systems we obtain first integrals for differential equations [20]. Also, the
Noether symmetry approach is applied to study the Einstein equations minimally
coupled with a scalar field, in some cases of Bianchi universe models [21]. In
this paper[22], New forms relating the Euler-Lagrange, Noether and Lie-Backlund
operators are obtained . Some theories in the Noether symmetry and gravity of
Kantowski-Sachs models, Bianchi I and Bianchi III are considered [23]. To under-
stand the comparison between Noether symmetries and conformal Killing vectors,
Bokhari et. al, published results on Noether symmetries of Friedmann model [24].
In this work they proved that there are additional conservation laws are admitted
by the flat Friedman model and these conserved quantities are not obtained from
the Killing or the conformal Killing vectors. These conservation laws provide a
technique which is used for reducing the geodesic equations via the correspond-
ing Noether symmetries. Tsamparlis et. al, studied the dynamical system and
showed that the Lie symmetries of the equations of motion are created from a
Lie algebra of projective collineations while Noether symmetries are created from
the homothetic algebra [25]. By utilizing the Noether symmetry approach in cos-
mology, Jamil et.al published their results by applying this symmetry to a flat
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Friedmann-Robertson-Walker metric and finding the tachyon potential[26]. In a
recent work, Noether symmetries of Petrove III and Papapetrou metrics are stud-
ied. Considering the invariance of the action integral under one parameter Lie
group of transformations, a large class of Noether symmetries is found [27].
In this thesis we intend to classify Noether symmetries for Bianchi type II space-
times according to certain differential constraints arising on the metric coefficients
during the process of classification of Noether symmetries and then we will con-
struct the lie algebras associated with these Noether symmetries.
The other chapters of this thesis contain the following:
Chapter 2 contains the basic definitions, theorems and illustrations of Lie groups
and representations of Lie algebras. In Chapter 3, we provide some basic opera-
tors and the derivation of the Noether symmetry formula, as an example, we find
the Noether symmetries for a given Lagrangian.
In Chapter 4, we find a complete classification of the Noether symmetries for a
Lagrangian associated with Bianche type II metric, and then we classify the type
of the Lie algebras of these symmetries.
Chapter 5 contains a conclusion and some recommendations for this work.
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CHAPTER 2
LIE POINT SYMMETRIES
2.1 Groups
Definition 2.1 A group G is a set of elements with a law of composi-
tion φ between elements satisfying the following properties :
1- Closure property:
For any elements x,y ∈ G, φ(x, y) ∈ G.
2-Associative property :
For any elements x,y,z ∈ G , φ(x, φ(y, z)) = φ(φ(x, y), z)
3- Identity element : there is a unique element e of G such that for any element
x ∈ G : φ(x, e) = φ(e, x) = x
4-Inverse element :
For any element x ∈ G, there exist a unique inverse element x−1 in G such that
φ(x, x−1) = φ(x−1, x) = e
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Definition 2.2 A group G is abelian if φ(x, y) = φ(y, x) for all elements x,y
in G.
2.2 Group Of Transformations
Definition 2.3 Let x = (x1, x2, ..., xn) lie in region D ⊂ Rn. The set of trans-
formations
x¯ = T (x; ε) (2.1)
defined for each x in D and parameter ε in set M ⊂ R, with φ(ε, δ) defining
a law of composition of parameters ε and δ in M , forms a one-parameter group
of transformations on D if the following conditions hold :
1- The transformations are one-to-one and onto D.
2- (M,φ) is a group.
3- T (x, ε0) = x for the identity element ε0 and for each x in D.
4- If x¯ = T (x, ε), x¯ = T (x¯, δ), then x¯ = T (x, φ(ε, δ))
2.3 One-Parameter Lie Group Of Transforma-
tions
Definition 2.4 The one-parameter group of transformations x¯ = T (x, ε)
considered in definition (2.3) is a one-parameter Lie group of transformation if :
1- M is an interval in R.
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2- T is infinitely differentiable with respect to x in D and an analytic function
of ε in M .
3- φ(ε, δ) is an analytic function of ε and δ.
2.3.1 Examples Of One-Parameter Lie Group Of Trans-
formations
Example 2.1 The group of translations
Consider the group of translations
x¯ = T1(x; ε) = x+ ε,
y¯ = T2(y; ε) = y, ε ∈ R.
(2.2)
Repeating the transformation,
x¯ = T1(x¯, δ) = x¯+ δ = x+ ε+ δ,
y¯ = T2(y¯, δ) = y¯ = y.
Here φ(ε, δ) = ε+ δ and ε = 0 corresponds to the identity element.
Example 2.2 Group of scalings
x¯ = ax,
y¯ = a2y, 0 < a <∞ .
Here φ(a, b) = ab, and the identity element corresponds to a = 1.
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2.4 Infinitesimal Transformations
Let x¯ = T (x; ε) be a one-parameter Lie group of transformations, we expand it
about ε = 0 to get,
x¯ = x+ ε
[
∂T (x,ε)
∂ε
∣∣∣
ε=0
]
+ 1
2
ε2
[
∂2T (x,ε)
∂ε2
∣∣∣
ε=0
]
+ ...
= x+ ε
[
∂T (x,ε)
∂ε
∣∣∣
ε=0
]
+O(ε2).
Put ξ(x) =
[
∂T (x,ε)
∂ε
∣∣∣
ε=0
]
, then the components of ξ(x) are called the in-
finitesimals of Eq.(2.1).
Theorem 2.3 (First Fundamental Theorem of Lie)
Consider the Lie group of transformations given by the Eq.(2.1), then there exist a
parametrization ψ(ε) such that Eq.(2.1) is equivalent to the solution of an initial
value problem for a system of first-order ODEs given by
dx¯
dψ
= ξ(x¯), (2.3)
with x¯ = x when ψ = 0.
In particular,
ψ(ε) =
ε∫
0
Γ(ε′)dε′, (2.4)
Γ(ε) =
∂φ(a, b)
∂b
∣∣∣∣
(a,b)=(ε−1,ε)
(2.5)
and Γ(0) = 1.
Example 2.4 Consider the group of translation given by Eq.(2.2) with a law of
composition given by φ(α, β) = α + β, and ε−1 = −ε, then
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Γ(ε) = ∂ϕ(α,β)
∂β
∣∣∣
(α,β)=(−ε,ε)
= 1.
Now, ξ(x) = ∂T (x,ε)
∂ε
∣∣∣
ε=0
= (1, 0).
As a result,
dx¯
dε
= 1,
dy¯
dε
= 0, (2.6)
with x¯ = x, y¯ = y, ε = 0. Hence,the solution of the initial value problem
(2.6) is given by Eq.(2.2).
Definition 2.5 Let ξ(x) = (ξ1(x), ξ2(x), ..., ξn(x)) be the infinitesimals of the Lie
group of transformations (2.1), then the infinitesimal generator(operator) of (2.1)
is given by:
X = X(x) =
n∑
i=1
ξi(x)
∂
∂xi
, (2.7)
where x = (x1, x2, ..., xn) ∈ Rn.
Example 2.5 For the scaling group :
x¯ = ax, y¯ = a2y, 0 < a <∞. (2.8)
We have the infinitesimals ξ(x, y) = ∂x¯
∂a
∣∣
a=0
= x, and η(x, y) = ∂y¯
∂a
∣∣
a=0
= 0.
Hence the infinitesimal generator is
X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
= x
∂
∂x
. (2.9)
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Now the following theorem is useful in constructing a transformation group from
its infinitesimals.
Theorem 2.6 The one parameter Lie group of transformations (2.1) is equivalent
to
x¯ = eεXx =
∞∑
k=0
εk
k!
Xkx, (2.10)
where X is the infinitesimal generator of (2.1).
Example 2.7 Consider the infinitesimal generator
X = y
∂
∂x
+−x ∂
∂y
, (2.11)
we can determine the transformation group that corresponds to this generator
using theorem (2.6) as follows:
x¯ = eεXx =
∞∑
k=0
εk
k!
Xkx =
(
1− ε2
2!
+ ε
4
4!
+ ...
)
x+
(
ε− ε3
3!
+ ε
5
5!
+ ...
)
y
=x cos ε+ y sin ε.
(2.12)
Similarly, y¯ = eεXy = −x sin ε+ y cos ε, which is a rotation group in the plane.
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2.5 Invariant Functions
Definition 2.6 An infinitely differentiable function G(x) is called an invariant
function of the one-parameter Lie group of transformations
x¯ = T (x; ε), (2.13)
if and only if for any group of transformation given by Eq.(2.13),
G(x¯) ≡ G(x). (2.14)
Theorem 2.8 We say that G(x) is an invariant function under a Lie group of
transformation if and only if,
XG(x) ≡ 0. (2.15)
2.6 Extended Transformations(Prolongations)
In order to find the infinitesimal transformation for a nth order differential equa-
tion we prolong the corresponding infinitesimal generator to the nth order.
2.6.1 Prolonged Transformations : One Dependent and
One Independent Variable
In this section we study the invariance of a kth-order differential equation with
independent variable x and dependent variable y, our goal is to find admitted
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one-parameter Lie group of transformations given by
x¯ = X(x, y; ε),
y¯ = Y (x, y; ε).
(2.16)
We will extend transformations given by Eq.(2.16) to (x, y1, y2, ..., yk)-space, where
yk = y
(k) = d
ky
dxk
, k ≥ 1.
Theorem 2.9 The first extension of (2.16) is the one-parameter Lie group of
transformation acting on (x, y, y1)-space given by
x¯ = X(x, y; ε),
y¯ = Y (x, y; ε),
y¯1 = Y1(x, y, y1; ε),
(2.17)
where y¯1 is given by
y¯1 =
∂y¯
∂x
+ y1
∂y¯
∂y
∂x¯
∂x
+ y1
∂x¯
∂y
. (2.18)
Theorem 2.10 The kth extension of (2.16) is the following one-parameter Lie
group of transformations acting on (x, y1, y2, ..., yk)-space:
x¯ = X(x, y; ε),
y¯ = Y (x, y; ε),
y¯1 = Y1(x, y, y1; ε),
...
y¯k = Yk(x, y, y1, . . . , yk) =
∂Yk−1
∂x
+y1
∂Yk−1
∂y
+...+yk
∂Yk−1
∂yk−1
∂X
∂x
+y1
∂X
∂y
.
(2.19)
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Definition 2.7 The total derivative is given by
D =
∂
∂x
+ y1
∂
∂y
+ y2
∂
∂y1
+ . . .+ yn+1
∂
∂yn
+ . . . (2.20)
2.6.2 The Prolonged Infinitesimal Transformations:One
Dependent and One Independent Variable
Consider the one-parameter Lie group of transformations:
x¯ = x+ εξ(x, y) +O(ε2),
y¯ = y + εη(x, y) +O(ε2),
(2.21)
which has infinitesimals ξ(x, y), η(x, y). The corresponding symmetry generator
is written as:
X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
. (2.22)
The kth extension of Eq.(2.21) is:
x¯ = x+ εξ(x, y),
y¯ = y + εη(x, y),
y¯1 = y1 + εη
1(x, y, y1),
...
y¯k = yk + εη
k(x, y, y1, . . . , yk),
(2.23)
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where, ξ(x, y), η(x, y), η1(x, y, y1), . . . , η
k(x, y, y1, . . . , yk) are the kth-extended in-
finitesimals. Accordingly the prolonged symmetry generator is given by
Xk = ξ(x, y)
∂
∂x
+η(x, y)
∂
∂y
+η1(x, y, y1)
∂
∂y1
+. . .+ηk(x, y, y1, . . . , yk)
∂
∂yk
. (2.24)
The prolonged infinitesimals ηk, k ≥ 1 are determined by the following theorem:
Theorem 2.11 The kth-extended infinitesimals are determined by the following
relation:
ηk(x, y, y1, . . . , yk) = Dη
k−1(x, y, y1, . . . , yk−1)− ykDξ(x, y), k ≥ 1, (2.25)
where η0 = η(x, y), η1 = ηx + y1(ηy − ξx)− y21ξy.
2.6.3 Prolonged Transformations and Prolonged Infinites-
imals:’m’ Dependent and ’n’ Independent Variables
In study the system of differential equations, the case of m dependent vari-
ables v = (v1, v2, . . . , vm) and n independent variables x = (x1, x2, . . . , xn),
v = v(x) arises. So we extend the transformations from (x, v) − space to
(x, v, v(1), v(2), . . . , v(k)) − space where v(k) represents all kth derivatives of v
with respect to x.
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Consider the one-parameter Lie group of transformations given by,
x¯i = Xi(x, v), i = 1, 2, . . . , n
v¯a = V a(x, v), a = 1, 2, . . . ,m
(2.26)
The corresponding infinitesimal generator is given by the formula,
X = ξi(x, v)
∂
∂xi
+ ηa(x, v)
∂
∂va
. (2.27)
The kth extended Lie group of transformations of Eq.(2.26)is the following
group of transformations acting on (x, v, v(1), v(2), . . . , v(k)) − space. Here v(1) =
vai , v
(2) = vaij, . . . , v
(k) = vai1i2...ik , where indices take the values a = 1, 2, . . . ,m and
i, j, i1, . . . , ik = 1, 2, . . . , n is given by
x¯i = xi + εξi(x, v),
v¯a = va + εηa(x, v),
v¯i = v
a
i + εη
(1)a
i (x, v, v
(1)),
...
v¯ai1i2...ik = v
a
i1i2...ik
+ εη
(k)a
i1i2...ik
(x, v, v(1), v(2), . . . , v(k)).
(2.28)
The extended infinitesimals η
(1)a
i , η
(k)a
i1i2...ik
appearing in the above equation are
determined by the following theorem:
Theorem 2.12 The extended infinitesimals for Eq.(2.26) are given by the for-
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mula,
η
(1)a
i = Diη
a − vajDiξj
η
(k)a
i1i2...ik
= Dikη
(k−1)a
i1i2...ik−1 − vai1i2...ik−1jDikξj
(2.29)
where is = 1, 2, . . . , n for s = 1, 2, . . . , k.k ≥ 2 and Di is the total differential
operator given by,
Di =
∂
∂xi
+ vai
∂
∂va
+ vaij
∂
∂vaj
+ . . .+ vaii1i2...in
∂
∂vai1i2...in
+ . . . (2.30)
2.7 Lie Algebras of Operators
To study the infinitesimal transformations, we introduce algebraic structures
called Lie algebras. For this purpose we need the following definitions:
2.7.1 The Commutator
Definition 2.8 Let any two symmetry generators be given by Xi, Xj. Then the
commutator(Lie bracket)[,] of these two generators is given by the following for-
mula:
[Xi, Xj] = XiXj −XjXi (2.31)
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Theorem 2.13 The commutator satisfies the following properties:
1-(Skew symmetric property) Let Xi, Xj be any two symmetry operators then
[Xi, Xj] = −[Xj, Xi]. (2.32)
We can conclude from this property that [Xi, Xi] = 0.
2-(Jacobi Identity)
[Xi, [Xj, Xk]] + [Xj, [Xk, Xi]] + [Xk, [Xi, Xj]] = 0, (2.33)
for any three symmetry operators Xi,Xj,Xk.
3-(Bilinear property)
[aXi + bXj, Xk] = a[Xi, Xk] + b[Xj, Xk], (2.34)
[Xk, aXi + bXj] = a[Xk, Xi] + b[Xk, Xj], (2.35)
where a,b are arbitrary constants.
2.7.2 The Table of Commutators
It is appropriate to sort the commutator in a table called the commutator table,
where [Xj, Xk] is the entry of the intersection of j row with k column. Using
the property given by Eq.(2.32), the commutator table is represented by a skew-
symmetric matrix with zeros on its diagonal.
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Example 2.14 Consider the symmetry generators
X1 = e
y ∂
∂y
, X2 =
∂
∂x
and X3 = 2x
∂
∂x
+ ∂
∂y
, then using (2.31) we find that:
[X1, X2] = 0, [X1, X3] = −X1, [X2, X3] = 2X2 .
In table form the above are written as
[Xi, Xj] X1 X2 X3
X1 0 0 −X1
X2 0 0 2X2
X3 X1 −2X2 0
Table 2.1: Commutator table for example (2.14)
2.7.3 Definition of Lie Algebra
A Lie algebra L is a vector space of symmetry generators together with the oper-
ation of Lie bracket [, ] satisfying the properties (2.32) and (2.33).
Example 2.15 Let W be a finite dimensional vector space over R and let L(W )
be the set of all linear operators on W .Then L(W ) is a vector space over R.
If we define the commutator by [x1, x2] := x1 ◦ x2 − x2 ◦ x1 for x1,x2 ∈ L(W ),
where ◦ is the composition of maps.
Then L(W ) is a Lie algebra called the general linear algebra.
2.7.4 Adjoint Representation of Lie groups and Lie Alge-
bras
Let L be a Lie group and let ` be its algebra. Define a map λ : L→ Aut(L) by
λ(r) = λr and λr is given by λr = rhr
−1, for all h in L.
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The derivative of λr at the identity is an automorphism of the Lie algebra `.
(dλ)x : TxL→ Tλ(x)Aut(L),
(dλ)e : TeL→ Tλ(e)=eAut(L),
(dλr)x : TxL→ Tλr(x)(L),
(dλr)e : TeL→ Tλr(e)=e(L),
where TeL is the tangent space to the identity element e of L. We denote this
map by Adr :
(dλr)e = Adr : ` → `, such that Adr is a linear transformation of ` which
preserves the commutator.
The map:
Ad : L→ Aut(`), r→ Adr (2.36)
is said to be the adjoint representation of L.
Now if we take the derivative of Eq.(2.36) we get the adjoint representation of the
Lie algebra ` :
ad : `→ End(`), X → adX .X ∈ `, (2.37)
where
adX(Y ) = [X, Y ] for all X, Y ∈ `. (2.38)
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To prove the relation (2.38) we proceed as follows
adX(Y ) = d(AdX)e(Y )
= lim
ρ→0
(I+ρX)Y (I+ρX)−1−Y
ρ
= lim
ρ→0
(I+ρX)Y (I−ρX+(ρX)2+O(ρ3))−Y
ρ
= lim
ρ→0
(I+ρX)Y I−(I+ρX)Y ρX+(I+ρX)Y (ρX)2+O(ρ3))−Y
ρ
= lim
ρ→0
(IY I+ρXY I−IY ρX+ρXY ρX+IY (ρX)2+ρXY (ρX)2+O(ρ3))−Y
ρ
= lim
ρ→0
Y+ρXY−Y Xρ+XYXρ2+Y X2ρ2+XYX2ρ2+O(ρ3)−Y
ρ
= lim
ρ→0
XY − Y X +XYXρ+ Y X2ρ+XYX2ρ+O(ρ2)
= XY − Y X = [X, Y ] .
Example 2.16 The representation of Lie algebra is given by matrices.Consider
the Lie algebra M2×2 : The set of all 2 × 2 matrices, which has standard basis
β = {e1, e2, e3, e4}. Then:
ade1(e1) = [e1, e1] = 0,
ade1(e2) = e1e2 − e2e1 = e2,
ade1(e3) = e1e3 − e3e1 = −e3,
ade1(e4) = e1e4 − e4e1 = 0.
Thus, the the adjoint representation of e1 is the following matrix:
ad(e1) =

0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

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Similarly, we find that the adjoint representations of e2, e3, e4 are the fol-
lowing matrices:
ad(e2) =

0 0 1 0
−1 0 0 1
0 0 0 0
0 0 −1 0

, ad(e3) =

0 −1 0 0
0 0 0 0
1 0 0 −1
0 1 0 0

ad(e4) =

0 0 0 0
0 −1 0 1
0 0 1 0
0 0 0 0

2.7.5 Structures of Lie Algebras
Definition 2.9 The killing form of a Lie algebra L is the bilinear symmetric
form κ : L× L→ F given by,
κ(x, y) = tr(adx ◦ ady), for all x, y ∈ L (2.39)
Definition 2.10 Let L be a Lie algebra, then its center is given by,
Z(L) = {x ∈ L : [x, y] = 0 for all y ∈ L}. (2.40)
L is abelian if Z(L) = L .
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Definition 2.11 The radical of a Lie algebra L is defined to be:
<(L) = {x ∈ L : κ(x, y) = 0 for all y ∈ L}, (2.41)
if <(L) = 0, we say L is semisimple.
Definition 2.12 The derived series of L is the series with terms:
L(0) = L and L(k) = [L(k−1), L(k−1)], k ≥ 1.
Then L ⊇ L(1) ⊇ L(2) ⊇ ...
(2.42)
Definition 2.13 A Lie algebra L is solvable if L(k) = 0 for some k.
Example 2.17 Let L be a two dimensional Lie algebra whose Lie bracket is given
by [a, b] = b, then L is solvable since L(2)={0}.
Theorem 2.18 For any Lie algebra L, the following are equivalent:
1) L is semisimple.
2) The killing form κ of L is nondegenerate.
3) <(L) = {0}.
Theorem 2.19 If L is any Lie algebra then L/<(L) is semisimple.
Example 2.20 Let L = sl(2, R) with basis:
` =
x =
 0 1
0 0
 , y =
 0 0
1 0
 , h =
 1 0
0 −1

 ,
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[x, y] = h, [x, h] = −2x, [y, h] = 2y.
The adjoint representations are given by :
ad(x) =

0 0 −2
0 0 0
0 1 0
 , ad(y) =

0 0 0
0 0 2
−1 0 0
 , ad(h) =

2 0 0
0 −2 0
0 0 0
 .
Then:
κ(x, x) = 0, κ(x, y) = 4, κ(x, h) = 0
κ(y, y) = 0, κ(y, h) = 0, κ(h, h) = 8.
The matrix of κ is given by:

0 4 0
4 0 0
0 0 8
.
This matrix is invertible which implies that κ is nondegenerate and there-
fore ` is semisimple. The center and the radical of ` are given by:
Z(`) = {x ∈ ` : [x, y] = 0, for all y ∈ `} = {0}.
<(`) = {x ∈ ` : κ(x, y) = 0, for all y ∈ `} = {0}.
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CHAPTER 3
THE NOETHER SYMMETRIES
Besides to her significant development of abstract algebra (one of the major fields
of mathematics), Noether proved a theorem which endures her name. This the-
orem says:’to each differentiable symmetry of the action of a physical system
corresponds a conservation law.’Where the action of a physical system is the in-
tegral of a Lagrangian function over the time. Noether’s theorem has become
essential tool of physics and calculus of variations.
For example, for the time translation symmetry Noether’s theorem shows that
the energy of the system is conserved, translation in space symmetry gives con-
servation of momentum, while the rotation symmetry implies the conservation of
angular momentum.
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3.1 Basic Operators
Consider the independent variable
x = (x1, x2, ..., xn),
and the dependent variable
v = (v1, v2, ..., vm).
The derivatives of v with respect to x are given by
vai = Di(v
a), vaij = DjDi(v
a), (3.1)
where
Di =
∂
∂xi
+ vai
∂
∂va
+ vaij
∂
∂vaj
+ ..., i = 1, 2, ..., n (3.2)
is the total differentiation operator.
The system of partial differential equations for the n independent variables x =
(x1, x2, ..., xn), and m dependent variables v = (v
1, v2, ..., vm) is given by
Eβ(x, v, v(1), ..., v(s)) = 0, β = 1, ...,m (3.3)
where v(1) represents all first derivatives vai and v
(s), s ≥ 2 represents all sth order
derivatives of v with respect to x.
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Definition 3.1 (Euler-Lagrange Operator)
We call
δ
δva
=
∂
∂va
+
∑
r≥1
(−1)rDi1 ...Dir
∂
∂vai1...ir
, a = 1, ...,m (3.4)
the Euler-Lagrange operator.
Let L = L(x, v, v(1), ..., v(s)) be the Lagrangian of the system (3.3), then the Euler-
Lagrange equations are given by
δ
δva
(L) = 0 (3.5)
Example 3.1 (Simple harmonic oscillator)
Consider a Lagrangian L(x, x˙) = 1
2
mx˙2 − k
2
x2 for the oscillator.
Then the Euler-Lagrange equation is given by
∂L
∂x
−Dt∂L
∂x˙
= 0, (3.6)
which implies that −kx−Dt(mx˙) = 0, and therefore kx+mx¨ = 0,
which corresponds to the equation of motion (F = ma.)
Example 3.2 Using the Euler-Lagrange equation, we find the real-valued function
g defined on [a, b] with g(a) = c, g(b) = d, whose graph is as short as possible,
as follows:
`(g) =
b∫
a
√
1 + (g′(x))2dx,
here L is given by
L(x, y, y′) =
√
1 + (y′)2, then
27
∂L
∂y′ =
y′√
1+(y′)2
, ∂L
∂y
= 0.
By substituting in the Euler-Lagrange equation we get:
∂
∂x
g′(x)√
1+(g′(x))2
= 0, which suggests that g
′(x)√
1+(g′(x))2
= k = constant, and therefore
g′(x) = k√
1−k2 := A, which implies that g(x) = Ax+B, which is a straight line.
Definition 3.2 The Lie-Backlund operator is given by
X = ξi
∂
∂xi
+ ηa
∂
∂va
+ ζai
∂
∂vai
+ ζai1i2
∂
∂vai1i2
+ ..., (3.7)
where
ζai = Di(η
a − ξjvaj ) + ξjvaij,
ζai1i2 = Di1Di2(η
a − ξjvaj ) + ξjvaji1i2 ,
...
(3.8)
Definition 3.3 The differential function is an analytic function
h(x, v, v(1), ..., v(s)) of a finite number of variables.
The vector space of all differential functions is denoted by =.
Theorem 3.3 Two Lie-Backlund operators X and X˜ are equivalent if
X − X˜ = hiDi, hi ∈ = .
Definition 3.4 We call the operator
N i = ξi +W
a δ
δva
+
∑
k≥1
Di1 ...Dik(W
a)
δ
δvaii1...ik
, i = 1, ..., n. a = 1, ...,m. (3.9)
the Noether’s operator associated with the Lie-Backlund operator, where
W a = ηa − ξjvaj is the Lie characteristic equations.
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Theorem 3.4 The Noether, Lie-Backlund and Euler-Lagrange operators satisfy
the following equation
X +Diξi = W
a δ
δva
+DiN
i. i = 1, ..., n. a = 1, ...,m. (3.10)
Definition 3.5 (Conservation laws)
The tuple T = (T 1, ..., T n) is called a conserved vector of Eq.(3.3) if it satisfies
the property:
DjT
j = 0, j = 1, 2, ..., n, (3.11)
for all solutions of Eq.(3.3), and then Eq.(3.11) is called a conservation law for
Eq.(3.3).
3.2 Derivation of Noether Symmetry
Given a Lagrangian L = L(xk, x˙k, t) , the symmetry generator associated with this
Lagrangian is given by X = ξ ∂
∂t
+ ηα ∂
∂xα
+ η˙α ∂
∂x˙α
.
Consider a Lie point transformation
Tε : x˜
k → xk + εξk(xk), (3.12)
with the corresponding symmetry generator given by
X = ξ1(x1, ..., xk)
∂
∂x1
+ ...+ ξk(x1, ..., xk)
∂
∂xk
. (3.13)
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The Noether symmetry is invariant under the action integral,
W =
t2∫
t1
L(xk,x˙k, t)dt (3.14)
up to a gauge term f(x1, ..., xk),i.e.
Tε :
t˜2∫
t˜1
L(x˜k, ˜˙x
k
, t˜)dt˜ =
t2∫
t1
L(xk,x˙k, t)dt. (3.15)
The action integral is invariant up to a gauge term if,
t˜2∫
t˜1
L(x˜k, ˜˙x
k
, t˜)dt˜ =
t2∫
t1
L(xk,x˙k, t)dt+ εf(x1, ..., xk). (3.16)
Equation (3.16) can be written as follows
t˜2∫
t˜1
L(x˜k, ˜˙x
k
, t˜)dt˜ =
t2∫
t1
L(xk,x˙k, t)dt+ ε
t2∫
t1
d
dt
f(x1, ..., xk)dt. (3.17)
Differentiating (3.17) with respect to t˜ gives,
d
dt˜
t˜2∫
t˜1
L(x˜k, ˜˙x
k
, t˜)dt˜ =
d
dt˜
t2∫
t1
L(xk,x˙k, t)dt+ ε
d
dt˜
t2∫
t1
d
dt
f(x1, ..., xk)dt, (3.18)
Implying that
L(x˜k, ˜˙x
k
, t˜) =
dt
dt˜
d
dt
∫
L(xk,x˙k, t)dt+ ε
dt
dt˜
d
dt
∫
d
dt
f(x1, ..., xk)dt. (3.19)
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If we put the lower limit to be zero,and the upper limit any value, Eq.(3.19)
becomes:
dt˜
dt
L(x˜k, ˜˙x
k
, t˜) = L(xk, x˙k, t) + ε
d
dt
f(x1, ..., xk) (3.20)
From the transformation given by Eq.(3.12) we have:
t˜ = t+ εξ,
x˜k = xk + εηk,
˜˙x
k
= x˙k + εη˙k,
dt˜
dt
= 1 + εdξ
dt
.
(3.21)
Substituting Eq.(3.20) into Eq.(3.21) gives,
(1 + ε
dξ
dt
)[L(xk + εηk, x˙k + εη˙k, t+ εξ) = L(xk, x˙k, t) + ε
d
dt
f(x1, ..., xk). (3.22)
Rewriting above equation,
(1 + ε
dξ
dt
)[L(xk, x˙k, t) + εηk
dL
dxk
+ εη˙k
dL
dx˙k
+ εξ
dL
dt
] = L(xk, x˙k, t) + ε
d
dt
f(x1, ..., xk),
(3.23)
And simplifying we get
(ξ
d
dt
+ ηk
d
dxk
+ η˙k
d
dx˙k
)L+ L(xk, x˙k, t)
dξ
dt
=
df
dt
. (3.24)
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The above equation can be written in an convenient form as:
XL+ LDtξ = Dtf. (3.25)
The above equation is called the Noether symmetry formula, and the Noether
symmetry generator for a given Lagrangian ,X, is the one that satisfies the formula
given by Eq.(3.25).
Definition 3.6 A Lie-Backlund operator X is called a Noether symmetry if it
satisfies the Noether symmetry formula,
XL+ LDiξi = Difi, fi ∈ =, i = 1, 2, ..., n. (3.26)
Theorem 3.5 If X, X˜ are two equivalent Lie-Backlund operators. Then
X is a Noether symmetry if and only if X˜ is.
Corollary 3.6 Any Noether symmetry is equivalent to a strict Noether symmetry.
3.3 Example on Noether Symmetries for a
Given Lagrangian
Consider the Lagrangian
L =
1
2
y′2 − 1
2
y2. (3.27)
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Using the Euler-Lagrange equation, we can find the differential equation admitted
by this Lageangian
dL
dy
=
d
dx
dL
dy′
. (3.28)
By substituting the above Lagrangian in Eq.(3.28) we get
d
dy
(
1
2
y′2 − 1
2
y2) =
d
dx
d
dy′
(
1
2
y′2 − 1
2
y2), (3.29)
which yields the differential equation,
y′′ + y = 0. (3.30)
The Noether symmetry formula is given by
XL+ LDxξ = Dxf, (3.31)
and the symmetry generator X is given by
X = ξ
∂
∂x
+ η
∂
∂y
+ η1
∂
∂y′
, (3.32)
where η1 takes the form:
η1 = ηx + y
′ηy − y′ξx − y′2ξy (3.33)
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and
Dx =
∂
∂x
+ y′
∂
∂y
. (3.34)
Computing each of the term in Eq.(3.31), we obtain
y′ηx − yη + y′2(ηy − ξx − ξy) + (1
2
y′2 − 1
2
y2)(ξx + y
′ξy) = fx + y′fy, (3.35)
by comparing the coefficient of the derivatives of y and the constant term of the
above equation yields the following system of differential equations:
y′3 : ξy = 0, (3.36)
y′2 : ηy − 1
2
ξx = 0, (3.37)
y′ : ηx − 1
2
y2ξy − fy = 0, (3.38)
1 : −1
2
y2ξx − yη − fx = 0. (3.39)
We conclude from Eq.(3.36) that:
ξ = R1(x), (3.40)
substituting Eq.(3.40) in Eq.(3.37) and integrating over y gives,
η =
1
2
R1(x)xy +R2(x). (3.41)
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Substituting the value of η in Eq.(3.38) gives,
1
2
R1(x)xxy +R2(x)x − fy = 0, (3.42)
integrate Eq.(3.42) over y we obtain
f(x, y) =
1
4
R1(x)xxy
2 +R2(x)xy +R3(x). (3.43)
Use Eqs.(3.40), (3.41) and (3.43) in Eq.(3.39), we get
(
1
4
R1(x)xxx +R1(x)x)y
2 + (R2(x)xx+R2(x))y +R3(x)x = 0, (3.44)
from the above equation we obtain the following differential equations:
1
4
R1(x)xxx +R1(x)x = 0,
R2(x)xx+R2(x) = 0,
R3(x)x = 0.
(3.45)
Solving the above equations leads to
R1(x) = c1 + c2 cos 2x+ c3 sin 2x,
R2(x) = c4 cosx+ c5 sinx,
R3(x) = c6. ci ∈ R, i = 1, ..., 6.
(3.46)
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Now, values of ξ, η and f are
ξ = c1 + c2 cos 2x+ c3 sin 2x,
η = (−c2 sin 2x+ c3 cos 2x)y + c4 cosx+ c5 sinx,
f(x, y) = −(c2 cos 2x+ c3 sin 2x)y2 + (−c4 sinx+ c5 cosx)y + c6.
(3.47)
The obtained Noether symmetries and corresponding gauge terms are given by:
X1 =
∂
∂x
, f(x, y) = 0.
X2 = cos 2x
∂
∂x
− y sin 2x ∂
∂y
, f(x, y) = −y2 cos 2x.
X3 = sin 2x
∂
∂x
+ y cos 2x ∂
∂y
, f(x, y) = −y2 sin 2x.
X4 = cosx
∂
∂y
, f(x, y) = −y sinx.
X5 = sinx
∂
∂y
, f(x, y) = y cosx.
(3.48)
3.4 The Metric
Given a two dimensional manifold S, a metric g on S is a function which assigns
to each point p ∈ S a symmetric bilinear positive definite form gp : Tp × Tp → R
and which varies differentially with the points p.
In R3 we have the standard coordinates (x, y, z), and dx, dy, dz are linear forms
means {dxp, dyp, dzp} is a basis of linear functions on Tp(R3).
Therefore any metric on R3 is of the form:
gp =
∑
1≤i,j≤3
gij(p)dx
i ⊗ dxj, if gp is symmetric then gij = gji.
To say that g varies differentially with p means that the functions gij are dif-
ferentiable.
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Example 3.7 Standard metric on (R3) is given by
g = (dx)2 + (dy)2 + (dz)2. (3.49)
The induced metric on the plane x+ y + z = 1 is given by
(dx)2 + (dy)2 + (d(1− x− y))2 = (dx)2 + (dy)2 + (−dx− dy)2
= (dx)2 + (dy)2 + (dx)2 + (dy)2 + 2dxdy
= 2(dx)2 + 2(dy)2 + 2dxdy.
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CHAPTER 4
NOETHER SYMMETRIES
ASSOCIATED WITH BIANCHI
TYPE II METRIC
4.1 Classification of The Noether Symmetries
and their Adjoint Representations
In this section we classify Noether symmetries for Bianchi type II spacetimes
according to the unknown functions involved in the metric representing these
spacetimes. Bianchi type spacetimes play an important role in understanding and
describing the early stages of evolution of the universe. In particular, the study
of Bianchi type II is important because it represents familiar Friedmann type
exact solution of the Einstein field equations. Our purpose here is not to discuss
the relativistic properties of the model but to focus on classifying the Noether
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symmetries of such spacetimes for the unknown functions of time. Mathematically,
these models are represented by a spacetime metric:
ds2 = −dt2 + A(t)2dx2 +B(t)2(dy2 + x2dz2 − 2xdydz) + C(t)2dz2. (4.1)
The Lagrangian associated with this metric is given by,
L = −t˙2 + A(t)2x˙2 +B(t)2(y˙2 + x2z˙2 − 2xy˙z˙) + C(t)2z˙2, (4.2)
where the dot (.) represents derivative with respect to the parameter ′s′.
Since we are dealing with 4-spacetimes geometry, we write the form of the Noether
vector field as
X = µ
∂
∂s
+ τ
∂
∂t
+ ξ
∂
∂x
+ η
∂
∂y
+ ϕ
∂
∂z
+ τ 1
∂
∂t˙
+ ξ1
∂
∂x˙
+ η1
∂
∂y˙
+ ϕ1
∂
∂z˙
, (4.3)
where µ, τ, ξ, η, ϕ are functions of s, t, x, y, z. In this equation the
τ 1, ξ1, η1, ϕ1 are the prolongations given by the formula:
τ 1 = Dsτ − t˙Dsµ,
ξ1 = Dsξ − x˙Dsµ,
η1 = Dsη − y˙Dsµ,
ϕ1 = Dsϕ− z˙Dsµ,
(4.4)
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with
Ds =
∂
∂s
+ t˙
∂
∂t
+ x˙
∂
∂x
+ y˙
∂
∂y
+ z˙
∂
∂z
(4.5)
is the total differential operator.
Applying the Noether symmetry formula given by
XL+ LDsµ = Dsf, (4.6)
on the Lagrangian given by (4.2), we obtain
[µ ∂
∂s
+ τ ∂
∂t
+ ξ ∂
∂x
+ η ∂
∂y
+ ϕ ∂
∂z
+ τ 1 ∂
∂t˙
+ ξ1 ∂
∂x˙
+ η1 ∂
∂y˙
+ ϕ1 ∂
∂z˙
][−t˙2 + A(t)2x˙2+
B(t)2(y˙2 + x2z˙2 − 2xy˙z˙) + C(t)2z˙2] + [−t˙2 + A(t)2x˙2 +B(t)2(y˙2 + x2z˙2 − 2xy˙z˙)+
C(t)2z˙2][ ∂
∂s
+ t˙ ∂
∂t
+ x˙ ∂
∂x
+ y˙ ∂
∂y
+ z˙ ∂
∂z
]µ = [ ∂
∂s
+ t˙ ∂
∂t
+ x˙ ∂
∂x
+ y˙ ∂
∂y
+ z˙ ∂
∂z
]f
(4.7)
Treating above equation as a polynomial in derivatives of (t, x, y, z), we obtain
an over determined system of differential equations, given by:
t˙3 : µt = 0, (4.8)
x˙3 : A2µx = 0, (4.9)
y˙3 : B2µy = 0, (4.10)
z˙3 : (C2 +B2x2)µz = 0, (4.11)
t˙2 : µs − 2τt = 0, (4.12)
x˙2 : 2AA′τ + 2A2ξx − A2µs = 0, (4.13)
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y˙2 : 2BB′τ + 2B2ηy −B2µs − 2B2xϕy = 0, (4.14)
z˙2 : 2B2xξ+2BB′x2τ+2CC ′τ−2B2xηz −C2µs−B2x2µs+2C2ϕz+2B2x2ϕz = 0,
(4.15)
t˙x˙ : A2ξt − τx = 0, (4.16)
t˙y˙ : B2ηt − τy −B2xϕt = 0, (4.17)
t˙z˙ : −B2xηt − τz + C2ϕt +B2x2ϕt = 0, (4.18)
x˙y˙ : B2ηx + A
2ξy −B2xϕx = 0, (4.19)
x˙z˙ : −B2xηx + A2ξz + C2ϕx +B2x2ϕx = 0, (4.20)
y˙z˙ : −B2ξ−2BB′xτ−B2xηy+B2ηz+B2xµs+C2ϕy+B2x2ϕy−B2xϕz = 0, (4.21)
t˙ : ft + 2τs = 0, (4.22)
x˙ : −fx + 2A2ξs = 0, (4.23)
y˙ : −fy + 2B2ηs − 2B2xϕs = 0, (4.24)
z˙ : −fz − 2B2xηs + 2C2ϕs + 2B2x2ϕs = 0, (4.25)
1 : fs = 0. (4.26)
From Eqs.(4.8-4.11) it is clear that µ = µ(s), whereas from Eq.(4.26) we find that
f = f(t, x, y, z).
In order to determine the Noether symmetries, we now differentiate Eq.(4.22) with
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respect to ′s′ we get τss = 0, and therefore
τ = r1(t, x, y, z) + r2(t, x, y, z)s. (4.27)
Now differentiate Eq.(4.12) with respect to ′s′ twice we get µsss = 0, and since µ
is a function of ′s′ only, it takes the following form:
µ =
α1
2
s2 + α2s+ α3, (4.28)
where α1, α2, α3 are constants. Now differentiate Eq.(4.23) with respect to
′s′
we obtain ξss = 0 , which suggests that ξ takes the form:
ξ = r3(t, x, y, z) + r4(t, x, y, z)s. (4.29)
Now, differentiating Eqs.(4.24) and (4.25) with respect to ′s′ we get ηss = 0 and
ϕss = 0. Therefore, η and ϕ have the following form:
η = r5(t, x, y, z) + r6(t, x, y, z)s, (4.30)
ϕ = r7(t, x, y, z) + r8(t, x, y, z)s. (4.31)
Using the above values of µ and τ in Eq.(4.12) we get the following equation:
α2 + α1s =
∂r1
∂t
+
∂r2
∂t
s, (4.32)
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by comparing the coefficients of ′s′ and then integrating over ′t′ we obtain
r2 =
α1
2
t+ r9(x, y, z),
r1 =
α2
2
t+ r10(x, y, z).
(4.33)
In the light of the above equations τ becomes:
τ =
α2
2
t+ r10(x, y, z) + (
α1
2
t+ r9(x, y, z))s. (4.34)
Substitute the values of τ and ξ in Eq.(4.16) leads to
A2(
∂r3
∂t
+
∂r4
∂t
s) =
∂r10
∂x
+
∂r9
∂x
s. (4.35)
Integrating the above equation over ′t′ and comparing the coefficients of ′s′ yields,
r3 = (
∫
1
A2
dt)∂r10
∂x
+ r11(x, y, z),
r4 = (
∫
1
A2
dt)∂r9
∂x
.
(4.36)
Using the above results in Eq.(4.29) we obtain,
ξ = (
∫
1
A2
dt)
∂r10
∂x
+ r11(x, y, z) + (
∫
1
A2
dt)
∂r9
∂x
s. (4.37)
Using above results in Eq.(4.22) and integrating f with respect to time, we obtain
f = −α1
2
t2 − 2r9(x, y, z)t+ r12(x, y, z). (4.38)
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At this stage we substitute the values of τ , η and ϕ in Eq.(4.17) and then com-
paring the coefficients of ′s′ and integrating the resulting equation over ′t′, we
arrive at following expressions:
r5 − xr7 =
∫
1
B2
dt
∂r10
∂y
+ r13(x, y, z), (4.39)
r6 − xr8 =
∫
1
B2
dt
∂r9
∂y
. (4.40)
Now, using the values of ξ, η and ϕ in Eq.(4.19) gives,
∂r5
∂x
− x∂r7
∂x
= −A
2
B2
∫
1
A2
dt
∂2r10
∂x∂y
− A
2
B2
∂r11
∂y
, (4.41)
∂r6
∂x
− x∂r8
∂x
= −A
2
B2
∫
1
A2
dt
∂2r9
∂x∂y
. (4.42)
At this stage we use Eqs.(4.39) and (4.40) into Eqs.(4.41) and (4.43) respectively,
and get
r5 = (−A2B2
∫
1
A2
dt− ∫ 1
B2
dt)x∂
2r10
∂x∂y
+
∫
1
B2
dt∂r10
∂y
−A2
B2
x∂r11
∂y
+ r13(x, y, z)− x∂r13∂x ,
r6 = (−A2B2
∫
1
A2
dt− ∫ 1
B2
dt)x ∂
2r9
∂x∂y
+
∫
1
B2
dt∂r9
∂y
,
r7 = (−A2B2
∫
1
A2
dt− ∫ 1
B2
dt)∂
2r10
∂x∂y
− A2
B2
∂r11
∂y
− ∂r13
∂x
,
r8 = (−A2B2
∫
1
A2
dt− ∫ 1
B2
dt) ∂
2r9
∂x∂y
.
(4.43)
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Using above results into Eqs.(4.30) and (4.31), η and ϕ take the form:
η = (−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)x
∂2r10
∂x∂y
+
∫
1
B2
dt
∂r10
∂y
− A
2
B2
x
∂r11
∂y
+ r13(x, y, z)− x∂r13
∂x
+ [(−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)x
∂2r9
∂x∂y
+
∫
1
B2
dt
∂r9
∂y
]s,
(4.44)
ϕ = (−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)
∂2r10
∂x∂y
− A
2
B2
∂r11
∂y
+ [(−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)
∂2r9
∂x∂y
]s
− ∂r13
∂x
(4.45)
At this stage µ, τ , ξ, η, ϕ, and f have the following form:
µ =
α1
2
s2 + α2s+ α3, (4.46)
τ =
α2
2
t+ r10(x, y, z) + (
α1
2
t+ r9(x, y, z))s, (4.47)
ξ = (
∫
1
A2
dt)
∂r10
∂x
+ r11(x, y, z) + (
∫
1
A2
dt)
∂r9
∂x
s, (4.48)
η = (−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)x
∂2r10
∂x∂y
+
∫
1
B2
dt
∂r10
∂y
− A
2
B2
x
∂r11
∂y
+ r13(x, y, z)− x∂r13
∂x
+ [(−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)x
∂2r9
∂x∂y
+
∫
1
B2
dt
∂r9
∂y
]s,
(4.49)
ϕ = (−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)
∂2r10
∂x∂y
− A
2
B2
∂r11
∂y
+ [(−A
2
B2
∫
1
A2
dt−
∫
1
B2
dt)
∂2r9
∂x∂y
]s
− ∂r13
∂x
(4.50)
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f = −α1
2
t2 − 2r9(x, y, z)t+ r12(x, y, z). (4.51)
Differentiating Eq.(4.23) with respect to ′t′ yields,
(1 + AA′
∫
1
A2
dt)
∂r9
∂x
= 0. (4.52)
From above equation the following 3 possibilities arise:
(a) (1 + AA′
∫
1
A2
dt) 6= 0, ∂r9
∂x
= 0,
(b) (1 + AA′
∫
1
A2
dt) = 0, ∂r9
∂x
6= 0,
(c) (1 + AA′
∫
1
A2
dt) = 0, ∂r9
∂x
= 0.
Let us first consider the case (a), since ∂r9
∂x
= 0, then r9 = r9(y, z), using this result
in Eq.(4.23) we get ∂r12
∂x
= 0, which means that r12 = r12(y, z).
Differentiate Eq.(4.13) with respect to ′s′ we get
2A′(
α1
2
t+ r9(y, z))− α1A = 0. (4.53)
Differentiating the above equation with respect to ′z′ implies that A′ ∂r9
∂z
= 0,
which has the following 3 possibilities:
(i) A′ = 0, ∂r9
∂z
6= 0,
(ii) A′ 6= 0, ∂r9
∂z
= 0,
(iii) A′ = 0, ∂r9
∂z
= 0.
For case (i): A′ = 0 ⇒ A = β1, where β1 is constant. Using A′ = 0 in Eq.(4.53),
one immediately finds that α1 = 0.
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Now, we can rewrite Eqs.(4.46-4.51) as:
µ = α2s+ α3, (4.54)
τ =
α2
2
t+ r10(x, y, z) + r9(y, z)s, (4.55)
ξ =
1
β21
t
∂r10
∂x
+ r11(x, y, z), (4.56)
η = (− 1
B2
t−
∫
1
B2
dt)x
∂2r10
∂x∂y
+
∫
1
B2
dt
∂r10
∂y
− β
2
1
B2
x
∂r11
∂y
+
∫
1
B2
dt
∂r9
∂y
s− x∂r13
∂x
+ r13(x, y, z),
(4.57)
ϕ = (− 1
B2
t−
∫
1
B2
dt)
∂2r10
∂x∂y
− β
2
1
B2
∂r11
∂y
− ∂r13
∂x
, (4.58)
f = −2r9(y, z)t+ r12(y, z). (4.59)
Continuing to determine the unknowns in the coefficients determining Noether
symmetries, now we differentiate Eq.(4.18) with respect to ′s′ to get
x
∂r9
∂y
+
∂r9
∂z
= 0, (4.60)
the above equation implies that ∂r9
∂z
= 0. This suggests that case (i) does not
satisfy Eq.(4.18). Thus this case is excluded.
Now, we will consider the case (a iii): A = β1,
∂r9
∂z
= 0, which implies that
r9 = r9(y).
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Put ∂r9
∂z
= 0 in Eq.(4.60) we get ∂r9
∂y
= 0, and therefore r9 = α4.
Substitute the values of µ and ξ in Eq.(4.13) we obtain
1
β21
t
∂2r10
∂x2
+
∂r11
∂x
=
α2
2
. (4.61)
Differentiating the above equation with respect to ′t′ yields ∂
2r10
∂x2
= 0, suggesting
that r10 = r14(y, z)x+ r15(y, z).
Now, substitute ∂
2r10
∂x2
= 0 in Eq.(4.61) we have ∂r11
∂x
= α2
2
, and therefore r11 =
α2
2
x+ r16(y, z).
From Eqs.(4.24) and (4.25), we obtain ∂r12
∂y
= 0 and ∂r12
∂z
= 0, which means that
r12 = α5.
Now, the Eqs.(4.54-4.59) take the form:
µ = α2s+ α3, (4.62)
τ =
α2
2
t+ r14(y, z)x+ r15(y, z) + α4s, (4.63)
ξ =
1
β21
r14(y, z)t+
α2
2
x+ r16(y, z), (4.64)
η =
∫
1
B2
dt
∂r15
∂y
− 1
B2
xt
∂r14
∂y
− β
2
1
B2
x
∂r16
∂y
+ r13(x, y, z)− x∂r13
∂x
, (4.65)
ϕ = (− 1
B2
t−
∫
1
B2
dt)
∂r14
∂y
− β
2
1
B2
∂r16
∂y
− ∂r13
∂x
, (4.66)
f = −2α4t+ α5. (4.67)
Differentiating Eq.(4.15) with respect to ′s′ leads to
α4(BB
′x2 + CC ′) = 0, (4.68)
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which gives the following 5 possibilities:
(I) α4 6= 0, B′ = 0 and C ′ = 0,
(II) α4 = 0, B
′ 6= 0 and C ′ 6= 0,
(III) α4 = 0, B
′ = 0 and C ′ 6= 0,
(IV) α4 = 0, B
′ 6= 0 and C ′ = 0,
(V) α4 = 0, B
′ = 0 and C ′ = 0.
Now, consider the case (a iii I):
A = β1, B = β2, and C = β3, where β1, β2 and β3 are constants.
From Eq.(4.15) we get
2xt∂
2r15
∂y∂z
+ 2xt2 ∂
2r14
∂y∂z
+ 2β22x
∂r13
∂z
+ β23α2 + 2
β21β
2
3
β22
∂2r16
∂y∂z
+2β23
∂2r13
∂x∂z
+ 4
β23
β22
t∂
2r14
∂y∂z
− 2β22
β21
xt r14(y, z)− 2β22x r14(y, z) = 0,
(4.69)
differentiate the above equation with respect to ′x′ and then with respect to ′t′
two times, we obtain ∂
2r14
∂y∂z
= 0, which implies that r14 = r17(y) + r18(z).
Substitute the value of r14 in Eq.(4.69) and then differentiate with respect to
′x′, ′t′
we get
∂2r15
∂y∂z
− β
2
2
β21
r17(y)− β
2
2
β21
r18(z) = 0, (4.70)
now, differentiate the above equation with respect to ′y′,′z′, we obtain
∂4r15
∂y2∂z2
= 0, and therefore r15 = yr21(z) + r22(z) + zr19(y) + r20(y).
Put the value of r15 in Eq.(4.70) we get
∂r21
∂z
+
∂r19
∂y
=
β22
β21
r17(y) +
β22
β21
r18(z), (4.71)
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differentiate the above equation with respect to ′y′ we obtain ∂
2r19
∂y2
=
β22
β21
∂r17
∂y
, which
implies that r19(y) =
β22
β21
∫
r17(y)dy + α6y+α7. Differentiating Eq.(4.71) with re-
spect to ′z′ gives r21(z) =
β22
β21
∫
r18(z)dz + α8z+α9.
Substituting the values of r19 and r21 in Eq.(4.71) gives α6 = −α8.
Now Eqs.(4.62-4.67) take the form:
µ = α2s+ α3, (4.72)
τ = x(r17(y) + r18(z)) +
β22
β21
y
∫
r18(z)dz+
β22
β21
z
∫
r17(y)dy + r22(z) + r20(y) +
α2
2
t
+ α7z + α9y + α4s,
(4.73)
ξ =
1
β21
t(r17(y) + r18(z)) + r16(y, z) +
α2
2
x, (4.74)
η =
1
β22
t(
β22
β21
∫
r18(z)dz+
β22
β21
zr17(y) +
∂r20
∂y
+ α9)− 1
β22
xt
∂r17
∂y
− β
2
1
β22
x
∂r16
∂y
− x∂r13
∂x
r13(x, y, z),
(4.75)
ϕ = −β
2
1
β22
∂r16
∂y
− ∂r13
∂x
− 2
β22
t
∂r17
∂y
, (4.76)
f = −2α4t+ α5. (4.77)
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At this stage we substitute the value of µ, τ , η, φ into Eq.(4.14) to get:
2
β22
β21
tz
∂r17
∂y
+ 2xt
∂2r17
∂y2
+ 2β22
∂r13
∂y
+ 2t
∂2r20
∂y2
− β22α2 = 0, (4.78)
differentiating above equation with respect to ′t′, ′z′ we obtain ∂r17
∂y
= 0, this
suggests that r17 = α10. Thus, Eq.(4.78) becomes:
2β22
∂r13
∂y
+ 2t
∂2r20
∂y2
− β22α2 = 0. (4.79)
Differentiating Eq.(4.79) with respect to ′t′ yields ∂
2r20
∂y2
= 0, which implies that
r20(y) = α11y + α12.
Substituting the value of r20(y) into Eq.(4.79) gives
∂r13
∂y
= α2
2
, and therefore
r13(x, y, z) =
α2
2
y + r23(x, z).
Now, we can rewrite Eqs.(4.72-4.77) as:
µ = α2s+ α3, (4.80)
τ = xr18(z) +
β22
β21
y
∫
r18(z)dz+r22(z) +
β22
β21
α10yz + α10x+
α2
2
t+ α7z + α4s+ α12
+ (α9 + α11)y,
(4.81)
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ξ =
1
β21
t(α10 + r18(z)) + r16(y, z) +
α2
2
x, (4.82)
η =
1
β22
t(
β22
β21
∫
r18(z)dz+
β22
β21
α10z + α9 + α11)− β
2
1
β22
x
∂r16
∂y
+ r23(x, z)− x∂r23
∂x
+
α2
2
y,
(4.83)
ϕ = −β
2
1
β22
∂r16
∂y
− ∂r23
∂x
, (4.84)
f = −2α4t+ α5. (4.85)
From Eq.(4.18) we obtain
β22
β21
x
∫
r18(z)dz+
β22
β21
yr18(z) + x
∂r18
∂z
+ ∂r22
∂z
+
β22
β21
α10xz
+
β22
β21
α10y + (α9 + α11)x+ α7 = 0,
(4.86)
we noe differentiate above equation with respect to ′y′ and obtain r18 = −α10.
In the light of above calculations, Eq.(4.86) becomes:
∂r22
∂z
+ (α9 + α11)x+ α7 = 0, (4.87)
now, differentiating above equation with respect to ′x′ yields α9 = −α11. using
this in Eq.(4.87) we get ∂r22
∂z
= −α7, which implies that r22(z) = −α7z + α13.
Now, Eqs.(4.80-4.85) have the following form:
µ = α2s+ α3, (4.88)
τ =
α2
2
t+ α4s+ α14, (4.89)
ξ =
α2
2
x+ r16(y, z), (4.90)
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η = −β
2
1
β22
x
∂r16
∂y
+ r23(x, z)− x∂r23
∂x
+
α2
2
y, (4.91)
ϕ = −β
2
1
β22
∂r16
∂y
− ∂r23
∂x
, (4.92)
f = −2α4t+ α5. (4.93)
In order to determine the remaining unknowns in Eqs.(4.90-4.92), we proceed as
follows:
substituting the values of ξ, η, φ into Eq.(4.20) leads to
β21x
∂r16
∂y
+ β21
∂r16
∂z
− β23
∂2r23
∂x2
= 0, (4.94)
Differentiate above equation with respect to ′x′, ′y′ we get ∂
2r16
∂y2
= 0 , which implies
that r16(y, z) = r24(z)y + r25(z).
Also, differentiating Eq.(4.94) with respect to ′y′ gives ∂
2r16
∂y∂z
= 0 , implying that
∂r24
∂z
= 0 , giving r24 = α15.
Using the value of r16 in Eq.(4.94) and then differentiating the resulting equation
with respect to ′x′ we obtain, ∂
3r23
∂x3
=
β21
β23
α15, which implies that r23(x, z) =
β21
β23
α15
x3
6
+ r26(z)
x2
2
+ r27(z)x+ r28(z).
In the light of above calculations we can rewrite Eqs.(4.88-4.93) as follows:
µ = α2s+ α3, (4.95)
τ =
α2
2
t+ α4s+ α14, (4.96)
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ξ = r25(z) +
α2
2
x+ α15y, (4.97)
η = −x
2
2
r26(z) + r28(z)− β
2
1
β23
α15
x3
3
− β
2
1
β23
α15 x+
α2
2
y, (4.98)
ϕ = −x r26(z)− r27(z)− β
2
1
β23
α15
x2
2
− β
2
1
β23
α15, (4.99)
f = −2α4t+ α5. (4.100)
At this stage we substitute values of µ, τ , ξ, η, andφ into Eq.(4.21) to get:
x2
∂r26
∂z
− 2r25(z) + 2∂r28
∂z
+ 2x
∂r27
∂z
− 2α15y = 0, (4.101)
differentiating above equation with respect to ′y′ once and ′x′ twice respectively
gives,α15 = 0 and r26 = α16. Substituting the values of r26 and α15 into
Eq.(4.101) and then differentiating the resulting equation with respect to ′x′ yields
r27 = α17. Now, Eq.(4.101) reduces to
∂r28
∂z
= r25(z), which implies that r28(z) =∫
r25(z)dz+α18.
At this stage, the Eqs.(4.95-4.100) take the form:
µ = α2s+ α3, (4.102)
τ =
α2
2
t+ α4s+ α14, (4.103)
ξ = r25(z) +
α2
2
x, (4.104)
η =
∫
r25(z)dz − α16x
2
2
+
α2
2
y + α18, (4.105)
ϕ = −α16 x− α17, (4.106)
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f = −2α4t+ α5. (4.107)
It is clear from the above set that we are left with only one unknown r25(z), to
determine this, we proceed as follows:
from Eq.(4.15), we obtain β23 α2 = 0, implying that α2 = 0. And from Eq.(4.20)
we have β21
∂r25
∂z
− β23α16 = 0, which implies that r25(z) = β
2
3
β21
α16z + α19.
Finally, we obtain the following form for µ, τ , ξ, η, φ and f :
µ = α3, (4.108)
τ = α4s+ α14, (4.109)
ξ =
β23
β21
α16z + α19, (4.110)
η =
β23
β21
α16
z2
2
− α16x
2
2
+ α19z + α18, (4.111)
ϕ = −α16 x− α17, (4.112)
f = −2α4t+ α5. (4.113)
Therefore, we obtain the following Noether symmetries and adjoint representa-
tions for the case(a ii III):
Case 1:
A′ = 0, B′ = 0, andC ′ = 0.
The Noether symmetries are:
X1 =
∂
∂s
, X2 = s
∂
∂t
; f = −2t,X3 = z ∂∂x − x
2
2
∂
∂y
+ z
2
2
∂
∂y
− x ∂
∂z
X4 =
∂
∂t
, X5 =
∂
∂x
+ z ∂
∂y
, X6 =
∂
∂y
, X7 = − ∂∂z .
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The commutator table for these symmetries is given by
[Xi, Xj] X1 X2 X3 X4 X5 X6 X7
X1 0 X4 0 0 0 0 0
X2 −X4 0 0 0 0 0 0
X3 0 0 0 0 −X7 0 X5
X4 0 0 0 0 0 0 0
X5 0 0 X7 0 0 0 X6
X6 0 0 0 0 0 0 0
X7 0 0 −X5 0 −X6 0 0
Table 4.1: The commutator table for the case 1
From the above table, one can find the adjoint representations for these symme-
tries, these representations are given by the following matrices:
ad(X1) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

, ad(X2) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

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ad(X3) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 −1 0 0

, ad(X4) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

ad(X5) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 1 0 0 0 0

, ad(X6) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

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ad(X7) =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0

In the classification of the Noether symmetries, several cases arise. While
solving for these symmetries, some of the cases are either leading to inconsistent
system or being a special cases of the others. All such cases are excluded. There
is a total of 13 cases for which the Noether symmetries are calculated. In the
rest of this chapter we only list our main results without giving the detailed
calculations.
Case 2:
A′ = 0, B′ = 0, C ′ 6= 0 and C ′′ = 0,
the values of µ, τ , ξ, η,φ and f are:
µ = α2s+ α3, (4.114)
τ =
α2
2
t+ α6, (4.115)
ξ =
α2
2
x+ α7, (4.116)
η =
α2
2
y + α7z + α8, (4.117)
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ϕ = −α9, (4.118)
f = α5. (4.119)
The obtained Noether symmetries are:
X1 = s
∂
∂s
+ t
2
∂
∂t
+ x
2
∂
∂x
+ y
2
∂
∂y
, X2 =
∂
∂s
,
X3 =
∂
∂t
, X4 =
∂
∂x
+ z ∂
∂y
, X5 =
∂
∂y
, X6 = − ∂∂z .
The commutator table for these symmetries is:
[Xi, Xj] X1 X2 X3 X4 X5 X6
X1 0 −X2 −12X3 −12X4 −12X5 0
X2 X2 0 0 0 0 0
X3
1
2
X3 0 0 0 0 0
X4
1
2
X4 0 0 0 0 X5
X5
1
2
X5 0 0 0 0 0
X6 0 0 0 −X5 0 0
Table 4.2: The commutator table for the case 2
The adioint representations for these symmetries are:
ad(X1) =

0 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1
2
0 0 0
0 0 0 −1
2
0 0
0 0 0 0 −1
2
0
0 0 0 0 0 0

ad(X2) =

0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

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ad(X3) =

0 0 0 0 0 0
0 0 0 0 0 0
1
2
0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

ad(X4) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1
2
0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0

ad(X5) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1
2
0 0 0 0 0
0 0 0 0 0 0

ad(X6) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 0 0

Case 3:
A′ = 0, B′ = 0, C ′ 6= 0 and C ′′ 6= 0,
the values of µ, τ , ξ, η,φ and f are given by
µ = α3, (4.120)
τ = 0, (4.121)
ξ = α7, (4.122)
η = α7z + α8, (4.123)
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ϕ = −α9, (4.124)
f = α5. (4.125)
The Noether symmetries are:
X1 =
∂
∂s
, X2 =
∂
∂x
+ z ∂
∂y
, X3 =
∂
∂y
, X4 = − ∂∂z .
The commutator table for these symmetries is:
[Xi, Xj] X1 X2 X3 X4
X1 0 0 0 0
X2 0 0 0 X3
X3 0 0 0 0
X4 0 −X3 0 0
Table 4.3: The commutator table for the case 3
The adjoint representations for these symmetries are:
ad(X1) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

, ad(X2) =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

ad(X3) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

, ad(X4) =

0 0 0 0
0 0 0 0
0 −1 0 0
0 0 0 0

.
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Case 4:
A′ = 0, B′ 6= 0 and C ′ = 0,
the values of µ, τ , ξ, η,φ and f are given by
µ = α3, (4.126)
τ = 0, (4.127)
ξ = α7z + α8, (4.128)
η = −α7x
2
2
+ α7
z2
2
+ α8z + α9, (4.129)
φ = −α7x− α10, (4.130)
f = α5. (4.131)
The Noether symmetries are:
X1 =
∂
∂s
, X2 = z
∂
∂x
− x2
2
∂
∂y
+ z
2
2
∂
∂y
− x ∂
∂z
,
X3 =
∂
∂x
+ z ∂
∂y
, X4 =
∂
∂y
, X5 = − ∂∂z .
The commutator table for these symmetries is:
[Xi, Xj] X1 X2 X3 X4 X5
X1 0 0 0 0 0
X2 0 0 −X5 0 X3
X3 0 X5 0 0 X4
X4 0 0 0 0 0
X5 0 −X3 −X4 0 0
Table 4.4: The commutator table for the case 4
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The adjoint representations for these symmetries are:
ad(X1) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

, ad(X2) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 −1 0 0

ad(X3) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 1 0 0 0

, ad(X4) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

ad(X5) =

0 0 0 0 0
0 0 0 0 0
0 −1 0 0 0
0 0 −1 0 0
0 0 0 0 0

.
Case 5:
A′ = 0, B′ 6= 0 and C ′ 6= 0,
It is similar to the case 3.
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Case 6:
A′ 6= 0, A′′ = 0, and A = B = C,
the values of µ, τ , ξ, η,φ and f are given by
µ = α1
s2
2
+ α2s+ α3, (4.132)
τ =
α1
2
st+
α2
2
t+ α4s+ α6, (4.133)
ξ = α7, (4.134)
η = α7z + α8, (4.135)
φ = −α9, (4.136)
f = −α1
2
t2 − 2α4t+ α5. (4.137)
The Noether symmetries are:
X1 =
s2
2
∂
∂s
+ ts
2
∂
∂t
; f = − t2
2
,
X2 = s
∂
∂s
+ t
2
∂
∂t
, X3 =
∂
∂t
, X4 =
∂
∂s
, X5 = s
∂
∂t
; f = −2t
X6 =
∂
∂x
+ z ∂
∂y
, X7 =
∂
∂y
, X8 = − ∂∂z .
The commutator table for these symmetries is given by
[Xi, Xj] X1 X2 X3 X4 X5 X6 X7 X8
X1 0 −X1 12X5 −X2 0 0 0 0
X2 X1 0 −12X3 −X4 X5 0 0 0
X3 −12X5 12X3 0 0 0 0 0 0
X4 X2 X4 0 0 X3 0 0 0
X5 0 −X5 0 −X3 0 0 0 0
X6 0 0 0 0 0 0 0 X7
X7 0 0 0 0 0 0 0 0
X8 0 0 0 0 0 −X7 0 0
Table 4.5: The commutator table for the case 6
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The adjoint representations for these symmetries are:
ad(X1) =

0 −1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1
2
0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ad(X2) =

1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 −1
2
0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

65
ad(X3) =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 1
2
0 0 0 0 0 0
0 0 0 0 0 0 0 0
−1
2
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ad(X4) =

0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

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ad(X5) =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ad(X6) =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0

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ad(X7) =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ad(X8) =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0

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Case 7:
A′ 6= 0, A′′ 6= 0, B′′ = 0 and C ′′ = 0,
the values of µ, τ , ξ, η,φ and f are given by
µ = α2s+ α3, (4.138)
τ =
α2
2
t+ α6, (4.139)
ξ = 0, (4.140)
η = α7, (4.141)
φ = −α8, (4.142)
f = α5. (4.143)
The Noether symmetries are:
X1 = s
∂
∂s
+ t
2
∂
∂t
, X2 =
∂
∂s
,
X3 =
∂
∂t
, X4 =
∂
∂y
, X5 = − ∂∂z .
The commutator table for these symmetries is given by
[Xi, Xj] X1 X2 X3 X4 X5
X1 0 −X2 −12X3 0 0
X2 X2 0 0 0 0
X3
1
2
X3 0 0 0 0
X4 0 0 0 0 0
X5 0 0 0 0 0
Table 4.6: The commutator table for the case 7
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The adjoint representations for these symmetries are:
ad(X1) =

0 0 0 0 0
0 −1 0 0 0
0 0 −1
2
0 0
0 0 0 0 0
0 0 0 0 0

, ad(X2) =

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

ad(X3) =

0 0 0 0 0
0 0 0 0 0
1
2
0 0 0 0
0 0 0 0 0
0 0 0 0 0

, ad(X4) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

ad(X5) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

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Case 8:
A′ 6= 0, A′′ 6= 0, B′ = 0 and C ′′ = 0,
the values of µ, τ , ξ, η,φ and f are given by
µ = α3, (4.144)
τ = α6, (4.145)
ξ = 0, (4.146)
η = α7, (4.147)
φ = −α8, (4.148)
f = α5. (4.149)
The Noether symmetries are:
X1 =
∂
∂s
, X2 =
∂
∂t
, X3 =
∂
∂y
, X4 = − ∂∂z .
The commutator table for these symmetries is given by
[Xi, Xj] X1 X2 X3 X4
X1 0 0 0 0
X2 0 0 0 0
X3 0 0 0 0
X4 0 0 0 0
Table 4.7: The commutator table for the case 8
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The adjoint representations for these symmetries are:
ad(X1) = ad(X2) = ad(X3) = ad(X4) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

Case 9:
A′ 6= 0, A′′ 6= 0, B = B(t) and C ′′ = 0,
the values of µ, τ , ξ, η,φ and f are given by
µ = α3, (4.150)
τ = 0, (4.151)
ξ = 0, (4.152)
η = α7, (4.153)
φ = −α8, (4.154)
f = α5. (4.155)
The Noether symmetries are:
X1 =
∂
∂s
, X2 =
∂
∂y
, X3 = − ∂∂z .
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The commutator table for these symmetries is given by
[Xi, Xj] X1 X2 X3
X1 0 0 0
X2 0 0 0
X3 0 0 0
Table 4.8: The commutator table for the case 9
The adjoint representations for these symmetries are:
ad(X1) = ad(X2) = ad(X3) =

0 0 0
0 0 0
0 0 0

Case 10:
A′ 6= 0, A′′ 6= 0, B = B(t) and C ′′ 6= 0,
it is similar to the case 9.
Case 11:
A′ 6= 0, A′′ = 0, B = (a21t2 + 2a1a2t− a22)
−1
2 and C = C(t),
it is similar to the case 9.
Case 12:
A′ 6= 0, A′′ = 0, B′′ 6= 0 and C = C(t),
it is similar to the case 9.
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Case 13:
A′ 6= 0, A′′ = 0, B′ = 0, C = C(t),
the values of µ, τ , ξ, η,φ and f are given by
µ = α2s+ α3, (4.156)
τ = α2(
t
2
+ 1), (4.157)
ξ = 0, (4.158)
η = α6y + α7, (4.159)
φ = α6z − α8, (4.160)
f = α5. (4.161)
The Noether symmetries are:
X1 = s
∂
∂s
+ ( t
2
+ 1) ∂
∂t
, X2 =
∂
∂s
X3 = y
∂
∂y
+ z ∂
∂z
, X4 =
∂
∂y
, X5 = − ∂∂z .
The commutator table for these symmetries is given by
[Xi, Xj] X1 X2 X3 X4 X5
X1 0 −X2 0 0 0
X2 X2 0 0 0 0
X3 0 0 0 −X4 −X5
X4 0 0 X4 0 0
X5 0 0 X5 0 0
Table 4.9: The commutator table for the case 13
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The adjoint representations for these symmetries are:
ad(X1) =

0 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

, ad(X2) =

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

ad(X3) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 −1 0
0 0 0 0 −1

, ad(X4) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0

ad(X5) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0

.
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4.2 The Killing Form and Classification of the
Lie Algebras
In this section we find the killing form for the Noether symmetries obtained in
the previous section, and classify the type of the Lie algebras of these symmetries.
Case 1:
Let L1 = {X1, X2, X3, X4, X5, X6, X7} be the Lie algebra of symmetries obtained
from case 1, then:
κ(X3, X3) = −2, κ(Xi, Xj) = 0, i = 1,...,7 and j = 1,2,4,5,6,7.
The matrix of κ then:

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −2 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

,
where the ij-entry of the matrix is κ(Xi, Xj).
The center of L1 is given by:
Z(L1) = {x ∈ L1 : [x, y] = 0 for all y ∈ L1}
= {X4, X6}
.
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The radical of L1 is given by:
<(L1) = {x ∈ L1 : k(x, y) = 0 for all y ∈ L1}
= {X1, X2, X4, X5, X6, X7}
.
The derived series of L1 is the series with term:
L
(0)
1 = L1 and L
(k)
1 = [L
(k−1)
1 , L
(k−1)
1 ], k ≥ 1.
Then L1 ⊇ L(1)1 ⊇ L(2)1 ⊇ ...
L
(1)
1 = [L1, L1] = {aX4, bX5, cX6, dX7}. a, b, c, d ∈ R
L
(2)
1 = [L
(1)
1 , L
(1)
1 ] = {mX6}. m ∈ R
L
(3)
1 = [L
(2)
1 , L
(2)
1 ] = {0}.
Therefore, we conclude that L1 is solvable.
Case 2:
Let L2 = {X1, X2, X3, X4, X5, X6}, then:
κ(X1, X1) = 1.75, κ(Xi, Xj) = 0, i = 1,...,6 and j = 2,3,4,5,6.
The matrix of κ then:

1.75 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

.
The center of L2 is given by
Z(L2) = {0}.
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The radical of L2 is given by
<(L2) = {X2, X3, X4, X5, X6}
The derived series of L2 is given by
L
(1)
2 = [L2, L2] = {aX2, bX3, cX4, dX5}. a, b, c, d ∈ R
L
(2)
2 = [L
(1)
2 , L
(1)
2 ]
= {0}.
Therefore, L2 is solvable.
Case 3:
Let L3 = {X1, X2, X3, X4}, then:
κ(Xi, Xj) = 0, i = 1,...,4 and j = 1,...,4.
The matrix of κ then:

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

.
The center of L3 is given by
Z(L3) = {X1, X3}
The radical of L3 is given by
<(L3) = L3.
The derived series of L3 is given by
L
(1)
3 = [L3, L3] = {aX3}. a ∈ R
L
(2)
3 = [L
(1)
3 , L
(1)
3 ] = {0}
.
Therefore, L3 is solvable.
78
Case 4:
Let L4 = {X1, X2, X3, X4, X5}, then:
κ(X2, X2) = −2, κ(Xi, Xj) = 0, i = 1,...,5 and j = 1,3,4,5.
The matrix of κ then:

0 0 0 0 0
0 −2 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

.
The center of L4 is given by
Z(L4) = {X1, X4}
The radical of L4 is given by
<(L4) = {X1, X3, X4, X5}.
The derived series of L4 is given by
L
(1)
4 = [L4, L4] = {aX3, bX4, cX5}. a, b, c ∈ R
L
(2)
4 = [L
(1)
4 , L
(1)
4 ] = {dX4}. d ∈ R
L
(3)
4 = [L
(2)
4 , L
(2)
4 ] = {0}
.
Therefore, L4 is solvable.
Case 5:
it is similar to the case 3.
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Case 6:
Let L6 = {X1, X2, X3, X4, X5, X6, X7, X8}, then:
κ(X1, X4) = −1.5, κ(X1, Xj) = 0, j = 2, 3, ..., 8,
κ(X2, X2) = 3.25, κ(X2, Xi) = 0, i = 3, ..., 8,
κ(Xs, Xm) = 0, s = 3, ..., 8, m = 3, ..., 8
The matrix of κ then:

0 0 0 −1.5 0 0 0 0
0 3.25 0 0 0 0 0 0
0 0 0 0 0 0 0 0
−1.5 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

.
The center of L6 is given by
Z(L6) = {X7}
The radical of L6 is given by
<(L6) = {X3, X5, X6, X7, X8}.
The derived series of L6 is given by
L
(1)
6 = [L6, L6] = {aX1, bX2, cX3, dX4, eX5, fX7}. a, b, c, d, e, f ∈ R
L
(2)
6 = [L
(1)
6 , L
(1)
6 ] = {jX1, hX2,mX3, nX4, rX5}. j, h,m, n, r ∈ R
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L
(3)
6 = [L
(2)
6 , L
(2)
6 ] = L
(2)
6
L
(k)
6 = L
(2)
6 , k ≥ 4.
Therefore, L6 is not solvable.
Case 7:
Let L7 = {X1, X2, X3, X4, X5}, then:
κ(X1, X1) = 1.25, κ(Xi, Xj) = 0, i = 1, ..., 5 j = 2, 3, 4, 5.
The matrix of κ then:

1.25 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

.
The center of L7 is given by
Z(L7) = {X4, X5}
The radical of L7 is given by
<(L7) = {X2, X3, X4, X5}.
The derived series of L6 is given by
L
(1)
7 = [L7, L7] = {bX2, cX3}. b, c ∈ R
L
(2)
7 = [L
(1)
7 , L
(1)
7 ] = {0}
Therefore, L7 is solvable.
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Case 8:
Let L8 = {X1, X2, X3, X4}, then:
κ(Xi, Xj) = 0, i = 1, ..., 4 j = 1, ..., 4.
The matrix of κ then:

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

.
The center of L8 is given by
Z(L8) = L8
The radical of L8 is given by
<(L8) = L8.
The derived series of L8 is given by
L
(k)
8 = {0}, k ≥ 1.
Therefore, L8 is solvable.
Case 9:
Let L9 = {X1, X2, X3}, then:
κ(Xi, Xj) = 0, i = 1, 2, 3 j = 1, 2, 3.
The matrix of κ then:
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
0 0 0
0 0 0
0 0 0
.
The center of L9 is given by
Z(L9) = L9
The radical of L8 is given by
<(L9) = L9.
The derived series of L8 is given by
L
(k)
9 = {0}, k ≥ 1.
Therefore, L9 is solvable.
Case 10:
it is similar to the case 9.
Case 11:
it is similar to the case 9.
Case 12:
it is similar to the case 9.
Case 13:
Let L13 = {X1, X2, X3, X4, X5}, then:
κ(X1, X1) = 1, κ(X3, X3) = 2, κ(Xi, Xj) = 0, i = 1, ..., 5; j = 2, 4, 5.
The matrix of κ then:
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
1 0 0 0 0
0 0 0 0 0
0 0 2 0 0
0 0 0 0 0
0 0 0 0 0

.
The center of L13 is given by
Z(L13) = {0}
The radical of L13 is given by
<(L13) = {X2, X4, X5}.
The derived series of L13 is given by
L
(1)
13 = [L13, L13] = {bX2, cX4, dX5}. b, c, d ∈ R
L
(2)
13 = [L
(1)
13 , L
(1)
13 ] = {0}
.
Therefore, L13 is solvable.
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CHAPTER 5
CONCLUSION AND
RECOMMENDATIONS
In this thesis we have obtained a complete classification of the Noether symmetries
of a Lagrangian that is constructed from the the Bianchi type II metrics. This
classification of Noether symmetries comes from a total of twenty five differential
constraints which are satisfied by the coefficients A(t), B(t), and C(t) appearing
in the Bianchi II spacetime metric. To find the Noether symmetries we have
solve all the determining equations by requiring consistency of the differential
constraints and the equations. In this process it is found that out of twenty five
only thirteen cases survive for which the Noetehr symmetries are obtainable.
For each of the thirteen cases a corresponding Noether symmetry group is ob-
tained, of which the smallest one is a 3-parameter Noether symmetry group
G3, while the largest is of eight parameters G8. Also, it is easily seen that
G3 ⊂ G′4 ⊂ G′5 ⊂ G7, G3 ⊂ G′′4 ⊂ G′′5 ⊂ G8, G3 ⊂ G′4 ⊂ G6 and G3 ⊂ G′′4 ⊂ G6,
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whereas G′4 is a 4-parameter group obtained from case 3 , G
′′
4 a 4-parameter group
obtained from case 8 , G′5 a 5-parameter group obtained from case 5 , while G
′′
5
represents a 5-parameter Noether symmetry group given by case 7. Further, it is
found that for the G8, the metric coefficients satisfy an explicit linear first order
constraint given by A = B = C = a1t+ a2.
In order to understand the solvability or otherwise of the Noether symmetry
groups, we have worked out the adjoint representations and the killing forms
in each case. Using these, we have identified the type of the Lie algebras of the
Noether symmetries in each case. Interestingly, it is found that all of the Lie alge-
bras of the Noether symmetries are solvable except the one in which the Noether
symmetry group is maximal i.e., G8.
For future studies, it may be interesting to address the Einstein field equations to
understand any further conditions/constraints that may be satisfied by the coef-
ficients of the Bianchi II spacetime metric, in particular, in those cases for which
the Noether symmetry classification is obtained.
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