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ABSTRAK 
ABSTRAK 
PENERAPAN ANALISA STATE SPACE DALAM PENENTUAN 
MODEL PERAMALAN PENJUALAN OBAT-OBATAN OLEH 
TEAM HOSPITAL DI PT. EURINDO COMBINED 
OLEH 
PEMBH1BING 
HERRU RISWANTO 
Dr a . WIWIEK SETYA WINAHYU. MS 
Salah s:1tu uaaha · da lam menyediakan jenis obat d i b idang 
f!rmas i dengan jumlah dan waktu yang tepat s arta akurat, ter-
gantung ~·ada kelancaran pr oses promosi dan penjualan obat, 
s~l .:-.h aatunya e.dal ah keters ediaan obat-obatan dan kemanjuran 
d;,ri <:1bat tersebut . Dengan ketersediaan obat-obatan t e rsebut 
3.ka n n:emper lancar dan menj aga kepuasan pelanggan dalam peng-
~daan obat dalam waktu yang tepat. Dalam penelitian ini me -
n~ntuJ.:an mode l pe ramaJ.an penjualan obat sebagai kasus mul t i-
\·-!!2''1 st.:: r:imr:: Scl ' i as . · 
Pacta PT. EURI NDO COMBINED dila*ukan penelitian dengan 
gan menggunakan met ode atate space didapatkan model peramal-
~n s~bagai berikut : 
1 . Model ke satu untuk penjualan obat jenis flegyl. 
Fl e gy l i nf us i on : FI = 0 . 227 FI + a 
t ... 1 l 1,l ... 1 
:3Uf•PO 500 l'1g 
0 . 133 Fi t + 0 .::241 FSt + 0 . 483 Flt + a2 ,tH 
F l ~ gyl Suppa 1 Gr : Fl = 0 .353 Fl + a l ... 1 l -9, l ... 1 
~ . Mod~l ke dua untuk 
F t' c.:f i ned Suppo 100 Mg 
jeni s obat profined. 
PS = 0 .592 Pst + a l ... 1 1,l ... 1 
Pr ·:. f ir1~d ln,i P I = 0 . 229 PI + a l ... 1 l 2,l ... 1 
:3 . l1<:·cie l l-::e t i ga adalah un i variate time sel'ies untuk jenie-. 
(:Jt.:.. t Pe flecine I . V / 5 At-1P adalah sebagai berikut : 
zl = 0. 59183 zl-i + at 
D~ngan didapa t kan ke tiga model peramalan dari tiga ke-
l ,)mpc·k ters e but , maka perusahaan dapat menyediakan obat - obat 
untuk mengantisipasi permintaan Rumah Sakit. 
Untuk ni l a i rama lan 5 bulan yang akan datang, berikut ini : 
I 
i-I C.lGL L PE:.ra. ma.la. n o b a.l FLQgyl PQf LQci.nQ da.n Profi.nQd 
f"Lf9 Y ~ Fl Q¢y l FLQg~L PQf lQc i. nQ Prof i. nQd Profi.nQd oas t.n U 'O t. o n s ug o sug S~po 100 M ~0 Mg i. r I. V/~ AMP 1 Mg IN.1 
1 0 34 . 66 36~. 90 9'1~. 01 141.574 1106.6:1 074.49 
r-- · 
2 0 7 5 . 72 35~. 01 360.41 141.574 1105.22 073.02 
3 073 . 68 354. 10 376.13 141.574 1104.41 073. 13 
., 0 7 3. 22 361 . 60 981.68 141.574 i.109. 04 073.40 
5 9 7 3 . 11 962. ~0 383.64 141.574 1103.66 073. 2P 
i 
KATA PENGANTAR 
KATA PENGANTAR 
Deng&n memanjatkan puj i s yukur yang tidak ter hingga 
atas kehaJirat Allah SWT, karena Rahmat dan Hidayah-nya , 
akhirnya penulis dapat menyelasaikan Tugas Akhir ini 
dengan ,iudul PERAMALAN PENJUALAN OBAT-OBATAN DIRUMAH SAKIT 
SELURUH ,J AWA TIMUR OLEH TEAM HOSPITAL PT . EURINDO COMBINED 
Tugaa Akh i r ini dibuat guna memenuhi salah satu syarat 
kelulusan progr am Diploma II I Jurusan Statistik , Institut 
Teknologi Sepuluh Nopember di Surabaya. 
Dalam penul i san Tugas Akhir ini penulis telah 
berusaha semaksima l mungl: in agar dapat men ghindari 
kesalahan dan keku rangan yang ada . tetapi mengingat 
keterbatasan kemampuan pen ulis , maka tidak mengherankan 
jika ada kekur angan dan kesalahan dalam penulisan ini . 
Untul~ it.u J;·enulis mohon adanya saran maupun kritik yang 
bersifat membangun dari pembaca demi ke sempur naan 
penulisan. 
Pad a kesempat an ini penyusun menyampaika n ucapan 
terim& kasih yang aedalam- dalamnya kepada 
1 . Bapak Dr s . Haryono MSIE 
:3tati.stika . 
selaku Kepala J urusan 
., Ibu Dr a . A. Hut ia Salama Fauzi selaku Kepala Program 
Studi Diploma I I I Statistika . 
11 
3 . 
4. 
Ibu Dra. Wiwiek Setyo Winahyu 
pembimbing yang telah berkenan 
selesa1nya Tugas Akhir ini. 
Bapak dan Ibu dosen yang telah 
bekal ilmu pengetahuan . 
Ms selaku 
me m bimbing 
do sen 
hingga 
berkenan memberikan 
5. Bapak dan Ibu yang dengan ~abar, iklas dan doa serta 
restunya selama menempuh kuliah hingga terselesainya 
Tugas Akhlr inl. 
6. Kakak-kakakku serta adik-adikku yang telah banyak 
memberikan semangat, dorongan dan bantuannya sehingga 
dapat terselesaikannya Tugas Akhir ini . 
7 . Teman-temanku yang tidak mungkin kami sebutkan satu 
persatu, serta Lailiyah yang telah banyak memberikan 
spiritnya, hingga terselesaikannya Tugas Akhir ini . 
B. Seluruh karyawan dan staff jurusan Statistik yang telah 
banyak membantu hingga terselesaikannya Tugas Akhir . 
Akhirnya Tugas Akhir ini dapat berguna bagi semua 
pihak yang memerlukan . 
Surabaya, september 1996 
Penulis 
iii 
DAFTAR lSI 
DAFTAF: lSI 
KAT.!l. FEtl ~AtlTP..R 
[1!-.FT.~R T.A.EEL 
I1Af.TAF-: LAl·H· I RAN 
l?.!l.P. I . S' [~tl [11\HTJ LCJAN 
1. l. L~tar Belakang 
1.:. Perma2alahan 
1.2. Tinjauan Penelitian 
!.-!. Manfaat P~nelitian 
!?.::.F I 1 . ! r!lJAl.lP·.ll F·USTAJ(A 
:.1 . M0i~l Multivariant Time Series 
,.. .·. 
i 
ii 
iv 
vii 
1 
1 
,.., 
3 
4 
-! 
: .. '3 . I.J-:-nt ifikasi Model Vektor Time series 14 
~. 4. P~n~t~pan Model State Space dan analisa 
17 
.- I: P~n~li~ian Diagnostik dan Peramalan 21 
!?!\E I i 1 . E:-I.Hf'.tl [ 1:l.tl l'IETOI,OLOGI 
~.1 . Bah~n Penelitian 
Metodologi Penelitian 
PAP IV .. ~!l..:.LISIS DAN PEl1BAHASAN 
-!.1. Pembentukan Peramalan Obat Flegyl Infusion 
iv 
lo.'(' 1·16 d :tn FrofenLi IllJ 
-!. 3 F-=utbentutan ~!odel Tiga Untuk .Jenis )bat 
Sl-=fl~i~ine I.V 15 AMP 
[:~.[- .! ' n::-Ht1PUT .. ~.tl D.A.tl :SARAN 
64 
~ .. 67 
66 
v 
DAFTAR TABEL 
Tabe l 4.1 
Tabel 4 ·• 
Tabel 4.3 
Tabel 4.4 
Tabel 4.5 
Tabel 4.6 
DAFTAR TABEL 
Deskripsi Data Asli 
Representasi Skematik MACF Deret Data 
Representasi Skematik MPACF Deret Data 
Nilai AIC Deret Data . . .... . ...... ... ... . . 
Tabel Analisa Korelasi Kanonik 
Estimasi Parameter Model State Space 
Pendahuluan . . . ... .... ... ... .. .... . ....... 
31 
33 
34 
35 
37 
39 
T~bel 4 . 7 Estimasi Prameter Model state Space akhir 40 
Tabel 4.8 Representasi Skematik MACF Residual ..... . 43 
Tabel 4.9 Representasi Skematik MPACF Residual ..... 44 
Tabel 4 . 10 Nilai AIC Deret Data ...... . ..... .... . . .. 45 
Tabel 4.11 Nilai Perarnalan Penjualan Obat-Obatan 46 
Tabel 4 .12 Representasi Skematik MACF Deret Data 48 
Tabel 4 .13 Representasi Skematik MPACF Deret Data 49 
Tabel 4.14 Nilai AIC Deret Data .. . . ..... . . . . . .. .. ... 50 
Tabel 4 .15 Tabel Analisa Kore~asi Kanonik 52 
Tabel 4 . 16 Estimasi Parameter Model State Space 
Pendahuluan 54 
Tabel 4.11 Estimasi Prameter Model state Space akhir 55 
Tabel 4 . 18 Representasi Skematik MACF Residual . . .... 58 
Tabel 4.19 Representasi Skematik MPACF Residual ... .. 59 
Tabel 4 . 20 Nilai AIC Deret Data ...... . . .... ...... .. 60 
Tabel 4.21 Nilai Peramalan Penjualan Obat- Obatan 61 
vi 
Tabel 4 . 22 Estimasi Model ARIMA ( 1,0, 0> 
Tabtl 4.23 Presentase Kesalahan Peramalan 
Tabel 4.24 Hasil Peramalan Sepuluh Kedepan 
vii 
63 
65 
65 
.. 
< 
D~FTAR LAMPIRAN 
A. 
B. 
C. 
D. 
E. 
DAFTAR LAMPIRAN 
Daftar Data Penjualan Obat-Obatan 
Gam bar Plot Data Asli untuk Jenis 
Gam bar Plot Data Asli untuk Jenis 
Gam bar Plot Data Asli untuk Jenis 
Plot Data ACF. 
Plot Data PACF. 
Plot Data ACF Residual. 
Plot Data PACF Residual. 
Plot Data Normal Residual . 
Team Hospital. 
Obat Flegyl. 
Obat Profenid. 
Obat Pleflecine. 
F. Hatrik Variant Kovariant dan Korelasi Deret Input 
Hodel State Space Untuk Jenis Obat Flegyl. 
G. Hatrik Variant kovariant dan Korelasi Deret Input 
Hodel State Space Untuk jenis Obat Profenid . 
H. Estimasi Hodel ARIMA dan Peramalan Untuk Jenis Obat 
Pleflecine . 
viii 
BAB l 
PENDAHULUAN 
1.1. Latar Belakang 
BAB I 
PENDAHULUAN 
Dalam suatu kegiatan menajemen yang harus direncana 
kan dengan baik adalah meramalkan suatu permintaan saat 
ini atau yang akan datang. Dimana perhitungan kuantitatif 
sangat berperan dalam analisis peluang pasar, perencanaan 
program pemasaran dan pengendalian pemasaran. Perusahaan 
harua dapat menyiapkan beberapa ramalan permintaan dari se 
gi produksi, dimensi waktu dan tempat . 
Pel'U~ahaan harus dapat menyiapkan ramalan yang dida-
..3ad:an pada j umlah per.'mintaan produk dimasa lalu. Asumsi 
yang mendasari i ni adalah bahwa data masa lalu mempunyai 
korelasi linier . Ini untuk selanjutnya dapat dimanfaatkan 
untuk membuat modal peramalan tentang penjualan yang akan 
datang . 
FT.EURINDO COMB INED adalah salah satu perusahaan yang 
tergerak dalam bidang farmasi (obat-obatan). Dengan meli-
hat pereaingan yang sangat ketat maka kebutuhan konsumen 
akan ketepstan dan pelayanan semakin besar. 
Dari variasi produk serta Jumlah penjualan, maka per-
usahaan berkepentingan untuk mengetahui pola - pola dari 
penjualannya . Dari s i ni perusahaan berhak menentukan ke-
bijaksanaan d i bidang penjualan sesuai dengan permintaan 
dan penjualan hasi l produk, yang nantinya mengarah kepa-
,.--__....-
1 
~a p~n~apaian stabil i tas pemasa ran untuk upaya pengendali-
a n . 
Oleh kar ena itu untuk menge tahui prilaku dari produk 
2erta r·~n . iualan d i l akukan usaha pemecahan, dimana variasi 
dari p~njualan dan variasi produk yang bersifat Probabi-
1 ie-t ik mtnimbu l l{a n permaaalahan yang tictak dapat diana lisa 
secar a send ir i - sendiri karena adanya korelasi antara vari-
able-variable janis pr oduk dan jumlah permintaan produk 
yang akan d i ter i ma d imasa mendatang pernyataannya sulit di 
duga dengan pasti dan sangat bervariasi. Hal ini menuntut 
adanya pendekatan sta s ist ik unt uk mengestimasi ketidakpas-
tian dimasa yang akan datang berdasarkan data masa lalu. 
1 . 2 . Pern~salahan 
Perus ahaan pe r l u mendapatkan informasi yang sangat 
akurat mengenai jeni s obat untuk kebutuhan Rumah Sakit se-
luruh Jav1a Timur. Dengan kebutuhan obat yang bervariasi di 
antaranya obat f l e gyl infusion 100 Mg, flegyl suppo 500 Mg 
dan flegyl suppo 1 gr mempunyai fungsi yang sama, tetapi 
cara penggunaan yang berbeda.Jenis obat profenid suppo 100 
Hg dan Profenid I NJ juga mempunyai fungsi yang sama,tetapi 
penggunaan yang berbeda. Serta jenis obat peflecine I .V/ 5 
AMP yang mempunyai f ungsi untuk infeksi typoid . Dari ke-
enam ._ienis oba t a ka n dicari suatu model peramalan untuk 
pendist t'ibusian ke t'umah saki t yang ada di seluruh Jawa 
Timur . 
2 
1.3. Tujuan Penelitian 
Tu.j uo.n pene 1 it ian secara wnum adalah untuk mengetahui 
j 1.lmlah p.:-n~1ualan obat-obatan yang akan didistribusikan pa-
da 5 bulan yang akan datang. 
Tujuan penelitian secara khusus : 
1. Menetapkan suatu model peramalan terhadap pola 
penJualan obat flegyl infusion 100 Mg, flegyl suppo 
500 Mg, flegyl auppo 1 Gr, profenid suppo 100 Mg, 
pr-ofen id IN,J dan peflecine I. V /5 AMP . 
2 . ~1eramalkan nilai-nilai peramalan untuk periode yang 
ako.n datang untuk jenis obat flegyl infusion 100 Ms 
flegyl suppo 500 Hg, flegyl suppo 1 Gr, Profenid 
suppo 100 Mg. profenid INJ dan peflecine I.V/5 AMP. 
1.4. Manfaat Penelitian 
Sesuai dengan tujuan penelitian, maka manfaat peneli-
tian adalah sebagai berikut : 
1. Pihak perusahaan mendapat informasi mengenai pendis-
tribusian obat- obatan di rumah aakit berdasarkan 
pen.jualan . 
: . Mengetahui penjualan obat - obatan yang akan datang 
s-=rta dapo.t sebagai masukkan menentukan jwnlah atau 
rancangan persediaan. 
BAB ll 
rfiNJAUAN PUSTAKA 
BAB II 
TINJAUAN PUSTAKA 
2 . 1. Muc..l•='l Mul livat' iate Time Seri es 
f.' . 1. 1 . Kunst?p Dasar Multi variate Time Series 
.:.·l•:ttu ;:;ist-2-m 1=-cramalan model time .series hal'U:3 me-m-
t.·'U1 1:7:\i k':!.i tan antal'a t'amalan yang dibuat supaya di dapc.t 
lfs•_.-\el 1:·-:-c:!lnalan yang akurat maka perlu dipet'hat.ikan adanya 
2~lini k~t~ rgantungan antara faktor-fakt or yang berpenga-
,, ·1· 
- .( .. unLuk m~nda~-atkan model yang layak. 
[ 1al an. ~-=-ndek:t.tan untuk memperoleh pet'amalan :::.uatu 
r.:.J-::-1 '..mtul·: meng~st.imas i parameter d::t.l'i d a ta pengamate.:. 
yan~ Ji~atat m~nurut urutan waktu menggunakan analieiE ::-
!fl7 .3-=-!··i-::-a . [1at.a r:·ada pengamatan time series haru.s mempu-
:·:·:=. i .!.ntel"ial f.vaktu yang sama . Pengamatan pada analisis 
tim: .3:-ri.:-.:. dar i sat.u periode. bergantung pacta ]:•eriode se--
b~lumnva . Pengamatan time se~ies dapat didekati dengan hu-
l·:un.- hllkum probab i 1 iatik yang disebut dengan proses st..:·}:as-
-;:. H: . d in1ana aet i :tp nilai dar i suatu var iabe l random memr:·u-
au~tu distribusi t-:-rtentu . 
F-:-ramalan t.ime series dimana pada pengama~an it.u 
~b-:-r·-:..q::.-aJ.:c:~n 1-:c.:::us t.ime series univariatE::. maka d5:-pc.t. diliha~ 
t akan mempunyai 
n 
~~~iabel rand0m Z . Z , 
1 2 
Z . Fungsi distribusi bersama 
n 
~ani b~rseauian ad&l ah PcZ 22 , 1, ::: ) . Akan n 
d:. 1-:tm b:.ny~l~ 3t.udi empir is sering dijumpai aclanya obse-r-
4 
m·:·del time .3E:r-ie::· y&ng dib.:::ntuk, men.ielaslt&n pula hubungan 
antar v~riabelnya. maka kasus ini dapat dipandang sebag&i 
k~sus multivariate time series . dengan vektor variabel 
= [2 z i l , 2 l , ..... :1 z J . ml 
2 .1. 2 . Fungsl Matriks Kovarians dan Matrik Korelas i 
Pada var-iabel pengamatan dalam multivariate time 
:.::..:- 1' i-:-=- dlnya takan dalam bentuk matriks sepert i ber ikut : 
J; t . = O,l, ... ,n 
d~n vektor mean da~at dinyatakan sebagai berikut 
E<Z I= J-1 = f J-1 J-1 ••• J-1 ]' 
l l 1 2 m 
1·1a tri k b:•V-9.1' ian::-.-ny.g. berbentuk 
.., 
l ,l - f..J 1 
7 - J-12 ~2 ,l 
? 
'"'m.l - f..J 
~'tt<k> 
y z 1 ( l> 
y ~~; l.> 
dim~na : 
m 
'V 
' 1 2 ( k) 
y22<k> 
y ... 
m2 < k> 
yim<k> 
y2m Ck> 
J =-E<Z -J.J><Z -J.J)> 
I.JIYl l, l l J,l+k J 
= Et ' ? 
' --l.l - k f..J) <Z. l-J-1 )) ~ J, J 
l::= (l , + 1. +::: .... n i=l,2, .. . ,m j= 1,2, ... ,m 
r<k> ::~clal ah fung:=.i matriks kovarians untuk proses 
( :2 . 1) 
(2 .2 ) 
vektor 
1 
.JiJ.:5 i =.j mak.a y k: adalah fungsi autolwvarians 
·'t. ll( _) pro-
5 
Sedangkan jika i~ j . maka r . k adalah 
lJ( ) 
variana silang antara proses Z. dan Z l lc' 
l,l J. -
fungsi ko-
Fungsi matriks korelasi untuk proses vektor did-cfi-
p <k> = D- 1 / 2 r ( k > D-v2 = [P. <k)J (2 . 3 ) 
lJ 
i = 1.: ..... m j = 1,2, . . . ,m; dimana D adalah matrike 
dia~onal elemen diagonal ke- i adalah varians dari proses 
l':5-l . 
[! = fli.ag[y11 ((l) , y22 (0) , . .. , r mm ((l) J 
S~danikan fungsi korelasi silang antara Z. dan Z. l di-l,l J. 
n~stakan dalam b~ntuk berikut : 
y . ( k ) 
I.J p (k} = 
lJ [ r . < o > r . < o > J 1 / 2 
\.\. JJ 
2 . 2 . Anali s a Stat e S pac e 
2 . 2 . 1. Konsep Dasar Model State Space 
( 2 . 4 ) 
Bentuk atate space dari suatu sistem merupakan kon-
sep d~ear dalam teori kontrol modern . Mode l state space 
dari suatu sistem didefinisikan sebagai suatu himpunan 
terkecil dari informasi-informasi mengenai tingkah laku 
atau keadaan di masa sekarang dan masa lampau sedemikian 
himgga tingkah laku dimasa yang akan datang dari suatu 
ei.:·tem d~J::·at diterangkan secara sempurna sebagai penge1:.a-
hu.::.n bagi keadaan sekarang dan sebagai masukan bagi keada-
an dim~sa yang akan da1:.ang. 
a . Stale Ckeadaan) 
State atau keadaan suatu sistem dinamik adalah himpunan 
6 
t~rtecil dari variabel-variabel cyang disebut variabel 
atate ' sedemikian rupa sehingga dengan mengetahui v~ri-
abel-variabel ini pada t=t
0
(present valuel,bersama-sama 
masukkan untuk t~t0 <future input>. dapatlah ditentukan 
secara lengkap perilaku sistem untuk setiap waktu t~t0 . 
,Jadi k-?.adas.n auatu sistem dinamik pada saat t secat'a 
unit ditentukan oleh state tersebut pada t=t0 dan ma-
sukkan untuk t~t dan tidak bergantung pada keadaan da-
o 
ri masukkan sebelum t
0 
(independent of its past) . 
Untuk aiatem linier parameter konstan biasanya dipilih 
ws.ktu ac uan t 0 =0 . 
b. Varlabel Slate 
Variabel state suatu sistem dinamis adalah himpunan ter 
kecil dari variabel-vs.riabel yang menentukan keadaan 
sistem dinamik. Jika paling tidak diperlukan n variabel 
X1 ( t J . X2 Ct ) , . .. , X"(t); untuk melukiskan secara leng-
kap perilaku suatu sistem dinamik, sedemikian rupa se-
hingga setelah diberikan masukkan untuk t~t0 maka keada 
an aistem yang akan datang telah ditentukan secara 
lengkap. maka n variabel X (t). X It> . . ... X <tl 
1 2 n 
ter-
sebut merupakan suatu himpunan variabel state (keadaan> 
salah satu keunggulan model state space adalah variabel 
state terpilih tidak perlu menyatakan besaran - besaran 
fisis dari sistern atau yang secara fisis dapat diukur 
atau diamati . Meskipun demikian secara praktis sebaik-
nya dipilih variabel state yang dapat diukur secara mu-
dah . 
· 7 
c . Vektos· State 
Jik~ diperlukan n variabel keadaan untuk menggambarkan 
secara lengkap perilaku suatu sistem yang diberikan. 
Maka n variabel keadaan ini dapat dianggap sebagai kom-
ponen suatu vektor XCt> . Vektor semacam ini disebut 
vektor state. Jadi vektor state adalah suatu v~ktor 
~~ang tnenent.ukan secara unik keaclaan sistem X( t) untuk 
setelah ditetapkan masukan untuk t~t 0 
d . SLate S pace Cruang keadaan) 
Ru~ng n dim~nsi yang stmbu koordinatnya terdiri dari 
:::umbu :-:
1 
. :·:
2 
• . • • • xn disebut state space ( ruang keada-
?..n , . Setiap state dapat dinyatakan dengan suatu titik 
~a1a state a~ace. 
1:ita t:·anjang Y dan Y sebagai out-put dari suatu 
1l 2l 
sis-
t-:-m te!.··hadap input XH dan X
2
t. Suatu sistem dH~atakan li -
ni~r jika dan hanya jika . suatu kombinasi linier dari input 
yan;! .3ama yaitu aY 
1l + 
output d.engan kombinasi lin i er 
aX
2
t untuk s e mbarang ko n stanta 
a dan b . Suatu aistem dikata]{an time-invariant ,~ ika karal~-
t-:-ristik dari suatu sistem tidak berubah terhadap waktu . 
.::~d~mil~ian htngga ,; ika input X menghasilkan output Y . ma-
t l 
k:1 inr:-ut \-to a}~an menghasilkan output Yt-to. Sua tu sis-
t~m dapat dikatakan lini~r time-invariant jika suatu sis-
tem itu linier dan juga time-invariant. Dan juga suatu 
sistem akan mempunyai proses yang stasioner apabila sis-
t.em ini merupakan sistem yang linier time-invariant. 
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2 . 2 . 2 . Benluk Umum Model State Space 
.:istern yang linier dengan parameter konstan c linier 
time-invariant> . bentuk state spacenya digambarkan oleh 
~·er.::~aman state : 
Y =AY +GX 
l+1 t t+1 
dan persamaan output : 
zl = H Yl 
dimana Yt adalah vektor state dengan dimensi k 
A adalah matriks transisi kxk 
G adalah matriks input kxn 
\ adalah vektor input sistem n.~l 
Zt adalah vektor output mxl 
H ad:~.lah matriks observasi mxk 
... 1 H:-9. input Y.t dan output Z adalah l suatu 
stokastik mska bentuk state vektorya menjadi : 
Y =AY +Ga 
l+i L L+1 
H Y + b 
t l 
<2 . 5) 
(2 . 6) 
proses 
<2 .7 ) 
dimana a = X LH. L+i E(Xt+ 1 I X S n ) adalah vektor one 
step-ahead clari error peramalan proses input Xt . sedang-
+1 
ka.n bt ada.lah vektor d isturbansi m.:.-:1, yang diasumsikan in-
dc-pen•:len dat'i a . Vektor at dikenal juga sebagai inovasi 
t +1 
dal'i input \ J;·ada waktu t+l. Bila Zt= \ dan bt dihilang-
kan d~ri < ~ . 7> maka bentuk state spacenya adalah bentuk 
yang berasal dari proses stokastik ~ yang stasioner . 
Y = A Y + G a l + 1 l l+1 
Z = H Y l l ( 2 . 8) 
J:~.di pro::::es Zt adalah output dari suatu sistem stokastik 
9 
~- ~n~ !. i.t"t i~r den~o.n parameter konst an yang d u~enda like,n 
.: 1-:-h input f .. 1hit.:: nt:,is::: at . Sedangkan Yl adalah state dari 
F-:-!'s~maar: state disebut juga sebagai pe-rsamaan sis-
tern atau persamaan transisi dan persamaan output disebut 
jug~ ~Ersamaan observasi. 
2 . 2 . 3. llul)ungan a ntara Model State S pac e Dengan Model ARMA 
2 . 2 .3.1. Bentulc State Space Dari Model ARMA 
Untuk melihat hubungan antara model state space 
den~ an rrt1)de l ARMA baik u."1tuk J.:asus univariate maupun 
multivariate . ki~a pandang kembali model vektor ARMh<p .q > 
:.'an~ br:-r·dimensi m. stasioner dan mempunyai rataan nol. 
~ c B i3 
p l 
<:2 . 9> 
- q, 3 + ~t. 1 l- 1 - e a q l-q 
diman:.t 
<1\1]?. ) = ·.I ~ B ~ BP ) 1 p 
61P,) - t I eB e Bq ) 
-
1 q 
\ - t:·~'·,:,:=:es white noise rataan no l multivariate berdimen-
.=i m 
Eila ~ers~maan <: . 9) dituliskan kembali ke ialam 
1n.:•.1 in~ a··Jel':tee. mal~ a akan membentuk 
= L IJI a J . l-J' 
J=O 
Eil3 ~ = I . maka dapat dituliskan e 
10 
bentuk 
( 2 . 10 ) 
z L ... l I L = E c z l ... l I z k , k~t J 
a-:-hingf~ ··la:t:•at ditulis 
z I = E [ z . l3k, }: :::; t.+l] ttl l~ 1 l+1. 
..Jl+l lt+ l 
.... 
~L-+lll•2 
= t-: 
J-=ll-1) ) 
= Z I!J a . . + \11. a . 
J l+l-J L- 1 l+l 
:: 
,., 
+ \}1 b 
l-1 L+l 
~ 
= + :,. 
.... l +1 I t L+l 
.... - ? + \}1 -
- L+p-1 It ~1- '""' t+p·· .l It p-2 ° t +i.. 
'7 
..:.. L+p I t+1 =Z +'11 a . l~ p It p-1 L+l 
= q• z + iJ? z + 
p l It p-t L+1 I t 
+q;z +IJI a' 
1 l+p-1 It p -1 t+t 
(2 .12 ) 
Bila diasumsikan p~g serta menambahkan \}1 = 0 jika 
l 
di}.: -:-1·li.1l-:an mal-:a :li dapat 
=<r·2 I+ . 1 L+p-1 l + q; 2 p l 
,., = ~ 2 + 
.... L+p+11l 1 l+plt 
+ q; 2 
p l+1 1 t 
. 2 
l+p-1 It 
"lacti ,ielaslah bahwa 2 I untuk 
l+p+1 l 
11 
adalah fungsi dari 
· ' t ' '"' t •t lt .... I . l• p t l l 
· ·1· 1 · I' < • ' 
·''· .. , t\ , .,.J • """ I . l l I 1 l 
ny~ dari model v~ktor ARMA ~ - ~' adalah : 
7 
""'t i- 1 It• I (I I 
,.., (l (I 
- t + z 1 l-t- 1 
= 
7 ~ ~ 
""' t• p lt+1 p p- 1 
7 = [ I (> 
.... l Ill (1 ] 
0 
I 
7 
..... t 
~ 
~ t t I It 
... 
·' 
(I 
~ 
-
z l 1 
: ~ .. I, j 
1 t +p - 1 
1 
Ill 
1 
+ 
•IJ 
p - t 
~ . ~ • ..3 . 2. . B~c: tal ttk V~ klot~ ARMA uat• l Muut.ol S lal.t: Space 
y 
t + 1 
~l 
= A v + G 
l 
H y 
l 
'i 
t ·tt 
r· 
!"_! }•J--\f._"t .. :-
3. 
l + t 
<2 .13> 
I ~: . 1--1 ) 
ste-
ada-
r:tr.g dib~l"ik=.n ·:.l,.:,h I I - l-.1 = = 0 A.p- J . Jiman~ 0 =1 . 
l= O U 
•l~ ·t~ .~~~n t .:.o c.:-m.:1 :·"'(,' 1-:-:.'-H-:t,r: i 1 t ·:.n 
I-' 
:. 0 .a\t~- · - ' 
l= 0 l \ ~: . .!.8 "I 
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~ 
l + J = 
, ., 
l ..,.. 
l ~ 1 
= :1 I . . 
y 
l 
I · 
.. l + 1 
-;. 
~ l - 1 
+ _; ,_; 
(; 
..... 
l • t- l 
.. l+l· 1 
.. 
~ ·' 
-
- -~-~ 'I ,, 1 - t .• , • 
• t + ~ , a + . . . + 13 ~ 
I i l l I l . 
. =- ,_- J: :tl"!d1£ " 
t I I·' 
! ! '{ 
l t \J 
= H' :\"' y + _.c:_P-1 
l 
0 Ho 
LI-p 1 1 l-+p- 1 
~ HO 
' I 
p - I A 
. . . + ,_, ~ 
(I p 
2 
(i ~ ~ 
• I , 
t- ... 
..: lf{) 
. . .... - t .1 '{ + ·3 l 't. l 
-
-
= 
() 
1-' 
H 
= ~iO _ 
l• 1 . . p 
.... 0 ..... 
-l ')) 1 l+p-1 
I AI-' + 0 !l p-1 .. 
1 
+ 
+ + 0 A+0IlY + p-1 p l 
+ H l f.;, p-1 + 0 Ap-z+ + 0 IlGa + ... +HGa p-1 l+1 l+p 
- e a + - 0 l+p 
dimana . H ( !:..P 
1 
e 
1 
a l1 p-J + 
+ 0 Ap-
1 
.,.. 
1 
t-1 ~ f) f\ 't 
l 
+ e a 
p-1 l+1 
+ 0 A + 0 l ) y = IJ 
p-.1 p l 
.. o J > G. 
t 
(:::2 .18 ) 
Jadi s~car~ t~oriti~ . tidak ada perbedaBn antara ben-
ben tu~: state:- space d-engan bentuk ARHA dalarn 3Ua tu pros-:;s 
yang etasioner . Hasil yan~ di dapat dari model state space 
d.:q;•'l t di,egunkan unr.uk mode-l ARt1A . demikian .juga st:bal H:nya . 
Akan teta?i harus diingat . bahwa ke~uali kalau semua 
komponen vektor state independen secara linier. bilahe-ndak 
di · !:'\ 1 ~11. J.• .•1 iII (tlll j ol 
2 . 3 . Ide ntifikas i Model Vektc11~ Time Se1· i es 
ri~~ mem~~ny~i bentuk y~ng aeru~a dengan identifikas i uni -
Eila diberikan suatu vektor time 
ditcntu-
2 . 3 . 1. funys i Malr· iks k01· elas i S antpe l 
bu.s.! 1 
! . ! . l 1: ·- \ 
I' l·: 
L I 
ma~a funisi matriks 
l ~ I 
p<Jo:J ·= fr:., <}:,J 
l) 
r ~ • r? .. ~, ) ::: ( ~ 
I I l - I 
J.l I I \ 
,··.-," r ~-·· 1·. 1 . ,_,. • ~->·::· 1 1 ·· 
l.l I ) 
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7 I 2 
ko r e lctS l 
( ~. lf1 I 
l. -
.... ct~ l: ~ ;J • 
c . '.3 . C. . Mult ·iks Par·t iaJ Attlc•rt1gr·ess i o n 
= I• 
,., 1 .... L+s-1 + ·P s,2 
.., 
.:.. l+s-z 
- w z 
S,1 L+s-1 
+ ... + <li 
S,!i 
,J o::-n}: int·. 
do lam 
<2 . 21) 
Minimasi t2 . 7l akan membawa ke dalam bentuk umum multiva-
riate persamaan Yule Walker sebagai berikut 
r < (1 > r<l> r < .=- · 1 l <l't r < 1 , 
ro > r <Ol r <s-~ ' wz r c~ > 
= (~ . :::2> 
r ' :3-ll r <s-:2 } r <(I l q)s; r (sl 
f.'(S) ini aelan,iutnya meng i t1dikasikan mudel dari vektor 
AR<r •. P<s>=lp untuk s=~ : dan Plsl=O untuk a>p . 
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2 . 3 . 3 . Model Veklor Aulorcgressif Cp) 
Model vektor AR : ~ l mem~uny~i bentuk 
<I- <1? B-
1 
a tau 
7=~2 + +~Z +a 
'"'t 1 l-1 . . . p l-p l <2 . 23) 
Proses vektor AR(pl in! selalu invertibel. Agar supaya 
proses menjadi stasioner maka JI- ~1B- ... 0 
har-uslah terletak eli lua1· l ingl~aran satuan <unit circ l e), 
atau dengan kata lain akar dari 
-~ I = o p 
berada di dalam lingkaran satuan . Proses vektor autoregre-
ssif ini dapat ditulis pula dalam bentuk 
Z = [ <1? P ( B ) ) - 1 a L 
~=0 
<2 . 24) 
dimana bobot ~ adalah jumlahan kuadrat dan dapat ditentu-
• 
kan dengan menyamakan koefisien dari Bj dalam persamaan 
matrike berikut : 
<I - w B -
1 
<1? BP > ( I + '~' B + \ll B2 + . . . ) - I ( 2. 25 \ 
p 1 2 
s ehingga 
'~' = ·l' 
1 2 
'-II = <I> II' T . . . + <1? 1}1 . ,1 ~ I=· ) 1 J-1 p J- p 
(l l eh 1-:aren& 
[~ -1 1 'l!. < B > ( ::: . ~6 ) ( b )) --p 
I I ~ < B > II 
p 
p 
d ima na ~· <Bl = [ ~· . (8 ) ] adalah adj o int matriks dari 
p l J 
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~ CB>. Persamaan 2 . 9 . dapat d i tulis sebagai 
p 
1~ <B>I3 = ~ +<B)a p l p l c: .27> 
Sekarang. 1~ <B > I adalah polinomial dalam B dengan orde p 
mp, dan masing-masing ~~ . (B) adalah polinomial di dalam B 
l J 
dengan ord~ Cmp.<m-l)p) . Orde bisa menjadi lebih sedikit 
jika dijumpai common factor antara polinomial AR dan MA. 
2 .4. Pe ne t a pa n Mo d e l Stale space dan Anali sa Korelas i 
Kanon i k: 
Bentuk state space yang diber ikan pada pembahasan di 
atas, jelaslah tidak unik . Sebagai contoh j1ka diberikan 
per3amaan <2.17) dapat dibentuk vektor state yang baru ~= 
MYt untuk sembarang matriks non singuler M sehingga bentu}: 
statte s~acenya adalah : 
V = A V + G a 
l + 1 l l 1 l+ 1 
<2 . 28> 
<2 . 29) 
Dim.3.na A = t1AM-1 • G = MG . dan H
1 
= Ht1-1 • Akan tetapi me -
J. 1 
lalui suatu bentuk kanonik, dapatlah ditentukan suatu 
solusi tunggal . Di dalam bentuk ko r elasi kanonik . vektor 
state sec ara unik ditentukan melalui analisa korelasi ka-
nonik antar~ himpunan current and past observations ( z . 
n 
Z . . .. > dan himpunan current and future values < Z . 
n-1 n 
? ' 
""n+t In • · · · 1 • 
Setelah fungsi peramalan akhir ditentukan ari 
polinomial AR dalam model AR<p) pendahuluan dan 
. . . . Z ) memuat semua infor masi penting yang 
n-p 
berkaitan 
dengan future values proses, analis a ko r elasi kanonik se-
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cara sederhana ditentukan antbra ruang data 
D = <Z • Z 
n n '' · l 
z ) 
n-p 
(:! . 30) 
dan ruang prediktor : 
F = <Z ' z I .. .. . z I ) n n n11 n n+p n <2 .31 ) 
Diberikan suatu matrik~ blok Hankel untuk kovarians 
an tara D dan F sebagai herikut . 
·~ n 
. 
r(O l rn> rq:.l 1 
r < 1> r <2> r '. t:+ 1 > 
r = (2 .32 ) 
j r ' P ' r < 1=•+ 1 , rc:p > 
Helalui aua~u ekspetasi kondiaional dapat ditunjukkan bah-
wa (-:ov<Z . Z I l = Cc";(Z . Z >. Bila reO> 
n- 1 n+J n n-l n+J diasum-
sikan non singular, untuk m·:•del vektor ARMA umum rank r 
sama dengan banyaknya korelasi kanonik yang tidak nol 
antara D dan F . 
n n 
Ketika model telah dtketahui. pemilihan order p 
clitentukan dari data yang mempunyai fitting AR optimal. 
Untuk menentukan order p ini dapat digunakan AIC <Akaike's 
Info~nation Criterion> . 
Untuk suatu proses vektor. AIC didefinisikan seba-
gai . AIC ln IL I 2pm 2 = n + p 
dimana n = banyaknya obael'vasi. 
ILl = determinan matriks kovarians untuk inovasi 
atau deret white noise dari AR<p> yang dite-
tapkan. 
m = dimensi proses vektor zt . 
Order p dari model AR yang optimal ditentukan dengan memi-
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lih nilai AIC yang minin1\un. Jadi' analisa korelasi kanonik 
akan didasarkan pada matriks blok Hankel Kovarians sampel 
sebagai berikut 
r = (2 . 33) 
rep> r (2p> 
Karena komponen-komponen vektor prediksi 
kemungkinan dependen linier,analisa korelasi 
2
n+iln 
kanonik 
dilakukan antara semua komponen dari ruang data : 
D = [ Z 
1 
, 2
2 
, . • • 
n , n , n ' z . z ' m,n Z,n-1 ... , z ' . .. ' m,n-1 
z ' z . i, n-p Z,n-p .... ' z ] m,n-p 
Dengan semua komponen dari 
F = [Z . z ' .... z 'z I . ... , z I ..... n 1, n Z,n m,n a,n+1 n 2,n+1 n 
z I, . . . , z I, z I, ... , z I J m,n+ a n l, n+p n z,n+p n m,n+p n 
Vektor state adalah himpunan bagian dari ruang 
prediktor . Suatu deretan vektor state yang potensial, y 
n 
ditantukan melalui analisa korelasi kanonik antara deret 
F . sehingga bagian dari F dengan ruang data D . Analisa 
n n n 
~ . 
ini idasarkan pada sub rr.atriks rJ yang dibentuk dari 
kolom- kolom r yang berkorespondensi dengan komponen-kom-
ponen D dan F . 
n n 
Lebih khususnya, oleh karena korelasi kanonik anta-
ra Z = [ Z , Z , . .. , Z ] dan D ada lah 1, . . . , 1, 
n i,n 2,n m,n n 
yang tidak nol, maka vektar statenya disesuaikan dengan Z 
n 
dan himpunan bagian yang per-tama dari urutan F disesuai-
n 
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. 
kandengan[Z
1 
,2
2
, ••• , Z ,2
1 1
l ] . Jika 
.n ,n m.n ,n+ n 
kore-
lasi kanonik terkecil dari f ' 1 di tetapkan sama dengan nol, 
maka kombinasi linier F1 tidak berkorelasi dengan ruang 
n 
data D . Jadi komponen z 
t ,n+t l n dan semoarang z ·I i ,n+\. n n 
dikeluarkan dari vektor state pada pertimbangan lebih 
lanjut. Jika korelasi kanonik terkecil tidak sama dengan 
nol, maka Z .
1 
ditambahkan pada vektor state yang ada. 1 ,n+1. n 
Untuk setiap tahapan di dalam analise. korelasi 
kanonik, korelasi kanonik terkecil yang significant , P min 
didasarkan pada nilai AIC berikut : 
2 C = n ln c 1-p . ) -· 2[m{p+1 )-q+l] 
m1.n 
(2.34) 
dimana q adalah dimensi dari F pada tahap yang bersesuai-
n 
an. jika C<O,p . ditetapkan sama dengan nol dan jika seba-
ml.n 
liknya maka ditetapkan lebih besar dari nol . Untuk menguji 
signifikan dari korelasi kanonik p , maka dapat digunakan 
uji X2 dengan Ho: korc:lasi kanonik adalah nol. Statistik 
ujinya adalah 
2 -1/2 2 X = - < n [ m ( p+ 1 >+ g + 1 ] ) 1 n ( 1-p ) (2.35) 
Distribusi X2 yang bersesuaian mempunyai derajat bebas 
[m (p+l>-q+l]. 
Bila vektor state telah diidentifikasi, maka bentuk 
kanonik dari model state apacenya adalah : 
y 
l+1 = A yl 
= H y l 
+ G a l+i <2 .36) 
<2 . 37) 
dimana at adalah deret t.-lhite noise dengan rataan nol dan 
matriks varians-varians ~. NCO.~); dan H = [I ,0] dimana 
m 
Im adalah matriks identitao rnxm . 
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Matriks taksiran A. G dan L dapat ditentukan dari 
parameter yang diestimasi dari model AR opt imal yang 
d i tetapkan . Akan tetapi estimasi yang lebih natural terha-
dap matriks transisi A dapat ditentukan melalui analisa 
korelasi kanonik. 
Untuk menaksir A. G dan ~ secara lebih efiaien da-
t:·at t:•rosedur mal\sinmm lil{elihood . Jika diberH:an turunan n 
urutan observasi : z~, z2, ... ' 
Y L = (1 - AB ) -i G at 
maka dida}::•at 
Zt = H( I-AB }- 1 G at 
Z ; oleh karena : 
n 
Jadi fungsi log-likeliho0d-nya menjadi 
dirnana : S<A,G) 
n 
= ~ a a l=1 t l 
(2 .38) 
(2 .39) 
(~ .40) 
(2 . 41 ) 
Analisa korela8i kanonik menyediakan taksiran ini-
tial prosedur penaksiran yang lebih efisien ini. Dalam 
prosedur penaksirannya nilai A dan G ditetapkan sebagai 
suatu konstanta, misalnya nol atau satu. 
2 . 5 . Pemeriksaan Diagnostik Dan Peramalan 
2 . 5.1. Uji multivariate normal Residual 
Salah satu tahapan dalam pemeriksaan diagnostik ini 
adalah dengan melakukan pengujian terhadap pola distribusi 
residual model . apabila residual yang be~sesuaian ini 
berdistribusi multinormal hal ini menjamin bahwa data 
penelitian yang dipakai benar-benar berasal dari proses 
21 
yang stasloner . 
Berikut ini ada dua prosedur yang digunakan untuk 
menguji apakah suatu data sampel mempunyai distribusi ner-
mal multivariate . Prosedur ini digunakan untuk menghitung 
dua statistik uji, yang fada dasarnya merupakan ukuran 
dari multivariate skewness dan multivariate kurtosis de-
nsan hipotesis pengujian : 
H
0 
Data berdistribusi multivariate normal 
H
1 
Data tidak berdistribusi multivariate normal 
Dengan statistik uji : 
n n 
1 . b = <lln2 > ~ ~ [<X -X ) ' S-~<X -X >J9 
i,p u:1 u=l u u 
Untuk sampel besar, diuji dengan menggunakan 
n l.1 I 6 - .f f dimana f= [p(p+l)(p+2)16) 
~.p 01' 
n 
2. b = ( 1/n) ~ [ <X ·- x > • S-1 < x -x) ]2 
2,p u = 1 u u 
Untuk sampel besar. diuj i dengan menggunaJ.:an 
<b - p(p-2>1(8p(p+2)/n) 1/ 2 - N<0,1 > 
Z,p 
Apabila salah satu atau kedua nilai : 
(2 .42 ) 
(2 . 43 ) 
n b I 6 < X" f dan (b - p(p-2)/(8p<p+2>1n)v2 < Z 
1,p ex, z.p 01/2 
maka H
0 
diterima, yang berarti data berdistribusi multi-
normal, serta dilihat ~lot <setelah diurutkan> dari nilai-
nilai yang didapat. dari per.3amaan di atas metnbentuk garis 
lurus maka dapat disimpulkan bahwa multivariate tersebut 
berdistribusi multivaria~e ~ormal C Karson. 1982 ) . 
2 . 5 . 2 . Pemeriksaan Residual 
Pemeriksaan residual ini dilakukan dengan melakukan 
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kemt&li proseJur st~te space di muka terhadap r~sidualnya . 
Residual = Actual - Forecast 
A~&~ila d~ret residual ini tidak mempunyai suatu 
model state space yang jela2!tertentu, maka dapat dijamin 
bahwa residual ini mempunyai sifat white noise . Dangan 
demikian model peramalan yang ditetapkan sudah memadai 
untuk diimplementasikan . 
2 . 5.3. Per amal an 
[1alam 9-nr;,.li:=:ie time series lang~:ah terakhir adalah 
paramalan. Penggunaan paramalan ini dapat dilaksanakan se-
t~lah nilai taksiran model state space. 
Pen:..rimpangan adalah suatu selisih dari ramalan < forE::casts' 
yang dibandingkan dengan hasil actual. dengan rumus seba-
gai berikut: 
<Actual - Forecast) 
Actual 
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X 100 ~~ 
t 
BAB III 
BAHAN DAN METODOLOGI 
BAB III 
BAHAN DAN METODOLOGI PENELITIAN 
3.1. Bahan Penelitian 
3.1.1. Data dan Variabel Penelitian 
PT . EUR INDO COMBINED adalah salah satu perusahaan yang 
berge r s.J.: dib i dang f a rmasi ( obat ) . Dimana daerah pemasaran 
PT . EURINDO COMBI NED Surabaya mencakup seluruh Jawa Timur 
sistem p;:-njualannya dilakukan dengan cara pesanan dan pro-
mo.si k-::: seluruh r umah sakit di Jawa Timur . 
De. lam proses pr omos i dibagi menjadi tiga team . 
1. T:am A<mempr omoaikan obat di seluruh apotik Jawa Timur ) 
r, Team Bcmempr omos ikan obat di seluruh apotik Jaw a Timur ) ~· 
~. 
,_:, . Team Hospital(mempr omosikan obat di seluruh rumah sakit 
,Jawa TitnUl' ) 
Dalam penel i t ian ini yang akan diramalkan adalah Team 
Hospi ta l yang mempr omosikan obat di seluruh rumah sakit 
,.JaHa Timur adapun obat yang dipromosikan adalah sebagai 
ber il~ut : 
1 . Flegyl I nfus i on 100 M adalah jenis obat infeksi yang 
disebabkan oleh lw man un-aerob yang digunakan via infus 
:. Flegyl Suppa 500 Mg adalah jenis obat infeksi yang 
dia-:-1:-abks.n oleh kuman un-aerob yang digunakan via anus. 
3. Flegyl Suppo 1 Gr adalah jenis obat infeksi yang dise-
babJ.:an oleh hunan un-aerob yang digunakan via anus. 
~ - Feflecin~ I .V / 5 AMP adalah jenis obat infeksi Thypoid 
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atau Simpel Low~r UT I <Urinary Track Infection ) . 
5. Proflned Suppa 100 Mg adalah jenis obat rematik, dan 
nyeri akut (gejal& nyeri,infeksi dan bengkak ) via anus. 
6 . Profined Inj adalah j enis obat rematik, dan nyeri akut 
<gejala nyer i. infeksi dan bengkak ) via suntik. 
Adapun dat a yang d igunakan adalah data sekunder ( da-
ta penjualan dengan periode pencatatan antara bulan Juli 
1991 sampai dengan bulan Juli 1996 ). 
3 .1.2. Perangkal Lunak 
Untuk keperluan pengo lahan data, maka digunakan bebe-
rapa progr am paket stat i s tik. Untuk analisa state space 
digunakan paJ.:et SAS/ETS untuk jenis obat Flegyl Infusion 
lQ(J l1g, Fl~gyl Suppa 500 Mg, Flegyl Suppo 1 Gr pembentukan 
model pertama, Pr ofi ned Suppa 100 Mg, Profined INJ untuk 
model kedua . Sedangkanpaket Statgraf digunakan untuk 
menganalisa/mengolah time set'ies univariate jenis obat 
Pt:flecin-:: I . V/5 AMP . 
3 . 2 . M~to~ologi Pengolahan Data 
Pada metodologi pene l i t i an ini digunakan untuk menja-
r..Jab suatu tujuan peneli tian, dimana pada model peramalan 
pertama untuk ,ieni.3 obat Flegyl infusion 100 Mg, Flegyl 
Suppa 500 Mg, Flegyl Suppa 1 Gr yang mempunyai korelasi, 
tetapi dengan penggunaan yang berbeda menggunakan metode 
State space . pada modt:l peramalan kedua untuk jenis obat 
Profined Suppa 100 Mg dan Profined INJ juga mempunyai 
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fung:: 1 :.' .s.ng ss.ma. tatapi penggunaannya yang barbeda . 
S~d~n~kan pacta jenis obat Peflec ine I . V / 5 AMP menggunakan 
Time Se1·ies Univat'iate . 
Ada~;·tm t aha~.=·- tahapnya sebagai bet•ikut 
- Tahs.F-· Identifika2ti Bentuk Model . 
- T9hap Penakairan 
- Taha~ Pemer ikaaan Diagnostik 
- Tahap peramalan 
- Tahap Penyimpangan 
Tahap I~enlif i kasi B~nt uk Mo d e l 
Tal.S.!=· Identifikaai Bentuk Model ini dimulai dari 
:n~mp~t·siapkan deret input yang berupa data multivariant 
yan~ t.elah berhasil dikumpulkan . Langkah selanjutnya 
membuat plot data asli dan melihat statistik deskripsi 
~ari variabel yang beraesuaian. 
P0kok dari t ahap ini adalah menetapkan fungsi matrik 
autoregresi partial dari deret input . Berdasarkan 
struktur MACF dan MPACF serta didukung pengamatan terhadap 
plot dsta dan statiatik 
dapat diident ifikasikan 
deskriptif 
apakah data 
tersebut, maka akan 
penelitian berasal 
da!.'i Pl'Oaes yang stas i oner a tau belum stasioner, j ika data 
tidEtl<: stasione r dalam mean maka dilakukan differencing, 
.:::.edangkan data tidak a t aaioner dalam varian maka dilakukan 
tranaforrnaai . Jika data sudah stasioner dapat dilakukan 
~embentukan model. 
2i 
Tahap Penalcsiran 
Dengan didasarkan pada struktur MACF dan MPACF data 
3tasioner 3erta ditunjang oleh perhitungan AIC. maka dapat 
ditcl'Bt;·kan model ARMA pendahuluan . Model ini adalah model 
awal karena asumsi kelayakannya belum diuji. akan tetapi 
dat'i model ini akan didapatkan nilai dari estimasi. 
Tahap Pemerilcsaan l.liagnostik 
• 
P.:-met'iksaan diagnostik ini dilakukan dalam dua 
bagian . Pertama , pemerikasaan dilakukan terhadap keacakan 
der~t residual yang dihasilkan. atau dengan kata lain 
apakah data tersebut berdistribusi Multivariate normal. 
Keduc-. adalah pemerikasaan yang dilakukan untuk mengamati 
apakah masih ada korelasi antara residual variabel yang 
satu dengan residual yang lain. 
Tahap Peramalan 
Yaitu memasukkan nilai ( data ramalan 
model peramalan 3ampa i periode yang diharapkan. 
penting agar permalan yang diperolehnya dapat 
akt.ualnya . 
TahaJ.l Penyi anpangan 
terhadap 
Hal ini 
mendekati 
Yaitu menghitung se lisih dari nilai peramalan dengan 
nilai ~ctual yang kemudian dicari simpangannya. 
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BAB IV 
ANALISIS DAN PEMBAHASAN 
BAB IV 
ANALISIS DAN PEMBAHASAN 
Dalam pene li tian ini menggunakan data Mtd tl va1•1a te 
Time Sr:1•ies, untuk 6 .ienis obat yang dikelompokan menjadi 
3 <tigal kelompok dan akan dibentuk 3 model peramalan . 
4.1. Pembent ukan Mo d e l Peramalan Obat Flegyl Infusion 
100 M, Flegyl S u p pQ 5 00 M, dan Flegy l Suppa 1 Gr 
• 
4 . 1.1 . Identifikas~ Model 
4.1 . 1 . 1 . Pemeriksaan Data 
Kel,:,mpok ke 1 terdiri dari 3 buah variabel, ya1tu 
1. Janis obat Flegyl Infusion 100 H 
2. Jenis obat Flegyl Suppo 500 Hg. 
3 . Jenis obat Flegyl Suppo 1 Gr . 
Ke tiga jenis obat tersebut adalah obat infeksi yang 
disebabl-:an o leh J.:uman un-aerob, tetapi cara pemakaiannya 
yang berbeda . Dari ketiga variabel dapat dilihat nilai 
deskripai aebagai berikut : 
Tabel 4. .1. DesJ.:ripsi data asli 
OG<akr \. psn. F LGgyl 
Flggyl F l g gyl 
I nfus.lon Suppo 500M S uppo 1 O r 
J umlo.h do.lo. 60 60 60 
R o.lo.-ro.la 079 . 0 8 99 9 6 9 . 5167 384 . 7 1?6 
s l d. dGV 275 . 444 ? 111 . 5045 BZ . 55(X)6 
SumbGr pwrh\. lun gan 
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F:.·:l.:-.. tabe l 4 . 1. cli t\t a s t ampak bahwa jumlah penjualan 
':.1:-at-.:.ba ta.n rata-ratatertinggi da lam satu bulan adalah 
jenis obat Flegyl i nf usion. j uga pada variansnya. Sedang 
untuk penjualan jani s obat-obatan terendah dalam satu bu-
lan acl.:-.lah jeni s obat flegyl Suppa 1 gr. Untuk memeriksa 
apaJ-:ah dal't::t da ta i n i atasioner secara multivariate, maka 
dapat dibuktika n lewat tahap identifikasi model. 
4 . 1.1 . : . Identifikas i Model Multivariate Time Series 
Facta dasar nya i dentifikasi model multivariate time-
seriea mempunya i bentuk yang serupa dengan model time seri 
es uni;_;ariate . Identifikasi ini dilakukan dengan mengamati 
i="J la fungsi mat.riJ.:s korelasi <MACF ) dan fungsi matriks par 
- sial autoregr esi <MPACF) yang berasal dari sampel. Pada 
tahap ini juga di lakukan pemeriksaan awal data apakah data 
yang digunakan sudah memenuhi syarat stasioneritas. 
I 
Seand.s.inya po la data masih menunjukkan bahwa data berasal 
dar i proses ya ng t idak stasioner, maka dapat segera dilaku 
- }:an tindakan per ba ikan dengan melakukan kembali transfer-
masi data sedemikian h ingga mampu menghilangkan sifat keti 
dakstaaioneran data tersebut. Dengan besar dimensi matriks 
c3x3> pl)la kore lasi <MACF) data pejualan jenis obat infek-
si yang disebabkan oleh kuman un-aerob ini cukup rumit d i -
kenali secara langsung . Untuk Menyederhanakan permasalahan 
maka digunaka n s i mbo l +~ -~ • ~ yang ditemukan o leh Tiao 
& Box yang ber f ungsi untuk menggambarkan matriks korelasi 
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samp~l. dimana tanda <+> artinya berada diatas batas atau 
p tidak sama 1engan nol, tanda ( - ) artinya dibawah batas 
atau p tidak sama d~ngan nol dan tanda (.) artinya ada 
pacta batas atau p sama dengan nol . 
P~nghitungan matriks korelasi ditetapkan pada lag 
nol aampai lag sepuluh, maka representasi skematik dari 
fungsi matriks korelasi deret data asli penjualan 
obatan <ienie Flegyl adalah sebagai berikut : 
Tabel 4.::. Tampilan Skematik MACF Deret Data 
Nam-;:: / Lag (I 1 2 3 4 5 
Flegyl 
++. Infusicn . . . . . . . . . . 
Flegylc· 
++T 
:3uppo : .(:(IM . . . . . . . . 
Fl~gyl 
.++ .+ . + Suppo 1 Hi . . . . . 
Nam~/Lag 6 7 8 9 10 
FJ eg~r1 
Infu.:;ion . . . . .. . . . . . . ... 
Flegylc: 
Suppo 500~1 . . . . . . .. . . . . . . 
Flegyl 
SUP!='O 1 ~1g . . . . . . . . . .. ... 
( + I I. il > 2Xilld o;;r r or, ( - ) i. il < 2 )(" l d o;;rror, 
( . ) l.il bel'Jeen 
Gumbo;;r pw-rh1.lunga.n 
Palv.·Ja fungsi korelasi data pejualan obat-obatan 
obat-
di PT. 
Eul'indc C'•)mbined ini mempunyai nilai autokorelasi secat·a 
poeitif c lebih besar dari 2x standard error ) . Nilai auto 
kerelaai terliha t cepat menuju nol hal ini mengindikasikan 
kan bahwa ada kecenderungan data sudah stasioner secara 
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multivariate . Adanya n!lai autokorelasi yang cepat me-
nuju nol dilihat secara bersama-sama dengan variabel lain-
nya, dan dapat diduga kemungkinan bahwa deret data berasal 
dari ctari proses autoregresif. 
Tabel 4. 3 . Tampilan Skematik MPACF Deret Data 
Name/Lag 0 1 2 3 4 5 
Flegyl 
Infusi•)n . . . . . . . . . 
Fl.::g~rl•:: 
Suppo 5 1)0!·1 . . . . . . . . . . . . . . . . 
Fleg:.r 1 
. + 
3U]::•}JO 1 l·1g . . . . . . . . . . . 
Hame / Lag 6 7 8 9 10 
~-· Flegyl 
Ir,fuaion .. . . . . . . . . 
Flegylc 
SUf•PO 50(11'1 . . ... . . .. 
Fl:gyl 
SUJ.:•PO 1 1·1g .. . . . . .. . . 
( + ) \." > Zl<s;ld error, (-)~SO < z xs; l d Gl rror, 
(. ) ~" bGil\JGIGin 
IdentifiJ.:as i bahwa deret data sudah stasioner karena seca-
ra jelas terl ihat dengan turunnya nilai korelasi setelah 
la€" kt:.=~atu dan akhirnya habis pada lag-lag terakhir. Bahwa 
MPACF ini memenc il pada lag awal ( lebih besar dari 2* sta-
ndard error). kemudian cut-off pada lag- lag selanjutnya . 
Kenyataan ini memberikan dukungan bahwa model autoregreaif 
multivariate data pejualan obat-obatan PT . Eurindo Combined 
adalah model AR (1) . 
4 . 1.2. Tahap Penaksiran 
4.1.2 . 1. Model Multivariste Autoregresi pendahuluan 
Dari pola umum struktu!' MAGF dan MPACF :ieret input 
telah dipero leh pada tahap identifikasi dimana terdapat sa 
tu lag yang significan pada struktur MACF-nya sehingga 
model AR<l) dapat dianggap sebagai model pendahuluan dari 
data pejualan obat Flegyl. 
Untuk menetapkan derajat p pada model autoregressif 
ini dapat digunakan nilai AI~ <Akaike·s Information Crite-
rion ) , dimana AIC didefinisikan : 
dimana n = 
1~1 = 
m = 
q = 
2 AIC = n ln 1~1 + 2pm 
banyaknya observasi 
determinan m&triks kovarians 
dimensi vektor proses zl 
dimensi dari Fj 
n 
pad a lag p 
Dari nilai AIC pada lag tertentu yang mempunyai nilai pa-
ling kec il Cminimum l akan didapatkan derajat p untuk model 
AR yang optimal. Untul{ besar lag antara p = 0 sampai de-
nga n p = 10 nilai AIC untuk model autoregressif pejualan 
obat Fl egyl infusion l OOM, Flagyl Suppo 500M, dan Flegyl 
Suppo lGr di PT . Eurindo Combined pada tabel di bawah ini : 
- -------·--------
~2 
Tabel 4.4. Nilai Akaike"s Informasion Criterion Deret Data 
Lag AIC Lag AIC 
0 1742.510548 I f, 178:.046581 
1 1740.344982 7 178~.790627 
i 
2 1750.852727 
3 1757 . 387876 
4 1768.277089 
~ 8 1792.271602 1799 . 665013 tl: 1811.403059 
5 1774.776520 
Dari Tabel 4 . 4. ternyata nil~j AIC yang paling kecil (mi-
nimum) adalah pada lag pertama yaitu sebesar 1740.344982 . 
Jadi dapat disimpulkan bahwa penghitungan AIC sesuai de-
ngan pendahuluan yang diide~tifikasi dari struktur MPACF, 
yaitu model AR(l). Bentuk umum model AR<l) adalah : 
< 1-wB)Z = a atau Z = wz l t t t - 1 + a t 
Taksiran Yule-Walker untuk nile.i matriks w adalah 1 [ 0.212 0.035 -0.501 ] 0.087 -0.205 0.378 
-0.048 O.Oo1 0.308 
Dengan mengamati secara terpisah dari vektor white noise 
at dapat dilihat bah\va me.sing-masing tidak hanya 
memuat lagged values dari Z saje tetapi juga lagged va-l,t 
lues dari variabel Z. yang lain. 
J,l 
Parameter autoregresif yang diestimasi sebenarnya 
sudah dapat digunakan unt.uk l~eperluan forecasting yang di-
dasarkan pada model autoregressif, akan tetapi sesuai de-
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l:1nd~son yang bail-: untuk ~-emt;-sntukan mod.a 1 lebih l an,iut. 
4.1. 2 . 2 . Fa se Korelasi Kanoni~ 
Dalam fase korelasi kanonik ini merupakan tahap yang 
pent ing dell am menen tukan so lusl tunggal dar i model akhir 
state space yang diharapkan sebelum digunakan dalam 
peramalan. Pada fase ini vektor state space secara tunggal 
ditentukan melalui analisa korelasi kanonik ant.ara himpu-
nan ruang data (past observations) dan ruang prediktor 
( future values). 
Dari model autoregres1f pendahuluan AR(l ) telah di-
tetapkan besarnya derajat p adalah satu, sebagai implika-
sinya analisa korelasi kanonil~ ini akan didasarkan pada 
matriks blok Hankel untuk lwvarians sampel adalah sebagai 
berikut 
r 
= [ r < 1) ] ,~ ( 2) 
Berdasarkan pada p=l ini maka analisa korelasi 
kanonik dapat diterapkan anta!'a ruang data D = 
dan ruang prediktor F = { Z , Z I } . Akan t.etapi meskipun 
n 1")-12 n 
{Z I } ini potensial dalam vektor state. masih harus di-
n+1 n 
lakukan pengujian apakah {Z I } layak diperhitungkan da-
n+l n 
lam final state vektor. Secara keseluruhan analisa korela-
si kanonik ini dapat dilihat pada ~abel di bawah ini : 
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Tabel 4.5. Tabel Analisa Korelasi Kanonik 
SlalG VGkl or CorrGlat i.on s: Infor . Ch\.& D.F 
FT < T; T > , FS < T ; T > , 1. 00 1. 00 1 . 00 -:5.27185 0 .701)1)46 3 
F1 < T;T> ,FI<T+1;T> o. 1098 
FI <T;T > , FS < T;T > 1.00 1 . 00 1 . 00 -:5.8133 o. 182034 3 
F1 <T;T> ,FS<T+1;T> 0. 0:5:57 
F I ( T; T ) I FS ( T; T) 1.00 1.00 1 . 00 - 1 . 01)859 4 . 7781)21) 3 
F1 <T;T > , F1<T+1;T> 0.2801 
Pada saat Z t It Flegylinfusion<T+l;T) dimasukkan 
1, + 1 
kedalam vektor state diperoleh nilai korelasi kanoniknya 
sebesar 0 . 3418 dan kriteria informasinya sama dengan : 
AIC 2 = -60 ln<1-(0.1098) 1 - ::!(~i(1+ 1 )-5+1> 
- -5.27185 
Nilai AIC 0.07743 dan uji X2 1ari Bartlet dimana statist ik 
uji X2 = 0 .709946 < X? = 0. 05(9\ 7 . 8 1. j adi y 1,t+1 It tidak 
dimasukkan ke dalam vektor at~te. 
Pada saat Z t. It Flegyl Suppa 500MgCT+l:T) dimasuk 
2. +1 
kan kedalam vektor state diperoleh nilai korelasi kanonik 
nya sebesar 0 . 0557 dan kriteria informasinya 
-5.8133. 
Nilai AIC -5 . 8133 dan uji X2 dari Bartlet 
statistik uji X2 = 0 . 182034 < X2 - 7. 81. 0 . 0:5<9> 
Y l lt. tidak dimasukkan ke dalam vektor state. 2, + 1 
Dengan demikian final state vektornya adalah : 
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adalah 
dimana 
Jadi 
FI 
FS 
Fl 
l+1 
l+ 1 
l+ 1 
= 
Flegyl Ir.fu~ion (T;T> 
Flegyl Suppa 500 Mg<T;T) 
Flegyl Suppo 1 ~1g(T;T> 
4.1 . 2.3. Estimasi Parameter 
Tahap aelanjutnya setelah ditetapkan final vektor 
spacenya, maka dilakuka~ estjmasi parameter da~i model 
state spacenya. Hasil yang diperoleh yaitu : bentuk umum 
state space untuk data pe111aka ian bah an baku ini aclalah 
sebagai berikut 
FIt +t Fit a 1 ' l + 1 
FS 
l + 1 = A 
FS 
l + G a 2 ' l + 1 
Flt +t Flt a 3 ' l + 1 
Dimana [a1 l a l a L ] adalah vektor white noise ' + 1 2, + 1 3 ' + 1 
yang berdistribusi ~ N(O, L). A= matriks transisi. 
G = matriks input inovasi . Elemen matriks transisi, mat-
triks input untuk inovas i serta matriks varians untuk 
inovasi adalah sebagai berikut 
A = 
[ 
0.212 0 . 000 
0.087 -0.205 
0 . 000 0.000 
0 -251 l 
0.378 J 
0 . 308 
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[ 
71344.7082 
I: = 14073 . 4647 
4600 .80840 
14073. 4647 
11~9 1. 17W/ 
3602 .7~754 
4600 .8084 J 
3602 . 72754 
5971.46753 
Secara keseluruhan estimasi parameter ini tertera dalam 
tabel dibawah ini : 
Tabel 4.6. Estimasi parameter model state space pendahuluan 
Parameter Estimate Std. Error T value 
F(1,1) 0.211784 0 .14089 1. 503193 
F( 1,2 ) 0.035035 0 .380571 0. 092059 
F( 1, 3) - 0 .50087 0 .461024 -1. 08642 
F<2 ,1) 0 . 087466 0 . 056086 1.559507 
F <2 , 2> - 0 . 20518 0 .151877 - 1.35095 
F<2, 3) 0 .378432 0 .184182 2 . 054666 
FC 3, 1) - 0 . 04816 (1 . 040819 -1.1798 
F(3,2 > 0 . 061478 0 . 110665 0 .555531 
FC3 3 > 0 . 307865 0 .134241 2.293379 
s;unber perhi.lungCln 
Nilai-nilai parameter tersebut pada tabel 4.6 baru meru-
pakan taksiran parameter awal dari model state space . Un-
tuk mengetahui apakah parameter-parameter tersebut layak 
dipertahankan dalam model, maka ~erlu dilakukan pengujian, 
yaitu dengan statistik uji t untuk setiap taksiran parame-
ter yang dapat dilihat dari tabel 4.6. 
Pengujian parameter ini dilakukan terlebih dahulu 
terhadap parameter yang marr,punyai harga mutlak statistik 
ujinya yang paling kecil dalam hal ini pada parameter 
F(1,2), dimana nilai ltl = I 0.092059 I· 
Dengan melakukan hipotesa : 
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H
0 
= F l.~ l = 0, P~ngaruh Flegyl Suppa 500 M saat ini pada 
FlE-iYl Infusion satu periode yang akan datang tidak 
b-=-1'1:1-9. }: na . 
H - F \ 1 . :=:1 fJ! 0 . Fengar uh Flegyl Suppo 500 M saat ini pacta 
t 
Fl~~·yl Infu:=:i,)n satu periode yang akan datang 
b-el'mo.lma 
dan t tabel = t = 1 9rJ ((). 025;60> • • 
Karena i t hitungj < t tabel, maka disimpulkan bahwa H0 
tidal~ dit,:olak . yang bera.rti parameter F(1,2) tidal layak 
dimaaukkan dalam model. Demikian seterusnya dengan cara 
~.-~ng 25.!116 t=·~ngujian to:::rus dilakukan terhadap parameter 
:,r:..n~ lc-.in samt:·ai didaJ;·atkan semua nilai pat•ameter yang 
= ignifikar~ . 
Ad5.~un hasil akhir dari taksiran parameter, setelah 
dilakuk&n po:::naksiran yang berulang-ulang hasilnya adalah 
sebagai b~rikut : 
Tabel -!.7 . Estimasi parameter model state space akhir 
Parametel' Eatimate Std. Error T valuE: 
F( 1.1 > 0 . 227405 0.123424 1.842464 
F(:::, 1 > 0 .11294 1 0 .049469 2.283057 
'J:"', r, ·~' 
-'-~- J -0 . 240:::::: 0 .122101 -1.96734 
~, .-. ~·' 
• \-" •-l I 0 .486494 0. 15854 3 . 049663 
F~3 . 3l 0 . 353349 0 .119223 2.963765 
s.umb~ r pv r h\ lu ngar, 
flengan demikian mc.cleol state space akhir adalah 
FI Fit l a l + 1 1 . l + 1 FS A FSt G a l + 1 = I + 2. l + 1 
Fll'i-1 Fll J a 3. l + 1 
dimana nilai A. G dan varians ~ adalah sebagai berikut 
A - [ 
0. 277 0. 000 
0.133 -0.240 
0.00() 0.0(1(1 
0 . 000 J 0 .493 
0. 3E<~ 
G = r ~ Lo 
0 
1 
0 
[ 
72981 . 6523 
L = 144417.8293 
4751.56165 
14417.8293 
11393 . 2063 
3696 .74794 
Dapat dijabarkan sebagai berikut 
Fil·H = 0. 227 Ft + a 1 • l + 1 
4751.56165 J 
3696 . 74794 
6116.54023 
FS 
l'+1 
Fl l + 1 
= 
= 
1J.l33 FJL- 0.240 FSt + Cl . 483 Fll + ~.L+1 
0. 353 Fl + a 
l 3,l+1 
maksudnys. : 
- FJ(Flegyl Infusion> akan ddtang dipengaruhi olel1 Flegyl 
Infusion saat ini sebesar 0 .~27 dan error a 
t,l+t 
- FS < Flegyl Suppo 500M l akan datang dipengaruhi oleh FI 
(Flegyl Infusion! saat ini sebesar 0 .133 dan ada 
penurunan FSCFlegyl Suppo 5~0) sebesar -0 .240 serta ada 
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peningkatan untuk Fl<Fle~y] 3uppo lGt·l sebesar 0.483 dan 
Fl < Flegyl Suppa lGr ' saat ini sebesar 0 . 353 dan error 
a 
9,l+ t 
4. 1. 3. Tahap Pemer' i k:saara Medel 
Setelah dida~atkan taksiran nilai - nilai parameter 
model state spacenya. maka tahap berikutnya adalah peme-
riksaan diagnostik yang ditujukan untuk membuktikan bahwa 
model tersebut cukup memadai. Pemeriksaan diagnostik dila-
kukan dengan mengamati pola dari residualnya apakah meme-
nuhi pola distribusi norma] NcO,~> dan apakah residualnya 
memenuhi syarat white noise atau masih terdapat beberapa 
pola yang belum diperhitungkan . 
4.1.3.1. Pengujian Residual 
Untuk menguji apakah res i dual dari model mempunyai 
distribusi normal multivariate atau tidak~ digunakan dua 
statistik uji dengan hipotesa : 
H0 = Data berdietribusi multivariat normal 
H1 - Data tidak berdistribusi multivariat normal 
1. Pengamatan terhadap multivariat skewness data residual. 
dari perhitungan didapat : 
Stat.istik Ucii BJ = (n/l3)bt.p 
y2 
.• hi.l = t3 . .34Ci'Tt313 < y2 = 
"<o. o5,o> 26 . :2926 
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~ Pengamatan terhadap multivariat kurtosis data residual. 
dari perhitungan dida?at : 
Statistik Uji 1/2 IB21 =- (b:L.p- p(p+2))1(8p<p+2)/n) 
Normalh. = 1. 7013446 < 1. 96 \.l 
Dari kedua uj i tel:'sebut tne..ka clapat disimpulkan bahwa 
residual model memang mempunyai distribusi normal multiva-
riat, dan didukung pula oleh plot yang mendekati garis lu-
rus (pada gambar lampiran .. ) maka dapat disimpulkan bahwa 
residual model mempunyai distribusi multivariat normal. 
D·::ngan di r:•o;.,nuhinya 3Yar:>.t k~n..: rmaJ.an tersebu t bel'art i <iuga 
mendukung bahwa data yang .:.t igunakan untuk menganalisis 
penjualan jenie obat fJegyl t~lah stasioner. 
4.1.3.~. Pemeriksaan Model Residual 
Pemeriksaan r~sidual model ini dilakukan de-ngan 
menggunakan 0ara yang sama dengan cara pembentukan model 
state space. Sete-lah fungsi r.lettriks korel:~.si ( 1'1ACF) dihi-
tung. maka didapatkan representasi skematik dari korelasi 
seperti yang tertera dibawah ini : 
Tabel ~.8. Representasi Skematik HACF Residual 
Name/Lag 0 1 I") 3 4 :, 
-
Residual 1 ++. . . . . . .. . . . . 
Residual 2 +++ 
-. 
. . .. 
Residual 3 +++ . . - . . . . . . . . . 
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Name/Lag 6 7 8 9 10 
Residual 1 . . . . . . . . . . . . ... 
Residual 2 .. . . . . . . . . .. . .. 
Residual 3 . . . . . . . . . . . . . .. 
+ Ls;; > z• s;;ld e1· r o I', - liO < 2111 s;;ld error 
I.& bel"Ween 
s;;umber perh~lungan 
Dari tabel 4.8 dapat terlihat bahwa fungsi matrik 
autokorelasi ini hanya signifikan pada lag nol, sedangkan 
perhitungan fungsi matriks parsial autoregresif diperoleh 
bahwa fungsi ini pada semua l~g tidak significan seperti 
yang tet'lihat pada tabel 4. 9 jacli dapat dikatakan bahwa 
residual tersebut sudah memenuhi sifat white noise. 
Tabel 4.9. Tampilan Skematik MPACF Residual 
-
Name/Lag 1 2 ..... 0 4 5 
Residual 1 . . . . 
Residual 2 . . . . . . 
Residual 3 . . . . . 
-
Name/Lag 7 8 9 10 10 
Residual 1 . . . . . . . . ... 
Residual 2 . . . . . . . . . .. 
Residual 3 . . . . .. .. . . . . 
+ Ls;; > z• s;;ld error, - ~s < z• sld error 
LIO bel "Ween 
sumber perh1.Lungan 
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Langkah selanjutny& adalah menghitung nilai AIC. 
dimana hasil perhitungannya un~uk memperkuat kesimpulan 
cliat.as dalam tabel 4 . 1(1 da}:•at cli lihat nilai minimum dida-
pat J:•.:,.da lag p= I) . 
To.bel 4. 1(1 . Nilai AIC' De1•et I)ata 
--
Lag AIC' Lag AIC' 
(1 17:23. f.,6EI16E'· 6 178 1. 3776f.,7 
1 1738 . 886r387 7 l 783 . G:!E,00 -1 
--- - ---
f---· 
.... 1751). 341 93(1 
-
8 1794.321673 
-- ---- - ---- -
::1 t·n. ~ .. :JLill :..:~~ -~ 
4 1765 . 13~9:,07 
8 ll\tliJ. 1uu:2~2 
10 1807. 45f,878 
5 1773 . 734478 
s.umbw l' p.-.rhl lungan 
Karena derajat p = 0 maka matriks transisi A pada 
model atate spacenya akan mempunyai nilai no l juga di 
semua elemenya. 
4. 2 .4. Pembahasan Fitted Model State Space dan Peramalan 
Dari hasil persamaan model yang didapat di interpre-
tasikan sebagai berikut : 
Fil+i adalah Jumlah penjualan flegyl infusion pada waktu 
t+l. Pada penjualan jenis obat flegyl infusion pada bulan 
yang akan datang dipengaruhi al~h jumlah penjualan jenis 
obat flegyl infusion, serta ada peningkatan jumlah penjual 
FSt+i &.dal;;,.h . :i\.unlah J:·7ll;'l:J.la!-; Fl-:-gyl ::u1=·1=": :.t:l(' 1•1 l>:tda wak-
t'.l t +l. P.:t.d:t. pr.:-n.iual.3.n ._it:-nis •)\: .9.t f]t:-gyl :)urp(, 5t 11)M p.:;,d:t. 
bulan yang akan d9tang dip~ngaruhi oleh jumlah ~enjualan 
}:·-:-n .. h.t=tlAn -=-~bt:-sar (J , lJ:~ . . ·:l:tn ada pern.ll'UllBn tmt.ul~ cie-ni:::· 
·) b.:tt Fl-:-~yl SuJ?po 500 t-1. sebc:sar 0 .240 se-ct9. diJ?r.:-n!;!aeuhi 
l '" r.- .... 
. • _, ..  !..;: • 
Tabel 4.11 Nilai peram:tlBl t pr.-.jualan obat-t.,.~batan 
Ob=· Fle-gyl Flegy) --~ Flegyl Infu.:~ic""l Sup];·-, : ,('(' 11 . :=:u'f·'f··-· 1 Gt· f--
-----
3f,:, . 8~·7 --r 315 . 914- -1 984 . 66 
--- -
,... 97 f., . '7: (l55 . (113 36(1 .. w:, 
-
--
2 973 .68 35-1 . 1C1:2 376 . l::t~ 
·1 ~:1? ~1 . :~~ ::If, 1 . ,_;a:· :Jt.l l . l.iiJ 1 
r:: 
~· 97~: . 11 3o3:? . 50.? 38::; . 644 
--
s umb ... r: pGt httungo.t"' 
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4.. 2 . Pembenluk:an Model Per-amalan obat Profined Suppa 
100 Mg dan Profi ned INJ 
4.~.1. Identifikasi Model 
4.:.1 . 1. Femeriksaan Data 
~elompok k~ 2 terdiri dari 3 buah var iabel, yaitu 
1. ~,.1.;:ni.::; obat Profined Suppo 100 Hg 
,.., 
.Jr.ni.: obat Pl'•)fined INJ. 
I1ari J.:.::lu~ VS.l'iabel d=tpat dilihat nilai deskripsi sebagai 
gai br.riLut : 
Tab~l 4 . 1~ . Deakripsi data as l i 
Oo;~ •krlp10.1. Pr of l.nGd Prof lnGd 
Suppo 100 INJ 
J umlah O o.l a. 60 60 
R olo.-ro.lo. 1.:19:1 395 . 2334 
Std. dCJV 073. 4 667 275. 1.329 
'-·-----
Surnbv 1 pw r h1. l u ngo.n 
F:.t.:ls. tabe:l desln'ipsi cliatas tampak bahwa 
,iualar1 o1Jac-obat.an rata-rata tertinggi dalam 
adsls.h jenis obat Profined Suppa 100 Mg , juga 
jumlah pen-
satu bulan 
pada varians 
nys . S~dang untuk penjualan jenis obat-obatan terendah da 
lam aatu bulan adalah je:nis obat Profined INJ. Untuk me-
mo=.l'ikaa a1.·akah del'et data ini stasione1~ secal'a mul tivariat 
maks. d-:.p:s.t ·:libuktil~an lev1at tahap identifikasi model. 
4.~ . 1.~. IJentifikaai Model Multivariate Time Series 
Ide11tifikasi ini dilakukan dengan mengamati pola fung-
.=:i motciJ.:.:: l·:o r elasl ( t-1ACF ) dan fungsi matl'il\:s parsial 
au~Gregr~si IMPACF! yang b.:rasal dari aampel . Pa da tahaJ,:· 
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ll.:tm.:- ·L~g (I 1 r, 3 4 
=· 
.. 
-Pl' ·:·i i ned 
::.1J!_:•1-"-·c.:._ 1 (Ill ++ +. ... + . +. + . 
-r ~ · 1 ------ -
• ' l' ( t 1 11• · ( 
IH._l -i I ; . 
~· 
·-
1 llamt i La.:r t3 7 t; ~· 1() 
--Pr:.fint-d 
=-r· :3u~~·o 1 (l(l +. .. Fro fined INJ . . +. . . 
~ ... ) ~ s > 2xs l d error, ( -·) ~ s < 2xsl d er!'Or, 
(.) ~ s bel'w'Gen 
sumber perh~lungan 
Dari tampilan skematik diat.as. dapat dilihat bahwa 
fungsi autokorelasi data penjualan obat Profined Suppa 100 
dan Profined IN.J eli PT. Euri~1do Combined ini mernpunyai ni-
lai autokorelasi Clebih besar dari 2x standard error>. Ni-
lai auto kerelasi terlihat cepat menuju nol hal ini mengin 
-dikasikan bahwa ada kecenderungan data surlah stasioner se 
-cara multivariate. AdaPya Nilai autokorelasi yang lambat 
menuju nol dilihat seca1·a bersama - sama dengan variabel 
lainnya. dan dapat diduga kemungkinan bahwa deret data ber 
asal clari proses autoregreeif. 
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T~bt: l 4. 1-1. Tam):·ilan .3ketn1t i}~ 11P/\ -:'F Der~t I'ata 
Name- / Lag (l 1 .. 3 4 e. 
-
Pl'\) f i ne:-d 
++ :3u~·Pt.) 10 0 +. . . +. .. 
Pro fined 
I 11'"1 ++ .. . . . . . . . . 
t·~ame/Lag 6 7 8 9 10 
Pr-ofinecl 
:3u~·PO 1 ( 1() . . 
P1·ofined --1--
I IJ,J 
( -t > \. s > zx iO l d wrror. (-) \. & < 2X b l d Grro r, 
( • > l " l,vtV • ... ..,,, 
- ---
z u m b.:. 1 p w r h l l u n 9 an 
Id~ntifikasi bahw~ der-et data sudah stasioner karena seca-
1·a j ~las te rlih~t d~ng~~ ~urunnya nilai korelaai setel~h 
la~ kesatu dan akhirnya habi ~ ~ada lag-lag terakhir. Bahwa 
MPACF ini memencil pade l~i ~w~l < lebih besar dari 24 
standard error), kemudian cut - off pacta lag-lag selanjutnya 
Kenyataan ini member·H::an duh111gan bah\.va mod.::l autoregl'esif 
multivariate- data pe-jualan ot~t Profined Suppa 100 dan 
Profinecl INJ di PT. Eurindo Combined adalah Mod~l AR ( 1). 
4 .2.2. Tahap Penaksiran 
4.2.2.1. Model Multivariate:- Autoregreei ~~ndah tluan 
Dari pola umum struktur MACF dan MPACF deret input 
telah diperoleh pada t~hap identifikasi dimana terdapat 
satu lag yang significan pacta struktur MACF-nya sehingga 
model AR( 1) dapat dianggap seb:tgai model :t:·endahuluan dal'i 
data pejualan obat Profinad. 
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ini ~&pat digun~kan nil~i AlC <Akaike's Information Crite-
ri on J . 
AR yang optimal. Dntuk besar lag antara p = 0 sampai de-
ngan r· = 1(1 nilai AIC untul~ tr.~..)de:l autoregl.'essif pe:,iualan 
·)bat-obatan eli PT. Eurindo r.~.:•rnbined pacta tabel di bawah 
ini : 
Tatel -!.15. Nilai AkaH:e's lntormasion Criterion Del.'et [lata 
·-
Lag AIC' I L&g AIC' 
--
(1 1383.4301~3 6 1387.787840 
-·----· -- ---- - -
1 1362. E'·::1511 7 1::.19:.41689:, 
..... 1366.316960 
-
8 1:...194.7491~9 
1-
3 1367.487897 9 1396.04840 
.. 
4 1374 . 870844 10 1402.085305 
5 1381.085305 i ! 
~umbGr pGrh ~ l u ngan 
Dari Tabel 4 . 15. ternyeta n1lai AIC yang paling kecil 
(minimum) adalah pacta lag pertama yaitu eebesar 1362.62151 
jadi dapat dieimpulkan b~hwa penghitungan AIC seeuai 
dengan pendahuluan yang diidentifikasi dari str·uktur MPACF 
yaitu model AR<l l , bentuk umum model ARCl) adalah : 
(1-'l>BlZ = a atau Z = ~z .,. a 
l l l l-1 l 
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Taksiran Yule-Walke-r untuk rti l ai matriks i 1. ~dalah 
[ 0 .590 0 .012 J 0.209 0.094 
Dengan mengamati secara terpisah dari vektor v.Jhi te noise 
al dapat dilihat bahwa masing-masing Z. l tidak hanya \., 
memuat lagged values dari Z saja tetapi juga lagged va-
'·, t 
lues dari variabel Z. l yang lain. 
J, 
Parameter autoregr~sif yang dieetimasi sebenarnya 
sudah dapat digunakan untuk keperluan forecasting yang di-
dasarkan pacta model auto~egressif, akan tetapl sesuai de-
ngan tujuan penelitian, n~de1 autoregressif ini sebagai 
landasan yang balk untuk pembentukan model lebih lanjut. 
4.2 . 2.2. Fase Korelasi Kanonik 
Dalam fase kore lasi ke.nonik ini merupakan tahap yang 
penting dalam menentukan sclusi tunggal dari model akhir 
state space yang diharapkan sebelum digunakan dalam 
peramalan. Pada fase ini vektor state space secara tunggal 
ditentukan melalui analisa ~orelasi kanonik antara himpu-
nan ruang data (past observations) dan ruang prediktor 
(future values) . 
Dari model autoregresif pendahuluan AR<l> telah di-
tetapkan besarnya dera~at p adblah satu, sebagai implika-
sinya analise korelasi kanonik ini akan didasarkan pada 
matriks blok Hankel untuk kovarians sampel adalah sebagai 
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l 1 r r ( ('. r ' 1 I = rn ) r , :::: 1 J 
l.?-:r·d :t :- >;td: ~n r.~·:\d, f = 1 ild m.:t Y.a ho~t:t 1 i 3'"' b.:.o t · ···ltt ~ i 
.. - \ 
..... . -' 
n r. - 1 
ini ~ot~nsial dalam v~kt o r state . masih harus eli-
l~kukan penguji~n apek~h {Z l } layak diperhitungkan 
11+ 1 n 
da-
r---- -----.----
ch u. r n f .:> a . O. F' ~ l ( l l "" v v I l 0 I C -::. r r .., l u ~ '· o n-.. 
-- ------- --t----------------1--- --1--
I'S ( 1' ; f 1 , PI I 1' ; T I , 
I'S I 'I' • 1 ; T I 
1'$ I T; 'I I , P J < T ; ·r) 
1.0U l.Ou i. UU - U.LZ!JS-> U . :l / 119•1 
1 . u 0 1 . 0 (J 1 . 0 (l - 3 . z i 6 7 0 . -;· 7 0 z .. 7 
u. 11:'lf> 
2 
2 
P1 1 T•1;T I 
---- ----------~----------------L----------~---------~--~ 
1, ' .. l. 
.-.1 . -
I I 
. ......... t .-.l 
.• 2 . ~ -
= ._ . 11 d~ 
< • . :..A·_;·~• 
.· 
.. 7 
{ 
£. 
d i r·e t' n lr:·h nil~i 
- :_ ( :_: I t ~ 1 I - ~· •· l · 
,i ?-.d) 
u . 0!::> (2) 
50 
~: c) t'l:' las i 
t i\1'3.~: 
F~·-l€\ e ~~t ::.l.t-u lt f'l'<:•!-:-ni:! lr:j , T+l:T I ·:lima~\.\l:l:~la 
·1,::!-:t :·r· ::·t~tc:- di~·.:-r··:,leh ni l7.i 1.: .:-r-:-L:...e:i 1-:an.:.nil: lWo 
! . (I 1 : 1:_1 • 
•limana 
,J ctdi 
Y tidak dimasukkan ke 1slam vektor state. 
- 2.L+1. It 
[•<':-n,5r.:u1 ·:1-:-n:H:ian final =-tate v-:-l·:tc.r·nya adalah 
[ 
P:: t+ 1] 
l': l t I 
:: 
-1 . : !·:. ·r \ lllr\, • ~ r · ~tl'r11n•-l •·r-
r ,., 1 l "' J l • • - '•\ l i J A .. t:•T :. !: T ·r •.": L -- l-t I - . l 
r o l ,l~ 1 
- l 
:\ 3,l+1 . I 
vel~t- 1' 
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A - [ 
0 . 590 
0 . :::1)9 0 . 0 1: J (l . 094 
[ 
86322 . 3245 
L = 1009~ .9982 
10092 . 998'2 J 
67332 . 6971 
I 
Secar a keaeluruhan estimasi parameter 1ini tertera dalam 
tabel dibar..1ah ini : 
Tabel 4 .17 . Estimasi parameter model state space pendahuluan 
Parameter Estimate Std . Error T value 
F < 1.1 ) 0 .589939 0 .10841 4 5 . 441523 
F \ 1, ~) 0 . 011843 0 . 151751 0 . 078041 
Fe~. u 0 . 20941 4 0 . 090654 2.310028 
Fe::: . :::> 0 . 093884 0.126903 0.739807 
Nilai-nilal parameter tersebut pada tabel 4 . 17 . maka per-
lu dilakukan pengujian, yaitu dengan statistik uji t untuk 
aetiap taksiran parameter yang dapat dilihat dari tabel 
4 . 17 . 
P.:-niujian parameter ini dilakukan terlebih dahulu 
terhadap parameter yang mempunyai harga mutlak statistik 
ujinya yang paling kecil dalam hal ini pada parameter 
FC1,2 J . dimana nilai ltl = I 0 . 078041 1-
Dt:ngan melakukan hipotesa : 
H = F C l.~ ) = O,pengaruh antara profined INJ pacta waktu 
0 
yang akan datang dengan profined Suppo 
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bermtilm~t. 
H1 = F<1.2l = 0 . Pengaruh Profined Suppo 100 H saat ini 
pada Profined JNJ yang akan datang bermakna. 
dan t tabe 1 = t 0 .., :: 1. 96. { . 02 ... ;60> 
Karena It hitungl < t tabel, maka disimpulkan bahwa H0 
tidak di tolal-:, yang be:t'al'tl ]:..arameter F( 1, 2 > t.j dal layak 
dimasukkan dalam model. Detnlkian seterusnya dengan cara 
yang sama penguj ian terus dilalrukan terhadap parameter 
yang lain sampai didapatkan semua nilai parameter yang 
signifikan . 
Adapun hasil akhir d~ri taksiran parameter. setelah 
dilakukan penaksiran yang berulang-ulang hasilnya adalah 
sebagai berikut : 
Tabel 4.18. Estimae::i parameter model state space akhir 
Parameter Estimate Std. Error T value 
F(1,1) 0 .592354 0 .103925 5.699821 
F( 2, U 0 . 228559 0 . 087289 2.618418 
Dengan demikian model state space akhir adalah 
[ PS 
J 
l11 A PI = 
l+l. 
dima11a nilai A. 
A - [ 
() .59~ 
0 . ~~9 
[ PS1 
Pit l + G 
G dan var1an3 
o.noo 1 
0.00 1) 
_j 
l >"' l 2,l+1 
L adalah sebagai bel' ikut 
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Ll~ (I ] G - 1 -
[ 9633:: . 0757 10170 . 3.'16 J !:: - 1( 17(1. 2016 t37G -1!:· . :.:-·36 -
p•::-
·- t. -t 1 = 
(l . :,9:_2 p·~ ;';) l + 0 1 ,t~l. 
PJ = c) . ::;:::8 f' I 1- ~ t. + 1 l 2,l-t1 
':\l't iny~ : 
- PS rPro f ined Suppa 100) ~tan da t ang d i p~ngaruhi o leh 
h·c,fine-d Su1:.po 100 saat. i n i sebesar 0 . f,g:; dan 
:':\ 
1,l+1 
- PI <Pr ofined I NJ> akan da~ang d ipengaruhi o l eh profined 
IHJ E:~at. i ni sE-be sar t) . 229 
4. 2 . 3 . Ta h a p Pe me r i k s aar1 Model 
Se t elah didapatkan taksiran nilai - nilai parameter 
mode l s tate s pacenya. maka ts.hap berikutnya adalah peme-
riksaan diagnostik yang dituj ukan untuk membuktikan bahwa 
model tersebut cukup memodai . Pemeriksaan diagnostik dila-
kukan dengan mengamati pola dari residualnya apakah meme-
nuhi pola distribusi normal N CO ,~ ) dan apakah residualnya 
memenuhi syarat white noise atau maeih terda~at beber apa 
po la yang belum diperhittmgkan . 
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4.~.3.1. P~ngujian Residual 
Untuk menguji apakah re~idual dari model mempunyai 
di~tl·ibuei normal multivar!at~ at~u tidak. digunakan du~ 
statistik uji d~ngan hipotee~ : 
H0 = VEl ta bel'di at r i buE" . .i mul t. i var iat nc.rmal 
II = Date:t tidal·: bet'dist.r·itusi multivariat normal 1 
1. Pt_·n·~•-\matan tc:: l'lttidaic· tuult:.ivat'iaL skewn~::ss J&ta residual. 
. -. 
dari perhitungan didapat : 
.3tatist ik U,i i B1 = ! n/6 >bt.p 
X
2
h = 4.221090 < X2 = 26 .2926 
tl <U.0!5,60) 
P-2ng:tmat.an t..;rhadaf l!lU "t t i "iarj at. J.:urt.oeiE· data recidual . 
dari ~erhitungan didapat : 
StatiBtik Ll,i j 1 / 2 = (b2.p- F· <p+2> l/<8p<p+~)/n) 
Normal ~ 1.~10986 < 1.96 hl.l 
Dari kedua uji terseb~t maka dapat disimpulkan bahwa 
residual model memang mempunyai distribusi normal multiva-
riat. dan didukung pula oleh plot yang mendekati garis lu-
rus Cpada gambar lampiran .. ) maka dapat disimpulkan bahwa 
residual model mempunyai distribusi multivariat normal. 
Dengan dipenuhinya syarat k~normalan tersebut terarti juga 
mendukung bahwa data yang digunakan untuk mt.::nganalisis 
penjualan jenis obat flegyl ~elah stasioner. 
4.~.3 . ~. Pemeriksaan Model Res1dual 
Pemeriksaan residual model ini dilakukan dengan 
menggunakan cara yang sama dengan cara pembentukan model 
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state space. Setelah fungai matriks korelasi <MACF) dihi-
tung, maka didapatkan representasi skematik dari korelasi 
seperti yang tertera dibawah ini : 
Tabel 4.19. Tampilan Ske~atjk MACF Residu8l 
Name/Lag 0 1 2 3 4 5 
Residual 1 + . . . . . . . . . . . 
Residual 2 +. . . . . . . . . . . 
Name/ Lag 6 7 8 9 10 
Residual 1 . . . . . . . . . . 
Residual 2 .. . . . . . . . . 
~ l.li > 2* s ld error, - 1.0 < 2* &ld error 
• I.S betveen 
sumber perhi.lungan 
Dari tabel 4.19 dapat terlihat bahwa fungsi matrik 
autokorelasi ini hanya signifikan pada lag nol, sedangkan 
perhitungan fungsi matriks parsial autoregresif diperoleh 
bahwa fungsi ini pada samua lag tidak significan seperti 
yang terlihat pacla tabel 4.19 jadi dapat dikatakan bahwa 
residual tersebut sudah memenuhi sifat white noise. 
Tabel 4.20 . Tampilan Skematt.k MPACF Residual 
Name/Lag 0 1 T 'I 3 4 5 
f- --------- ----- -- ------
Residual 1 
-
Residual 2 . . . . 
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!Jam-= / L:tc? 6 ~, 8 I 
·- --
F:-=-aidu:tl 1 
Rl?sidual ') . 
+ 1.$0 > z• !Old error, - I.E < 2* s; l c! error 
l.lii bel.'w'~en 
LancZI·:ah ::;~lan.jut1wa .:."\r.blah m~nghitun@ nilai AIC. 
dimana hasi 1 F·t-rhi tungannya untuk. memperl:uat kesimpulan 
t.li:tta::; d:d ::tm tab~l -1.1 ( :!c.J:ot di lihat nilEti minimum dida-
pat pada lag p=O. 
Tsbel 4.21. Nilai AIC Der~t Data 
Lag AIC' Lag .A.. I C' 
·-
(I 1354.625345 f, 1387. 44E')7 50 
1 1360.120585 7 139~ . 152002 
----
2 1366.186214 8 1397 . 590971 
3 1367 . 644144 9 1395.648267 
4 1373.575514 10 1399.695671 
5 1380 . 828583 
&umber p e rh1.lungan 
Karena derajat p = 0 maka matr i ks transisi A pada 
model state spacenya akan mempunyai nilai nol juga di 
setnua e lemenya . 
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4..2.4.. Pembahasan Fitt..ed Model State Space dan Peramalan 
Dari basil persamaan model yang didapat di interpre-
tasikan sebagai berikut : 
PS adalah jumlah penjualan Profined Suppa 
l +1 
pada waktu 
t+l . Pacta penjualan jenis obat Profined Suppa pada bulan 
yang akan datang dipengaruhi ol8h jumlah penjualan jenis 
obat Profined Suppa. serta ada peningkatan jumlah penjua l -
an sebesar 0, 592. 
Pit adalah jenis penjual&n Profined Inj pada waktu 
+ 1. 
t +l. 
Untuk jenis penjualan obat Profined Inj dipengaruhi o l eh 
penjualan Profined lnj dengan kenaikan sebesar 0,133 . 
Has il Peramalan yang diberikan oleh model state 
space untuk lima bu lan kedepan adalah : 
Tabel 4 . 22 Nilai peramalan 
Obs Pro fined Profint::d 
f-
Suppo lOOM Inj 
1 1196.61 974.~18 
2 1195.22 973.9::2 
3 1194.41 87J.58 
--
4 1193.94 973 . 40 
---
5 1193 . 66 973.2l=l I 
·--- - - -------
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4.. 3. Pembentulcart Model Per4:1.mal an Unt uk Obat Pe :fleci n e 
I.V. /5 AMP 
4 . 3 . 1 . Ident i f i kaai Model 
4 . 3 . 1 . 1 . Pemeriksaan Data 
F~meriksaan der e t data dilakukan dengan car a 
mo;:-ngamat.i pl ot aerie s data asli pada lamp iran data < Cl ) . 
Dari ~lot data asl i t erlihat bahwa da~a telah stasioner 
F·5.d6 val' i a ns , t:·lot terlihat pacta awal data 
peningkalan yang ke mud ian rata pacta lag ke-12 
ter .. i adi 
~ . J . l . : . Ident i fi kasi Model Univariate Time Series 
Identifikasi mcde l pada plot fungsi autokorelasi dan 
p:!.:,t ]:'·al'sis.l autokorela.si pada lampiran (Cl ) . Dari plo t 
1= let funssi aut.:,kor elasi na mpak bahwa membentuk pola 
l:tml.,s.t m·.::nu .. 1u nol . 
:3ed-?.n~J.:an dal'i pl•Jt fungal parsial autokorelas i terlihat 
};·ada lag F·~?.l' tama tam}?a.k J.:eluar bata.s, kemudian pada lag 
yang J::.:.dua samt:·ai de ngan lag selanjutnya berada didalam 
bat.as . 
Dari ~Eniama t an kedua pl o t autokorelasi dan autokorelasi 
~arsial Jiatas diduga deret merupakan deret autoregressive 
.sata AR< 1 > . • 
Haail est imaai deret AR <l ) data penjualan 
Pefleains I . V15 AMP adalah : 
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obat 
Paramett"r' 
A.R < 1 > 
MEAH 
('(ll·~:?TAtn 
Estim~si ~td.~rror L-ratio 
.59183 .~0841 5 . 45936 
l~H.l-1--lUS l.:·68f,O 119.1E,l~l~ 
61 . €·9269 
P-value 
.00000 
. (l(l(l(l(l 
E~timasi vat' ians r..thi r;e JK.f..,c- - 17. 887 4G 
Chi-kuadr~t = 14.~293~ 
.df = 58 
Prob.:lbil i l.&s Whl te noi .>c:" :..IJ. 7113G6 ~~~~---------­
•umboir: pou·h~lunga.n 
Langkah selanjutnya adalah melakukan pengujian terha-
dap parameter model dengan hipotesis : 
Ho 0 =< 0 
p 
Hl 0 tidak aama denaan nol p 
Untuk AR Cl> 
Ho 0 = I) 
1 
Hl 0 tidak S3ma deng&n nol 
1 
I>.:-ng~n m~n-:-Jttul'::tn t.ingl\.:tt sj gnificant 95°~ ( ~ = 5% J 
Nilai t-hitung - I 5.45936 I 
l'H lai t.- tabe 1 - t. = 1 . 96 
(l) . 02!5,!58) 
[ar~na lt-hitungl> t-tabel . maka tolak Ho yang berarti 
parameter· AR ( 1) masuk kE: dalam model . 
4.3.1.3. Pemeriksaan Model 
Set~l~h didapatkan takEiran nilai-nilai parameter mo-
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apo.kah bc-rdistt'ibusi ncrm.:;.l 11 <1) .2: ) dan me!nenuhi syc-.t'eo.t 
White- Noi.3t:. 
Pengamatan terhadap pcla plot fungsi autokorelasi de-
ret r.:-s.i due:d dan autol~orel7l.3i pat·sial re.3.idual. I1ari peng-
amatan kedua plot tersebut ~ada lampiran <C~>. terlihat 
'-·ahw:1 r·esidual model tidak .':i'qgn ificant ];.•ada semua lag atau 
3<::~nua log bet'acle. diantar ( :2 ·~!?.tanclar·t et't·or ) . Dari peng-
amat.an kedu& plot tersebut dapat disimpulkan bahwa re.si-
Ju:d ·:!ari rnodel .::ude..h n1em-7nuhi r~mite noise. 
gambar• '-'~ ' . tampaJ.: l:-:~.hwa titiV.-titik plot bet·•11:lFt disekita1· 
re~idual model berdistribuei normal. 
--1 . ·3. 1. -1. Est ima::: i F'aJ:ametr=:t· 
l!a.=~i L d3ri pr:-rnerH:saan model diatas dar·at dL:;irnpu lkan 
a tau 
z = 
7 
:lim.ano. 7 .:tdalah jumlah 
'"'t pen.i L47.lan peflecinr.: 
I. V t 5 ~.t-IP l;·ada \'-'C.ktu ke-t. 
~arl rr:-rsamaan di atas d~pat Ji terangkan bahwa peng-
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aruh . }umlah 1=---:::-n,1u~lan obat Peflec ine I. V / 5 AHP unt.uk bu-
l&r, ini di!=-·-:::-ngaruhi oleh k.:::naikan jumlah penjualan bulan 
lalu a6beaar 0 . 59183 . 
4.3.~. Feramalan 
Dat'i pe rsamac-,n yang didapat dilakukan peramalan untuk 
limo. 1:•e1'iode (bulan> kedepan, haail dari peramalan adalah 
aebagai berikut: 
Tabel 4 . ~3 . Persentase kesalahan peramalan . 
obs forca.:st lowet' 
' 
upper actual kesalahan 
:-,6 1-10.843 120 . Q8 161.106 152 7 . 34 % 
1='"7 ~ I 141 . 631 1:1.307 161.955 147 3.65 % 
"'c• .._ ,_, 1.:11.57 1~1. 2 ..J. 5 161.894 149 4.97 % 
5? 141.:,74 1:1. ~5 161. 899 151 6 . 24 01 lo 
6(: 1-11. t".74 121 . :::5 161.898 152 6.86 % 
Tabel -1 . :-1. Haail peramalan lima periade ke depan. 
Pel' i..::.de Peramalan 
13:1 141.574 
(:' ,.., 
J- 141.574 
t33 141.574 
64 141.574 
(35 141.574 
10umbwr : pQrhllungan 
D5.l'i ho.sil t'amalan cliatas diketahui bahwa jumlah 
pen,iualan obat Peflecine I. V /5 AMP untuk sepuluh periade 
kedepan cende rung mengalami penurunan . 
H~l ini menunJukan pola penjualan obat Peflecine I.V/5 AMP 
yani ~k~n menurun pada periode mendatang dan merupakan 
informaai bagi pihak perusahaan 
kebijak~anaan lebih lanjut. 
untuk mengambil 
BAB V 
KESIMPULAN DAN SARAN 
BAB V 
KESIMPULAN DAN SARAN 
5 . 1 Kes impulan 
Untuk daerah pemasaran PT. EURIDO COMBINED SURABAYA 
yan~ meli~~ti seluruh Jawa Timur, pada kalompok penjualan 
dibagi menjadi 3 kelompok. Dalam penelitian ini yang 
ditaliti team Hoapital yang penjualannya kaseluruh rumah 
2akit di Jawa Timur. 
Dengan metode analisa state space mempunyai bentuk multi 
variate autoregresisive yang bersesuaian dengan AR{l) aepe 
rt! terlihat pada be rikut ini : 
Ada~~n haail akhir dari taksiran parameter, setelah 
dilakukan penaksiran yani berulang-ulang hasilnya adalah 
sebagai b~rikut : 
- Model Flegyl infusion FI = 0 . 227 FI + a l1- 1 t t ,t+t 
Jumlah J.:·en,iualan Flegyl Infusion pacta waktu ke t+l bulan 
y·ang s.~:an datang sama dengan jumlah penjualan flegyl in-
fusion saat ini kali 0 .227. 
- Model Flegyl Euppo 500 Mg : 
FSt1- t = 0 . 133 Fit- 0 .240 FSt + 0.483 Flt + a2 ,t1-t 
-.1umlah penjualan flegyl suppo 500 Mg pada waktu t+l, 
ao.m-=. d-=-n~:-.n 0 .133 kali jumlah penjualan flegyl infusion 
35.at ini dikurangi (jumlah penjualan jenie obat fle;gyl 
.5Ul>l=·O 5001'1g saat ini kali 0 . 240) di tambah 0 . 483 kali 
._iuml~h l-·E-njualan Flegyl Suppo 1 Gr eaat ini. 
- 11odel Flegyl Sup}:.•O 1 Gr : F1t H .= 0.353 F1t + as,t+t 
,_1umJ ah p-?.n,iualan untul': ,ienia obat f legyl suppo 1gr pada 
periode yang akan datang sama dengan 0 . 353 kali jumlah 
penJu~lan Flegyl Suppa ~aat ini . 
- Mode 1 Ft'ofined Suppo 100 Mg : PSt.,. 
1 
= 0. 592 PSt + a1 ,t.,.1 
Juml~h ~~njualsn Profined Suppo 100 Mg pada waktu yang 
£~kc.n da t -:-.ng sama clengan sebesar 0 . 592 dikali jwnlah 
penjualan obat Profined Suppa 100 Mg saat ini. 
- Model Frvfined InJ .· Pit = 0 . ??9 PI + a 
- .,. i ~~ l 2,l.,. i 
P&da ~enjualan obat Profined INJ yang akan datang sama 
I 
dengan 0 . ::29kali jumlah penjualan P.rofined INJ saat 
ini . 
Untuk kelompok univariate time series yaitu peflecine I . V 
/::, P.l1F· memJ;·unyai model berikut 
:l = o .591B3 zl _1+ ~ 
Al't ln:.:a .iumlah penjualan bulan ini sama dengan 0 . 59183 
dH:&li ,iLuolah t:·~?.n,iualan Peflec ine I. V /5 AMP bulan lalu. 
8.:-:t.'H:ut hasil ramalan untuk setiap jenis obat yang 
di~&malkan lima periode ke depan 
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IHlai per-amalan penjualan obat-obatan 
Obs Flegyl Flegyl Flegyl Infus ion Suppo 50 0M Suppo 1 Mg 
1 984.66 365.879 315.914 
2 975.72 355.013 360.405 
3 973.68 354.102 376.126 
4 973.22 361 . 692 381.681 
5 973.11 362.503 383.644 
Nilai peramalan 
Obs Pro fined Pro fined Suppo lOOM In,i 
1 1196.61 974.48 
2 1195.22 973.92 
3 1194.41 973.59 
4 1193.94 973 . 40 
5 1193. se, 973.29 
Hasil peramalan lima per-iod~ ke depan. 
Peri ode Peflecin I.V /5 AMP 
1 141.574 
2 141.574 
3 1-H.574 
4 141.574 
5 141.574 
5.2. SARAN 
- flat'i ano.liaa dan pembahasa.n model state space yang di-
dapat sudah layak digunakan untuk peramalan penjualan 
obat-obatan d i bulan yang akan datang . 
- Ilalam pengamb i lan kebi.i aksanaan juga harus diperhatikan 
situasi dan kondisi di masa yang akan datang yaitu fak-
tor-faktor yang dapat membantu yang belum diterangkan 
oleh model . 
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LAMP IRAN 
LA!'1PIRAl'l P.  
BLN 
1PP1 
Jul 
Ags 
Spl 
ok t 
Nop 
De so 
1PP2 
Jan 
Feb 
Mrl 
Apr 
Mei. 
Jun 
Jul 
Agl 
Spl 
ok t 
Nap 
De so 
1PP3 
Jan 
Feb 
Mrl 
Apr 
Me i. 
Jun 
Jul 
Agl 
Spl 
Okl 
Nap 
Des 
DATA PENJUALAN OBAT-OBATAN TEAM HOSPITAL 
( DATA DALAM BULANAN ) 
Flegyl Flegyl Flegyl Pefleci.ne Prof i. ned 
Infusion Suppa Sup po I.V /5 Supp o 
100 500ldg 1 a r A N p 100 N g 
750 285 38 8 141 505 
793 295 391 144 509 
802 299 39 9 143 525 
I 
783 301 40 5 140 5 35 
789 300 40 0 144 5 40 
7~8 311 38 5 135 5 43 
' 
793 307 40 3 . 133 5 65 
735 285 43 7 140 8 70 
1016 396 23 7 134 6 74 
1080 209 30 0 122 722 
1057 314 33 8 134 896 
909 365 33 7 140 9 73 
609 420 39 8 139 905 
582 317 25 4 138 915 
781 378 39 4 141 9 53 
280 308 35 9 131 9 28 
1042 318 27 7 131 10 89 
1224 371 421 169 15 67 
1100 450 44 4 123 12 44 
595 398 47 7 135 13 42 
1197 395 42 4 133 12 67 
10~1 454 46 0 140 912 
805 355 ·43 7 124 14 39 
1403 406 50 2 139 1590 
1159 639 40 3 145 12 98 
1358 407 438 135 9 90 
947 566 614 145 16 45 
985 318 410 147 15 20 
857 533 45 0 146 14 30 
1207 344 57 5 145 1602 
Prof i.ned 
INJ 
632 
625 
590 
610 
645 
650 
656 
591 
560 
602 
702 
643 
654 
630 
514 
329 
735 
1033 
564 
538 
971 
1039 
939 
806 
1159 
1038 
1447 
1299 
1238 
1327 
LAl~ ._lLJTAN LA11PIRAN .A . . 
1994 
Jan 489 272 308 150 810 545 
F9b 921 429 414 143 1401 1323 
Mrl 806 284 419 132 833 817 
Apr 713 285 375 142 1279 1105 
Mei. 918 426 382 146 1399 796 
Jun 1375 403 486 151 1604 1029 
Jul 610 256 353 145 1406 966 
Agl 674 286 356 148 1644 976 
Spl 1215 558 439 146 1604 1217 
Okl 805 484 470 146 1449 840 
Nop 1093 489 424 145 1784 1252 
09S 851 255 485 144 1484 878 
199!5 
Jan 1392 485 523 147 2007 1565 
F9b 908 337 '380 138 869 732 
Mrl 848 340 335 151 1193 803 
Apr 942 348 371 13e 1739 963 
Mei. 1023 264 358 158 1727 1329 
Jun 1129 303 303 175 1902 1253 
Jul 844 231 315 113 1408 846 
Agl 1238 368 294 146 1965 830 
Spl 959 301 317 144 1930 962 
Okl 1073 325 325 141 2169 1405 
Nop 1564 437 440 142 2210 1453 
Des 1878 843 409 149 2554 1575 
1996 
Jan 1073 171 185 151 725 720 
Feb 1103 271 393 152 1422 842 
Mrl 1059 409 322 147 1659 901 
Apr 919 283 290 149 2047 1066 
Mei. 1462 222 265 151 1870 1022 
Jun 1024 402 413 152 1860 708 
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R€-siooa.ls 
LAI'1PI R;t,J F 
STA TESPACE Procedre 
1\bbs = 60 
Vcriable 
FI 
FS 
F1 
Me en 
973.0833 
363. 5167 
384.7167 
Std 
275. 4.447 
111.5945 
82.55([)6 
Information Criterion for h.ltoreg--essive f'bdels 
Lag=O Lag=1 Lag=2 Lag=3 Lag::4 
1742.510548 1740.344982 1750.852727 1757.387876 1768.277089 
Lag=5 Lag=6 Lag=7 Lag=8 Lag=9 
1774.77652 1782.046581 1785.790627 1793.271602 1799.665013 
LE;J9=10 
1811.403059 
ST A TESPACE Proced...re 
Var/Cov Matrices of the In:ut Series 
Lag=O 
FI FS F1 
FI 75869.7726 14107.39689 3165. 566384 
FS 14107. 39689 12453. 3387 4003.064124 
F1 3165.566384 4003.064124 6814. 511582 
Lag=1 
FI FS F1 
FI 14976. 74988 1419. 023847 -2602.50214 
FS 4939. 427519 193. 636718 2034.360673 
F1 -1811.92813 1318.617453 2191 . 601747 
Lag=2 
FI FS F1 
FI 11629. 40654 305.400235 -1626.417 
FS -1532.45485 385.818917 405. 977844 
F1 -1895.57265 2172.349595 1750.080047 
l.ag::3 
FI FS F1 
FI 12734.91914 2513. 382274 1397.338206 
FS 3535. 506568 1588. 027952 794. 8286299 
Fl 1014.842444 2248. 740212 3049. 196483 
LAtl.JfJTAtl Lr1.MF l R.A.N F .. 
Lag=4 
FI FS Fl 
FI 10095. 00942 -835. 92919 -4289.12608 
FS 3030.493409 1557 . 035857 -323.982166 
F1 -1846.35546 1461 . 035913 1130. 977891 
Lag=5 
FI FS Fl 
FI -829. 931379 1447. 718668 -2832. 21382 
FS -5155.52568 -1814.02093 215. 291219 
F1 -5491. 29715 465. 594609 1202. 967773 
Lag=6 
FI FS Fl 
FI 10607.47105 - 1569. 11963 2144.751271 
FS -2463.23263 -426.585904 -579.631723 
F1 -2719. 20071 -1161 . 87071 799.7912712 
L89=7 
FI FS F1 
FI 10865.03731 -257.662735 -2251.67206 
FS 318.290654 591.749685 287.968498 
F1 -5379.50398 1243.509741 680. 317029 
Lag::B 
FI FS Fl 
FI -4692. 39642 - 3359.13465 - 4842. 46798 
FS -2599. 03465 - 905.408512 -975. 393145 
F1 -1268.692 1303. 730866 366. 615386 
Lag=9 
FI FS F1 
FI 2774.924082 51.034958 -2197. 74188 
FS -5159.13001 -942.999195 -336.125410 
F1 -884. 516455 117.213008 300.934929 
Lag=10 
FI FS F1 
FI -9780. 45315 -1276.98074 -2497.26662 
FS -842. 453908 305. 223399 -489. 368691 
F1 -1326.65363 262.040066 223.278484 
LA\\j.JT.1TAll LAI·lPI RAI'~ F .. 
ST A TESPACE Proced...re 
Correlation Matrices of the Input Series 
FI 
FS 
F1 
FI 
FS 
F1 
FI 
FS 
F1 
FI 
FS 
F1 
Lag=O 
FI FS F1 
1.ClXOJ 0.45895 0 . 13922 
0.45895 1.ClXOJ 0 . 43454 
0.13922 0.43454 1 . ClXOJ 
Lec;;~=2 
FI FS F1 
0.15328 0 . 00994 -o.07153 
-D.04986 0.03098 0.04407 
-0.08337 0.23581 0.25682 
Lag=4 
FI FS F1 
0. 13306 -o. 02720 -o. 18863 
0.09859 
-D.08120 
Lag=6 
FI 
0.12503 -D.03517 
0.15860 0.16597 
FS F1 
0.13981 -D.05105 0.09432 
-0. 08014 -o. 03425 -o. 06292 
-D. l1959 -D.12612 0 . 11737 
Lag=1 
FI FS F1 
0 . 19740 0 . 04616 -0. 11446 
0.16069 0.01555 0.22083 
-o. 07969 0.14314 0.32161 
Lag=3 
FI FS F1 
0.16785 0 . 08177 0.06145 
0 . 11502 0 . 12752 0.08628 
0.04463 0 . 24411 0.44746 
Lag=5 
FI FS Fl 
-0. 01094 0.04710 -D.12456 
-D.16772 -D.14567 0.02337 
-o.24150 0.05054 0 . 17653 
Log=7 
FI FS F1 
0.14321 -o. 00838 -o.09903 
0.01035 0.04752 0 . 03126 
-o. 23659 0 . 13499 0 . 09983 
STATESPACE Proced..re 
Correlation Matri ces of the Input Set~ies 
FI 
FS 
F1 
Lag=8 
FI FS F1 
-0.06185 -0.10928 -D. 21297 
-D.08455 -o.07270 -D.10588 
-D.05580 0.14152 0.05380 
Lag=lO 
FI FS F1 
FI -D.12891 -D.04154 -D.10983 
FS -D. 02741 0. 02451 -D. 05312 
F1 -D. 05835 0. 02845 0. 03277 
Lag=9 
FI FS Fl 
0. 03657 0 . 00166 -0. 09666 
-D.16784 -o.07572 -o.03649 
-0.03890 0 . 01272 0 . 04416 
LAtl,JUTAtl LAt1PIRP..tl F . · 
ST A TESPACE ProcedUre 
Schematic Representation of Correlations 
Nane/Lao o 1 2 4 5 6 7 8 9 10 
FI ++ . 
FS +++ 
Fl . ++ . . + .. + 
+ i s > 2*std error, - is < -2*std error, i s between 
STATESPAOE ProcedUre 
Partial ~toregressive Matrices 
Lag=l 
FI FS F1 
FI 0 . 2117843 0 . 0350350 -Q. 50)8674. 
FS 0 . 0874659 -o.2051792 0.3784317 
F1 -Q.04.81587 0 . 0614.781 0 . 3078651 
Lag=2 
FI FS Fl 
FI 0 .1237130 -o.0820169 -o. 0405274. 
FS - 0 .0164.582 -o.0149901 0 . 060J176 
F1 -0. 0581584. 0 . 204.6104 0 . 0508369 
Lag=3 
FI FS F1 
FI 0.0834.302 0 . 0392821 0.4504214 
FS 0.0433971 0.0132834. 0.0073567 
F1 -0. 0028513 0 . 0652799 0 . 3003662 
Lag--4. 
FI FS F1 
FI 0.1270568 -o. 024.0581 -0. 8127250 
FS 0 . 0208688 0.134.0776 - 0.4012350 
F1 -0.036294.3 0 . 1340972 -0.~71816 
Lag=5 
FI FS F1 
FI -o. 164.9835 0.4.359103 -o.3238960 
FS -o. 0719568 -0.1337728 0.2228581 
F1 -o.0856026 0.0360854 0.124.0199 
L.A.N.}IJTAll LA1'1FIRhN F .. 
Lag=6 
FI FS F1 
FI 0 . 0996590 -D. 4515181 0 . 8427166 
FS 0. 0206829 -D. 0603564 -0. 1671547 
F1 0 . 0275191 -D.1819080 -0. 0518899 
Lag=7 
FI FS F1 
FI 0. 2341467 -D. 2986487 -D. 2349760 
FS -0. 0305291 0.1793391 0.0213459 
Fl -0.0840353 0 . 2046236 0 . 0927894 
Lag::8 
FI FS F1 
FI -0.1970907 0.2230382 -0.6451502 
FS 0 . 0042209 -D. 0332339 -0.1850474 
F1 0 . 0281750 0.1266246 -0.1934991 
Lacr-9 
FI FS F1 
FI -D. 0699505 0. 4017941 -0. 5790108 
FS -0. 0877337 -0. 0129046 0 . 1556586 
F1 0.0124181 0 . 1006551 -D.1005238 
FI 
FS 
F1 
Lag=10 
FI 
-D.2729403 
-0.0345634 
0.0178576 
FS F1 
0 . 3572239 -D. 1672750 
0 . 0285024 -0.1913573 
0 . 0139758 0 . 0033794 
SAS 
STA TESPACE Procedre 
Schematic Rej:)t'"'eserltation of Pc:rtial Autocorrelations 
Nane/Lag 1 2 4 5 6 7 8 9 
FI 
FS 
Fl .. + 
10 
+ is > 2~std error, - is < -2*std error, . is between 
76 
LAl'1Fif.:AN G 
SAS 
ST A TESPf:t.l:£.. ProceCir'e 
Nobs = 60 
Vcriable Meai Std 
PS 1181 385. 2334 
PI 971.4667 275.1328 
Inf(.')t'"'fllation Criterion for Autoregressive ttdels 
Lag=O Lag=1 Leg=2 La9=3 Leg=4 
1383.430123 1362.621511 1366.31696 1367. 487897 1374.870844 
Lag=5 Lag--6 Leg=7 L~-8 Las=9 
1381.682071 1387.78784 1392. 416895 1394.749129 1396.0484 
Lag::10 
1402. 085305 
Vcr/CCN Matrices of the In:x.Jt Series 
Lag=O 
PS PI 
PS 14B404.. 7458 30262. 45763 
PI 30262.45763 75698. 04972 
Lag=2 
PS PI 
PS 74150.81356 221?3.30395 
PI 26200. 79548 12693.46041 
Lag=4 
PS PI 
PS 67487.33898 6347. 988701 
PI 19811.15141 6320. 710659 
Lag::6 
PS PI 
PS 49753.47458 5796.228249 
PI 24375.30169 7015.102147 
Lag=8 
PS PI 
PS 5CD90. 11864. 12352. 7096 
PI 10940.40565 -6741.87473 
Lag=10 
PS PI 
PS 24840.25424 -7179.21921 
PI 14068. 41921 -4681 . 73183 
LaQ=1 
PS PI 
87908.08475 18749.46667 
33919. 19322 13444.22569 
Lag=3 
PS PI 
80926.89831 11433.14915 
20422.48249 14003.26802 
Lag=5 
PS PI 
58671.11864 1719.477966 
13371.17514 1901 . 786064 
Lac;r-7 
PS PI 
53991 . 42373 - 7986. 64.407 
22872.10169 5780.762863 
Lag--9 
PS PI 
37254.08475 -2730. 14802 
31965.92881 6376.518192 
1 
LANJUTAN LAMPIRAN G.· 
Correlation Matrices of the In:ut Series 
Lag=O Lag=l Leg=2 
PS PI PS PI PS PI 
PS 1 . 0:::0::0 0.28552 0.59235 0 . 17690 0.49965 0.20920 
PI 0.28552 1. a::o::o 0 . 32002 0.17760 0.24720 0.16769 
Lag=3 Lag=4 Lag::5 
PS PI PS PI PS PI 
PS 0.54531 0.10787 0.45475 0 . 05989 0 . 39535 0 . 01622 
PI 0.19268 0.18499 0 . 18691 0.08350 0 . 12615 0 . 02512 
LE19=6 Lag=7 Lag=8 
PS PI PS PI PS PI 
PS 0.33526 0.05469 0 . 36381 -0.07535 0.33752 0.11655 
PI 0.22998 0.09267 0.21579 0 . 07637 0.10322 -o. OB906 
Lag=9 Lag=10 
PS PI PS PI 
PS 0.25103 -D.02576 0.16738 -D. 06773 
PI 0.30159 0.08424 0.13273 -o. 061B5 
Schematic Representation of Correlations 
Name/Lag 0 1 2 3 4 5 6 7 8 9 10 
PS ++ +. +. +. +. +. +. +. +. 
PI ++ +. +. 
+ is > 2*std error, - is < -2*std error, . is between 
ST ATESPACE Proced..re 
Pa-tial Autoregressive Matrices 
Lag=1 LBg=2 
PS PI PS PI 
PS 0.5899386 0 . 0118428 0.2177969 0 . 1CD8765 
PI 0 . 2094140 0.0938841 0 . 0320420 0.0966968 
Lag=3 Lag=4 
PS PI PS PI 
PS 0.3098811 -D. 1137BB2 0.0697192 -o.0805917 
PI -0.0302847 0.1077761 -o. 0325.364 0 . 0135531 
Lag=S Lag=6 
PS PI PS PI 
PS 0.0676610 -D. 1219BB4 -o. 04.65717 0.0515110 
PI -0.0604282 -0. 0153439 0.1307399 0 . 04.78962 
LA~l.JUTAll L.?.l'lPIRAN G .. 
Lag:=7 Lag=8 
PS PI PS PI 
PS 0 . 1630682 -o.1976488 Q. ClX)8.381 0.2521283 
PI 0.0727929 0.0343999 -0. 0698554 -o.1179078 
Lag=9 Lag=10 
PS PI PS PI 
PS -Q.0541520 -0. 1884442 -o. 1308182 0.0212919 
PI 0.2233192 -o. 0065478 -o. 0888440 -Q.0864693 
!Schematic Representation of Partial Autocorrelations 
Nane/Lag 1 2 3 4 5 6 7 8 9 10 
PS +. +. 
PI 
+ is > 2*std error, - is < -2*std error, is bet.....een 
PS 
PI 
PS 
f=>I 
PS 
PI 
PS 
PI 
PS 
PI 
ST A TESPAO:. Proced..re 
Yule-Walker Estimates for the Min AIC 
Lag=1 
PS 
0.58994 
0.20941 
PI 
0 . 01184 
0 . 09388 
Variance/Covariance of the Residuals 
Lag=O 
PS PI 
14B404. 7458 30262. 45763 
30262.45763 75698.04972 
Lag=2 
PS PI 
90450.11915 8332. 513274 
8332.513274 66459.37904 
Lag=4 
PS PI 
81470.49102 9692. 153657 
9692.153657 65573. 36073 
Lag--6 
PS PI 
80066. 85448 10030.43553 
10030.43~3 63523.14794 
Lag=l 
PS PI 
96322.32447 10092.99823 
10092.99823 67332.69713 
Lag=3 
PS PI 
82133.85642 9490.432229 
9490.432229 65657. 18887 
Lag=5 
PS PI 
80342.34977 9788.901503 
9788.901503 65236. 04277 
Lag=7 
PS PI 
76359.16134 9710.449512 
9710.449512 62957. 84168 
LAHJLITAt~ LAI'1PIRAN G .. 
Lag=9 Lag=8 
PS PI PS PI 
PS 
PI 
72164.75111 11960.73956 
11960.73956 61405.90506 
69520. 9501 13367. 87879 
13367.87879 57735.77794 
Lag=:10 
PS PI 
PS 68385.78082 12570. 34279 
PI 12570.34279 56586. 48161 
Resid..al Correlations from fl.R. Models 
Lag=() Lag=1 
PS PI PS PI 
PS 1.00000 0 . 28552 1.00000 0.12533 
PI 0.28552 1.00000 0.12533 1.00000 
Lag=3 Lag=4 
PS PI PS PI 
PS 1.00000 0.12924 1.00000 0 . 13260 
PI 0.12924 1.00000 0 . 13260 1.00000 
Lag=6 Lag:=7 
PS PI PS PI 
PS 1.00000 0 . 14065 1.00000 0.14005 
PI 0.14065 1 . 00000 0.14005 1 . 00000 
Lag=:9 Lag=10 
PS PI PS PI 
PS 1 . 00000 0 . 21100 1.00000 0.20207 
PI 0. 21100 1.00000 0 . 20207 1.00000 
STATESPACE Proced.re 
Canonical Correlations Analysis 
State vector 
PS(T ;T) ,PI(T;T),PS(T+1;T) 
PS(T ;T),PI (T ;T),PI(T+l;T) 
Correlations 
1.0000 1.0000 0.2469 
1.0000 1.0000 0.1139 
Lag=2 
PS PI 
1.00000 0.10747 
0.10747 1.00000 
Lag=5 
PS PI 
1.00000 0.13521 
0.13521 1. 00000 
Lag=8 
PS PI 
1.00000 0.17968 
0.17968 1.00000 
Infor. Chisq D.F. 
-o.2259 3.711194 2 
-3.2167 0.770247 2 
Ec' t.ltr.Et t i ·:m h~ i: 1 ns ..... 
I~itial: RSS = 5~06.87 b = -0.0766886 141.582 
Final: RSS = 5406.8E ... stopped on criterion 2 
Fs.J'~mc-to:-t' 
AF: < 1 ) 
MEAt! 
COHSTP.NT 
Summa!'Y of Fitted Model for: RSS . var1 
Estimate 
- . 07755 
141.57404 
15::: . 55254 
Stnd . err-or 
. 13810 
1.26669 
T-value 
-.56152 
111.76658 
P-valuc: 
. 57681 
. 00000 
Estimac~d whit~ noise V9riance = 102.016 with 53 degrees of freedom. 
E3tim~t-:-d 1rlhite noie.e standard deviation (std err) = 10.1003 
C~i-eguare test statistic on firs t 20 residual autocorrelations = 13 . 969: 
t.·li th Pl'•:·bab i 1 i ty of a larget' value given white noise = 0 . 731099 
Ba·:.kf.::, t'e•:-9.2't ing : n c. Nwnber of iterations per·for 
Vs.rio.ble: v;•)Fl~AREA . FORECASTS (length - 10 3) 
-
--------------------------------------------------------------------
1.1 l 14(1 . &~3 ( 1.:;) 120 .58 ( 1,3) 161.106 
:. 1 ) 1~1. 631 ( 2.~) 121.307 ( 2,3) 161.955 
~; , 1 i 1~1 . E·7 ( 3,:::: ) 1:1 . 245 ( 3,3) 161.894 
4.1 i 141. :.7 ~ ( 4.2 ) 1:1.25 ( 4,3) 161.899 
' ~ •. 1 } 141. ~·7 4 ( 5,2 ; 121 . 25 ( 5,3) 161.898 
6.1 1 141.574 ( 6.:) 1~1 .25 ( 6,3) 161.899 
I 
,.., 
I .1} 141.574 7,2) 121.25 ( 7,3) 161. 899 
8.11 141.574 8.2) 1:::1. ~5 ( 8,3) 161.899 
( 9.1 ' 141 . 574 9.21 121.25 ( 9,3) 161. 899 
<ll).l l 141.574 ( 10 . 2) 121. 25 ( 10,3) 161.899 
--------------------------------------------------------------------

