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Introduction 
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1.1. Thesis overview 
Predictions have become a topic of considerable interest in cognitive neuroscience in the last 15 
years. What attracts most attention is the idea that predictions are rooted into the very texture of 
brain functioning, and that they occur at every level of the brain and the cognitive hierarchy, both 
for perception and for action. Predictions define the way we comprehend input and learn new 
information.  
More or less at the same time, psycholinguists started to find interest in the role of prediction in 
language comprehension, as the methods of eye-tracking and event-related EEG potentials 
became more popular, and new frameworks of exploring language comprehension were 
contrived. The picture of predictions that was painted in psycholinguistics was quite different from 
the picture emerging from other fields of cognitive neuroscience. Instead of being the pivotal 
element of language comprehension, predictions seemed to be limited to those rare points in 
sentences at which a context provides extremely strong semantic constraints (e.g., DeLong, 
Urbach, & Kutas, 2005), and to those people who are young, native speakers of the language, and 
at the peak of their verbal abilities (e.g., DeLong, Groppe, Urbach, & Kutas, 2012; Federmeier, 
Kutas, & Schul, 2010; Federmeier, McLennan, de Ochoa, & Kutas, 2002). In this thesis I investigate 
the limits of predictions, what are the circumstances in which predictions can arise, and I will 
evaluate whether predictions are really limited to the situations delineated above. The relevant 
studies are presented in chapters 3 and 4. In chapter 5, this will be summarized in a theoretical 
proposal delineating different classes of prediction, and proposing a mechanism underlying one 
of them. 
A separate strain of this thesis concerns the importance of animacy for language comprehension. 
In chapter 2 I show that the language comprehension system is particularly sensitive to violations 
of expected animacy (relative to other semantic errors), even when at a given point in a sentence 
animacy is not important for grammatical and morphosyntactic parsing.  
Chapters 2, 3, and 4 are written as independent journal articles that are published as journal 
articles, or are submitted for publication. Therefore, they can be read independently of each other. 
The bibliography is presented at the end of the dissertation, and it contains references from all 
chapters. Tables and figures are numbered consecutively within each chapter. 
The remainder of this introduction is organized as follows. First, I will provide an overview of event-
related potentials that will be measured throughout this thesis to inform the above research 
questions. Then, I will review the current state of knowledge on predictions in language 
comprehension and put forward a proposal of classifying predictions into active and passive.  
1.2. EEG and event-related potentials in the study of 
language processing 
The experiments presented in this thesis almost completely rely on the event-related brain 
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potentials (ERP) technique. This method consists of the recording the continuous EEG signal, and 
subsequently analyzing it using the method of event-related potentials.  
An EEG study starts with placing electrodes on the scalp of the head, so that they can register 
changes in electric potentials. The localization, polarity and magnitude of these potentials reflect 
the activity of the cerebral cortex (and sometimes also of subcortical structures), and enables 
researchers to peek into how the brain does its work. The EEG scalp potentials emerge as a 
consequence of the way neurons communicate with each other. When one neuron is signaled by 
other neurons, post-synaptic potentials start to accumulate on that neuron. The more negative is 
the sum of these potentials, the higher is the chance that the neuron will send a signal to other 
neurons. As a by-product, the changes in post-synaptic potentials also evoke a flow of electric 
current outside the neuron, in the extracellular space (so-called local field potential). The electric 
current flow elicited by post-synaptic activity in one neuron is minute. However, when millions of 
nearby neurons start to build up post-synaptic potentials, the electric current associated with their 
activity is so strong that it can be detected on the scalp of the head. EEG registers this change in 
field potential as the difference in the electric potential between an electrode placed on the scalp 
close to the active neural population, and some other, distant electrode.  
Due to its many advantages, the EEG method is extensively used in the fields of psychology and 
neurobiology of language processing. One reason for this is that EEG is quite accessible (it is 
noninvasive, cheap, and does not require extensive infrastructure). But there are more important 
reasons why the use of EEG has become popular. The first is the time-resolution of EEG, which 
dwarfs many other neuroimaging methods, for example those that rely on registering slow-going 
changes in cerebral blood flow. To investigate how humans come to understand a word's meaning 
from looking at the word, a process that lasts maximally half a second, one needs a method such 
as EEG that has temporal resolution on the order of milliseconds. Another reason why EEG is so 
useful to study language processing is that it does not require that participants make any overt 
responses, and thus it does not alter the process under scrutiny. As there are no ideal methods, 
the Achilles heel of EEG is its spatial resolution. For many reasons, an unequivocal estimation of 
where a specific EEG signal has been generated is impossible; it is like looking at a shadow of an 
object and trying to guess how the real object looks like. The scalp distribution of electric potentials 
affords just too little information to reveal what constellation of activity in the cerebral cortex led 
to this scalp distribution. On the other hand, sometimes this is not so much of an obstacle, 
because some processes are more convenient to be identified by their temporal, rather than their 
spatial signature. For example, the N400 component (a brain response that a lot of attention will 
be given to in this thesis) is presumably generated by a whole network of brain areas, which are 
activated in different configurations, depending on context and type of eliciting stimulus. The only 
truly constant property of this brain response is its time-course, which helps to isolate this process 
despite the changes in configuration of brain areas that generate it.  
The continuous EEG signal is often analyzed using the event-related potentials method (in short: 
ERPs). Contrary to the hackneyed saying that "we don't use 90% of the capabilities of our brain", 
all of the brain tissue keeps to be constantly active. Even when at a given moment a certain brain 
area is not involved in heavy computations, its neurons keep sending electric signals. However, 
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for a researcher who is interested in studying only a specific type of brain operation, for example 
the mechanism of word comprehension, most of this flurry of activity is just noise. The ERP 
method is a way to distill the investigated process from the ocean of noise generated by all other 
processes. The way to pick up on that signal of interest is to identify the precise moment in time 
when the process of interest is initiated — for example, when a word appears on the computer 
screen and starts to be read by a participant. In order to obtain an ERP, such words (the same 
word or other words of the same type) have to be presented many times and at different moments 
in time. The next step is to excise short fragments of EEG signal (typically 1 second long), whose 
onsets are synchronized with the points in time when words of interest are presented. The EEG 
signal present in these fragments is a mix of activity of many processes, including the process of 
word comprehension. The main assumption of the ERP method is that all of the uninteresting 
processes are random with respect to the fragment onset, and therefore, when the fragments are 
averaged, the EEG signal caused by the noise should reduce to zero. The only signal that is not 
random with respect to the fragments' onset reflects the process of interest, and therefore, 
averaging the strips should reveal its EEG signature — the event-related potential. Similarly to the 
EEG signal, the resulting ERP is typically depicted using waveforms, with time shown on the X-axis, 
and signal amplitude (i.e. the difference in electric potential between the measured electrode, and 
some predefined reference electrode) on the Y-axis. The amplitude of ERP waveforms is one order 
of magnitude smaller than that of the raw EEG signal, which testifies to the number of other, 
unrelated processes that have been canceled out by averaging.  
ERPs are usually combined with the time-honored scientific method of minimal pairs. Stimuli in 
one condition are created such that they engage the investigated process. Stimuli in a second 
condition do differ minimally from those of the first condition, such that they do not engage the 
investigated process. The ERPs evoked by the stimuli in the first and the second condition can be 
then compared with each other. This allows us to see when the process of interest occurs (i.e. with 
what latency the waveforms start to differ), and where it occurs (i.e. at which electrodes there is 
the difference between the waveforms). It also allows us to estimate the polarity of the difference 
(that is, whether the waveform for the condition including the process of interest has a more 
positive or a more negative amplitude than the reference waveform from the condition not 
including this process). If the difference is consistent and it gets replicated in other experiments 
aiming to capture the process of interest, it is starts to be called an ERP component, and gets its 
own name. Thus ERP components are defined by their latency, scalp distribution, polarity and the 
type of experimental manipulation that elicits them.  
In this thesis I will focus on three ERP components related to language processing: N400, P600 
and Anterior Positivity. The first two components are well investigated, and they are often used to 
inform us to what extent underlying processes are active during the processing of specific 
linguistic stimuli. The last component, the Anterior Positivity, is much more recent. As a result, a 
lot of information must be still accrued before we will fully understand what kinds of 
manipulations it is sensitive to, and precisely what neurocognitive process it reflects. In the 
following I will present the current state of knowledge about each of these components.  
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1.2.1. N400 
With no doubt, the N400 has the longest history in electrophysiological studies on the processes 
of language comprehension, as it was discovered by Kutas and Hillyard already in 1980 (Kutas & 
Hillyard, 1980). Since, of all ERP components, the N400 is of greatest importance for this thesis, it 
will be given most space in this introduction.  
From the very start it was obvious that the component is strongly related to semantic processing, 
since the N400 is most easily evoked by words that are semantically incongruent with a preceding 
part of a sentence, as in (1): 
(1) He spread the warm bread with socks.1 
In contrast, the component does not obtain for other kinds of unexpected stimuli, such as words 
written with a different font, or words containing non-semantic errors, such as morphosyntactic 
violations.  
The component has a negative polarity, usually occurs with a centro-parietal distribution within 
200-600ms time-window, and peaks at around 380-400ms (for reviews see: Kutas & Federmeier, 
2011; Kutas, Van Petten, & Kluender, 2006). 
1.2.1.1. N400 in sentence processing: incrementality and predictability 
The example sentence given in (1) might incorrectly suggest that the N400 is evoked only for 
semantically anomalous words in a sentence. When one looks at the course of ERPs for 
consecutive words of a sentence, it turns out that the component is a natural brain response to 
any word. Moreover, as shown by Van Petten (1993), the amplitude of the N400 for consecutive 
words gets reduced. At the beginning of a sentence, when semantic context is not yet established, 
the N400 has a large amplitude. If the sentence unfolds in a coherent way, the amplitude gradually 
gets reduced. This shows that the language comprehension system updates its model of sentence 
meaning with every word, and the amplitude of the N400 reflects how difficult this updating is.  
The predictability of a word in a sentence can be easily tested using so-called cloze tests. In these 
paper-and-pencil tasks participants are presented with a series of sentences. Each of the 
sentences is truncated directly before the word whose predictability is tested. Participants are 
asked to complete each sentence with the first word that comes to mind. The results across a 
number of participants give an idea which words make a good continuation of the sentence. Based 
on these responses, the percentage of participants who completed a given sentence with a given 
word can be computed. For example, according to norms obtained by Block and Baldwin (2010), 
"voice" in "She could tell he was mad by the tone of his voice" has a cloze probability of 0.99, 
indicating that virtually all participants continued the sentence with this word, whereas "pool" in 
"Sarah spent all summer lounging at the pool" has a cloze probability of 0.5, indicating that half of 
                                                                        
1 From now on, I will follow a convention whereby target words for which ERPs are measured will be underlined, 
while any experimental stimuli mentioned in text will be given in quotes. 
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participants continued the sentence with this word.  
The amplitude of the N400 component is strongly correlated with the cloze probability (CP) of a 
word (DeLong et al., 2005; Kutas & Hillyard, 1980). The lower the CP of a word is, the more negative 
is the N400 component. This finding nicely meshes with the observation of Van Petten (1993) that 
the deeper one goes into a coherent sentence, the less negative the amplitude of the N400 
becomes. These two observations capture the fact that as a coherent sentence unfolds, words 
become more and more predictable.  
1.2.1.2. Processes underlying the N400 are neither fully controlled nor fully automatic 
The N400 escapes many long-standing dichotomies established in cognitive psychology (for 
reviews see Deacon & Shelley-Tremblay, 2000; Kutas & Federmeier, 2011). One of them is the 
dichotomy between automatic and controlled processes. Automatic processes occur 
unconsciously, effortlessly and are subserved through a specialized cognitive module, thanks to 
which automatic processes do not compete for resources with other processes. In contrast, 
controlled processes require attentional control in order to be initiated and successfully executed. 
Since attentional resources are limited, it is difficult to control execution of more than one 
controlled process at the same time.  
The question whether the process underlying the N400 is controlled or automatic has been 
addressed primarily with the use of semantic priming. This procedure is executed in two steps. In 
the first step a prime word is presented — a stimulus that sets up the semantic context (for 
example "dog"). In the second step, usually a fraction of second later, a target word is presented 
that is, or is not, semantically or associatively related to the prime (for example "cat" or "butter"). 
The presentation of a target word that is related to the prime word evokes an N400 with a reduced 
amplitude, relative to the presentation of an unrelated target word. This effect is called the N400 
priming effect. Thus, even though the ERPs are time-locked to the target word, the N400 priming 
effect is a consequence of processing of both the prime and of the target word. Semantic priming 
research is informative about the automaticity of the N400 effect because both the prime and the 
target can be presented in a way that limits its conscious processing, and thus reduces the 
possibility of controlled processing.  
This line of research shows that the N400 priming effect is surprisingly resilient. In one line of 
research, the prime word is presented such that participants can clearly see it, but the visibility of 
the target word is manipulated. Even when participants are completely unaware of the target 
word, its presentation still reveals the N400 priming effect (masked priming: Stenberg, Lindgren, 
Johansson, Olsson, & Rosén, 2000; attentional blink: Vogel, Luck, & Shapiro, 1998; dichotic 
listening: Okita & Jibu, 1998; color-cued selective attention: Kellenbach & Michie, 1996). Other 
studies are the mirror image of this manipulation: they manipulate participants' attention to prime 
words, while keeping target words in the focus of attention. Also these studies show that the N400 
priming effect takes place even when prime words are not consciously perceived, for example 
when they are presented during attentional blink (Rolke, Heil, Streb, & Hennighausen, 2001) or 
during sleep (Bastuji, Perrin, & Garcia-Larrea, 2002; Brualla, Romero, Serrano, & Valdizán, 1998; 
Ibáñez, López, & Cornejo, 2006). The abovementioned studies show that it is difficult to completely 
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eradicate the N400 priming effect, and they argue for an automatic character of the process 
encoding the primes and comprehending the target.  
A second line of research shows, on the other hand, that the processes underlying the N400 
component have many properties of controlled ones. First, for the N400 priming effect to occur, 
attention must be focused at the prime words when they are presented (even though participants 
do not have to notice the prime words). Thus, the N400 effect does not obtain when the task 
requires participants to focus attention on other stimuli when primes are presented, as has been 
demonstrated using dichotic listening or color-cued selective attention paradigms (Kellenbach & 
Michie, 1996; Okita & Jibu, 1998). Similarly, no N400 priming effect occurs when prime words are 
masked and presented subliminally for a very short time (Holcomb & Grainger, 2009; Holcomb, 
Reder, Misra, & Grainger, 2005). Second, the magnitude of the N400 priming effect strongly 
depends on the level of processing. Semantically related pairs of words elicit stronger N400 
priming effects when participants are asked to assess their semantic relatedness, relative to when 
they are asked to assess whether they rhyme (Perrin & Garcıá-Larrea, 2003; see also: Bentin, 
Kutas, & Hillyard, 1993; Chwilla, Brown, & Hagoort, 1995; Deacon, Breton, Ritter, & Vaughan, 1991; 
West & Holcomb, 2000). Third, the N400 priming effect can be easily modulated by overloading 
participants' attention, for instance, by preceding the presentation of the target word with a task 
that requires engaging executive attention. Interestingly, this task does not even have to involve 
any language processing (e.g. pressing a pedal contralateral to stimuli presented on a screen: 
Hohlfeld, Sangals, & Sommer, 2004; see also: Batterink, Karns, Yamada, & Neville, 2010; 
Giesbrecht, Sy, & Elliott, 2007; Hohlfeld & Sommer, 2005; Konrad et al., 2008; Rabovsky, Álvarez, 
Hohlfeld, & Sommer, 2008; Vachon & Jolicœur, 2011, 2012), which suggests that the processing of 
the target word requires some attentional resources. 
Concluding, the N400 has properties of both controlled and automatic processes. Even though 
consciousness is not required to initiate the process underlying the N400, the amount of attention 
devoted to conceptual features of the prime and the target increases the strength of the effect. 
Of the two stages of priming, the processing of the prime seems to be more important for the 
effect to be successfully obtained. This conclusion is relevant to predictions in language 
comprehension, because it suggests that also predictions might have a similar division of labor, 
where setting up a prediction for a word might be more resource-consuming, than benefiting from 
the prediction when the predicted word is encountered.  
1.2.1.3. The N400 is conceptual, and not strictly linguistic 
Although in the majority of studies the N400 is obtained for words in sentences, the occurrence 
of the N400 is not confined to sentences, or even to linguistic stimuli. First, it can be readily 
obtained on words outside of sentences, for example when semantically or associatively related 
pairs of words are compared with pairs of unrelated words. Second, it is independent of stimulus 
modality: Very similar N400s are obtained for words presented visually, auditorily, or in sign 
language. Third, it can be as easily elicited by any other kind stimuli, also nonlinguistic, as long as 
they carry some meaning. For example, Proverbio and Riva (2009) obtained reduced N400s for 
meaningful pictures (a boy fishing on pier, or a smiling couple clinking glasses of champagne), as 
compared with pictures showing humans engaged in actions lacking understandable goals (a 
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surgeon dissecting a book, or a young woman with eyes closed drinking through a straw placed 
in a car engine; see also Ganis & Kutas, 2003). Similar results were obtained for picture pairs 
(Barrett & Rugg, 1990; McPherson & Holcomb, 1999), cartoon-like picture sequences (West & 
Holcomb, 2002), and short movie clips taking an unexpected turn (Sitnikova, Holcomb, Kiyonaga, 
& Kuperberg, 2008; Sitnikova, Kuperberg, & Holcomb, 2003). An N400 is also obtained across 
modalities, for example for pictures that are congruent or incongruent with a preceding sentence 
(Federmeier & Kutas, 2001; Ganis, Kutas, & Sereno, 1996; Wicha, Bates, Moreno, & Kutas, 2003; 
Wicha, Moreno, & Kutas, 2003), for words following related or unrelated environmental sounds 
(e.g. telephone ringing, barking dog(Van Petten & Rheinfelder, 1995) ) and vice-versa (Orgs, Lange, 
Dombrowski, & Heil, 2007), and even for words following related or unrelated odors (Castle, Van 
Toller, & Milligan, 2000; Grigor, Toller, Behan, & Richardson, 1999). 
In all these cases, the reduction of the N400 amplitude for related or congruent stimuli has the 
same time-course. This shows that the N400 occurs at a conceptual level, and is not mediated by 
language. It is just very easy to evoke it using language, because language evolved to be an 
efficient tool to convey concepts. 
1.2.1.4. The functional underpinning of the N400 
What kind of process underlies the N400? At which point along the processes from the uptake of 
a word form to eventual word recognition is the component elicited? For a long time, thinking 
about the N400 was inspired by stage models of word processing (e.g. Borowsky & Besner, 1993; 
Forster, 1999; Friederici, 2002) that conceive word perception as consisting of clearly delineated 
stages: Only after the basic perceptual features of a word are analyzed (e.g. lines making up 
letters, sound features making up phonemes), can the identification of the word be started. Only 
after the word has been identified contact with semantic memory can be made, during which 
semantic information associated with the word is activated and retrieved (so-called lexical access). 
Finally, only after having the meaning of the word at its disposal, can the language comprehension 
system start to update the sentence- or message-level representation (i.e. so-called semantic 
integration). Based on this stage model, various theories attributed the N400 to the different 
stages of this process: to the stage preceding word recognition (also called prelexical: Deacon, 
Dynowska, Ritter, & Grose-Fifer, 2004), to the stage occurring during lexical access (Kutas & 
Federmeier, 2000; Lau, Almeida, Hines, & Poeppel, 2009; Van Berkum, 2009) or to the stage of 
semantic integration (Hagoort, Baggio, & Willems, 2009; to some extent Van Berkum, 2009).  
As it turns out, the N400 does not easily map on such stages defined by the traditional frameworks 
of word recognition (see Kutas & Federmeier, 2011 for review). Factors associated with most of 
the stages described above affect the amplitude of the N400 component. The idea that the N400 
is evoked by semantic integration (or semantic unification, cf. Hagoort et al., 2009) and occurs at 
the level of conceptual representations is supported by the fact that the N400 depends on the 
congruity of a word at hand with any sort of high-level representations currently held in working 
memory, and thus must reflect some sort of meaning construction. The N400 is present to the 
same extent when a word violates semantic constraints, world knowledge constraints, or even 
pragmatic constraints, such as knowledge about the speaker. Importantly, these high-level factors, 
associated with the current state of conceptual representations, very often eclipse low-level 
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factors, that is factors related to properties of the currently processed word (see Federmeier & 
Laszlo, 2009) for review). For instance, when words are presented in isolation, outside any 
communicative context, the N400 amplitude depends on their frequency, concreteness and 
orthographic neighborhood (the more a word is frequent, concrete and orthographically typical, 
the smaller the N400 it engenders). However, when the same words are encountered in coherent 
sentences, the correlation between these lexical factors and the N400 is preserved only at the 
beginning of the sentence. In the middle of a sentence, when context has already been building 
up, frequency, concreteness and orthographic neighborhood stop to affect the N400 (Holcomb, 
Kounios, Anderson, & West, 1999; Molinaro, Conrad, Barber, & Carreiras, 2010; Van Petten & 
Kutas, 1990). An even more striking example of the dominant role of context in determining the 
N400 amplitude comes from the study by Nieuwland and Van Berkum (2006). Normally, the 
sentence "The peanut was salted" should lead to a much smaller N400, than "The peanut was in 
love". However, when participants first read a cartoon-like story about a peanut, which is 
portrayed as an animate being (it sings, dances, etc.), the effect reverses, and it is "salted" that 
evokes a higher N400 amplitude than "in love". Thus, in line with the assumption that the N400 is 
evoked at the late stage of word processing — the contextual integration — the amplitude of the 
component is most strongly determined by the current context representation and by the general 
knowledge of the comprehender.  
There is, however, a group of researchers who claim that the same results can be reconciled with 
a different interpretation, whereby the N400 effect occurs at the preceding stage of word 
perception - during lexical access (Kutas & Federmeier, 2000; see Van Berkum, 2009 for 
discussion). According to them, the N400 reflects how difficult it is to access the representation of 
a word in long-term semantic memory. As the discourse unfolds, it provides cues for the retrieval 
of upcoming new words (Van Berkum, 2009) or it preactivates likely upcoming words in long-term 
memory (Kutas & Federmeier, 2000). These cues or this preactivation facilitate access to those 
upcoming words that are congruent with the discourse. As a consequence, congruent words elicit 
an N400 with a reduced amplitude, relative to contextually incongruent words. The preactivation 
or the retrieval cues are based on all sorts of information available to the listener: the meaning of 
the preceding discourse, general world knowledge, as well as pragmatic factors such as knowledge 
about the speaker. Thanks to this, the sentence:  
(2) Every evening I drink some wine before I go to sleep. 
uttered with the voice of a 5-year-old girl evokes the N400, relative to when the same sentence is 
uttered by an adult. This happens not because the meaning of "wine" is difficult to integrate with 
our knowledge about things that little girls typically drink, but because after hearing "Every 
evening I drink some …" the semantic memory automatically promotes access to beverages 
typically drunk by little girls, and "wine" is not among them (Van Berkum, 2008).  
The above hypothesis, locating the N400 at the lexical access stage, can explain a few findings that 
are problematic for the semantic integration hypothesis. The first group includes studies in which 
the dependency between the plausibility of a word in a sentence and the N400 amplitude they 
evoke is broken.  
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Federmeier and Kutas (1999a) presented participants with two-sentence scenarios:  
(3) They wanted to make the hotel look more like a tropical resort. So along the driveway they 
planted rows of palms / pines / tulips. 
in which the target word was either the best sentence completion ("palms"), or one of two 
incongruent words. These incongruent words differed in the degree to which they were related to 
the expected word. One of them belonged to the same superordinate semantic category (i.e. 
trees) as the best completion (within-category violation, "pines"), while the other one did not 
(between-category violation, "tulips"). Federmeier and Kutas demonstrated that even though both 
types of violations had zero cloze probability, the within-category violations evoked an N400 with 
an amplitude intermediate between the best completion and the between-category violation. The 
hypothesis locating the N400 at the lexical access stage explains these results by positing that 
reading the story leads to preactivation of the most expected target word "palms". Since the 
within-category violation word "pines" shares many semantic features with the expected word 
"palms" (e.g. both are tall trees, green year round), it benefits from the preactivation of the 
expected word. In consequence, also the categorically related word "pines" elicits an N400 with a 
reduced amplitude. In contrast, the hypothesis locating the N400 at the conceptual integration 
stage would incorrectly predict equally high N400s to "tulips" and "pines". This prediction would 
stem from the observation that both words do not make much sense in the light of the preceding 
mini story.  
The N400-during-lexical-access hypothesis is also supported by findings showing that the N400 
depends on lexical factors that have little to do with higher-level discourse representation. For 
instance, as it was noted earlier, the amplitude of the N400 depends on frequency: when words 
are presented outside any semantic context, high frequency words elicit an N400 with a lower 
amplitude than low-frequency words. This dependency can be easily explained by assuming that 
frequency determines a word's resting level of activation. Since pre-activated words are easier to 
fully activate, high-frequency words engender N400s with lower amplitude than low-frequency 
words. Another way to manipulate a word's activation outside a context is the repeated 
presentation of the word. In line with this reasoning, the N400 gets reduced with each subsequent 
presentation of the word (Nagy & Rugg, 1989).  
At this point, it might seem that lexical access makes a perfect candidate for the process 
underlying the N400 component. However, even this hypothesis does not capture all findings 
from the N400 literature. There are other studies whose results would link the N400 to processes 
occurring even before the lexical access, according to the stage model of word perception. These 
studies employ nonwords as stimuli. Nonwords are strings of letters that do not correspond to 
any words in a given language; they include pseudowords, that is non-words whose phonotactic 
structure make them very similar to words of a given language (e.g. "gup"), as well as strings that 
are illegal by virtue of phonotactic rules of a given language (e.g. "gxp"). Studies employing 
nonwords invariably show that nonwords elicit the N400 component in the same manner as 
words do. More specifically, there are two factors that affect N400 for words and nonwords alike. 
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The first factor is the size of the word's or nonword's orthographic neighborhood (Holcomb, 
Grainger, & O’Rourke, 2002; Laszlo & Federmeier, 2007, 2008, 2009). Orthographic neighborhood 
corresponds to the number of existing words that are orthographically very similar to a given word 
or nonword (the neighborhood of the nonword "gat" would include: gap, pat, gut, at, gate, and so 
on). The more words are similar to a given letter string, the higher the N400 amplitude the string 
elicits. Therefore, when participants are given the sentence: 
(4) She loves the way the leaves change colors in the hook/jelk/tknt.  
the pseudoword "jelk" and the word "hook" evoke N400s of identical amplitude, because both 
letter strings have orthographic neighborhoods of equal size (and because both strings have no 
sensible meaning in this sentence). The nonword "tknt", by contrast, evokes an N400 with a 
smaller (less negative) amplitude, because it has very few orthographic neighbors (Laszlo & 
Federmeier, 2009).  
The second orthographic factor affecting the N400 amplitude concerns similarity between the 
presented word and the word that would make the best continuation of a given sentence. The 
more a letter string resembles the best completion, the lower the N400 amplitude it elicits. This 
effect is independent of the above-mentioned orthographic factor (the orthographic 
neighborhood of the letter string). When participants read the sentence: 
(5) Before lunch he has to deposit his paycheck at the … . 
words similar to the expected word "bank" ("bark"/"pank"/"bxnk") elicit an N400 with a less 
pronounced amplitude than words not similar to the expected word "bank" ("hook", "jelk", "tknt") 
(Laszlo & Federmeier, 2008, 2009). The direct comparison between N400s elicited by illegal 
nonwords similar to the expected word ("bxnk"), and illegal nonwords not similar to it ("tknt") 
shows that even those non-words differ in N400 amplitude, and thus that lexical access is routinely 
attempted even for most illegal strings of letters.  
These findings imply that the process underlying the N400 operates before words are recognized, 
at a prelexical, perceptual stage of word processing. This conclusion, however, is problematic for 
the stage model of word perception itself. The N400 cannot be simultaneously elicited during 
word recognition and during lexical access, under the assumption made by the model that lexical 
access occurs only after the word has been recognized and identified. This clearly indicates that 
stage models of word perception do not provide a good theoretical framework for understanding 
the nature of processes of word perception, and the N400 in particular (Kutas & Federmeier, 
2011). The only way to explain these conflicting results is to abandon the stage model altogether, 
and admit that the distinction between the pre- and post-lexical processes is artificial. Lexical 
access appears to occur at least in parallel with word identification (for parallel findings concerning 
the auditory modality see: van den Brink, Brown, & Hagoort, 2001; van den Brink & Hagoort, 2004; 
Van Petten, Coulson, Rubin, Plante, & Parks, 1999). Also, it appears that putting a clear division line 
between lexical access and semantic integration might be difficult.  
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Which process is then responsible for the N400? In an attempt to explain the wide array of 
phenomena reviewed above, Laszlo and Federmeier propose that this is binding (Federmeier & 
Laszlo, 2009; Laszlo & Federmeier, 2011; see also Kutas & Federmeier, 2011). According to their 
proposal, N400 is a time-delimited window when the feedforward processing of a stimulus is 
allowed to contact with a broad and dynamic multimodal conceptual network. The state of the 
network reflects linguistic knowledge, world knowledge, recent experience, such as earlier parts 
of the sentence, as well as pragmatic context. This contact engenders a gradual modification of 
the state of the conceptual network, as a new meaning of the word in a given context is 
dynamically constructed (in line with integration models, which stress the constructive character 
of the process underlying the N400; Hagoort et al., 2009). The N400 amplitude reflects the degree 
to which the stimulus (a word, for example) modifies the state of the conceptual network. If the 
conceptual network already reflected the information that would be activated by the stimulus 
(because the stimulus has just been presented, or because it is an obvious continuation of the 
sentence), the state of the network does not require any larger reconfigurations (in line with the 
models assuming that the N400 reflects semantic access; Kutas & Federmeier, 2000). In terms of 
stage models, the binding hypothesis would imply that lexical access and semantic integration are 
done in one step (see also Van Berkum, van den Brink, Tesink, Kos, & Hagoort, 2008 for a similar 
proposal).  
The authors of the binding hypothesis stress that the feedforward flow of stimulus-driven activity 
is allowed to synchronize with the dynamically active semantic memory only for a short time, 
corresponding to the time-window in which the N400 is observed. If the synchronized activity fails 
to settle in a stable and final state, the synchronization window is shut and other meaning 
processing mechanisms have to come into play to further refine the meaning representation in 
the dynamic conceptual network. One example of such additional mechanisms are controlled 
repair processes reflected by the P600 component (described later). This would explain, for 
example, why some semantic violations fail to affect the N400 amplitude, and they only affect the 
P600 amplitude, for example in response to pragmatically unlicensed negations (Fischler, Bloom, 
Childers, Roucos, & Perry, 1983; Kounios & Holcomb, 1992; Noveck & Posada, 2003):  
(6) Robin is/is not a bird.  
or to thematic roles reversal anomalies (Kuperberg, Sitnikova, Caplan, & Holcomb, 2003; see also 
Chow, 2013 for other examples of N400 not getting in time to take a note of semantic anomalies):  
(7) Every morning at breakfast the boys/eggs would only eat … 
All the above considerations converge on highlighting the active portion of semantic long-term 
memory as an important contributor to the N400. This brings us to one of the key topics of this 
thesis — prediction — which will be discussed in the second major section of the Introduction, 
after reviewing the other ERP components. 
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1.2.2. P600 
The P6002 is another ERP component often reported in studies employing language materials. It 
has a form of a broad parietal positivity. Contrary to the N400, the component has no clear peak, 
and its latency varies: Usually it occurs in the 500-800ms time-window, but it is not uncommon to 
observe it 300ms or 900ms after the onset of the critical word.  
The P600 was first reported in the early 90'ties (Hagoort, Brown, & Groothusen, 1993; Neville, 
Nicol, Barss, Forster, & Garrett, 1991; Osterhout & Holcomb, 1992; but the component was present 
also in much earlier studies focusing on the N400, cf. Kutas & Hillyard, 1980, Fig. 1b and c). It was 
first reported in response to syntactic and morphological violations, for example in response to a 
number agreement mismatch between subject and verb in Dutch sentences (Hagoort et al., 1993):  
(8) Het  kleine  verwende  kind  gooit/gooien  het  speelgoed  op  de  grond. 
lit. The little spoilt child throws/throw the toys on the ground. 
Initially the P600 was hypothesized to be a specific marker of syntactic processing, in analogy to 
the N400, which was assumed to be the specific marker of semantic processing. This is primarily 
because the P600 has been reported in response to a whole raft of anomalies related to syntax 
processing: phrase-structure violations, syntactic subcategorization violations, violations in 
agreement of number, gender and case, violations of constraints on long-distance dependencies, 
and for conflicts between thematic role biases and constraints for grammatical role assignment. 
An enhanced P600 has also been observed in syntactically well-formed sentences with a non-
preferred or ambiguous structure (e.g., garden-path sentences), untypical thematic role 
assignment or at the point of completion of long-distance dependencies. More generally, the P600 
has been shown to vary as a function of sentence complexity, as well as the degree of syntactic 
ambiguity. In light of these diverse findings, it does not come as a surprise that many theories 
were proposed to account for them. The most classical theories were purely syntax-based. The 
component has been suggested to occur whenever the language parser has difficulties with 
assigning a preferred syntactic structure to the input (Hagoort et al., 1993), when a syntactic error 
necessitates a reanalysis or repair (Friederici, Hahne, & Mecklinger, 1996), or when there is a 
problem with syntactic integration (Kaan, Harris, Gibson, & Holcomb, 2000).  
However, subsequent studies have shown that the P600 is also evoked by a broad spectrum of 
non-syntactic and non-structural anomalies: misspelled words, standard semantic violations, 
word stress anomalies, purely physical manipulations such as visual degradation or unexpected 
font change, violations of thematic structure and by pragmatic manipulations. These findings are 
harder to reconcile with theories narrowly associating the P600 with syntactic processing. They 
could be, however, explained by less restrictive theories, such as the theory postulating that the 
P600 is evoked by any kind of linguistic parsing difficulty (Münte, Heinze, Matzke, Wieringa, & 
Johannes, 1998). One phenomenon, the so-called "semantic P600", has proven particularly 
                                                                        
2 The P600 is sometimes also referred to as SPS (Syntactic Positive Shift), LPC (Late Positive Component) or 
posterior PNP (posterior Post-N400-Positivity). For consistency, in this thesis I will use the name P600, even in 
cases where authors of studies under discussion referred to this component using a different name. 
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inspiring for the new theories of the P600, and it has triggered a complete shift of focus in 
theorizing about the component. For example, the critical word in sentence 9b (relative to 9a) 
elicits a "semantic P600", but surprisingly it does not elicit any N400: 
(9a) De speer werd door de atleten geworpen. 
lit.  The javelin was by the athletes thrown. 
(9b) De speer heeft de atleten geworpen. 
lit.  The javelin has the athletes thrown. 
The occurrence of the P600 and the absence of the N400 in sentences such as (9b) above is quite 
surprising, because the sentences are syntactically well-formed, and they suffer from a problem 
of a semantic nature. Therefore, some of the more recent theories of P600 were aimed specifically 
at explaining this phenomenon (Hoeks, Stowe, & Doedens, 2004; Kim & Osterhout, 2005; Kos, 
Vosse, van den Brink, & Hagoort, 2010; Kuperberg, 2007; van Herten, Kolk, & Chwilla, 2005). 
Broadly speaking, the theories explain the "semantic P600 effect" by referring to independent 
processing streams. One of these streams is semantic in nature, but it is oblivious to thematic role 
assigned to specific verb arguments. As a consequence, it cannot detect semantic violations that 
rely on the assignment of thematic roles, and the violations remain to be discovered at a later 
processing stage.  
It should be kept in mind, however, that the non-syntactic P600s are not restricted to violations 
similar to those given in (9b), but (as already noted earlier) they also get elicited by "plain" semantic 
violations, misspelled words, word stress anomalies, etc. There are other theoretic proposals 
which account for some of these anomalies by extending the generalizability of the component 
evoking the P600. The extended Argument Dependency Model (Bornkessel & Schlesewsky, 2006) 
identifies two processing stages that can evoke a P600. The first processing step, the generalized 
mapping, is capable of detecting violations similar to those that elicit the "semantic P600". The 
next step, in which the well-formedness of the sentence at hand is evaluated, detects violations 
eliciting all other types of non-syntactic (as well as syntactic) P600s. Within another proposal, the 
Retrieval-Integration account, Brouwer and colleagues (Brouwer, Fitz, & Hoeks, 2012) suggested 
that the P600 reflects semantic integration, i.e. the effort involved in updating the mental model 
of the discourse. According to the Monitoring Theory (Kolk & Chwilla, 2007; van de Meerendonk, 
Chwilla, & Kolk, 2013; van Herten, Chwilla, & Kolk, 2006; Vissers, Kolk, van de Meerendonk, & 
Chwilla, 2008), the P600 arises whenever there is a conflict between the expected and the 
observed element, which leads to reprocessing of the input in order to check for possible 
processing errors (it is like asking "Did I read it correctly?"). Thus, according to the Monitoring 
Theory it is the surprisal that elicits the P600 component. Finally, Sassenhagen and colleagues 
(Sassenhagen, Schlesewsky, & Bornkessel-Schlesewsky, 2014; and earlier Coulson, King, & Kutas, 
1998) proposed that the P600 is just another name for a well-known component that has been 
demonstrated in thousands of studies and occurs in all instances of controlled processing, namely 
the P3b.  
The last two models, the Monitoring Theory and the P600-as-P3b theory posit that there is nothing 
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truly linguistic about the P600, because the component appears to be evoked in all situations 
when a stimulus is subjectively salient, or some aspect of its processing calls for extra attention. 
These theories can thus potentially also account for studies observing the P600 outside language 
processing like the processing of harmonic and melodic violations in music, violations of 
geometry, arithmetic rules, abstract and mathematical sequences. Of course, the more general 
an explanation is, the less specific its predictions are. It could thus be argued that the latter two 
models are unfalsifiable and circular. There are, however, some data that support this general 
interpretation. First, the P600 component is very strongly strategy-dependent. For example, it 
becomes larger when syntactic violations are task relevant, but it may disappear when they are 
not. Moreover, when syntactic violations become common, the P600 becomes reduced. 
Furthermore, when a sentence is only superficially read, syntactic violations do not elicit the P600 
component, even though they can elicit earlier ERP components. The amplitude of the P600 
depends on the saliency of violations, and is largest when sentences are deeply implausible. The 
P600 is also elicited by emotional words, relative to neutral words. Finally, the latency of the P600 
is correlated with reaction times, which makes it similar to the P3b component.3 
Obviously, these attention-related explanations do not eliminate the need to explain why some 
violations are less salient or require less attention than others. To anticipate, this question we will 
be discussed in chapter 2. 
1.2.3. Anterior positivity 
The third ERP component related to language processing is the Anterior Positivity (AP). Even 
though the component was incidentally reported in older papers (e.g. Kutas, 1993), it has been 
put into the spotlight only recently. This is in part because APs appear to index consequences of 
predictions, and predictions are now the topic of intensive research (as discussed in the next 
section). The AP component has the form of a late positivity, and usually starts 600ms after the 
onset of the critical word. It thus shares the latency and polarity with the P600. What sets it apart 
from the P600 is its distribution: usually it occurs at prefrontal, and sometimes also at left-
temporal electrodes.  
APs are most often reported in studies which manipulate the cloze probability of plausible words 
embedded in high-constraint sentences, for example in the following sentence (Federmeier, 
2007): 
(10) It's hard to admit when one is wrong / scared. 
In such settings, a less predictable word ("scared" in the example above) evokes the anterior 
positivity, relative to a more predictable word ("wrong" in the example above; see Van Petten & 
Luka, 2012 for a review). Importantly, the AP is not sensitive to the same manipulations as the 
N400. While the amplitude of the N400 correlates with the target word's predictability, but not 
with sentence constraint strength, the AP appears to depend on a combination of these two 
                                                                        
3 Note that this property of the P600 strongly contrasts with earlier ERP components, such as the N400, which 
are almost always evoked at a fixed point in time after the onset of the stimulus. 
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variables. This, as well as its distinct polarity and topography, naturally leads to the conclusion 
that the N400 and the AP reflect work of different neurocognitive networks.  
Since the AP tends to occur for less predictable words in high-constraint sentences, it was 
hypothesized to reflect either the detection or resolution of disconfirmed predictions (DeLong, 
Quante, & Kutas, 2014; Federmeier, Wlotko, De Ochoa-Dewald, & Kutas, 2007; Van Petten & Luka, 
2012). More specifically, it was proposed that in high-constraint contexts participants make a 
specific prediction for the best completion word, and when a different plausible word appears 
instead, they have to readjust their prediction. The readjustment could be realized by inhibiting 
the wrong prediction, by revising discourse representation, or by inhibiting the interpretation of 
the context that led to the wrong prediction in the first place.  
A recent study by Brothers, Swaab & Traxler (2015) directly supports the idea that APs reflect the 
adjustment of representations of both the mispredicted word and of the context. The authors 
recorded ERPs to low cloze and medium cloze sentence completions. The medium cloze 
completions were post-hoc divided into completions that were predicted by participants, and 
those that were not, on a trial-by-trial basis. Both predictability of the target word (in a comparison 
between ERPs for unpredicted low-cloze and unpredicted medium-cloze words) and the fact of 
being predicted (in a comparison between ERPs for predicted medium-cloze and unpredicted 
medium-cloze words) affected the AP. Brothers et al. concluded that in constraining contexts 
predicted lexical items are both pre-activated and integrated into the preceding context, as soon 
as they become available. When the prediction is incorrect, and a different word is encountered, 
this new word has to be processed, and the representation of the context has to be partially 
revised. This latter process results in the AP effect. 
One factor that is often hypothesized to affect the component, and yet proves difficult to confirm 
unequivocally, is the plausibility of the target word. It is often claimed that APs appear only for 
plausible low cloze probability target words, but not for target words introducing outright 
semantic violations (DeLong, Quante, et al., 2014; Federmeier, 2007; Federmeier et al., 2010; Van 
Petten & Luka, 2012). To underpin this claim, Van Petten and Luka (2012) reviewed 91 comparisons 
(reported across 58 studies) of ERPs either between congruent and incongruent target words 
(incongruent words being also implausible), or between higher- and lower-cloze probability 
congruent words (both groups of words being plausible). For the comparisons between the 
congruent and incongruent words, one third of the comparisons (21/64) revealed a frontal 
positivity for the incongruent words. In contrast, for the comparisons between the higher- vs lower 
cloze probability congruent words, two thirds of the comparisons (18/27) showed the anterior 
positivity for plausible low cloze words. On the one hand, this supports the suggestion that 
anterior positivities are more easily evoked by plausible words. On the other hand, it does not 
preclude that semantically incongruent words sometimes also lead to anterior positivities (and, 
as a matter of fact, the experiments reported in the present thesis will provide further examples 
for this). Until now, however, it is not clear when incongruent implausible words evoke APs, and 
when they do not. 
Perhaps, the component is so capricious because it hinges on specific processing strategies. One 
23 
 
aspect of strategic behavior might pertain to the extent to which participants engage into a 
predictive mode of processing. This assumption might explain results of studies by Wlotko and 
colleagues (Wlotko, 2012; Wlotko & Federmeier, 2011; Wlotko, Federmeier, & Kutas, 2009). They 
showed that whether words embedded in low-constraint context do or do not evoke APs depends 
on the composition of other items in the experiment. When the materials included high-constraint 
sentences continued by low-cloze target words related in meaning to the most expected 
completion, APs were observed for target words in all low-constraint sentences. When the 
experiment contained no low-cloze target words related to the most expected completion, the 
target words in low-constraint sentences did not show APs. It thus appears that the presence of 
unlikely words that are semantically related to more probable words encouraged participants to 
engage into predictive processing in all items, also including low-constraint items. 
Another aspect of strategic behavior has been shown by DeLong ({2009}, Experiment 3b). In 
general, the amplitude of the AP for low cloze nouns embedded in sentences with varying 
constraint is correlated with constraint strength. That is to say that the AP amplitude for a 
plausible, but unlikely noun depends on whether the noun appears instead of a highly predictable 
completion, or whether it occurs in a place where many nouns would fit in. DeLong (2009) has 
shown that this correlation between constraint strength and AP amplitude for unlikely nouns is 
stronger when a prenominal article cues that an unlikely noun is going to appear.  
The above examples provide a rather murky picture of the factors the AP is or is not sensitive to. 
This is because research on APs is still relatively immature. As a consequence, our knowledge of 
the component is very fractionated, incomplete, and full of detailed observations, some of which 
in the end might be not relevant for grasping the components' functional underpinning. 
Nevertheless, learning about the properties of the component will presumably extend our 
apprehension of how predictive processing is implemented in the brain. Since the AP component 
appears to be evoked in situations when predictions are disconfirmed, it is sometimes used as a 
marker of predictions. Some examples for using the APs in this role will be given in the next 
section, which focuses on predictions.  
1.3. Predictions in language processing and in 
neurobiology 
Predictions are now the talk of the town. In the last 10 years researchers have moved away from 
the view that the brain is a bored spectator, sitting back in the theater, eating pop-corn, and 
waiting for the show. And the movie itself is no longer a train of nicely arrayed meaningful chunks 
of information that only need to be digested. According to the new view, the movie is more like a 
surrealist film from the 1920s, where the meaning of each scene is inherently ambiguous, and one 
can never know for sure 'what the director meant by that'. The viewer is much more engaged, 
trying to make sense of what is going on, making and testing hypotheses based on his knowledge 
and on the past events in the movie, and building a picture of the message that the director might 
have wanted to convey.  
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This view of predictions has been primarily shaped by the research in neurobiology, i.e. outside 
the domain of language processing. I will first discuss the basic assumptions of this view, and then 
I will show how it compares to the way predictions are conceived in the language processing 
literature.  
1.3.1. Predictions in neurobiology 
A large part of the predictive revolution stems from neurobiological research on vision. One of the 
central ideas is the predictive coding hypothesis (Huang & Rao, 2011; Rao & Ballard, 1999). It was 
postulated to explain a peculiar property of neurons in the primary visual cortex that are sensitive 
to lines with preferred orientation. Each neuron in the primary visual cortex has a receptive field 
— a tiny patch of visual space the neuron is sensitive to. However, for some reason, these neurons 
stop firing when the line of the type they are sensitive to extends beyond their receptive field. In 
their influential paper, Rao and Ballard (1999) explained this effect with a computational model, 
in which higher-level cortical areas learn the statistical regularities governing the inputs to lower-
level neurons, and they try to predict them on the basis of their own emerging models. When the 
predictions are inaccurate, a prediction error occurs. This deviance from expectation is encoded 
in the activity of lower-level neurons, and is propagated to the higher cortical areas via 
feedforward connections, such that the higher-level areas can learn from the input signal. In this 
way only unpredicted portions of an incoming sensory signal are transmitted forward. However, 
when the predictions are accurate (i.e. when there is no prediction error), the higher-level areas 
suppress the activity of the lower-level areas via feedback connections. In such a situation, the 
activity of the lower-level neurons is "explained away" by the emerging model carried by the 
higher-level neurons. The emerging models encoded in higher-level neurons expect lines to 
extend beyond the receptive field of single neurons in the primary visual cortex, because such 
long lines are very frequent in natural images. When this is the case, the predictions of the higher-
level neurons are correct, and they suppress the activity of the lower-level neurons. However, 
when the lines are unusually short, unlike typical lines making up natural images, a prediction 
error occurs, and the lower-level neurons transmit the error via feed-forward connections. The 
same principles of feedforward and feedback cross-talk apply to all adjacent levels of the neural 
hierarchy: from the primary visual cortex to highest levels responsible for decision-making and 
response selection. It is argued that a system organized along these principles reduces 
redundancy, facilitates recognition, and promotes learning from surprising input. According to 
this view, predictions are one of the main principles of brain organization or, according to some 
researchers, even the principle of brain organization.  
1.3.2. Predictions in language comprehension 
How does this view of prediction in visual perception relate to views on prediction in language 
processing? As it will become apparent in this section, in psycholinguistics taking notice of 
predictions took quite a different route. That is partly because much of psycholinguistic thinking 
has been shaped by linguistic and behavioral research traditions, and partly because 
psycholinguistics is generally interested in phenomena at higher levels of representation than, for 
example, the neural encoding of line orientation.  
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Several psycholinguistic phenomena may be relevant for understanding predictions4. Starting at 
the most general level, predictions can be considered at the level of discourse. For example, 
having some expectations concerning the topic of a story is a great aid in understanding it. The 
passage given in (8) (taken from Bransford & Johnson, 1972) clearly demonstrates this:  
(11) A newspaper is better than a magazine. A seashore is a better place than the street. At first it 
is better to run than to walk. You may have to try several times. It takes some skill but it's easy to 
learn. Even young children can enjoy it. Once successful, complications are minimal. Birds seldom 
get too close. Rain, however, soaks in very fast. Too many people doing the same thing can also 
cause problems. One needs lots of room. If there are no complications, it can be very peaceful. A 
rock will serve as an anchor. If things break loose from it, however, you will not get a second 
chance. 
The above story does not make much sense, unless one knows from the very beginning that it is 
going to be about making and flying a kite. Research shows that to read such stories with no prior 
expectations concerning the topic, participants have to activate much larger patches of cerebral 
cortex than when they expect the topic. What is more, despite this extra effort, they do not 
comprehend the story, and are unable to recall a lot of its details (Bransford & Johnson, 1972; St 
George, Kutas, Martinez, & Sereno, 1999). This already gives a hint what predictions might be 
useful for. If accurate, they can help in comprehending the upcoming material in a much more 
orderly way, and spare lots of cognitive resources.  
Another aspect of predictions can be seen at the level of sentences, and concern predicting the 
words that might come next. Quite often, we can sense a semantic category that the upcoming 
part of a sentence is going to reveal. For instance, after hearing the sentence:  
(12) Her dress was made of a very fine …  
we cannot be sure what word will be next, but it comes naturally to expect that it will be the name 
of a fabric: silk, satin, perhaps cotton. The constraints imposed by the sentence can even be so 
strong that they converge on one specific word. For example, it is a frequent experience that when 
our interlocutor is faltering or hesitating, we can continue the utterance. If somebody, for any 
reason, hesitates to finish the sentence (10): 
(13) When she got out of the car she closed the … 
the continuation usually pops in our mind very quickly.  
In laboratory settings, the fact that sentence (13) is very likely to be continued with "door" is 
captured by the already mentioned cloze probability (CP) metric. Thus, we can say that words with 
high CP values (such as "door" in the example above, CP=0.95) are more predictable than words 
with low CP values (such as "eyes" in the same example, CP < 0.05). In contrast, sentence (12) is 
                                                                        
4 Because this thesis is focused on lexico-conceptual processing, I will omit predictions targeting other types of 
representation, such as syntactic or morphological. 
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somewhat less constraining because it tends to be continued with many completions, the best 
being "silk" (CP=0.6).  
Eye-tracking and self-paced reading studies show that predictable words are read much faster, 
relative to less predictable words. Participants also make faster lexical decisions to predictable 
words. Smith and Levy (2013) showed that the dependency between word's reading time and its 
predictability is logarithmic. Thus, even though there are many conceivable continuations of the 
sentence:  
(14) Rushing out he forgot to take his … 
("keys", "breakfast", "camera", "shoes", "pills", and so on), and CP of each of them is minute, the 
CP is still orders of magnitude higher than that of less conceivable continuations (such as "jazz"), 
and thus these conceivable continuations receive a significant boost in reading time.  
Another consequence of predictability becomes apparent when a word is blurred to such degree 
that it cannot be unequivocally recognized in isolation. When the same word is made predictable 
by a supporting context, it is read without any effort, or sometimes even without noticing that the 
word was blurred (in the auditory domain this effect has an analogue in the phoneme restoration 
effect). Many examples for effects of word predictability are also provided by the neuroimaging 
research. Most clearly word predictability is demonstrated by the correlation between the 
amplitude of the N400 component and a word's cloze probability, whereby the N400 amplitude 
gets more negative as the word is more predictable.  
Until now, I have only referred to predictability, showing that predictable words are responded to 
faster and more accurately, they require less processing effort, and they rely less on bottom-up 
information. But the word "predictable" implies that predictable words are only potentially 
predicted, leading to the question whether predictable words are also actually predicted? For a 
long time, the answer to this question was negative. The idea was rejected on the grounds of 
combinatorial explosion: since language is unbounded, there is an infinite number of possible 
sentence continuations (Jackendoff, 2002; Morris, 2006). This picture started to change over the 
last 15 years or so, when researchers found evidence unambiguously showing that in highly 
constraining sentences people do predict words. Thus, even though unboundedness is a defining 
feature of human language, the brain takes advantage of the predictability of words.  
In the following I will review how psycholinguistic research has contributed to the understanding 
of these phenomena.  
1.3.3. Predictions of specific words - active lexico-semantic predictions 
Demonstrating that people predict specific words ahead was not an easy task. Using eye-tracking, 
Altmann and Kamide (1999) showed that when hearing the sentence:  
(15a) The boy will eat the cake. 
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comprehenders move their eyes to the only edible object present in a visual scene composed of 
several objects. Importantly, they do so before they encounter the word "cake". However, they do 
not do so when hearing the sentence: 
(15b) The boy will move the cake.  
Within the ERP methodology, Wicha et al. (2004) and Van Berkum et al. (2005) were first to 
demonstrate predictions of specific words. For example, Van Berkum et al. (2005) presented mini-
stories, such as:  
(16) The burglar had no trouble locating the secret family safe. Of course, it was situated behind a 
bigNEU/COM, but not obtrusive paintingNEU / bookcaseCOM. 
that made a critical word (painting in the example above) highly likely. Before the critical word, 
participants heard a gender-inflected adjective whose syntactic gender either agreed or did not 
agree with the predicted noun (bigNEU vs. bigCOM). A comparison between the ERPs evoked by 
adjectives with the prediction-consistent and the prediction-inconsistent gender revealed an 
effect time-locked to the onset of the adjective inflection. Since adjectives must agree in gender 
with the noun they modify, the ERP response to prediction-inconsistent gender marking at the 
adjective indicates that participants anticipated the target noun already at the adjective. By 
employing the same basic idea of probing for prediction of a noun at a prenominal element, 
several subsequent studies replicated this finding (e.g. DeLong et al., 2012, 2005; Foucart, Martin, 
Moreno, & Costa, 2014; Otten, Nieuwland, & Van Berkum, 2007; Otten & Van Berkum, 2007, 2009; 
Wicha et al., 2004). They lead to the conclusion that when a semantic context is converging on a 
specific highly likely word, comprehenders predict this word before it is presented. The simplest 
explanation would be that comprehenders always predict one specific word at a time.  
There are two studies whose results potentially afford an extension of this conclusion. DeLong et 
al. (2005) used the same paradigm as described above, and presented data suggesting that words 
are predicted with different strength, depending on their cloze probability. DeLong et al. showed 
that the magnitude of the prediction-inconsistency effect at a prenominal element depends on 
the cloze probability of the predicted word. Since the effect at the prenominal element attests to 
prediction of the target noun, any modulation in the size of this effect must index modulations in 
prediction strength.  
The second study, by Federmeier and Kutas (1999a), was already introduced in the section 
discussing the functional underpinning of the N400. As a reminder for the reader, participants 
were presented with two sentence scenarios: 
(3) They wanted to make the hotel look more like a tropical resort. So along the driveway they 
planted rows of palms / pines / tulips. 
in which the target word was either the best sentence completion ("palms"), a within-category 
violation ("pines"), or a between-category violation ("tulips"). The basic finding was that the within-
category violations evoked an N400 that was intermediate between the best completion and the 
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between-category violation. Since presumably no participant predicted "pines" or "tulips" as a 
continuation of the sentence, it was concluded that the within-category violations ("pines") were 
to some extent preactivated by virtue of their similarity to the expected completion ("palms"). This 
conclusion is relevant here, because it directly supports the idea that specific words are predicted 
before they occur in the sentence. Additional support for this idea comes from another aspect of 
Ferdermeier and Kutas' results. They found that the N400 reduction for the within-category 
violations was stronger for higher cloze probability of the best completion (i.e. the more 
predictable the best completion was, the more it helped the within-category violation).  
These results mirror the outcomes from (also already mentioned) studies by Laszlo and 
Federmeier (2008, 2009), who showed that in sentence such as:  
(5) Before lunch he has to deposit his paycheck at the bank / bxnk / tknt.  
nonwords that are orthographically similar to the best completion ("bxnk") elicit a smaller N400, 
than nonwords that are orthographically different ("tknt"). Rommers, Meyer, Praamstra and 
Huettig (2013) showed reduced N400 to words whose referents share visual properties with the 
most expected target words (e.g. facilitated processing of the word "sun" when "orange" is 
expected). Taken together, these studies converge on the idea that comprehenders predict one 
specific word at a time. The preactivation of these words can sometimes activate also other 
semantically or orthographically related words. Chapter 3 will extend this idea, by demonstrating 
predictions of semantically defined groups of words.  
If it is indeed the case that comprehenders sometimes predict one specific word (out of many 
possible ones), there should be measurable consequences in situations when the sentence 
continues with an unpredicted word. To put it differently, there should be costs to mispredictions. 
These costs should be primarily observable in high-constraint contexts, where comprehenders 
are most likely to make a prediction, in the comparison between a highly-predictable word and a 
less predictable word. No such differential effect should be observed for low-constraint contexts, 
where either participants make no predictions, or where it is difficult to identify one word that 
would be predicted by the majority of participants. One of the earlier-described ERP components, 
the AP, appears to have exactly these properties, because APs tend to be elicited by unlikely words 
embedded in high-constraint sentences and thus they are often regarded as an index of costs of 
unfulfilled predictions.  
Are predictions of specific words a part-and-parcel of the mechanism of language 
comprehension? The answer seems to be 'no'. To start with, in everyday linguistic contexts, the 
majority of words occur in low-constraint sentences, so for this very reason these words cannot 
be predicted by the mechanism described above. Moreover, several studies suggest that 
sometimes even in high-constraint contexts participants do not engage into making active 
predictions. Earlier, I have pointed out three ERP paradigms that are taken as evidence for 
predictions: (1) the differential effect between prenominal elements that agree or disagree with a 
predicted noun; (2) the reduction of the N400 amplitude for violations similar in meaning or 
orthography to the predicted word (the "within-category violation" paradigm, as in the studies by 
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Federmeier & Kutas, 1999a, and Laszlo & Federmeier, 2008); (3) the presence of APs for less 
predictable vs. more predictable words. The studies described below use these indices of 
predictions to show that predictions of specific words are not ubiquitous.  
Some studies demonstrate that older people do not engage into making predictions in the same 
way as younger people do. This is evidenced by the absence of anterior positivities for less 
predictable words (DeLong et al., 2012; Federmeier et al., 2010; Wlotko, Federmeier, & Kutas, 
2012), by the absence of prediction effect at a prenominal element (DeLong et al., 2012), and by 
the absence of the N400 facilitation for "within-category" violations in high-constraint sentences 
(Federmeier et al., 2002). Only older adults who have high verbal fluency scores are able to engage 
in predictions in a way similar to young adults (DeLong et al., 2012; Federmeier et al., 2010, 2002). 
Also children with low productive vocabulary do not engage into making predictions (Mani & 
Huettig, 2012). Another population that may not use active predictions are second-language 
learners, who do not demonstrate prediction effects at a prenominal element (Foucart et al., 2014; 
Martin et al., 2013).  
Single-word predictions also seem to be limited by processing strategy.5 For example, Wlotko and 
Federmeier (2015) employed the "within-category violation" paradigm, known to show reduced 
N400s to within-category violations, relative to between-category violation (for an example see 
(3)). In a block design they manipulated the speed of presentation of the second sentence. When 
participants first viewed a block in which each consecutive word of the second sentence was 
presented with a relatively long SOA (500ms), and then a block with a relatively short SOA (250ms), 
they had reduced N400 amplitudes for within-category violations in both blocks. However, when 
the short SOA block preceded the long SOA block, participants exhibited N400 reduction for 
within-category violations only in the second, long SOA block. This result suggests that participants 
engaged into the "predictive mode" of processing only when they were given enough time to 
notice that the within-category violations are related to the most expected word. In line with this 
finding, Lau, Holcomb and Kuperberg (2013) presented participants with semantically related and 
unrelated pairs of words, while manipulating the proportion of the unrelated and related word 
pairs. Lau et al. reported much stronger N400 priming effects when the proportion of the related 
pairs was high (a condition presumably encouraging participants to actively engage into making 
predictions). Inasmuch as semantic priming and sentence comprehension share a common 
mechanism of prediction formation, these results again suggest a potential role of strategic 
factors in determining whether participants will engage into making predictions. Finally, if Anterior 
Positivities are taken as an indicator of specific lexical predictions, the dependence of this 
component on strategic factors also becomes relevant (reviewed in more detail in the section 
about Anterior Positivities).  
To sum up, predictions of the type described above appear to be the product of a process that is 
at least to some extent attention-demanding, active, and controlled. For this reason, from now on, 
                                                                        
5 The use of word ‘strategy’ warrants some additional explanation. It does not necessarily imply that participants 
of those studies consciously decided to use one or another strategy. It merely implies that participants adapt to 
composition of stimuli in a given experiment, such that the way they process upcoming items is shaped by 
processing of preceding items (for example, see Fine, Jaeger, Farmer, & Qian, 2013). 
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I will refer to these predictions as to active predictions. When active predictions are confirmed, 
they are beneficiary, but when they turn out to be wrong, they might be costly. Active predictions 
tend to be made when contextual constraints are so specific that they narrow down to a single 
word, and only by proficient speakers who are in the peak of their verbal abilities.  
1.3.4. Passive lexico-semantic predictions 
This section started with the observation that predictions in neurobiology are often claimed to be 
a core principle of brain function. If they were, they should also pervade every aspect of language 
comprehension. This contrasts starkly with the findings described above, which come down to 
establishing that in those rare occurrences in which contexts are very highly constraining some 
people predict one word. In consequence, studies of prediction in language processing are far 
from demonstrating that predictions are ubiquitously used to process every comprehended 
sentence, or from showing that predictions are necessary for language comprehension.  
Therefore, is it all that psycholinguistics has to say about predictions? No. Several researchers 
claimed that predictions in language comprehension are far more pervasive. They suggested that 
each instance of a reduced N400 amplitude in response to a word reflects lexico-semantic 
prediction of that word. This suggestion results from the previously-described binding theory of 
the N400 component, in which the component is assumed to reflect the synchronization between 
feedforward flow of stimulus-driven activity and the dynamically active semantic memory 
(Federmeier & Laszlo, 2009; Laszlo & Federmeier, 2011; see also Kutas & Federmeier, 2011). When 
a word elicits the N400 component with a reduced amplitude, this indicates that some aspect of 
the word's meaning in a given context is already active in semantic memory. To put it differently, 
the meaning of the word is already in part preactivated.  
Active predictions are one source of such preactivation, and as such they lead to reductions of the 
N400 component. However, in the majority of situations when the N400 for a word is reduced, it 
is unlikely that participants are engaged in making active predictions (most contexts are not highly 
constraining for a specific word, comprehenders do not always pay 100% attention to the 
message, etc.). This indicates that the lion's share of preactivation does not result from active 
predictions, but from some other mechanism. I will refer to this other mechanism as passive 
predictions, and describe it in more detail below. 
The distinction between these two sources of preactivation has been most clearly demonstrated 
by Brothers, Swaab and Traxler (2015) who explicitly divided experimental trials in those where 
participants made an accurate (active) prediction and those where they did not (see also Lau et 
al., 2013, for related findings from word priming). When participants correctly predicted a target 
word, its presentation evoked an N400 with a reduced amplitude relative to when participants did 
not manage to predict the target word. But even for the unpredicted target words, there was a 
substantial difference in the N400 amplitude between the high- and low-CP nouns. The difference 
in N400 between the predicted and unpredicted words can be attributed to the active predictions, 
whereas the difference between the unpredicted high- and low-CP words can be attributed to 
passive predictions.  
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What mechanism then leads to passive predictions (and N400 reductions) in absence of active 
predictions? One possible answer comes from computational models of the N400. For example, 
Rabovsky and McRae (2014; for a similar computational approach see Frank, Otten, Galli, & 
Vigliocco, 2013) presented a neural network model in which a "phoneme"-level layer of neurons, 
encoding word forms, was trained to accurately activate word meaning (encoded in the pattern 
of activation of semantic feature neurons). The network simulated both accumulated knowledge 
(in the weights of connections between neurons), as well as the current semantic representation 
(as the fluctuating patterns of the neurons' activation over time). The network was trained to 
"recognize" and "access" the meaning of over 500 concepts, based on arbitrary word-form inputs. 
After the training the network was tested in a number of mini-experiments mimicking paradigms 
known to elicit standard N400 effects. It turned out that one measure of the network performance 
— the semantic network error (i.e. the difference between model's generated output and the 
target) — correctly simulated the direction of the N400 effect for all experiments. Thus, for 
example, the network showed a reduced semantic error for semantically primed words, for 
repeated words, for high frequency words, or for words with high orthographic neighborhood. It 
also replicated less trivial effects, such as the interaction between frequency and repetition, in 
which low frequency words elicit stronger repetition effects.  
The mechanism proposed by Rabovsky and McRae serves as a good model of passive predictions. 
It shows how they might be implemented in the cognitive system, and what is their relation to the 
N400. First, it suggests that the reduction of the semantic network error might indeed be the 
mechanism underlying the N400. Second, just as proposed by the binding theory of the N400, 
network error for a given input was determined by both the current state of activation in the 
conceptual feature layer (reflecting consequences of semantic priming or semantic context), and 
by the strength of connections between nodes of the network (reflecting conceptual and linguistic 
knowledge). Third, what the network does all the time, in essence, is passively predicting meaning 
based on word input, and the semantic network error is just prediction error.  
A similar explanation of the source of passive predictions, although conceptually at a much higher 
level, was formulated by Van Berkum (2009). In line with the proposal by Rabovsky and McRae 
(2014), he proposed that all modulations of the N400 component are a passive consequence of 
the architecture of semantic long-term memory. His idea builds on the memory-based 
approaches to text comprehension (Gerrig & McKoon, 1998; Kintsch, 1998), which argue that when 
comprehenders proceed through a text, activation fluctuates in long-term memory as various bits 
of information become potentially relevant. This occurs via a process of resonance between cues 
embedded in the text and the representations stored in memory. Any information stored in 
working memory (representing earlier parts of the discourse) and in long-term term memory 
(general knowledge) can become activated, if they are associatively or semantically related to the 
current discourse. This process comes at no cost, relies on simple pattern-matching, and thus it is 
sometimes referred to as "dumb". However, Van Berkum points out that this process can be very 
smart, because the cues that activate and deactivate the potentially relevant representations can 
be quite complex: refined representation of the discourse, knowledge about the speaker, his age, 
etc. Thus, even though the mechanism of resonance is "dumb", when supported by sophisticated 
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cues, it can go a long way in accurately preactivating potentially relevant information. Thanks to 
this mechanism, basic sense-making comes for free, and attentional resources are saved for other 
more demanding comprehension mechanisms, such making pragmatic inferences or resolving 
structural ambiguities.  
The computational and the memory-based approach, each in its own way, converge on the idea 
that passive predictions, responsible for most instances of N400 reductions, are the consequence 
of a passive, cost-free mechanism that is an inherent element of the architecture of semantic 
memory. Thanks to this, passive predictions are ubiquitously used for processing any meaningful 
material. Passive predictions target semantic information at any grain and level (and certainly at 
levels more primitive than lexical level). These features bring them close to predictions as they are 
conceived in neurobiology. In contrast, active predictions are more of a luxury. Their use is much 
more circumscribed, as they require high-constraint contexts, as well as language users who are 
both at the peak of their verbal abilities, and who use them as a part of their comprehension 
strategy. Active predictions concern mostly words, and when an incorrect word gets predicted, 
additional reprocessing costs are incurred. 
As a final remark, it should be noted that the definitions of active and passive predictions used 
above are not widely agreed upon in the literature. This is not because there are competing 
theories and definitions of predictions, but rather because researchers do not (and perhaps 
cannot yet) define what construct or process do they refer to when speaking about predictions 
(c.f. DeLong, Troyer, & Kutas, 2014). The above specification of active and passive predictions is 
intended as a step in ameliorating this situation. Active predictions are often referred to as 
"predictions", "preactivations" or "expectations", while passive predictions are sometimes 
referred to as "anticipation" (DeLong, Troyer, et al., 2014). They are also referred to as discourse-
based facilitation (or related terms), but this latter term evades specifying what is the mechanism 
used to evoke the facilitation.  
Chapter 3 will discuss findings which show that active predictions can sometimes target many 
semantically related words at a time. Chapter 4 will specify when active predictions are likely to 
be formed, and what mechanism mediates their formation on top of passive predictions. Based 
on these findings, in the General Discussion I will propose a theory of the mechanism responsible 
for the active predictions.   
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Chapter 2. 
 
Is animacy special?  
ERP correlates of semantic violations and animacy 
violations in sentence processing 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been published as: 
 
Szewczyk, J. M., & Schriefers, H. (2011). Is animacy special? ERP correlates of semantic violations 
and animacy violations in sentence processing. Brain Research, 1368, 208–221. 
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2.1. Abstract 
Animacy is often conceived as a special semantic feature because of its relevance to thematic and 
syntactic processing. This study uses event-related brain potentials to investigate whether 
violations of the expected animacy value of a noun are processed differently from semantic 
violations which preserve the expected animacy value in a situation in which the animate / 
inanimate distinction has no consequences for thematic or syntactic processing. The language 
under test is Polish, a language in which the animate-inanimate distinction is reflected in the 
inflection of nouns. We constructed short stories such that either an animate direct-object noun 
is highly expected in the story's final sentence, or an inanimate direct-object. This noun appears 
in one of three conditions: (a) congruent, i.e. fitting the preceding context, (b) semantic violation 
without a violation of the expected animacy value, or (c) animacy violation, i.e. a violation of the 
expected animacy value. Semantic violations and animacy violations elicited a biphasic N400/P600 
pattern. The N400 effect had the same amplitude for the two types of violation, while the P600 
elicited by animacy violations had a significantly higher amplitude than the P600 elicited by 
semantic violations. These results indicate that animacy is processed differently from other 
semantic features even in syntactically and thematically unambiguous positions in a sentence.  
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2.2. Introduction 
The ability to discriminate living entities from non-living entities is fundamental to cognition. It 
forms a basis for understanding the world around us in terms of causal interpretation of actions, 
attribution of mental states, and attribution of biological processes. Six-month old infants already 
have a basic grasp of the animate-inanimate distinction, and by the age of two years they have 
knowledge of psychological causation characterizing animate beings (Rakison & Poulin-Dubois, 
2001). Being one of the first categorizations made by humans, the animate-inanimate distinction 
also seems to be one of the last distinctions being lost in pathological states, as has been shown 
on adults with Alzheimer's disease (Hodges, Graham, & Patterson, 1995; Saffran & Schwartz, 
1994). At the neurological level, the animate-inanimate distinction is claimed to be subserved by 
distinct neural mechanisms (Caramazza & Shelton, 1998), and recent neuroimaging data on the 
role of the inferior temporal cortex in object identification suggest that it is also a basic categorical 
distinction made by both humans and monkeys (Kriegeskorte et al., 2008). And finally, one of the 
most striking examples of agnosias concerns the inability to make this distinction, as described in 
the famous essay “The Man Who Mistook His Wife for a Hat” by Olivier Sacks (1985). 
As language should provide us with the means to adequately describe the world in line with basic 
categories of human cognition, animacy is also one of the most basic principles shaping the 
languages of the world. As Dahl and Fraurud (1996, p. 47) put it, animacy "is so pervasive in the 
grammars of human languages that it tends to be taken for granted and become invisible." So, for 
example, it is evident from corpus studies that in transitive sentences animate nouns 
overwhelmingly tend to occur in subject position, and inanimate nouns in object position (e.g. 
Bock, 1986; Dahl, 2008; Dahl & Fraurud, 1996; Malchukov, 2008). 
It thus does not come as a surprise that animacy also plays an important role in linguistic theory, 
with the concept of thematic roles perhaps being the most prominent one. Two thematic roles, 
Actor (i.e. an entity that deliberately performs an action) and Experiencer (i.e. an entity that 
receives sensory or emotional input), are heavily relying on animacy; a true Actor and a true 
Experiencer should be animate (Jackendoff, 1978). The concept of thematic roles is not fully agreed 
upon in linguistics (see Dowty, 1991; McRae, Ferretti, & Amyote, 1997), but even when one avoids 
any commitment to a specific version of a theory of thematic roles, most linguists would agree 
that most verbs have restrictions as to which entities could be their arguments, and animacy is 
one of the most important criteria. 
Thus, people have a tendency to assign the agent role to the NP being highest in the animacy 
hierarchy (MacWhinney, 1977, 1982), and, independently of whether a particular language places 
its subjects at pre- or post-verbal position, there is a universal tendency to place animate entities 
earlier in the sentence than inanimate entities (Byrne & Davidson, 1985). 
Animacy is strongly reflected in the grammars of the world's languages, but at the same time it is 
a part of semantics. To emphasize the difference between the animate-inanimate distinction, and, 
for example, the green-red distinction, some linguists speak of grammaticalized semantic 
features. Pinker (1989) proposes a "grammatically relevant subsystem" which defines those parts 
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and aspects of semantic representations to which linguistic processes are sensitive. In line with 
this proposal, research on aphasia (e.g. Kemmerer, 2000, 2003) has shown that grammatically 
relevant and grammatically irrelevant semantic features can be selectively impaired in aphasics. 
In the light of these arguments, it is plausible that the language comprehension system pays close 
attention to the animacy-inanimacy distinction, and in the psycholinguistic literature this has been 
often confirmed. The comprehension system is sensitive to animacy of sentence arguments, but 
the degree to which this sensitivity is expressed depends on the language in question. For 
example, MacWhinney et al. (1984) presented monolingual speakers of English, German and 
Italian with scrambled sentences consisting of two NPs and a verb, and asked which of the two 
NPs is the subject. MacWhinney et al manipulated four potential cues: word order, animacy of the 
NPs, the stress with which the NPs were read, and whether the NPs agreed with the verb in 
number. It turned out that both German and Italian participants were actively exploiting animacy 
information when other cues were ambiguous or unavailable. In contrast, English speakers were 
relying solely on the order in which the words were presented. 
Additional arguments for the importance of animacy in sentence processing were obtained by 
Mak and colleagues (Mak, Vonk, & Schriefers, 2002, 2006) in a series of reading time experiments 
in Dutch, analyzing the initial syntactic commitment of the parser in locally ambiguous object vs 
subject relative clauses. In processing relative clauses, the subject-relative reading is the default 
one. Mak and colleagues, however, showed that the preference for the subject-relative reading 
disappears when the main clause NP is inanimate and the relative-clause internal NP is animate. 
For example, the Dutch equivalent of a subject-relative sentence like "The rock, that has crushed 
the hikers, ...", was read as easily as the Dutch equivalent of an object-relative sentence like "The 
rock, that the hikers have rolled-away, ...". It should be noted in this context that – in contrast to 
English – Dutch subject and object relative clauses have the same word order. Mak et al. interpret 
their results along the lines of the Topichood Hypothesis: although there is a strong tendency to 
assign the role of subject to the first-mentioned NP, animacy is another factor influencing the 
choice of the subject. In the abovementioned configuration, the NP in the relative clause is 
animate, and thus wants to be the subject of the relative clause. This contradicts the preference 
for taking the first mentioned NP as the subject of the relative clause. Thus, they demonstrated 
that animacy influences the initial syntactic commitment, and the choice of the agent (see also 
Chen, West, Waters, & Caplan, 2006). These studies show that animacy is used to determine which 
NPs fill the agent and patient roles. 
Further arguments for the use of animacy in sentence processing come from ERP studies. 
Weckerly and Kutas (1999), in a study on English, presented their participants with object-relative 
sentences in which the animacy of the main clause NP and of the relative clause internal NP was 
manipulated. For instance, the experiment contrasted the sentence "The novelist that the movie 
inspired praised the director for ... ", with the sentence "The movie that the novelist praised 
inspired the director to ...". Syntactically, in both sentences both NPs (novelist, movie) were 
unambiguously the subjects of their respective clauses. An inanimate grammatical subject ("the 
movie" in both examples) led to an N400 effect, relative to an animate NP filling that position (see 
also Kuperberg, 2007; Kuperberg et al., 2003 for additional ERP results; and Grewe et al., 2007 for 
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fMRI). Interestingly, ERP studies on languages with a less strict word order than English show a 
somewhat different pattern of results. Speakers of German (Schlesewsky & Bornkessel, 2004), 
Turkish (Demiral, Schlesewsky, & Bornkessel-Schlesewsky, 2008), and Mandarin Chinese (Philipp, 
Bornkessel-Schlesewsky, Bisang, & Schlesewsky, 2008) do not show a general processing 
advantage for sentence-initial animate NPs, but they do show effects for (atypical) inanimate 
agents when the patient of a transitive sentence precedes the agent (see Bornkessel-Schlesewsky 
& Schlesewsky, 2009 for discussion). In all studies discussed so far, the effect of in-/animate NPs 
is related to some form of thematic processing or thematic hierarchization. 
In the present study, we address the question whether animacy also plays a role in language 
processing even when its role for thematic processing is reduced to a minimum by comparing 
animacy with the processing of other "non-grammaticalized", semantic features. In order to limit 
thematic processing to a minimum, we avoided any constructions that are known to elicit 
difficulties related to thematic or syntactic processing, such as non-canonical object-before-
subject constructions (Caplan, 2007; Just, Carpenter, Keller, Eddy, & Thulborn, 1996), or 
constructions where several arguments precede the verb and / or require inanimate agents 
(Bornkessel-Schlesewsky & Schlesewsky, 2009; Frisch & Schlesewsky, 2001; Mak et al., 2002, 2006). 
To this end, we used canonical SVO sentences with unambiguously case-marked animate subjects 
(nominative), transitive verbs, and unambiguously case-marked direct objects (accusative). We 
measured ERPs at the direct object, that is at a position in the sentence at which the thematic and 
syntactic function of the critical word is completely transparent: When encountering the direct 
object NP, participants have already read the subject NP and the transitive verb. On the basis of 
case marking of the subject NP, the first NP can be unambiguously identified as the subject/agent, 
while the transitive verb indicates that an obligatory direct object will follow the verb. Thus, in 
contrast to the studies on N400 effects elicited by thematic processing (e.g. Frisch & Schlesewsky, 
2001; Haupt, Schlesewsky, Roehm, Friederici, & Bornkessel-Schlesewsky, 2008), there is no 
competition for the role of the subject/agent, because this position is already unambiguously 
filled, while the direct object/patient position is open, and waiting to be filled. Thus, at the direct 
object position, syntactic and thematic processing is minimized. 
We constructed materials with such canonical SVO sentences in which either an animate direct 
object or an inanimate direct object was highly expected (see appendix B for materials examples). 
In a congruent condition, the direct object noun matched this expectation. From this congruent 
condition, we derived an "animacy violation" condition in which the actual animacy value of the 
direct object noun was in conflict with the expectation (i.e. an animate direct object when an 
inanimate direct object was expected, or vice versa). And finally, we derived a "semantic violation" 
condition where the actual animacy value of the direct object noun was in line with the 
expectation, but constituted a semantic violation. This results in a design with the three-level 
factor Violation Type (congruent, semantic violation, animacy violation), crossed with the two-level 
factor Animacy of the target noun (animate versus inanimate noun). 
If animacy violations and semantic violations are processed in the same way, the latter two 
conditions should differ from the congruent condition, but should not differ from each other (for 
more specific predictions in terms of ERP signatures see below). If, however, animacy violations 
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and semantic violations are processed differently, these two conditions should also differ from 
each other. 
Although we reduced the potential role of thematic processing to a minimum, it could still be the 
case that animate direct objects are thematically more difficult to process than inanimate direct 
objects because grammatical subjects tend to be animate and grammatical objects tend to be 
inanimate. If this were the case we should observe a difference between animacy violations with 
an animate direct object and animacy violations with an inanimate direct object. 
In both violation conditions (semantic violation and animacy violation), the actual direct object 
noun had a cloze probability of zero (see material section for details). Thus, if animacy violations 
at the direct object position give rise to a different ERP pattern than semantic violations, this would 
strongly suggest that animacy is processed in a different way than other semantic features, even 
when its potential impact on thematic and syntactic processing is minimized. 
To our knowledge, the contrast between semantic violations and animacy violations has until now 
only been tested in an unpublished ERP study by Paczynski et al. (2006). The authors used English 
passive sentences, in which they independently manipulated the agent's (i.e. the NP in the by-
phrase) animacy and its semantic association with the preceding context. The results showed an 
N400 that was dependent on the semantic association between the agent NP and the context, 
and was independent of the animacy manipulation. In addition, they found a P600 that reflected 
primarily the agent's animacy value. It should be noted, however, that this study manipulated the 
animacy of the agent, which in the violation condition was always inanimate. As we discussed 
above, even fully congruent inanimate subjects in English lead to increased processing costs. It 
cannot be excluded that such increased processing costs also occur for an agent in a by-phrase of 
a passive sentence. Thus, it is not completely clear whether these results really reflect processing 
difficulty due to an animacy violation per se, or thematic processing difficulties.  
To have the maximum chance to observe animacy effects, we used Polish as test language. In 
Polish, the inflectional paradigm of nouns of masculine grammatical gender directly reflects 
animacy in morphological case marking (i.e. the accusative of the masculine singular, for details 
of Polish noun inflection, see Appendix A). 
With these considerations, we can turn to more specific predictions in terms of ERP components. 
We expected both types of violations to elicit an N400 effect (relative to the congruent condition), 
as this component is reliably elicited by semantic violations. At the sentence level, the N400 has 
been shown to be modulated by a number of factors: cloze probability of the critical word (e.g., 
DeLong et al., 2005; Kutas & Hillyard, 1984), problems with establishing thematic role 
hierarchization (Frisch & Schlesewsky, 2001), amount of exposure to an anomalous word meaning 
in supportive context (Nieuwland & Van Berkum, 2006), the degree of semantic relatedness 
between the expected word and the actually presented word (Federmeier & Kutas, 1999a), or 
between the critical verb and its arguments in semantic reversal anomalies (Kim & Osterhout, 
2005; Kuperberg et al., 2003). Of all these factors, only cloze probability applies to the present 
experiment. Moreover, cloze probability can only play a role in the comparison of the congruent 
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condition with the two violation conditions, but not in the comparison between the two violation 
conditions, as the semantic and the animacy violation conditions have equal (zero) cloze 
probabilities (see materials section below). Thus, we predict that the semantic and animacy 
violations should elicit an N400 of the same amplitude. The N400 component should thus not 
differentiate between the two violation conditions. 
In addition to the N400, our violations might lead to a P600 component. The P600 has been 
obtained in response to syntactic ambiguities or syntactic anomalies involving agreement, phrase-
structure, verb subcategorization, and constituent movement (Frisch, Hahne, & Friederici, 2004; 
Hagoort & Brown, 1994, 2000; Neville et al., 1991; Osterhout, Holcomb, & Swinney, 1994). But 
some studies have reported late positivities also in response to semantic violations. This holds 
primarily for so-called semantic reversal anomalies, in sentences such as "For breakfast the eggs 
would only eat ... " (see Bornkessel-Schlesewsky & Schlesewsky, 2008; Kuperberg, 2007 for a 
review). But there are also reports of P600 effects in response to pure semantic violations (e.g. 
Münte, Heinze, et al., 1998). These P600 effects appear to depend on the degree of semantic 
anomaly (Caspers et al., 2006). We will return to the discussion of the functional interpretation of 
the P600 in the general discussion. Given the sensitivity of the P600 component to a wide range 
of processing difficulties, we hypothesized that if animacy is processed in a special way, the two 
types of violation might differ with respect to the P600. 
2.3. Experimental procedure 
2.3.1. Participants 
Twenty one students (5 male, 16 female, mean age 21.5 years; age range from 19 to 26) from the 
Jagiellonian University in Kraków participated in the experiment after giving informed consent. All 
were right-handed, as assessed by an adapted Polish version of the Edinburgh Handedness 
Inventory (Oldfield, 1971), native speakers of Polish and had normal or corrected-to-normal vision. 
2.3.2. Materials 
120 short stories were constructed, each consisting of two to six sentences. The final sentence of 
each story had a subject noun followed by a transitive verb and a direct object noun, and at least 
one additional word. The critical word for which ERPs were measured was the direct-object noun. 
The critical noun was never sentence-final, and in most cases it was followed by a content word. 
60 of the stories were constructed such that an animate direct object noun of the final sentence 
was highly expected, and 60 were constructed such that an inanimate direct object was highly 
expected. Hereafter, these items will be referred to as congruent animate items and congruent 
inanimate items, respectively. 
The 60 congruent animate items and the 60 congruent inanimate items were submitted to a cloze 
test. Each item was truncated after the transitive verb of the final sentence (i.e. before the direct 
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object noun). Sixty participants, none of them taking part in the experiment reported here, were 
asked to complete the items with the first continuation that came to mind. Each item was 
completed by at least twenty participants. 
First, the completions were classified as providing either an animate or an inanimate direct object. 
All items showed a very strong bias to an animate (for congruent animate items) or an inanimate 
(for congruent inanimate items) completion: cloze scores ranged from 0.94 to 1.00, with a mean 
of 0.997, SD 0.01. 
Then, for each item a target noun was chosen, on the basis of the completions that were actually 
produced by the participants of the cloze test. Only completions that were regular6 masculine-
animate nouns (for congruent animate items), and regular masculine-inanimate nouns (for 
congruent inanimate items) were taken into account. For each item the noun with the highest 
cloze probability among the eligible nouns was selected. If the completions for an item did not 
contain eligible nouns, a regular masculine-animate or a regular masculine-inanimate noun was 
assigned that was semantically close to or synonymous with the completion with the highest cloze 
score7. The mean cloze probability for the selected nouns was 0.44, range (0.04-1.00), SD 0.28 (for 
congruent inanimate items: mean 0.45, range 0.04-1.00, SD 0.28; for congruent animate items: 
mean 0.42, range 0.05-0.100, SD 0.29). 
This procedure resulted in 60 congruent animate items with a very high expectancy for an animate 
noun and 60 congruent inanimate items with a very high expectancy for an inanimate noun.  
From the congruent animate items, the two violation conditions (semantic violation and animacy 
violation) were derived as follows. First, the critical nouns of the 60 congruent animate items were 
reassigned to other stories of this item set such that the new combination of critical noun and 
story resulted in a semantic violation. The cloze test showed that in the resulting combination of 
story and critical noun, the critical noun had a cloze probability of zero. This thus yielded 60 new 
items with a semantic violation in which the expectation with respect to the animacy value is still 
fulfilled. We will refer to these items as semantic violation items hereafter. To ensure that the 
semantic violation items are really perceived as violations, we conducted additional acceptability 
judgment tests (for details, see Discussion). 
Second, the critical nouns of the 60 congruent animate items were reassigned to the set of 60 
stories from the congruent inanimate items. These new combinations obviously have by definition 
a cloze probability of 0 as the completions of the stories of the inanimate congruent items did not 
contain any animate completions. As in the case of semantic violations, also here care was taken 
to ensure that the critical noun did not bear any semantic relationship to the new context. This 
                                                                        
6 As regular masculine-animate items were treated those nouns which had the suffix “–a” for the genitive and 
the accusative. As regular masculine-inanimate nouns were treated those which had the zero suffix in the 
accusative, and the –u suffix in the genitive. As Appendix A shows, masculine-inanimate nouns can also take the 
–a suffix in the genitive, but the –u suffix is more frequent. 
7  There were six such items among the inanimate ones, and three among the animate. The additional 
acceptability-judgment test (see Discussion) confirmed that these few zero-cloze nouns were equally acceptable 
as the rest of the congruent direct object nouns. 
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resulted in another 60 items with a cloze probability of 0, but in contrast to the semantic violation 
items, now the expected animacy value was violated. We will refer to these items as animacy 
violation items hereafter. 
Applying the same reassignment procedure to the 60 inanimate congruent items, we derived also 
60 semantic violation items with inanimate critical nouns and 60 animacy violation items with 
inanimate critical nouns.  
The resulting 360 items were assigned to three experimental lists. Each list included 40 congruent 
items (20 with an animate critical noun, 20 with an inanimate critical noun), 40 semantic violation 
items (20 with an animate critical noun, 20 with an inanimate critical noun), and 40 animacy 
violation items (20 with an animate critical noun, 20 with an inanimate critical noun). The items 
were assigned to the three lists such that within each list each critical target noun and each story 
occurred only once, but across the three lists each story and each target noun contributed to all 
three conditions (congruent, semantic violation, animacy violation). Each participant received only 
one of the experimental lists, with equal numbers of participants being randomly assigned to the 
three lists. 
The resulting design had two factors, the three level factor Violation Type (congruent, semantic 
violation, animacy violation) and the two level factor Animacy of critical noun (animate versus 
inanimate noun). Appendix B gives examples for the three levels of Violation Type. Sixty filler trials 
were added to each of the three experimental lists. They had the same structure as the 
experimental items, but did not induce any specific expectation of an animate or inanimate direct 
object noun, and did not contain any (semantic or syntactic) violations. The resulting lists had thus 
180 items, with 80 items containing a violation (40 semantic violations, and 40 animacy violations). 
The 180 items were presented in five blocks of items, with short breaks between blocks. Order of 
presentation of the items was random, under the restriction that an experimental item never 
appeared as one of the first two items after a break or at the start of the experimental session. 
2.3.3. Procedure 
Participants were seated in a dimly-lit, sound-attenuated and electrically shielded room. Stimuli 
were presented on a 19" TFT screen, in black letters on a white background. Participants were 
seated approximately 80 cm from the screen. 
Each item was presented in two parts. The first part consisted of all sentences of the story, except 
the final sentence, and was presented all-at-once. These sentences remained on the screen until 
the participant pressed a key, indicating that s/he had finished reading the sentences. 1300 ms 
after this key press, a fixation cross was presented in the center of the screen for 500 ms, which 
was followed by the final sentence, being presented word-by-word. Each word was displayed for 
300 ms, centered in the middle of the screen, followed by a 200 ms blank interval. 1700 ms after 
the offset of the last word of the final sentence, the next trial started. 
Participants were instructed to read all items carefully, and to avoid eye-movements and eye-
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blinks in the period between the beginning of the last sentence (indicated by the fixation cross) 
and the end of the last sentence. They were also told that, after the experiment, they would have 
to perform a sentence recognition test. This test consisted of 30 sentences; 10 sentences were 
identical to the final sentences of the actually presented items, 10 similar (with one word changed), 
and 10 completely new. Participants were asked to assign the sentences to one of these three 
categories (old, new, or slightly changed). 
Each participant started with a short training session consisting of 5 items (with one item 
containing a semantic violation and one containing an animacy violation). The complete 
experiment (including electrode placement and removal and the offline recognition test) lasted 
approximately 90 minutes. 
2.3.4. EEG Recording 
EEG was recorded from 32 scalp sites by means of AgAgCl active electrodes (BioSemi Active-Two 
system) mounted in an elastic electrode cap (Electrocap International) at standard 10-20 system 
locations. Recordings were referenced to the C1 electrode and re-referenced off-line to linked 
mastoids. The vertical EOG was monitored with two electrodes placed below and above a 
participant's right eye, and horizontal EOG was recorded from electrodes at the outer canthi of 
the eyes. The recordings were digitized online at 256 Hz. EEG was filtered off-line with a band-pass 
filter (0.01 Hz – 20 Hz frequency range; slope 12dB/oct). 
Epochs from the continuous EEG in the interval between -150 and 900 ms with respect to the 
onset of the critical word (the direct object noun of the story-final sentence) were averaged and 
analyzed. Baseline correction was performed using the average EEG activity in the 150 ms epoch 
preceding the onset of the target word as a reference signal value. 
Following baseline correction, trials with artifacts were rejected. On average 6% of trials was 
rejected. They were distributed equally over the experimental conditions. 
Two subjects were excluded from further analysis because of excessive alpha activity or poor EEG 
recording quality; another subject was excluded due to very poor results in the recognition test 
(14/30). This left eighteen participants for the final analysis. 
2.3.5. ERP Data Analysis 
On the basis of visual inspection and the standard time windows used to quantify the N400 and 
the P600, we analyzed the data in the time-windows from 300 to 500 ms, corresponding to the 
N400 time-window, and in the time window from 600 to 800 ms, corresponding to the P600 time 
window. All ERPs were time-locked to the onset of the critical noun. 
Separate analyses were conducted for the midline and for the lateral sites. The midline 
multivariate analysis of variance (MANOVA) had the factors Violation Type (congruent, semantic 
violation, animacy violation), Animacy of the target noun (inanimate, animate) and Electrode (Fz, 
Cz, Pz). The MANOVA for the lateral sites had the factors Violation Type and Animacy of the target 
43 
 
noun as factors, and used a Hemisphere (levels: left, right) by Anterior-Posterior (levels: anterior, 
central, posterior) design. The factors Hemisphere and Anterior-Posterior divided the scalp into 
six electrode clusters: left frontal (Fp1, AF3, F3, F7), right frontal (Fp2, AF4, F4, F8), left central (FC1, 
FC5, CP1, CP5), right central (FC2, FC6, CP2, CP6), left posterior (P3, P7, PO3, O1), and right posterior 
(P4, P8, PO4, O2). In order to keep the number of electrodes equal in each cluster and to have a 
balanced distribution of the clusters over the scalp the statistical analyses were performed using 
27 electrodes. For completeness, the figures presenting the ERP waveforms give all 32 recorded 
electrodes. Figure 2.1 displays the position of the 27 electrodes entering the statistical analysis. 
 
Figure 2.1. Position of electrodes entering statistical analyses: three midline electrodes and twenty-four lateral 
electrodes divided into six clusters. 
2.4. Results 
2.4.1. Performance on the sentence recognition test at the end of the experiment.  
On average, participants correctly classified 21.3 of the 30 sentences presented in the recognition 
test (range 17–27, SD 2.4), indicating that participants read the items attentively8. 
2.4.2. ERP data 
The factor Animacy of the target noun did not interact significantly with the factor Violation Type 
in any of the analyses (all p's > 0.34), indicating that the pattern of results for the three levels of 
the factor Violation Type (congruent, semantic violation, animacy violation) did not differ for 
animate versus inanimate target nouns. Therefore, we report the analyses collapsed over the 
                                                                        
8  The recognition scores may seem low, but the test was rather difficult as it checked how participants 
memorized 180 stories, which were presented only once for a short period of time. Furthermore, the recognition 
task required to categorize the items in three response categories, and in one of these three categories, the test 
sentences differed in only one word from the actually presented sentence (see Procedure section below). 
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factor Animacy of target noun. 
Grand average waveforms time-locked to the onset of the critical noun as a function of violation 
type, collapsed over the two levels of the factor Animacy of the target noun, are given in Figure 
2.2. 
Figure 2.2. Averaged event-related potential for the critical word for the congruent nouns (solid bold line), nouns 
introducing semantic violations (solid thin line) and nouns introducing animacy violations (dotted line). 
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2.4.2.1. 300-500 ms time-window 
Figure 2.2 shows that both types of violations gave rise to a centro-parietal negativity in the 300-
500 ms time-window, relative to the congruent condition. We interpret this negativity as an N400 
effect. The amplitude of the negativity is the same for both violations. These observations were 
confirmed by statistical analysis. The midline analysis for the 300-500ms time-window yielded a 
main effect of Violation Type [F (2, 16) = 5.6; p < 0.05], as well as a Violation Type by Electrode 
interaction [F (4, 14) = 5.71; p < 0.01]. Separate analyses between each pair of levels of the factor 
Violation Type revealed that the main effect was caused by both types of violation differing from 
the congruent condition [semantic violation versus congruent F (1, 17) = 12.04, p < 0.01; animacy 
violation versus congruent F (1, 17) = 7.40, p < 0.05)], without any difference between the semantic 
violation and the animacy violation (F < 1). Analysis for the separate electrodes showed that the 
effect of Violation Type was present at the Cz and Pz electrodes [F (2, 16) = 3.7, p < 0.05 and F (2, 
16) = 12.6; p < 0.001, respectively], but not at the Fz electrode (p = 0.42). Neither at Cz nor at Pz 
did the two violation types differ from each other (Fs < 1). 
Figure 2.3. Maps displaying distributional differences. Left: between the semantic violation condition and the 
congruent condition; middle: between the animacy violation condition and the congruent condition; right: 
between the animacy violation condition and the semantic violation condition. Panel A: 300-500ms time-
window; panel B: 600-800ms time-window. 
The analysis for the lateral electrodes also yielded a main effect of Violation Type [F (2, 16) = 10.51; 
p < 0.01]. In addition, this analysis showed a Violation Type by Anterior-Posterior interaction [F (4, 
14) = 9.76; p < 0.001] (with the factor Anterior-Posterior having three levels: Anterior, Central, 
Posterior; see also Methods section below). As in the midline analysis, the main effect of Violation 
Type was caused by the two types of violation differing from the congruent condition [F (1, 17) = 
22.34; p < 0.001 for semantic violation versus congruent; F (1, 17) = 11.98; p < 0.01 for animacy 
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violation versus congruent], with no significant difference between the semantic violation and the 
animacy violation (p = 0.34). Separate analyses for the three levels of Anterior-Posterior revealed 
an effect of Violation Type for the central electrode clusters [F (2, 16) = 11.91, p < 0.001], and for 
the posterior electrode clusters [F (2, 16) = 18.67; p < 0.0001], but not for the anterior electrode 
clusters (p = 0.30). None of the interactions including the factor Hemisphere were significant (all 
Fs < 1.2). At neither Anterior-Posterior level, the semantic violation differed from the animacy 
violation (all Fs < 1). The distribution of the N400 effect can also be seen in the topographic 
isovoltage difference maps in Figure 2.3A, displaying the distributional differences between the 
congruent condition and each of the two violation conditions, as well as between the two violation 
conditions. 
2.4.2.2. 600-800 ms time-window 
Figure 2.2 shows that the centro-parietal negativity is followed by a centro-parietal positivity for 
the two types of violation relative to the congruent condition. This P600 effect starts in between 
550 and 600 ms and lasts to the end of the analyzed epoch. Visual inspection suggests that the 
waveforms elicited by the two types of violations differ from each other, with the ERPs in response 
to animacy violations being more positive going than those in response to semantic violations.  
For the midline sites, a marginally significant effect of Violation Type (p = 0.06) was found, and a 
non-significant interaction Violation Type by Electrode (p = 0.11). Separate analyses between the 
three Violation Type levels indicated that only the animacy violation condition differed reliably 
from the congruent condition [semantic violation versus congruent F (1, 17) = 2.56; p = 0.13; 
animacy violation versus congruent F (1, 17) = 7.27; p < 0.05], while the animacy violation 
marginally differed from the semantic violation [F (1, 17) = 4.3; p = 0.054]. The analysis of the lateral 
sites showed a main effect of Violation Type [F (2, 16) = 5.38, p < 0.05]. Separate comparison of 
the violation types in the lateral electrodes revealed that both violation types are reliably different 
from the congruent condition [semantic violation versus congruent F (1, 17) = 7.77; p < 0.05; 
animacy violation versus congruent F (1, 17) = 10.2; p < 0.01], and that the difference between the 
animacy and semantic violations is non-significant [F (1, 17) = 2.07; p = 0.17]. 
Neither the Hemisphere by Congruency, nor the Hemisphere by Anterior-Posterior by Violation 
Type interaction was significant (Fs < 1), but the interaction of Violation Type and Anterior-
Posterior [F (4, 14) = 3.65; p < 0.05] was significant. Separate analyses for the three levels of 
Anterior-Posterior were conducted, to pinpoint the effect of the Violation Type. For posterior 
electrode clusters, the effect of Violation Type was highly significant [F (2, 16) = 15.61, p < 0.001]. 
Additional analyses at posterior electrode clusters showed that both types of violations elicited a 
significant positivity, relative to the congruent condition [semantic violation versus congruent F (1, 
17) = 15.25, p < 0.01; animacy violation versus congruent F (1, 17) = 32.83, p < 0.0001]. The 
observation that the waveforms for animacy violations were more positive going than those for 
semantic violations was confirmed in the statistical analysis [F (1, 17) = 6.65, p < 0.05 for the 
difference between semantic violation and animacy violation]. At central electrode clusters, the 
main effect of Violation Type was also significant [F (2, 16) = 3.72, p < 0.05], but here only the 
animacy violation was significantly different from the congruent condition: F (1, 17) = 7.66; p < 
0.05, while the difference between the semantic violation condition and the congruent condition 
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was only marginally significant: F (1, 17) = 4.14; p = 0.057. The difference between the semantic 
violation and the animacy violation condition was not significant: F (1, 17) = 2.59; p = 0.13. At 
anterior electrode clusters the main effect of Violation Type was not significant (F < 1).  
The distribution of the P600 effect can also be seen in Figure 2.3B, showing the difference maps 
between the congruent condition and each of the two violation conditions, as well as between the 
two violation conditions. 
2.5. Discussion 
The aim of the present study was to test whether the semantic feature animacy is processed 
differently from "ordinary" semantic features, in a situation in which animacy does not have a 
function for thematic or syntactic processing. As discussed in the introduction, we therefore chose 
a point in the critical sentences, where the influence of animacy on syntactic and thematic 
processing should be minimal. We constructed materials which were highly constraining for an 
animate or an inanimate direct object noun. Then, we introduced semantic and animacy violations 
matched in (zero) cloze probability, by substituting the direct object noun by a noun which either 
belonged to the same animacy class (semantic violation), or belonged to the opposite animacy 
class (animacy violation). Both types of violation elicited a N400/P600 pattern. The N400 effect did 
not differ between the two types of violation, whereas the P600 effects were significantly different, 
with animacy violations eliciting a P600 of higher amplitude than semantic violations.  
2.5.1. N400 component 
The N400 depends, among other factors, on the cloze probability of the critical word (DeLong et 
al., 2005; Kutas & Hillyard, 1984). In our study, both violation conditions had zero cloze probability, 
while the nouns in the congruent condition had an average cloze probability of 0.44. In line with 
this, both violation conditions elicited an N400 relative to the congruent condition. The amplitude 
of the N400 effects for the two violation conditions did not differ, in line with the identical (zero) 
cloze probability of the critical nouns in these two conditions.  
The N400 has not only been linked to the degree of semantic in-/congruency of a target word with 
a preceding context. As indicated in the introduction, Bornkessel-Schlesewsky and Schlesewsky 
(2009) suggest that the N400 can also index problems with a mismatch between an actual 
thematic role and thematic role prototypicality, or problems with thematic interpretation. 
However, as discussed in the Introduction, in our study the potential role of animacy for thematic 
and syntactic processing was reduced to the absolute minimum possible. In line with this, animacy 
violations with an animate critical noun (where an inanimate noun was highly expected) did not 
differ from animacy violations with an inanimate critical noun (where an animate noun was highly 
expected). 
There is, however, one potential caveat. Polish is a language with relatively free word-order. 
Therefore, one could still argue that other syntactic roles are still possible at the direct object 
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position (such as an indirect object, or a facultative instrumental or locative NP). While this is 
theoretically possible, the participants in our cloze tests provided a direct object at the position of 
the critical noun in 94% of their responses. 
Finally, our study did not employ any other manipulations known to modulate the N400 
amplitude, such as semantic reversal anomalies (Kim & Osterhout, 2005; Kuperberg et al., 2003), 
or the amount of exposure to an anomalous word meaning in supportive context (Nieuwland & 
Van Berkum, 2006). As exactly the same target words contributed to the congruent condition and 
the two violation conditions, also lexical factors cannot have played any role. 
To conclude, it appears that the N400 effects obtained at the direct object noun in the two violation 
conditions are driven by their zero cloze probability, as any other factors that are known to affect 
the N400 can be excluded. 
2.5.2. P600 
The results showed a P600 for semantic violations and for animacy violations, with the P600 
elicited by animacy violations being significantly larger than the P600 elicited by semantic 
violations. We will first address the P600 for semantic violations, and then turn to the difference 
in P600 between semantic violations and animacy violations.  
2.5.2.1. P600 for semantic violations 
At first sight, the finding of a P600 effect in response to a pure semantic violation appears to be 
surprising. Semantic violations are often associated with the N400, while the P600 has been 
traditionally associated with a range of problems in syntactic processing (but see Bornkessel-
Schlesewsky & Schlesewsky, 2008; Kuperberg, 2007; van Herten et al., 2006 for a different view of 
the P600). Contrary to this standard view, we obtained a biphasic pattern in response to pure 
semantic violations – an N400 followed by a P600 effect. 
It should be noted, however, that also other studies have obtained a N400/P600 pattern in 
response to semantic violations. In the earliest reports on the N400, visual inspection of the 
waveforms reveals a clear P600 (Kutas & Hillyard, 1980, Fig 1B,C; Kutas & Hillyard, 1983), Fig 2). A 
N400/P600 pattern in response to semantic violations can also be found in the waveforms 
reported in later studies (e.g. Ganis et al., 1996; Münte, Heinze, et al., 1998; Rösler, Pütz, Friederici, 
& Hahne, 1993), though the P600 in these studies is often not analyzed, or it is regarded as a 
response to the word following the critical word. However, as Münte, Heinze et al. (1998) state 
explicitly, it could be the case "that the P600/SPS is a concomitant of a process that can be initiated 
by various violations." (p. 222), including pure semantic violations.  
It should be noted, though, that in many other studies no P600 was elicited by pure semantic 
violations (e.g. Ainsworth-Darnell, Shulman, & Boland, 1998; Federmeier & Kutas, 1999a, 1999b; 
Friederici, Pfeifer, & Hahne, 1993; Friederici, Steinhauer, & Frisch, 1999; Gunter & Friederici, 1999; 
Gunter, Stowe, & Mulder, 1997; Kutas & Hillyard, 1984; Osterhout & Nicol, 1999). This raises the 
question which potential factors lead to a P600 in response to semantic violations. In discussing 
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these factors, we will follow the discussion in Kuperberg (2007) of the so-called "semantic P600 
effect" obtained in studies on semantic reversal anomalies (and related studies). To anticipate, it 
will turn out that the same factors as those identified by Kuperberg (2007) also appear to play a 
role for the occurrence of a P600 in pure semantic violations as used in the present study.  
A first potential factor concerns the amount of semantic context preceding the semantic violation. 
A closer look at the studies mentioned above suggests that studies with less than 4 content words 
preceding the semantic violation did not obtain a P600 (e.g. Ainsworth-Darnell et al., 1998; 
Friederici et al., 1993, 1999; Gunter, Friederici, & Hahne, 1999; Osterhout & Nicol, 1999). In 
contrast, most of the studies with 4 or more content words preceding the semantic violation did 
obtain a P600 (at least according to visual inspection of the waveforms; e.g. Ganis et al., 1996; 
Kutas & Hillyard, 1980, 1983; Münte, Schiltz, & Kutas, 1998). The amount of semantic context is 
presumably related to how strongly the context constrains possible continuations of the sentence.  
This leads to a second factor, the strength of the semantic violation introduced by the critical word. 
Recently, Geyer et al. (2006) explicitly compared ERPs as a function of a word's plausibility in a 
given context. Instead of measuring semantic fit as cloze probability, they used plausibility ratings. 
On the basis of these ratings, they distinguished three categories of critical target words: plausible, 
implausible, and anomalous (e.g., "Tyler cancelled the subscription / birthday / tongue"). The 
implausible and the anomalous target words ("birthday" and "tongue", respectively) elicited an 
N400 effect of the same amplitude, but only the anomalous target words ("tongue") elicited an 
additional P600 component (for further discussion of the potential influence of target noun 
plausibility, see below). This P600 effect was only found when participants performed a plausibility 
judgment task, an observation leading us to a third potential factor (see also van de Meerendonk, 
Kolk, Vissers, & Chwilla, 2010).  
The third potential factor concerns the level of processing: Deeper processing appears to enhance 
the chance for observing a P600. For example, Kolk et al. (Kolk, Chwilla, van Herten, & Oor, 2003) 
demonstrated that selectional restriction violations processed under an acceptability judgment 
task elicited a N400/P600 pattern, whereas the same violations in a passive reading task with 
comprehension questions after 20% of the trials gave only an N400. A similar relation between 
task and P600 holds in the above mentioned study by Geyer et al. (2006): reading for 
comprehension led to an N400 at anomalous target words, while the same anomalous target 
word under a plausibility judgment task led to an N400/P600 pattern.  
Relating these three potential factors to the present study, it turns out that (a) the critical word 
was always preceded by five content words or more, and (b) the critical nouns in the semantic 
violation condition were completely unrelated to an expected word, and were thus actually more 
like the anomalous (as opposed to the implausible words in the study by Caspers et al., 2006; see 
also the results of the acceptability judgment task below). Only the third factor, type of task, is not 
in line with the factors potentially promoting an N400/P600 response to pure semantic violations 
though one could argue that our task (read for understanding, and memorize for later 
categorization in one of three response categories) also induces a deep level of processing. 
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Finally, we would like to address one potential caveat. One could argue that the P600 in the 
semantic violation condition is induced by the presence of the animacy violation condition within 
the same experiment. To exclude this possibility, we ran a control experiment, testing the same 
semantic violations as in the present experiment while replacing all items in the animacy violation 
condition by filler items with a semantic violation. Thus, there were no animacy violations in this 
control experiment. This control experiment yielded a P600 for semantic violations of the same 
magnitude as in the present experiment. 
2.5.2.2. P600 for animacy violations 
The N400 in both violation conditions had the same amplitude, whereas the P600 differentiated 
between the two types of violations, with a larger P600 for the animacy violation condition than 
for the semantic violation condition. 
Before drawing the conclusion that this difference in P600 is due to a special status of animacy, 
we would like to address a potential caveat. As the studies of Geyer et al. (2006) and van de 
Meerendonk et al. (2010) have shown, the amplitude of the P600 is sensitive to plausibility. 
Therefore, we performed an additional off-line test to check whether the items in the semantic 
and the animacy violation conditions items were judged as equally implausible. 
Each story was presented with each of the three completions (congruent, semantic violation, 
animacy violation), truncated just after the critical noun, to at least 10 new participants. They were 
asked to judge, on a 7 point scale, how acceptable the critical words were as completions of the 
stories. These ratings were subjected to a MANOVA with Violation Type and Animacy as factors. 
The mean ratings and their confidence intervals are given in Figure 2.4. Animacy violations 
introduced by animate and inanimate nouns, and semantic violations introduced by inanimate 
nouns were perceived as equally unacceptable. Semantic violations introduced by animate nouns 
were judged as slightly less unacceptable. This does not come as a complete surprise, as 82% of 
our animate nouns denoted human beings (names of professions, names of family relatives, etc), 
while the inanimate nouns set included a much broader range of semantically less related 
meanings. In consequence, on average, a congruent animate noun for a given story had more in 
common with its replacement introducing a semantic violation than was the case for inanimate 
nouns.  
What is important for our results, is the fact that the slightly higher acceptability of semantic 
violations introduced by animate target nouns was not reflected in the P600 amplitude; there was 
no interaction involving the factor Animacy of the target noun in the P600 time-window. 
Furthermore, inanimate nouns introducing a semantic violation or an animacy violation were 
judged as equally unacceptable, and yet, they differed in terms of the P600 component. Thus, the 
larger P600 amplitude in animacy violations than in semantic violations cannot be accounted for 
by differences in the plausibility of the critical nouns. As cloze probability and / or lexical factors 
can neither be responsible for the difference in P600 effects between the two violation conditions, 
this difference is most likely due to the violation of the expected animacy class.  
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Figure 2.4. Acceptability judgments for animate and inanimate nouns being either congruent, or introducing a 
semantic violation or an animacy violation. 1 = fully unacceptable, 7 = fully acceptable. Whiskers indicate 0.95 
confidence intervals. 
How does the reflection of a special status of animacy in terms of the P600 relate to theoretical 
interpretations of the functional significance of late positivities? Late positivities have been related 
to late controlled processes of syntactic re-analysis and repair (e.g., Friederici et al., 1996), to 
syntactic integration difficulty (e.g., Kaan et al., 2000), and to other sorts of linguistic difficulties 
(semantic, morphosyntactic, orthographic (e.g., Münte, Heinze, et al., 1998). They have also been 
related to conflict monitoring processes (e.g., (van Herten et al., 2006), to problems with 
establishing final argument interpretation, to well-formedness evaluation (e.g., Bornkessel & 
Schlesewsky, 2006; Bornkessel-Schlesewsky & Schlesewsky, 2008), and to a prolonged analysis 
within a combinatorial stream that occurs when its first-pass output is unlicensed or anomalous 
(e.g., Kuperberg, 2007).  
Interpretations of the P600 which refer to problems with syntactic or combinatorial processing 
can presumably not account for the present data. They cannot explain the P600 to pure semantic 
violations, nor the larger P600 for animacy violations than for semantic violations.  
This leaves us with two theories: the monitoring hypothesis (van de Meerendonk et al., 2010; van 
Herten et al., 2006) and the extended argument dependency model (eADM; Bornkessel & 
Schlesewsky, 2006; Bornkessel-Schlesewsky & Schlesewsky, 2008). According to the conflict 
monitoring hypothesis, the P600 reflects a general reanalysis process evoked by a conflict 
monitoring process. The monitoring hypothesis predicts that only strong conflicts lead to a 
revision process indexed by the P600. This hypothesis provides an account for our data, when one 
assumes that animacy violations are associated with a stronger conflict than semantic violations.  
eADM assumes that processing of a word within a sentence consists of several steps. Two of these 
steps are assumed to elicit late positivities: the generalized mapping step, and the well-
formedness check. The former combines effects of a non-combinatorial analysis of the 
semantically most plausible combination between arguments and the verb, using verb 
52 
 
information and prominence of arguments. The latter reflects a checking of the well-formedness 
of the utterance. The model predicts that problems within both phases are related to late 
positivities. It has been suggested that the P600s sum up for problems occurring in both phases, 
relative to a problem inside only one phase (Bornkessel-Schlesewsky & Schlesewsky, 2008), or that 
the P600 occurring in N400-P600 biphasic component is a different effect, than the P600 occurring 
as a monophasic component (Haupt et al., 2008). Applying the model to the present data, both 
semantic and animacy violations appear to be problematic for the wellformedness check, but 
animacy violations are perceived as less well-formed than semantic violations.  
In summary, although both models do not explicitly address the question of whether animacy has 
a special status beyond thematic processing, it appears that they can easily be extended to 
account for the present data. 
In order to give the animacy effect the best chance to show up, we used Polish as a testing ground 
because in Polish, the animate / inanimate distinction is reflected in the inflectional morphology 
of nouns of masculine grammatical gender (i.e., the type of critical nouns used in the present 
study). This leads to two questions. First, could the observed effect for animacy violations be 
conceived of as a response to a morphological violation? There are two points that clearly speak 
against this possibility. Both the animacy violations and the semantic violations never lead to 
ungrammaticality as the critical nouns always carry a syntactically and morphologically correct 
accusative case marking. Furthermore, morphological violations are often accompanied by 
anterior negativities (often referred to as Left Anterior Negativities); in the present study, animacy 
violations did not differ from semantic violations in terms of any anterior negativities. This leads 
to the second question. Does the special animacy effect obtained in the present study also obtain 
in languages which do not reflect animacy at the level of morphology? Research by Paczynski et 
al. (2006) on English suggests that this might indeed be the case, though the data are not 
completely conclusive on this issue (see Introduction). 
As pointed out in the Introduction, animacy is special to cognition. In line with this, animacy plays 
an important role in thematic role assignment and syntactic processing during sentence 
comprehension. The present study extends these observations by showing that animacy has a 
special status in language processing beyond its function in thematic role assignment and 
syntactic processing. Our findings thus demonstrate that the semantic feature of animacy is 
deeply enrooted in the organization of language processing, presumably as a consequence of its 
general importance in human cognition. As a "grammaticalized" semantic feature, animacy 
violations lead to greater processing costs, stronger conflict, or a less well-formed representation, 
relative to violations of other semantic features.  
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Chapter 3 
 
Prediction in language comprehension beyond 
specific words: An ERP study on sentence 
comprehension in Polish 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been published as: 
 
Szewczyk, J. M., & Schriefers, H. (2013). Prediction in language comprehension beyond specific 
words: An ERP study on sentence comprehension in Polish. Journal of Memory and Language, 
68(4), 297–314. http://doi.org/10.1016/j.jml.2012.12.002  
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3.1. Abstract 
Recently, several ERP studies have shown that the human language comprehension system 
anticipates words that are highly likely continuations of a given text. However, it remains an open 
issue whether the language comprehension system can also make predictions that go beyond a 
specific word. Here, we address the question of whether readers predict broad semantically 
defined classes of words. Event-related brain potentials were recorded, while native Polish 
speakers read short stories for comprehension. The stories were setting up a context that was 
very strongly biasing towards either an animate or an inanimate direct object noun in the story-
final sentence. At the same time, the context was highly predictive for a specific direct object noun 
or not predictive for a specific direct object noun. The noun that was actually presented either did 
fit the animacy bias of the context or did not fit. The noun was preceded by an adjective. Polish 
has four classes of grammatical gender in the singular: feminine, neuter, masculine-animate, and 
masculine-inanimate. The prenominal adjective agrees with the direct object noun with respect to 
case and, in the case of masculine-animate and masculine-inanimate nouns, with respect to the 
in-/animacy of the noun. This allowed us to probe, at the adjective, whether the comprehension 
system predicts the in-/ animacy of the direct object noun. Prediction-inconsistent adjectives 
elicited a negativity relative to prediction-consistent adjectives. This negativity was of the same 
size for contexts biasing towards a specific noun and for contexts not biasing towards a specific 
noun. These findings show that the comprehension system can predict semantically defined 
classes of words. 
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3.2. Introduction 
Until recently, the idea that the human language comprehension system anticipates highly 
probable continuations of unfolding sentences has not been very popular (see Van Berkum et al., 
2005, for discussion). As Van Berkum et al. (2005, p. 444) put it: "Whereas the concept of low-level 
intralexical priming is ubiquitously accepted as central to understanding human language 
comprehension, the concept of prediction has instead predominantly acquired a far less favorable 
association, one with undesirable strategic processing afforded by ill-designed stimuli." Rather, 
sentence comprehension was conceived of as a process of perceiving a sequence of words and of 
building a syntactic and semantic structure on the basis of this information. The language 
comprehension system considered in this way is a passive one, waiting for new words that are 
integrated into the structure that has already been built (e.g. Forster, 1981; Seidenberg, 
Tanenhaus, Leiman, & Bienkowski, 1982; Zwitserlood, 1989). 
Many reports since then indicate that this passive view of the language comprehension system 
may not be fully adequate. These studies showed that a constraining context facilitates the 
processing of a word within a sentence, sometimes even before that word can be uniquely 
identified (Altmann & Kamide, 1999, 2007; Balota, Pollatsek, & Rayner, 1985; Ehrlich & Rayner, 
1981; Federmeier & Kutas, 1999a; Kamide, 2008; Kamide, Altmann, & Haywood, 2003; Kamide, 
Scheepers, & Altmann, 2003; Knoeferle, Crocker, Scheepers, & Pickering, 2005; MacDonald, 
Pearlmutter, & Seidenberg, 1994; McRae, Hare, Elman, & Ferretti, 2005; Schwanenflugel & 
LaCount, 1988; Sussman & Sedivy, 2003; van den Brink et al., 2001; Van Petten et al., 1999).  
However, it is only fairly recently that the assumption of a passive comprehension system has 
been definitively challenged by studies focusing on the question whether the language 
comprehension system predicts9 words that are highly likely continuations of a given sentence 
(or a short text) instead of just passively waiting for these words to occur in the input string. In the 
following, we will provide a short overview of some relevant studies10 as the present experiment 
builds on the general logic of these studies. 
Wicha, Moreno and Kutas (2004) visually presented participants short stories in Spanish. The 
critical sentences were set up such that a specific noun was highly expected (mean cloze 
probability of 0.8). This noun was preceded by a determiner which, in Spanish, has to agree with 
the noun with respect to number and gender. For example, for the Spanish equivalent of the 
sentence "The story of Excalibur says that the young King Arthur removed from a large stone a …" 
most of the Spanish readers gave "sword" (which has feminine gender in Spanish) as the most 
likely completion of the sentence. A central manipulation in this study concerned the prenominal 
gender-marked determiner which was either congruent or incongruent with the highly expected 
noun's gender. The ERPs on the determiner showed a small widely distributed positivity between 
                                                                        
9 Some of the relevant studies use the term “prediction” while other studies use the term “anticipation”. In the 
present article, we will stick to the term “prediction”. 
10 In addition to the studies discussed below, there are also studies using different paradigms that demonstrate 
how contexts generate expectations about words before they arrive in the input (Altmann & Kamide, 1999; 
Federmeier & Kutas, 1999a; Kamide, Altmann, et al., 2003; McRae et al., 2005). 
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500 and 700 ms after the onset of the expectation-inconsistent determiner as compared to the 
expectation-consistent determiner.  
A similar approach was used by van Berkum et al. (2005) in an experiment on Dutch. Here again, 
gender agreement relations were used to test whether listeners access grammatical properties of 
a highly expected word before this word is actually presented. Participants listened to short stories 
like "The burglar had no trouble locating the secret family safe. Of course, it was situated behind 
a big but not obtrusive painting". Here, the critical words were the highly expected noun "painting" 
and the adjective "big" which occurred a few words before the noun. Adjectives with an 
expectation-inconsistent gender suffix elicited a small widely-distributed positivity relative to 
expectation-consistent adjectives. More recently, Otten, Nieuwland and Van Berkum (2007) 
extended these findings, showing that the effects observed at the prenominal adjective have to 
be attributed to discourse-based predictions, rather than simple word-priming.  
The studies discussed so far make use of a syntactic property of nouns – grammatical gender. In 
contrast to these studies, DeLong et al. (2005) exploited a phonological regularity of English 
indefinite determiners, namely the rule that 'a' precedes nouns with a consonant onset, whereas 
'an' precedes nouns with a vowel onset. De Long et al. showed that a decrease of the cloze 
probability for the critical noun leads to an increase of the N400 amplitude at the prediction-
consistent indefinite determiner. This result suggests that the prediction of a specific word is a 
graded phenomenon rather than an all-or-none phenomenon. 
The studies discussed until now use agreement relations between a noun and a word preceding 
this noun to address the question whether the language comprehension system is able to predict 
a specific noun on the basis of a semantically constraining context. Such agreement relations allow 
testing whether the noun's syntactic (or phonological) features are available to the language 
comprehension system before the noun is actually presented. The results of these studies indicate 
that readers or listeners are indeed able to predict specific words during on-line sentence 
comprehension, if the predictive constraint provided by the preceding semantic context is strong 
enough. A common metric that is used to measure the constraint strength of a sentence is the 
cloze probability of the most likely completion of the sentence. Usually, in studies testing for the 
prediction of a word, the cloze probability of the best completion is above 60%.  
All the above-mentioned studies test for the semantically based prediction of a specific word. This 
is a consequence of the fact that the properties that are used to determine whether listeners or 
readers actually predict upcoming words (such as grammatical gender) are linked to specific 
words, and not to semantically defined classes or groups of words. It thus remains an open issue 
whether the language comprehension system can also make predictions that go beyond a specific 
word, like predictions that concern a semantic category. In the present study, we explicitly address 
this question.  
Addressing this question obviously requires that the membership in a semantic category has 
some syntactic or morphological consequence for a word preceding the word that is a member 
of this category. Polish, the language used in the present study, provides us with such a situation 
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as there exists an interdependency between the semantic category of animacy (animate versus 
inanimate) and case marking on prenominal adjectives and other inflected prenominal modifiers 
(like possessive pronouns, demonstrative pronouns, and quantifiers). Hereafter, we will use the 
term adjective as a shorthand to refer to all prenominal modifiers following the declensional 
paradigm of adjectives. 
In Polish, adjective inflection is highly regular. In the following, we will focus on a specific property 
of the Polish system of grammatical gender and declensional inflection. Polish has four classes of 
grammatical gender: feminine, neuter, masculine animate, and masculine-inanimate 11 . As in 
Dutch, the language used in the study by van Berkum et al. (2005) and Spanish, the language used 
in the study by Wicha et al. (2004), prenominal adjectives in Polish agree with the noun they modify 
with respect to grammatical gender (as well as with respect to case and number). When a 
prenominal adjective modifies a noun of masculine-animate gender, its accusative singular form 
is identical to its genitive singular form (suffix "-ego"), but when the same adjective modifies a 
noun of masculine-inanimate gender, its accusative singular form is identical to the nominative 
singular (suffix "-y" or "-i"). This implies that in Polish sentences such as (17) and (18), the syntactic 
rules of gender agreement between noun and prenominal adjective reveal already at the adjective 
whether the noun is of masculine-animate or masculine-inanimate gender (the animate versus 
inanimate accusative inflection on the prenominal adjective is indicated by A and IA, respectively). 
 
(17) Chłopiec  widzi   duży  samochód. 
    (A) boy       sees   (a) bigIA   car 
 
(18) Chłopiec     widzi  dużego     psa. 
    (A) boy       sees  (a) bigA     dog 
 
Sentences (17) and (18) are simple canonical sentences in Polish and are easy to process. But what 
would happen if we set up a context preceding the direct object (prenominal adjective and noun) 
which makes an animate or inanimate direct object noun highly likely? Let us assume, for example, 
that the context makes an inanimate noun highly likely, and thus a noun of masculine-inanimate 
gender much more likely than a noun of masculine-animate gender, but that the prenominal 
adjective carries the accusative case inflection of the masculine-animate gender class (i.e., "-ego"). 
                                                                        
11 According to modern Polish grammar, there are actually five gender classes in Polish: feminine, neuter, 
masculine-human, masculine-animate and masculine-inanimate (Grzegorczykowa, Laskowski, & Wróbel, 1998; 
Nagórko, 1996). However, the distinction between masculine-animate and masculine-human only plays a role 
for nouns in plural. As we only used singular critical nouns, this distinction thus does not play a role in the 
present study. It should also be noted that the correlation between a noun having masculine animate gender, 
and the fact that this noun is denoting an animate entity is not perfect. There are some words that do not follow 
this correlation (like names of dances, brands etc). 
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When readers encounter the adjective with the accusative masculine-animate inflection, the 
adjective fits syntactically fully with the structure that has been built so far. However, if the 
comprehension system uses the preceding context to predict a direct object noun from the 
semantic category "inanimate", the accusative masculine-animate inflection on the adjective 
should be perceived as a deviation from this prediction. 
The general logic behind this approach is the same as in the above mentioned studies, but it differs 
in one important aspect: the prediction does not concern a specific noun, but rather a broad 
semantically defined class of nouns, namely animate versus inanimate nouns. In line with this 
reasoning, we constructed materials which were highly constraining for an animate or inanimate 
direct object. The actual cloze probability for animate direct objects in animate-biasing contexts 
and for inanimate direct objects in inanimate-biasing contexts was kept above 90% (for details see 
below) in order to give a potential prediction effect a maximal chance to show up. If the animate-
biasing and inanimate-biasing contexts are used to predict an animate or an inanimate noun, 
respectively, we would expect to see a prediction effect, i.e. a difference in the ERPs in response 
to, for example, a prenominal adjective with a masculine-animate accusative inflection in an 
inanimate-biasing context relative to the same adjective with a masculine-inanimate accusative 
inflection.  
However, such a prediction effect at the prenominal adjective could still originate from two 
sources: from the prediction of a specific word of the animacy class indicated by the context, or 
from the more general prediction of the semantic category of animate or inanimate words. In 
order to differentiate between these two options, we set up our items such that half of them keep 
the predictability of a specific word and of the general semantic category (animate versus 
inanimate) at the highest possible level (mean cloze probability for a specific direct object noun 
89%). The cloze probability for a specific noun in these items is thus in the same range as in the 
above-mentioned studies on the prediction of specific words. The other half of the items has a 
very low constraint for a specific word (mean cloze probability for a specific noun 32%, i.e. far 
below the range used in the prediction studies mentioned above), but still has a very high cloze 
probability12 for the general semantic category (animate versus inanimate noun). If prediction can 
concern a broad semantic class (animate versus inanimate) and is independent of the 
predictability of specific nouns, the prediction effect should show up for adjectives in items with a 
very high constraint for a specific noun and also in items with a very low constraint for a specific 
noun.  
Thus, in comparison to other prediction studies, our study differs with respect to testing for 
prediction effects for a set of nouns (animate vs inanimate nouns in our case). For nouns of 
masculine-animate and masculine-inanimate grammatical gender, these sets differ with respect 
to the agreement relation on a prenominal adjective. In doing so, we use a property of nouns that 
reflects their membership in a semantically defined class of nouns (animate vs inanimate). 
                                                                        
12 Note that the term “cloze probability” is most often used to denote the probability that a given context will 
be continued with a specific word. Here however, we use this term in its broad meaning, i.e. it can also refer to 
the probability of occurrence of a set or a class of words. 
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Here a word is in place on the relation between animacy and grammatical gender in terms of 
linguistic theory. One could argue that in the studies described up to now the dependency 
between the noun and the prenominal element was non-semantic – in form of agreement in 
grammatical gender or phonological agreement, while in our case, agreement is based on a 
semantic feature, animacy. But, in linguistic theory the role of animacy on the inflection of a 
prenominal element is no different from gender. In fact, observing changes in the morphology of 
words agreeing with a noun (particularly in adjectives) is the main criterion for determining which 
classes of grammatical gender of nouns are distinguished in a particular language (Corbett, 1991). 
Therefore, animacy is considered one of the determinants of grammatical gender in Polish (as 
well as in a few other Slavonic languages; Corbett, 1991; Dahl, 2000; see also footnote 11). Thus 
also from this perspective, the logic of our study is fully parallel to other prediction studies.  
In summary, if prediction can concern a set of nouns defined by their membership in a semantic 
class (as opposed to one specific word), we should observe a prediction effect at the prenominal 
adjective that does not interact with constraint strength for a specific noun as direct object (i.e. 
best completion cloze probability). However, if only specific words are predicted, we should see a 
graded prediction effect at the adjective, i.e. the prediction effect should be larger in items with a 
high constraint for a specific noun than in items with a low constraint for a specific noun.  
3.3. Materials and methods 
3.3.1. Participants 
Thirty-seven students from the Jagiellonian University in Kraków participated in this study (32 
female; mean age 21, range 18-30). All were right-handed as assessed by an adapted Polish 
version of the Edinburgh Handedness Inventory (Oldfield, 1971), native speakers of Polish, had no 
history of neurological or psychiatric disorders, and had normal or corrected-to-normal vision. 
Informed consent was obtained from all participants. Seven participants were excluded from 
eventual analysis (for the exclusion criteria see below).  
3.3.2. Materials 
In a first step, we constructed 120 short stories in Polish, of 2 to 6 sentences. The final sentence 
of each story had a subject noun, followed by a transitive (or ditransitive) verb, which in most cases 
was directly followed by a direct object, and at least one additional word. The direct object 
consisted of two critical words: a prenominal noun modifier following the declensional paradigm 
of adjectives (an adjective, a past participle, a demonstrative pronoun, a numeral or a quantifier – 
for details see below) and a noun of masculine gender13. The word order of the final sentence 
(SVO) is the canonical word order for Polish.  
                                                                        
13 In a few items, the direct object and the verb were separated by an indirect object noun. In Polish, dative case 
marking of indirect objects is never ambiguous, which implies that these indirect objects cannot mistakenly be 
interpreted as potential direct objects. 
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All stories were constructed such that an animate or an inanimate direct object of the story-final 
sentence was highly expected. This was established in a cloze test, in which all stories were 
truncated just before the direct object of the story-final sentence. For each item, at least 15 
participants (none of them taking part in the main experiment) were asked to complete the stories 
with the first continuation that came to mind. In 60 of the 120 stories, an animate direct object of 
the final sentence was highly expected (mean cloze score: 0.99, SD: 0.02, range: 0.93 – 1.00), and 
in the remaining 60 stories an inanimate direct object was highly expected (mean cloze score: 
0.99, SD: 0.02, range: 0.90 – 1.00). Hereafter, we will refer to these items as animate and inanimate 
items, respectively. The target nouns for animate items consisted of names of animals, names of 
professions, and other names of people ("boy", "grandmother", "lover", etc). The target nouns for 
inanimate items consisted of concrete objects, names of places, and a few abstract nouns (e.g. 
"influence", "condition", "wealth", "level", "contact"). 
In addition, the results of the cloze test were also scored with respect to how often the stories 
biased towards a specific direct object noun. This provides a measure of the strength of the 
semantic constraint for a specific direct object noun. Plural and singular versions of a noun in the 
cloze test were treated as the same noun, as were expressions such as "both X's" or "one of the 
X's". Diminutives and non-diminutive forms were treated the same, but derivationally related 
words were regarded as separate lexical units. Half of the animate items and half of the inanimate 
items strongly suggested a specific noun (cloze probability for each item 0.75 or higher; mean 
0.89, SD 0.08, range: 0.75-1.00). The other half of the animate items and of the inanimate items 
had only a weak bias towards a specific noun (cloze probability for each item .50 or lower; mean 
0.32; SD 0.08; range: 0.13-0.50). These two subsets of animate and inanimate items will be called 
high-constraint and low-constraint items, respectively. The difference in cloze probability between 
high- and low-constraint items (.89 vs .32, difference: .57) corresponds closely to the difference 
used in other studies showing a variation of the N400 amplitude as a function of cloze probability 
(e.g., in Kutas & Hillyard, 1984: mean high CP: .92; mean low CP: .29; difference: .63; see also 
DeLong et al., 2005; Wlotko & Federmeier, 2007). 
Cloze probability for a specific noun provides only a measure of the probability of the most 
probable continuation of a story, and ignores how the cloze probability space is distributed among 
the other nouns proposed in the cloze test (e.g., a cloze probability of 0.5 may mean that there 
are 2 noun candidates with a score of 0.5, or that there is one candidate with a score of 0.5 and 5 
other candidates with a score of 0.1).Therefore, we also computed the entropy for each item14, a 
measure borrowed from information theory (e.g. Cover & Joy, 2006).  
As pointed out above, the logic of our study requires having singular nouns of masculine-animate 
or masculine-inanimate grammatical gender in the direct object position. However, as the cloze 
test instruction did not contain any indication that only masculine nouns should be produced, the 
completions obtained in the cloze test procedure also contained nouns from other gender classes. 
                                                                        
14 Entropy of a probability distribution is defined as sum (p * log (1/p)), and measures the amount of information 
of that distribution. Applied to cloze test results (where p indicates cloze probability of a specific word), it can be 
viewed as the number of possible continuations, weighed for their cloze probability. 
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In the case of high-constraint items, the most likely completions were indeed always of masculine-
animate or masculine-inanimate gender, and thus these nouns were used as the critical nouns in 
the materials. In case of low-constraint items, however, there was some variability of the most 
likely completion across gender classes. For these items, we selected, for each item, a masculine 
noun with the highest cloze probability. Therefore, the cloze probability scores for the noun 
actually used in the experiment and the cloze probability of the most likely completion are the 
same for high-constraint items, but are slightly different in some of the low-constraint items. Table 
3.1 gives the mean cloze probability for animate versus inanimate nouns (animacy CP), the mean 
cloze probability for the most likely completion irrespective of gender (most likely completion CP), 
the cloze probability for the masculine-animate and masculine-inanimate nouns that were 
eventually used in the materials (target noun CP), and the entropy, broken down by animacy bias 
of the context (IA = inanimate-biasing context, A = animate-biasing context) and constraint 
strength for a specific noun. As can be seen in Table 3.1, within the high constraint items, animate 
biasing and inanimate biasing items did not differ in entropy, cloze probability for the most likely 
completion noun and cloze probability of the noun actually used, and the same held for the low 
constraint items. 
 
context animacy  
(A vs. IA object highly 
expected) 
constraint 
strength for a 
specific noun 
animacy CP 
most likely 
completion CP 
entropy target noun CP 
IA High 
1.00 (0.02) 
0.94-1.00 
0.88 (0.08) 
0.75-1.00 
0.56 (0.41) 
0.00-1.26 
0.88 (0.08) 
0.75-1.00 
A High 
1.00 (0.02) 
0.93-1.00 
0.89 (0.08) 
0.75-1.00 
0.53 (0.37) 
0.00-1.26 
0.89 (0.08) 
0.75-1.00 
IA Low 
1.00 (0.02) 
0.93-1.00 
0.31 (0.07) 
0.15-0.43 
2.75 (0.45) 
1.80-3.65 
0.20 (0.1) 
0.04 - 0.40 
A Low 
0.99 (0.03) 
0.90 - 1.00 
0.32 (0.08) 
0.13-0.50 
2.89 (0.43) 
2.04-3.77 
0.28 (0.12) 
0.07-0.50 
Table 3.1. Cloze probability statistics of the items. Abbreviations: IA = inanimate, A = animate; CP = cloze 
probability. 
In a next step, from each of the 120 congruent items (60 animate congruent items, 60 inanimate 
congruent items), an incongruent item was derived. These incongruent items contained a violation 
of the expectancy for an animate or an inanimate direct object noun. These violations were 
introduced by replacing the animate direct object nouns of animate items with inanimate direct 
object nouns from inanimate items, and vice versa. The latter two types of items will be referred 
to as incongruent animate (animate biasing context followed by an inanimate direct object) and 
incongruent inanimate items (inanimate biasing context followed by an animate direct object), 
respectively. The reassignment was done such that each of these groups of items contained 30 
direct object nouns from the congruent high-constraint items, and 30 direct object nouns from 
the congruent low-constraint items. Similarly to congruent items, also the animate and inanimate 
incongruent items were split into a high and a low constraint subset.  
In a final step, we assigned prenominal modifiers to the direct object nouns. One set of 
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prenominal modifiers was assigned to the congruent animate items (animate-biasing context with 
an animate direct object noun) and to the corresponding incongruent animate items (animate-
biasing context with an inanimate direct object noun). Thus, the prenominal modifiers were the 
same in these two conditions, except that they carried an animate masculine accusative suffix in 
the congruent animate items and an inanimate masculine accusative suffix in the incongruent 
animate items. This also implies that all critical sentences were grammatically well formed. In the 
same way, a second set of prenominal modifiers was assigned to the congruent inanimate items 
and the incongruent inanimate items. Because prenominal modifiers were assigned to the same 
contexts across all conditions (congruent, incongruent), the same prenominal modifiers occurred 
in high-constraint congruent and incongruent conditions, and this also holds for the low-
constraint conditions.  
The prenominal modifiers were chosen such that: 1) they belonged to a class of words that could 
modify a noun (an adjective, a numeral, a pronoun, or a past participle), and 2) their inflection 
revealed the opposition between the masculine-animate and masculine-inanimate grammatical 
gender. In addition, care was taken to ensure that the modifier word could describe both an 
animate noun and an inanimate noun, and that it naturally fitted the context and noun it 
described. Fulfillment of these criteria was judged by the experimenter.  
Fourteen noun modifiers occurred more than once in the materials (repeated on average in 4.6 
items, range 2-15, in 65 items overall). In total, the set of the prenominal modifiers consisted of 
83 adjectives, 32 demonstrative or possessive pronouns, 2 numerals (the numerals were: 'firstACC', 
'secondACC'), and 3 past participles. As the same prenominal modifiers were used in the congruent 
conditions and the corresponding incongruent conditions (within animate items and within 
inanimate items, respectively), repetition of prenominal modifiers was the same in the critical 
comparisons of congruent and incongruent conditions.  
Since different sets of prenominal modifiers were used for animate and inanimate items, and 
because each modifier has a different frequency and length in masculine-animate and masculine-
inanimate gender, we ensured that lexical factors such as token frequency and word-length did 
not vary systematically between conditions (see Table 3.2). 
 
context 
animacy 
animacy of 
adjective inflection 
congruity 
orthographic 
log-frequency 
word 
length 
IA IA + 5,50 (2,19) 5,78 (1,83) 
A IA - 5,43 (2,50) 6,22 (2,56) 
A A + 4,49 (2,62) 8,57 (2,42) 
IA A - 4,61 (2,20) 8,15 (1,85) 
Table 3.2. Word length and orthographic frequency statistics for the prenominal direct object adjectives. 
Frequency is measured as a base 2 logarithm of (occurrences per million + 1) (Przepiórkowski, 2004). Context 
animacy: IA = context biasing to inanimate direct object, A = context biasing to animate direct object; animacy 
of adjective inflection: IA = adjective carrying inanimate accusative inflectional suffix, A = adjective carrying 
animate accusative inflectional suffix.  
The resulting 240 items were divided into two experimental lists of 120 items. Each list included 
30 congruent high-constraint items, 30 incongruent high-constraint items, 30 congruent low-
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constraint items, and 30 incongruent low-constraint items. Each of these four groups contained 
15 items with an animate direct object, and 15 items with an inanimate direct object. Each context 
story appeared in a list only once. This construction of the materials resulted in an experimental 
design with 3 crossed factors: Congruity (context and critical direct object noun are congruent 
versus incongruent with respect to the direct object noun's expected animacy), Constraint (the 
story context is strongly or weakly constraining the set of specific nouns in the direct object 
position), and Context Animacy (context is biasing to an animate or inanimate direct object noun 
phrase). Appendix C gives examples of the four conditions resulting from the crossing of the 
factors Congruity and Constraint. 
Each of the two experimental lists had 60 filler trials added. The filler items had the same structure 
as the experimental items, but did not meet one or more of the criteria set for the experimental 
items. The filler items did not contain any violations. The resulting lists had 180 items. The items 
were presented in a quasi-randomized order. 
3.3.3. Procedure 
Participants were seated in a dimly-lit, sound-attenuated room. All stimuli were displayed on a 19" 
TFT screen, in white letters against a black background. Participants were seated 80 cm from the 
screen. 
Each trial consisted of two parts. In the first part, all sentences of the trial except the final one 
were displayed all-at-once. These sentences remained on the screen until the participant pressed 
a key, indicating that s/he had been reading the sentences. 1300 ms after this key press a fixation 
mark was presented at the center of the screen for 500 ms, and was followed by the final sentence. 
The final sentence was presented word-by-word. Each word was displayed for 300 ms, centered 
in the middle of the screen, followed by a 200 ms blank interval. 1500 ms after the offset of the 
last word of the final sentence, the lead-in sentence(s) of the next item appeared on the screen.  
Participants were instructed to read all items carefully, and to restrict eye-movements and eye-
blinks to the period between the end of the last sentence of an item and the fixation mark 
indicating the start of the story-final sentence of the next item. They were also told that at the end 
of the experiment they would have to perform a sentence recognition test. This test consisted of 
30 sentences, of which 10 were identical to the final sentences of the actually presented items, 10 
similar (with one word changed), and 10 completely new. The task was to categorize the sentences 
into the corresponding three groups. 
Each participant started with a short training session consisting of 6 items (including one 
incongruent item). The whole procedure (together with electrode placement and removal) lasted 
approximately 90 minutes. After every 40 items there was a break, during which participants were 
encouraged to rest their eyes. 
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3.3.4. EEG Recording 
EEG was recorded from 32 scalp sites by means of AgAgCl active electrodes (BioSemi Active-Two 
system) mounted in an elastic electrode cap (Electrocap International) at the standard 10-20 
system locations spread evenly over the scalp. Recordings were referenced to electrode C1 and 
re-referenced off-line to linked mastoids. The vertical EOG was monitored with two electrodes 
placed below and above a participant's right eye, and horizontal EOG was recorded from 
electrodes at the outer canthi of the eyes. The recordings were digitized online at 256 Hz. EEG was 
filtered off-line with a band-pass filter (0.1 Hz – 20 Hz frequency range; slope 12dB/oct). 
Epochs from the continuous EEG in the interval between 0 and 900 ms with respect to the onset 
of the prenominal adjective and the onset of the noun in the direct object noun phrase of the 
story-final sentence were averaged and analyzed. Baseline correction was applied to both the 
adjective and the noun using the average EEG activity in the 100 ms epoch preceding the onset of 
the adjective as a reference signal value. Trials with artifacts were removed from further analysis 
resulting in rejection of on average 5% trials; these trials were evenly distributed over the 
experimental conditions. 
Five participants were excluded from further analysis, because of poor recording or excessive 
number of trials with artifacts. In addition, two participants were removed because of chance level 
performance in the recognition test, leaving 30 participants for analyses. 
3.4. Results 
3.4.1. Performance on the recognition test 
On average, participants correctly classified 24 of the 30 sentences presented in the recognition 
test (range: 18–30, SD: 3.3), indicating that participants read the items attentively. 
3.4.2. Analysis of ERP data 
Analyses are reported separately for the adjective and the noun of the direct object noun phrase. 
The time-window for the analysis at the adjective was selected on the basis of visual inspection of 
the average waveforms, such that it covered the latency window in which an effect of interest was 
visible. We are primarily interested in potential prediction effects that are present at the adjective, 
but we also analyze two typical ERP responses to semantic violations at the noun: the N400, and 
the P600. 
Separate analyses were conducted for the midline and for the lateral sites. For adjectives, the 
midline multivariate analysis of variance (MANOVA) had the factors Congruity (congruent, 
incongruent), Constraint (low, high), Context Animacy (inanimate- or animate-biasing context) and 
Electrode (Fz, Cz, Pz). The MANOVA for the lateral sites at the adjectives had Congruity, Constraint 
and Context Animacy as factors, using a Hemisphere (with two levels: left and right) by Anterior-
Posterior (with three levels: Anterior, Central and Posterior) design. The factors Hemisphere and 
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Anterior-Posterior divided the scalp into six electrode clusters: left frontal (Fp1, AF3, F3, F7), right 
frontal (Fp2, AF4, F4, F8), left central (FC1, FC5, CP1, CP5), right central (FC2, FC6, CP2, CP6), left 
posterior (P3, P7, PO3, O1), and right posterior (P4, P8, PO4, O2). The same factors were used for 
the analyses at the nouns. In order to keep the number of electrodes equal in each electrode 
cluster and to have a balanced distribution of the electrode clusters over the scalp, the statistical 
analyses were performed using 27 electrodes. For completeness, the figures presenting the ERP 
waveforms give all 32 recorded electrodes. Figure 3.1 displays the position of the 27 electrodes 
entering the statistical analysis. For the sake of brevity, we report only effects involving the factor 
Congruity. 
 
Figure 3.1. Position of electrodes entering statistical analyses: three midline electrodes and twenty-four lateral 
electrodes divided into six clusters. 
3.4.3. ERP results at the adjective 
For the adjectives, mean averages for the 400 ms to 600 ms time-window after adjective onset 
were analyzed. Since Context Animacy (animate- or inanimate-biasing context) did not interact 
with Congruity (Fs < 1 for midline and lateral analyses), Figures 3.2 and 3.3 show waveforms 
collapsed over this factor. However, all statistical analyses were performed on the full design 
including the factor Animacy. 
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Figure 3.2. Averaged event-related potentials for adjectives in the congruent condition (solid lines), and the 
incongruent condition (dotted lines). In the lower left corner: voltage map displaying differences between the 
incongruent and the congruent conditions at the adjectives, for the N400 time-window. 
Figure 3.2 shows grand-average waveforms for adjectives with prediction-consistent and 
prediction-inconsistent suffixes, collapsed over the factors Constraint Strength and Context 
Animacy. Adjectives carrying a prediction-inconsistent suffix (incongruent condition) elicit a 
negativity starting at around 350 ms. The negativity has no clear peak, continues well after the 
onset of noun presentation, but seems to be most pronounced between 400 and 600ms after 
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adjective onset. This negativity is followed by another even bigger negativity starting at around 
750 ms that corresponds to the N400 effect on the noun. 
The negativity in the 400 to 600 ms time window has a centro-parietal distribution, and is slightly 
more pronounced over the left hemisphere at the central electrodes. The main effect of Congruity 
in the 400-600 ms time-window was significant in the midline analysis and in the lateral analysis 
midline: F (1, 29) = 21.39; p < 0.0001, lateral: F (1, 29) = 23.8; p < 0.0001. The centro-posterior 
distribution is confirmed by a significant interaction of Congruity and Anterior-Posterior in the 
lateral analysis and a marginally significant interaction of Congruity and Electrode in the midline 
analysis [midline: F (2, 28) = 2.98, p = 0.07; lateral: F (5, 25) = 4.7, p < 0.01], as well as a significant 
interaction of Congruity, Hemisphere and Anterior-Posterior [lateral: F (2, 28) = 8; p < 0.01]. Follow-
up analyses of the Congruity effect for specific electrode clusters show that it is absent in the 
anterior clusters, significant for the central clusters (p < 0.001 and p < 0.01, for the left and the 
right central cluster, respectively), and highly significant for the posterior clusters (ps < 0.0001). 
As indicated in the Introduction, the main effect of Congruity at the adjectives fits the hypothesis 
that the comprehension system can predict a broad class of words (i.e. animate versus inanimate). 
As we also discussed in the Introduction, if the main effect of Congruity reflects the prediction of 
a broad class of words, it should be obtained both for the high-constraint condition (mean best 
completion cloze probability of 0.89) and for the low-constraint condition (mean best completion 
cloze probability of 0.32). 
Figure 3.3 gives the ERPs evoked by adjectives with prediction-consistent and prediction-
inconsistent suffixes, for the high-constraint condition (left panel) and the low-constraint condition 
(right panel) separately, for a representative subset of electrodes. Inspection of the panels shows 
that both types of items lead to a similar Congruity effect. In the analyses of the 400 to 600 ms 
time window, this is also confirmed statistically by the absence of an interaction of Congruity and 
Constraint (Fs < 1 for the lateral and the midline analyses). There is a significant 4-way interaction 
of Congruity, Constraint, Anterior-Posterior and Hemisphere [F (2, 28) = 3.47; p < 0.05], but it does 
not result from weaker Congruity effects for low-constraint items. Follow-up analyses run 
separately for the two levels of the factor Constraint, show a significant Congruity effect in all 
electrode clusters except for the anterior clusters, and the right central cluster in the high-
constraint condition15. 
The analyses reported so far are consistent with the idea that the Congruity effect reflects the 
prediction of a broad set of direct object nouns, and not just the prediction of a specific noun. 
 
                                                                        
15 The 400-600 ms time-window has a 100 ms overlap with the noun. When the analysis is carried out on an 
earlier non-overlapping time-window (350-500 ms), it leads to basically the same pattern of results. 
68 
 
Figure 3.3. Averaged event-related potentials for adjectives in the congruent condition (solid line) and the 
incongruent condition (dotted line) at representative electrodes. Position of the electrodes is indicated as black 
dots in the lower left corner of the figure. Left: adjectives following high-constraint contexts; right: adjectives 
following low-constraint contexts. 
There is, however, a potential caveat to this conclusion. One could argue that the prenominal 
adjectives did not fit equally well with animate and inanimate nouns despite the fact that we tried 
to construct items such that this is not the case (see Materials section). If this were the case, the 
Congruity effect could have been elicited by adjectives which, in normal language use, only rarely 
appear in the masculine-animate (for inanimate-items) or in the masculine-inanimate (for animate 
items) gender. To address this question, we divided the prenominal modifiers into two subsets, 
one not containing any "animacy specific" semantics (these were the Polish equivalents of 'his', 
'her', 'this', 'that', 'some', 'a', 'own', 'any', 'first', 'second' 'only', 'next', 'whole'), and a subset of real 
adjectives that could potentially carry "animacy specific" semantics (such as 'elegant', 'happy' or 
'expensive'). 
This selection resulted in a set of 29 high-constraint items, and 20 low-constraint items with 
neutral semantics, and a remaining set of items potentially carrying "animacy specific" semantics. 
This split introduced a between-item factor that we will refer to as Semantic Neutrality. This new 
factor was entered into a MANOVA for the 400 to 600 ms time-window together with the factors 
Constraint and Congruity. The resulting analysis showed a reliable main effect of Congruity 
[midline: F (1, 29) = 15.12; p < 0.01, lateral: F (1, 29) = 21.4; p < 0.0001], but importantly, this effect 
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was not modified by Semantic Neutrality; the Congruity by Semantic Neutrality interaction was far 
from significant both for the midline analysis and for the lateral analysis (for midline p > 0.26, for 
lateral F < 1). 
Up to now, the results show an effect of Congruity at the prenominal adjective which does not 
interact with the strength of constraint for a specific direct object noun, and which does not 
interact with the factor Semantic Neutrality. This clearly speaks in favor of a comprehension 
system that can make semantically and discourse based predictions of broad semantic classes of 
nouns. 
3.4.4. ERP results at the Noun 
Even though the ERPs to the direct object nouns are not central to our study, an analysis of the 
ERPs at the noun allows to see how words following congruent and incongruent adjectives are 
processed, and whether incongruent nouns were indeed treated as violations. A couple of words 
of caution are in place here. For the noun analysis, we use the baseline from a time-window 
preceding the adjective. Nevertheless, obviously, the signal on the noun is contaminated by what 
has been happening on the preceding adjective, and cannot be interpreted as being exclusively 
triggered by the noun. Second, all analyses involving any factors other than Congruity and the 
topographical factors (i.e. Anterior-Posterior and Hemisphere for the lateral analysis, and 
Electrode for the midline analysis), involve comparing different sets of nouns. For these reasons, 
we will not analyze ERPs on the noun in time-windows where it is unclear whether the effect 
results from the processing of the noun, or the adjective (or some interaction of the two words).  
Figure 3.4 gives the grand-average waveforms for congruent and incongruent nouns, collapsed 
over Constraint and Context Animacy. As can be seen, some negativity spills over from the 
preceding adjective, especially at the central medial electrodes, but at around 250ms a new, more 
prominent negativity (the N400 effect) is starting to emerge, and lasts until 500ms. The negativity 
is present at all electrodes, but seems to be most pronounced over central and posterior 
electrodes, especially over the left hemisphere. The negativity then shifts into a large centro-
parietal positivity (P600) that lasts throughout the recording epoch (900 ms). 
The statistical analysis of the N400 effect in the 300-500ms time-window revealed a main effect of 
Congruity [midline: F (1, 29) = 34.56; p < 0.00001; lateral: F (1, 29) = 50.79; p < 0.000001], an 
interaction of Congruity and Anterior-Posterior in the lateral analysis [F (2, 28) = 10.18; p < 0.001], 
and a significant interaction of Congruity, Hemisphere and Anterior-Posterior [F (2, 28) = 9.58; p < 
0.01], but no interaction of Congruity and Electrode in the midline analysis [F (2, 28) = 1.65; p = 
0.21]. 
Follow-up analyses of the Congruity effect at each of the six electrode clusters revealed that the 
Congruity effect was absent at left anterior cluster, weak at the right anterior cluster, and strong 
at the remaining clusters (most pronounced at the left central cluster). 
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Figure 3.4. Event-related potentials for congruent nouns (solid lines) and incongruent nouns (dotted lines). The 
potentials are plotted using the baseline of the preceding adjective. In the lower corners: voltage maps 
displaying differences between the incongruent and the congruent conditions at the nouns; left: corresponding 
to the N400 time-window; right: corresponding to the P600 time-window. 
At the midline electrodes there was also a significant interaction of Congruity, Animacy and 
Constraint Strength [midline: F (1, 29) = 5.71; p < 0.05; lateral: F (1, 29) = 3.95; p = 0.06]. These 
interactions can be seen in Figure 3.5, showing the ERPs elicited by the direct object noun, broken 
by Congruity, Constraint Strength and Context Animacy. Follow-up ANOVAs run separately for 
animate- and inanimate-biasing items revealed that the Congruity by Constraint Strength 
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interaction was driven primarily by animate-biasing items (midline: F=19.73, p<0.001 for animate 
items vs F=2.20, p=0.15 for inanimate items), and within animate items – by a more pronounced 
N400 amplitude to incongruent (inanimate) nouns following high-constraint contexts, relative to 
incongruent nouns following low-constraint contexts (p < 0.01). The absence of a Constraint 
Strength by Congruity interaction is unexpected as the N400 is known to be modulated by cloze 
probability at congruent nouns16, and one might thus have expected such interaction. We will 
return to this issue in the Discussion. 
 
Figure 3.5. Event-related potentials for congruent high-cloze nouns (solid black lines), incongruent high-cloze 
(solid red lines), congruent low-cloze (dotted black lines) and incongruent low-cloze nouns (dotted red lines) at 
representative electrodes. Position of the electrodes is indicated as black dots in the lower left corner of the 
figure. Left: nouns following inanimate-biasing contexts; right: nouns following animate-biasing contexts. 
The P600 effect was analyzed in the 500-800 ms time-window. The analysis revealed a main effect 
of Congruity: [midline: F (1, 29) = 36.32; p < 0.00001; lateral: F (1, 29) = 49.37; p < 0.000001]. The 
Congruity effect was most pronounced over centro-parietal regions of the scalp, somewhat left-
                                                                        
16 The factor we manipulated was Constraint Strength, not Cloze Probability of the presented noun. However, 
in the high-constraint condition all nouns had a cloze probability between 0.75 and 1.00, while in the low-
constraint condition all nouns had a cloze probability between 0.13 and 0.5 (for exact descriptive statistics, see 
Table 3.1). Therefore, on the noun, the dichotomous manipulation of cloze probability is equivalent to the 
Constraint Strength manipulation. 
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lateralized. For the lateral analysis, Congruity significantly interacted with the Anterior-Posterior 
factor [F (2, 28) = 9.35; p < 0.001], and with Hemisphere [F (1, 29) = 19.66; p < 0.001]. For the midline 
analysis, there was a significant interaction of Congruity and Electrode [F (2, 28) = 4.36; p < 0.05]. 
T-tests for the Congruity effect in individual electrode clusters showed that the effect is absent in 
the left anterior cluster, weak in the right anterior cluster, and strong in the remaining cluster 
(most strongly pronounced in the left central and the left posterior clusters). The P600 effect is 
stronger for nouns following high-constraint contexts at the central electrode clusters, which 
resulted in a significant interaction of Anteriority, Congruity and Constraint (lateral: F (2, 28) = 3.74; 
p < 0.05; midline: F < 1). Follow-up analyses confirm that the Constraint by Congruity interaction 
is significant only at the central electrode clusters. 
Finally, the analysis showed a significant interaction of Animacy, Congruity and Constraint 
[midline: F (1, 29) = 5.88, p < 0.05; lateral: F (1, 29) = 7.18; p < 0.05]. This interaction is driven by a 
significant interaction of Animacy and Constraint at incongruent nouns (midline: F = 7.31; p < 0.05; 
lateral: F = 10.87; p < 0.01), which is absent at congruent nouns (midline and lateral Fs < 1). The 
interaction reflects the fact that Constraint Strength has opposing effects on the P600 amplitude 
for the animate and the inanimate items: incongruent (animate) nouns following inanimate high-
constraint contexts lead to a larger P600 amplitude, than incongruent nouns following low-
constraint contexts (p < 0.05); the opposite pattern occurs for incongruent (inanimate) nouns 
following animate contexts (p = 0.051). This effect is further qualified by a 4-way interaction of 
Anterior-Posterior, Animacy, Constraint Strength and Congruity in the lateral analysis [F (2, 28) = 
6.07; p < 0.01], which shows that the Animacy by Constraint interaction for incongruent nouns 
gains in strength, as one moves along the Anterior-Posterior axis (F < 1; F = 11.95, p < 0.01; F = 
14.75, p < 0.001, for anterior, central and posterior electrode clusters, respectively). These 
interactions can be seen on a representative set of electrodes, in Figure 3.5. 
3.5. Discussion 
The question to what extent the language comprehension system utilizes top-down mechanisms 
has far reaching implications for understanding how language comprehension proceeds with 
such an amazing speed. It is by now well established (Otten et al., 2007; Otten & Van Berkum, 
2008, 2009; Van Berkum, Brown, Zwitserlood, Kooijman, & Hagoort, 2005; Wicha, Bates, et al., 
2003; Wicha et al., 2004; Wicha, Moreno, et al., 2003) that the language comprehension system 
can actively predict a specific word in contexts providing a strong semantic support for that word. 
This finding is an important step in understanding the top-down influences in language 
processing, but on its own it might be a somewhat limited example of top-down mechanisms, as 
one might wonder how frequently such extremely constraining contexts are encountered in 
every-day language comprehension. 
In the present study, we demonstrate a broader contribution of anticipatory mechanisms to 
language comprehension, by showing that, beyond predicting specific words, the language 
comprehension system also predicts broad semantically defined classes of words. In doing so, we 
took advantage of properties of the Polish grammatical gender system, where the inflectional 
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morphology of a prenominal adjective reflects whether the following noun is semantically animate 
or inanimate. All our experimental items strongly biased towards either an animate or an 
inanimate direct object of the final sentence, but in half of the items this noun was substituted by 
a noun with the opposite animacy value. The direct object noun was preceded by a case inflected 
prenominal adjective. Therefore, the in-/animacy of the direct object was reflected by the 
inflectional suffix of this adjective. In addition, we manipulated the constraint strength (i.e. the 
cloze probability of the most likely completion by a specific noun). If the semantic bias leads to the 
prediction of a broad semantic set of words (e.g. animate versus inanimate noun), the magnitude 
of the congruity effect on the adjective should not depend on constraint strength. Conversely, if 
the language comprehension system predicts only highly predictable specific words, the congruity 
effect should only be obtained for high-constraint items, but not for low-constraint items. 
The results showed that an adjective carrying a prediction-inconsistent suffix elicited a parieto-
occipitally distributed negativity, most pronounced in the 400-600 ms time-window, relative to the 
same adjective carrying a prediction-consistent suffix. This congruity effect was of the same size 
for items having only one obvious noun continuation, and for low-constraint items in which 
participants in the norming study proposed many (as many as 17) different noun completions 
with none of these completions having a cloze probability higher than 0.5. The general logic of our 
study is similar to that of several other studies that investigated prediction in online sentence 
comprehension (DeLong, 2009; DeLong et al., 2005; Otten et al., 2007; Otten & Van Berkum, 2008, 
2009; Van Berkum et al., 2005; Wicha et al., 2005, 2004; Wicha, Bates, et al., 2003; Wicha, Moreno, 
et al., 2003). In our materials, like in the prior studies, the critical manipulation on the prenominal 
element concerned a lexical property that was involved in establishing an agreement relation 
between the target noun and the critical prenominal element. However, unlike in our study, the 
properties used in prior studies concerned a lexical property of one specific and highly expected 
noun (such as grammatical gender, or whether the target noun starts with a consonant or a 
vowel). This was inevitable because it is difficult, or even impossible, to imagine semantic contexts 
that would consistently be followed only by, for example, feminine nouns, or by nouns starting 
with a vowel. In Polish, by contrast, there are two classes of grammatical gender (masculine-
animate and masculine-inanimate) that reflect a noun's membership in a broad semantic class 
(nouns referring to animate versus inanimate entities). This allowed us to go beyond the 
prediction of one specific word and to address the issue of prediction of sets of words. 
A plausible mechanism leading to the prediction effects at the prenominal adjective is following. 
At the moment when the adjective is encountered, the language comprehension system already 
has a lot of information about what to expect next. First, a direct object is highly expected at the 
given position, and the adjective inflection is in line with this expectation. Second, on the basis of 
the semantic context, a certain set of candidates for the direct object noun is expected. The gender 
marking on the adjective makes the parser either find an agreeing referent in the already 
processed part of the sentence, or to temporarily store the relevant grammatical information (in 
case of Polish the grammatical gender and number of the adjective inflection), to match it against 
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any nominal element that comes next17. In our materials, there are no matching nouns in the 
preceding context. Furthermore, in the case of incongruent items, the grammatical gender of the 
adjective does not to fit the predicted candidates. Therefore, the parser has to inhibit the old head 
noun candidates, and/or find other candidate nouns that satisfy the semantic and grammatical 
constraints set up by the preceding context. This cannot be treated as a morphological violation 
of gender agreement between the adjective and the predicted nouns, since the actual head noun 
has not yet been presented. The negativity found at the adjectives can be seen as a reflection of 
these processes. Even though the detected violation does not concern agreement per se, it 
critically relies on resolving the agreement. This is in line with linguistic theory, in which the role 
of animacy marking on adjectives is considered to be conveying agreement relations, as a part of 
the grammatical gender system (Corbett, 1991; Hockett, 1958). 
There is however, an alternative explanation of the negativity at the adjective which holds that the 
effect does not result from the detection of a mis-prediction. It postulates, instead, that the 
grammatical suffix of adjectives has some semantic content (i.e. carries the semantic feature 
+ANIMATE or –ANIMATE) that, in case of prediction-inconsistent suffixes, turns out to be difficult 
to integrate with the preceding context. As we already noted, such a view on grammatical suffixes 
is at odds with linguistic theory, but it also has more principled problems. These problems result 
from the notion of semantic features, as real primitive building blocks of words' meaning. This 
view makes two very strong assumptions concerning the structure of the mental lexicon. It 
presupposes that a semantic feature (such as animacy), can be detached from one grammatical 
category of words (in this case – nouns), and attached to words from different grammatical 
categories (or to bound-morphemes). This entails another assumption, namely that semantic 
features are the actual building blocks of the meaning of words, and that these semantic features 
exist independently of the words themselves. As we will argue, these assumptions are not 
justified. 
The idea that words can be fully decomposed into semantic features, 'atoms' of a word`s 
meaning, has been introduced to mainstream linguistics by generative grammarians (Chomsky, 
1965; Katz & Fodor, 1963). However, it turned out to be in principle impossible to completely 
reconstruct word meaning using semantic features. Therefore, nowadays they are not considered 
as a viable theory of the structure of the mental lexicon (see e.g. Aitchison, 2003 for discussion), 
even though they are still a very useful metaphor and tool for specifying the semantic content of 
words, and for explaining phenomena, such as selectional restrictions. Another problem with the 
notion of semantic features as processing units that are independent of words, can be seen in 
                                                                        
17 As suggested by an anonymous reviewer, NP-elliptical constructions, in which an adjective can serve as an 
overt verb argument on its own, could potentially speak against this position (see for example the following 
literal translation of a Polish sentence: Mary had small dog and big dog, but she liked small more). Note, 
however, that ellipsis is anaphoric in nature, so it relies on the recovery of its antecedent ("dog" in the example 
above; Merchant, to appear), which in turn in Polish relies on gender agreement between the adjective and its 
antecedent. Apart from that, the so-called identity constraint has to hold for the relationship between an 
antecedent and the position of the elliptical element for the ellipsis to be licensed. The identity constraint was 
not met in any of our items. Thus, the interpretation of an adjective as an overt verb argument on its own is 
never possible, and in the present materials, the matching noun had always to be looked for in the not-yet-
presented part of the sentence. 
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cases of category-specific semantic impairments in brain-damaged individuals. Such a deficit leads 
to a selective loss of conceptual knowledge, restricted to a specific category of words. Such 
categories are often cut along the dimensions that are often referred to as semantic features like 
animacy (Caramazza & Shelton, 1998; Warrington & Shallice, 1984). But even for these patients, it 
is not a primitive building block of a word meaning (e.g. the semantic feature of animacy) that is 
missing. Rather, it is the whole semantic and/or conceptual knowledge about a set of objects that 
is lost. Such data thus show that, while words may be clustered along some dimension in semantic 
memory, there is no specific underlying semantic feature that is selectively impaired (even if the 
dimension itself can be characterized in terms of a semantic feature). 
On more empirical grounds, the prototypical ERP response to words that are difficult to integrate 
semantically with the preceding context is the N400 component. One should thus expect to 
observe an N400 in the present experiment. However, the negativity that we observed did not 
have the typical topography and time-course of an N400: it has a more posterior distribution, and 
starts and peaks later than a typical N400. In fact, the time-course of the negativity at the adjectives 
seems to be much more in accord with the predictive account, and the fact that the detection of 
mis-prediction is based on gender agreement resolution. More specifically, the time-course of the 
negativity seems to correspond with the time-course with which the gender information becomes 
available, which in turn is necessary to establish agreement. Two arguments support this idea. 
First, all prediction studies relying on gender agreement resolution show relatively late prediction 
effects, i.e. occurring after 300 ms after the onset of the visual presentation of the critical word – 
much like in our study. The only study that shows an earlier prediction effect (DeLong et al., 2005) 
is also the only study in which successful detection of mis-prediction does not rely on resolving 
gender agreement (but on a phonological regularity of English indefinite articles instead - the a/an 
alternation). Second, this idea is also supported by ERP studies investigating the time-course of 
gender agreement processing (i.e. outside the topic of prediction). In these studies, the word that 
introduces a gender agreement violation very often leads to a left-anterior negativity (LAN). 
Importantly, this LAN effect to gender agreement violations almost always occur 300ms after 
visual presentation of the critical word, which is in line with the time-course of the prediction 
effects observed in the present study (Barber & Carreiras, 2005; Barber, Salillas, & Carreiras, 2004; 
Lamers, Jansma, Hammer, & Münte, 2006; Molinaro, Vespignani, & Job, 2008). 
To sum up, an explanation of our results in terms of semantic integration difficulties at the 
prediction inconsistent adjective is not theoretically justified and does not fit the time-course of 
the effect. In contrast, the prediction account based on agreement resolution explains the data 
well, and can also account for at least part of the variability in the onset latency of the critical 
effects in other studies on prediction, with prediction studies relying on grammatical gender 
showing onset latencies at around the point found in the present study or later, and the study 
relying on phonological agreement (DeLong et al., 2005) showing an earlier onset. 
Until now, we have interpreted our results as reflecting the prediction of a semantically defined 
group of words. There are, however, three points that have to be considered with respect to this 
interpretation. The first one concerns another potential interpretation that holds that our data 
could also be explained within an account assuming only the prediction of specific words. The 
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second one point concerns the question whether it is theoretically and empirically reasonable to 
assume that the comprehension system really predicts semantically defined sets of words as large 
as, for example, all nouns referring to animate entities. The third one concerns the question 
whether the prediction effects that we observed for the animate/inanimate distinction, can be 
expected to generalize to other semantic categories. 
Regarding the first point, i.e. the question whether our data could also be explained within an 
account that assumes only the prediction of specific words18, one could argue that in each item, 
even low-constraint ones, readers predict only one specific noun at a time. As long as this (single) 
predicted noun belongs to the same gender class as the set of words found in the cloze norming 
study, such a "unitary" prediction account (i.e. only one specific word is predicted) is 
indistinguishable from the account in which multiple words are predicted. 
However, there is a way to test this "unitary prediction" hypothesis. If, for example, a given 
participant predicts, on a given trial, a feminine noun, and then encounters a masculine-animate 
or masculine-inanimate gender-marked adjective, this adjective will be incongruous with respect 
to the predicted word in both inflected versions used in the experiment, i.e. masculine-animate 
or masculine-inanimate accusative inflection. 
When we generalize this "one item example", we can do the following computations on the basis 
of the results of the cloze-test. We can compute, for each item, the probability with which a 
completion with a masculine-animate noun (for the items in the animate biasing condition) or a 
masculine-inanimate noun (for the items in the inanimate biasing condition) was provided by the 
participants in the cloze-test. We will refer to these probabilities as "gender congruent cloze 
probability". Under a unitary prediction account, this gender congruent cloze probability provides 
an estimate to the proportion of participants who will have predicted an animate-masculine noun 
(in the animate biasing items) or an inanimate masculine noun (in the inanimate biasing items). 
When we do these computations, the mean congruent gender CP (across the animate biasing and 
inanimate biasing conditions) for low-constraint items is 0.66 (range 0.16-1.00), while for high-
constraint items its mean value is 0.92 (range 0.40-1.00). Thus, if participants indeed predict only 
one lexical candidate at a time, in 34% of the congruent low-constraint items and 8% of the 
congruent high-constraint items they should predict a (specific) noun of a gender class that is 
incongruous with the gender-marking on the adjective. Now if we assume that the N400 amplitude 
is linearly correlated with the congruent gender CP, extending between the amplitude of 
incongruent items (for gender CP of 0.0), and the amplitude of high-constraint congruent items 
(for gender CP of 1.0) (as shown by DeLong et al. 2005), then we should observe the following: The 
Congruity effect for adjectives in low constraint items should be about 26% smaller, relative to 
adjectives following high-constraint contexts (34% minus 8%). However, in contrast to this 
prediction from the unitary prediction account, in the low- vs high-constraint comparison on 
adjectives, we see absolutely no descriptive or statistical difference between these two types of 
items, which allows us to refute this hypothesis. 
                                                                        
18 We thank an anonymous reviewer for turning our attention to this possibility. 
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As to the second point, we have, until now, been discussing our results as if the language 
comprehension system can indeed predict extremely broad classes of nouns, like all animate 
versus all inanimate nouns. However, in this extreme form, this position is presumably 
theoretically and empirically exaggerated. From the theoretical side, it remains questionable 
whether the language comprehension system would be able to actively predict about half the 
nouns of Polish. From the empirical side, the assumption of prediction of classes as large as "all 
animate nouns", does not get support from the results of our cloze-test. For example, when asked 
to complete the first story given in Appendix C, cloze test participants listed words such as: 
'basement', 'bathroom', 'attic', 'garage', 'room', or 'garden', as possible direct objects of the story-
final sentence. All these words refer to "parts of a house" and not to arbitrary inanimate nouns, 
which suggests that this restricted semantic category might be the target of prediction. In the 
following we will consider this interpretation in more detail, in light of the results at the noun. As 
we mentioned in the Results section, we did not observe any difference in the N400 amplitude at 
congruent nouns between high-constraint and low-constraint conditions. This is surprising, given 
that these nouns differed considerably in their cloze probability (.89 for high-constraint, and .24 
for low-constraint), and given that it is a well-established finding that the amplitude of the N400 
component is strongly dependent on a word's cloze probability (DeLong et al., 2005; Kutas & 
Hillyard, 1984)19. 
We would like to propose that the prediction of restricted semantic categories in our low-
constraint items (like "parts of a house") explains the absence of a difference in N400 amplitude 
between the nouns in high- and low-constraint conditions. Informal support for this interpretation 
comes from a comparison of the stimuli employed in studies that demonstrate a correlation 
between cloze probability and N400 amplitude, and the items from our study. Compare for 
example our low-constraint story from the Appendix C (about cleaning of a house), with a low-
constraint item from the study of Kutas & Hillyard (1984): "He was soothed by the gentle ...". The 
latter item consists of only one sentence, and provides relatively unspecified expectations about 
the next word: plausible continuations of such a sentence come from diverse semantic categories 
(wind, touch, music, word, etc). In contrast, all feasible completions of our low-constraint item 
concern the "parts of a house" category. Note that the constraint strength metric does not capture 
the difference between these two items, because in both of them the most likely noun completion 
has a low cloze probability. A much better way of capturing the difference would be to compare 
semantic relatedness between the plausible continuations. For "parts of a house", all plausible 
continuations are semantically related, while this is not the case for entities one can be "gently 
soothed by". In the following we will look into two complementary pieces of evidence – two studies 
that suggest that this difference between items has an effect on whether one does or does not 
observe N400 modulations as a function of cloze probability. 
Federmeier and Kutas (1999a) demonstrated that words that are closely semantically associated 
with best continuation at the target word position give rise to a reduced N400 amplitude, even if 
                                                                        
19 If we look at the correlations between cloze probability and N400 amplitude established by DeLong et al. 
(2005), we might expect a sizeable (2.5 µV) difference in N400 amplitude between high- and low-constraint 
congruent nouns. 
78 
 
these words are incongruent with the preceding context. The authors presented participants with 
short stories ("They wanted to make the hotel look more like a tropical resort. So along the 
driveway they planted rows of ..."), which could be continued either with a congruent word 
("palms"), an incongruent word that was closely related to the congruent word ("pines"), and a less 
related incongruent word ("tulips"). Related incongruent words had reduced N400 amplitude 
(relative to the unrelated incongruent word). This study thus shows that incongruent words that 
are semantically related to the congruent target word get support from the congruent target word, 
which leads to a reduction of the N400 amplitude. 
The second study, by Roland, Yun, Koenig and Mauner (2012), sheds more light on this issue. The 
authors presented participants with a list of sentences for self-paced reading, and measured 
reading times of a critical word. They controlled a number of variables that could contribute to 
the reading time variance, such as the target word's frequency and cloze probability. They also 
controlled the semantic relatedness between the target word and other words that could have 
plausibly continued the sentence at that position (by computing the LSA semantic distance 
between the target word and other words present in cloze norming). Roland et al. show that each 
of these factors independently explains part of variance in the reading times of the critical word. 
Most importantly, some of the reading time variance was uniquely explained by the semantic 
relatedness, over and above cloze probability. 
Taken together, the two studies suggest that an associative/semantic relationship between a 
relatively low-cloze target word and other likely continuations of a sentence can result in 
counteracting the low-cloze probability effect on the N400 for that target word. Our data show 
that this counteracting effect can be strong enough, to make the resulting N400 almost as small 
as an N400 resulting from the presentation of a very high-cloze noun in high-constraint sentences. 
Concluding, these considerations converge with our observations from the cloze test that in the 
majority of our low-constraint items participants have been predicting sets of semantically or 
associatively related words, rather than categories as broad as animate vs inanimate nouns. This 
conclusion is fully in line with our main finding that the language comprehension system goes 
beyond predicting specific high-cloze words, but rather also predicts sets of words. 
Turning to the third point, in the present study we used animacy as a tool for looking at prediction 
effects. It is known that animacy can have clear effects on language comprehension and 
production. For example, animate entities tend to claim the function of topic of the discourse, 
which in turn tend to be the subject of sentences. It has repeatedly been shown that this tendency 
affects sentence processing (Mak et al., 2006; Traxler, Morris, & Seely, 2002; Weckerly & Kutas, 
1999; for a broader discussion, see: Szewczyk & Schriefers, 2011). This raises the question whether 
prediction effects observed in the present study are restricted to animacy, as animacy has a 
special status in language comprehension, or whether it would also be observable with other 
semantic categories. The present data do not allow for a decision on this issue, but this question 
opens an interesting avenue for future research that could address the issue of prediction in 
languages that have a morphological coding of other semantic aspects than animacy. 
Now we will turn to one, until now neglected, aspects of our results. Besides finding an effect at 
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the adjectives, we found that nouns presented in the incongruent condition led to an N400-P600 
complex. The N400 component is a typical ERP response to semantic incongruities, and thus 
comes as no surprise for nouns in the incongruent condition. The P600 is also often found for 
purely semantic violations, and may reflect recruitment of additional attentional or revision 
mechanisms, associated with processing violations (Bornkessel-Schlesewsky & Schlesewsky, 2008; 
Kuperberg, 2007; van de Meerendonk et al., 2010). The finding of an N400-P600 complex similar 
to those observed in studies employing plain semantic violations, suggests that processing of the 
noun in the situation where the violation already has been noticed at the adjective does not differ 
from the situation in which the violation only becomes obvious on the noun itself. This is also 
supported by a comparison of the (baseline corrected) N400 and P600 components from the 
present study, with ERPs from another study, which used very similar items, and where the critical 
nouns were not preceded by adjectives (Szewczyk & Schriefers, 2011; animacy violation condition). 
We found no difference in the N400-P600 effects at the incongruent nouns between the two 
studies. Up to this point, the comparison with our previous study helps us in interpreting the 
results of the present study. However, the comparison of the higher-order effects at the noun is 
complicated by the fact that all these effects involve Constraint Strength, a factor that was not 
controlled in the Szewczyk & Schriefers (2011) study. 
The N400 and the P600 components in the present study were qualified by higher-order 
interactions with Context Animacy and Constraint Strength. The interaction for the N400 resulted 
from a stronger N400 effect for incongruent nouns following inanimate high-constraint contexts, 
relative to the three other incongruent conditions. The interaction in the P600 time-window was 
due to more positive amplitudes for incongruent nouns following high-constraint inanimate 
contexts, and low-constraint animate contexts, relative to the two other incongruent conditions. 
We do not have an obvious interpretation of these interactions, and any interpretation of these 
effects is further complicated by the fact that the contrast between animate and inanimate, as 
well as between high- and low-constraint conditions involved different sets of nouns. 
3.6. Conclusion 
To conclude, using the same basic logic as in previous studies on the prediction of specific words 
during sentence comprehension, we showed that the language comprehension system can also 
predict semantically defined sets of words. The present data extend the data from studies on the 
prediction of specific words. They strongly suggest that the scope of prediction and its role in 
sentence comprehension is much broader than in the situation in which one specific lexical 
candidate is highly expected. Together these studies argue against a view of sentence 
comprehension in which the comprehension system only passively waits for new words which are 
then integrated into the structure that has already been built. This conclusion fits with the more 
general theoretical framework of the language comprehension system (and more generally, the 
cognitive system) that describes it as an active predictor which draws on information from many 
sources in order to prepare for and facilitate processing of any forthcoming input (Bar, 2007; 
Elman, 1990; McClelland & Elman, 1986; McRae, Spivey-Knowlton, & Tanenhaus, 1998; Pickering 
& Garrod, 2007). 
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Lessons from induced predictions 
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4.1. Abstract 
Previous studies have firmly established that readers and listeners predict words during sentence 
comprehension. However, little is known about when these predictions arise, and what their 
impact is on processing of the sentence. In the present study, event-related potentials (ERPs) were 
recorded while participants read short stories. In half of the stories, just before the story-final 
sentence, we induced an explicit expectation that a specific target word would occur in the 
upcoming story-final sentence. This sentence always contained a subject noun, a transitive verb, 
and a direct object noun. The target word was always a semantically congruent or incongruent 
direct object noun. We analyzed ERPs to the target word and to several words of the story-final 
sentence intervening between the expectation induction point and the target word. Results 
showed that when expectation for the target word was induced, at most of the intervening words 
participants effortfully ignored the expected target word. Only at the transitive main verb 
participants did pre-access the target word, as reflected by a late N400-like component. Thanks to 
the pre-access, presentation of the target word itself elicited an entirely reduced N400 effect, even 
when the target word was incongruent with the story. In additional analyses we established that 
the pre-access at the verb was triggered by the recognition of the grammatical category of the 
verb. On the basis of these results, we propose that in natural language processing lexical 
predictions usually do not go beyond the next word or phrase. We propose that predictions are 
locally so restricted, because they require the simultaneous presence of semantic and 
grammatical constraints.  
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4.2. Introduction 
To predict is to understand. Our brains constantly model relevant statistical contingencies 
necessary to predict how the world around us will unfold. Accurate predictions make us better 
prepared for the future, help us to respond faster and more adequately, or to resolve perceptual 
ambiguities. Inaccurate predictions are perhaps even more important: predictions are constantly 
tested against the incoming sensory input, and any deviations from the expected input enable the 
brain to improve its model of reality. This view (largely simplified here) lies at the heart of 
predictive coding theories of perception (Friston, 2005; Lee & Mumford, 2003; Rao & Ballard, 
1999). These theories recently attracted a lot of interest, since they promise to uncover the 
common principles underlying perception and action in all cognitive domains, and at all levels (for 
a review see Clark, 2013). Regardless of how general these underlying principles may be, though, 
their neuronal and functional implementation is likely to vary across domains and modalities.  
In the present paper, we focus on the functional implementation of predictions in the domain of 
sentence comprehension. The central questions are: When do we build predictions in sentence 
comprehension? How do predictions interact with the processing of words of the unfolding 
sentence? What is the mechanism that implements predictions?  
The last couple of years have seen a growing number of event-related potential (ERP) studies that 
investigate the role of prediction in sentence comprehension. In principle, all these studies 
capitalize on a similar idea. Typically, a short story is set up that at some point makes a word (the 
predicted element) highly likely. Shortly before this element is presented, the activation of the 
predicted word is tested at a word preceding the predicted word. The form of this preceding word 
is in part driven by the predicted element (e.g., a gender-marked adjective that must agree in 
grammatical gender with a predicted noun). Participants process the preceding word before they 
process the predicted word. If the ERP signature for the preceding element is different when its 
form is congruent with the predicted element, relative to when it is incongruent, this is taken as 
an indication that the mental representation of the predicted word was already active before it 
was presented. 
These studies (reviewed in more detail below) demonstrate that comprehenders, in fact, get 
ahead of themselves – something that most models of word perception would take a clear stance 
against (see Van Berkum et al., 2005 for review). This approach, however, does not reveal any 
further information on how prediction is implemented in the cognitive system. First, at what point 
in time does the predicted word become activated? Does the brain attempt to predict things as 
early as possible, or does it limit itself to only predicting the next word? Second, if the prediction 
concerning a target noun is generated before the (preceding) adjective on which prediction effects 
are measured, what are the consequences? Does it mean that the predicted noun is only stored 
in working memory, or does it actually become a part of the semantic context? In the latter case, 
the prediction might influence recognition, access and integration of words intervening between 
the point at which the prediction is generated and the point at which the predicted word actually 
occurs in the sentence. And third, if predictions alter the way words are processed, are all these 
intervening words influenced equally, or do additional factors, such as the syntactic category of 
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intervening words, play a role?  
The answers to the second and the third question depend on knowing the answer to the first 
question, i.e.: finding out when in the course of a sentence a reader (or listener) starts to predict 
a word. The abovementioned studies on prediction are unable to provide an answer to the first 
question, because they rely on materials for which the predictive value of context for a specific 
element can be tested only at a specific point, usually directly preceding the predicted word (e.g., 
on an adjective that must agree with the upcoming noun in gender). Ideally, answering the first 
question would require a thought tracker that would enable us to measure the activation of a 
predicted element as the processing of a sentence goes on. 
To compensate for the fact that such a device still awaits to be discovered, we can introduce an 
experimental manipulation that explicitly generates a specific prediction at some predefined point 
in the sentence. This should enable us to address the second and the third question, i.e. the 
questions of how predictions interact with processing of a sentence. To anticipate, in the end our 
results will also allow us to propose a hypothesis on the first question, i.e. the point in a sentence 
at which a prediction is initiated. In the present study we introduce such a manipulation by telling 
participants that a specific word will show up in the upcoming sentence. This is, admittedly, an 
artificial manipulation, because normally predictions are generated by the listeners or readers 
themselves (and not by the experimenter). However, at the expense of ecological validity, we gain 
precise control over the point in time when a prediction is "injected". This, in turn, gives us the 
opportunity to test the effects of prediction on the processing at following words of an unfolding 
sentence. The two approaches – the one employed in all ERP studies on prediction until now (i.e. 
testing for activation of the predicted element just before its presentation), and the approach we 
propose in the present study (injecting a prediction and testing the outcomes) are thus 
complementary, each with their own strengths and weaknesses. There are, to our knowledge, no 
studies employing the approach of the present study. As a consequence, our study is exploratory 
in nature. As it will turn out, however, it will reveal a wealth of information about the 
implementation of predictions in sentence processing.  
Before presenting our study, we will review the ERP studies that demonstrate various aspects of 
prediction in language comprehension. Then, we will describe in more detail the present study 
and discuss possible outcomes of the manipulation we put forward above.  
4.2.1. Facilitatory effects in sentence processing 
The field of language processing has been long immune to the idea of prediction. While vision 
researchers already adopted the idea of top-down and bottom-up crosstalk at the earliest 
moments of object perception (Bar, 2007; Rao & Ballard, 1999), the general consensus in the 
psycholinguistic literature was that sentences unfold in too unpredictable ways to afford 
abstracting any statistical contingencies from them. After all, the infinite generativity is seen as the 
hallmark of the human language faculty. In consequence, most models of word perception did 
not take prediction into account. In addition, the modular view of cognition favored purely bottom-
up explanations. On this view, the language processing system retrieves information about a word 
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from memory, and integrates it with a preceding sentence only after the word has been perceived 
and recognized (see Kutas, DeLong, & Smith, 2011; Van Berkum et al., 2005 for review). 
The view favoring bottom-up priority in language perception was prevalent in research, even 
though it has long been known that predictable words are processed with more ease (i.e. faster 
and more accurately) than words that are not predictable. For example, people are faster to read, 
name, or make lexical decisions on contextually supported words (Duffy, Henderson, & Morris, 
1989; Ehrlich & Rayner, 1981; Kleiman, 1980; McClelland & O’Regan, 1981; Rayner & Well, 1996; 
Schwanenflugel & LaCount, 1988; Schwanenflugel & Shoben, 1985; Schwanenflugel & White, 
1991), relative to contextually unsupported words. For example, in the sentence 'He hit the nail 
with the …', the word 'hammer' is processed faster than the word 'book'. When referring to these 
words, Kutas et al. (2011) use the term "predictable", to emphasize that contexts are rich in 
information that makes some words more probable continuations than others. However, faster 
processing of more "predictable" words does not entail that these words have also been 
predicted. One could still argue that a supportive context makes it easier to integrate the word 
only when it has been already perceived and recognized. 
4.2.2. ERP studies on prediction in sentence comprehension 
It has recently been shown that the latter explanation, i.e. facilitated integration with the context, 
cannot be the whole story. Rather, at least under some circumstances, a word can become 
activated before it is actually presented. One pivotal piece of evidence for this comes from a 
growing number of event-related potential (ERP) studies that all employ a similar manipulation. In 
one study, Van Berkum et al. (2005) first asked Dutch participants to complete truncated stories, 
such as 'The burglar had no problem locating the secret family safe. Of course it was hidden 
behind a big ...' with one word (in a so-called cloze test). The sentences were constructed such that 
the majority of participants filled in the same word ('painting', in this case). Then, capitalizing on 
the fact that adjectives in Dutch agree in grammatical gender with the noun they modify, Van 
Berkum et al. showed that 'big' with a gender-marking that is incongruent with the expected word, 
elicits a different ERP response than 'big' with a gender-marking that is congruent. Since gender 
is an arbitrary property of (most) nouns, this effect can only be explained by assuming that 
'painting' was already activated at the time when the prenominal adjective was presented. 
Further studies have revealed other properties of the implementation of prediction in sentence 
processing. DeLong et al. (2005) demonstrated that the prediction effect is gradual, rather than 
binary. DeLong et al. manipulated the cloze probability of English nouns, and measured ERPs both 
for the noun and for the indefinite article that directly preceded the noun. In this study, the 
authors exploited a phonological regularity of English indefinite articles, namely, that 'a' precedes 
nouns beginning with a consonant, whereas 'an' precedes nouns beginning with a vowel. Like in 
other studies on prediction, they demonstrated that, if a specific noun is highly probable in a given 
context, presentation of a prediction-inconsistent indefinite article leads to a differential ERP 
response, relative to the presentation of a prediction-consistent indefinite article. In addition, they 
demonstrated that this ERP response is linearly correlated with the cloze probability of the noun. 
This study thus shows that lexical elements can be preactivated to varying degrees, depending on 
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the strength of contextual support. 
Another important extension of the basic finding comes from a study of Otten and Van Berkum 
(2007). The authors capitalized on gender agreement between Dutch adjectives and nouns, 
similarly to the study of Van Berkum et al. (2005). They presented short stories such as 'My 
grandfather and grandmother are very religious. Above the head of their bed hangs a big ...'. In 
addition to manipulating the gender marking on the prenominal adjective (and thus its congruity 
with the most expected noun — 'cross'), the authors introduced an additional manipulation: in 
half of the experimental items they negated the verb in the first (context) sentence such that the 
critical noun in the second sentence was no longer contextually supported, for example: 'My 
grandfather and grandmother are not very religious. Above the head of their bed hangs a big ...'. 
It turned out that only in case of the predictive (not negated) stories, there was an effect of gender 
congruity at the prenominal adjective. Since the two versions of the context differed only 
minimally, Otten et al. concluded that predictions are not brought about by word-based automatic 
priming (e.g., from 'religious' to 'cross'), but rather they result from the message conveyed by the 
discourse. 
Finally, Szewczyk and Schriefers (2013) demonstrated that predictions are not confined to one 
specific highly likely lexical item at a time. Rather, several words belonging to a contextually 
supported semantic category can be preactivated in parallel. Szewczyk and Schriefers presented 
Polish participants with short stories that made a semantic category of nouns — animate or 
inanimate — highly likely at a specific point in the story-final sentence. They built their experiment 
on the general logic of the studies described above. Their materials exploited a property of the 
gender system of Polish that differentiates between masculine-animate and masculine-inanimate 
gender. In one condition, they presented stories in which no single noun is highly likely (i.e. no 
single noun had a high cloze probability), but all sensible noun completions belong to the category 
of either animate nouns or inanimate nouns. They demonstrated that the language 
comprehension system reacts differently to prenominal adjectives marked with prediction-
consistent and prediction-inconsistent gender suffixes.  
In sum, all the above-mentioned studies give important insights into the mechanism of sentence 
processing, by showing that, at least at specific positions in sentences, the language 
comprehension system actively predicts the likely input, based on the message conveyed by the 
prior context. This, as we noted, is a big step forward. Here we want to extend these findings, by 
addressing the question what the consequences of making predictions are for language 
processing.  
4.2.3. The present study 
The present study was set up to test how having a prediction affects sentence processing. As we 
already noted above, it is impossible to determine when precisely a reader or listener of a 
sentence potentially generates a prediction. We, therefore, decided to artificially induce such a 
prediction. This allows us to test how the sentence following this induced prediction is processed, 
relative to a situation when no such explicit prediction is present. We presented participants with 
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short stories. In half of the items (expectancy condition), just before the last sentence of the story, 
participants were given a word, and they were informed that this word was going to appear in the 
next sentence. In the other half of the items, such predictive information was not given (no-
expectancy condition). The stories were identical in both conditions, but only in the expectancy 
condition there was an expectation set up for a specific word (this word will hereafter be referred 
to as the target word). Contrary to typical ERP experiments on sentence processing, which 
measure ERPs only on one selected point in a sentence, here we are also interested in all words 
of the story-final sentence that precede the target word (hereafter referred to as intervening 
words, because in the expectancy condition these words intervene between the expectancy 
inducing information and the target word). This allows us to address the question whether the 
intervening words are processed differently in the expectancy and no-expectancy conditions. 
Our method of inducing predictions is admittedly artificial, and the predictions it produces 
presumably differ in a few aspects from those occurring in natural circumstances. First, our 
induced predictions occur at the level of a single specific lexical unit, whereas natural predictions 
occur with such a specificity only when contextual constraints are extremely high (DeLong et al., 
2005). Second, the position at which we induce the prediction – just before the first word of the 
story-final sentence — is not necessarily the point at which the prediction would arise naturally. 
And lastly, once a natural prediction turns out to be wrong, it is likely to be either dropped or 
adjusted, whereas in our study participants can stay assured that the predicted word will appear, 
no matter how strange it may seem at any point in the story-final sentence. However, as we have 
already noted, this sacrifice in ecological validity opens up the possibility to test the consequences 
of predictions across several words, and not just at one specific word that either agrees or 
disagrees with some aspect of the predicted word (e.g., grammatical gender of a predicted noun). 
Because of the potential differences between the expectancy manipulation and natural 
predictions, throughout this paper we will consistently use the term "expectancy" to refer to our 
experimental manipulation, and use "prediction" as a more general term for what presumably 
happens in natural situations.  
In order to increase our control over how maintaining an injected expectation interacts with 
processing of the unfolding sentence, we also manipulated whether the target word is 
semantically congruent with the preceding story at the moment of its presentation as a part of 
the story-final sentence. This led to a 2x2 factorial design, with the factors Expectancy (participants 
are cued vs. not cued about the target noun before the onset of the story-final sentence), and 
Congruity (the target noun is congruent vs. incongruent with the story). In the following we will 
refer to the resulting four conditions as expectancy congruent (abbreviated as E-C), no-expectancy 
congruent (NE-C), expectancy incongruent (E-IC) and no-expectancy incongruent (NE-IC).  
In the NE-C and the NE-IC conditions, no explicit expectation is induced and the stories are 
identical up to the presentation of the target word. They should thus elicit identical ERP responses 
at all intervening words (which will serve as a baseline for the expectancy conditions). Only at the 
target word position, the standard ERP response to semantic incongruities (i.e. an N400 effect) 
should arise for the NE-IC condition, relative to the NE-C condition (see 4.2.5. below for specific 
ERP predictions).  
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In the E-C and the E-IC conditions, an expectation of the target word is set up just before the onset 
of the story-final sentence. Therefore, the two conditions differ from each other at two points: at 
the expectation injection point, and at the point at which the target word is presented as a part of 
the story-final sentence. Because in the expectancy conditions the target word is known from the 
beginning of the story-final sentence, its congruity may be apparent to participants already during 
the presentation of the intervening words. This is likely to be the case, because the sentences 
preceding the story-final sentence provide quite a lot of semantic context. That context in 
conjunction with the intervening words of the story-final sentence might fit the target word in the 
E-C condition, and not fit the target word in the E-IC condition. It is an open question how this 
might affect the processing of the intervening words. One possibility is that the processing of the 
intervening words in the E-C condition might be facilitated, because the expected word hints at 
the direction in which the story might be developing. Conversely, the E-IC condition might lead to 
processes parallel to those when people make a mis-prediction in natural language processing. 
Then, the intervening words might be harder to access, retrieve or integrate. Alternatively, the 
language comprehension system might try to inhibit the wrong expectation. We will come back to 
this issue when discussing specific ERP components that might reflect these processes. 
4.2.4. Prediction-related components of event-related potentials 
Having introduced the two basic manipulations of our study, Expectancy and Congruity, in the 
remainder of the Introduction we will focus on the ERP components that might be elicited by 
predictions. In the literature, a few ERP components have been shown to reflect facilitation or 
costs of word processing, ensuing from context manipulation. 
4.2.4.1. N400 
The first ERP component is the N400, a centro-parietally distributed, negative-going component 
peaking at around 400 ms after presentation of words, and other meaningful stimuli. The 
component reflects incremental semantic processing: it is most pronounced for the first open-
class word of a sentence, and progressively becomes smaller, as the semantic context builds up 
and constrains subsequent words (Van Petten, 1993; Van Petten & Kutas, 1990, 1991). Likewise, 
when the amount of contextual support is systematically manipulated (as indexed by a target 
word's cloze probability), cloze probability strongly (inversely) correlates with the amplitude of the 
N400 for that word, i.e. it becomes smaller for more probable words (DeLong et al., 2005; Kutas & 
Hillyard, 1983).  
The amplitude of the N400 is independent of manipulations of contextual constraint strength. 
Constraint strength refers to the fact that a target word with, for example, a given low cloze 
probability can have only one alternative completion with a high cloze probability (high constraint 
strength, e.g. 'The bill was due at the end of the hour.', where 'month' would be the most probably 
completion) or a lot of alternative completions that also have a low cloze probability (low 
constraint strength, e.g. 'He was soothed by the gentle wind.'). The former case is referred to as 
high constraint strength while the latter case is referred to as low constraint strength. It has been 
shown that high and low constraint strength lead to an N400 of equal amplitude (Kutas & Hillyard, 
1984).  
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Together, these findings show that the amplitude of the N400 is not modulated by the presence 
of highly predictable competitors, and thus does not reflect any sort of processes inhibiting 
competitors of the target word. Rather, it appears to solely depend on how much support a word 
receives. The currently dominant view holds that the amplitude of the N400 reflects the difficulty 
of accessing and/or constructing the conceptual representation of the target word in a given 
context. The difficulty is reduced when the representation corresponding to the word is already 
active in working memory. Typically, such preactivation is incrementally built up by the preceding 
discourse (Kutas & Federmeier, 2011; Lau, Phillips, & Poeppel, 2008; Van Berkum, 2009). 
4.2.4.2. P600 
Two components that occur after the N400 have also been considered in the context of 
predictions. The P600, a late positive-going waveform with a parietal scalp maximum, has been 
found in response to a wide range of syntactic violations (like phrase structure violations, subject-
verb agreement violations, verb inflection violations, case inflection violations, wrong pronoun 
inflections), in response to increased syntactic complexity, and in response to non-preferred 
syntactic structures (see Kutas et al., 2006; Osterhout, Kim, & Kuperberg, 2012). A lot of 
controversy has been sparked off by recent reports showing a P600 in response to apparent 
semantic violations, for example in so-called semantic reversal anomalies (e.g., Hoeks et al., 2004; 
Kim & Osterhout, 2005; Kim & Sikos, 2011; Kolk et al., 2003; Kuperberg, Caplan, Sitnikova, Eddy, & 
Holcomb, 2006; Kuperberg, Kreher, Sitnikova, Caplan, & Holcomb, 2007; Stroud & Phillips, 2012; 
van Herten et al., 2006, 2005), or even in plain semantic violations (Kuperberg, 2007; Szewczyk & 
Schriefers, 2011; Van Petten & Luka, 2012). Kutas et al. (2011) recently discussed the P600 in the 
context of prediction. They theorized that the component likely reflects extra processing that is 
needed when an accrued contextual representation must be overridden, revised, inhibited or 
reanalyzed. They thus suggest that it can be viewed as a "mis-prediction consequence" (see also 
Van Petten & Luka, 2012) for a similar proposal). 
4.2.4.3. Anterior Positivities 
Another component, a late positivity with a frontal distribution, occurring in response to 
unexpected but plausible completions of high-constraint contexts, has also been interpreted as 
an index of revision (Delong, Urbach, Groppe, & Kutas, 2011; Federmeier, 2007; Thornhill & Van 
Petten, 2012; Van Petten & Luka, 2012). In order to understand when this positivity is observed, 
one has to differentiate between cloze probability and constraint strength. According to DeLong 
et al. (2011), the component arises in high-constraint contexts (which lead to a strong lexical 
prediction), when, instead of the highly expected high-cloze word, an unexpected but plausible 
word is presented. DeLong et al. demonstrated that the amplitude of the component is positively 
correlated with cloze probability, i.e. it gets more negative with decreasing cloze probability of the 
presented word. This component differs from the N400 in a number of aspects: it occurs 
subsequently to, or partly overlaps with the N400, and it is present only in high-constraint 
contexts. This late positivity has been interpreted as indicating the cost of mis-prediction (DeLong, 
Quante, et al., 2014; Federmeier et al., 2007; Van Petten & Luka, 2012). That is to say that while a 
low-cloze target word leads to an N400 because it is not strongly facilitated by the context, in a 
high-constraint context such a low-cloze word in addition leads to a frontal positivity, because the 
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high-cloze word that is predicted on the basis of the high-constraint context must be inhibited or 
revised when reading the actual low-cloze target word. 
4.2.5. Expected outcomes 
From the above list of ERP effects, the N400 seems to be most directly applicable to our study. If 
having an expectation does facilitate processing of the intervening words (as might be the case in 
the E-C condition), we should see a reduction in the N400 amplitude evoked by the intervening 
words. Conversely, if having expectations hinders the process of lexical access and integration of 
intervening words, we should observe an amplification of the amplitude of N400 elicited by 
intervening words for the E-C and E-IC, relative to the NE-C and NE-IC conditions. 
The ERPs elicited by the target word should reveal what actually happens when the expected 
element finally comes up. In the no-expectancy conditions, the actual target noun is either 
congruent or incongruent with the preceding story. This is a standard semantic violation 
manipulation, and it should lead to a standard N400 effect for target nouns in the NE-IC condition, 
relative to the NE-C condition. Much more interesting is the contrast between the congruent and 
incongruent nouns in the expectancy condition (E-C vs. E-IC). For nouns in the E-C condition we 
predict a full reduction of the N400 amplitude, because these words are activated both by the 
congruent context, and by the injected expectation. In contrast, nouns in the E-IC condition can 
only be activated by the expectation. ERPs to these nouns should thus show the extent to which 
predictions are suppressed as a result of processing a sentence that is semantically incongruent 
with the predicted word. If target nouns in E-IC condition do not lead to a reduced N400 amplitude, 
it will indicate that their initial activation was completely suppressed in the course of processing 
the intervening words.  
In the considerations above, we focused on the N400 component, and omitted the other two ERP 
components. Since these components index costs of commitment to a wrong prediction, we do 
not expect them to occur at the intervening words. We expect that, if anywhere at all, these 
components will show up at the target word. We will defer a discussion of these components to 
the General Discussion. 
4.3. Materials and methods 
4.3.1. Participants 
We recruited 36 right-handed native speakers of Polish (26 women and 8 men, mean age 21 years, 
and range 18-28 years) from the subject pool of the Institute of Psychology at the Jagiellonian 
University in Kraków, Poland. None had experienced neurologic trauma or had any neurologic 
impairment. 
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4.3.2. Materials 
160 short stories, consisting of 2 to 6 sentences, were constructed. The final sentence of each 
story contained a transitive verb, followed by a direct object noun (the target word), and at least 
one additional word. The story-final sentences had SVO structure — the canonical word order for 
Polish. In order to prevent subjects from strategically adapting to a constant number of 
intervening words (i.e. words that follow the expectation injection point, but precede the 
occurrence of the target word itself) and to a fixed position of the target noun in the story-final 
sentence, we varied the number of the intervening words (mean 5.6, range 2-11, SD 2.26). 
In a paper-and-pencil cloze test, each story was truncated in the story-final sentence just before 
the target word and was shown to at least 15 participants, who were asked to complete the story 
with the first word(s) that came to their mind. In all stories, the target word was among the two 
best completions proposed by the cloze test participants. The average cloze score for the target 
nouns was 0.54, range 0.06 - 1.0020, SD 0.27. 
From each of the resulting 160 congruent items, an incongruent item was derived. These 
incongruent items contained a direct-object noun in the story-final sentence that was incongruent 
with the preceding part of the story. These semantic incongruities were introduced by reassigning 
target nouns from a given story, to the position of the target noun in a different story. The cloze 
test and inspection by the experimenter confirmed that the new combination of story and target 
noun resulted in a semantic violation. Up to the target word, the story final sentences were 
identical across the congruent and incongruent conditions. Appendix D gives examples of stories 
and story-final sentences in the congruent and incongruent conditions.  
Each item was prepared in two versions: expectancy and no-expectancy (for details, see 4.3.3., 
Procedure), constituting the Expectancy factor. This construction of the materials resulted in an 
experimental design with 2 crossed factors: Congruity (context and target noun are semantically 
congruent versus incongruent) and Expectancy (the reader knows the target word prior to the 
presentation of the story final sentence or not). The resulting 640 items were divided into 4 
experimental lists of 160 items. Each list included 40 items from each of the 4 cells resulting from 
crossing the Congruity and Expectancy factors. Each context story and each target word was used 
in a list only once. 
In order to make the stories more natural to read, we increased the proportion of congruent items 
by adding 40 congruent filler items to each list. The filler items had the same structure as the 
experimental items; 20 of these filler items had the expectancy inducing information presented 
just before the story-final sentence, while in the other 20 items no such information was given. 
The critical and filler items were presented in a randomized order. 
                                                                        
20 The broad range of cloze probability values is due to the fact that the target words occur in stories with a 
broad range of constraint strength values. Within each context, the congruent target word is one of the most 
likely words, and thus is highly plausible with respect to its context. 
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4.3.3. Procedure 
Participants were seated in a dimly-lit, sound-attenuated room. Stimuli were presented on a 17" 
CRT screen, in white letters on a dark-grey background. Participants were seated approximately 
70 cm from the screen. 
Each item was presented in two parts. The first part was presented all-at-once, and consisted of 
all sentences of the story, except the final sentence. These sentences remained on the screen until 
the participant pressed the spacebar key, indicating that s/he had finished reading the sentences. 
After the spacebar press, the screen went blank for 1300 ms. 
After the blank period, in the E-C and E-IC conditions participants saw the following information: 
'In the upcoming sentence you will see the following word:', with the target word of the story final 
sentence displayed in the next line. The target word was presented in the same grammatical form 
as it appeared in the story final sentence (i.e. in accusative case). The target word was displayed 
in brackets, using a font that was 50% larger than the font used for displaying the story. This 
presentation mode of the target word was chosen in order to clearly distinguish the expectancy-
inducing information from the story. The information was displayed for 2 seconds, followed by 1 
second of blank screen. From this moment on, the presentation sequence for the expectancy and 
no-expectancy conditions were the same. 
After the blank period preceding the first word of the story final sentence, a fixation marker ('+++') 
was presented in the center of the screen for 500 ms, followed by a 500 ms blank, and by the 
word-by-word presentation of the final sentence. Each word was displayed for 300 ms, centered 
in the middle of the screen, followed by a 200 ms blank interval. Prepositions were displayed in 
the same frame as the word following them; similarly, reflexive verbs were displayed together 
with the reflexive pronoun ('się'). The main verb and the target noun were always displayed 
without any accompanying words. 1500 ms after the offset of the last word of the final sentence, 
presentation of the lead-in sentences of the next trial started. The number of displayed frames 
(words or pairs of words displayed together) between the onset of the story final sentence and 
the target noun varied across items (mean: 4.8, range 2-10, SD: 1.9). Merging some content words 
with adjacent function words was meant to ease reading by avoiding presentation of very short 
function words alone. In the remaining part of this paper, we will refer to all display frames as 
"words". 
Participants were instructed to read all items carefully, to remain still, and to avoid eye-
movements and blinks in the period between the presentation of the expectancy information and 
the end of the story final sentence. They were also told that, after the experiment, they would 
have to perform a sentence recognition test. The test was introduced to ensure that participants 
maintained their attention while reading the stories. The recognition test consisted of 30 
sentences; 10 sentences were identical to the story final sentences of the actually presented items, 
10 were similar (a story final sentence with an opposite Congruity value), and 10 completely new. 
Participants were asked to assign the sentences to one of these three categories (identical, similar, 
or new). The 20 items from which the identical and similar sentences were taken were equally 
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distributed among the 4 experimental conditions. 
The experiment started with a short training session consisting of 6 items. After each block of 50 
items, participants were offered a break. The complete experiment (including electrode 
placement and removal and the off-line recognition test) lasted approximately 2 hours. 
4.3.4. EEG recording 
EEG was recorded from 32 scalp sites by means of AgAgCl active electrodes (BioSemi Active-Two 
system) mounted in an elastic electrode cap (Electrocap International) at standard 10-20 system 
locations. Recordings were referenced to the C1 electrode and re-referenced off-line to the mean 
of the left and right mastoids. The vertical EOG was monitored with two electrodes placed below 
and above a participant's right eye, and horizontal EOG was recorded from electrodes at the outer 
canthi of the eyes. The recordings were digitized online at 256 Hz. EEG was filtered off-line with a 
high-pass filter (0.2 Hz), to exclude slow-signal drifts. 
Epochs from the continuous EEG in the interval between 0 and 900 ms with respect to the onset 
of the words of interest were averaged and analyzed. We analyzed the EEG without performing 
any baseline corrections. A valid baseline would have to be based on the time-window preceding 
the point in which the procedure for the expectancy and no-expectancy conditions diverged. 
However, in many items and participants, this time-window contained movement-related 
artifacts. Furthermore, many words which we analyzed occurred long after this potential baseline 
time-window (for example, in more than half of the items, the critical noun in the expectancy 
conditions would be separated from the baseline time-window by 7 seconds or more). As a 
consequence, any artifact occurring in this long time-period would require to remove the whole 
item from the analysis, which would have led to a massive data-loss (for other studies using similar 
baseline-free analyses, see e.g. Choudhary, Schlesewsky, Roehm, & Bornkessel-Schlesewsky, 
2009; Wolff, Schlesewsky, Hirotani, & Bornkessel-Schlesewsky, 2008)21. 
Systematic artifacts resulting from eye-movements, blinks and motor artifacts were filtered out 
using a procedure based on ICA (Delorme, Sejnowski, & Makeig, 2007; Jung et al., 2000). Segments 
containing non-stationary artifacts (such as skin potentials, or artifacts resulting from head-
movements) were manually rejected. On average 5% of trials was rejected. They were equally 
distributed across the experimental conditions.  
Six subjects were excluded from further analysis because of excessive alpha activity or poor EEG 
recording quality; another two subjects were excluded due to very poor results in the recognition 
test (14 and 12 errors in 30 items). This left twenty-eight participants for the final analysis. 
                                                                        
21  A parallel analysis performed using baselines directly preceding the point of divergence between the 
expectancy and no-expectancy conditions yielded a similar, although much noisier and less reliable pattern of 
results. 
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4.4. Results 
4.4.1. Performance on the recognition test 
On average, participants correctly classified 22.5 of the 30 sentences presented in the recognition 
test (range: 17–29, SD: 3.7), indicating that they read the items attentively. 
We also tested whether the correct classification of the identical and similar sentences depended 
on the experimental condition in which these items were seen. To this end, for each participant 
and each of the four experimental conditions we computed a separate recognition score, based 
on the number of correctly classified sentences (the maximum possible score was 5). We entered 
these recognition scores into a repeated-measures ANOVA with Expectancy and Congruity as 
factors. This analysis yielded a significant main effect of Congruity [F (1, 27) = 7.88, p < 0.01]. Test 
sentences derived from items in the congruent condition more often were classified correctly than 
test sentences derived from items in the incongruent condition (mean scores 3.84 and 3.4, for 
congruent and incongruent conditions, respectively). There was no effect of Expectancy and no 
interaction of Expectancy and Congruity. 
4.4.2. Analysis of ERP data 
In this study, we test whether readers process linguistic input differently when they have a strong 
lexical or semantic expectation, relative to when no such expectation is induced. Therefore, we 
measured ERPs to all words of the story-final sentence that preceded the target noun (the 
intervening words). In addition, we tested the effects of expectancy on the target noun itself. An 
initial analysis showed that the effects of Congruity and Expectancy on the intervening words 
varied with respect to the words' serial position in the story-final sentence. Therefore, in all our 
analyses we take into account the intervening word's position in the sentence. However, since the 
number of intervening words was not constant across items (in order to avoid strategies; for 
details see 4.3.2. above, Materials), it was impossible to compute continuous ERP waveforms 
covering all intervening words, across all items. In order to capture the effects of our 
manipulations across items with varying number of intervening words, we selected three critical 
positions: the first word of the story-final sentence, the main verb (in all but three items the main 
verb directly preceded the target word), and the word directly preceding the main verb. As a 
consequence, we had to discard from the analyses those items that had only two intervening 
words (12.5% of items). On these items, the same data would contribute to the analysis on the 
first word, and on the word directly preceding the verb. In addition to the intervening words, we 
analyzed the ERPs to the target word.  
The ERP analyses were conducted separately for each of the three intervening word positions and 
for the target word, in 2 time-windows: the 300-500ms time-window (the time-window of N400 
effects), and 500-700ms (the time window of late positivities). We also tested the ERPs time-locked 
to the expectation injection point, to see if they differed between the E-C and E-IC conditions. In 
order to assess the topographic distribution of experimental effects, we added two topographical 
variables to the analyses: Anteriority (with 3 levels: anterior, central and posterior) and 
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Hemisphere (with 2 levels: left and right). The two variables delineated the scalp into 6 electrode 
clusters, each consisting of 4 electrodes. Figure 4.1 shows the assignment of electrodes to the 
electrode clusters.  
All analyses were conducted using multivariate analyses of variance (MANOVA), with the factors: 
Expectancy, Congruity, Anteriority and Hemisphere. Table 4.1 gives exact statistical values of all 
effects, in both time-windows, for the three intervening word positions (first word, word preceding 
the main verb, and main verb) and for the target noun. For the sake of brevity, in describing the 
results, we refer only to effects involving the factors Expectancy and/or Congruity.  
 
 
Figure 4.1. Position of electrodes entering statistical analyses: 24 electrodes divided into six clusters. 
4.4.2.1. First word of the story-final sentence 
Figure 4.2 shows ERPs from a representative set of electrodes, elicited by the presentation of the 
first word of the story-final sentence.  
Throughout the whole epoch, the ERPs for the NE-C and NE-IC conditions stayed on the top of 
each other. At the very beginning of the epoch, the ERPs for the E-C and E-IC conditions showed a 
centro-parietal positivity, relative to the NE-C and NE-IC conditions. This effect seems to be a spill-
over from the period between the expectation injection point (in the expectancy condition) and 
the onset of the story-final sentence. However, this positivity disappeared before 400ms.  
In the 280-700ms latency range, the ERP waveforms for the expectancy conditions (E-C and E-IC) 
gave rise to an antero-central negativity, relative to the no-expectancy condition (NE-C and NE-IC). 
In the late part of this time-window, the negativity for the E-IC condition was more pronounced, 
than in the E-C condition. Statistical analysis in the 300-500ms time-window revealed a significant 
main effect of Expectancy, and an interaction of Expectancy and Anterior-Posterior. Follow up 
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contrasts showed that the Expectancy effect was significant at the anterior and central electrode 
clusters (p < 10-4; p < 0.01, and p > 0.4 for anterior, central and posterior electrode clusters, 
respectively). 
 
Figure 4.2. ERPs to the first word of the story-final sentence, broken down by Expectancy and Congruity (NE-C – 
bold black, NE-IC – bold red, E-C – thin black, E-IC – thin red). 
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Analysis in the 500-700ms latency range again shows a main effect of Expectancy, qualified by an 
interaction of Expectancy and Anterior-Posterior. Follow-up t-tests reveal that while the 
Expectancy effect is still driven mainly by the anterior and central electrode clusters (p < 0.001), in 
this time-window it also extends to the posterior electrode clusters (p < 0.05). There is also an 
interaction of Expectancy and Congruity that stems from the E-IC condition being more negative 
than the E-C and NE-IC conditions (p < 0.05 and p < 0.0001, respectively). The differences between 
the NE-C and NE-IC conditions, as well as between the E-C and E-IC conditions are not significant 
(ps > 0.1). In sum, at the first word of the story-final sentence, Expectation leads to an antero-
central negativity, which lasts longer in the E-IC than in the E-C condition. 
 
    First word Main verb - 1 Main verb Target noun 
Effect Df   300-500 500-700 300-500 500-700 300-500 500-700 300-500 500-700 
E (1, 27)   14.21*** 13.73***  12.56**  11.67** 85.56*** 15.02*** 
C (1, 27)       15.05*** 28.69*** 24.81***  
AP (2, 26)   18.56*** 3.77* 8.43** 5.06* 16.88*** 12.43*** 4.76* 15.22*** 
H (1, 27)     17.83***  10.88** 15.54*** 4.62*  
E * C (1, 27)    9.66**   14.36*** 35.46*** 46.50*** 31.09*** 
E * AP (2, 26)   10.18*** 4.28* 5.00* 10.17*** 6.50** 5.12* 46.10*** 6.75** 
C * AP (2, 26)       4.14* 4.84* 25.24***  
E * H (1, 27)          12.80** 
C * H (1, 27)     5.54* 4.43*    8.05** 
AP * H (2, 26)     7.53**  7.18**   3.86* 
E * C * AP (2, 26)       4.35* 3.95* 22.82*** 31.83*** 
E * C * H (1, 27)        5.77*   
E * AP * H (2, 26)           
C * AP * H (2, 26)           
E * C * AP * H (2, 26)           
Table 4.1. F- and p-values of MANOVAs, for the 300-500ms and the 500-700ms time-windows, for words at the 
three intervening word positions and the target noun in the story final sentence. 
4.4.2.2. Word directly preceding the main verb of the story-final sentence 
Figure 4.3 shows the ERPs evoked by the word directly preceding the main verb, broken down by 
Expectancy and Congruity. The epoch started with a centrally-distributed negativity for the E-C 
and E-IC conditions, relative to the NE-C and NE-IC conditions, that lasted until 150ms. This 
negativity was probably a spill-over of an Expectancy effect occurring at a previous (not analyzed) 
word. At around 380ms the negativity reappeared, and lasted until 600ms for the E-C condition, 
and 700ms for the E-IC condition. The negativity had a central distribution, and was slightly more 
pronounced for the E-IC condition, especially in its later part. The MANOVA for the 300-500 ms 
time-window showed an interaction of Expectancy and Anterior-Posterior. Resolving the 
interaction by Anterior-Posterior showed that the effect of Expectancy reached significance only 
for the central electrode clusters (p = 0.17, p < 0.05 and p = 0.13 for anterior, central, and posterior 
electrode clusters, respectively). There was also an interaction of Congruity and Hemisphere, but 
when we followed it up, Congruity failed to show a significant effect at any level of Hemisphere (p 
= 0.09 and p = 0.78 for left and right electrode clusters, respectively).  
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Figure 4.3. ERPs to the word preceding the main verb of the story-final sentence, broken down by Expectancy 
and Congruity (NE-C – bold black, NE-IC – bold red, E-C – thin black, E-IC – thin red). 
Analysis in the 500-700ms time-window showed a main effect of Expectancy, qualified by an 
interaction of Expectancy and Anterior-Posterior. Follow-up analyses revealed that Expectancy 
was significant at all levels of Anterior-Posterior, but most prominently at the central electrode 
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clusters (p < 0.05, p < 0.001, and p < 0.01, for anterior, central, and posterior electrode clusters, 
respectively). An interaction of Congruity and Hemisphere was also present in this latency range. 
Resolving this interaction showed a significant effect of Congruity over the left, but not over the 
right electrode clusters (p < 0.05 and p = 0.32, respectively). Visual inspection of the ERPs suggests 
that the effect is primarily carried by the E-IC condition, being the most negative over the left 
electrode clusters. 
In brief, similarly to the first word of the story-final sentence, both the E-C and the E-IC condition 
showed a negativity, relative to the NE-C and the NE-IC conditions. Also similarly to the first word, 
the negativity remained longer in the E-IC condition than in the E-C condition, but in contrast to 
the first word, the negativity at this position had a central distribution. 
4.4.2.3. The main verb of the story-final sentence 
The epoch for the main verb started with a spill-over effect from the preceding word: a negativity 
for the E-IC and E-C conditions which lasted until 200ms (see Figure 4.4). After 300ms, the ERP 
waveforms for the expectancy conditions diverged: the E-IC condition led to a centro-parietal 
negativity, while the E-C condition elicited a centro-parietal positivity, relative to the no-expectancy 
conditions (NE-C and NE-IC). Statistical analysis in the 300-500ms latency range revealed a main 
effect of Congruity and an interaction of Congruity and Expectancy that was further qualified by 
three interactions with Anterior-Posterior: an interaction of Expectancy and Anterior-Posterior, an 
interaction of Congruity and Anterior-Posterior, and an interaction of Expectancy, Congruity and 
Anterior-Posterior. Resolving the highest-level interaction confirmed that waveforms for the two 
no-expectancy conditions (NE-C vs. NE-IC) did not differ from each other at any level of the 
Anterior-Posterior factor (ps > 0.52). They also revealed that E-IC was more negative than NE-IC 
across the whole scalp, and the difference was most pronounced at central and posterior 
electrodes (frontal: p < 0.05, central: p < 0.001, posterior: p < 0.001), whereas E-C was significantly 
more positive than NE-C at posterior electrodes only (frontal and central: p < 0.1; posterior: p < 
0.01).  
A very similar pattern characterized the ERPs in the 500-700ms time-window. Main effects of 
Expectancy and Congruity were accompanied by a significant interaction of Expectancy and 
Congruity, which was further modulated by three interactions with Anterior-Posterior: an 
interaction of Expectancy and Anterior-Posterior, an interaction of Congruity and Anterior-
Posterior, and an interaction of Expectancy, Congruity and Anterior-Posterior. Following up the 
highest-level interaction revealed that also in the 500-700ms time-window the NE-C and NE-IC 
conditions did not differ from each other (ps > 0.42), the E-IC condition led to a centro-parietal 
negativity, relative to the NE-IC condition (p < 0.001 for anterior electrode cluster; p < 10-5 for 
central and posterior electrode clusters), while the E-C condition led to a posterior positivity, 
relative to the NE-C condition (p = 0.36, p = 0.2, and p < 0.05, for anterior, central and posterior 
electrode clusters). There was also an interaction of Expectancy, Congruity and Hemisphere, 
caused by a larger effect of Expectancy in the congruent condition (E-C vs. NE-C) over the right (p 
< 0.05), relative to the left hemisphere (p = 0.24), with no differences in strength across the 
hemispheres of other effects: NE-C vs. NE-IC (ps > 0.2 over both hemispheres), and E-IC vs. NE-IC 
(ps < 10-5 for both hemispheres).  
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Figure 4.4. ERPs to the main verb of the story-final sentence, broken down by Expectancy and Congruity (NE-C 
– bold black, NE-IC – bold red, E-C – thin black, E-IC – thin red). 
Summing up, in contrast to the preceding words, the presentation of the main verb drove 
waveforms for the E-C and E-IC conditions in opposing directions: the E-IC condition led to a 
centro-parietal negativity, while the E-C condition led to a centro-parietal positivity, relative to the 
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no-expectancy conditions (NE-C, NE-IC).  
4.4.2.4. The target noun 
As can be seen in Figure 4.5, at the target noun the data patterned in a radically different way than 
at the verb. First we will focus on the effect of Congruity in the no-expectancy conditions. 
Throughout all intervening words the ERP waveforms from the NE-C and NE-IC conditions 
remained on top of each other. This pattern changed 200ms after the presentation of the target 
noun, when the ERP in the NE-IC condition showed a centro-parietal negativity relative to the NE-
C condition, reflecting the standard N400 effect to semantic incongruities. At around 680ms after 
the presentation of the target word, the negativity turned into a posteriorly distributed positivity 
for NE-C relative to NE-IC (a P600 effect), which remained until the end of the recorded epoch. 
In the expectancy conditions (E-C and E-IC), the Congruity manipulation had a clearly different 
effect. The ERP waveform in the E-C condition started with a centro-parietal positivity, relative to 
the NE-C condition (a spill-over from the preceding word). The positivity continued until 450ms, 
reaching its maximum in the 300-400ms latency range. After 450ms the waveforms for E-C and 
NE-C conditions aligned, except for left-central electrodes, where in the 450-750ms time-window 
the E-C condition led to a weak left-central negativity, relative to the NE-C condition. The ERP 
evoked in the E-IC condition also began with a spill-over effect from the previous word — a centro-
parietally distributed negativity (relative to the NE-C condition) that lasted until 250ms after the 
target noun onset. After 300ms, the E-IC waveform gave rise to a widely distributed positivity, both 
at anterior and posterior loci. The ERPs for the E-IC and NE-IC conditions aligned at 550 ms at the 
anterior electrodes, and at 700ms at the posterior electrodes.  
The statistical analysis in the 300-500ms time-window showed main effects of Congruity and 
Expectancy, and a significant interaction of Congruity and Expectancy. These effects were further 
qualified by three interactions with Anterior-Posterior: an interaction of Expectancy and Anterior-
Posterior, an interaction of Congruity and Anterior-Posterior, and a 3-way interaction of 
Expectancy, Congruity and Anterior-Posterior. Follow-up analyses revealed that the Congruity by 
Expectancy interaction was significant at all three levels of Anterior-Posterior (p < 0.0001, p < 10-7 
and p < 10-5 for anterior, central and posterior electrode clusters, respectively). t-tests confirmed 
the centro-parietal distribution of the N400 effect between the NE-C and NE-IC conditions (p < 
0.001, p < 10-10 and p < 10-9 for anterior, central and posterior electrode clusters, respectively). In 
addition, the E-C condition led to a centro-parietal positivity, relative to the NE-C condition, 
showing a significant effect at the central (p < 0.01) and posterior (p < 0.001), but not at the anterior 
electrode cluster (p = 0.75). Finally, the E-IC condition was more positive than the E-C condition, 
but only at antero-central electrodes (p < 0.01, p < 0.05, and p = 0.16 for anterior, central and 
posterior electrode clusters, respectively).  
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Figure 4.5. ERPs to the target noun, broken down by Expectancy and Congruity (NE-C – bold black, NE-IC – bold 
red, E-C – thin black, E-IC – thin red). 
Analysis in the 500-700ms latency range revealed a main effect of Expectancy, which was further 
qualified by three interactions: an interaction with Congruity, an interaction with Anterior-
Posterior, and by a 3-way interaction with Congruity and Anterior-Posterior. The interaction of 
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Expectancy and Congruity was significant at the central and posterior electrode clusters (p < 10-6 
and p < 10-5, respectively), and marginally significant at the anterior electrode clusters (p = 0.07). 
Additional t-tests showed that in the 500-700ms time-window, the NE-IC condition was still more 
negative than the NE-C condition (a late part of the N400 effect; significant only at the central and 
posterior electrode clusters: p < 0.05, but not at the anterior electrode clusters: p = 0.32). They 
also showed that the E-C condition was significantly different from the NE-C condition only at the 
central electrode cluster (p < 0.05; p > 0.2 for other clusters), reflecting the negativity at the left-
central electrodes for the E-C condition relative to the NE-C condition. Finally, the t-tests confirmed 
that the E-IC condition remained more positive than the three remaining conditions in the 500-
700 ms time-window (when tested against E-C: ps < 0.001 for the central and posterior electrode 
clusters; p < 0.01 for the anterior electrode clusters). There were also two significant interactions 
of Congruity and Expectancy with Hemisphere. These interactions were caused by the distribution 
of the late part of the N400 effect for the NE-IC waveforms that was shifted to the right: overall, 
the no-expectancy conditions (NE-C and NE-IC, in the interaction of Expectancy and Hemisphere) 
and the incongruent conditions (NE-IC and E-IC, in the interaction of Congruity and Hemisphere) 
were more negative over the right, relative to the left hemisphere (ps < 0.01), with no difference 
between the hemispheres for the expectancy conditions (E-C and E-IC, in the interaction of 
Expectancy and Hemisphere; p = 0.66) and for the congruent conditions (NE-C and E-C, in the 
interaction of Congruity and Hemisphere; p = 0.79).  
To sum up, relative to the NE-C condition, the NE-IC condition led to a N400-P600 complex, 
whereas both the E-C and E-IC conditions initially yielded a centro-parietal positivity. In case of the 
E-IC condition the positivity remained until the end of the epoch, while in the E-C condition it ended 
at 450ms. In addition, the E-IC condition came with a concomitant anterior positivity in the 300-
550ms time-window, while the E-C condition briefly became negative in the 450-750ms over left 
central electrodes, relative to the no-expectancy conditions. 
4.4.2.5. The expectation injection point 
The ERPs time-locked to the presentation of the expectancy inducing information (i.e. to the 
announcement of the target noun, before the onset of the story-final sentence presentation) are 
given in Figure 4.6, broken down by Congruity.  
The Figure reveals that already at this moment, participants differentiated between target nouns 
that in the end turned out to be congruent, and those that turned out to be incongruent. This 
effect took the form of a centro-parietal negativity (more pronounced over the left hemisphere) 
for incongruent nouns, relative to congruent ones, starting at 300ms, and continuing to the end 
of the epoch. We entered the average ERP amplitudes in the 300-900ms time-window into a 
MANOVA, with the factors Congruity, Anterior-Posterior and Hemisphere. The analysis revealed a 
significant effect of Congruity: F (1, 27) = 8.00; p < 0.01, as well as a significant interaction of 
Congruity with Anterior-Posterior: F (2, 26) = 5.41; p < 0.05, and an interaction of Congruity and 
Hemisphere: F (1, 27) = 4.68; p < 0.05. Follow-up t-tests revealed that the Congruity effect was 
significant at the central and posterior (ps < 0.01), but not at the anterior electrode clusters (p = 
0.1), and that the effect of Congruity was more pronounced over the left (p < 0.001) than the right 
(p < 0.05) hemisphere, confirming the centro-parietal, left-biased distribution of the effect. 
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Figure 4.6. ERPs to the expectancy injection point, broken down by Congruity (E-C – black, E-IC – red). 
With respect to topography and polarity, the Congruity effect resembles the N400 component. 
With respect to the time-course, it should be noted that it is likely to be contaminated by the way 
the expected word was presented. Since we initially did not intend to measure ERPs time-locked 
to the expectation injection point, the experimental procedure did not induce participants to fixate 
on the position where the target word was displayed (the fixation mark was only shown after the 
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expectation injection). Moreover, the information about the upcoming target word was 
accompanied with a lead-in sentence that could act as a visual distractor (see 4.3.3. above, 
Procedure). In consequence, participants often fixated on the target word only some time after it 
appeared on the screen, which, in turn, smeared out the ERP effect over the entire recorded 
epoch. For these reasons, the time-course of the Congruity effect at the expectancy injection point 
is not interpretable. 
4.5. Discussion 
Maintaining an explicit expectation had a very strong impact on the ERPs at all three positions of 
intervening words. This Expectancy effect varied with the serial position of the analyzed 
intervening word, and was modulated by Congruity. When compared against the two no-
expectancy conditions (which did not differ from each other at any of the intervening word 
positions), both the E-C and the E-IC conditions showed systematic effects at the intervening 
words. The latency of the effects was common across the three tested positions: all effects started 
at 300ms, and lasted until 600-700 ms (longer in case of the E-IC condition). However, the polarity 
and topography of the effects varied between the three intervening word positions: Before the 
main verb, both the E-C and E-IC conditions led to a negativity, whereas at the main verb the two 
conditions elicited effects with opposing polarity. With respect to the scalp distribution, at the first 
word of the story-final sentence the Expectancy effect had a fronto-central distribution, at the 
word preceding the main verb a central distribution22, and at the main verb a centro-parietal 
distribution. 
The ERPs time-locked to the expectation injection (which precedes the story-final sentence) 
differed, depending on the Congruity of the target noun. It thus appears that the target word's 
congruity status was available to participants from the very beginning of the story-final sentence. 
However, the process(es) responsible for the Expectancy effects before the main verb did not 
demonstrate much sensitivity to this information, as they elicited ERPs with negative polarity 
irrespective of the congruity of the target noun. Only at the main verb, sensitivity to congruity was 
observed: the polarity of the centro-parietal effects at the main verb varied as a function of 
congruity of the target noun. 
It should be noted, however, that the congruity manipulation reflects target word's perceived 
plausibility at the main verb, but not necessarily at positions preceding the main verb. This is a 
direct consequence of the fact that in the cloze probability test congruity of the target noun was 
determined right before the target noun's position in the story-final sentence (i.e. directly after 
the main verb in most items). It is thus possible that the ERPs to the intervening words preceding 
the main verb would show some plausibility-dependent variation, if one would use a more 
sensitive index of plausibility than just cloze probability, and if this plausibility measure would be 
                                                                        
22 The very early part of the ERP (0-200ms) for the word preceding the main verb also shows an Expectancy 
effect with a central distribution, suggesting that the Expectancy effect had the central distribution at least at 
two words preceding the main verb. 
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gathered for each of the analyzed intervening word positions separately. 
Of course, we know from the ERPs at the expectancy injection point that the in-/congruity of the 
target noun was already noticed there. However, this does not imply that the plausibility of the 
target noun at the expectancy injection point and the intervening words is the same as directly 
after the main verb. In fact, as we will see below, the target word's plausibility can vary 
substantially across the intervening word positions. 
Therefore, before we subscribe to the conclusion that the ERPs to the intervening words preceding 
the main verb are unaffected by the perceived plausibility of the target noun, we will gather 
additional data on the plausibility of the target noun at all four positions in the story-final 
sentence, for which we analyzed the ERPs. In doing so, we will mimic the knowledge that the 
participants of the ERP experiment had at the four positions of interest (for details see below). 
This measure of plausibility will allow us to move beyond a factorial design (with the dichotomous 
factor Congruity) and thus to reanalyze the ERP data in a more fine-grained way, applying a 
regression approach. In this approach, we can also account for the fact that, across the intervening 
words, the plausibility of the target word might develop differently for different experimental 
items (for details see below). 
4.6. Plausibility rating study 
In this section, we first describe how we acquired the additional plausibility data, and then proceed 
to an analysis of the original EEG data that takes into account these plausibility data. 
4.6.1. Methods 
4.6.1.1. Participants  
63 students of Jagiellonian University participated in the plausibility rating study. They had not 
participated in the EEG study or in the cloze tests. 
4.6.1.2. Materials and procedure 
Each item in the plausibility rating study consisted of the original story, truncated at one of four 
different positions in the story-final sentences (for details see below), paired with one of the two 
critical nouns. The stories were presented one per page, with 3 dots ('...') indicating the truncation 
point. Below each story, one of the target nouns associated with the story was given (the 
congruent or the incongruent target noun). The target noun was always given in the accusative 
case to reflect its function as a direct object, just as in the expectation-inducing information in the 
main ERP study. Each story was accompanied by a short instruction, asking participants to read 
the story carefully, and to assess how plausible it would be that the word that was given below 
the story might come up somewhere in the course of the truncated sentence (after the truncation 
point). The answers were given on a 7-point Likert scale, where 1 indicated that this word would 
make no sense in this sentence, and 7 indicated that this word would make perfect sense. 
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The truncation points occurred directly before the four positions of the story-final sentence for 
which we had analyzed the ERPs (see above): before the first word of the story-final sentence, 
before the word directly preceding the main verb, before the main verb, and after the main verb 
(recall that in all but three items the main verb directly preceded the target noun). 
Because each story was truncated at four different positions and could be paired with one of the 
two target words (the congruent and the incongruent target word), from each item of the original 
study eight items were derived for the plausibility rating study. The items were compiled into eight 
lists such that each list contained a version of all the original items, with all eight versions of each 
original item represented across the lists. Each list contained an equal number of stories truncated 
at each of the four positions, paired with an equal number of congruent and incongruent target 
nouns. 
In the instruction to the rating study, participants were given two examples of an item: one where 
the target noun perfectly fit the topic of the story (and thus was likely to be judged as very 
plausible), and another one, where the target noun did not fit the topic of the story. In order to 
make participants aware that the target noun does not have to occur directly after the truncation 
point, in both examples the stories where truncated at a position where the critical noun would 
not syntactically fit as the next word. In addition, participants were explicitly informed that they 
should assess whether the nouns could fit the sentence at any following position, including those 
that are separated from the truncation point by a few words. 
Participants were randomly assigned to the eight lists and each list was administered to at least 
five participants. The lists were delivered to participants in a MS Word file via email; the file 
contained instructions and examples, followed by the list of test items, one item per page. 
Participants were asked to provide the ratings in a text editor and send them back to the 
experimenter. 
Before filling out the plausibility rating test, all participants were asked to fill out a short cloze test. 
This test contained a number of stories of length and structure similar to the stories used in the 
present study. All stories in the cloze test were truncated directly before the direct object noun. 
Participants were asked to complete the stories with the first word that came to mind. This 
additional test was intended to make participants' experience similar to the experience of the 
participants in the main study, by getting them used to how direct object nouns (target nouns) can 
fit the story-final sentences. None of the stories used in the cloze test occurred in the plausibility 
test. 
4.6.1.3. Design of the reanalysis of the EEG data 
Plausibility scores were computed by averaging the plausibility ratings for each of the two possible 
target nouns (congruent or incongruent) for each item, at each of the four critical positions in the 
story-final sentence. Figure 4.7 shows that, in general, the congruent target nouns were judged as 
more plausible than the incongruent target nouns. This difference in plausibility scores was 
relatively constant across all positions. However, on the level of individual items considerable 
variance was present: For many items the plausibility scores varied substantially from position to 
108 
 
position, particularly in the incongruent items. 
 
Figure 4.7. Plausibility of the target word for each individual item at 4 different positions in the story-final 
sentence, broken down for congruent (green lines) and incongruent (red lines) target nouns.  
Until now, at each analyzed position we used Congruity of the target noun as a (dichotomous) 
approximation to the subjective plausibility of the target noun. Now, we can replace it by a graded 
and more sensitive variable, based on the plausibility ratings, and use it as a covariate in an 
ANVOVA. 
As in the original analysis, we analyzed the data at the three intervening words and at the target 
noun in two time-windows: 300-500ms and 500-700ms. We used the plausibility values obtained 
from stories truncated before a given position: for the first word of the story-final sentence, for 
the word preceding the main verb, and for the main verb we used plausibilities measured directly 
before these words, whereas for the target noun we used plausibilities measured directly after 
the main verb. For each position and time-window we ran an ANCOVA analysis, with Anterior-
Posterior and Hemisphere as within-item factors, Expectancy as a between-item factor, and 
Plausibility of the target noun as a covariate. The design used in these ANCOVAs is parallel to the 
original design, except for the fact that the two-level factor Congruity is replaced by the continuous 
factor (covariate) Plausibility. 
Note that the ANCOVA analysis is item-based, in contrast to subject-based MANOVA analyses used 
in the original design. Note also that since each item provides two plausibility values – the 
109 
 
plausibility of the target noun in the congruent and in the incongruent condition – the number of 
data points contributing to the ANCOVA analysis is twice the number of data points in the subject-
based MANOVA in the original design (280 in the new design vs. 140 in the original design). In 
reporting the results of the reanalysis with plausibility ratings, we will refer to these data points 
as items. 
To visualize the dependency between Plausibility and the average ERP amplitude, for each 
position and each time-window we show two figures. The first one (Figures 4.8A, 4.9A and 4.10A) 
shows ERPs on a representative set of electrodes, broken down by Expectancy and by a three-
level factor based on the trichotomized values of the plausibility ratings.23 
In the no-expectancy condition, the ANCOVA analyses did not show any effects involving 
Plausibility at the three positions preceding the target noun (just as Congruity did not have any 
effect in the factorial analyses). Therefore, to increase readability of the figures, for these positions 
we plot one average ERP waveform for the no-expectancy condition, instead of breaking it down 
into the 3 plausibility bins (the only exception is Figure 4.11A showing the ERPs for the target noun, 
where the 3 plausibility bins are given both for the expectancy and no-expectancy conditions). 
In addition, for each position, time-window and Expectancy level we plot a topographic scalp map 
of Pearson's correlation coefficients for the correlation between average ERP amplitudes and the 
continuous values of Plausibility of the target noun, computed for all 32 electrodes, with r-values 
in-between electrodes interpolated using triangulation (Figures 4.8B, 4.9B, 4.10B). 
In reporting the results of the reanalyses we will focus mainly on the effects involving Plausibility 
of the target noun. The main effect of Expectancy has already been described in the original 
analyses. As in the original analyses, we will only report effects that do involve experimental 
factors and will thus not report effects comprised of topographical factors only. 
 
 
 
 
 
                                                                        
23  We binned the plausibility ratings merely for visualization purposes (the statistical analyses used the 
continuous plausibility measure). To obtain the ranges of the bins used in trichotomization, for each item we 
averaged the plausibility ratings across the four positions. Next, we grouped these averaged values into three 
bins, such that each bin contained an equal number of items. These ranges were then used to trichotomize 
items at each of the four positions. Since plausibility scores of individual items showed substantial variation 
between positions, at each position different items were grouped into the three bins. This way of grouping does 
not yield an equal number of items in each bin at each position, but it allows to see whether the same values of 
Plausibility translate into variation of the ERPs in the same way across all positions. 
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4.6.2. Results of the reanalysis using plausibility data 
4.6.2.1. First word of the story-final sentence 
 
Figure 4.8A. ERPs evoked by the first word of the story-final sentence, broken down by Expectancy and 
Plausibility, for a representative set of electrodes. Legend: thin green/orange/red line: expectancy condition, 
high/med/low plausibility bin, respectively; bold grey line: no-expectancy condition averaged over 3 plausibility 
bins. 
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Figure 4.8A shows ERPs elicited by the first word of the story-final sentence, broken down by 
Expectancy and Plausibility. As can be seen, the ERPs for the expectancy condition gave rise to an 
antero-central negativity in the 300-500ms latency range for all three bins of Plausibility, with no 
systematic Plausibility-driven variation in the amplitude of the ERPs. In the 500-700ms time-
window the Expectancy effect declined, earlier for items in the high-plausibility bin, and later for 
items in the low-plausibility bin. The statistical analyses confirmed this observation (see Table 4.2 
for details), yielding a main effect of Expectancy and an interaction of Expectancy and Anterior-
Posterior in the 300-500ms time-window, with no interaction with Plausibility. This interaction, 
however, became significant in the 500-700ms time-window. A follow-up analysis shows that the 
Plausibility effect was present only for words in the expectancy condition. Scalp maps (Figure 4.8B) 
show that with increasing Plausibility, the ERPs in the expectancy condition became more positive. 
 
Figure 4.8B. Scalp maps of interpolated item-level correlation coefficients between the mean ERP amplitude 
and plausibility rating, broken down by Expectancy (upper row: no-expectancy condition; lower row: expectancy 
condition), for the 300-500ms (left) and 500-800ms (right) time-windows. The threshold r-values for the two-
tailed distribution are 0.15 and 0.19 for p=0.05 and p=0.01, respectively. 
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    First word Main verb -1 Main verb Target noun 
Effect Df   300-500 500-700 300-500 500-700 300-500 500-700 300-500 500-700 
E 1   112.46*** 98.5*** 24.02*** 47.28***   38.02*** 586.87*** 38.17*** 
P 1      13.08*** 32.26*** 50.96*** 82.72*** 23.33*** 
AP 2   161.65*** 20.1** 4.66** 3.12* 16.42*** 29.81*** 6.78** 26.8*** 
H 1     8.72**  9.32** 15.9*** 3.96*  
E * P 1    9.28**  10.76** 33.55*** 77.68*** 302.66*** 96.66*** 
E * AP 2   18.72***      44.03*** 7.95*** 
P * AP 2       3.42*  13.83***  
E * H 1           
P * H 1           
AP * H 2           
E * P * AP 2         16.2*** 8.01*** 
E * P * H 1           
E * AP * H 2           
P * AP * H 2           
E * P * AP * 
H 
2           
residual 3336           
no-expectancy                   
P 1         310.62*** 12.13*** 
AP 2   34.7*** 5.01**   6.49** 11.27*** 14.91*** 5.11** 
H 1     4.28*  3.89* 7.6** 4.7* 5.03* 
P * AP 2         26.4*** 6.08** 
P * H 1           
AP * H 2           
P * AP * H 2           
residual 1668           
Expectancy                     
P 1    10.38**  25.43*** 71.46*** 146.92*** 39.6*** 110.88*** 
AP 2   147.19*** 18.77*** 4.16* 3.59* 10.98*** 21.15*** 39.02*** 30.41*** 
H 1     4.44*  5.58* 8.44**   
P * AP 2       5.19**    
P * H 1           
AP * H 2           
P * AP * H 2           
residual 1668           
Table 4.2. F- and p-values of item-level ANCOVA, for the 300-500ms and 500-700ms time-windows, for the three 
intervening word positions and the target noun in the story final sentence. The upper part of the table gives 
ANCOVAs for the full model, the lower part of the table gives ANCOVAs broken down by Expectancy. 
Abbreviations: E – Expectancy, P – Plausibility, AP – Anterior-Posterior, H - Hemisphere 
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4.6.2.2. Word directly preceding the main verb of the story-final sentence 
Figure 4.9A. ERPs evoked by the word preceding the main verb, broken down by Expectancy and Plausibility, 
for a representative set of electrodes. Legend: thin green/orange/red line: expectancy condition, high/med/low 
plausibility bin, respectively; bold grey line: no-expectancy condition averaged over 3 plausibility bins.  
The ERPs for words directly preceding the main verb of the story-final sentence showed a 
centrally-distributed effect of Expectancy in the 300-500 and 500-700ms time-windows (Figure 
4.9A). In the earlier time-window Plausibility did not modulate the Expectancy effect; in accord, 
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the statistics revealed only a main effect of Expectancy (see Table 4.2 for details). In the 500-700ms 
latency range Plausibility started to modulate the ERPs in the expectancy condition: items in the 
expectancy condition with high plausibility aligned with the ERP waveform for the no-expectancy 
condition, whereas expectancy low-plausibility items remained negative to the end of the 
recorded epoch. The statistical analyses in the 500-700ms time-window (see Table 4.2) showed a 
main effect of Plausibility, and an interaction of Expectancy and Plausibility. Resolving the 
interaction by Expectancy revealed that Plausibility was significant only in the expectancy 
condition. The Plausibility-driven modulation had a central distribution (Figure 4.9B), just as the 
distribution of the main effect of Expectancy. 
 
Figure 4.9B. Scalp maps of interpolated item-level correlation coefficients between the mean ERP amplitude 
and plausibility rating, broken down by Expectancy (upper row: no-expectancy condition; lower row: expectancy 
condition), for the 300-500ms (left) and 500-800ms (right) time-windows. The threshold r-values for the two-
tailed distribution are 0.15 and 0.19 for p=0.05 and p=0.01, respectively. 
115 
 
4.6.2.3. The main verb of the story-final sentence 
Figure 4.10 A. ERPs evoked by the main verb, broken down by Expectancy and Plausibility, for a representative 
set of electrodes. Legend: thin green/orange/red line: expectancy condition, high/med/low plausibility bin, 
respectively; bold grey line: no-expectancy condition averaged over 3 plausibility bins.  
Figure 4.10A shows that, at the main verb, the ERP waveform in the expectancy condition strongly 
depended on Plausibility. In case of low- and mid-plausibility bins it was more negative than the 
ERP for the no-expectancy condition, while in the high-plausibility bin it was more positive. In both 
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time-windows the Plausibility-driven modulation in the expectancy condition had a centro-parietal 
distribution, but the modulation was stronger in the 500-700ms time-window. Statistical analyses 
in the 300-500 time-window showed a main effect of Plausibility, qualified by an interaction of 
Plausibility and Anterior-Posterior, and an interaction of Plausibility and Expectancy. Following-up 
the latter interaction in the no-expectancy condition did not reveal any significant effects, while in 
the expectancy condition it showed two effects: a main effect of Plausibility and an interaction of 
Plausibility and Anterior-Posterior. Separate ANCOVAs run in each of the three levels of Anterior-
Posterior in the expectancy condition revealed that Plausibility had the strongest effect in 
posterior electrode clusters (p < 0.05, p < 10-8, p < 10-11, for anterior, central and posterior electrode 
clusters, respectively). In the 500-700ms latency range, we found a main effect of Expectancy, a 
main effect of Plausibility, and an interaction of Expectancy and Plausibility. Follow up analyses 
showed that the effects involving Plausibility were driven solely by the expectancy condition. Scalp 
maps from Figure 4.10B show that in the expectancy condition, the correlation coefficients were 
highest at centro-parietal electrodes (with rs > 0.20 and rs > 0.25, for 300-500 and 500-700 time-
windows, respectively). 
 
Figure 4.10b. Scalp maps of interpolated item-level correlation coefficients between the mean ERP amplitude 
and plausibility rating, broken down by Expectancy (upper row: no-expectancy condition; lower row: expectancy 
condition), for the 300-500ms (left) and 500-800ms (right) time-windows. The threshold r-values for the two-
tailed distribution are 0.15 and 0.19 for p=0.05 and p=0.01, respectively. 
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4.6.2.4. The target noun 
Figure 4.11A. ERPs evoked by the target noun, broken down by Expectancy and Plausibility, for a representative 
set of electrodes. Legend: thin line: expectancy condition; bold line: no-expectancy condition; green/orange/red 
line: high/med/low plausibility bin, respectively.  
Figure 4.11A shows ERPs elicited by presentation of the target noun. They are strongly organized 
by Plausibility values in both time-windows. Since the pattern of results was different for the 
expectancy and no-expectancy conditions (as confirmed by a significant interaction of Plausibility 
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and Expectancy, as well as by an interaction of Plausibility, Expectancy and Anterior-Posterior) we 
will discuss the effects in the expectancy and no-expectancy conditions separately. 
In the no-expectancy condition, the N400 effect in the 300-500ms time-window was strongly 
predicted by Plausibility, resulting in a main effect of Plausibility and in an interaction of Plausibility 
and Anterior-Posterior. Plausibility was significant at all levels of Anterior-Posterior, but strongest 
in central and parietal electrode clusters (p < 10-5, p < 10-31 and p < 10-39, for anterior, central and 
posterior electrode clusters, respectively). At most of centro-parietal electrodes, Plausibility 
correlated with the ERP amplitude (r > 0.35), as shown in Figure 4.11B. In the 500-700ms latency 
range, the ERPs in the no-expectancy condition were still in a late part of the N400 effect, and 
accordingly, became more negative with decreasing Plausibility, which was confirmed by a 
significant main effect of Plausibility. However, the Plausibility effect already dwindled there, 
relative to the preceding time-window, yielding maximal correlation coefficients of r > 0.15. 
 
Figure 4.11B. Scalp maps of interpolated item-level correlation coefficients between the mean ERP amplitude 
and plausibility rating, broken down by Expectancy (upper row: no-expectancy condition; lower row: expectancy 
condition), for the 300-500ms (left) and 500-800ms (right) time-windows. The threshold r-values for the two-
tailed distribution are 0.15 and 0.19 for p=0.05 and p=0.01, respectively. 
Also in the expectancy condition Plausibility was a significant predictor of ERP amplitudes in both 
time-windows, but this time the relationship was negative: the lower the plausibility of the target 
noun, the more positive the ERPs. In the 300-500ms latency range this dependency was relatively 
weak (correlation coefficients at individual electrodes barely surpassed r < -0.1), but in the later 
time-window the dependency became more pronounced, yielding r-values that were maximal at 
centro-parietal electrodes (r < -0.2). 
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4.6.2.5. The expectation injection point 
Figure 4.12. Panel A. ERPs time-locked to the expectation injection, broken down by Plausibility, for a 
representative set of electrodes. Legend: thin green/orange/red line: high/med/low plausibility bin, respectively. 
Panel B. Scalp map of interpolated item-level correlation coefficients between the mean ERP amplitude and 
plausibility rating, for the 300-900ms time-window. The threshold r-values for the two-tailed distribution are 
0.15 and 0.19 for p=0.05 and p=0.01, respectively. 
Since we collected plausibility ratings for stories truncated before the onset of the story-final 
sentences, we could also test how Plausibility predicts the amplitudes of the ERPs evoked by the 
presentation of the expectancy inducing information. Figure 4.12 shows that from 300ms onward, 
Plausibility modulated the ERPs in a graded fashion, yielding most negative ERPs in the low-
plausibility bin. An ANCOVA analysis for the 300-900ms time-window, using Anterior-Posterior and 
Hemisphere as within-item factors, and Plausibility as a covariate, showed a significant effect of 
Plausibility [F (1, 278) = 11.62, p < 0.001], as well as a significant interaction of Plausibility and 
Hemisphere [F (1, 1394) = 7.67; p < 0.01]. The interaction with Hemisphere was caused by stronger 
effect of Plausibility over the left hemisphere (p < 10-5), than over the right hemisphere (p < 0.01). 
In analogy to the original congruity-based analyses, the polarity of the Plausibility effect looks 
120 
 
much like the N400 component. We cannot, however, interpret the time-course of the effect, 
because we do not know the moment when participants started to fixate on the injected target 
noun (see 4.4.2.5., for the results of the original factorial analyses at the expectancy injection 
point). 
4.6.3. Discussion 
At the outset of our reanalyses we asked why congruity modulated the ERPs in the expectancy 
condition selectively at the main verb, but not at the other two preceding word-positions. We 
hypothesized that Congruity might not be an adequate index of subjective plausibility of the target 
noun at the intervening words preceding the main verb. The reason was that Congruity was 
calibrated with a cloze test directly after the main verb, and thus, it might not have the potential 
to reveal any effects taking place before the main verb. 
However, the reanalyses showed that there was something special about the position of the main 
verb itself that introduced the congruity (and plausibility) modulations of the ERPs in the 
expectancy condition. Even when using the fine-grained measure of Plausibility calibrated at each 
intervening word, at the intervening words preceding the main verb Plausibility did not explain 
much more variance than Congruity; in fact, it revealed roughly the same pattern of effects as the 
Congruity-based analyses. 
The pattern of results suggests that the congruity of the expected target noun modulated the ERPs 
only when participants expected the target noun to appear as the next word. The grammatical 
category of the main verb could induce such an expectation for two reasons. First, in Polish direct 
objects typically occur directly after the verbs they complement (the canonical word order for 
Polish is SVO). Second, also in the majority of the actual items the main (transitive) verb was 
directly followed by its direct object — the target noun. 
One could wonder, however, why plausibility scores correlated with the ERPs at the main verb, 
despite the fact that these analyses used plausibility scores obtained from sentences truncated 
before the verb (see 4.6.1.2, Procedure of the Plausibility rating study). The reason seems to lie in 
how the plausibility judgment task was performed. Participants were asked to assess the 
plausibility of a target word (given in accusative case) coming anywhere downstream a truncated 
version of the story-final sentence. Since the accusative clearly marks a noun as a direct object, in 
sentences truncated before the main verb participants were presumably implicitly generating 
sentence completions including a main verb. In this way, the plausibility of the target noun 
measured before and after the verb were highly correlated, and the two plausibility scores were 
indeed equally predictive of ERP amplitudes in the expectancy conditions at the verb. This 
observation supports our interpretation that it is the grammatical category of the main verb that 
caused the interaction of Plausibility and Expectancy. In the General Discussion we will come back 
to a theoretical account of the special role of the verb. 
To summarize, we have seen that the expectation of a target noun had an impact at all intervening 
words. Before the main verb, intervening words evoked frontal and central negativities for the 
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expectancy condition, relative to the no-expectancy condition, and these negativities were not 
modulated by congruity (or plausibility) of the target noun. It is only at the main verb that congruity 
started to modulate the ERPs in the expectancy condition, leading to centro-parietal negativities 
for incongruent (and implausible) target nouns, and centro-parietal positivities for congruent (and 
plausible) target nouns. At the target noun position in the no-expectancy conditions, incongruent 
target nouns (NE-IC) led to a N400-P600 complex effect, relative to congruent nouns (NE-C). By 
contrast, in the expectancy conditions, both congruent and incongruent nouns led to positive ERPs 
in the N400 time-window, and in the case of incongruent nouns, to a positivity in the P600 time-
window.  
In the discussion so far, we deliberately avoided a detailed specification of the mechanisms 
responsible for the Expectancy and Congruity/Plausibility effects at the intervening words and at 
the target noun, and we entirely focused on identifying circumstances that enable these effects. 
In the General discussion we will propose such a specification, and we will discuss what role these 
mechanisms might play in "natural" predictions. 
4.7. General Discussion 
In this study we investigated the consequences of predictions for language processing. As it is 
impossible to determine the point in a sentence, or a story, at which predictions are generated in 
natural language processing, we created a design that allows to artificially induce predictions, and 
to measure their consequences. We injected predictions at a specific point in the story by telling 
participants that a specific word would occur in the upcoming (story-final) sentence. We then 
analyzed the ERPs to selected intervening words (words that follow the expectation injection point, 
but precede the occurrence of the expected word itself): the first word of the story-final sentence, 
the word preceding the main verb, and the main verb. In order to control to what extent the target 
word was active when it was actually presented as a part of the story-final sentence, we also 
measured ERPs time-locked to this moment. At each position, we compared the ERPs evoked 
when participants were expecting the target word (the expectancy conditions), against the ERPs 
elicited when no expectation had been induced (the no-expectancy conditions). The 
experimentally-induced expectations affected the processing at all analyzed positions.  
The analyses using the dichotomous factor Congruity, and those using the continuous covariate 
Plausibility, yielded the same general pattern of ERP effects, across all analyzed positions of the 
story-final sentence. Therefore, for simplicity, in the following we will primarily use Congruity when 
referring to the results at the intervening words, and we will refer to Plausibility-based analyses 
only when focusing on the gradual character of effects at the main verb and at the target noun. 
In the following, we will propose a theoretical account of the ERPs evoked during the processing 
of the story-final sentence. This account is rooted in a view of the N400 component, according to 
which the N400 "reflects the activity in a multimodal long-term memory system that is induced by 
a given input stimulus during a delimited time window as meaning is dynamically constructed", 
and that "the amount and nature of [the N400] activity [is] a function of the stimulus-induced state 
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of the perceptual system at the time that semantic access is initiated". In consequence, "the 
amount of N400 reduction (relative to a control condition) reveals how much of the information 
normally elicited by that stimulus is already active" (Kutas & Federmeier, 2011, p. 640). At the 
target word, we will refer to the process occurring in the N400 time-window as word activation or 
lexical access. By word pre-activation or pre-access we understand the same process, but elicited 
not by the physical presence of the target word, but rather by anticipation of the target word.  
In the expectancy conditions (E-C and E-IC), at the point of expectation injection, participants 
already realize the congruity of the target noun. From that moment on, the phonological or 
orthographic representation of the expected target noun is held in working memory. When 
processing the story-final sentence at positions preceding the main verb, regardless of the target 
word's congruity, participants do not relate the content of working memory to the unfolding 
sentence. To the contrary, they are effortfully protecting the processes of working memory 
maintenance and sentence processing against any mutual interference. The presentation of the 
main verb then triggers active prediction of the target word (i.e. pre-access of the target noun). 
This is caused by the transitivity of the main verb, which makes it highly likely that the target noun 
will soon follow. The difficulty of pre-accessing the target noun depends on the plausibility of the 
target noun at that position. Next, when the target noun eventually appears in the input, accessing 
its conceptual representation is effortless in both congruity conditions (E-C and NE-C), because 
little or no additional work is necessary to incorporate the representation of the target noun into 
the discourse model. This is a direct consequence of the pre-access to the target noun, this pre-
access being initiated at the main verb.  
In the no-expectancy conditions (NE-C and NE-IC) participants read through the story-final 
sentence without holding any explicitly induced expectations. At the main verb participants 
actively predict the congruent target noun (but not the incongruent target noun), based on the 
preceding discourse. As a consequence, the processing of the congruent target noun is facilitated, 
when it is eventually presented as a part of the sentence. Conversely, the access to the 
incongruent target noun is hampered, since it has not been predicted.  
In the next section, we will discuss the ERP results at each analyzed position of the story-final 
sentence, and show how the results relate to this theoretical account. To facilitate the discussion, 
we will focus on N400-like modulations (or lack thereof) obtained at each position separately. Then 
we will proceed to discussing consequences of mis-predictions. 
4.7.1. Analysis of N400 data 
4.7.1.1. Words preceding the main verb 
4.7.1.1.1. Before the main verb: expectancy conditions 
In the theoretical account outlined above, we proposed that — at the intervening words preceding 
the main verb — in the expectancy conditions (E-C and E-IC) participants only passively store the 
orthographic or phonological representation of the expected word in working memory, and that 
they do not relate this representation to the unfolding sentence. In accordance with this claim, 
the ERPs at these positions showed an effect of Expectancy that was only marginally affected by 
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Congruity. A congruity-driven modulation of the ERPs in the expectancy conditions (E-C vs. E-IC) 
should have shown up if participants would have tried to relate the meaning of the congruent or 
incongruent expected word to the unfolding sentence (in the same way as the modulations at the 
target word in the no-expectancy conditions reveal the congruity-driven N400; see Figures 4.5 and 
4.11). It is important to recall that, before the onset of the story-final sentence, participants had 
already realized the in-/congruity of the target word (see 4.4.2.5 and 4.6.2.5 for the results at the 
expectancy injection point). Furthermore, the plausibility of the congruent and incongruent target 
words clearly differed at the intervening word positions preceding the main verb (see 4.6.1.3. for 
the off-line results of the plausibility rating study). Thus, the absence of congruity-driven 
modulations at these position cannot be due to an equal semantic fit of the congruent and 
incongruent expected words to the unfolding sentence, or to participants being unaware of the 
difference between the E-C and E-IC conditions. 
In addition, we proposed that the overall effect of Expectancy reflects costs of protecting the 
processing of the story-final sentence against any interference with the expected target noun 
which is kept in working memory. This proposal is supported by the properties of the expectancy 
effect. Its topography distinguishes it from the N400 effect, a correlate of semantic processing, 
while its time-course distinguishes it from sustained frontal negativities, a correlate of passive 
storage of material in working memory (e.g. Fiebach, Schlesewsky, & Friederici, 2001; King & Kutas, 
1995; Matzke, Mai, Nager, Rüsseler, & Münte, 2002; Phillips, Kazanina, & Abada, 2005; Vos, Gunter, 
Kolk, & Mulder, 2001). Thus, we propose that the expectancy effect reflects the same mechanism 
as the one that reduces the impact of semantic or associative priming, when processing a 
coherent discourse (Boudewyn, Gordon, Long, Polse, & Swaab, 2012; Camblin, Gordon, & Swaab, 
2007; Ledoux, 2006; Paczynski & Kuperberg, 2012). 
A remaining question is why the topography of this effect changed from fronto-central at the first 
word, to central at the words preceding the verb (see also Footnote 22). Although we cannot 
unambiguously determine the cause of this topographical shift, a possible explanation pertains 
to strategic effects. It is plausible that, at the onset of the story-final sentence (i.e. after the break 
between the expectancy-inducing information, and the first word of the story-final sentence), 
participants were reorienting their task-set from maintaining the expected word in verbal short-
term memory to the processing of the sentence. This adjustment probably led to the additional 
frontal effect at the first word of the story-final sentence. 
Whatever the reason for the change in the topography of the main effect of Expectancy is, at the 
intervening words preceding the main verb, in the expectancy conditions the comprehension 
system did not relate the expected word to the unfolding sentence, but rather it was protecting 
the processing of the unfolding sentence from any interference coming from potential activations 
of the conceptual representation of the expected target noun.  
4.7.1.1.2. Before the main verb: no-expectancy conditions 
The conclusions we have just drawn for the expectancy conditions can also be extrapolated to the 
no-expectancy conditions. More specifically, they give us good reason to assume that in the no-
expectancy conditions participants did not preactivate the target word before the main verb. If 
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they did, they presumably would have to treat it in the same manner as in the expectancy 
conditions, namely, store it in working memory and protect it against interference with the 
unfolding sentence. Since in both the expectancy and no-expectancy conditions the 
comprehension system would be then doing the same thing, the ERPs for those conditions would 
not differ. The fact that they did differ suggests that participants did not explicitly predict the target 
noun at the intervening words preceding the main verb.  
4.7.1.2. The main verb 
In the discussion of the results at the main verb, we will refer to the more fine-grained continuous 
dimension of Plausibility, because it provides important additional information above and beyond 
the information from the analyses with the dichotomous Congruity factor. However, it is worth 
bearing in mind that overall the two analyses lead to similar results. 
4.7.1.2.1. The main verb: Expectancy conditions 
Up to the main verb, the language processing system did not do anything special with the 
expected target noun. This situation changed at the main verb. Here the transitivity of the verb 
together with the (induced) expectation of the target noun triggered the preactivation of the target 
noun. That is, the target noun was not anymore kept passively in working memory, but it was 
accessed in the mental lexicon and related to the semantic representation of the sentence.  
Since accessing a word in a context is easier when the word is congruent with the context, the 
ERPs at the main verb in the expectancy condition should show the N400 component whose 
amplitude should reflect the semantic fit of the target noun to the context. The ERPs at the main 
verb indeed reveal such a modulation, whose amplitude is inversely correlated with the plausibility 
of the target noun at this position, and whose topography matches the topography of the N400 
effect (compare Figures 4.10 and 4.11: the topography of the modulation in expectancy conditions 
at the main verb, with the topography of the modulation at the target noun in the no-expectancy 
conditions, i.e. the comparison showing the classical N400 effect). 
The only feature that distinguishes the ERPs at the verb from a classical N400 effect is its time-
course: at the verb it takes the form of a broad centro-parietal negativity with a broad peak at 500-
600ms, starting at around 300ms and lasting at least until 700ms. This is quite a different time-
course than that of the classical N400 effect; the latter component usually does not last longer 
than 600ms, and clearly peaks at 400ms (see ERPs for NE-C and NE-IC conditions in Figure 4.5, for 
a representative example). We suggest that this difference in time-courses reflects the fact that 
the events triggering the two modulations occur at different time points. While the canonical N400 
is triggered by the actual presentation of a word, the N400-like modulation at the verb is triggered 
when the grammatical category of the verb (and its transitivity) is identified. Obviously this 
moment comes a bit after the presentation of the verb, and perhaps also varies across items and 
participants. 
If our account of the late N400 at the main verb is correct, we should observe such prolonged late 
negativities whenever the following two conditions are met: 1) the word at which the late N400 is 
observed (word1, in our case the main verb) triggers access to another word (word2, in our case 
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the target noun), and 2) the accessed word (word2) is semantically incongruent with the preceding 
context.  
Obviously, these conditions are met by the present study. It turns out that our earlier study 
(already mentioned in the Introduction; Szewczyk & Schriefers, 2013) also matches these 
conditions, and demonstrates a strikingly similar late N400 modulation. It reports a delayed 
negativity evoked by adjectives, whose grammatical gender was incongruent with the prediction 
of a noun. According to our hypothesis, the effect was not caused by in-/congruency of the 
adjective's gender marking with the predicted noun, but rather by an attempt to preactivate, in 
the case of the prediction-incongruent adjective, a new set of nouns that would be congruent with 
the gender of the adjective. In analogy to our study, access to this new set of nouns could only be 
initiated after the grammatical properties of the adjective (gender, in this case) were determined. 
Since this requires some processing of the adjective, the negativity was delayed relative to the 
standard N400 effect.  
Thus, both the current study and our previous study demonstrate a late N400 in the situation 
when a grammatical property of a word at hand triggers preactivation of a word or a group of 
words. In addition, our previous study (Szewczyk & Schriefers, 2013) suggests that such late N400s 
are not limited to the setting of the present experiment (induced expectations), but are a general 
index of access to word(s) that is triggered by determining grammatical properties of another 
word. We will come back to this issue in the next sub-section, dealing with predictions in more 
natural conditions.  
In sum, the ERPs in the expectancy conditions at the main verb reveal that after identifying the 
grammatical properties of the verb (its grammatical category and its transitivity) participants pre-
accessed the target noun. The pre-access was reflected by a late N400 component, whose 
amplitude varied depending on the semantic fit of the target noun.  
4.7.1.2.2. The main verb: No-expectancy conditions 
As already noted, at the main verb in the expectancy conditions, the mechanism protecting the 
expected word and sentence processing from mutual interference was shut off. This paved the 
way to accessing the target noun for the first time during the processing of the story-final 
sentence. Extrapolating this scenario to the no-expectancy conditions, one could hypothesize that 
also here the target noun was preactivated on reading the verb. Two observations support this 
hypothesis. 
First, participants who — without any induced expectations — read an almost identical set of 
items, as the one used in the present study, did preactivate the target noun before it was actually 
presented (Szewczyk & Schriefers, 2013, see also Introduction). This preactivation must have 
arisen before the direct object phrase, at the main verb or before.  
Second, ERPs for the no-expectancy conditions at the verb give some indication of preactivation 
of the target noun. This observation stems from the comparison between ERPs in the expectancy 
and no-expectancy conditions, for the medium- and high-plausibility bins, that is, for sets of items 
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varying with respect to the plausibility of the target noun. In the expectancy conditions, the ERPs 
for the medium-plausibility bin are more negative than those for the high-plausibility bin, 
indicating that less plausible target nouns required more effort to preactivate. Turning to the no-
expectancy conditions, if there was no preactivation, the ERPs in all plausibility bins should cluster 
with the ERPs for the high-plausibility bin in the expectancy conditions (or even be more positive): 
after all, only engaging into actual preactivation could lead to any effort. However, the ERPs for 
the no-expectancy conditions are clearly more negative than the ERPs for the high-plausibility bin 
in the expectancy condition (see Figure 4.10), so some prediction effort must have occurred in the 
no-expectancy condition as well.  
The above two observations converge on the conclusion that the target noun had been pre-
accessed both in the expectancy and in the no-expectancy conditions at the verb, within the time-
span of the N400-like modulation.  
4.7.1.3. The target noun 
Our account of the results assumes that when the target noun is presented, the conceptual 
representation of the target noun has already been preactivated in the NE-C, E-C and E-IC 
conditions. In other words, the activation work that is done on the target noun itself in the NE-IC 
condition, has already been done at the main verb in the remaining three conditions.  
The amplitude of the ERPs time-locked to the presentation of the target noun in the N400 time-
window provides clear support for this assertion: while the nouns in the NE-IC condition lead to 
the N400 effect, all the remaining three conditions (NE-C, E-C, E-IC) reveal a strongly reduced N400 
amplitude. The reduction was strongest in the E-C and E-IC conditions, which reveal a complete 
absence of the N400 peak in the 300-500ms time-window. The congruent nouns in the no-
expectancy condition (NE-C) were also facilitated, albeit to a lesser degree. This presumably 
reflected the fact that the target nouns had a mean cloze probability of 0.54, whereas the target 
nouns in the expectancy conditions had task-induced cloze probability of 1.00. Finally, the 
incongruent nouns in the no-expectancy condition (NE-IC condition) were not subject to any 
preactivation, and thus they evoked a large N400 component.  
4.7.2. The Anterior Positivity - the index of mis-predictions?  
Before turning to the general conclusions of the present study, we will briefly discuss the Anterior 
Positivity (APs) on the target noun. The component has only recently been more widely identified 
in studies on sentence processing. It is often associated with mis-predictions, i.e. situations, when 
the language processing system has committed itself to a prediction of a certain word, but an 
unexpected word appears instead. The component is elicited by unexpected (but often plausible) 
words in high-constraint contexts, and sometimes also by words in low-constraint contexts, 
regardless of their expectancy (Federmeier, 2007; Kutas et al., 2011; Thornhill & Van Petten, 2012; 
Van Petten & Luka, 2012; Wlotko et al., 2012). The positivity typically starts at around 400-500ms 
after the presentation of the surprising word, with a frontal or prefrontal distribution.  
The positivity in the NE-IC condition, relative to the NE-C condition is in line with this functional 
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interpretation of anterior positivities: when no explicit expectations were induced, participants 
developed their own expectations. These expectations were not matched by the actual input in 
the case of incongruent nouns and therefore had to be revised. The expectancy conditions are 
more problematic for this functional interpretation of anterior positivities. Both in the E-C and E-
IC conditions the expectation of the target noun is induced, and in both conditions the expected 
word appears as the direct object noun of the story-final sentence. Thus, according to the mis-
prediction theory, none of these conditions should evoke the AP, because in both conditions 
participants see exactly the word that they expected. However, contrary to these predictions, 
nouns in the E-IC condition elicited the AP (relative to E-C and NE-C conditions), undermining the 
dominant interpretation whereby APs reflect a process aimed at inhibiting a highly expected word 
when a different word is presented instead. The mis-prediction theory of APs is also incompatible 
with other studies. Some of them report APs in response to manipulations of preceding discourse 
complexity (Friederici, Hahne, & Saddy, 2002; Hagoort, Brown, & Osterhout, 2000; Kaan & Swaab, 
2003) that cannot be reduced to modulations of semantic constraint or cloze probability, and thus 
cannot be explained in terms of mis-prediction. If the component is driven by mis-prediction, one 
might also wonder why overtly incongruent words sometimes fail to evoke the effect (DeLong, 
Quante, et al., 2014; Federmeier et al., 2010; Van Petten & Luka, 2012). Whatever the process 
underlying the AP is, it reflects neither a consequence of word expectation nor word pre-
activation.  
However, our results are in line with a recent suggestion whereby predicted words are both pre-
activated and integrated into the context (Brothers et al., 2015). On that view, the AP reflects a 
process of revising of the current discourse model, once the physical presence of the target word 
forces the parser to critically evaluate it.  
Concluding, incongruent target nouns (regardless of whether expected or not) led to an anterior 
positivity. The presence of the AP effect for E-C vs. E-IC target words is inconsistent with the 
explanation maintaining that anterior positivities reflect the mismatch between the expected 
word and the actual input. It might, however, reflect the readjustment of the interpretation of the 
context, after the predicted word has already been integrated into the context.  
4.7.3. Conclusion: a hypothesis on predictions in natural language processing 
Our results enable us to put forward a hypothesis on how predictions are implemented in natural 
sentence processing. The target nouns in the expectancy conditions were preactivated at the main 
verb. When discussing the results of the plausibility analyses we concluded that the preactivation 
of the target noun occurred after the identification of the grammatical category of the verb. This 
in turn suggests that in the expectancy conditions, the preactivation of the target noun occurred 
at a point at which its presentation as the next word was very probable. In the no-expectancy 
conditions, the preactivation of the target noun also occurred at the main verb, presumably also 
triggered by the grammatical properties of the verb which signaled that a direct object noun would 
follow very soon. 
In our study, the target noun almost always occurred directly after the main verb. However, we 
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would like to put forward the more general hypothesis that our findings reflect a general principle 
for prediction in language processing. This principle states that lexical predictions are fuelled by 
semantic constraints, but perhaps even more importantly, by grammatical constraints. While 
semantic constraints can operate on many words ahead (for example, the topic of a sentence 
usually constrains what the sentence is about), the grammatical constraints can be computed only 
locally. Thus, grammatical constraints make predictions very "short-sighted". To exemplify this 
idea, let us consider one of our items: 
'My uncle loves to make practical jokes. During the last summer he mounted a triangle fin on his 
back, jumped into the water, and approached the swimming area with his fin only above the water. 
There was terrible fuss and everybody thought they saw a shark approaching them.' 
Semantically, the critical noun 'shark' is already suggested by the penultimate sentence. 
Accordingly, participants of the plausibility test indicated that 'shark' has a very high plausibility of 
occurring in the next sentence (6.7 on the 1-7 scale), even without seeing the story-final sentence. 
Despite that, the language processing system waited with predicting the noun, i.e. preactivating it 
in the mental lexicon, until the main verb of the next sentence ('saw'). It is the verb that provided 
the missing ingredient — a grammatical constraint that made a direct object phrase very likely — 
which along with semantic constraints enabled the language comprehension system to compute 
the lexical prediction (i.e. preactivate the word 'shark'). 
The above description of predictions is couched in the perspective of a typical prediction study 
(see Introduction): we manipulate a certain target word deep in a sentence, and probe whether 
or when it gets preactivated at a word somewhere earlier in the sentence. This perspective seems 
to be a little artificial though, because the language processing system is probably not focusing on 
just predicting one specific word in a sentence, but rather tries to streamline language processing 
as it unfolds in time by constantly predicting words that might come up in the near future. 
Taking the above story as an example, at the first word of the story final sentence ('There') 
participants can rightly predict that it is the beginning of the indicative phrase "there is" or "there 
was"; the next word confirms this prediction. However, nothing more can be predicted about the 
sentence continuation - perhaps only that an object or state will be mentioned, and that it will be 
realized by a noun phrase. At these positions in the sentence the preactivation of 'shark' would 
do no good to the language processor as it would quite likely interfere more with the processing 
of the next piece of input than it would help. In terms of the explicitly introduced expectations in 
our experiment, it thus should not come as a surprise that when being told to expect 'shark' in 
the story-final sentence, our participants did a lot of effort to ignore this information. 
Until quite recently, the idea of prediction in language comprehension was criticized on the 
grounds of the combinatorial explosion it would lead to (Van Berkum et al., 2005). However, as 
probing human participants (using cloze tests) and computers (querying machine learning 
algorithms trained on large corpora for the conditional probability of word's occurrence in a 
context) invariably shows, the probability of a next word is extremely unevenly distributed across 
the space of all words of a language, and very often contexts afford enough information to make 
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local lexical predictions. By contrast, when one tries to predict two or more words ahead, the 
distribution of probability across all words rapidly flattens out. This justifies why predicting locally 
makes sense, but predicting too far ahead would rather be hindering language processing than 
helping it. In more general terms, we propose that lexical prediction is helpful and helps, but it is 
restricted in order to prevent that prediction interferes with the processing of the actual input. 
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This thesis departed from a point in which the knowledge about the mechanisms of predictions 
in language comprehension was already substantial. First and foremost, previous research has 
clearly demonstrated that such predictions exist. Further, it has been shown that they are based 
on information encoded in the preceding discourse. In those studies, predictions were associated 
with modulations of two ERP responses: a reduction of the N400 component for predicted words, 
and an increase in the amplitude of the Anterior Positivity (AP) component for mispredicted words. 
Based on these findings, it was assumed that predictions concern specific words, with the strength 
of the prediction depending on the cloze probability of those words. It has been shown that 
predictions are not ubiquitous, and that they are used only by young participants proficient in the 
language, presumably with verbal fluency being the limiting factor (see Introduction for an 
overview of relevant findings).  
These discoveries opened the doors to many new questions. Among those, the broad questions 
are: What kind of representations do predictions operate on: conceptual or lexical? When are 
predictions formed? What is the neural or cognitive mechanism underlying the formation of 
predictions? If predictions are graded, does it mean that multiple words are predicted with a 
strength proportional to their cloze probability? Or does each participant predict only one single 
word at a time, but when averaging across participants the results look as if multiple words are 
predicted in a graded way? How does the mechanism of prediction relate to non-predictive 
language comprehension? If the use of predictions is restricted to young individuals and contexts 
constraining towards one single word, what is the point of using predictions at all?  
One can also ask several more technical questions: If both N400s and APs reflect the 
consequences of predictions, what is the relation between the mechanisms underlying these 
components? Do they reflect the same kind of predictions? In the most widely used paradigm for 
demonstrating predictions — manipulating the agreement between a prenominal element and a 
noun — prediction-inconsistent elements (e.g. adjectives with prediction-inconsistent gender) 
evoke an ERP effect, while prediction-consistent elements do not. What is the mechanism 
underlying this effect? And finally, there is a paradox that needs to be resolved: On the one hand, 
some populations are said to comprehend language in a non-predictive way. On the other hand, 
the same people get reduced N400 responses (which is considered to be the marker of word 
prediction) when reading words with a higher cloze probability. 
The results of the studies described in this thesis are relevant to most of these questions. Below I 
will review some of the findings to show how they can shed light on the issues mentioned. This 
will finally result in a model of predictions that relates to the mechanisms of language 
comprehension and to those of language production.  
5.1. Active and passive predictions 
In the Introduction I proposed a distinction between active and passive prediction mechanisms. It 
is important to keep this distinction in mind, because answers to the questions posed in the 
preceding section can be independently given for active and passive predictions. Before I proceed 
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with tackling the questions posed, I will first recall the rationale for distinguishing the two types of 
predictions, and explain why both of them should be called predictions.  
When language researchers speak about predictions, what they usually mean is active predictions. 
In doing so, they rely on a strong definition of "prediction", that is, the preactivation of the full 
lexical representation of the word in advance of encountering it as a part of the sentence. The 
defining feature of active predictions is that they are limited in scope: they occur in high-constraint 
contexts, they can be used by some populations only (i.e. young fluent people with native-like 
proficiency in a given language), their generation is not triggered by stimuli presented only to the 
right hemisphere (e.g., Aydelott, Baer-Henney, Trzaskowski, Leech, & Dick, 2012; Wlotko & 
Federmeier, 2007, 2013), and they are malleable to processing strategies employed by 
comprehenders; see Introduction for a detailed review). Presumably, they partly constitute a 
controlled, attention-demanding mechanism. Active predictions facilitate access to a word, and 
thus they reduce the N400 component when the predicted word is eventually encountered. 
Passive predictions are much more ubiquitous. They facilitate the processing of potentially 
relevant words, even if none of these words is highly predictable, and when none of these words 
is actively predicted. They are a by-product of the organization of the long-term conceptual 
memory, which automatically and effortlessly preactivates concepts that are semantically or 
associatively related to the current discourse (see Introduction for a detailed description of 
predictions at the neurobiological, information theoretic, and functional level). The critical feature 
of passive predictions is that they occur at each content word, automatically and effortlessly. 
Presumably, they are indispensable for normal language comprehension.  
In the psycholinguistic literature, passive predictions are usually referred to as context-driven 
facilitation. Historically, the objection to call them predictions stems from the concern that 
context-driven facilitation could result not from the prediction of a word, but rather be a result of 
facilitated integration of the word with the context, once the word has been recognized. In other 
words, prediction should affect the processing of a word from the very beginning. If a process 
affects only the late stages of word processing, when the word at hand is being integrated with 
the context, it cannot be considered a result of prediction. Why then, do I insist on referring to 
passive predictions as "predictions", on par with the active predictions? There are two reasons for 
this. The main reason is that both active and passive predictions converge on modifying the same 
brain response: the N400 component. If the two types of predictions have consequences for 
different processing stages — word recognition and word integration — why should they end up 
altering exactly the same component? Moreover, as described in the Introduction, the distinction 
between "recognition" and "integration" stages of word processing is ill-conceived, and 
functionally, both theoretical stages of word processing occur in parallel, and they are both 
reflected by the N400 component. The second reason is that the way psycholinguists define 
predictions contrasts starkly with the way predictions are defined in other domains of 
neurocognitive research. For example, researchers investigating visual cognition speak of 
predictions whenever recognition of an object or a scene is biased, or facilitated by top-down 
information (e.g., Bar, 2009). If, as it has been frequently argued in recent years, prediction is the 
main organizing principle of brain function (e.g., Clark, 2013), it should not be limited to high-
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constraint contexts and to special populations of participants.  
Concluding, above I made a distinction into passive and active predictions. They are triggered by 
different kinds of events, but they do overlap in their product, that is, the preactivation of lexico-
semantic representations, which in turn reduce the N400 amplitude evoked when the predicted 
input is encountered. 
5.2. The prediction effect at prenominal elements — what 
does it reflect? 
In chapter 3 we used a well-established paradigm which tests for a prediction of a noun at a 
prenominal element. In that study, the prenominal element was an adjective occurring at the 
onset of a noun phrase that was embedded in the final sentence of a short story. As could be 
expected on the basis of the literature, we found that adjectives that had prediction-inconsistent 
gender led to a different ERP response than adjectives with prediction-consistent gender. Because 
the adjective agreed in gender with the noun, and because gender is an idiosyncratic property of 
nouns (and not adjectives), the effect can only be attributable to predicting the noun. But going 
beyond that observation, let us consider the possible mechanism underlying the effect. Does it 
reflect some cost associated with processing prediction-inconsistent information? Does it perhaps 
reflect a cost of inhibiting the disconfirmed prediction? Finally, apart from predicting words, do 
people also predict their grammatical gender? 
In order to understand the functional underpinning of the effect, let us focus on its properties. 
The effect had a topography and polarity very similar to the N400 effect, but its time-course was 
too late for the classical N400 effect: the N400 peaks at around 400ms, while our negativity had 
no clear peak and occurred broadly in the 400-600ms latency range. For these reasons, we 
referred to this effect as a late N400-like component (see Figure 5.1 panel A for an illustration of 
the effect). Based on this study alone it is difficult to explain the neurocognitive mechanism 
underlying the component. However, looking at two other studies that obtained similar late N400-
like negativities will help us to circumscribe the underlying cognitive mechanism.  
In the following discussion, I will pay special attention to the level of activation of conceptual 
representations corresponding to the word being accessed. The reason is that the amplitude of 
the N400 component elicited by the word is strongly dependent on the level of representations 
denoted by the word (see Introduction). When the representations are not active, accessing the 
word elicits an N400 with a large amplitude. When the representations are already active, the 
word elicits a reduced N400 component. Thus, the amplitude of the component opens the 
possibility to infer the level of activation of representations corresponding to the accessed word.  
5.2.1. Late N400-like negativities across studies 
One of the two studies that obtained the late N400-like effect was reported in chapter 4. As a 
reminder, in that study we independently manipulated two factors. The first factor was 
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Expectancy: just before the story-final sentence participants saw (or did not see) information 
inducing expectation that a specific direct object noun would occur in the upcoming sentence. The 
second factor was Congruity: it determined whether the direct object noun was congruent, or 
incongruent with the story. This design led to four conditions: No Expectancy-Congruent (NE-C), 
No Expectancy-Incongruent (NE-IC), Expectancy-Congruent (E-C) and Expectancy-Incongruent (NE-
IC). An example of an item from that study is given in (21): 
(21) My uncle loves to make practical jokes. During the last summer he mounted a triangle fin on 
his back, jumped into the water, and approached the swimming area with his fin only above the 
water.  
[ in the next sentence you are going to see the following word: shark/professor ] / (no information) 
There was terrible fuss and everybody thought they saw a shark/professor approaching them. 
When we measured the ERPs at the transitive verb preceding the direct object noun ("saw"), we 
found the late N400-like effect in the condition in which participants expected an incongruent 
direct object noun ("professor", the E-IC condition), relative to when participants expected a 
congruent noun ("shark"; the E-C condition; see panel B of Figure 5.1). 
 
Figure 5.1. The comparison of late N400-like negativities obtained in three studies. Panel A: The comparison 
between congruent (black) and incongruent (red) conditions at the adjective in the study described in chapter 
3. Panel B: The comparison between E-C (black) and E-IC (red) conditions at the main verb in the study described 
in chapter 4. Panel C: The comparison between the congruent (solid) and incongruent (dotted) conditions 
obtained at the disambiguating verb in the study by Garnsey et al. (1989). All waveforms are shown for the Pz 
electrode. 
Let us now review how the activation of conceptual representations corresponding to the direct 
object noun changed, as the story-final sentence unfolded. In the E-IC condition, in which we 
induced the expectation that the noun "professor" would occur in the story-final sentence, the 
induction of expectation resulted only in a brief activation of the conceptual representation of the 
noun. From this point on, "professor" was stored dormant in working memory, perhaps in 
phonological or orthographic form. When the story-final sentence started to unfold, the activation 
of the conceptual representation of the word returned to the baseline level. Because the word 
"professor" was unrelated to the story, reading through the story did not passively activate the 
conceptual representations corresponding to this word. In consequence, when the verb "saw" was 
encountered, representations corresponding to it were not activated. In the E-C condition, 
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inducing the expectation of the congruent noun "shark" also resulted only in a brief activation of 
the conceptual representations of the word. However, since the noun was related to the unfolding 
story, processing the story passively activated the conceptual representations denoted by "shark". 
In result, by the time when the verb "saw" was encountered, the conceptual representation of 
"shark" had already been activated (see Figure 5.2 panel A). When the verb "saw" was 
encountered, the language comprehension system recognized that it is a transitive verb. Verb 
transitiveness indicated that the expected direct object noun (until now stored dormant in working 
memory), had a good chance to occur as the next word. This triggered a re-access to the 
conceptual representation of the noun, now as an object of the verb. Since this representation 
was already active in the E-C condition (expected congruent noun "shark"), but it was not active in 
the E-IC condition (expected incongruent noun "professor"), only the latter condition led to a large 
N400-like effect. Since the information about the transitivity of the verb was not immediately 
available, the onset of the N400-like effect was delayed, relative to the canonical N400 effect.  
However, the canonical N400 effect could be observed when access to the noun was triggered by 
the presentation of the noun itself, in the NE-IC condition, in which the representation of the noun 
was not activated earlier. The noun in the NE-IC condition was not preactivated by the story, 
because it was incongruent; it was also not accessed at the verb, because it was not expected. In 
consequence, when the noun in the NE-IC condition was displayed, its conceptual representations 
were not activated (see Figure 4.5 for the N400 at the noun in the NE-IC condition, and Figure 5.2 
panel A, for a simulation of the activation of the target noun across the sentence in the NE-IC 
condition).  
Another study that obtained the late N400-like effect was reported by Garnsey, Tanenhaus and 
Chapman (1989). The effect was found in sentences involving temporary ambiguities of a gap 
position in wh-question. The authors examined ERPs to a verb ("called") in sentences such as (19): 
(19) The businessman knew which customer/article the secretary called ... 
Presentation of the verb elicited an N400-like negativity when the sentence contained the direct 
object noun "article", relative to when the sentence contained the noun "customer". As it will turn 
out, the mechanism leading to this effect is very similar to the one eliciting the effect in the study 
of chapter 4.  
Because of the structure of the sentences, when the noun "customer" or "article" was 
encountered, it could not be immediately integrated into the context because it needed a verb 
linking the noun to the sentence. As a consequence, the noun started to be maintained in working 
memory, awaiting a verb. Importantly, when the noun was presented, its conceptual 
representation was only briefly activated, and it quickly returned to the baseline level (see Figure 
5.2 panel B). However, the conceptual representation of the noun could get passively activated by 
the unfolding sentence itself. As a result of this, the conceptual representation of the congruent 
noun "customer" had been passively activated, whereas the conceptual representation of the 
incongruent noun "article" had not. When the transitive verb "called" was encountered, and the 
parser identified its syntactic category, it became apparent that the verb required a direct object 
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noun. Since there was a direct object noun in working memory that was waiting for the integration 
with a verb, the object noun could be applied to the verb right away. In consequence, the language 
comprehension system re-accessed the noun, now as an object of the verb "called". As already 
noted, by this time the conceptual representation of the noun "customer" had already been 
preactivated by the context, while the representation of "article" had not. Thus, accessing the 
conceptual representation of "article" required much more effort than accessing the 
representation of "customer". This resulted in a large N400-like negativity in the former condition, 
relative to the latter condition (see panel C of Figure 5.1). The late N400-like negativity was not 
triggered by the presentation of the verb, but rather by the moment when the syntactic category 
of the verb could be established. This made the N400 delayed, relative to the canonical N400 
effect.  
Figure 5.2. Simulation of activation of conceptual representations corresponding to the target noun. Green 
areas show positions in the sentence for which data indicating the activation level of the target noun have been 
collected. The activation level in the remaining areas is hypothetical. Panel A: Activation of the target noun in 
the study described in chapter 4; Panel B: Activation of the target noun in the study by Garnsey et al. (1989).  
However, when the access was triggered by the presentation of the noun itself, as in (20):  
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(20) The businessman knew whether the secretary called the customer/article … 
the access was not delayed, and it triggered the N400 component with the canonical time-course 
(Garnsey et al., 1989). 
Concluding, above I have shown two experiments demonstrating late N400-like negativities and 
explained the likely mechanism underlying the effect. In both cases the negativity reflected access 
to an expected word. The access was triggered by the identification of the syntactic category of a 
word at hand (a transitive verb, in both cases above), which cued that the expected word would 
soon occur in the sentence. Since identifying the syntactic category of the word at hand takes 
some time, the access to the expected word was delayed, and thus made the N400-like negativity 
late, in comparison to the canonical N400 effect.  
The two studies described above may seem special because in both cases the noun which was 
accessed at the verb was expected, and because participants had already seen the noun by the 
time they encountered the verb (either in the expectation-inducing information, or at the 
beginning of the "which"-clause). In consequence, the mechanism leading to obtaining the N400-
like negativities might seem confined to studies of this type. However, in the next subsection I will 
show that the same mechanism leads to N400-like negativities also when the accessed word is 
not expected, and when it had not occurred earlier in the experimental item. 
5.2.2. The mechanism underlying the effect at prenominal elements 
Now we can return to the prediction study of chapter 3, the N400-like component obtained at the 
prenominal adjectives, and the questions posed at the beginning of section 5.2. When we compare 
the ERP effects obtained in this study with the two studies discussed above (see Figure 5.1 for a 
comparison), the similarity of the N400-like effects suggests that they are driven by the same 
neurocognitive mechanism. This mechanism is the attempt to access the conceptual 
representation of a word which has not yet been activated. Let us consider how this mechanism 
is employed in the prediction study of chapter 3. In this study, the prenominal element was an 
adjective occurring at the onset of a noun phrase that was embedded in the final sentence of a 
short story. The stories set up a context that highly constrained the head noun to be either 
animate or inanimate. In consequence, at the time when the prenominal adjective was presented, 
conceptual representations corresponding to a noun (or a set of nouns) had already been 
preactivated. In each experimental item, these likely conceptual representations were exclusively 
animate or exclusively inanimate. 
In half of the items the predictable head noun was replaced by an incongruent noun with an 
opposing animacy value. In Polish, animacy covaries with gender: nouns denoting animate beings 
cannot carry the masculine-inanimate gender, and nouns denoting inanimate beings cannot carry 
the masculine-animate gender. Since Polish adjectives are morphologically marked for gender, 
the adjectives occurring at the onset of a noun phrase can already indicate whether the gender 
(and the animacy value) of the whole noun phrase is consistent or inconsistent with the prediction. 
As an example, consider the story given in (21):  
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(21) My mother decided that we should have a 'spring clean' in our house. She cleaned the living 
room and the kitchen, and my father's job was to clean the first floor. My job was to clean the 
entireMASC.INANI / entireMASC.ANI … 
By the time the adjective "entire" is presented, the story has preactivated the representations 
corresponding to different parts of the house that could be cleaned (bathroom, wardrobe, living 
room, etc.). The nouns that describe these representations are all inanimate, and thus they can 
carry all genders except the masculine-animate gender. In consequence, if this story is continued 
with the adjective "entire" carrying the masculine-animate gender, it becomes obvious that the 
adjective will not be followed by any noun corresponding to the preactivated conceptual 
representations.  
In the study of chapter 3 the adjectives carrying the prediction-inconsistent gender elicited the 
late N400-like negativity. This ERP effect, as we already know, indicates that the adjective triggered 
access to new conceptual representations. I propose that these newly activated representations 
concerned a new head noun, and that they had to satisfy two criteria: they had to be semantically 
congruent with the preceding context, and they had to be referred to by a noun (or a set of nouns) 
matching the gender of the adjective.24 In other words, when the gender of the adjective indicated 
that the none of the preactivated nouns was going to follow, the language comprehension system 
tried to preactivate new nouns that would be congruent with the context and with the gender of 
the adjective. In contrast, when the adjective presented carried the prediction-consistent gender, 
this required no additional activity beyond comprehending the adjective itself, because the 
already preactivated conceptual representations were referred to by nouns carrying the gender 
of the adjective.  
As in the case of the preactivation described in chapter 4, and as in the case of re-access of the 
filler held in working memory in the study by Garnsey et al., the late N400 was not triggered by 
the presentation of the critical noun, but rather by the moment when the critical piece of 
grammatical information became available. In the study of chapter 3, it was the time when the 
gender of the adjective had become available to the parser.  
This proposal has important theoretical ramifications, because it rejects another possibility that 
has been suggested in the literature. According to that suggestion, the effect at the prenominal 
elements reflects the "prediction of gender" (see e.g. Brothers et al., 2015, p. 136; Pickering & 
Garrod, 2013, p. 342; Van Petten & Luka, 2012, p. 179 for a similar proposal), implying that readers 
maintain in working memory the gender of all predicted words (e.g. multiple nouns denoting 
various parts of the house that could be cleaned). This supposedly enables the readers to detect 
a gender mismatch at the prenominal element. According to this proposal the readers not only 
preactivate the likely upcoming conceptual representations, but they also maintain the lexical 
information associated with all words denoting these representations.  
The interpretation presented in this thesis does not make such strong assumptions, and it does 
                                                                        
24 Since for adjectives with prediction-inconsistent gender it is difficult to find nouns that fulfill these two criteria, 
it is quite likely that the attempt to access such nouns did not succeed. 
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not attribute the effect at the prenominal elements to the processing of a gender mismatch. The 
mechanism that I propose does not require all predicted words to be held in working memory, 
together with the associated gender information. On the contrary, in my interpretation the late 
N400-like negativity merely embodies the cost of accessing the conceptual representations that 
are not yet activated.  
5.2.3. The late N400-like negativity as a reflection of passive and active predictions 
To further explore the mechanism proposed above, let us now turn to the distinction between 
passive and active predictions. Which type of prediction, active or passive, does the N400-like 
negativity at the prenominal elements represent? It appears that the negativity itself reflects the 
process of making an active prediction, because it has two properties of such predictions.  
The first property is that the negativity at the prenominal elements is not mandatory: The effect 
elicited by prediction-inconsistent words in this paradigm does not occur for non-native 
participants, for older adults with low verbal fluency (DeLong et al., 2012; Federmeier et al., 2010, 
2002), or for children with low productive vocabulary (Mani & Huettig, 2012). The second property 
is that comprehenders do not automatically engage into making active predictions whenever 
possible. Whether they do so depends on their task-set, or their processing strategy. In chapter 4 
we demonstrated that active predictions depend on (induced) processing strategies, and that 
whether participants predict is easily malleable we manipulate whether participants are expecting 
(or not expecting) a particular word when reading the sentences. Other examples of how the effect 
at prenominal elements is dependent on processing strategies were described in section 1.3.3. 
However, the N400-like negativity could not have arisen without passive predictions. They are 
responsible for preactivating the conceptual representations of likely direct object nouns before 
the adjective is processed (as in the prediction study described in chapter 3), or before the main 
verb is processed (as in the induced-expectations study described in chapter 4, and in the study 
by Garnsey et al. (1989).  
To explain the role of passive predictions in this process, let us again consider the study of chapter 
4. We obtained the late N400-like negativity at the main verb when participants accessed an 
incongruent direct object noun, relative to the condition in which participants accessed a 
congruent direct object noun. Since, the amount of N400 reduction reflects how much the 
accessed representation is already active, the very presence of this difference in amplitude entails 
that conceptual representations denoted by the congruent direct object nouns were already 
active at the time they were accessed at the verb. If these representations had not been active, 
the access to the congruent and incongruent direct object noun at the verb would yield (late) 
N400s of an equal amplitude. The same explanation holds for the two other studies 
demonstrating the N400-like negativity.  
To sum up, late N400-like components signify active predictions. More specifically, they reflect an 
attempt to access the representation of an upcoming word using the syntactic (or phonological) 
information encoded in the word at hand (e.g. the main verb or the prenominal adjective in the 
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present studies). They reveal the moment when the prediction is being generated, rather than a 
process of detecting the mismatch between the upcoming noun accessed and the prenominal 
element (e.g. a gender mismatch between the prenominal adjective and the noun it describes). 
The effect itself reflects an active prediction that builds on top of passive predictions that had 
already been triggered by the context. The effect occurs in a broad range of situations, which 
attests to its generalizability as a common mechanism in language comprehension.  
5.3. Predictions: graded and parallel, or one at a time? 
Almost from the beginning of research on the N400 component it was known that its amplitude 
very closely corresponds to the cloze probability of the word (Kutas & Hillyard, 1984). Since the 
amplitude of the N400 reflects a word's preactivation, it could be argued that in low constraint 
contexts (where a sentence has at least two viable word continuations) multiple words are 
preactivated in parallel. This line of reasoning was further corroborated by the finding that the 
magnitude of the prediction effect at the prenominal element is also sensitive to the cloze 
probability of the following noun (DeLong et al, 2005; see Introduction). However, as pointed out 
by Van Petten and Luka (2012), an alternative account is possible. It posits that the graded 
sensitivity to cloze probability is a by-product of averaging: one participant predicts only one word 
at a time, but when predictions of many participants are averaged, it seems as if they were graded 
(much like when computing results of a cloze probability test, where each participant provides 
one completion, but when results are averaged across many participants, the cloze probabilities 
of completions are graded). Until now this issue has not been resolved.  
The results of the study described in chapter 3 shed some light on this issue. In that study we have 
shown that ERPs at the prenominal adjective are not consistent with the single-activation account, 
which assumes that each participant predicts one word at a time. According to the single-
activation account, when the gender of the adjective matches the gender of the predicted noun, 
the adjective should not elicit a late N400-like negativity, but when the gender of the adjective and 
the predicted noun mismatch, the adjective should evoke a full-blown N400-like effect (with no 
graded responses in between). Thus, across participants, the amplitude of an averaged ERP 
response at the adjective should reflect the proportion of the likely nouns matching the gender of 
the adjective, in all the likely completions. However, results were incompatible with these 
predictions. The magnitude of the ERP effect at the adjective remained unchanged, regardless of 
the proportion of nouns carrying the gender matching the gender of the adjective, as long as there 
were any likely nouns carrying the gender of the adjective (for details, see chapter 3). This provides 
good grounds to reject the single-activation account, and supports the account whereby multiple 
words are predicted in parallel. 
In line with the interpretation put forward in the preceding section (section 5.2), by the time the 
adjective was presented, participants had already preactivated multiple possible nouns in parallel. 
When the grammatical gender of the adjective was congruent with any of those likely nouns, no 
additional preactivation was necessary. However, when no preactivated noun carried the gender 
of the adjective, the language comprehension system tried to preactivate a new noun (or a set of 
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nouns) that would be marked for a gender that is consistent with that of the adjective, 
engendering the late-N400 effect at the adjective.  
In this context, it is important to look at the above conclusion about the parallel nature of 
predictions in light of the distinction between passive and active predictions. Thus, it is important 
to ask which predictions we have shown to be parallel: active or passive? In the preceding section 
we established that in the paradigm probing predictions at a prenominal element (chapter 3), 
active predictions were instantiated at the prenominal element (adjective, in this case) after its 
grammatical or phonological properties were accessed, while passive predictions corresponded 
to the activations that were present before that moment, that is before the prenominal word was 
fully processed. Since the conclusion that we have just drawn about the parallel nature of 
predictions concerned preactivations that were present already before the grammatical gender 
of the adjective was accessed, our conclusion must concern passive predictions. On the other 
hand, very little can be said about the parallelism and gradedness of active predictions in this 
context. The experimental paradigm that probes for predictions at prenominal elements simply 
does not warrant any conclusions on whether one or more words were actively predicted at the 
prenominal element. I will return to this issue in the next section.  
To conclude, when asking the question whether predictions are graded and parallel, it is important 
to consider what kind of predictions one is talking about. Our results demonstrate that passive 
predictions are unambiguously parallel and graded, but our results do not allow us to determine 
whether the same does or does not hold for active predictions.  
5.4. When are predictions generated? 
Let us now address the question at what point in a sentence predictions (preactivations) 
concerning a specific word are generated. This thesis does not have much to offer with respect to 
the question when passive predictions are generated. However, based on earlier studies (see 
section 1.3.4) it can be assumed that passive predictions are generated at each word of the 
sentence, and they concern all representations associatively or semantically related to the current 
representation of the discourse. In consequence, the representation of a word can be passively 
preactivated many words before, as soon as the representation of the discourse becomes related 
to the meaning of the word.  
In the remainder of this section, I will focus on active predictions. The existing ERP literature on 
predictions is not informative with respect to the question when active predictions are generated, 
because all the existing ERP paradigms demonstrating predictions can only determine the fact 
that a prediction has been made, but they cannot determine at which point in a sentence the 
prediction was brought about.  
The experiments presented in this thesis enable us to dig into issue a little deeper. The two studies 
described in chapters 3 and 4 point to the importance of grammatical information in making 
predictions. In the study of chapter 3, gender marking on adjectives triggered access to potential 
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head nouns at the very moment the gender information became available. Likewise, in the study 
of chapter 4, the preaccess to the direct object noun was triggered once the parser realized that 
the word at hand was a transitive verb (see also section 5.2 of the general discussion). In both 
cases the grammatical information furnished the parser with a new piece of information that 
constrained the domain of potential continuations, either to words of a specific gender (via 
agreement relations, as in the case of the study described in chapter 3), or to words that could 
occur in a direct object noun phrase (as in the study described in chapter 4).  
Importantly, one of those two studies involved natural comprehension of sentences, without any 
artificially injected expectations, invalidating a potential concern whereby the grammatical 
constraints affect predictions only when participants are explicitly induced to expect a word. If we 
extrapolate these findings beyond the specific experimental paradigms used in this thesis, it 
follows that each time a new word arrives as a part of the input, the language comprehension 
system immediately extracts associated grammatical information to preactivate possible 
sentence continuations.  
This raises the question how far ahead the parser predicts the possible sentence continuations. 
The study described in chapter 4 shows that predictions are local. Apart from being driven by 
semantic constraints (usually we predict semantically plausible words), predictions also seem to 
depend on, and be limited by, syntactic constraints. Even when participants knew that a given 
direct object noun would appear in the next sentence, they preactivated it only in the presence of 
grammatical constraints which made it likely that a direct object noun would arrive soon. These 
constraints were provided by a transitive verb that occurred directly before the direct object noun 
phrase. Thus, in this case, the prediction of the direct object noun was very local, because it 
concerned the head noun of the next phrase. But this locality of predictions might be a more 
general rule. This is because grammatical constraints are strong with respect to only the next 
word, or the next grammatical phrase, but at more distant words they quickly fade away. Since 
predictions appear to depend on grammatical constraints, they also need to be restricted to very 
few words ahead.  
Based on these ideas, the next section will put forward and discuss a possible mechanism that 
underlies making active predictions. 
5.5. The hypothesis of active predictions 
5.5.1. The neurocognitive mechanism underlying active predictions 
Below I propose a neurocognitive mechanism that mediates the generation of active predictions. 
It builds on the preceding sections, so let us first sum up all the conclusions, using the example of 
the following story (taken from the study described in chapter 3):  
My mother decided that we should have a 'spring clean' in our house. She cleaned the living room 
and the kitchen, and my father's job was to clean the first floor. My job was to clean the entire 
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attic which had not been used for ages. 
After reading through "'spring clean' in our house", participants passively preactivate all concepts 
semantically or associatively related to cleaning the house, such as cleaning utensils, or various 
personal experiences with cleaning the house. This ensemble of co-activated concepts makes a 
backdrop against which new words are comprehended. The specific contents of this ensemble 
change from word to word. For example, reading through the second sentence topicalizes — and 
thus passively makes more active — parts of the house that could be cleaned. All of this passive 
preactivation happens automatically, presumably during access to each consecutive word, and 
multiple concepts are preactivated in parallel at the same time. All these preactivated concepts 
facilitate the processing of new words (and reduce their N400 amplitudes), as long as the meaning 
conveyed by the new words stays within the broad net of associations related to the current 
understanding of the sentence. 
However, the automatic process yielding all these passive preactivations is blind to a rich layer of 
information embedded into any sentence: the grammatical information. It does not take 
advantage of the fact that some concepts can, and some concepts cannot be expressed at a 
specific point in a sentence. For example, the grammatical rules prohibit continuing the sentence 
fragment "My job was to … " with a word denoting a part of a house, because that concept would 
have to be expressed using a noun, and the grammatical rules require that the sentence fragment 
is continued with a verb. They do, however, permit such a noun after reading "My job was to clean 
… ". 
It is the role of active predictions to harness the grammatical layer of information. Active 
predictions work on top of passive predictions. They try to answer the question "What concepts 
could be expressed as the direct object of the verb 'clean' in the current context?"25. Thus, they 
critically rely on the presence of grammatical constraints, because only they can provide additional 
restrictions with respect to the upcoming words. As new words arrive, new constraints guide active 
predictions. Thus, for example, when participants encounter the adjective in "My job was to clean 
the entireMASC.ANI …", active prediction mechanisms try to activate conceptual representations 
which could be expressed by a direct object noun carrying masculine animate gender. Due to the 
story construction, no such representations are passively activated at this point, so the language 
comprehension tries to activate new context-relevant representations that could be referred to 
by masculine-animate nouns. This effort focused on the activation of new conceptual 
representations is reflected by the pronounced late N400-like component.  
But what kind of neurocognitive process does actually drive active predictions? Below I will argue 
that: 1) active predictions correspond to the process of controlled search through the lexicon; 2) 
they are driven by the activity in the left inferior frontal gyrus (LIFG); 3) the inability to employ 
these mechanisms (in a timely manner) is the reason why some populations appear not to use 
                                                                        
25 That is of course not to say that people explicitly formulate such a question at a point where the sentence 
provides strong grammatical or phonological constraints. It merely means that once their task-set is strongly 
oriented at the active comprehension of the sentence, they will implicitly look for a resolution of this problem 
as a part of their sentence processing strategy. 
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active predictions to streamline language comprehension; 4) active predictions are the element 
linking comprehension with production.  
In contrast to passive predictions which preactivate new concepts based purely on their 
association, active predictions are charged with a more difficult task. This task requires linking the 
lexical and conceptual information. Not only do they need to access contextually appropriate 
representations, but in addition, these representations must also be denoted by words that meet 
specific lexical criteria, such as being of a specific word category, or even carrying a specific 
grammatical gender. This task is less automatic, because it requires controlled search through the 
lexicon, in contrast to the automatic task of activating semantically related concepts.  
In order to better understand the mechanism underlying active predictions, we can look for other 
tasks that have a similar character. Of these, verbal fluency tasks make a good candidate for a 
more explicit analogue of active predictions. In verbal fluency tasks participants are asked to 
enumerate as many words as they can that meet some criteria, and they must do it in a fixed 
period of time. These criteria usually combine grammatical and semantic restrictions (so-called 
semantic verbal fluency, e.g. produce nouns denoting animals), or grammatical and phonological 
restrictions (so-called phonological verbal fluency, e.g. produce nouns beginning with the sound 
"P"). Thus, even though verbal fluency tasks are not related to sentence processing, they are 
similar to active predictions in that they also require participants to engage into a controlled 
search through the mental lexicon in order to identify words that meet some specific semantic 
and grammatical criteria. Since verbal fluency tasks have a long tradition in the 
neuropsychological, as well as in the neuroimaging literature, the knowledge about the neural 
basis of these tasks can be used to shed more light on the neural underpinning of active 
predictions. Moreover, verbal fluency tasks should (and they do) provide an index of the efficiency 
with which a person is able to execute a controlled search through the lexicon, and thus the 
degree to which he or she is able to engage into making active predictions.  
The neuroimaging literature shows that fluency tasks selectively activate the left inferior frontal 
gyrus (LIFG; BA 44 and 45), commonly called the Broca's area. It is still a subject of debate whether 
different types of verbal fluency tasks engage the antero-ventral and postero-dorsal part 
differently, and thus whether these tasks partially involve different computations, but overall, 
fluency tasks activate both regions (Costafreda et al., 2006; Heim, 2008; Henry & Crawford, 2004; 
Katzev, Tüscher, Hennig, Weiller, & Kaller, 2013). Apart from the classical fluency tasks, Heim et al. 
(2008) used a purely grammatical fluency task in which participants had to produce nouns with a 
given gender. This task, which is even more similar to operations hypothesized to underlie active 
predictions, also activated the same brain areas as the semantic and phonological verbal fluency 
tasks. The same brain areas are also activated when participants have to select a proper gender-
marked determiner that will be produced before a named picture (Heim, Opitz, & Friederici, 2002).  
Overall, these studies show that any task involving selection and production of words according 
to some criterion activates LIFG. It is thus very likely that active predictions, which also involve 
word selection, rely on the work of the same brain regions, even though active prediction require 
no overt language production. 
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The similarity of active predictions to verbal fluency tasks allows us to draw a number of additional 
conclusions. First, active predictions should rely on the left-hemispheric language comprehension 
mechanisms, and thus, in contrast to passive predictions, should be triggered to a greater extent 
by stimuli addressed to the right visual hemifield.  
Second, the extent to which active predictions can be employed should be limited by the same 
factors as those that constrain the number of words produced in verbal fluency tasks. Thus, 
participants whose controlled selection mechanisms are less efficient (due to age, due to neural 
disorders such as Parkinson disease, or simply due to inherent individual differences) should be 
less prone to engage into active predictions. Also, people who are not proficient in a given 
language, and thus attain low scores in verbal fluency tasks in that language, should be limited in 
using active predictions in a given language.  
The third conclusion is that whenever the language comprehension system is not aware of any 
semantic or grammatical constraints, active predictions should not occur. This, of course, includes 
the situations when the context simply does not afford such constraints. But apart from that, 
participants with low L2 proficiency who often have limited knowledge of syntactic constructions 
of a given language, should be deprived of grammatical constraints necessary for making active 
predictions, even in sentences in which proficient L1 speakers would be able to benefit from 
predictions. Thus, L2 participants are likely to be at a disadvantage for two reasons: because their 
controlled search and production mechanisms in L2 are too slow, but also because they may be 
not able to extract all syntactic patterns of the language that would furnish the grammatical 
constraints.  
Finally, since active predictions rely on controlled mechanisms, they should be highly malleable 
by the current comprehension strategy. For example, when an experiment or a text is composed 
of sentences with a high proportion of surprising words, participants might adopt a task-set of not 
engaging into active predictions. As can be seen, there are many reasons why active predictions 
might fail to be employed. And indeed, as it was described in the Introduction, in all those 
situations active predictions do not occur.26 
5.5.2. The relationship between active predictions and language production 
The theory outlined above proposes that active predictions are implemented in LIFG. Since in the 
neurolinguistic research this region is primarily associated with speech production, the theory of 
active predictions can also provide information on the role of language production in language 
comprehension. This idea, going back to the analysis-by-synthesis theory of speech perception 
(Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967), is currently getting a lot of 
momentum in theories on predictions in language comprehension (Dell & Chang, 2014; 
Federmeier, 2007; Pickering & Garrod, 2013). The common theme in all those theories is that 
                                                                        
26 This is not to say that in all those situations people do not predict at all. They still rely on passive predictions 
that preactivate concepts related to the current representation of the discourse. These people just do not have 
the luxury of more focused predictions that benefit from grammatical constraints, and of the opportunity to 
quickly detect situations when their comprehension is missing the meaning intended by the speaker. 
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predictions in language comprehension employ the same mechanisms that are used for language 
production. Below I will review these theories, and reflect how do they relate to the results 
presented in this thesis.  
The concept of active predictions owes a lot to ideas of Kara Federmeier. She found that 
prediction-like patterns of ERPs are only obtained for those older adults that have low verbal 
fluency (Federmeier et al., 2002). She also found that prediction-like patterns of ERPs occur only 
for stimuli displayed centrally, or in the right visual hemifield, but not in the left visual hemifield 
(i.e. only when the stimuli quickly arrive to the left hemisphere; Federmeier, 2007; Federmeier, 
Mai, & Kutas, 2005). Based on these results, she proposed that predictions in language 
comprehension are acts of covert language production, and they are implemented in the left 
hemisphere (Federmeier, 2007). The predictions referred to by Federmeier correspond to what 
was defined in this thesis as active predictions. The research presented in this thesis supports and 
extends the ideas of Federmeier, by describing the mechanism of language production that are 
employed in active predictions, that is the controlled search for words matching semantic and 
grammatical criteria, which results in accessing the predicted word. It also pinpoints the reasons 
why some participants do not engage into predictive processing: slow engagement of the process 
of controlled search, but also insufficient knowledge of grammatical rules that would constrain 
the controlled search. Finally, the present research shows when active predictions are triggered, 
and clarifies which aspects of predictive processing can, and which cannot be attributed to active 
predictions.  
Another theory suggesting that mechanisms of language production are routinely involved in 
language comprehension was formulated by Pickering and Garrod (2013). They suggested that 
comprehenders simulate the continuation of the utterance of the speaker, by formulating forward 
production models (i.e. formulating predictions) at the syntactic, semantic and phonological level. 
These forward models get ahead of the actual utterance of the speaker, enabling the 
comprehender to facilitate processing of the utterance. Pickering and Garrod's proposal is quite 
broad. It suggests that forward models are produced at all levels of linguistic representation, 
making use of any information that is available. The theory of active predictions presented here 
is limited to lexico-semantic predictions, but within this level, it specifies in exactly what conditions 
the mechanisms of language production are engaged to aid comprehension. These conditions are 
much more circumscribed than Pickering and Garrod suggest (i.e. the mechanism is limited to 
certain populations, requires effort, and a certain level of proficiency, etc.). As such, predictions 
involving language production (i.e. active predictions) cannot be an indispensable element of 
language comprehension, as Pickering and Garrod propose. 
Another recent hypothesis linking production with comprehension, the P-chain hypothesis, was 
proposed by Dell and Chang (2014). Similarly to the proposal of Pickering and Garrod, it posits 
that language comprehension involves prediction, and that prediction is implemented by 
mechanisms of language production. Their proposal builds on an earlier computational model of 
language processing (Chang, Dell, & Bock, 2006) in which the ability to produce language results 
directly from predicting unfolding sentences, and from learning from prediction errors. The model 
was created primarily to account for results of syntactic priming studies, in which people tend to 
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produce sentences with the same syntactic frame as present in sentences they have just heard. It 
consists of two interacting pathways: one helping to predict grammatically appropriate words at 
each sentence position (the sequencing pathway), and one ensuring that the chosen words reflect 
the intended meaning (the meaning pathway). This separation into sequencing and meaning 
prediction pathways is parallel to the separation into active and passive predictions, and supports 
the view that only such a dual prediction system can explain the human linguistic behavior. Dell 
and Chang's model also shares yet another property with the current proposal. Namely, it stresses 
that predictions are made at each processing step, but only one word ahead. But the two 
proposals differ in that in their model predictions are always automatic and obligatory, whereas 
the current proposal offers a more nuanced picture, in which the more grammatical predictions 
— active predictions — require strategic engagement on the part of the comprehender. It should 
be kept in mind, however, that the two proposals focus on different levels of language: Dell and 
Chang's proposal concerns the prediction of syntax, while the current proposal is entirely based 
on data showing conceptual predictions (which are dependent on predictions of syntax, but do 
not indicate whether certain syntactic structures are easier to process as a result of prediction), 
and thus it does not warrant any straightforward extension into purely structural predictions.  
Concluding, active predictions can be seen as the aspect of language comprehension that employs 
the mechanisms of language production to aid language comprehension. However, the current 
proposal makes much more cautious conclusions than those that are made by recent theories of 
language processing that link language production and comprehension (Dell & Chang, 2014; 
Pickering & Garrod, 2013). It shows that some aspects of language production can, but do not 
have to be engaged during language comprehension.  
5.6. The functional significance of Anterior Positivities 
Most of the studies described in this thesis did not focus on the AP component. They did, however, 
employ the congruity manipulation paradigm and thus could elicit (and as it will turn out - did 
elicit) the AP component. In this section I will review all the studies of the present thesis together 
and point out what we can learn about the Anterior Positivity component, both from the 
similarities between the studies, as well as from the differences. The similarities are numerous 
and they concern factors that can affect ERP components: the tested language, participant 
population (their education background and motivation), the materials (all studies used stories of 
similar length and complexity, all used direct object nouns as target words, and incongruent 
conditions were of similar severity), the recording devices and the EEG pre-processing. Any 
differences obtained with respect to the AP component thus should not result from those 
parameters. On the other hand, some of the studies introduced manipulations that can be helpful 
in improving our understanding of the AP component.  
5.6.1. The topographical distribution of APs 
Figure 5.3 gives topographical distributions for the comparison between ERPs for the incongruent 
and congruent conditions in the 500-650ms time-window, for each of the studies described in this 
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thesis. It shows that all of the studies yielded an anterior positivity, but its topography varied 
across the studies. This raises the question whether these positivities reflect a common 
component - the Anterior Positivity which has been reviewed in the Introduction. At this point, at 
the wrap-up of the thesis, we have three experiments at our disposal that enable us to answer 
this question.  
Figure 5.3. Voltage maps displaying the topography of the Anterior Positivity component, evoked by direct 
object nouns in the 500-650ms time-window. Column a) the difference between semantic violation and 
congruent conditions from the study described in chapter 2; column b) the difference between incongruent and 
congruent conditions from the study described in chapter 3; column c) the difference between NE-IC and NE-C 
conditions in the study from chapter 4; column d) the difference between E-IC and E-C conditions in the study 
from chapter 4. 
The only situation in which the 500-650ms latency range is completely free of any confound with 
the N400 component is given in column d of Figure 5.3. It comes from the study described in 
chapter 4, from a comparison between the E-IC and E-C conditions in which the N400 was shifted 
a few hundred milliseconds backwards, as a result of the experimental manipulation. This 
condition thus offers a unique opportunity to observe the Anterior Positivity component at its 
best. The distribution of this "pure" AP component has two maxima: at electrodes Fz/FC1, and at 
electrode P3.  
The remaining columns of Figure 5.3 come from experiments and conditions in which the 500-
650ms time-window is to some extent confounded with the N400 component. It can be seen that 
the distribution and amplitude of the positivity varies, presumably depending on the N400 
component's amplitude and duration. Since for visually presented words the N400 has a centro-
parietal distribution, slightly lateralized to the right side of the scalp, the stronger the N400 is, the 
more the anterior positivity gets "pushed" to prefrontal electrodes, particularly on the left side of 
the scalp. Such a situation can be best observed in column c (coming from the same experiment 
and elicited by the same sentences as the "canonical" AP shown in column d). The distributions 
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shown in columns a and b come from the studies described in chapters 2 and 3. Even though the 
APs in these studies were preceded by an N400, the negativity presumably gave place to the AP 
earlier, rendering the components resemble the canonical distribution of the AP shown in column 
d.  
All the APs presented in Figure 5.3 come from studies based on very similar materials and 
contrasts: they used roughly similar stories with items in similar constraint strength ranges, the 
target words had comparable cloze probability values, etc. Thus, the differences in the AP 
distribution cannot be attributed to differences in the idiosyncratic properties of the materials 
between studies. Also, the APs with both types of distributions, the more prefrontal shown in 
Figure 5.3 column c, and the fronto-left-central one shown in columns a, b, d were previously 
reported in the literature (prefrontal: Federmeier, 2007; fronto-left-central: Brothers et al., 2015; 
Van Petten & Luka, 2012)27 . Thus, all these distributions very likely correspond to the same 
component projected onto the scalp by the same ensemble of neural generators - the Anterior 
Positivity component.  
The overlap of the N400 and the AP components is related to a weakness of the EEG method, 
stemming from the fact that neural generators located on the large surface of the cerebral cortex 
"compete" for space on the limited surface of the scalp. This limits the possibility to draw any 
inferences on the amplitude of the AP component, at least as long as it is measured in the 500-
600ms time-window. Unfortunately, that is the time-window in which the remnants of the N400 
component can still linger. Since the N400 and the AP have opposing polarity, establishing the 
factors that the AP component is sensitive to can be impossible in the time-window of overlap. 
For example, if both components are sensitive to the same factors (e.g., cloze probability of a 
word), their inverse polarity will cancel each other out.28 On the other hand, as Figure 5.3 shows, 
at least one property of the AP seems not to be obscured by an overlap with the N400 - its 
sensitivity to constraint strength of the context. The upper row of Figure 5.3 shows the difference 
between ERPs to incongruent words, and high-cloze congruent words presented in high-
constraint contexts. The bottom row shows the difference between incongruent words and 
congruent words with lower cloze probability occurring in less constraining contexts. A visual 
inspection of Figure 5.3 reveals that semantic constraint equally influences the AP amplitude in 
conditions endangered by an overlap with the N400 component (columns a, b and c), and when 
there is no such risk (column d).  
                                                                        
27 It should be noted that one group of researchers claimed that these two distributions reflect two different 
ERP components - the Anterior Positivity (a greater positivity for unexpected words) and a left-lateralized fronto-
temporal negativity (a greater negativity for expected words with multiple likely interpretations; Federmeier et 
al., 2007; Wlotko et al., 2012; Wlotko & Federmeier, 2012; Wlotko, 2012). While this hypothesis is not 
incompatible with the data presented in this thesis, the account presented here offers a more parsimonious 
explanation of the differences of the distribution of the anterior positivity. However, it might be impossible to 
differentiate between the two accounts based on EEG/ERP data only. 
28 This risk is probably higher for sentence-internal target words, and smaller for sentence-final words, where 
the AP has a prolonged time-course, and thus can be measured in broader time-windows (e.g. 600-900ms, see 
e.g. Brothers et al., 2015). On the other hand, it is possible that APs for sentence-final words reflect some 
additional processes related to sentence wrap-up. 
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Concluding, a systematic comparison of APs obtained in a set of experiments using similar 
materials shows that depending on the degree of overlap with the N400 component in the 500-
650 ms latency range, the AP has a distribution varying between fronto-left-parietal (with maxima 
at Fz, FC1 and P3, for absence of overlap with the N400), and prefrontal (for cases of a strong 
overlap with the N400). The overlap with the N400 requires caution when inferring properties of 
the AP, especially with respect to those parameters to which the N400 is also sensitive. In the long 
run, a good understanding of the factors underlying the amplitude of the AP might require using 
other imaging methods that combine good temporal and spatial resolution.  
5.6.2. The functional nature of the AP - what does it not reflect? 
The conclusions of the previous section benefit from the similarity of stimuli and procedures used 
in experiments described in this thesis. On the other hand, the design of these experiments also 
differed in subtle ways. The fact that all of these experiments did evoke an AP component despite 
these differences allows some additional conclusions concerning the functional nature of the AP, 
and enables us to revise some of the claims that have been put forward with respect to this 
component. 
The dominant functional interpretation of the AP component states that it reflects the costs of 
mispredicting a specific word (see Introduction for a more elaborate description of the research 
and theories concerning APs). The interpretation says that APs occur in highly constraining 
sentences which promote one specific word as their likely continuation. Such sentences 
presumably induce participants to predict the expected word before it is presented. However, 
when they encounter another word instead of the expected one, a word which is plausible but 
unexpected, the AP component arises. Thus, the component is believed to reflect the revision of 
lexical predictions. The set of experiments described in the present thesis demonstrates that 
some of the statements above require rectification.  
Assumption 1: the AP arises only in response to plausible, but unexpected words. 
To start with, it appears not to be true that the AP arises only in response to plausible but 
unexpected words. The incongruent conditions in each of our experiments contained a large 
number of violations that were not only unexpected, but also highly implausible, or even 
anomalous. For example, in the experiments for which we have collected plausibility data 
(chapters 2 and 4), the average plausibility of target nouns in the incongruent conditions did not 
exceed 20% of the maximal plausibility. And yet, each of these experiments obtained an AP effect. 
This stands in a stark contrast with the conclusions of a recent review by Van Petten & Luka (2012), 
who found an Anterior Positivity (or a positivity with both frontal and posterior distribution) only 
in 4 out of 64 reviewed comparisons (some studies reviewed reported more than one relevant 
comparison). This discrepancy could result from several factors.  
The first reason might be related to the overlap with a preceding N400 component that was 
demonstrated in the preceding section. As I noted earlier, the distribution of the AP component 
varies, probably depending on the strength of the N400 component. Since highly anomalous 
words elicit much more pronounced N400s than unlikely but plausible words, in the former case 
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the AP can presumably survive only at the prefrontal electrodes (yielding a distribution similar to 
that shown in Figure 5.3, column c). Since researchers only recently started to pay attention to this 
component (in contrast to the well-known N400 and P600 components), the majority of studies 
reviewed by Van Petten & Luka did not report ERPs at prefrontal electrodes (not to mention any 
effects that might show up there). Since the APs were unexpected and occurred at the electrodes 
that were not typically reported, researchers might have simply missed it. 
Another reason for the absence of APs to semantic violations is related to the depth of processing 
induced in typical psycholinguistic experiments. Both post-N400 positivities — the AP and the 
P600 — seem to be highly dependent on the sentence processing strategy and on the depth of 
processing.29 For example, in chapter 2 we observed that the elicitation of the P600 by purely 
semantic violations depends very strongly on the depth of processing induced by the experiment. 
The probability of obtaining the effect greatly increases when longer and more engaging items 
are used in the experiment. It also increases when participants are given a task that enhances the 
level of processing, such as an acceptability judgment task, or an off-line test of memory of items 
task.  
All experiments presented in this thesis employed items that were long and engaging: each item 
involved a multi-sentence story (usually composed of 3 or more sentences), written in such a way 
that participants could imagine the event described. Also, in all experiments participants were 
informed that a memory test of stimuli would follow the EEG session, which induced them to 
process the stories deeply. Perhaps for these reasons, all the experiments reported here obtained 
the P600 component for semantic violations.  
In contrast, many studies using the semantic violation paradigm are composed of extremely short 
items such as "The children went outside to shower." (Bloom & Fischler, 1980), which probably 
only elicit a shallow processing strategy. As a consequence, most of the experiments reviewed by 
Van Petten & Luka failed to obtain a P600: only 19 out of 64 comparisons involving semantic 
violations showed this component, suggesting that the remaining ones did not induce a 
sufficiently deep level of processing that is presumably also required to obtain an AP.  
Since the AP, as another exemplar of a post-N400 positivity, has probably the same sensitivity to 
depth of processing as the P600 does, its occurrence should be promoted by the same factors 
that increase the chance of obtaining the P600 to semantic violations.  
Concluding, it is likely that APs are elicited by all unexpected target words, independent of whether 
they are plausible or not, as long as the materials and instructions keep the participants motivated 
to process the sentences deeply. When the target word is implausible, the APs may be partially 
overlapping with the N400, and thus should be sought at more prefrontal electrodes. These are 
not, probably, all the factors responsible for why some studies do not obtain the APs for the 
implausible target words, but do obtain APs for plausible unexpected target words (see e.g. 
DeLong, Quante, et al., 2014). However, they still point out that APs should be much more 
                                                                        
29 The dependence of APs on strategies was discussed in the Introduction to this thesis. The dependency of the 
P600 on strategies and type of stimuli used in the experiment was discussed in chapter 2. 
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prevalent than it is currently assumed and reported. 
Assumption 2: APs occur only when the target word is unexpected 
The second aspect of the dominant interpretation of the APs states that APs are evoked when an 
unexpected word arrives instead of the expected one. The study described in chapter 4 provides 
a direct test of this assumption, because it teases apart the manipulation of the target word's 
congruity and expectancy. Just as a reminder, in that study, in the expectancy condition 
participants were explicitly told that a specific word would appear in the upcoming sentence, 
inducing the expectation of the word. In another condition no such expectation was induced. In 
addition, the target word could be congruent or incongruent with the sentence it was embedded 
in. The incongruent target words evoked an AP component (relative to congruent ones), 
independently of whether they were expected or not. Thus, that study showed that APs are driven 
by incongruity, rather than by lexical surprise. The presentation of an incongruent word triggers 
an AP, even if the word is expected, and when it is semantically (pre)activated. 
5.6.3. The functional nature of the AP - a marker of prediction? 
The study of Anterior Positivities still seems to yield more questions than answers. The 
considerations discussed above contest some common assumptions concerning the nature of the 
component. It is, however, much more difficult to make positive statements about the nature of 
this component.  
APs are now more and more commonly interpreted and employed as markers of mispredictions 
(DeLong et al., 2012; Federmeier, 2007; Federmeier et al., 2010; Van Petten & Luka, 2012; Wlotko 
et al., 2012). A major argument in favor of this interpretation comes from the fact that the 
amplitude of the AP depends on the predictability of the word at hand. When the same high-
constraint contexts are continued either with a word of high- or of low-cloze probability, the latter 
elicits a more pronounced AP (DeLong et al., 2012; DeLong, Quante, et al., 2014; Delong et al., 
2011; Kutas, 1993). Similarly, the comparison between the incongruent words and the best 
sentence completion yields larger differences in high-constraint than in low-constraint sentences 
(DeLong, 2009; Wlotko et al., 2012, Experiment 3b).  
Finally, a strong argument for the APs being markers of misprediction of specific lexical items was 
recently brought by Brothers et al. (2015), who presented participants with short stories. They told 
the participants to predict the final word of each story, and after each story, they asked whether 
participants had successfully predicted the word. In line with the assumption that APs reflect 
mispredictions, the final words which had not been predicted by participants elicited the AP, 
relative to final words that had been accurately predicted.  
5.6.3.1 APs and N400s reflect different prediction mechanisms 
The above studies show that there is a sound empirical support for the idea that APs reflect a 
process occurring after participants have mispredicted a word. The study of chapter 4 extends the 
picture. It shows that the mechanisms underlying predictions which may eventually lead to the AP 
are different from the mechanisms underlying predictions that are indexed by the N400. While 
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the amplitude of the N400 reflects primarily to what extent the word at hand has not yet been 
activated, the AP is immune to the level of the word's activation. As we have seen in chapter 4, 
even when an incongruent word is fully preactivated — and thus elicits no N400 — the AP is still 
elicited by the presentation of this word (compare ERPs for E-IC and E-C conditions). Therefore, 
the APs must reflect a different mechanism of prediction than the one indexed by the N400 
component (i.e. conceptual preactivation in long-term memory). 
This opens the doors for asking the question about the mechanism underlying predictions that 
are reflected by the AP component. The above dissociation between the N400- and AP-mediated 
predictions warrants some speculations about this. APs are elicited when participants have 
predicted a word, but a different word appears instead. However, they are not modulated by 
whether the conceptual representation of the word is activated in long-term memory. This 
suggests that the context itself may be the place where the predictions leading to the AP 
component are formed30. In other words, predictions result in integration of some aspect of the 
predicted word with the representation of the discourse, even before the predicted word arrives 
(see Brothers et al., 2015 for a similar and independently motivated suggestion). When the 
incongruent word finally appears, the representation of the discourse has already incorporated 
the congruent word, at least to some extent. When a different word is encountered, the 
representation has to be adjusted, to enable integration with the unpredicted word. This process 
of readjustment is reflected by the AP component. 
5.6.3.2. The prediction reflected by APs is automatic 
The difference between the E-C and E-IC conditions in the study of chapter 4 brings yet another 
cue about the APs: the predictions underlying the AP effect are automatic. This assumption stems 
from the following observations: As we have already seen in the preceding section (5.6.2), the APs 
occur for the incongruent words in constraining contexts even when participants expect that the 
incongruent word will follow shortly. This suggests that even when participants are fully aware 
that the expected word will be incongruent, they cannot prevent the representation of the 
discourse from integrating the likely congruent word. Therefore, in this respect, the predictions 
underlying the AP effect are automatic and not malleable by participants' expectations.  
5.6.3.3. Predictions reflected by the AP: active, passive, or something else? 
This last observation brings us to the question whether predictions underlying the AP effect are 
an example of passive predictions, active predictions, or another type of prediction. At this point, 
it is difficult to answer this question, because the predictions underlying the AP component are in 
some ways similar, and in some way different from the active and passive predictions underlying 
the N400 component. Table 5.1 below summarizes the properties of each type of prediction. 
 
                                                                        
30 Note that it also implies that the current interpretation of the discourse is represented independently of 
current conceptual activations in long-term memory. 
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  type of predictions 
  passive active AP-related 
representation affected conceptual LTM conceptual LTM current discourse 
related ERP 
component 
N400 N400 Anterior Positivity 
component elicited by absence of prediction absence of prediction misprediction 
automatic / controlled automatic controlled automatic 
cues for formation 
current conceptual 
activation 
current conceptual activation 
+ grammatical cues 
? 
words affected 
words within 
the current topic 
the next word or phrase ? 
generated by anterior temporal lobe? left inferior frontal gyrus ? 
Table 5.1. Comparison of properties of active predictions, passive predictions, and predictions underlying the 
AP effect. 
5.6.3.4. The AP effect: Conclusions 
The APs are gradually acknowledged in the literature as an ERP component that reflects processes 
of language comprehension. Their popularity largely stems from findings showing that they reflect 
mispredictions, and in consequence, they indirectly confirm that prediction of a word has taken 
place. The present data show that the AP-related predictions are independent of the N400-related 
predictions. In contrast to the N400, the APs are related to automatic pre-integration of words into 
the representation of the current discourse. It still remains an open question what brain 
structures underlie the formation of such predictions, what kind of information is necessary for 
forming them, and what is the scope of these predictions. It is also hard to fully understand these 
predictions without a good theory of how the current interpretation of the discourse is 
represented, and what its relation is to conceptual representations of words. 
5.7. Conclusions 
Recent theories within neurobiology view predictions as a simple and powerful mechanism which 
organizes processing at all levels of the brain, beginning from the level of neurons. In this thesis I 
focused on predictions in processing language. This entails that I looked at predictions which are 
several levels of representation higher than the level of neurons. But even at this level, language 
processing has been proposed to be maximally incremental (Altmann & Mirković, 2009), which 
means that the brain seamlessly utilizes all possible sources of information to facilitate language 
processing. This argument is supported by recent information theoretic analyses, showing that 
the dependency between the time of reading a word in a sentence and its predictability computed 
from recurrent neural networks is logarithmic (Smith & Levy, 2013). This demonstrates that 
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humans reading sentences are equally good at predicting information as machine-learning 
algorithms trained on huge corpora, which are presumably capable of utilizing all information 
available to inform predictions. It might be thus tempting to conclude that just as neural networks 
accomplish their task using a simple yet powerful mechanism, also humans accomplish this task 
using a unitary and simple predictive mechanism.  
The data and the considerations laid out in this thesis show that the reality is not that simple. 
When one looks under the hood, what emerges is a view of a complex machinery. In this thesis I 
have shown that there are at least three processes, partly independent, which work together to 
adapt the language user to what may come next. These are passive predictions, active predictions, 
and context adjustments reflected in Anterior Positivities. I have proposed that active predictions 
are a partly controlled mechanism that utilizes LIFG to find words that would fit the semantic and 
grammatical constraints afforded by the context. They are triggered whenever new constraints 
become available, they concern only the next word or phrase, and they result in the access to 
conceptual representations corresponding to the word that matches the criteria. However, their 
use in language comprehension is limited, because they take place in highly constraining 
sentences, rely on efficient mechanisms of controlled search, and on good knowledge of the 
grammatical rules of the language, and they require attention. In contrast, passive predictions 
constitute a free and automatic mechanism that works behind the scenes during comprehension 
of any sentence. This mechanism passively activates all conceptual representations that are 
associatively or semantically related to the current representation of the discourse. Finally, the 
AP-related predictions differ from the other types of predictions in that they affect not the 
activation level of conceptual representations, but rather, the representation of the discourse 
itself. These three types of predictions conspire to produce predictive behavior that we could call 
"maximally incremental". 
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Appendices 
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Appendix A. Polish noun inflection 
Polish has seven grammatical cases both for singular and plural, and five gender classes: 
masculine, feminine and neuter, with masculine gender being further subdivided into three 
subclasses: masculine-human, masculine-animate and masculine-inanimate (Nagórko, 1996; 
Grzegorczykowa et al., 1998). Table A.1 presents a simplified distribution of inflectional singular 
suffixes of nouns in these five gender classes. Note, that in the singular, masculine-human and 
masculine-animate nouns follow the same inflectional paradigm which is different from the 
inflectional paradigm of masculine-inanimate nouns.  
Table A.1. The Polish case marking system with 5 gender classes (singular number). Low frequent 
inflectional suffixes are omitted. The symbol ' indicates that the preceding consonant is 
palatalized.  
  Gender class 
  
Masc. 
human 
Masc. 
anim. 
Masc. 
inanim. 
Neuter Feminine 
Nominative -Ø -o / -e / -ę -a 
Genitive -a -a / -u -a -y(-i) 
Dative -owi / -u -u -'e / -y(-i) 
Accusative -a ( =GEN) =NOM -ę / =NOM 
Instrumental -em -ą 
Locative -'e / -u -'e / -y(-i) 
Vocative -'e / -u =NOM -o / -u / -y(-i) 
 
As can be seen, the opposition between the masculine-inanimate gender and the two other 
masculine gender classes shows up in the accusative case, where masculine-animate and 
masculine-human nouns have a suffix equal to the genitive (–a suffix), while masculine-inanimate 
nouns have a suffix equal to the nominative (–Ø suffix). Morphological animacy (i.e. whether a 
noun carries the –a or the –Ø suffix in the accusative) is highly correlated with semantic animacy 
(i.e. whether a particular noun denotes a physical object, an abstract notion or a living entity). 
Exceptions from this correlation are primarily nouns referring to names of some brands, sports, 
currencies, dances (Bańko, 2000).  
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Appendix B: Examples of target nouns and preceding 
stories used in Chapter 2.  
The example shows how the inanimate target noun "scarf" contributes to all three conditions. 
Note that across items and participants, each story with its story final sentence, and each critical 
noun, contributes equally to all three conditions (this aspect of the design is not shown in the 
example, as it would require a full listing of the items). The critical story-final sentences are given 
in Polish (P), in literal English translation (LE), and in English translation (E). The critical direct object 
nouns are given in bold, in the following order: congruent noun (indicated by (c)), noun introducing 
a semantic violation (indicated by (s)), noun introducing an animacy violation (indicated by (a)). 
 
Context #1 (inanimate bias) 
beginning of 
the story 
Although it was late autumn and bitter cold, little John was running in the backyard with his 
neck bare.  
story-final  
sentence 
P: Zaniepokojona babcia przygotowała zapas wełny i uszyła szalik (c) / lek (s) / pracownika 
(a) dla swego wnuczka. 
LE: Worried grandma prepared stock of-wool and sew scarf (c) / medicine (s) / employee 
(a) for her grandson. 
E: His worried grandma prepared some wool and knitted a scarf (c) / a medicine (s) / an 
employee (a) for her grandson. 
 
Context #2 (inanimate bias) 
beginning of 
the story 
A young RAF pilot was returning to his base when he suddenly noticed a Messerschmitt 
coming from France.  
story-final 
sentence 
P: Pilot stoczył pojedynek powietrzny strącając samolot (c) / szalik (s) / pacjenta (a) wroga. 
LE: Pilot fought duel in-air shooting-down airplane (c) / scarf (s) / patient (a) of-enemy. 
E: The pilot fought a duel shooting down the airplane (c) / the scarf (s) / the patient (a) 
of the enemy. 
 
Context #3 (animate bias) 
beginning of 
the story 
According to the police archives, the last week certainly wasn't calm. The policemen 
managed to foil a bank robbery, found two drowned men and caught a drunk driver, who 
unintentionally caused a fatal accident. The driver rushed through the streets with a very 
high speed and lost control over his car. 
story-final 
sentence 
P: W pobliżu nie było samochodów ale pijany kierowca potrącił pieszego (c) / lwa (s) / 
szalik (a) idącego/idący w kierunku przystanku autobusowego. 
LE: In vicinity not were cars but drunk driver hit pedestrian (c) / lion (s) / scarf (a) walking 
in direction of-stop of-bus. 
E: There were no other cars around, but the drunken driver hit a pedestrian (c) / a lion (s) 
/ a scarf (a) walking to a bus-stop. 
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Appendix C: Examples of target prenominal modifiers, 
nouns, and preceding stories used in Chapter 3. 
The table below gives examples of four items, resulting from the crossing of Constraint and 
Congruity. The critical story-final sentences are given in Polish (P), in literal English translation (LE), 
and in English translation (E). The critical direct objects (the prenominal modifier and the noun) 
are underscored. The prenominal modifier suffixes in the Polish sentences are bolded; in the 
English translations, they are indicated by subscripts (A = animate accusative inflection on the 
prenominal adjective, IA = inanimate accusative inflection on the prenominal adjective). The direct 
objects are given both in a congruent version (indicated by (c)), and in an incongruent version 
(indicated by (ic)). Abbreviations: CP – cloze probability. 
beginning of the story story-final sentence 
anim. 
CP 
most 
likely 
compl. 
CP 
entropy 
target 
noun 
CP (c); 
(ic) 
1. Constraint = low, Context Animacy = inanimate 
My mother decided that 
we should have a ‘spring 
clean’ in our house. She 
cleaned the living room 
and the kitchen, and my 
father's job was to clean 
the first floor. 
P: Mi zaś przypadło w udziale 
porządnie wysprzątać cały strych (c) / 
całego wilka (ic) odwiedzany/ego 
ostatni raz wieki temu. 
1.0 0.38 2.18 0.38; 0.0 
LE: To-me whereas it-has-fallen in 
share well to-clean entireIA attic (c) / 
entireA wolf (ic) visited last time ages 
ago. 
E: My job was to clean the entire attic 
(c) / the entire wolf (ic) which had not 
been used for ages. 
      
2. Constraint = high, Context Animacy = inanimate 
During a school trip to the 
mountains, Peter was 
bragging about his good 
sense of direction. Even 
when he was not able to 
see the location of the sun, 
he was always able to 
point to the north. 
However, after two days, it 
was discovered that he 
was cheating. 
P: Ktoś przyuważył że w rękawie 
schował mały kompas (c) / małego lwa 
(ic) z którego odczytywał kierunek. 
1.0 0.85 0.62 0.85; 0.0 
LE: Somebody noticed that in sleeve 
he-hid smallIA compass (c) / smallA lion 
(ic) from which he read direction. 
E: Somebody noticed that he had 
hidden a small compass (c) / a small 
lion (ic) up in his sleeve, from which he 
had read the direction. 
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Appendix D: Examples of items used in chapter 4.  
Below are examples of four items, differing in the number of intervening display frames (see 
section 2.2) and in cloze probability of the congruent target noun. The critical story-final sentences 
are given in Polish (P), in literal English translation (LE), and in English translation (E). The critical 
direct object nouns are given in bold, in the following order: congruent noun (indicated by (c)), 
incongruent noun (indicated by (ic)). The examples include statistics for cloze probability of the 
congruent target word (CP), and for constraint strength of the context. 
 
Item #1 (9 intervening display frames, CP=0.83, constraint strength=0.83) 
My uncle loves to make practical jokes. During the last summer he mounted a triangle fin on his back, jumped into the water, and 
approached the swimming area with his fin only above the water.  
P: Narobił się straszny raban i wszyscy byli przekonani że ujrzeli rekina (c) / lekarza (ic) podpływającego do nich. 
LE: There-started-to-be terrible fuss and everybody were convinced that they-saw shark (c) / doctor (ic) swimming up-to them. 
E: There was terrible fuss and everybody thought they saw a shark (c) / a doctor (ic) approaching them. 
 
Item #2 (7 intervening display frames, CP=0.37, constraint strength=0.37) 
Children played soccer in a yard next to an old tenement. Suddenly one of the boys kicked the ball so unfortunately, that it broke 
a window of one of the apartments on the first floor.  
P: Skruszony malec zapukał do drzwi mieszkania i przeprosił właściciela (c) / mistrza (ic) ze spuszczoną głową. 
LE: Repentant kid knocked on door of-apartment and apologized-to owner (c) / master (ic) with lowered head. 
E: The repentant kid knocked on the door of the apartment and apologized to the owner (c) / a master (ic) lowering his head. 
 
Item #3 (4 intervening display frames, CP=0.95, constraint strength=0.95) 
Jonas promised his fiancée to make a bookshelf for her. After he prepared planks and nails, he realized that he did not have 
anything that he could use to attach the bookshelf to the wall.  
P: Dopiero gdy od sąsiada pożyczył młotek (c) / walkę (ic) z werwą zabrał się za pracę. 
LE: Only when from neighbor he-borrowed hammer (c) / fight (ic) with vigor he-started working. 
E: Only when he borrowed a hammer (c) /a fight (ic) from his neighbor he started to work vigorously. 
 
Item #4 (3 intervening display frames, CP=0.21, constraint strength=0.37) 
A circus was preparing a new performance. Together with their trainers all animals were practicing new acts. Suddenly, one of 
them tripped, dropping a ball from its trunk.  
P: Treser natychmiast skrzyczał słonia (c) / ochroniarza (ic) zestresowanego nową sytuacją. 
LE: The trainer immediately scolded elephant (c) / bodyguard (ic) stressed by-new situation. 
E: Immediately, the trainer scolded the elephant (c) / a bodyguard (ic) who had been stressed by the new situation. 
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Summary 
This thesis focuses on two topics related to language perception: the role of animacy in language 
processing, and the mechanisms of language prediction. Below I provide a summary of the main 
findings presented in the thesis. 
In the first chapter I lay out the theoretical foundations of the thesis. I briefly describe the ERP/EEG 
methodology used. I describe three ERP components that provide a window into to the 
neurocognitive mechanisms underlying language comprehension: the N400, the P600 and the 
Anterior Positivity. I also discuss different models of word comprehension, and show which 
models are compatible with ERP data gathered so far in the literature. In the last part of the 
Introduction I review what is known about predictions in language processing. This leads me to 
proposing a novel distinction into two mechanisms of predictions: active and passive. This 
distinction will become particularly useful in the last chapter of the thesis, in which I reconsider 
the results of the preceding chapters from a broader theoretical perspective.  
In the second chapter we evaluated the role of animacy in language perception. Animacy is one 
of the most basic distinctions in our conceptualization of the world. Mammalian cognitive systems 
very quickly categorize objects as either animate or inanimate, because this simple distinction 
alone provides a huge amount of information about the object perceived. Animate entities move, 
eat, breathe, have their own goals, and thus it is necessary to understand their intentions to 
predict their behavior. In contrast, inanimate entities are generally static. They vary greatly and 
share few features. They have no intentions, and when they move, they are usually made to move 
by an animate entity: when a rock hits one’s arm, one looks for the one who threw it, instead of 
blaming the rock. Interestingly, the conceptual distinction of animate vs. inanimate entities has 
profound consequences for the syntactic and semantic structure of languages around the world. 
Animate entities tend to carry the role of the actor (and in the Indo-European languages also the 
role of the grammatical subject) of the sentence. This distinction is also important for the 
morphosyntax, as many languages affix animate and inanimate entities differently. In result, when 
comprehending language we pay close attention to animacy of the upcoming nouns, because this 
helps us to make reliable assumptions about the grammatical or the thematic category of the 
current word or phrase.  
In the study described in the second chapter we tested the limits of how the language processing 
system is sensitive to the animate/inanimate distinction. Participants were presented with simple 
sentences in Polish. Some of these sentences contained a word that did not fit in semantically. I 
manipulated whether the critical word was incongruent, and if it was, whether the word did or did 
not violate the expected animacy (for example: "Although it was late autumn and bitter cold, little 
John was running in the backyard with his neck bare. His worried grandma prepared some wool 
and knitted a scarf/a glass/a professor for her grandson."). Importantly, the sentences had very 
simple syntactic structure, and the role of target word's animacy for syntactic and thematic 
processing was reduced to the absolute possible minimum. Despite that, it turned out that the 
182 
 
language processing system was sensitive to whether the incongruent target word included the 
violation of animacy, or whether it was a “plain” semantic violation, not violating the expected 
animacy. Incongruities including violation of animacy elicited a greater amplitude of the P600 
component, relative to "plain" semantic violations. While it is difficult to functionally interpret this 
effect, it shows that the cognitive system is very sensitive to the animate/inanimate distinction, 
even when animacy does not bear any consequences the syntactic or thematic interpretation of 
the sentence. In other words, out of the many possible semantic distinctions, animacy has a 
special status in language processing.  
The third chapter turns to the main topic of this thesis – the role of predictions in language 
comprehension. The idea that predictions might aid language comprehension has only recently 
started to make its way into the mainstream psycholinguistics. It is claimed that comprehenders 
get ahead of themselves and predict upcoming words and concepts (or syntactic properties of 
upcoming words) based on the preceding discourse. If the prediction is correct, it is thought to 
facilitate processing of the words. If the prediction is incorrect, it provides an instant feedback that 
the comprehender might have not grasped the intended meaning of the preceding discourse well 
enough, which has prompted him or her to make the incorrect prediction. Until now, researchers 
have been able to demonstrate that in some rare occurrences when only one word can reasonably 
continue the sentence, comprehenders indeed preactivate the word, along with its grammatical 
and phonological features, and even along with the visual properties of the object the word 
denotes (e.g. round shapes for prediction of “moon”). The study presented in chapter three 
extended these findings, and showed that comprehenders predict whole semantic categories of 
words, even when no specific word is particularly likely to occur. This discovery considerably 
broadens the range of situations in which predictions can support comprehension. It 
demonstrates that predictions can be made at any point in a sentence, provided a semantic 
category of words is likely to be mentioned next. The study capitalized on specific properties of 
the gender system of Polish used as the testing language. 
The fourth chapter approaches the issue of predictions in sentence processing from a completely 
different angle. The experiment described in the chapter artificially induces specific lexical 
predictions (participants were told what word to expect in the upcoming sentence) in order to test 
how and when this information is used. This condition was compared against a condition in which 
no expectation for the critical word was induced. This study brought two very interesting findings. 
The first finding is that even when participants know what word will occur in the sentence, they 
do not use this knowledge immediately. Instead, they wait with accessing the knowledge about 
the word until the syntactic structure of the sentence hints that the expected word has a good 
chance to come next. This finding suggests that predictions act locally – they only target words 
that are likely to come right next. The second finding concerns the mechanism by which 
predictions are implemented: The act of making a prediction is accompanied by the N400 
component, which reflects accessing the knowledge about the predicted word(s). Accessing the 
word earlier (when the prediction is made) saves the language parser from accessing it later, when 
the word is encountered in the sentence. In such case, the N400 component is evoked only at the 
point of making the prediction, but not later, when the word is actually encountered. Thus, it 
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strongly supports the idea that reductions of the N400 component indeed reflect the earlier 
predictions.  
In the fifth chapter, I wrap up the findings of my studies, and propose a model of how predictions 
operate in language comprehension. Based on a joint analysis of the effects found in the 
experiments, I point out that they can be explained by a common mechanism that involves a 
combined work of active and passive predictions. I propose that active predictions simultaneously 
draw on conceptual and syntactic constraints offered by the sentence at a given point. These 
constraints provide criteria for conducting a search in mental lexicon, which results in accessing 
the word that matches the criteria. Thus, using active predictions requires a proficient language 
user able to quickly determine what syntactic and conceptual constraints apply at a given point in 
the sentence. Moreover, it requires good control abilities, enabling the language user to search 
his or her mental lexicon in a timely and effective manner. 
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Samenvatting 
Dit proefschrift focust op twee onderwerpen binnen het onderzoek naar taalbegrip: de rol van 
animacy in taalverwerking, en de mechanismen en de rol van voorspelling en anticipatie in 
taalbegrip. Hieronder geef ik een samenvatting van de belangrijkste bevindingen van dit 
proefschrift. 
In hoofdstuk 1 geef ik een overzicht van de theoretische achtergrond van dit proefschrift. Ik 
beschrijf kort de gebruikte methodologie van hersenpotentiaal-metingen (zogenaamde ERPs, 
event related brain potentials) en de drie ERP-componenten die ons inzicht kunnen verschaffen in 
de neurocognitieve mechanismen van taalbegrip: de N400, de P600, en de zogenaamde “anterior 
positivity”. Ik bespreek ook verschillende modellen van woordbegrip, en laat zien hoe deze 
modellen zich verhouden tot de dusver in de literatuur gerapporteerde ERP-resultaten. Hieruit 
leid ik het voorstel af voor een onderscheid tussen twee mechanismen van voorspelling tijdens 
taalbegrip: actieve en passieve voorspelling. Dit onderscheid zal in het bijzonder uiterst nuttig 
blijken in het laatste hoofdstuk, waar ik de bevindingen van dit proefschrift in een breder 
theoretisch kader bespreek.  
Hoofdstuk 2 kijkt naar de rol van animacy in taalbegrip. “Levend” versus “niet levend” is een van 
de meest fundamentele verschillen in onze conceptualisering van de wereld om ons heen. Het 
cognitieve systeem van zoogdieren is heel snel in het categoriseren van objecten als levend versus 
niet-levend, omdat dit eenvoudige onderscheid meteen een grote hoeveelheid aan informatie 
over het waargenomen object verschaft. Levende objecten bewegen, eten, ademen en hebben 
eigen doelen, en dus is het nodig hun intenties te herkennen om hun gedrag te kunnen 
voorspellen. Niet-levende objecten daarentegen zijn in het algemeen statisch. Zij laten veel 
variatie zien en delen maar weinig kenmerken onderling. Zij hebben geen intenties, en als zij 
bewegen, dan is deze beweging meestal door een levend object geïnitieerd: als men door een 
steen wordt getroffen, zoekt men diegeen die de steen heeft geworpen en geeft niet de steen de 
schuld. Interessant genoeg heeft het verschil tussen levend en niet-levend vergaande 
consequenties voor de syntactische en semantische structuur van talen. Levende eenheden 
hebben een sterke tendentie de rol van actor te vervullen (en in Indo-Europeese talen ook de rol 
van grammaticaal subject). Het verschil is ook belangrijk voor de morfosyntactische structuur: veel 
taalen gebruiken verschillende affixen voor woorden die naar levende of niet-levende eenheden 
verwijzen. Als gevolg hiervan richten wij onze aandacht tijdens taalbegrip sterk op de animacy-
waarde van zelfstandige naamwoorden, want dit helpt ons om de grammaticale en / of 
thematische categorie van een woord of zinsdeel te achterhalen. 
Hoofdstuk 2 geeft ook een experimentele test van de gevoeligheid van taalbegrip voor het 
“levend” – “niet-levend”-onderscheid. Poolse deelnemers aan een experiment lazen eenvoudige 
zinnen in het Pools. Sommigen zinnen bevatten een woord dat qua betekenis / semantiek niet in 
de zin paste. In het geval van niet-passende woorden (incongruente conditie) was het kritische 
woord ofwel een schending van de verwachte animacy van dit woord, ofwel een schending van 
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de verwachte betekenis zonder een schending van de verwachte animacy. De zinnen hadden een 
vrij eenvoudige syntactische structuur, en de rol van animacy van het kritische woord voor 
syntactische en thematische verwerking was tot een absoluut minimum beperkt. Desondanks 
lieten de resultaten zien dat het taalbegrip-systeem sensitief reageert op het verschil tussen 
kritische woorden die alleen maar een semantische schending inhouden, en woorden die een 
schending van de verwachte animacy inhouden. Schendingen van de verwachte animacy 
induceerden een P600 met een hogere amplitude dan “puur semantische” schendingen. 
Ongeacht het feit dat dit effect niet makkelijk functioneel interpreteerbaar is, laat het toch zien 
dat het cognitieve systeem sensitief is voor het onderscheid van “levend” versus “niet-levend”, zelf 
als animacy geen gevolgen heeft voor de syntactische of thematische verwerking van een zin. 
Animacy blijkt dus vergeleken met andere mogelijke semantische verschillen een bijzondere 
status te hebben. 
In hoofdstuk 3 ga ik naar het hoofdonderwerp van dit proefschrift: de rol van voorspellingen / 
anticipatie in taalbegrip. Het idee dat het voorspellen van woorden een zinvol mechanisme bij het 
begrijpen van taal zou kunnen zijn, is pas vrij recentelijk in de psycholinguïstiek opgekomen. De 
aanname is dat we tijdens het begrijpen van taal aankomende nieuwe woorden (of hun 
syntactische kenmerken) voorspellen voordat we ze hebben gehoord of gezien, en dat we dat 
doen op basis van de voorafgaande talige context. Indien de voorspelling juist is, zal dit de 
verwerking van het voorspelde woord makkelijker maken. Indien de voorspelling onjuist is, dan 
geeft het de lezer of luisteraar een terugkoppeling dat zij / hij de voorafgaande talige context niet 
goed genoeg heeft begrepen. Onderzoekers hebben tot nu toe laten zien dat lezers inderdaad 
woorden (inclusief hun syntactische en fonologische kenmerken) kunnen voorspellen, maar dit is 
tot nu toe alleen aangetoond voor die zeldzame gevallen waar er daadwerkelijk maar één woord 
is dat een zinvolle voortzetting van een zin zou geven. De studie in hoofdstuk 3 breidt deze 
bevindingen uit, en laat zien dat lezers ook hele semantische categorieën van woorden kunnen 
voorspellen, zelfs als er geen specifiek woord bijzonder voorspelbaar is. Deze ontdekking  laat 
zien dat de situaties waarin voorspelling taalbegrip kan ondersteunen breder zijn dan we tot nu 
toe dachten op basis van eerder onderzoek. Mijn bevindingen laten zien dat voorspellingen op 
elke positie binnen een zin kunnen worden gemaakt, zolang er maar een bepaalde semantische 
categorie van woorden nodig is voor de voortzetting van de zin. In deze studie heb ik gebruik 
gemaakt van bepaalde eigenschappen van het Poolse systeem van grammaticaal geslacht, dat 
een heel mooie test-case geeft voor deze vragen. 
Hoofdstuk 4 behandelt de vraag van voorspelling tijdens taalbegrip uit een compleet andere 
invalshoek. In het experiment van dit hoofdstuk werden voorspellingen van woorden kunstmatig 
geïnduceerd door de deelnemers aan het experiment expliciet te vertellen dat een bepaald woord 
in de volgende zin zou voorkomen. Dit maakte het mogelijk te onderzoeken hoe en wanneer 
tijdens het verwerken van de zin deze informatie gebruikt kan worden. Deze conditie werd 
vergeleken met een conditie zonder de kunstmatige inductie van een voorspelling. Deze studie 
liet twee uiterst interessante bevindingen zien. Ten eerste, zelfs al wisten de deelnemers dat een 
bepaald woord in de volgende zin zou voorkomen, gebruikten ze deze kennis niet onmiddellijk. In 
plaats daarvan wachtten zij met het actief gebruik maken van deze kennis totdat de syntactische 
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structuur van de zin aangaf dat het (geïnduceerd) verwachte woord een goede kans had het 
eerstvolgende woord in de zin te zijn. Dit resultaat geeft aan dat voorspellingen waarschijnlijk vrij 
locaal werken: zij betreffen voornamelijk woorden die waarschijnlijk heel gauw in de zin zullen 
voorkomen. Ten tweede ging het maken van een voorspelling samen met een N400-component, 
een component die een index vormt voor het ophalen van kennis over een woord uit het mentale 
lexicon. Het woord eerder op te halen (namelijk op het moment dat de voorspelling van het woord 
wordt gemaakt) maakt het dus overbodig het woord op te halen als het daadwerkelijk in de zin 
verschijnt. We zagen de N400 component dus op het moment van de voorspelling van het woord 
en niet op het moment waar het woord daadwerkelijk in de zin verscheen. Dit geeft sterke 
ondersteuning voor de aanname dat voorspellingen de N400-component kunnen oproepen. 
In hoofdstuk 5 geef ik een samenvatting van de belangrijkste bevindingen van dit proefschrift, en 
presenteer een model voor hoe voorspellingen tijdens taalbegrip zouden kunnen werken. Ik stel 
voor dat de bevindingen door middel van een mechanisme kunnen worden verklaard dat gebruik 
maakt van een combinatie van actieve en passieve voorspellingen. Volgens mijn voorstel maken 
actieve voorspellingen gebruik van de conceptuele en de syntactische informatie die een zin (en 
de aan de zin voorafgaande talige context) geeft. Deze informatie levert criteria voor het opzoeken 
van een woord in het mentale lexicon dat deze criteria vervult. Dus, actieve voorspelling vereist 
dat de taalgebruiker in staat is de aanwezige conceptuele en syntactische informatie snel en 
efficiënt te gebruiken. Verder vereist het goede controlemechanismen die de taalgebruiker in 
staat stellen het mentale lexicon snel en efficiënt te doorzoeken.   
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