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Part I
Introduction
The program of the quantization of the Teichmu¨ller spaces T (Σ) of Riemann surfaces Σ which
was started in [Fo, CF1] and independently in [Ka1] 1 is motivated by certain problems and
conjectures from mathematical physics. One of the main aims of this program is to construct a
one-parameter family of maps
Σ −→ ( HTb (Σ) , OTb (Σ) , MTb (Σ) ) , where (0.1)
(i) b is a deformation parameter, related to the traditional ~ via b =
√
~,
(ii) Σ is a two-dimensional topological surface possibly with boundary,
(iii) HTb (Σ) is a Hilbert-space (possibly infinite-dimensional),
(iv) OTb (Σ) is an algebra of bounded operators on HTb (Σ) and,
(v) MTb (Σ) is a unitary projective representation of the mapping class group of Σ on HTb (Σ).
The data
(
O
T
b (Σ),M
T
b (Σ)
)
are restricted by the requirement that a suitably defined limit of
1See [FG, CP] for recent generalizations.
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T
b (Σ) for b → 0 should reproduce the commutative algebra of functions on the Teichmu¨ller
space T (Σ), whereas a natural limit b→ 0 of the automorphisms of OTb (Σ) which are induced
by the representation MTb (Σ) should correspond to the natural action of the mapping class group
MC(Σ) on T (Σ).
1. Motivation
Motivation for studying this problem comes from mathematical physics. A conjecture of H.
Verlinde [V] can be formulated very schematically as the statement that( HTb (Σ) , MTb (Σ) ) ≃ ( HLc (Σ) , MLc(Σ) ) , where (1.2)
(i) HLc (Σ) has a definition in terms of the representation theory of the Virasoro algebra with
central charge c as the so-called space of conformal blocks associated to Σ, and
(ii) MLc(Σ) is an action of the mapping class group MC(Σ) on HLc (Σ) which is canonically
associated to the representation-theoretic definition of HLc (Σ).
Part of the interest in the space HLc (Σ) from the side of mathematical physics is due to the
fact that the elements of HLc (Σ) represent the basic building blocks in the so-called Liouville
conformal field theory [TL1]. Deep connections between the perturbative approach to quantum
Liouville theory on the one hand and Teichmu¨ller theory on the other hand have been exhibited
by Takhtajan, Zograf and Teo see e.g. [TT] and references therein.
This conjecture may be seen as a non-compact analog of similar relations between the quan-
tization of moduli spaces of flat connections on Riemann surfaces on the one hand, and rational
conformal field theories on the other hand. For K being a compact group, the geometric quanti-
zation of the moduli space MK(Σ) of flat K-connections on a Riemann surface was performed
in [Hi2, ADPW]. Alternative approaches were based on more explicit descriptions of the sym-
plectic structure on MK(Σ) [FR, AGS, BR, AMR].2 In either case one may schematically
describe one of the main results of these constructions as an assignment
Σ −→ ( HMk (Σ) , MMk (Σ) ) , where (1.3)
(i) HMk (Σ) is a finite-dimensional vector space,
(ii) MMk (Σ) is a projective representation of the mapping class group of Σ on HMk (Σ).
Part of the interest in these results was due to the close relations between the representation
MMk (Σ) and the Reshetikhin-Turaev invariants of three manifolds [RT]. Another source of
interest were the relations to rational conformal field theory, which were predicted in [Wi], see
[So] for a review of mathematical approaches to the problem and further references. These
2The equivalence between the different quantization schemes has not been discussed in detail so far. It boils
down to the verification that the monodromy representation of the KZ-connection constructed within the geometric
quantization framework of [Hi2, ADPW] is equivalent to the mapping class group representation defined in [AGS,
BR]. It seems that e.g. combining the results of [La] and [BK2] does the job.
5relations may, again schematically, be summarized as the existence of canonical isomorphisms( HMk (Σ) , MMk (Σ) )
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jj
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( HWk (Σ) , MWk (Σ) ) oo ≃ // (HRTk (Σ) , MRTk (Σ) ),**
≃
jjTTTTTTTTTTTTTTTT
(1.4)
where
(i) HWk (Σ) is the space of conformal blocks in the WZNW-model associated to the compact
group K, which can be defined in terms of the representation theory of the affine Lie
algebra gˆk with level k associated to the Lie algebra g of K,
(ii) MWk (Σ) is the natural action of the mapping class group on HWk (Σ), which can be defined
by means of the monodromy representation of the Knizhnik-Zamolodchikov connection,
(iii) HRTk (Σ) is the space of invariants in certain tensor products of representations of the quan-
tum group Uq(g),
(iv) MRTk (Σ) is the mapping class group representation on HRTk (Σ) defined by the construction
of Reshetikhin-Turaev.
The quantization program (0.1) can be seen as a non-compact analog of (1.3) in the following
sense. In (0.1) the role of the moduli space of flat connections MK(Σ) is taken by the Teich-
mu¨ller space T (Σ), which can be identified with the component in the moduli spaceMG(Σ) of
flat G = SL(2,R)-connections that has maximal Euler class [Hi1, Go2]. Moreover, the natural
symplectic structure on the moduli space of flat SL(2,R)-connections restricts to the Weil-
Petersson symplectic form on T (Σ) [Go1]. A quantization of the Teichmu¨ller space T (Σ) may
therefore be regarded as providing a quantization of a topological component in the moduli
space MG(Σ).
We expect that any non-compact counterpart of the developments mentioned above will be
mathematically at least as rich as the already known results associated to compact groups K.
In particular we expect that certain analogs of the constructions of Reshetikhin-Turaev and/or
Turaev-Viro will capture information on the geometry of hyperbolic three manifolds, similar
and probably related to the appearance of hyperbolic volumes in the asymptotic behavior of
certain link invariants [KaV].
2. Aims
A major step towards establishing H. Verlinde’s conjecture (1.2) is to show that the quantization
of the Teichmu¨ller spaces (0.1) as initiated in [Fo, CF1], [Ka1] produces an analog of a modular
functor. The basic data of a modular functor are assignments such as (1.3), which are required
to satisfy a natural set of axioms as discussed in Section 12. One of the most important im-
plications of the axioms of a modular functor are simple relations between the representations
of the mapping class groups associated to Σ and Σ†c respectively, where Σ†c is the surface that
is obtained from Σ by cutting along a simple closed curve c. These relations imply that the
representation MMk (Σ) restricts to - and is generated by - the representations MMk (Σ′) which are
6associated to those subsurfaces Σ′ that can be obtained from Σ by cutting along a set of non-
intersecting simple closed curves. This crucial locality property can be seen as the hard core of
the notion of a modular functor.
Within the formalisms introduced in [Fo, CF1], [Ka1]-[Ka3] it is far from obvious that the
quantization of Teichmu¨ller spaces constructed there has such properties. To show that this is
indeed the case is the main problem solved in this paper. The representation MTb (Σ) constructed
and investigated in [Ka1]-[Ka3] is obtained by exploiting the fact that the mapping class group
can be embedded into the so-called Ptolemy groupoid associated to the transformations between
different triangulations of a Riemann surface Σ. A representation of the Ptolemy groupoid is
constructed in [Ka1]-[Ka3], which then canonically induces a projective unitary representation
of the mapping class group MC(Σ). The simplicity of the Ptolemy groupoid, which underlies
the elegance of the constructions in [Ka1]-[Ka3] now turns out to cause a major problem from
the point of view of our aims, since the above-mentioned locality properties implied in the
notion of a modular functor are not transparently realized by the Ptolemy groupoid.
Essentially our task is therefore to go from triangulations to pants decompositions, which is
the type of decomposition of a Riemann surface Σ that is naturally associated to the concept of
a modular functor. This requires to construct a change of representation for HTb (Σ) from the
one naturally associated to triangulations of Σ [Ka1]-[Ka3] to another one which is associated to
pants decompositions. The main tool for doing this are the geodesic length operators introduced
and studied in [Fo, CF2] and [Ka3, Ka4], which are the observables on the quantized Teich-
mu¨ller spaces that are associated with the geodesic length functions3 on the classical Teich-
mu¨ller spaces. The length operators associated to a maximal set of non-intersecting simple
closed curves turn out to furnish a set of commuting self-adjoint operators, and the simultaneous
diagonalization of these operators defines the sought-for change of representation.
There is a natural groupoid associated with the transformations between different pants de-
compositions. Of particular importance for us will be a certain refinement of this groupoid
which will be called the modular groupoid M(Σ). The modular groupoid M(Σ) has been intro-
duced for the study of rational conformal field theories by Moore and Seiberg in [MS], and it
was further studied in particular in [BK1]. Constructing a modular functor is essentially equiv-
alent to constructing a tower of representations of the modular groupoid. Our main aim in the
present paper will be to show that the quantization of Teichmu¨ller spaces allows one to construct
a tower of representations of the modular groupoid by unitary operators in a natural way.
3. Overview
This paper has three main parts. The first of these parts collects the necessary results from
the “classical” theory of Riemann surfaces. This includes a review of two types of coordinate
systems for the Teichmu¨ller spaces T (Σ), one of which is associated to triangulations of Σ,
the other to pants decompositions. The coordinates associated to triangulations were first in-
troduced by Penner in [P1]. We will also need to discuss variants of these coordinates due to
3See [Wo1, Wo2, Wo3] for some classical work on the symplectic nature of the Fenchel-Nielsen coordinates
which represents important background for our results.
7Fock [Fo] and Kashaev [Ka1] respectively. The changes of the underlying triangulation of Σ
generate a groupoid, the Ptolemy groupoid Pt(Σ), which has a useful representation in terms
of generators and relations (Theorem 2).
The coordinates associated to pants decompositions are the classical Fenchel-Nielsen coordi-
nates, which we review briefly in §8.1. We furthermore explain how the coordinates of Penner
[P1] and Kashaev [Ka1], which were originally introduced to parameterize the Teichmu¨ller
spaces of surfaces Σ with punctures only, can be used to provide coordinates also for the case
where the surface Σ has holes represented by geodesics of finite length.
The material in this part is mostly known, but it is scattered over many places in the literature,
and some basic results were stated in the original references without a proof. We have therefore
tried to give a reasonably self-contained and complete presentation of the relevant material,
providing proofs where these are not available elsewhere.
The second part gives a largely self-contained presentation of the foundations of the quan-
tization of Teichmu¨ller spaces. Our presentation is heavily inspired by [Ka1]-[Ka3], but we
deviate from these references in some important points. The treatment presented in this paper
seems to be the first complete and mathematically rigorous formulation of the quantum theory
of the Teichmu¨ller spaces.
The main aims of this paper are finally achieved in the third part. We begin in §12 by intro-
ducing the notion of a stable unitary modular functor, and by explaining why having a stable
unitary modular functor is equivalent to having a tower of unitary projective representations of
the modular groupoid.
In §13 we will reformulate the main result of [MS, BK1] concerning the description of M(Σ)
in terms of generators and relations in a way that is convenient for us.
Of particular importance for us will be §14, where important first relations between certain
subgroupoids of M(Σ) and Pt(Σ) are observed.
In §15 we define the geodesic length operators and establish their main properties. These
results are of independent interest since some important properties of the geodesic length oper-
ators had not been proven in full generality before.
A key step in our constructions is taken in §16 by constructing a change of representation
from the original one to a representation in which the length operators associated to a pants
decomposition are simultaneously diagonalized. An important feature of this construction is
the fact that the unitary operator which describes the change of representation factorizes into
operators associated to the individual three holed spheres (trinions) which appear in a pants
decomposition.
In §17 we construct the corresponding representation of the modular groupoid M(Σ). The
operators which represent M(Σ) are constructed out of compositions of the representatives for
the transformations in Pt(Σ). This makes it relatively easy to verify the relations of M(Σ), but
the price to pay is that some crucial locality properties are more difficult to prove.
84. Outlook
In a sequel [TT2] to this paper we will calculate the matrix coefficients of the operators which
generate the representation of the modular groupoid explicitly. A close relation to the modular
double DUq(sl(2,R)) of Uq(sl(2,R)) as defined and studied in [Fa, PT, BT] will be found.
It should be noted that (HTb (Σ),MTb (Σ)) will not satisfy all the usual axioms of a mod-
ular functor, which require, in particular, that the vector space V(Σ) assigned to each Rie-
mann surface should be finite-dimensional. Most importantly, however, the assignment Σ →
(HTb (Σ),MTb (Σ)) was up to now only constructed for surfaces Σ which have at least one bound-
ary component.
What will allow us to overcome this unsatisfactory feature are the remarkable analytic prop-
erties that the matrix coefficients of the operators which represent the modular groupoid will
be shown to have. It turns out that the mapping class group representation MTb (Σ) assigned to
a Riemann surface with a boundary represented by geodesics of a fixed length depends ana-
lytically on the values of these lengths. The analytic properties of the matrix coefficients will
furthermore allow us to “close a hole” by taking a limit where the length parameter assigned to
this boundary component approaches a certain imaginary value. It will be shown in [TT2] that
the resulting mapping class group representation is equivalent to the one on the surface which
is obtained by gluing a disc into the relevant boundary component.
Concerning the representation theoretic side of H. Verlinde’s conjecture (1.2) it should be
mentioned that a complete mathematical construction of (HLc (Σ),MLc (Σ)) is not available so
far, but nontrivial steps in the direction of constructing and describing (HLc (Σ),MLc (Σ)) pre-
cisely have been taken in [TL2] in the case of surfaces Σ of genus zero. This includes in partic-
ular the derivation of explicit formulae for a set of basic data which characterize the resulting
representation of the braid group uniquely.
The explicit computation of the matrix coefficients of the operators which generate the rep-
resentation of the modular groupoid carried out in [TT2] will therefore allow us to verify H.
Verlinde’s conjecture (1.2) in the case of Riemann surfaces of genus zero.
We furthermore expect that it should be possible to construct non-compact analogs of
(HRTk (Σ),MRTk (Σ)) based the non-compact quantum group DUq(sl(2,R)), and thereby com-
plete a non-compact analog of the triangle (1.4).
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9Part II
Coordinates for the Teichmu¨ller spaces
We will consider two-dimensional surfaces Σ with genus g ≥ 0 and s ≥ 1 boundary compo-
nents such that
M ≡ 2g − 2 + s > 0 .
On Σ we will consider metrics of constant negative curvature −1. Our main interest will be the
case where the boundary components can be represented by geodesics of finite length. Such
boundary components will also be called holes in the following. However, to begin with we
will focus on the case where the boundary components are punctures, i.e. holes of vanishing
geodesic circumference.
The space of deformations of the metrics of constant negative curvature is called the Teich-
mu¨ller space T (Σ). It will be of basic importance for us to have useful systems of coordinates
for T (Σ).
We will consider two classes of coordinate systems which are associated to two types of
graphs drawn on the Riemann surfaces respectively. The first class of coordinates goes back
to Penner and is associated to triangulations of the Riemann surface or the corresponding dual
graphs, the so-called fat graphs. We will also describe two useful variants of the Penner coordi-
nates due to Kashaev and Fock respectively.
The second class of coordinates are the classical Fenchel-Nielsen length-twist coordinates.
One may view them as being associated to a second type of graph on a surface Σ called marking
that determines in particular a decomposition of the surface into three-holed spheres (trinions).
In the following first part of this paper we shall describe these coordinate systems in some
detail, discuss the graphs on Σ that these coordinates are associated to, as well as the groupoids
generated by the transformations between different choices of these graphs.
5. The Penner coordinates
5.1 Triangulations and fat graphs
Consider a fixed oriented topological surface Σ of genus g with s ≥ 1 punctures. An ideal
triangulation τ of Σ is the isotopy class of a collection of disjointly embedded arcs in Σ running
between the punctures such that τ decomposes Σ into triangles. There are 2M triangles and
3M edges for any ideal triangulation. As an example we have drawn a triangulation of the
once-punctured torus in Figure 1.
 
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 
 





   
   
   
   
   



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
h
P
Figure 1: Triangulation of the once-punctured torus.
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The graph dual to a triangulation is a trivalent fat graph i.e. a trivalent graph embedded in
the surface with fixed cyclic order of the edges incident to each vertex. An example for a fat
graph on the once-punctured torus is depicted in Figure 2. The sets of vertices and edges of a
  
  


 
 


Figure 2: Another representation of the triangulation from Figure 1 and the dual fat graph.
fat graph ϕ will be denoted ϕ0 and ϕ1 respectively.
An ideal triangulation is called decorated if the triangles are numbered and if a corner is
marked for each triangle [Ka1]. The decoration of the triangle tv dual to a vertex v ∈ ϕ0 can
be used to fix a numbering convention for the edges evi , i = 1, 2, 3 which emanate from v as
defined in Figure 3.
ev
e3
v
1e
v
2
*
t
v
Figure 3: Graphical representation of the vertex v dual to a triangle t. The marked corner defines
a corresponding numbering of the edges that emanate at v.
Remark 1. Decorated ideal triangulations are dual to decorated fat graphs, which means that the
vertices are numbered, and for each vertex v ∈ ϕ0 one has chosen a distinguished edge ev ∈ ϕ1.
As a convention we will assume that fat graphs always carry such a decoration unless otherwise
stated.
5.2 Penner coordinates
It turns out to be useful to consider a somewhat enlarged object which keeps track of the choices
of horocycles around each of the punctures, the so-called decorated Teichmu¨ller space T˜ (Σ).
T˜ (Σ) is defined as a principal Rs+-bundle over T (Σ) by taking the s-tuple of horocycles around
each of the punctures as the fiber over a point of T (Σ). The ordered s-tuple of hyperbolic
lengths of the horocycles gives coordinates for the fibers.
Given any point P in the decorated Teichmu¨ller space T˜ (Σ) and an ideal triangulation τ
of Σ, Penner assigns a coordinate value to each of the edges in τ by means of the following
construction. By means of Fuchsian uniformization one may equip the surface Σ with a unique
11
a b
e
t t1 2
*
*
cd
Figure 4: Two adjacent triangles and the dual fat graph.
hyperbolic metric g associated to our chosen point P ∈ T˜ (Σ). Let τ1 be the set of edges of a
triangulation τ . Each edge e in τ1 may be straightened to a geodesic for the hyperbolic metric
g. The coordinate le(P ) is defined as the hyperbolic length of the segment of e that lies between
the two horocycles surrounding the punctures that e connects, taken with positive sign if the
two horocycles are disjoint, with negative sign otherwise. We are going to consider the tuple
(le)e∈τ1 as a vector in the vector space Rτ1 of dimension 3M .
Theorem 1. Penner [P1][P2]
(a) For any fixed ideal triangulation τ of Σ, the function
l : T˜ (Σ)→ Rτ1 , P → (le(P ))e∈τ1
is a homeomorphism.
(b) The pull-back of the Weil-Petersson two-form ω on T (Σ) is given by the expression
ω = −
∑
t∈τ2
(
dle1(t) ∧ dle2(t) + dle2(t) ∧ dle3(t) + dle3(t) ∧ dle1(t)
)
,
where the summation is extended over the set τ2 of triangles of τ , and ei(t), i = 1, 2, 3 are the
edges bounding the triangle t, labelled in the counter-clockwise sense.
The Teichmu¨ller space T (Σ) itself can finally be described as the space of orbits in T˜ (Σ)
under the following symmetry. Choose a number d(p) for each puncture p. Let the action of the
symmetry be defined by
l′e ≡ le + d(p) + d(p′) (5.1)
if the edge e connects the punctures p and p′.
5.3 Fock coordinates
There is a useful variant of the Penner coordinates which was introduced by V. Fock in [Fo]. In
terms of the Penner coordinates one may define the Fock coordinates in terms of certain cross-
ratios. Given a quadrilateral formed by two adjacent triangles we are going to keep the labelling
of the edges introduced in Figure 4. Let
ze = la + lc − lb − ld. (5.2)
The dependence of the Penner coordinates on the choice of horocycles drops out in the Fock
coordinates. However, the variables ze assigned to the 3M edges in a triangulation are not all
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independent. To describe the relations that they satisfy it is convenient to think of the Fock
coordinates as being assigned to the edges of the fat graph dual to the given triangulation. Each
closed curve c on Σ is homotopic to a unique path gc on the fat graph which has minimal length
w.r.t. the metric defined by assigning each edge of ϕ the length one. Such paths will also be
called graph geodesics in the following. The path gc may be described by a sequence of edges
ec1, . . . , e
c
nc ∈ ϕ1. To a closed curve c let us associate
fϕ,c ≡
nc∑
i=1
zeci . (5.3)
The definition (5.2) then implies the relations
fϕ,c = 0 (5.4)
for any closed curve c that encircles one puncture only. If one uses the equations (5.4) to express
s of the variables ze in terms of the others one obtains a set of coordinates for T (Σ).
On the 3M-dimensional space Fϕ that is spanned by the coordinate functions ze(P ) one may
define a Poisson bracket ΩWP which is such that
(i) the elements fa, a = 1, . . . , s span the set Cϕ of all c ∈ Fϕ such that
ΩWP(c,w) = 0 for all w ∈ Fϕ, (5.5)
(ii) the Poisson bracket which is induced by ΩWP on the quotient Fϕ/Cϕ coincides with the
Poisson bracket which corresponds to the Weil-Petersson symplectic form on T (Σ).
There exists a rather simple description for this Poisson-bracket [Fo]:
ΩWP(ze, ze′) = ne,e′, where ne,e′ ∈ {−2,−1, 0, 1, 2}. (5.6)
The value of ne,e′ depends on how edges e and e′ are embedded into a given fat graph. If e and
e′ don’t have a common vertex at their ends, or if one of e, e′ starts and ends at the same vertex
then ne,e′ = 0. In the case that e and e′ meet at two vertices one has ne,e′ = 2 (resp. ne,e′ = −2)
if e′ is the first edge to the right4 (resp. left) of e at both vertices, and ne,e′ = 0 otherwise. In all
the remaining cases ne,e′ = 1 (resp. ne,e′ = −1) if e′ is the first edge to the right (resp. left) of
e at the common vertex.
The coordinates ze also have a nice geometrical meaning [Fo]. In the Fuchsian uniformization
the two triangles that share the common edge e will be mapped into ideal hyperbolic triangles
in the upper half plane. The edges are then represented by half-circles, and the corners will be
at points x1, . . . , x4 on the real line, see Figure 5.
We then have
exp(ze) =
(x4 − x1)(x3 − x2)
(x4 − x3)(x2 − x1) . (5.7)
By means of Mo¨bius-transformations xi → axi+bcxi+d one may map the corners of one of the two
triangles to −1, 0 and ∞ respectively. The variable ze, being expressed in terms of the Mo¨bius-
invariant cross-ratio therefore parameterizes the different ways of gluing two ideal hyperbolic
4w.r.t. to the orientation induced by the embedding of the fat-graph into the surface
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Figure 5: Representation of the triangles ti and tj in the upper half plane.
triangles along a common edge modulo Mo¨bius-transformations. Given the variables ze one
may reconstruct the Riemann surface as represented in the Fuchsian uniformization by succes-
sively mapping ideal hyperbolic triangles into the upper half-plane, glued along the edges e in
the way prescribed by the given value ze [Fo].
6. The Ptolemy groupoids
In the previous section we had associated coordinate systems to fat graphs on a surface Σ: A
change of graph will of course induce a change of coordinates. The groupoid generated by the
moves between different fat graphs will be the subject of the present section.
6.1 Groupoids vs. complexes
The groupoids that we will be interested in can be conveniently described as 2-dimensional
connected CW complexes G. The set of vertices G0 of G will be represented by certain sets of
graphs, within this section called fat graphs. The (directed) edges E ∈ G1 that connect these
vertices correspond to the generators (“elementary moves”) of the groupoid, while the faces
F ∈ G2 of G yield the relations.
The groupoidG associated to the 2-dimensional connected CW complexes G will then simply
be the path groupoid of G, which has the vertices in G0 as objects and the homotopy classes of
edge paths between two vertices as morphisms. The homotopy class of paths leading from
vertex V1 ∈ G0 to vertex V2 ∈ G0 will be denoted by [V2, V1]. Similarly we will sometimes use
the notation [WE , VE] for the element of G which corresponds to an edge E ∈ G1.
A path π which represents an element in the homotopy class [W,V ] may be represented by
a chain of edges E ∈ G1, i.e. an ordered sequence (Eπ,n(π), . . . , Eπ,1), Eπ, ∈ G1 for  =
1, . . . , n(π) such that Eπ, ∈ [Vπ,+1, Vπ,] for  = 1, . . . , n(π)− 1, and Vπ,1 = V , Vπ,n(π) = W .
We will also use the suggestive notation En ◦ En−1 ◦ · · · ◦ E1 to denote a chain.
6.2 Change of the triangulation
In the case of the Ptolemy groupoids Pt(Σ) we will consider a complex Pt(Σ), where the set
G0 = Pt0(Σ) is defined to be the set of fat graphs on Σ. Let us furthermore define Pt1(Σ) to
consist of the following elementary moves.
(i) Permutation (vw): Exchanges the labels of the vertices v and w.
(ii) Rotation ρv : See Figure 6.
14
*
*
v v
Figure 6: Transformation ρv changes the marked corner of the triangle dual to a vertex v ∈ ϕ0.
(iii) Flip ωvw : See Figure 7.
a b b’’
e e’
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* *
*
cd
d’ c’
v
v
w
w
Figure 7: The flip transformation ωvw changes the diagonal in the quadrilateral formed by the
two adjacent triangles tv and tw.
Proposition 1. [P1, Proposition 7.1][Ka3]
The complex Pt(Σ) is connected, i.e. for a given surface Σ, any two fat graphs ϕ and ϕ′ can be
connected by a chain of elementary transformations.
Validity of the following relations in Pt(Σ) can easily be verified pictorially [Ka3].
ρv ◦ ρv ◦ ρv = id,
ωu1u2 ◦ ωu3u4 = ωu3u4 ◦ ωu1u2 , ur 6= us for r 6= s,
ωvw ◦ ωuw ◦ ωuv = ωuv ◦ ωvw,
(ρ−1v × ρw) ◦ ωvw = ωwv ◦ (ρ−1v × ρw),
ωwv ◦ ρv ◦ ωvw = (vw) ◦ (ρv × ρw).
(6.1)
Theorem 2. The complex Pt(Σ) is simply connected, i.e. any relation between the generators
(vw), ρv and ωvw of the Ptolemy groupoid is a consequence of the relations (6.1) together with
the relations of the permutation group.
The proof of this theorem is explained in Appendix C.
One of the main virtues of the Penner coordinates is that the corresponding change of coor-
dinates can be described rather simply.
Lemma 1. Lemma A.1a of [P2]
Let τ ′ be the triangulation obtained by applying the flip of Figure 7 to a pair of adjacent trian-
gles in a given initial triangulation τ , and denote e and e′ the diagonal edge before and after
the flip. The coordinates associated to τ and τ ′ will then agree for each edge that the two
triangulations have in common, and
λe′ =
1
λe
(λaλc + λbλd), λf ≡
√
2 exp(1
2
lf ), ∀f ∈ ϕ1 , (6.2)
where we have labelled the edges according to Figure 7.
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The corresponding transformation of the Fock variables is also easy to describe:
e−za′ =e−za(1 + e−ze)
e+zd′ =e+zd(1 + e+ze)
ze′ = −ze
e−zb′ =e+zb(1 + e+ze)
e+zc′ =e−zc(1 + e−ze)
(6.3)
6.3 The representation of the mapping class group
The mapping class group MC(Σ) of the topological surface Σ is the group of isotopy classes
of orientation-preserving diffeomorphisms of Σ. An element µ ∈ MC(Σ) of the mapping class
group will map a given (decorated) triangulation τ into another one, µ.τ . The fact that any two
triangulations can be mapped into each other by a composition of the elementary transforma-
tions introduced in subsection 6.2 therefore leads to an embedding of the mapping class group
into the Ptolemy groupoid:
Φτ : MC(Σ) → Pt(Σ), Φτ (f) ≡ [µ.τ, τ ]. (6.4)
More precisely, Φτ induces a homomorphism MC(Σ) → Pt(Σ) in the sense that
Φτ (µ2 ◦ µ1) = Φµ1 .τ (µ2) ◦ Φτ (µ1) for any µ2, µ1 ∈ MC(Σ),
which embeds MC(Σ) injectively into Pt(Σ) [P3, Theorem 1.3].
7. Teichmu¨ller space as the phase space of a constrained system
As a preparation for the description of the quantum Teichmu¨ller spaces it will be useful to
parameterize the Teichmu¨ller spaces by means of variables assigned to the triangles instead of
the edges of a triangulation [Ka1]. In the following section we shall elaborate upon the results
and constructions in [Ka1], strengthening them somewhat.
7.1 Kashaev’s coordinates
Assume given a fat graph ϕ with set of vertices ϕ0. For each vertex v ∈ ϕ0 one may introduce
a pair of variables (qv, pv) according to the following rule. Let us label the edges that emanate
from the vertex v by evi , i = 1, 2, 3 according to Figure 3. We will denote the Penner coordinates
associated to the edges evi by lvi , i = 1, 2, 3. Let us then define the pair of variables (qv, pv) as(
qv , pv
)
=
(
lv3 − lv2 , lv1 − lv2
)
. (7.1)
Following Kashaev [Ka1] we will consider the vector space Vϕ ≃ R4M obtained by regarding
the variables qv, pv as the components qv(v), pv(v) of vectors v ∈ Vϕ. The space of linear
coordinate functions on Vϕ will be called the Kashaev space Wϕ. On Wϕ we will consider the
Poisson bracket Ωϕ defined by
Ωϕ(pv, qw) = δvw, Ωϕ(qv, qw) = 0, Ωϕ(pv, pw) = 0. (7.2)
The assignment (7.1) associates a vector v(P ) in a subspace Tϕ ⊂ Vϕ to each point P ∈ T˜ (Σ).
Kashaev has observed that the subspace Tϕ can be characterized by a suitable set of linear forms
hc ∈ Wϕ (“constraints”).
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The constraints
To define the linear forms hc let us introduce an embedding of the first homology H1(Σ,R) into
Wϕ as follows. Each graph geodesic gc which represents an element [c] ∈ H1(Σ,R) may be
described by an ordered sequence of vertices vi ∈ ϕ0, and edges ei ∈ ϕ1, i = 0, . . . , n, where
v0 = vn, e0 = en, and we assume that vi−1, vi are connected by the single edge ei. We will define
ωi = 1 if the arcs connecting ei and ei+1 turn around the vertex vi in the counterclockwise sense,
ωi = −1 otherwise. The edges emanating from vi will be numbered eij , j = 1, 2, 3 according to
the convention introduced in Figure 3. To each [c] ∈ H1(Σ,R) we will assign
hc ≡
n∑
i=1
ui, ui : = ωi

−qvi if {ei, ei+1} = {ei3, ei1},
pvi if {ei, ei+1} = {ei2, ei3},
qvi − pvi if {ei, ei+1} = {ei1, ei2}.
(7.3)
hc is independent of the choice of representative c within the class [c]. Let Cϕ be the subspace
in Wϕ that is spanned by the hc, [c] ∈ H1(Σ,R).
Lemma 2. [Ka1]
(i) The mapping H1(Σ,R) ∋ [c] 7→ hc ∈ Cϕ is an isomorphism of vector spaces.
(ii) The restriction of Ωϕ to Cϕ coincides with the intersection form I on H1(Σ,R),
Ωϕ(hc1 , hc2) = I(c1, c2).
(iii) The linear forms hc, [c] ∈ H1(Σ,R) vanish identically on the subspace Tϕ.
The equations hc(v) = 0, [c] ∈ H1(Σ,R) characterize the image of T˜ (Σ) within Vϕ. It is
useful to recall that H1(Σ,R) splits as H1(Σ,R) = H1(Σcl,R) ⊕ B(Σ), where B(Σ) is the
s− 1-dimensional subspace spanned by the homology classes associated to the punctures of Σ,
and Σcl is the compact Riemann surface which is obtained by “filling” the punctures of Σ. The
corresponding splitting of Cϕ will be written as Cϕ = Hϕ ⊕ Bϕ.
Change of fat graph
In order to describe the change of Kashaev variables induced by a change of fat graph let us,
following [Ka1], define the following two transformations associated to the elementary moves
ωvw and ρv respectively.
Av : ( qv , pv ) 7→ ( pv − qv , − qv ), (7.4)
Tvw :
{
( Uv , Vv ) 7→
(
UvUw , UvVw + Vv
)
,
( Uw , Vw ) 7→
(
UwVv(UvVw + Vv)
−1 , Vw(UvVw + Vv)
−1
)
,
(7.5)
where we have set Uv ≡ eqv and Vv ≡ epv for all v ∈ ϕ0.
Lemma 3. The maps Av : Wϕ → Wρv◦ϕ and Tvw : Wϕ → Wωvw◦ϕ defined in (7.4) and (7.5)
respectively are canonical, i.e. they preserve the Poisson structure Ωϕ.
The proof is again straightforward. Lemma 3 implies in particular that the mapping class
group acts on Wϕ by canonical transformations.
17
7.2 The structure of the Kashaev space Wϕ
Fock variables vs. Kashaev’s variables
There is a canonical way to reconstruct the Fock-variables in terms of Kashaev’s variables which
is found by combining equations (5.2) and (7.1). The result may be formulated as follows. Let
v, w ∈ ϕ0 be the vertices that are connected by the edge e ∈ ϕ1, and let evi , i = 1, 2, 3 be the
edges introduced in Figure 3.
zˆe = zˆe,v + zˆe,w, zˆe,v =

pv if e = e
v
1,
−qv if e = ev2,
qv − pv if e = ev3.
(7.6)
The definition (7.6) defines a linear map Iϕ : Fϕ → F̂ϕ ⊂ Wϕ. It will be useful to describe the
properties of this map a bit more precisely.
Lemma 4.
(i) zˆe(v(P )) = ze(P ) ∀e ∈ ϕ1, ∀P ∈ T˜ (Σ),
(ii) Ωϕ(zˆe, zˆf) = ΩWP(ze, zf) ∀e, f ∈ ϕ1,
(iii) Ωϕ(zˆe, hc) = 0 ∀e ∈ ϕ1, ∀c ∈ H1(Σ,R),
(iv) fˆc ≡ Iϕ(fc) = hc, ∀[c] ∈ B(Σ).
Proof. Straightforward verifications.
It is also useful to remark that the transformation of the Fock variables zˆe, e ∈ ϕ1 that is
induced by (7.4), (7.5) coincides with (6.3).
Splitting of Wϕ
The linear forms hc ∈ Bϕ turn out to be the Hamiltonian generators for the symmetry (5.1)
[Ka1]. It is therefore natural to consider the subspace Mϕ ⊂ Wϕ which is spanned by the
Hamiltonian vector fields that are generated by the linear forms hc ∈ Bϕ, as well as Nϕ ≡
Mϕ ⊕Bϕ.
Proposition 2. There exists a canonical transformation establishing the isomorphism of Poisson
vector spaces Wϕ ≃ Tϕ ⊕Nϕ ⊕Hϕ, such that
(i) Tϕ ≃ T ′(Σ) is the space of linear functions on the Teichmu¨ller space T (Σ),
(ii) The restriction of Ωϕ to Tϕ coincides with the Poisson bracket induced by the Weil-
Petersson symplectic form.
Proof. As a warmup it may be instructive to count dimensions: We have dim(Wϕ) = 8g−8+4s
and dim(Cϕ) = dim(H1(Σ,R)) = 2g + s − 1. In order to determine dim(Nϕ) let us choose
a canonical basis for H1(Σ,R), represented by curves α1, . . . , αg, β1, . . . , βg, γ1, . . . , γs−1 such
that the only nontrivial intersection pairings are I(αi, βj) = δij . Nϕ is spanned by the images
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of the classes [γ1], . . . , [γs−1], together with the Hamiltonian vector fields that they generate. It
follows that dim(Nϕ) = 2s− 2.
The main point that remains to be demonstrated is the existence of a decomposition of F̂ϕ as
the direct sum
F̂ϕ = Tϕ ⊕ Bϕ such that Ωϕ(t, h) = 0 ∀ t ∈ Tϕ, ∀ h ∈ Nϕ. (7.7)
Thanks to Lemma 3 we may choose a convenient fat graph to this aim. Let us pick a basis B(Σ)
for B(Σ) represented by the curves which encircle s − 1 of the s punctures. It is easy to see
that we can always construct a fat graph ϕ′ such that the elements of B(Σ) are represented by
singles edges in ϕ′1. These edges end in a unique vertex v(c) for each c ∈ B(Σ). It is clear that
the expression for hc only involves the variables (qv(c), pv(c)) for all c ∈ B(Σ). It follows from
(7.2) that the Hamiltonian vector field generated by hc can likewise be expressed in terms of
(qv(c), pv(c)) only. The existence of the sought-for decomposition (7.7) is obvious in this case.
The result is carried over to the general case with the help of Lemma 3. It is clear that the
subspace Tϕ ⊂ F̂ϕ is defined uniquely by the condition (7.7). Tϕ may then also be described
as the quotient of F̂ϕ by the conditions hc = 0 for all [c] ∈ B(Σ). It therefore follows from
our discussion in §5.3 that Tϕ is canonically isomorphic to T ′(Σ), the vector space of linear
functions on T (Σ).
To complete the proof it remains to observe that we have
(i) Ωϕ(t, h) = 0 ∀ t ∈ Tϕ, ∀ h ∈ Hϕ,
(ii) Ωϕ(h, n) = 0 ∀ h ∈ Hϕ, ∀ n ∈ Nϕ.
(7.8)
(i) follows directly from Lemma 4, whereas part (ii) can easily be verified by considering the
fat graph ϕ′ above.
8. The Fenchel-Nielsen coordinates
We will now be interested in the case of Riemann surfaces with a boundary that is represented by
a collection of s > 0 geodesics. Another standard set of coordinates for the Teichmu¨ller spaces
is associated to the decomposition of a Riemann surface into trinions (three-holed spheres). We
are now going to review the definition of these coordinates. Different sets of Fenchel-Nielsen
coordinates will be associated to different markings of the Riemann surface in a way which is
analogous to the relation between the Penner coordinates and fat graphs.
Let us denote by S3 the sphere with three holes (trinion). As a concrete model we may e.g.
choose
S3 ≡ {z ∈ C; |z| ≥ ǫ, |1− z| ≥ ǫ, |z| < 1/ǫ}. (8.1)
Any trinion with a smooth boundary is diffeomorphic to S3.
Definition 1. A marking σ of a surface Σ consists of the following data.
(i) A cut system Cσ, which is a set Cσ = {c1, . . . , c3g−3+s} of simple non-intersecting oriented
closed curves ci on Σ. Cutting Σ along the curves in C decomposes the surface into a
collection Pσ of trinions.
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(ii) A choice of a trivalent graph ΓT with a single vertex vT in each trinion T ∈ Pσ such that
the graphs on the different trinions glue to a connected graph Γσ on Σ.
(iii) A choice of a distinguished boundary component for each trinion T ∈ Pσ.
These data will be considered up to isotopy.
An example for the graphs ΓT is depicted in Figure 10.
Figure 8: A trinion equipped with a marking graph
8.1 Definition of the Fenchel-Nielsen coordinates
The basic observation underlying the definition of the Fenchel-Nielsen twist coordinates is the
fact that for each triple (l1, l2, l3) of positive real numbers there is a unique metric of con-
stant curvature −1 on the three-holed sphere (trinion) such that the boundary components are
geodesics with lengths li, i = 1, 2, 3. A trinion with its metric of constant curvature −1 will
be called hyperbolic trinion. There furthermore exist three distinguished geodesics on each
hyperbolic trinion that connect the boundary components pairwise.
Let us assume that the geodesic c separates two trinions Ta and Tb. Pick boundary compo-
nents ca and cb of Ta and Tb respectively by starting at c, following the marking graphs, and
turning left at the vertices. As mentioned above, there exist distinguished geodesics on Ta and
Tb that connect c with ca and cb respectively. Let δc be the signed geodesic distance between the
end-points of these geodesics on c, and let
θc = 2π
δc
lc
(8.2)
be the corresponding twist-angle. In a similar way one may define θ in the case that cutting
along c opens a handle.
Given a cut system C = {c1, . . . , cκ}, κ = 3g − 3 + s, we thereby associate to each Riemann
surface Σ a tuple (l1, . . . , lκ; θ1, . . . , θκ) of real numbers. It can be shown (see e.g. [IT]) that the
Riemann surface Σ is characterized uniquely by the tuple (l1, . . . , lκ; eiθ1, . . . , eiθκ) ∈ (R+)κ ×
(S1)κ. In order to describe the Teichmu¨ller space T (Σ) of deformations of Σ it suffices to allow
for arbitrary real values of the twist angles θi. Points in T (Σ) are then parametrized by tuples
(l1, . . . , lκ; θ1, . . . , θκ) ∈ (R+)κ × Rκ.
Remark 2. The marking graph Γσ allows one to distinguish systems of Fenchel-Nielsen coordi-
nates which are related to each other by Dehn twists, θ′c = θc + 2πkc, k ∈ Z, c ∈ C. To use the
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markings for the parametrization of different systems of Fenchel-Nielsen coordinates is then
closely analogous to using fat graphs for the specification of systems of Penner coordinates.
The definition of the Fenchel-Nielsen coordinates does not use the choice of a distinguished
boundary component for each trinion. The latter has been included into the definition 1 for later
convenience only.
8.2 Symplectic structure
Let us furthermore notice that the Weil-Petersson symplectic form becomes particularly simple
in terms of the Fenchel-Nielsen coordinates:
Theorem 3. [Wo2]
ωWP =
κ∑
i=1
dτi ∧ dli, τi = 1
2π
liθi. (8.3)
The content of the theorem may also be paraphrased as follows:
(i) The geodesic length functions associated to non-intersecting closed curves Poisson-
commute.
(ii) The Hamiltonian flows generated by the geodesic length functions coincide with the
Fenchel-Nielsen twist flows.
8.3 Geodesic lengths from the Penner coordinates
A nice feature of the Fock coordinates is that they lead to a particularly simple way to recon-
struct the Fuchsian group corresponding to the point P in Teichmu¨ller space that is parametrized
by the variables ze(P ), e ∈ ϕ1. Assume given a graph geodesic gc on the fat graph homotopic
to a simple closed curve c on Σ. Let the edges be labelled ei, i = 1, . . . , r according to the order
in which they appear on gc, and define σi to be 1 if the path turns left5 at the vertex that connects
edges ei and ei+1, and to be equal to −1 otherwise. The generator X(c) of the Fuchsian group
that corresponds to c is then constructed as follows [Fo].
Xc = V
σrE(zer) . . .V
σ1E(ze1), (8.4)
where the matrices E(z) and V are defined respectively by
E(z) =
(
0 +e+
z
2
−e− z2 0
)
, V =
(
1 1
−1 0
)
. (8.5)
Given the generator Xc of the Fuchsian group one may then calculate the hyperbolic length of
the closed geodesic isotopic to c via
2 cosh
(
1
2
lc
)
= |tr(Xc)|. (8.6)
The proof of (8.4) was omitted in [Fo]. We are therefore now going to explain how to verify
the validity of equation (8.4).
5w.r.t. to the orientation induced by the embedding of the fat-graph into the surface
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It was remarked in the Subsection §5.3 that for given values of the coordinates ze one may
construct a uniformized representation of the corresponding Riemann surface by successively
mapping ideal hyperbolic triangles into the upper half plane which are glued according to the
values ze. Iterating this procedure ad infinitum one generates a tessellation of the upper half
plane by ideal hyperbolic triangles. Let us now consider a generator X(c) of the Fuchsian
group, represented on the upper half plane by a Mo¨bius transformation MX(c), where MX(u) ≡
au+b
cu+d
if X = ( a bc d ) . The element c ∈ π1(Σ) may then be represented by an open path on the
upper half plane which leads from a chosen base point u to its image under MX.
But one may equivalently represent the motion along the path by standing still at the base
point and moving the tessellation around by means of Mo¨bius-transformations. More precisely,
let us assume that our base point u is located within the ideal hyperbolic triangle t0 with corners
at −1, 0,∞, and that the path Pc representing our chosen element c ∈ π1(Σ) crosses the edges
ei i = 1, . . . , r in the order of the labelling. We may assume that the edge e1 connects the points
0 and eze1 . After having crossed edge e1 one would have left the triangle t0 into the triangle
t1 with corners at 0, eze1 ,∞. The Mo¨bius-transformation M1 corresponding to E(ze1) brings
one back into t0: It can be checked that it leaves the set of corners {−1, 0, eze1 ,∞} on the two
triangles glued along e1 invariant, but exchanges the two triangles. To continue along the path
Pc in this fashion we now need to map the next edge e2 to be crossed to the edge going from 0 to
∞ before we can apply the Mo¨bius-transformation corresponding to E(ze2) in the same manner
as before. This is precisely what the Mo¨bius-transformation MVσ1 does: It simply rotates the
edges of our fundamental triangle t0. Moreover, the triangle t2 that would be reached when
leaving t0 through e2 will be mapped by MVσ1 into the ideal hyperbolic triangle with corners
0, eze2 ,∞. The fact that eze2 is indeed the position that the corner of t2 is mapped into by MVσ1
follows from the prescription for gluing t1 and t2 along e2 in terms of ze2 and the fact that MVσ1
preserves cross-ratios.
By continuing in this fashion one generates the Mo¨bius transformation MX(c) that evidently
maps the original tessellation representing the chosen point P in T (Σ) into another one that is
equally good as a representation for P . By assumption, MX(c) represents a closed path on the
considered fat graph. This means that the points that are mapped into each other by MX(c) are
to be identified as different representatives for the same points on the surface corresponding to
our point P ∈ T (Σ).
9. Coordinates for surfaces with holes of finite size
In the present paper we are mainly interested in the case of Riemann surfaces which have a
boundary ∂Σ represented by s geodesics of finite length. We therefore need to discuss how
to introduce analogs of the previously described coordinate systems for T (Σ) for the cases of
interest here. When considering surfaces with holes of finite size one has to choose if one wants
to keep the geodesic lengths of the boundary components variable, or if one wants to consider
surfaces ΣΛ which have fixed boundary length given by the tuple Λ = (l1, . . . , ls) ∈ Rs+. We
shall find the first option often more convenient to work with. Passing to a representation in
which the boundary lengths are fixed will then be almost trivial.
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9.1 Useful fat graphs on surfaces with holes of finite size
Riemann surfaces Σ with s holes can always be represented by considering a Riemann surface
Σe with s pairs of punctures, from which Σ is obtained by cutting Σe along the geodesics
b1, . . . , bs that encircle the pairs of punctures. This simple observation allows us to use the
coordinates discussed previously in order to define coordinates for the Teichmu¨ller spaces of
surfaces with s holes. In order to spell out more precisely how to do this, let us first introduce a
convenient class of fat graphs.
Let us consider a pair of punctures (P1, P2). Let c be a geodesic such that cutting Σ along
c produces two connected components one of which is a two-punctured disc D with punctures
P1 and P2. A given fat graph ϕe will be said to have standard form near D if there exists a
neighborhood of the disc D in which ϕe is homotopic to the fat graph depicted on the left half
of Figure 9.
c P2 P1 v
*
*
......
c P2 P1
Figure 9: Simple fat graphs in a neighborhood of the disc defined by the geodesic c which
encircles two punctures P1 and P2.
For surfaces Σe with s pairs of punctures there exist fat graphs ϕe which are of standard form
in the neighborhood of s − 1 discs Di. The simplest possible form of a fat graph around the
remaining two punctures is indicated on the right of Figure 9. A fat graph ϕe on a surface with
2s punctures will be said to have standard form if it has standard form near s− 1 discs Di, and
if it has the form depicted on the right of Figure 9 in a neighborhood of the remaining disc.
We will finally say that a fat graph ϕ on a Riemann surface Σ with s geodesic boundaries has
standard form if (Σ, ϕ) can be obtained from a pair (Σe, ϕe) consisting of a 2s-punctured surface
Σ and a fat graph ϕe of standard form by cutting Σe along s geodesics b1, . . . , bs, each of which
encircles a pair of punctures. The embedding Σ →֒ Σe furthermore induces an embedding
MC(Σ) →֒ MC(Σe) of the respective mapping class groups. The subgroup of MC(Σe) which
is generated by the diffeomorphisms that are supported on Σ ⊂ Σe preserves the set of fat
graphs which have standard form.
9.2 Kashaev type coordinates
If we only use fat graphs of standard form, it becomes easy to adapt the previously discussed
systems of coordinates to the case of interest in the rest of this paper. We may in particular
consider the space Wϕ of Kashaev variables associated to the fat graph ϕ. A subspace Tϕ of
Wϕ can again be defined by means of the decomposition (7.7). It is furthermore convenient to
introduce the set ϕ′1 which only contains the edges of ϕ that do not end in boundary components
of Σ.
Lemma 5. (i) We have Tϕ ≃ Tϕe .
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(ii) The Fock coordinates {ze; e ∈ ϕ′1} form a set of coordinates for Tϕ.
Proof. Let us first note that the linear form h1 which is via (7.3) associated to puncture P1 can
be expressed in terms of the variables (pv, qv) associated to the vertex v in Figure 9 only. This
means that both pv and qv are contained in Nϕe . Instead of the linear form h2 associated to
puncture P2 we may consider hc = h1+ h2, which can be expressed exclusively in terms of the
variables associated to the vertices contained in Σ. Part (i) of the lemma follows easily from
these observations.
In order to verify part (ii) one may again consider ϕe. When writing the relations fc = 0,
c ∈ B(Σ) in terms of the Fock variables ze, e ∈ ϕe1 one will always find contributions containing
the ze, e ∈ ϕe1 \ ϕ′1. It is then easy to convince oneself that the relations fˆc = 0 may be used to
express the ze, e ∈ ϕe1 \ ϕ′1 in terms of the ze, e ∈ ϕ′1. After this is done, all relations fc = 0,
c ∈ B(Σ) are satisfied, the variables ze, e ∈ ϕ′1 are therefore unconstrained.
However, in this case the relation between the Teichmu¨ller space T (Σ) and Tϕ is slightly
more complicated. In order to describe this relation let us consider the spaces Fun(T (Σ))
and Fun(Tϕ) of smooth functions on T (Σ) and Tϕ respectively. These spaces carry canonical
Poisson brackets { . , . }WP and { . , . }ϕ uniquely defined by the bilinear forms ΩWP and Ωϕ
respectively.
Proposition 3. We may represent Fun(T (Σ)) as the subspace of Fun(Tϕ) which is defined by
the conditions
{F , li }ϕ = 0, i = 1, . . . , s, F ∈ Fun(Tϕ), (9.1)
where li is the length function which is associated to the i-th boundary component via equations
(8.4) and (8.6).
It should be noted that the length functions associated to the boundary components are con-
tained in Fun(T (Σ)).
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Part III
Quantization of the Teichmu¨ller spaces
Our aim is to construct certain classes of infinite-dimensional representations of the mapping
class groups MC(Σ). One possible approach to this problem is to “quantize” Poisson manifolds
like the Teichmu¨ller spaces on which MC(Σ) acts as a group of symmetries.
Our construction will proceed in two main steps. Quantization of the Kashaev spaces Wϕ
leads to a rather elegant construction of projective unitary representations of the mapping class
groups [Ka1]. However, these representations turn out to be reducible. The second step will
therefore be to identify distinguished subrepresentations within the representations coming from
the quantization of the Kashaev spaces as the mapping class group representations which are
naturally associated to the quantization of the Teichmu¨ller spaces. A direct construction of the
latter is not known, which is why this somewhat indirect construction seems to be most efficient
at the moment.
10. Quantization of the Teichmu¨ller spaces
10.1 Canonical quantization
Quantization of a Poisson manifold P means “deforming” the space of functions on P into
a one-parameter (~) family of noncommutative algebras P~ in such a way that the deformed
product f ∗~ g satisfies
f ∗~ g = fg + ~Ω(f, g) +O(~2), (10.2)
where fg is the ordinary commutative product of functions on P and Ω(f, g) is the Poisson
bracket on P . If the Poisson manifold P has a group G of symmetries it is natural to demand
that these symmetries are preserved by quantization in the sense that any g ∈ G is realized as
an automorphism f → ag(f) of P~.
Representations of the group G can be constructed by studying representations of the algebra
P~ by operators O(f) on a Hilbert space H,
O(f) · O(g) = O(f ∗~ g) .
The Hilbert space H will then typically come equipped with a unitary projective representa-
tion of the group G of symmetries by operators Ug such that the automorphisms Ag(O(f)) ≡
O(ag(f)) are realized as
Ag(O) = Ug · O · U−1g .
Quantization is particularly simple if there exist coordinate functions q1, . . . , qN and
p1, . . . , pN defined globally on P such that the Poisson bracket takes the form
Ω(pv, qw) = δvw, Ω(qv, qw) = 0, Ω(pv, pw) = 0, (10.3)
for v, w ∈ {1, . . . , N}. One may then define P~ in such a way that the relations
i[pv, qw] = ~δvw, [qv, qw] = 0, [pv, pw] = 0, (10.4)
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hold for [f, g] ≡ f ∗~ g− g ∗~ f . There exists a standard representation O of these commutation
relations on (dense subspaces of) the Hilbert space H = L2(RN) of square-integrable functions
Ψ(q), q = (q1, . . . , qN), which is generated by pairs of operators
pv ≡ 1
2π~
O(pv), qv ≡ O(qv) , v = 1, . . . , N ,
that are defined respectively by
qvΨ(q) ≡ qvΨ(q) , pvΨ(q) ≡ 1
2πi
∂
∂qv
Ψ(q) . (10.5)
This simple example for the quantization of Poisson manifolds is often referred to as “canonical
quantization”.
Remark 3. The representation that is constructed in this way is irreducible in the following
sense. If O is a bounded operator on L2(RN) which commutes6 with the operators pv and qv for
all v = 1, . . . , N then O = χ, the operator of multiplication with the complex number χ.
Following the discussion in Sections 5, it seems natural to define the quantized Teichmu¨ller
spaces as the noncommutative algebra T~(Σ) with generators ze and relations
(i) i [ ze2 , ze1 ] = ~ΩWP( ze2 , ze1 ) (10.6)
(ii) fϕ,c = 0 , ∀ c ∈ B(Σ). (10.7)
The space H(Σ) will be defined as an irreducible representation of the commutation relations
(10.6) which satisfies the additional conditions (10.7).
10.2 Quantization of the Kashaev space Wϕ
For each given fat graph ϕ let us define the Hilbert space K(ϕ) as the space of square integrable
functions Ψ(q) of the Kashaev-variables q = (q1, . . . , q2M ). On K(ϕ) we shall consider the
basic operators pv, qv defined in (10.5) for v = 1, . . . , 2M . The noncommutative algebras of
operators which are generated by the operators qv, pw with the commutation relations
[ pv , qw ] = (2πi)
−1δv,w (10.8)
may be considered as representing quantized algebras of functions on the Kashaev space Wϕ.
Remark 4. It is worth noting that the decoration of the triangles is used to define the concrete
realization of the space K(ϕ) as a space of square integrable functions.
When quantizing the Kashaev spaces Wϕ we get more than we ultimately want. In order to
see this, let us introduce quantum analogs of the coordinate functions hc and zˆe respectively, i.e.
6Commutativity [O,A] = 0 with a self-adjoint unbounded operator A is, by convention, understood in the sense
of commutativity with the spectral projections of A. For the reader’s convenience, we have collected the relevant
operator-theoretical results in Appendix B.
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self-adjoint operators hˆc and zˆe on H(ϕ) which are defined by formulae very similar to (7.3)
and (7.6) respectively, normalized in such a way that the following commutation relation hold:
(i) i[ zˆe1 , zˆe2 ] = ~ΩWP(ze1 , ze2), (10.9)
(ii) i[ hˆc1 , hˆc2 ] = ~ I(c1, c2). (10.10)
(iii) [ zˆe , hˆc ] = 0 ∀c ∈ H1(Σ,R). (10.11)
We observe that we do have a representation, henceforth denoted Zϕ, of the algebra (10.6), but
this representation is neither irreducible, nor does it fulfill the additional relations (10.7). The
latter point becomes most clear if one introduces the operators fˆc, c ∈ B(Σ) associated to the
relations (10.7) which are defined by replacing ze → zˆe in (5.3). We may then observe that
fˆc = hc for c ∈ B(Σ) , (10.12)
which is verified in the same way as statement (iv) in Lemma 4.
10.3 Reduction to the quantized Teichmu¨ller spaces
In order to see that the representations Zϕ “contain” irreducible representations of the quantized
Teichmu¨ller spaces T~(Σ), let us consider the noncommutative algebra Z~(Σ) with generators
ze and the only relations (10.6). One should observe that the fc generate the center of the algebra
Z~. Irreducible unitary representations Zf of this algebra are parametrized by linear functions
f : B(Σ) → R. Such representations are such that the operators fc = Zf(fc) are realized as the
operators of multiplication with the real numbers f(c), c ∈ B(Σ).
The representations can be constructed concretely by forming linear combinations tk and t∨k′ ,
k = 1, . . . , 3g − 3 + s of the ze which
(i) are mutually linearly independent, and linearly independent of the fc,
(ii) and which satisfy the commutation relations
2π
[
tk , t
∨
k′
]
= i δkk′ . (10.13)
Canonical quantization realizes Zf on the Hilbert space Hf(ϕ) ≃ L2(R3g−3+s) which consists
of square-integrable functions Φ(t), t = (t1, . . . , t3g−3+s). The operators zf,e ≡ Zf(ze) are then
realized as linear combination of the operators
tkΦf(t) = tkΦf(t), t
∨
kΦf(t) =
1
2πi
∂
∂tk
Φf(t), fcΦf(t) = f(c)Φf(t),
where k = 1, . . . , 3g − 3 + s and c ∈ B(Σ).
Our aim is to describe how the representation Zϕ decomposes into the representations Zf. In
order to do this, let us introduce the representation
Z′ϕ ≡
∫ ⊕
B′(Σ)
df Zf on the space Hz(ϕ) ≡
∫ ⊕
B′(Σ)
df Hf(ϕ) .
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The space Hz(ϕ) is spanned by square-integrable families Φ ≡ (Φf)f∈B′(Σ) of functions Φf ∈
Hf(ϕ) which are associated to the linear functions f : B(Σ)→ R in the dual B′(Σ) ≃ Rs−1 up
to a set of measure zero. The representatives ze ≡ Zϕ(ze) are defined as follows
ze Φ ≡
(
zf,eΦf
)
f∈B′(Σ) .
(10.14)
Proposition 4. The decomposition of the representation Zϕ into irreducible representations of
Z~ may be written as follows:
Zϕ ≃
(∫ ⊕
B′(Σ)
df Zf
)
⊗ 1Hh(ϕ) , (10.15)
where the space Hh(ϕ) is isomorphic to L2(Rg). There exists a unitary operator Iϕ, Iϕ :
K(ϕ)→Hz(ϕ)⊗Hh(ϕ) such that
Iϕ · zˆe · I−1ϕ = ze ⊗ 1 and Iϕ · hˆc · I−1ϕ = 1⊗ hc , (10.16)
for any e ∈ ϕ1 and c ∈ H1(Σcl,R), respectively.
Proof. Let us recall the direct sum decomposition
Wϕ ≃ Tϕ ⊕Nϕ ⊕Hϕ . (10.17)
To each of the three spaces Tϕ, Nϕ, Hϕ one may choose coordinates which bring the Poisson
bracket to the canonical form (10.3). The corresponding operators
( tˆk , tˆ
∨
k ) , k = 1, . . . , 3g − 3 + s ,
( fˆl , fˆ
∨
l ) , l = 1, . . . , s− 1 ,
( hˆm , hˆ
∨
m ) , m = 1, . . . , g ,
can be constructed as linear combinations of the (pv, qv), v ∈ ϕ1, in such a way that the only
nontrivial commutation relations are
2π
[
tˆk , tˆ
∨
k′
]
= ib2δkk′, k, k
′ = 1, . . . , 3g − 3 + s ,
2π
[
fˆl , fˆ
∨
l′
]
= ib2δll′, l, l
′ = 1, . . . , s− 1 ,
2π
[
hˆm , hˆ
∨
m′
]
= ib2δmm′ , m,m
′ = 1, . . . , g .
(10.18)
It will be convenient to form the following vectors with 4M operator-valued components:
v = (. . . , qv, . . . , pw, . . . ) ,
vˆ = (. . . , tˆk, . . . , fˆl, . . . , hˆm, . . . , tˆ
∨
k , . . . , fˆ
∨
l , . . . , hˆ
∨
m, . . . ) .
The linear change of variables vˆ = vˆ(v) can then be represented by a symplectic (4M × 4M)-
matrix Jϕ,
vˆ = Jϕv , Jϕ ∈ Sp(2M,R). (10.19)
On the other hand let us note that Hz(ϕ)⊗Hh(ϕ) is canonically isomorphic to L2(R2M ) via
K : Φ⊗ ψ → Ψ, Ψ(t, f, h) ≡ Φf(t)ψ(h) . (10.20)
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The corresponding representation of the commutation relations (10.18) on the Hilbert space
L2(R2M) is obtained by renaming the operators qv, pv as follows
(. . . , qv, . . . ,pw, . . . )
≡ (. . . , tk, . . . , fl, . . . , hm, . . . , t∨k , . . . , f∨l , . . . , h∨m, . . . ) .
It follows from the Stone - von Neumann uniqueness theorem for the representation of the
commutation relations (10.18) that these two representation must be related by a unitary trans-
formation. This transformation may be characterized more precisely as follows.
Lemma 6.
a) To each γ ∈ Sp(2M,R) there exists a unitary operator Jγ on L2(R2M) such that
Jγ · v · J−1γ = γv . (10.21)
The operators Jγ generate a projective unitary representation of Sp(2M,R).
b) The operators Jγ can be represented in the form
Jγ = exp
(
iJγ(v)
)
, (10.22)
where Jγ(v) is a quadratic expression in the operators v.
Proof. Part a) is a classical result of I.E. Segal, [Se]. Part b) follows easily from the observation
that the quadratic functions of the operators v generate a representation of the Lie algebra of
Sp(2M,R) which satisfies the infinitesimal version of (10.21), see e.g. [GS] for more details.
One may therefore find an operator Jϕ on L2(R2M) which represents the transformation
(10.19) in the sense that
Jϕ · v · J−1ϕ = vˆ(v) = Jϕv . (10.23)
The sought-for isomorphism Iϕ can finally be constructed as Iϕ = K−1 · J−1ϕ .
Remark 5. It is worth noting that the definition of Hf(ϕ) depends only on the combinatorial
structure of the fat graph ϕ, not on the way it is embedded into the Riemann surface Σ. It
follows that the isomorphism Hf(µ.ϕ) ≃ Hf(ϕ), µ ∈ MC(Σ) is canonical.
11. Representations of the mapping class groups
The representations of the mapping class group associated to the quantized Teichmu¨ller spaces
will be obtained by means of a very general construction which produces representations of the
group G of symmetries of a two-dimensional CW complex G out of representations of the edge
path groupoid of G. We will first describe this construction, before we discuss how to construct
representations of the Ptolemy groupoid on the quantized Teichmu¨ller spaces. The latter will
then induce the sought-for representation of MC(Σ).
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11.1 Projective unitary representations of groupoids
Let us recall that a groupoid G is a category such that all morphisms are invertible. The objects
of G will here be denoted by letters U, V,W, .... Anticipating that the groupoids G we will be
interested in are path groupoids of some topological space we will use the notation [W,V ] ≡
HomG(V,W ). The elements of [W,V ] will also be called ”paths”.
Definition 2. A unitary projective representation of the groupoid G consists of the following
data:
(i) A Hilbert space H(V ) associated to each object V ∈ Ob(G),
(ii) a map u which associates to each path π ∈ [W,V ] in G a unitary operator
u(π) : H(V ) → H(W ) ,
(iii) a family of maps ζV , V ∈ Ob(G) which associate to each closed path π ∈ [V, V ] a number
ζV (π) ∈ C with |ζ(π)| = 1.
These data are required to satisfy the relations
a) u(π2 ◦ π1) = u(π2) · u(π1) ,
c) ζV (π2 ◦ π1) = ζV (π2)ζV (π1) ,
e) u(π) = ζV (π) if π ∈ [V, V ] ,
b) u(π−1) = u†(π) ,
d) ζV (π
−1) = (ζV (π))
∗ ,
f) u(id) = 1,
(11.24)
where we use the notation ζV (π) also to denote the operator which multiplies each vector of
HV by the number ζV (π).
The groupoids of interest will be the path groupoids G of two-dimensional CW complexes
G. The set of objects is given by the set of vertices G0, whereas the set of morphisms coincides
with the set of paths in the complex G. Since each path π may be represented as a chain
Eπ,n(π) ◦ . . . Eπ,2 ◦ Eπ,1 of edges in G1 it is clear that a projective unitary representation of the
path groupoidG of a two-dimensional CW complex G is characterized completely by specifying
the images u(E) for E ∈ G1. Existence of the family of maps ζV such that relation e) is fulfilled
represents a rather nontrivial constraint that the operators u(E), E ∈ G1 have to satisfy. Of
course it suffices to satisfy these constraints for the 2-cells π ∈ G2.
11.2 Representations of symmetries of a groupoid
The group of symmetries G of a two-dimensional CW complex G is the group of all invertible
mappings
µ :
{
G0 ∋ V −→ µ.V ∈ G0 ,
G1 ∋ E −→ µ.E ∈ G1 .
There is an associated action on the edge paths in the complex G,
[W,V ] ∋ π → µ.π ∈ [µ.W, µ.V ],
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which is such that
µ(π2 ◦ π1) = µ(π2) ◦ µ(π1), µ(π−1) = (µ(π))−1. (11.25)
We will assume that we are given a unitary projective representation of G which is compatible
with the symmetry G in the sense that H(V ) is canonically isomorphic with H(µ.V ), H(V ) ≃
H(µ.V ). We are going to show that the given representation of the groupoid G canonically
induces a representation of its group G of symmetries.
Let us fix a base point V ∈ Ob(G) and assume having chosen a path πV (µ) ∈ [µ.V, V ] for
each µ ∈ G. Let then R(µ) : H(V )→H(V ) ≃ H(µ.V ) be defined by
RV (µ) = u(πV (µ)) . (11.26)
We are going to assume that the paths πµ1 .V (µ2) are the translates of πV (µ2) under µ1, i.e. that
πµ1 .V (µ2) = µ1.πV (µ2). It follows that
Rµ1 .V (µ2) = RV (µ2) .
The operators RV (µ) satisfy the relations
RV (µ2) · RV (µ1) = ϑV (µ2, µ1)RV (µ2 ◦ µ1), (11.27)
ϑV (µ2, µ1) = ζV
(
π−1V (µ2 ◦ µ1) ◦ πµ1 .V (µ2) ◦ πV (µ1)
)
. (11.28)
We may next observe that the apparent dependence on the base point V ∈ G0 is inessential.
Let V,W ∈ G0, and let us pick a path πW,V ∈ [W,V ]. For an operator OV : H(V )→ H(V ) we
will define
A[W,V ]
(
OV
)
= u(πW,V ) ·OV (µ) · u†(πW,V ). (11.29)
It is easy to convince oneself that AW,V
(
OV (µ)
)
does not depend on the choice of a path πW,V ∈
[W,V ]. We furthermore have
AW,V
(
RV (µ)
)
= RW (µ). (11.30)
It easily follows that ϑV (µ2, µ1) does not depend on V , i.e. ϑV (µ2, µ1) ≡ ϑ(µ2, µ1).
To summarize: The operators RV (µ) generate a projective unitary representation RV (G) of
G on H,
RV (µ2) · RV (µ1) = ϑ(µ2, µ1)RV (µ2 ◦ µ1) . (11.31)
The operators A[W,V ] express the unitary equivalence of the representations RV associated to the
different V ∈ G0, which allows us to regard
R ≡
[ (
RV
)
V ∈G0
,
(
AE
)
E∈G1
]
as the representation of G canonically associated to the given representation of the groupoid G.
Remark 6. There is of course some ambiguity in the construction, coming from the choice of a
representative πV (µ) ∈ [µ.V, V ]. However, it is clearly natural to consider two representations
r, r′ as equivalent if the generators rV (µ) and r′V (µ) differ from each other just by multiplication
with a (possibly µ-dependent) central element. The cocycle ϑ of the representation r will differ
from the cocycle ϑ′ of r′ by a coboundary.
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11.3 The projective representation of the Ptolemy groupoid on K(ϕ)
Following [Ka3] closely we shall define a projective representation of the Ptolemy groupoid in
terms of the following set of unitary operators on K(ϕ)
Av ≡ eπi3 e−πi(pv+qv)2e−3πiq2v
Tvw ≡ eb(qv + pw − qw)e−2πipvqw ,
where v, w ∈ ϕ0 . (11.32)
The special function eb(U) can be defined in the strip |ℑz| < |ℑcb|, cb ≡ i(b+ b−1)/2 by means
of the integral representation
log eb(z) ≡ 1
4
i0+∞∫
i0−∞
dw
w
e−2izw
sinh(bw) sinh(b−1w)
. (11.33)
We refer to Appendix A for more details on this remarkable special function. These operators
are unitary for (1− |b|)ℑb = 0. They satisfy the following relations [Ka3]
(i) TvwTuwTuv = TuvTvw, (11.34)
(ii) AvTuvAu = AuTvuAv, (11.35)
(iii) TvuAuTuv = ζAuAvPuv, (11.36)
(iv) A3u = id, (11.37)
where ζ = eπic2b/3, cb ≡ i2(b + b−1). The relations (11.34) to (11.37) allow us to define a
projective representation of the Ptolemy groupoid as follows.
• Assume that ωuv ∈ [ϕ′, ϕ]. To ωuv let us associate the operator
u(ωuv) ≡ Tuv : K(ϕ) ∋ v → Tuvv ∈ K(ϕ′).
• For each fat graph ϕ and vertices u, v ∈ ϕ0 let us define the following operators
Aϕu : K(ϕ) ∋ v → Auv ∈ K(ρu ◦ ϕ).
Pϕuv : K(ϕ) ∋ v → Puvv ∈ K((uv) ◦ ϕ).
It follows immediately from (11.34)-(11.37) that the operators Tuv, Au and Puv can be used to
generate a unitary projective representation of the Ptolemy groupoid in K(ϕ) ≃ L2(R2M).
11.4 Reduction to the quantized Teichmu¨ller spaces
Theorem 4. The isomorphism Iϕ maps the operators u(π)which represent the Ptolemy groupoid
on K(ϕ) to operators of the form u′(π) = Vz(π) ⊗ Vh(π), where Vz(π) ≡ (Vf(π))f∈B′(Σ) is a
family of unitary operators Vf(π) on Hf(ϕ).
For each fixed f ∈ B′(Σ) one may use the operators Vf(π) to generate a unitary projective
representation of the Ptolemy groupoid.
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Proof. To begin with, let us note that each path π ∈ ρ ≡ [ϕ′, ϕ] canonically defines a map
c 7→ c′ ≡ A(c) for each c ∈ H1(Σ,R). This map is defined in an obvious way for the elementary
moves depicted in Figures 6, 7 if we require that c′ coincides with c outside the triangles depicted
in these figures.
Lemma 7.
a) The map c 7→ A(c) preserves the symplectic (intersection) form on H1(Σ,R).
b) The operator u(π) maps u(π) · hϕ,c · (u(π))−1 = hϕ′,A(c).
Proof. Direct verifications.
Proposition 5. For each path π ∈ [ϕ′, ϕ] there exists an operator H(π) on K(ϕ) such that the
operators V(π) on L2(R2M) defined by
V(π) = H(π) · U(π), U(π) ≡ J−1ϕ′ · u(π) · Jϕ ,
(i) commute with all operators hm, h∨m, m = 1, . . . , g and fl, l = 1, . . . , s− 1,
(ii) generate a unitary projective representation of Pt(Σ) on L2(R2M).
The operators H(π) can be represented in the form
H(π) ≡ exp(iHπ(hϕ′)) , (11.38)
where Hπ(hϕ′) is a quadratic function of the 2g operators h′1, . . . , h′g, h′1∨ , . . . , h′g∨ on K(ϕ′).
Proof. The existence of operators H(π) of the form (11.38) which are such that statement (i)
of the Proposition is verified follows directly from Lemma 6 if one takes into account that the
transformation hϕ′,c → hϕ′,c′ is represented by an element of Sp(g,R) according to part a) of
Lemma 7.
In order to prove statement (ii) of the proposition, we mainly need to check that the operators
V(π) satisfy the relations of the Ptolemy groupoid. Let us consider a closed path π ∈ [ϕ, ϕ]
which decomposes into a chain of edges as π = πn ◦ · · · ◦ π1.
V(π) ≡ V(πn) · · ·V(π1)
On the one hand one may observe that V(π) can be factorized as
V(π) = H(π) · U(πn) · · ·U(π1) = H(π)ζϕ(π) . (11.39)
The operator H(π) in (11.39) can be represented as follows:
H(π) = H(πn) ·
[
U(π′n) · H(πn−1) · U(π′n)†
] · · · [U(π′1) · H(π1) · U(π′1)†] ,
where π′n−k ≡ πn ◦ · · · ◦ πn−k. It follows from Lemma 7 together with (11.38) that
U(π′j+1) · H(πj) · U(π′j+1)† = exp(iHπj(hϕ)) .
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Taking into account equation (10.16) we conclude that
K−1 · H(π) · K = 1⊗ Hh(π) . (11.40)
On the other hand let us note that V(π) commutes with all operators hm, h∨m, m = 1, . . . , g.
Equation (11.39) implies that the same is true for H(π). However, the representation of the
operators hm, h∨m, m = 1, . . . , g on Hh(ϕ) is irreducible (see Remark 3). This allows us to
conclude that H(π) = ηϕ(π) ∈ C, |ηϕ(π)| = 1. Inserting this into (11.39) proves our claim.
It follows from statement (i) in Proposition 5 that
K−1 · V(π) · K = Vz(π)⊗ 1 . (11.41)
The task remains to describe the operators Vz(π) more precisely.
Proposition 6. There exists a family of unitary operators Vf(π) : Hf(ϕ) → Hf(ϕ′), f ∈ B′(Σ)
which represent the action of the operator Vz(π) : Hz(ϕ)→Hz(ϕ′).
Proof. To begin with, let us observe that it follows from (11.32) that the operators u(E) asso-
ciated to the edges E = ρv, E = ωvw in Pt1(Σ) can all be factorized as u(E) = Q(E) · G(zˆe),
where Q(E) is of the form Q(E) = exp(iQE(v)) for a quadratic function QE, and G ≡ 1 if
E = ρv and G(z) = eb(z) if E = ωvw. It follows that the corresponding operator V(E) defined
in Proposition 5 can be factorized as
V(E) = Q′(E) ·G(ze), where Q′(E) ≡ H(E) · J−1ϕ′ ·Q(E) · Jϕ. (11.42)
The operator Q′(E) is a product of four operators Jγk , γk ∈ Sp(2M,R) for k = 1, 2, 3, 4. If
follows from Lemma 6 that it can be represented in the form
Q′(E) = exp
(
iJE(v)
)
,
for some expression JE(v) which is quadratic in v. Note that the operators G(ze) and V(E)
commute with all operators hm, h∨m, m = 1, . . . , g and fl, l = 1, . . . , s − 1. It follows that
the same is true for Q′(E), which implies that JE(v) ≡ JE(z) depends only on the vector
z ≡ (ze)e∈ϕ1 . V(E) is therefore of the form V(E) = exp
(
iJE(z)
) · G(ze) . Our claim follows
easily, Wf(E) = exp
(
iJE(zf,e)
) ·G(zf,e)) does the job.
Theorem 4 follows by combining Propositions 5 and 6.
We are finally in the position to define more precisely what we will regard as the quantized
Teichmu¨ller spaces. To this aim let us note that the Hilbert spaces H0(ϕ) associated to the
origin 0 in B′(Σ) form irreducible representations of the relations (10.6), (10.7). Funktions of
the operators z0,e generate the algebras B(H0(ϕ)) of all bounded operators on H0(ϕ), which
suggests to interprete B(H0(ϕ)) as particular representations of the quantized algebras T~(Σ)
of functions on the Teichmu¨ller spaces.
The operators V0(π) generate a unitary projective representation of the Ptolemy groupoid
which allows us to regard two operators Oϕ2 ∈ B(H0(ϕ2)) and Oϕ1 ∈ B(H0(ϕ1)) as equiva-
lent, Oϕ2 ∼ Oϕ1 , iff
O2 = V0(π) ·O1 · (V0(π))−1, π ∈ [ϕ2, ϕ1] . (11.43)
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Let furthermore MCϕ be the unitary projective representation of the mapping class group
MC(Σ) which is generated from the operators V0(π) by means of the construction in Subsection
11.2.
Definition 3.
(i) We define the algebra T~(Σ) as the algebra generated by the families O ≡ (Oϕ)ϕ∈Pt0(Σ)
of bounded operators Oϕ on H0(ϕ) such that Oϕ2 ∼ Oϕ1 for all ϕ2, ϕ1 ∈ Pt0(Σ). The
algebra T~(Σ) will be called the quantized algebra of functions on the Teichmu¨ller spaces.
(ii) Let MC~(Σ) be the subalgebra of T~(Σ) generated by the families MC(µ) ≡
(MCϕ(µ))ϕ∈Pt0(Σ) for all µ ∈ MC(Σ).
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Part IV
A stable modular functor from the
quantum Teichmu¨ller spaces
Let us recall that systems of Fenchel-Nielsen coordinates are naturally associated to markings
of the surfaces Σ. The transformations between the different markings of a Riemann surface
Σ generate yet another groupoid, called the stable modular groupoid. Given that the quantum
version of the changes between the Penner coordinates associated to different fat graphs was
represented by a unitary projective representation of the Ptolemy groupoid it is natural to expect
that the quantization of the Fenchel-Nielsen coordinates should similarly come with a unitary
projective representation of the modular groupoid.
Pants decompositions have one big advantage over ideal triangulations: The gluing operation
allows us to build “larger” surfaces from simple pieces of the same type, namely hyperbolic
surfaces with holes. It is natural to require that the unitary projective representations of the
modular groupoid assigned to surfaces Σ should correspondingly be organized in a “tower-
like” fashion: They should allow restriction to, and should be generated by the representations
assigned to the surfaces Σ′ which are obtained from Σ by cutting along simple closed curves on
Σ.
Our aim in the rest of this paper will be to show that such a structure can be constructed from
the quantized Teichmu¨ller spaces considered in the previous part of this paper. This is of great
importance since
having a tower of projective unitary representations of the stable modular
groupoid is equivalent to having a stable unitary modular functor.
The notion of a stable unitary modular functor will be introduced in the next section. One main
difference to the more conventional (two-dimensional) modular functors as defined e.g. in [Tu,
BK2] is that one restricts attention to Riemann surfaces Σ of genus g and with n parametrized
boundary components which are stable in the sense that 2g − 2 + n > 0.
We will then explain why having a stable unitary modular functor is equivalent to having a
tower of projective unitary representations of the modular groupoid before we take up the task
to actually construct the latter from the quantization of the Teichmu¨ller spaces as described
previously.
12. The notion of a stable unitary modular functor
Given that the usual definitions of a modular functor take several pages to fully write them down
[Tu, BK2], we shall only briefly explain the most important features. The missing details will
not differ much from the definitions discussed in [Tu, BK2].
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12.1 Rigged Riemann surfaces
We will consider compact oriented surfaces Σ with boundary ∂Σ =
∐
β∈A(Σ) bβ , where A(Σ) ≡
π0(∂Σ) is the set of connected components of ∂Σ. A surface Σ is called an extended surface
if one has chosen orientation-preserving homeomorphisms pβ : bβ → S1 for each connected
component bβ of the boundary. To be concrete, let S1 = {z ∈ C; |z| = 1}. An e-surface Σ of
genus g and with n boundary circles is called stable if 2g − 2 + n > 0.
We will use the terminology rigged Riemann surface, or r-surface for short, for triples Σ̂ =
(Σ, y, c), where
⊲ Σ is a stable extended surface,
⊲ y is a Lagrangian subspace of H1(Σ,R), and
⊲ c : A(Σ)→ L is a coloring of the boundary of Σ by elements of a set L.
Given an r-surface Σ̂ and given β, β ′ ∈ A(Σ) such that c(β) = c(β ′) we can define a new r-
surface Σ̂′ ≡ ⊔ββ′Σ̂ = (Σ′, y′, c′) which is obtained from Σ̂ by gluing the boundary components
bβ and bβ′ .
⊲ The surface Σ′ ≡ ⊔ββ′Σ is defined by identifying all points p ∈ bβ with (p−1β′ ◦poβ)(p) ∈ bβ′ ,
where poβ : bβ → S1 is defined by poβ(p) = −pβ(p). There is a corresponding projection
Pββ′ : Σ→ Σ′ ≡ ⊔ββ′Σ which maps bβ , bβ′ to the same simple closed curve on Σ′.
⊲ The Lagrangian subspace y′ is given by the image of H1(Σ,R) under the projection Pββ′ ,
⊲ The coloring c′ is obtained from c by putting c′(α′) = c(α) if Pββ′(bα) = bα′ ∈ ∂Σ′.
12.2 Stable unitary modular functors
Let L now be a space with a measure dν. A stable modular functor with central charge is the
following collection of data.
⊲ Assignment Σ̂ = (Σ, y, c)→H(Σ, y, c), where
– Σ̂ is an r-surface,
– H(Σ, y, c) is a separable Hilbert space,
⊲ Mapping class group: Assignment
[f ] −→ (U[f ] : H(Σ, y, c)→ H(Σ′, y′f , c′f) ),
– [f ] is the isotopy class of a homeomorphism f : Σ→ Σ′,
– U[f ] is a unitary operator,
– y′f is the Lagrangian subspace of H1(Σ′,R) determined from y via f ,
– c′f : A(Σ
′)→ L: the coloring of boundary components of Σ′ induced from c via f .
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⊲ Disjoint union: There exist unitary operators
G21 : H(Σ2 ⊔ Σ1, y2⊕ y1, c2 ⊔ c1) ∼−→ H(Σ2, y2, c2)⊗H(Σ1, y1, c1).
⊲ Gluing: Let (Σ′, y′) be obtained from (Σ, y) by gluing of two boundary components α, β.
There then exists a unitary operator
Gαβ :
∫
L
dν(s) H(Σ, y, cs⌊αβ) ∼−→ H(Σ′, y′, c′),
where the coloring cs⌊αβ : A(Σ)→ L is defined from c′ via
cs⌊αβ(c) = c
′(Pαβ(c)) if c ∈ A(Σ) \ {α, β},
cs⌊αβ(c) = s if c ∈ {α, β}.
These data are required to satisfy the following “obvious” consistency and compatibility condi-
tions:
Multiplicativity: For all homeomorphisms f : Σ1 → Σ2, g : Σ2 → Σ3 there exists
ζ(f, g) ∈ S1 such thay we have
U[f ]U[g] = ζ(f, g)U[f◦g]. (12.1)
ζ(f, g) has to satisfy the condition ζ(f, g)ζ(f ◦ g, h) = ζ(g, h)ζ(f, g ◦ h).
Functoriality: The gluing isomorphisms and the disjoint union isomorphisms are functo-
rial in Σ. 7
Compatibility: The gluing isomorphisms and the disjoint union isomorphisms are mutu-
ally compatible.
Symmetry of Gluing: Gαβ = Gβα.
It would take us several pages to write out all conditions in full detail, we therefore refer to
[Tu, BK2] for more details. However, it seems that the following two “naturality” requirements
represent a key to the understanding of the notion of the modular functor:
Naturality:
a) Let f1 : Σ1 → Σ′1, f2 : Σ2 → Σ′2 be r-homeomorphisms. We then have
G21 · U[f2⊔f1 ] · G†21 ≡ U[f2 ] ⊗ U[f1 ] .
b) If the r-homeomorphism f : Σ1 → Σ2 induces an r-homeomorphism f ′ : Σ′1 → Σ′2
of the surfaces Σ′1, Σ′2 obtained from Σ1, Σ2 by the gluing construction, we have
Gαβ ·
(∫
L
dν(s) U[f ]
(
Σ, y, cs⌊αβ
)) · G†αβ = U[f ′](Σ′, y′, c′).
7One is considering the category with objects r-surfaces, and morphisms isotopy classes of homeomorphisms
of r-surfaces, equipped additionally with the gluing and disjoint union operations.
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These requirements make clear how the mapping class group representations on the spaces
H(Σ′, y′, c′) restrict to and are generated by the representations assigned to the surfaces Σ which
are obtained from Σ′ by cutting along simple closed curves on Σ′.
Remark 7. The standard definitions of modular functors assume that the Hilbert spaces
H(Σ, y, c) are finite-dimensional. They are therefore not suitable for nonrational conformal
field theories. Our definition should be seen as a first step towards the definition of analogs of
modular functors which are associated to nonrational conformal field theories in a way similar
to the connections between rational conformal field theories and modular functors mentioned
in the introduction.
However, there is one important ingredient of the usual definition that does not have an ob-
vious counterpart in our framework. In the more standard definitions of modular functors it is
required that there exists a distinguished element s0 in L which has the property that coloring
a boundary component β with s0 is equivalent to “closing” this boundary component. More
precisely, let cs⌊β be a coloring of the boundary components of an extended surface Σ which
assigns s ∈ L to the component with label β, and let Σ̂βˇ = (Σβˇ, yβˇ, cβˇ) be the r-surface obtained
from Σ̂ = (Σ, y, c) by gluing a disc to bβ . The more standard definitions of modular functors
assume or imply existence of an element s0 in L such that
H(Σ, y, cs0⌊β) ≃ H(Σβˇ , yβˇ, cβˇ), U[f ](Σ, y, cs0⌊β) ≃ U[f ](Σβˇ, yβˇ, cβˇ).
This yields additional relations between the mapping class group representations assigned to
surfaces with different numbers of boundary components.
In the case of the quantized Teichmu¨ller spaces it ultimately turns out that an analog of
the element s0 in L exists only if one considers the analytic continuation of H(Σ, y, c) and
U[f ](Σ, y, c) with respect to the boundary labels c(β) ∈ L. This fact, and the corresponding
improvement of our definition of a stable modular functor will be elaborated upon elsewhere.
12.3 Representations of the modular groupoid versus modular functors
It turns out to be very useful to reformulate the notion of a stable unitary modular functor
in terms of generators and relations as follows. Any surface Σ′ can be glued from a surface
Σ0 =
∐
p∈σ0
Tp which is a disjoint union of trinions. The different ways of doing this can
be parametrized8 by markings σ. The gluing construction determines a canonical Lagrangian
subspace y′σ of H1(Σ′,R) from the tautological Lagrangian subspace y0 ≡ H1(Σ0,R). By
iterating the gluing and disjoint union isomorphisms one defines unitary operators G(σ, c′) :
H(Σ′, y′σ, c′)→ H(σ, c′), where
H(σ, c′) ≡
∫
L
dνσ(S)
⊗
p∈σ0
H(Tp, cSσ,p) . (12.2)
We have used the following notation:
8Note that markings with the same cut system will yield equivalent representations for Σ′. This redundancy
will give a useful book-keeping device when the representation of the mapping class group is considered.
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• The integration is extended over the set L of all colorings S : Cσ ∋ c → sc ∈ L equipped
with the canonical product measure dνσ(S) obtained from dν by choosing any numbering
of the elements of Cσ.
• cSσ,p is the coloring of the boundary components of Tp which is defined by assigning
cSσ,p(β) =
{
c′(β ′) if Pσ,p(β) = β
′ ∈ A(Σ′),
sc if Pσ,p(β) = c ∈ Cσ.
Pσ,p(β) is the embedding Tp →֒ Σ′ defined from σ by the gluing construction.
Unitary mappings between the different spacesH(σ, c) arise in two ways: First, one may have
different markings σ2, σ1 such that the Lagrangian subspaces defined by the gluing construction
coincide, yσ1 = yσ2 . In this case one gets unitary operators Fσ2σ1(c) : H(σ1, c) → H(σ2, c)
from the composition
Fσ2σ1 (c) ≡ G(σ2, c) · (G(σ1, c))†. (12.3)
Secondly, one has the mappings U[f ] which may map between spaces H(Σ, yσ, c) and
H(Σ′, (yσ)′f , c′f). In the case that µ : Σ → Σ represents an element of the mapping class
group it is natural to define operators Vσµ(c) : H(σ, c)→H(σ′µ, c′µ) by
Vσµ(c) = G(σ
′
µ, c
′
µ) · U[µ] · (G(σ, c))†, (12.4)
where σ′µ is the image of the marking σ under µ.
It turns out - as will be reviewed in the next section - that there exists a set M1(Σ) of el-
ementary moves between the different markings σ such that any two markings σ2, σ1 can be
connected by paths π which are composed out of the elementary moves. There furthermore ex-
ists a set M2(Σ) of relations which makes the resulting two-dimensional CW complex M(Σ)
simply connected. The correponding path groupoid is called the modular groupoid and denoted
by M(Σ).
Our construction of the operators Fσ2σ1 (c), Vσµ(c) assigns unitary operators to each of the
elementary moves . This yields unitary operators U(π, c) : H(σ1, c)→ H(σ2, cπ) for each path
π ∈ [σ2, σ1], where cπ is the coloring of boundary components which is obtained from c by
tracking the relabeling of boundary components defined by π. Due to the fact that multiplica-
tivity holds only projectively, cf. eqn. (12.1), one will find that there exists ζ(π) ∈ S1 such that
U(π) = ζ(π) for all closed paths, starting and ending at the same marking σ. In other words,
a stable unitary modular functor canonically defines projective unitary representations of the
stable modular groupoid.
Conversely, the definition of a tower of projective unitary representations of the modular
groupoids M(Σ) involves the following data.
⊲ Assignment (σ, c) → H(σ, c), where H(σ, c) is constructed out of spaces H(S3, c3) as-
signed to trinions as in (12.2).
⊲ Assignment
π ∈ [σ2, σ1] −→
(
U(π, c) : H(σ1, c)→H(σ2, cπ)
)
.
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It is required that the operators U(π, c) generate unitary projective representations of the mod-
ular groupoids associated to the surfaces Σ. In order to formulate the additional requirements
which turn this collection of representations of M(Σ) into a tower let us note that markings can
be glued in a natural way. We will use the notation ⊔αβσ for the marking obtained by gluing
boundary components α and β. Gluing and disjoint union now become realized in a trivial
manner,
H(σ2 ⊔ σ1, c2 ⊔ c1) = H(σ2, c2)⊗H(σ1, c1), (12.5)
H(⊔αβσ, c′) =
∫
L
dν(s) H(σ, cs⌊αβ) . (12.6)
The data specified above are then required to satisfy the following naturality conditions.
Naturality:
a) Let π = π2 ⊔ π1 ∈ [σ′2, σ2] ⊔ [σ′1, σ1] We then have
U(π2 ⊔ π1, c2 ⊔ c1) ≡ U(π2, c2)⊗ U(π1, c1) . (12.7)
b) Given a path π ∈ [σ2, σ1] in M(Σ) let ⊔αβπ ∈ [⊔αβσ2,⊔αβσ1] be the correspond-
ing path in M(⊔αβΣ) defined by the gluing construction. We then have
U(⊔αβπ, c′) =
∫
L
dν(s) U(π, cs⌊αβ
)
. (12.8)
From a tower of projective unitary representations of the modular groupoids one can re-
construct a stable unitary modular functor as follows. The system of isomorphisms U(π, c) :
H(σ1, c)→ H(σ2, c) allows us to identify the Hilbert spaces associated to different markings σ,
thereby defining H(Σ, c). The representation of the modular groupoid defines a representation
of the mapping class group on H(Σ, c) via the construction in subsection 11.1. We refer to
[BK2] for more details.
It is important to note (see next section for a detailed discussion) that the elements of the
set M1(Σ) of elementary moves only change the markings within subsurfaces of genus zero
with three or four holes, or within subsurfaces of genus one with one hole. The corresponding
operators will be called Moore-Seiberg data. They characterize a tower of representations of the
modular groupoid completely. Let us furthermore note that the faces/relations that one needs
to define a two-dimensional CW complex M(Σ) which has as set of edges M1(Σ) turn out to
involve only subsurfaces of genus zero with three to five holes, and subsurfaces of genus one
with one or two holes. This means that one only needs to verify a finite number of relations to
show that a given set of Moore-Seiberg data defines a stable unitary modular functor.
13. The modular groupoid
The modular groupoid is the groupoid generated from the natural transformations relating the
different markings of a Riemann surface Σ [MS][BK1]. A complete set of generators and
relations has been determined in [MS, BK1, FuG].
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Remark 8. The CW complex M(Σ) defined below will be a subcomplex of the complex de-
noted Mmax(Σ) in [BK1], since that reference allowed for cut systems that yield connected
components with less than three boundary components, whereas we will exclusively consider
cut systems that yield connected components with exactly three holes. All other deviations from
[BK1] are due to slightly different conventions in the definition of the generators.
13.1 Notations and conventions
We have a unique curve c(σ, e) ∈ C′ associated to each edge e ∈ σ1 of the marking graph Γσ.
The trinions Tp ∈ Pσ are in one-to-one correspondence with the vertices p ∈ σ0 of Γσ.
The choice of a distinguished boundary component cp for each trinion Tp, p ∈ σ0 will be
called the decoration of the marking graph Γσ. The distinguished boundary component cp will
be called outgoing, the other two boundary components of Tp incoming. Two useful graphical
representation for the decoration are depicted in Figure 10.
p
3
1 2
p
3
1 2
*
Figure 10: Two representations for the decoration on a marking graph
13.2 Generators
The set of edges M1(Σ) will be given by elementary moves denoted as (pq), Zp, Bp, Fpq and
Sp. The indices p, q ∈ σ0 specify the relevant trinions within the pants decomposition of Σ that
is determined by σ. The move (pq) will simply be the operation in which the labels p and q get
exchanged. Graphical representations for the elementary moves Zp, Bp, Fpq and Sp are given in
Figures 11-14.
13.3 Relations
The relations of M(Σ) correspond to the faces ̟ ∈ M2(Σ). In the following we will define
a set R of faces which is large enough to make the complex M(Σ) simply connected. A face
̟ in M2(Σ) may be characterized by choosing a chain Γ̟ = E̟,n(̟) ◦ · · · ◦ E̟,1, where
E̟,i ∈ M1(Σ) for i = 1, . . . , n(̟). In order to simplify notation we will generically factorize
Γ̟ as Γ̟ = Γ
2
̟ ◦ Γ1̟ and write (Γ2̟)−1 = Γ1̟ instead of Γ̟ = id.
Locality. Let us introduce the notation supp(m) by supp(m) = {p} if m = Zp, Bp, Sp,
supp(m) = {p, q} if m = (pq), Fpq and supp(m2 ◦ m1) = supp(m2) ∪ supp(m1). We then
42
3
2 1
Z
3
2 1
*
*
p pp
Figure 11: The Z-move
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Figure 14: The S-move
have
m2 ◦m1 = m1 ◦m2 whenever supp(m1) ∩ supp(m2) = ∅ . (13.1)
We will list the remaining relations ordered by the topological type of the surfaces on which the
relevant graphs can be drawn.
Relations supported on surfaces of genus zero.
g = 0, s = 3 : Zp ◦ Zp ◦ Zp = id . (13.2)
g = 0, s = 4 :
a) Fqp ◦Bp ◦ Fpq = (pq) ◦Bq ◦ Fpq ◦Bp ,
b) Fqp ◦B−1p ◦ Fpq = (pq) ◦B−1q ◦ Fpq ◦B−1p ,
c) Apq ◦ Aqp = (pq) .
(13.3)
g = 0, s = 5 : Fqr ◦ Fpr ◦ Fpq = Fpq ◦ Fqr. (13.4)
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We have used the abbreviation
Apq ≡ Z−1q ◦ Fpq ◦ Z−1q ◦ Zp . (13.5)
In Figures 15 and 16 we have given diagrammatic representations for relations (13.3), b) and
(13.4) respectively.
3 2 1
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B−1p Fqp
B−1p o(pq)
3 2 1
Fpq
pq
pq
p
q q p
p
q p
q
*
*
*
*
*
*
*
* *
*
Figure 15: The hexagon relation.
Relations supported on surfaces of genus one. In order to write the relations transparently let
us introduce the following composites of the elementary moves.
g = 0, s = 3 :
a) B′p ≡ Z−1p ◦Bp ◦ Z−1p ,
b) Tp ≡ Z−1p ◦Bp ◦ Zp ◦Bp ,
(13.6)
g = 0, s = 4 : Bqp ≡ Z−1q ◦ F−1qp ◦B′q ◦ F−1pq ◦ Z−1q ◦ (pq) , (13.7)
g = 1, s = 2 : Sqp ≡ (Fqp ◦ Zq)−1 ◦ Sp ◦ (Fqp ◦ Zq) . (13.8)
It is useful to observe that the move Tp, represents the Dehn twist around the boundary com-
ponent of the trinion tp numbered by i = 1 in Figure 10. With the help of these definitions we
may write the relations supported on surfaces of genus one as follows:
g = 1, s = 1 :
a) S2p = B
′
p,
b) Sp ◦ Tp ◦ Sp = T−1p ◦ Sp ◦ T−1p .
(13.9)
g = 1, s = 2 : Bqp = S
−1
qp ◦ T−1q Tp ◦ Spq . (13.10)
Relation (13.10) is represented diagrammatically in Figure 17.
Theorem 5. The complex M(Σ) is connected and simply connected for any e-surface Σ.
Proof. The theorem follows easily from [BK1], Theorem 5.1. We noted previously that our
complex M(Σ) differs from the complex Mmax(Σ) of [BK1] in having a set of vertices which
corresponds to decompositions of Σ into connected components with exactly three holes. The
edges of Mmax1 (Σ) which correspond to the F-move of [BK1] simply can’t appear in M1(Σ).
Otherwise the set of edges of M(Σ) coincides with the relevant subset of Mmax1 (Σ), with the
exception that our move Bp is a composition of the B- and the Z-move of [BK1]. To complete
the proof it remains to check that our set of faces is equivalent to the subset of Mmax2 (Σ) which
involves only the vertices M0(Σ) of our smaller complexM(Σ). This is a useful exercise.
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Figure 16: The pentagon identity
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Figure 17: Relation for the two-punctured torus.
Definition 4. Let M′(Σ) be the complex which has the same set of vertices as M(Σ), a set of
edges given by the moves
(pq) , Zp , Bp , B
′
p , Sp , Tp , Fpq , Apq , Bpq , Spq (13.11)
defined above, as well as faces given by equations (13.1)-(13.10).
14. From markings to fat graphs
A key step in our construction of a stable modular functor from the quantized Teichmu¨ller
spaces will be the definition of a distinguished class of fat graphs ϕσ which are associated to
the elements σ of a certain subset of the set M0(Σ) of all markings of Σ.
Definition 5. Let Aσ ⊂ Cσ be the set of all curves c which are incoming for both adjacent
trinions. We will say that a marking σ is admissible iff there is no curve c ∈ Cσ which is
outgoing for both adjacent trinions, and if cutting Σ along all curves c ∈ Aσ yields connected
components all of which have genus zero. The set of all admissible markings will be denoted by
Mad0 (Σ).
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Figure 18: Substitution for a trinion T
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Figure 20: Substitution for a boundary component B
To each admissible marking σ we may naturally associate a fat graph ϕσ on Σ by the follow-
ing construction. In order to construct the fat graph ϕσ, it will be useful to consider a certain
refinement of the pants decomposition associated to σ which is defined as follows. For each
curve c ∈ Aσ let Ac be a small annular neighborhood of c which contains c in its interior, and
which is bounded by a pair of curves (c+, c−) that are isotopic to c. If c ∈ A(Σ) represents a
boundary component of Σ we may similarly consider an annular subset Bc of Σ bounded by
c+ ≡ c and another curve c− isotopic to c. If c ∈ Cσ belongs to neither of these two classes we
will simply set c+ ≡ c ≡ c−. By cutting along all such curves c± we obtain a decomposition
of Σ into trinions Tp, p ∈ σ0 and annuli Ac, c ∈ Aσ, each equipped with a marking graph. We
may then replace the markings on each of these connected components by fat graphs according
to Figures 18-20. The re-gluing of trinions Tp, p ∈ σ0 and annuli Ac, Bc to recover the surface
Σ may then be performed in such a way that the fat graphs on the connected components glue
to a fat graph ϕσ on Σ.
14.1 The complex Mad(Σ)
It is natural to consider the complex Mad(Σ) for which the set of vertices Mad0 (Σ) is the
subset of M0(Σ) which consists of the admissible markings, and which has a set of edges
Mad1 (Σ) given by the subset ofM′1(Σ) that contains those edges which connect two admissible
markings.
Proposition 7. The complex Mad(Σ) is connected and simply connected.
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Proof. Let us consider two admissible markings σ, σ′ ∈ M0(Σ). There exists a path ̟ in
M(Σ) which connects σ and σ′. This path may be represented as a chain C̟ = E̟,n(̟) ◦ · · · ◦
E̟,1, E̟,i ∈Mi(Σ) composed out of the moves Zp, Fpq, Bp and Sp.
For a given marking σ ∈ M0(Σ) let [σ] be the set of all markings σ′ which differ from σ
only in the choice of decoration. The moves Zp act transitively on [σ]. By inserting Zp moves
if necessary we may therefore modify C̟ to a chain D̟ which takes the form
D̟ = Z̟,n(̟) ◦ F̟,n(̟) ◦ Z̟,n(̟)−1 ◦ · · · ◦ F̟,1 ◦ Z̟,0,
where Z̟,i, i = 0, . . . , n(̟) are chains composed out of Zp-moves only, and the moves
F̟,n(̟) ∈ M1(Σ) connect markings σ˜̟,i and σ̟,i, i = 1, . . . , n(̟) which are admissible.
We clearly must have [σ̟,i+1] = [σ˜̟,i], i = 1, . . . , n(̟)− 1 and [σ̟,1] = [σ], [σ̟,n(̟)] = [σ′].
Connectedness of Mad(Σ) would follow if the chains Z̟,i, i = 0, . . . , n(̟) are homotopic
to chains Y̟,i which represent paths in Mad(Σ). That this indeed the case follows from the
following lemma.
Lemma 8. Assume that σa, σb ∈ Mad0 (Σ) satisfy σb ∈ [σa]. There then exists a path ̟ab in
Mad(Σ) which connects σa and σb.
Sketch of proof. Let us call a marking σ irreducible if it is admissible and if there are
no edges e in Aσ such that cutting Σ along c(e, σ) yields two disconnected components. A
marking σ which is irreducible has only one outgoing external edge. With the help of Lemma
17 in Appendix D it is easy to show that for an admissible graph σ there always exists a sequence
of Zp-moves in Mad1 (Σ) which transforms σ to a graph σ′ that is irreducible.
We may and will therefore assume that σa and σb are both irreducible. Using Lemma 17
again allows us to transform σb to a marking σc which is such that the outgoing external edges
of σa and σc correspond to the same outgoing boundary component of Σ.
The graphs σa and σc can finally be connected by a chain which is composed out of moves
Bp and Fqp it only. This follows from the connectedness of M(Σ0) in the case of a surface Σ0
of genus zero [MS]. In this way one constructs a sequence of moves that connects σa to σb 
It remains to prove thatMad(Σ) is simply connected as well. Let us consider any closed path
̟ in Mad(Σ). The path ̟ is contractible in M′(Σ). The deformation of ̟ to a trivial path
may be performed recursively, face by face. The crucial observation to be made is the following
one.
Lemma 9. The paths ̟ which represent the boundaries of the faces of M′2(Σ) are paths in
Mad(Σ).
Proof. By direct inspection of the relations (13.2)-(13.10).
The Lemma 9 implies that deforming a path ̟ ∈ Mad(Σ) by contracting a face in M′2(Σ)
will produce a path ̟′ which still represents a path inMad(Σ). It follows that ̟ is contractible
in Mad(Σ).
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14.2 Separated variables
We had observed in Section 9 that the Fock variables ze, e ∈ ϕ′1 form a set of coordinates for
the Teichmu¨ller spaces of surfaces with holes. When considering fat graphs ϕσ associated to
a marking σ it will be useful to replace the Fock variables ze, e ∈ ϕ′1 by an alternative set of
coordinates (qc, pc), c ∈ Cσ for Tϕ which satisfy
Ωϕ(pc1 , pc2) = 0 = Ωϕ(qc1 , qc2),
Ωϕ(pc1 , qc2) = δc1 ,c2 ,
c1, c2 ∈ Cσ. (14.1)
These coordinates are constructed as follows.
For c ∈ Aσ let Ac be an annular neighborhood of c such that the part of ϕσ which is contained
in Ac is isotopic to the model depicted in Figure 21. Let e1 and e2 be the two edges that are
A
2
1
Figure 21: Annulus Ac and fat graph ϕ on A.
entirely contained in Ac with labelling defined by Figure 21. Out of ze1 and ze2 we may then
define
qc ≡ 12(ze1 − ze2 ), pc ≡ −12(ze1 + ze2) . (14.2)
In the case c ∈ Cσ \ Aσ let us note that there is a unique trinion Tc for which the curve c is
the outgoing boundary component. The part of ϕσ contained in Tc is depicted in Figure 22.
ec,2 ec,1
c1
*
c
ec
c2
Vc
Figure 22: Part of ϕσ contained in Tc
Let ec,2 and ec,1 be the edges of ϕσ as indicated in Figure 22, and let cǫ, ǫ = 1, 2 be the curves
which represent the corresponding boundary components of Tp. We shall then define
qc ≡ yc2 , pc ≡ −yc1 , (14.3)
where
ycǫ ≡ zec,ǫ +
1
2
fcǫ, ǫ = 1, 2. (14.4)
The same construction yields linear combinations (pˆc, qˆc), c ∈ Cσ of the Kashaev variables
which represent the coordinates (pc, qc) within Wϕσ . Note that our construction of the fat graph
ϕσ implies that Tc contains a unique vertex vc ∈ ϕσ,0. It turns out that the variables qˆc, pˆc have
a simple relation to the Kashaev variables qvc , pvc .
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Lemma 10.
(i) qˆc = qvc + hc2 , pˆc = pvc − hc1 .
(ii) Ωϕ(pc, qc′) = δc,c′, c, c
′ ∈ Cσ.
Proof. In order to prove part (i) let us first look at the vertices v ∈ ϕσ,0 which appear on the
graph geodesic homotopic to c. The contribution to ycǫ of the edges that are incident to v is
zˆe′1 + zˆe′2 + zˆe′3 if e′i, i = 1, 2, 3 are the three edges incident to v. It then follows from (7.6) that
yc does not depend on both pv and qv. What remains are contributions from the vertex vc, as
well as contributions from the vertices contained in annuli Ac′ which are determined as follows.
Note that the homology class [c] can be decomposed as a linear combination of classes [c′] with
c′ ∈ Aσ. It is straightforward to check that each c′ ∈ Aσ which appears in this decomposition
yields a contribution −hc′ to fˆc. These contributions sum up to give −hc. What remains is
the contribution from the vertex vc. Part (i) of the lemma now follows easily by recalling the
definition 7.6.
Part (ii) of the lemma is a trivial consequence of part (i).
14.3 Quantized Teichmu¨ller spaces for surfaces with holes
The coordinates introduced in the previous subsection make it straightforward to modify the dis-
cussion of the quantization of Teichmu¨ller spaces from the case of punctured Riemann surfaces
(Section 10) to the case of Riemann surfaces with holes.
Bearing in mind that the Fock variables ze, e ∈ ϕ′1 are unconstrained in the present case
(see Lemma 5) leads us to identify the algebra of functions on the Teichmu¨ller spaces with the
algebras of function of the variables ze, e ∈ ϕ′1. A convenient set of coordinates is given by
the coordinate functions (pc, qc), c ∈ Cσ. Canonical quantization of the Teichmu¨ller spaces is
therefore straightforward, and leads to an algebra of operators with generators (pc, qc), c ∈ Cσ ,
which is irreducibly represented (in the sense of Remark 3) on the Hilbert space Hz(σ) ≃
L2(R3g−3+2s). We will normalize the operators (pc, qc), c ∈ Cσ, such that
(i) [ pc , qc′ ] = (2πi)
−1 δcc′, c, c
′ ∈ Cσ,
(ii) [ pc , pc′ ] = 0 = [ qc , qc′ ].
(14.5)
Quantization of the Kashaev space Wϕσ produces a reducible representation of the algebra
(14.5) which is generated by operators (qˆc, pˆc) associated to the pairs of variables (qˆc, pˆc). It
also yields operators hc, c ∈ H1(Σ,R) which represent the quantization of the Poisson vector
space Hϕσ with basis hc, c ∈ H1(Σ,R). The algebra generated by the hc, c ∈ H1(Σ,R) has a
center generated by the hc, c ∈ B(Σ). Following the discussion at the beginning of Subsection
10.3 one constructs a representation of this algebra on the space
Hh(σ) ≡
∫
B′(Σ)
df Hh,f(σ) ,
where Hh,f(σ) ≃ L2(Rg) is an irreducible representation of the algebra i[hc2 , hc1 ] = b2I(c2, c1)
for c2, c1 ∈ H1(Σcl,R).
The following Proposition 8 describes how the quantized Teichmu¨ller spaces are related to
the quantized Kashaev space.
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Proposition 8. There exists a unitary operator Iσ,
Iσ : K(ϕσ)→Hz(σ)⊗Hh(σ)
such that
Iσ · pˆc · I−1σ = pc ⊗ 1 ,
Iσ · qˆc · I−1σ = qc ⊗ 1 ,
and Iσ · hc · I−1σ = 1⊗ h′c ,
for any e ∈ σ1 and c ∈ H1(Σ,R), respectively.
Let us recall that a move m ∈ [τm, σm], m ∈ M1(Σ) is admissible if both τm and σm are
admissible. Given an element m ∈ Mad1 (Σ) it is natural to consider the corresponding fat
graphs θm ≡ ϕτm , ϕm ≡ ϕσm on Σ, to pick a path πm ∈ [θm, ϕm] and consider the operator
u(m) ≡ u(πm). The reduction to the quantized Teichmu¨ller spaces proceeds as in Subsection
11.4. By multiplying the operators Iσ · u(m) · I−1σ with suitably chosen operators H(m) one
gets operators v(m) which factorize as v(m) = w(m) ⊗ 1. The resulting operators w(m) :
Hz(ϕm) → Hz(θm) will then generate a unitary projective representation of the path groupoid
of Mad(Σ).
15. Geodesic length operators
Of fundamental importance for us will be to define and study quantum analogs of the geodesic
length functions on the Teichmu¨ller spaces, the geodesic length operators.
15.1 Overview
When trying to define operators which represent the geodesic length functions one has to face
the following difficulty: The classical expression for Lϕ,c ≡ 2 cosh 12 lc as given by formula 8.6
is a linear combination of monomials in the variables e± ze2 of a very particular form,
Lϕ,c =
∑
τ∈F
Cϕ,c(τ) e
x(τ) , x(τ) ≡
∑
e∈ϕ1
τ(e) ze, (15.1)
where the summation is taken over the space F of all maps ϕ1 ∋ e → τ(e) ∈ 12Z. The
coefficients Cϕ,c(τ) are positive integers, and non-vanishing for a finite number of τ ∈ F only.
In the quantum case one is interested in the definition of length operators Lϕ,c which should
be representable by expressions similar to (15.1),
Lϕ,c =
∑
τ∈F
Cbϕ,c(τ) e
x(τ) , x(τ) ≡
∑
e∈ϕ1
τ(e) ze. (15.2)
The following properties seem to be indispensable if one wants to interpret an operator of the
general form (15.2) as the quantum counterpart of the functions Lϕ,c = 2 cosh 12 lc:
(a) Spectrum: Lϕ,c is self-adjoint. The spectrum of Lϕ,c is simple and equal to [2,∞). This is
necessary and sufficient for the existence of an operator lϕ,c - the geodesic length operator
- such that Lϕ,c = 2 cosh 12 lc.
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(b) Commutativity: [
Lϕ,c , Lϕ,c′
]
= 0 if c ∩ c′ = ∅.
(c) Mapping class group invariance:
aµ(Lϕ,c) = Lµ.ϕ,c, aµ ≡ a[µ.ϕ,ϕ], for all µ ∈ MC(Σ).
(d) Classical limit: The coefficients Cbϕ,c(τ) which appear in (15.2) should be deformations
of the classical coefficients Cϕ,c(τ) in the sense that
lim
b→0
Cbϕ,c(τ) = Cϕ,c(τ).
Length operators were first defined and studied in the pioneering work [CF2]. It was observed in
[CF2] that the necessary deformation of the coefficients Cbϕ,c(τ) is indeed nontrivial in general.
However, a full proof that the length operators introduced in [CF2] fulfil the requirements (a)
and (c) does not seem to be available yet. We will therefore present an alternative approach to
this problem, which will allow us to define length operators that satisfy (a)-(d) in full generality.
15.2 Construction of the length operators
Our construction of the length operators will proceed in two steps. First, we will construct
length operators Lσ,c in the case that the fat graph ϕ under consideration equals ϕσ. This will
facilitate the verification of the properties (a)-(d) formulated above. In order to define the length
operators Lϕ,c in the general case we shall then simply pick any marking σ such that the given
curve c is contained in the cut system Cσ, and define
Lϕ,c ≡ a[ϕ,ϕσ](Lσ,c). (15.3)
Independence of this construction from the choice of σ will follow from Theorem 6 below.
Definition (15.3) reduces the proof of properties (a), (b) to the proof of the corresponding
statements for the length operators Lσ,c which will be given below. Property (c) follows from
a[µ.ϕ,ϕ] ◦ a[ϕ,ϕσ] = a[µ.ϕ,ϕσ].
In order to prepare for our construction of length operators it is useful us recall the construc-
tion of the fat graph ϕσ in section 14.
Definition 6.
Case c ∈ Aσ: Let A be an annular neighborhood of c such that the part of ϕσ which is
contained in A is isotopic to the model depicted in Figure 21. We will then define
Lϕ,c ≡ e−2πbqc + 2 cosh 2πbpc . (15.4)
Case c /∈ Aσ: If a curve c is not contained in Aσ, it is necessarily the outgoing boundary
component of a trinion Tp (cf. Figure 18). Let cǫ, ǫ = 1, 2 be the curves which represent the
incoming boundary components of Tp as indicated in Figure 22. Given that Lσ;ci , i = 1, 2
are already defined we will define Lσ;c by
Lσ,c = 2 cosh(yc2 + yc1) + e
−yc2Lσ,c1 + e
yc1Lσ,c2 + e
yc1−yc2 , (15.5)
where ycǫ, ǫ = 1, 2 are defined as yc2 = 2πbqc, yc1 = −2πbpc.
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It is easy to see that this recursively defines length operators for all remaining c ∈ Cσ.
Remark 9. Let us note that (14.5) implies that [ycǫ, Lσ,cǫ′ ] = 0 for ǫ, ǫ′ ∈ {1, 2}. We therefore
do not have an issue of operator ordering in (15.5).
Proposition 9. The length operators Lσ,c, Lσ,c′ associated to different curves c, c′ ∈ Cσ commute
with each other.
Proof. Let us recall that cutting the surface Σ along all of the curves c ∈ Aσ, yields a set
of connected components which all have genus zero. For a given curve c ∈ Cσ \ Aσ let Σc
be the connected component which contains c. Cutting Σc along c produces two connected
components. The component which has c as its outgoing boundary component will be denoted
Σ′c. It follows from Definition 6 that Lσ,c is an operator function of the operators pd and qd,
where d ∈ Cσ is contained in Σ′c. The claim therefore follows immediately from (14.5) if Σ′c
and Σ′c′ are disjoint.
Otherwise we have the situation that one of Σ′c, Σ′c′ , say Σ′c′ is a subsurface of the other. The
crucial point to observe is that the resulting expression for Lσ,c depends on the variables pd and
qd associated to the subsurface Σ′c′ exclusively via Lσ,c′ . The claim therefore again follows from
(14.5).
The following theorem expresses the consistency of our definition with the automorphisms
induced by a change of the marking σ.
Theorem 6. For a given curve c let σi, i = 1, 2 be markings such that c is contained in both cut
systems Cσ1 and Cσ2 . We then have
a[ϕσ2 ,ϕσ1 ](Lσ1 ,c) = Lσ2 ,c. (15.6)
On the proof of Theorem 6: The description of the modular groupoid in terms of generators
and relations given in section 13 reduces the proof of Theorem 6 to the case that σ2 and σ1 are
connected by one of the elementary moves m defined in section 13.2. In order to reduce the
proof of Theorem 6 to a finite number of verifications one would need to have simple standard
choices for the paths πm ∈ [ϕσ2 , ϕσ1 ] for all elementary moves m. Existence of such standard
paths πm turns out to be nontrivial, though. The task to find suitable paths πm is particularly
simple for a subclass of moves m which is defined as follows.
Definition 7.
(i) Let π ∈ [ϕ′, ϕ] be a path in the complex Pt(Σ) which is described by a sequence Sπ ≡
(ϕ′ ≡ ϕn , . . . , ϕ1 ≡ ϕ) of fat graphs such that consecutive elements of Sπ are connected
by edges in Pt1(Σ). We will say that π ∈ [ϕ′, ϕ] is realized locally in a subsurface Σ′ →֒ Σ
if the restrictions of ϕi to Σ \ Σ′ coincide for all i = 1, . . . , n.
(ii) We will say that the move m = [τm, σm] ∈ M′1(Σ) can be realized locally if there exists a
path π ∈ [θm, ϕm] in the complex Pt(Σ) that is realized locally in Σm in the sense of (i).
For moves m = [τm, σm] ∈ M1(Σ)′ that can be realized locally we may choose essentially
the same path πm ∈ [θm, ϕm] for all surfaces Σ into which Σm can be embedded. It is then
crucial to observe the following fact
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Proposition 10. If m ∈ M′1(Σ) is admissible, but can not be realized locally, there always
exists a path ̟m which is (i) homotopic to m within Mad(Σ), and (ii) takes the form
̟m = Ym ◦m ◦ Y −1m , (15.7)
where Ym is a chain composed out of Zp-moves and Fpq-moves which can all be realized locally.
The proof of Proposition 10 is given in Appendix D. It therefore suffices to prove Theorem 6
in the case that σ2 and σ1 are connected by any elementary move m that can be realized locally.
This amounts to a finite number of verifications which can be carried out by straightforward,
but tedious calculations. Some details are given in the Appendix E. 
15.3 Spectrum
Theorem 7. The spectrum of Lσ,c is simple and equal to [2,∞).
Proof. To begin with, let us consider the following simple model for the length operators:
L ≡ 2 cosh 2πbp+ e−2πbq, (15.8)
where p, q are operators on L2(R) which satisfy the commutation relations [p, q] = (2πi)−1.
A basic fact is that L is self-adjoint. Indeed, being a sum of two positive self-adjoint oper-
ators L is self-adjoint on the intersection of the domains of the summands. The main spectral
properties of this operator are summarized in the following proposition.
Proposition 11. [Ka4]
(i) We have Spec(L) = (2,∞).
(ii) The spectrum of L in L2(R) is simple.
Validity of Theorem 7 in the case c ∈ Aσ is a direct consequence of Proposition 11. It
remains to treat the case c /∈ Aσ. We will keep the notations introduced in Definition 6. The
main ingredient will be an operator Cσ,c : H(σ) → H(σ) which maps all length operators Lσ,c
to the simple standard form Lstσ,c,
Lstσ,c = 2 cosh 2πbpc + e
−2πbqc (15.9)
in the sense that the following commutation relations are satisfied:
Cσ,c · Lσ,c = Lstσ,c · Cσ,c. (15.10)
Definition 8. Let the unitary operator Cσ,c be defined by
C−1σ,c = eb
(
qc − s2
)sb(s1− pc)
sb
(
s1+ pc
)e2πis2qc , (15.11)
where
sǫ = (2πb)
−1 arcosh 1
2
Lσ,cǫ ǫ = 1, 2,
and the special function sb(x) is a close relative of eb(x) defined in the Appendix A.
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Lemma 11. The unitary operator Cσ,p satisfies (15.10).
Proof. Proposition 11 is proven by means of a direct calculation using the explicit form of Lσ,p
given in (15.5) and the functional equations (A.3) and (A.9).
The proof of Theorem 7 is thereby reduced to Proposition 11.
15.4 Relation with the Dehn twist generator
To round off the picture we shall now discuss, following [Ka3, Ka4], the relation between the
length operators Lϕ,c and the operator Dϕ,c which represents the Dehn twist Dc along c.
A closed curve c will be called a curve of simple type if the the connected components of
Σ \ c all have more than one boundary component. It is not hard to see (using the construction
in Section 14, for example) that for curves of simple type there always exists a fat graph ϕ and
an annular neighborhood Ac of c in which ϕ takes the form depicted in Figure 23.
*
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Figure 23: Annulus Ac and fat graph ϕ on A.
Lemma 12. Let Σ be a surface with genus g and s holes. The pure mapping class groupMC(Σ)
is generated by the Dehn twists along geodesics of simple type.
Proof. For g ≥ 2 it is known that the Dehn twists along non-separating closed curves suffice
to generate the mapping class group MC(Σ) [Ge]. Closed curves which are non-separating are
always of simple type.
For g = 0 any closed curve is of simple type. In the remaining case g = 1 one may note
that the only closed curve c which is not of simple type is the one which separates a one-holed
torus from the rest of Σ. It is then well-known that the Dehn twists along a- and b-cycles of
the one-holed torus generate the Dehn-twist along c. If we supplement these generators by the
Dehn twists along the remaining closed curves (which are all of simple type), we get a complete
system of generators for MC(Σ) [Ge].
We may therefore use a fat graph which in an annular neighborhood of c takes the form
depicted in Figure 23. It is easy to see that the action of the Dehn twist Dc on the fat graph ϕ
can be undone by a single flip ωvw. As the representative Fϕ,c for the Dehn twist Dc on K(ϕ)
we may therefore choose Fϕ,c = Tvw.
The operator hϕ,c associated to the homology cycle c is hϕ,c ≡ 12(pv + qw). It is not very
difficult to verify that the operator
Dϕ,c = ζ
−6 exp(2πih2ϕ,c) Fϕ,c . (15.12)
commutes with all hc, c ∈ H1(Σ,R). The prefactor ζ−6, ζ = eπib2/3 was inserted to define a
convenient normalization. We then have the following result.
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Proposition 12. [Ka4] Dc coincides with the following function of the length operator lc:
Dc = ζ
−6 exp
(
i
l2c
8πb2
)
.
This should be compared with the classical result that the geodesic length functions are the
Hamiltonian generators of the Fenchel-Nielsen twist flow, which reproduces the Dehn twist for
a twist angle of 2π.
16. Passage to the length representation
16.1 The length representation
Our aim is to define a representation forH(Σ) which is such that the length operators associated
to a cut system are all realized as multiplication operators. For a surface Σ and a marking σ on
Σ let
HL(σ) ≡ K⊗σ1sp , (16.1)
where Ksp ≃ L2(R+, η), and η is the spectral measure of the operator lA = 2arcosh 12LA. The
numbering of the edges associated to σ defines canonical isomorphisms
HL(σ) ≃ HL(Σ) ≡ L2(L, dηL), (16.2)
where L ≃ R3g−3+2s+ and dηL = dη(l1) ∧ · · · ∧ dη(l3g−3+2s) is the corresponding product
measure. For e ∈ σ1 and f : R+ → C let us define the multiplication operator me[f ] by(
me[f ]Ψ
)
(λσ) ≡ f(le)Ψ(λσ). (16.3)
The operator me[f ] will represent a bounded operator me[f ] : HL(σ) → HL(σ) iff f ∈
L∞(R+, dη).
For the rest of this section let us consider an admissible marking σ and the associated fat graph
ϕσ. The Definition 6 yields a family of mutually commuting length operators Lσ,c associated
to the curves c which constitute the cut sytem Cσ . It follows from the spectral theorem9 for the
family {Le; e ∈ σ1} of self-adjoint operators that there exists a unitary operator
D(σ) : Hz(σ) −→ HL(σ)
that diagonalizes the set of length operators Lσ,e, e ∈ σ1 in the sense that
D(σ) · Lσ,e = me[2 cosh 12 l] · D(σ). (16.4)
Our aim for the rest of this section will be to give a recursive construction for such an operator
D(σ) in terms of operators Cp which are associated to the vertices p ∈ σ0 of σ.
9See Appendix B for the precise statement.
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16.2 Construction of the operator D(σ)
The main ingredient will be an operator Cσ : H(σ) → H(σ) which maps all length operators
Lσ,c to the simple standard form Lstc ,
Lstσ,c = e
−2πbqc + 2 cosh 2πbpc. (16.5)
The operators Cσ,c that were defined in Definition 8 solve this task locally for every curve
c ∈ Cσ \ Aσ. If the trinion Tp has cp as the outgoing boundary component we will define
Cσ,p ≡ Cσ,cp. (16.6)
We are now ready to define
Cσ ≡
∏
p∈σ0
Cσ,p . (16.7)
Let us note that we do not have to specify the order in which the operators Cσ,p appear thanks
to the following lemma.
Lemma 13. We have Cσ,pCσ,q = Cσ,qCσ,p.
Proof. This follows from Proposition 9 and Definition 6, keeping in mind (14.5).
In order to construct the sought-for operator D(σ) it now remains to map the length operators
Lstσ,e to multiplication operators. Proposition 11 ensures existence of an operator
dσ,e : L
2(R)→ Ksp such that dσ,e · Lste = me[2 cosh 12 l] · dσ,e.
Out of Eσ we may finally define the operator D(σ) as
D(σ) ≡ dσ · Cσ , dσ ≡
⊗
e∈σ1
dσ,e , (16.8)
where Iσ is the operator introduced in Proposition 4. It is straightforward to verify that the
operator D(σ) indeed satisfies the desired property (16.4).
17. Realization of M(Σ)
17.1 Two constructions for the generators
Our aim is to define operators U(m) associated to the edges m ∈ M1(Σ). We will give two
constructions for these operators, each of which makes certain properties manifest. The proof
of the equivalence of these two constructions will be the main difficulty that we will have to
deal with.
The first construction. Let us recall that a move m ∈ [τm, σm], m ∈ M1(Σ) is admissible if
both τm and σm are admissible. Given an element m ∈ Mad1 (Σ) it is natural to consider the
corresponding fat graphs θm ≡ ϕτm , ϕm ≡ ϕσm on Σ, to pick a path πm ∈ [θm, ϕm] and define
operators U˜(m) : HL(σm)→HL(τm) as
U˜(m) ≡ D(τm) · u(πm) · D(σm)† . (17.1)
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The second construction. We note that for all m ∈ M1(Σ) the markings τm and σm will
coincide outside of a subsurface Σm →֒ Σ. Let us therefore consider the restrictions τ ′m and
σ′m of τm and σm to Σm respectively. Admissibility of τ ′m and σ′m is obvious for m ∈ M1(Σ),
allowing us to use the first construction in order to define an operator
U′(m) : HL(σ′m)→ HL(τ ′m) .
Out of U′(m) we may then construct the sought-for operator U(m) by acting with U′(m) non-
trivially only on those tensor factors of HL(σ) = K⊗σ1sp which correspond to the subsurface
Σm →֒ Σ. More precisely, let Em ⊂ σ1 be the set of edges in σ1 which have nontrivial
intersection with Σm. Out of U′(m) let us then define the operator U(m) : K(σm)→ K(τm) by
applying definition (B.5) to the case O ≡ U′(m) and J ≡ Em.
Comparison. The crucial difference between U˜(m) and U(m) is that the latter is manifestly
acting locally in HL(σ), in the sense that it acts only on the tensor factor of HL(σ) which
corresponds to the subsurface Σm. This is not obvious in the case of U˜(m).
The length operators Lσ,c associated to the boundary components c ∈ A(Σ) form a commu-
tative family of operators. The joint spectral decomposition for this family of operators leads
us to represent HL(Σ) as
HL(Σ) ≃
∫
L
dηΣ(c) HL(Σ, c), (17.2)
where the integration is extended over the set L ≃ Rs+ of all colorings c of the boundary by
elements of R+. It follows from Theorem 6 that the operators U(m), U˜(m) commute (up to
permutations of the boundary components) with the length operators Lσ,c, c ∈ A(Σ). Within the
representation (17.2) one may therefore10 represent U(m) and U˜(m) by families of operators
(U(m, c))c∈L and (U˜(m, c))c∈L, respectively.
17.2 The main result
The following theorem is the main result of this paper.
Theorem 8. The operators U(m, c), c ∈ L, generate a tower of projective unitary representa-
tions of the modular groupoids M(Σ).
The proof of Theorem 8 will take up the rest of this subsection.
To begin with, let us note that the necessary structure (12.2) of the Hilbert spaces follows
trivially from our definition of the length representation in Section 16, where in the present
case we simply have H(S3, c3) ≃ C. It is furthermore clear that the operators U˜(m, c), c ∈ L
generate a unitary projective representation of the modular groupoid M(Σ) for each surface
Σ within the considered class. Let us finally note that the naturality properties formulated in
Subsection 12.3 clearly hold for the operators U(m, c), c ∈ L. Our main task is therefore to
show that U˜(m, c) = U(m, c), as will be established in Proposition 13 below.
10According to Proposition 14 in Appendix B
57
Proposition 13. For all m ∈Mad1 (Σ) there exists a path πm ∈ [θm, ϕm] such that we have
U˜(m, c) = U(m, c) .
Proof. When we compare the respective definitions of U(m) and U˜(m), we observe that there
are two main discrepancies that we need to deal with. First, it is not always true that the path
πm can be realized locally in the sense of Definition 7. It may therefore not be clear a priori
why there should exist a simple relation between U(m) and U˜(m).
Second, we may observe that the definition of the operatorsU(m) and U˜(m) involves products
of operators Cσ,p, where the set of vertices p that the product is extended over is generically
much smaller in the case of U(m). This means that most of the factors Cσ,p must ultimately
cancel each other in the expression for U˜(m). The first step will be to prove Proposition 13 in
the case that m can be realized locally.
Lemma 14. We have
U˜(m) = U(m) (17.3)
whenever m = [τm, σm] ∈M′1(Σ) can be realized locally.
Proof. It follows from (15.11) and (14.5) that Cσ,p can be represented as a function of the
following operators
Cσ,p = Cσ,p
(
pvp , qvp ; Lc2 , Lc1
)
,
where vp is the vertex of ϕσ contained in the trinion Tp and cǫ ≡ cǫ(p), ǫ = 1, 2 are the curves
which represent the outgoing and incoming boundary components of Tp respectively. Let us
recall that the length operators Lτm,cǫ and Lσm,cǫ ǫ = 1, 2 satisfy (15.6). These observations
imply that
u(πm) · Cσm,p = Cτm,p · u(πm), (17.4)
whenever the operators pσ,p and qσ,p commute with u(πm). Our task is therefore to determine the
set of all p ∈ σ0 for which this is the case. The condition that m can be realized locally implies
that (17.4) will hold unless p is located within Σm. The claim now follows straightforwardly
from these observations.
In order to treat the general case let us recall that Proposition 10 implies that πm may be
chosen as πm = ym ◦ πˆm ◦ y−1m , where ym is uniquely defined by the factorization of Ym into
elementary moves that can be realized locally, and πˆm is the (fixed) path which was chosen to
represent m in the case that m can be realized locally. This leads to the following representation
for U˜(m):
U˜(m) = D(τm) · u(πm) · D(σm)†
= D(τm) · u(ym) · u(πˆm) · u(y−1m ) · D(σm)† .
(17.5)
By using Lemma 14 one may deduce from (17.5) that the following holds:
U˜(m) = U˜(Ym) · U(m) · U˜(Y −1m )
= U(Ym) · U(m) · U(Ym)† .
(17.6)
It remains to observe that
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Lemma 15. We have U(m1) ·U(m2) ·U(m1)† = U(m2) whenever supp(m1)∩ supp(m2) = ∅.
Recall that we had defined the notation supp(m) by supp(m) = {p} if m = Zp, Bp, Sp and
supp(m) = {p, q} if m = (pq), Fpq.
Proof. Let us factorize HL(Σ) as HL(Σ) = K⊗β1sp ⊗ K⊗σ1\β1sp , where β1 ⊂ σ1 is the set of all
edges which end in boundary components of Σ. The representation 17.2 may be rewritten as
HL(Σ) ≃
∫ ⊕
Rs+
dηs(c) HL(Σ, c) , (17.7)
where HL(Σ, c) ≃ K⊗σ1\β1sp for all c ∈ Rs+. Let U(m, c), c ∈ Rs(m)+ be the unitary operators
on HL(Σm, c) which represent the operators U(m) in the representation (17.7). Within this
representation it becomes almost trivial to complete the proof of Proposition 13. Let β21 =
β2∪β1, where β ⊂ σ1,  = 1, 2 are the sets of edges which correspond to boundary components
of Σm . Let δ ⊂ σ1,  = 1, 2 be the sets of edges that are fully contained in the interior of Σm
respectively. Let finally σ′1 = σ1\ (β21∪ δ2∪ δ1) We may then factorizeHL(Σ) in the following
way:
HL(Σ) = K⊗β21sp ⊗K⊗δ2sp ⊗K⊗δ1sp ⊗K⊗σ
′
1
sp
, (17.8)
where we define K⊗δ
sp
= C if δ = ∅. This may be rewritten as
HL(Σ) ≃
∫
R
s21
+
dµ(c21) HL(Σ, c21), (17.9)
where HL(Σ, c21) ≃ K⊗δ2sp ⊗ K⊗δ1sp ⊗ K⊗σ′1sp for all c21 ∈ Rs21+ , s21 = card(β21). In the repre-
sentation (17.9) we may represent U(m),  = 1, 2 by families of operators U(m, c21) which
take the form U(m2, c21) ≃ U2(m2, c21) ⊗ id ⊗ id and U(m1, c21) ≃ id ⊗ U1(m1, c21) ⊗ id
respectively. The Lemma follows easily from these observations.
It follows from the Lemma that U(Ym) ·U(m) ·U(Ym)† = U(m), which completes the proof
of Proposition 13.
Taken together our results show that the quantization of Teichmu¨ller spaces yields a tower of
unitary projective representations of the modular groupoid in the sense of §12.3.
17.3 Concluding remarks
Let us recall that the mapping class group is a group of symmetries for both complexes Pt(Σ)
and M(Σ). Having projective unitary representations of the associated groupoids Pt(Σ) and
MC(Σ) will therefore induce corresponding representations of the mapping class group by
means of the construction in §11.2. It is not hard to see It follows quite easily from Propo-
sition 7 that these two representations are equivalent.
Finally it is clearly of interest to calculate the phases in the relations u(π̟) = ζν(̟).
Conjecture 1. There exists a definition for the operators U(m), m ∈ M1(Σ) such that the
phases ζ νˆ(̟) which appear in the relations u(π̟) = ζν(̟) are trivial for all but one ̟ ∈
59
M2(Σ), which can be chosen as the relation (13.9),a). The phase which appears in the relation
(13.9),a) is given as
ζν(̟) = e
πi
2
cL , cL ≡ 1 + 6(b+ b−1)2.
We now believe to have a proof of this conjecture. Details will appear elsewhere. Our con-
jecture is also strongly supported by the calculation in [Ka2] which establishes a similar result
for the realization of the pure mapping class group on the quantized Teichmu¨ller spaces.
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A. The special functions eb(x) and sb(x)
The function sb(x) may be defined with the help of the following integral representation.
log sb(x) =
1
i
∞∫
0
dt
t
(
sin 2xt
2 sinh bt sinh b−1t
− x
t
)
. (A.1)
This function, or close relatives of it like
eb(x) = e
πi
2
x2 e−
πi
24
(2−Q2)sb(x) , (A.2)
have appeared in the literature under various names like “Quantum Dilogarithm” [FK], “Hyper-
bolic G-function” [Ru], “Quantum Exponential Function” [Wor] and “Double Sine Function”,
we refer to the appendix of [KLS] for a useful collection of properties of sb(x) and further
references. The most important properties for our purposes are
(i) Functional equation: sb
(
x− i b
2
)
= 2 cosh πbx sb
(
x+ i b
2
)
. (A.3)
(ii) Analyticity: sb(x) is meromorphic,
poles: x = cb + i(nb−mb−1), n,m ∈ Z≥0. (A.4)
zeros: x = −cb − i(nb−mb−1), n,m ∈ Z≥0.
(iii) Self-duality: sb(x) = s1/b(x). (A.5)
(iv) Inversion relation: sb(x)sb(−x) = 1. (A.6)
(v) Unitarity: sb(x) = 1/sb(x¯). (A.7)
(vi) Residue: resx=cbsb(x) = e−
πi
12
(1−4c2
b
)(2πi)−1. (A.8)
The function eb(x) clearly has very similar properties as sb(x). We list the properties that get
modified compared to sb(x) below.
(i)’ Functional equation: eb
(
x− i b
2
)
= (1 + e2πbx) eb
(
x+ i b
2
)
. (A.9)
(iv)’ Inversion relation: eb(x)eb(−x) = eπix2e−πi6 (1+2c2b). (A.10)
(vi)’ Residue: resx=cbsb(x) = (2πi)−1. (A.11)
Among the most remarkable properties satisfied by the function eb(x) is the so-called pen-
tagonal relation (A.12) which underlies the validity of the pentagonal relation (11.34),
eb(p) · eb(q) = eb(q) · eb(p+ q) · eb(p), (A.12)
Relation (A.12) is valid if q and p represent [p, q] = (2πi)−1 on L2(R). Equation (A.12) in turn
is equivalent to the following property of the function Eb(x) ≡ eb(− x2πb):
Eb(U) · Eb(V) = Eb(U+ V) , (A.13)
where U = e2πbq, V = e2πbp. Proofs of (A.12) and (A.13) can be found in [Wor, FKV, BT, Vo].
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B. Operator-theoretical background
Let H be a separable Hilbert space. The algebra of bounded operators in H will be denoted by
B(H). We will only need some of the most basic notions and results from functional analysis
and the theory of operator algebras as summarized e.g. in [Wa, Chapter 14]. For the reader’s
convenience and to fix some notations we shall formulate the results that we need below.
Theorem 9. [Wa, Theorem 14.8.14]
Let C be a commutative von Neumann subalgebra of B(H), where H is a separable Hilbert
space. Then there exists a compact, separable Hausdorff space X , a Radon measure µ on X , a
measurable family of Hilbert spaces {Hx}x∈X , and a unitary bijection
U : H → H
C
≡
∫
X
dµ(s) Hs (B.1)
such that
U ·C · U† = {mf ; f ∈ L∞(x, dµ) } , (B.2)
where mf is the multiplication operator defined by
mf : HC ∋ {Ψx}x∈X → {f(x)Ψx}x∈X ∈ HC. (B.3)
If C is a commutative von Neumann subalgebra of B(H) we will call an operator O on H
C-decomposable if there exists a family of bounded operators Ox, defined on Hx for µ-almost
every x ∈ X , such that
U ·O · U† =
∫
X
dµ(s) Ox . (B.4)
Let D
C
be the algebra of all C-decomposable operators.
Proposition 14. [Wa, Proposition 14.8.8] D
C
is the commutant of C within B(H).
The unbounded operators that we will have to deal with will all be self-adjoint. We will freely
use standard functional calculus for self-adjoint operators. When we say that two unbounded
self-adjoint operators commute,
[A , B ] = 0,
we will always mean commutativity of the spectral projections. Let F = {Aı ; ı ∈ I} be a
family of commuting self-adjoint operators defined on dense domains in a separable Hilbert
space H. Standard functional calculus for commuting self-adjoint operators associates to F
a commutative von Neumann subalgebra CF of B(H). Theorem 9 applied to CF yields the
existence of a common spectral decomposition for the family F , where X represents the one-
point compactification of the spectrum of F .
Tensor product notation
For a given finite set I we will often use the notation H⊗I instead of H⊗card(I), where card(I) is
the number of elements in I. In order to avoid fixing a numbering of the elements of I we will
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find it useful to employ the following “leg-numbering” notation. To a given a subset J ⊂ I we
may associate the canonical permutation operators
PJ : H⊗I →H⊗J ⊗H⊗I\J .
To an operator O ∈ B(H⊗J) we may then associate an operator OJ ∈ B(H⊗I) via
OJ ≡ P−1J · (O⊗ id) · PJ. (B.5)
If J = {i1, i2, . . . } we will sometimes write Oi1i2... instead of OJ. We will also abbreviate
OJ1∪J2∪... to OJ1J2....
C. On the proof of Theorem 2
A similar statement is known [CF1] for the closely related groupoid P˜t(Σ) whose elements are
the moves [ϕ˜2, ϕ˜1] between fat graphs ϕ˜2, ϕ˜1 which do not have the decoration introduced in
Subsection 5.1, but which have a numbering of the edges instead.
Theorem 2’. The groupoid P˜t(Σ) is the path groupoid of the complex P˜t(Σ) which has vertices
ϕ˜ and the following generators and relations:
Generators:
(i) Flips Fe along the edges e ∈ ϕ˜1 (see Figure (7)).
(ii) The exchanges (ef) of the numbers assigned to edges e and f .
Relations:
(a) There is no vertex that both edges e and f are incident to: Ff ◦ Fe = Fe ◦ Ff .
(b) The edges e and f are incident to the same vertex: Fe ◦ Ff ◦ Fe ◦ Ff ◦ Fe = (ef).
(c) (ef) ◦ Fe = Ff ◦ (ef)
(d) Fe ◦ Fe = id.
It was observed in [P3, CF1, CP] that Theorem 2’ follows quite easily from the fact [P1, Ko] that
the fat graphs ϕ˜ can be used to label cells in certain cell decompositions [Ha, P1] of T (Σ)×Rs+.
This allows one to associate a path πˆ in T (Σ) × Rs+ to each path π˜ ∈ [ϕ˜2, ϕ˜1] in P˜t(Σ). Each
closed path πˆ in T (Σ) × Rs+ can be deformed into small circles around the codimension two
faces of the cell decompositions from [Ha, P1]. The latter are easily identified with the relations
listed in Theorem 2’. This implies that no relations other than those listed in Theorem 2’ are
needed to contract a closed path π˜ ∈ [ϕ˜, ϕ˜] to the identity.
It remains to show that Theorem 2 follows from Theorem 2’. To this aim it is important
to observe that P˜t(Σ) imbeds into Pt(Σ) by means of the following construction: Given the
numbered fat graph ϕ˜ let us define a decorated fat graph ϕ according to the following rule:
Pick any numbering of the vertices of ϕ˜. For each vertex v let us distinguish among the edges
which emanate from v the one with the smallest number assigned to it. For each move Fe let
us choose a lift φe of the form φe = δ′e ◦ ωueve ◦ δe, where the vertices ue and ve represent are
the ends of e and δ′e, δe change the decoration only. It is then crucial to check that the relations
of Pt(Σ) ensure that the image of P˜t(Σ) within Pt(Σ) is simply connected. This follows if the
images of the relations listed in Theorem 2’ are contractible within Pt(Σ). We have drawn a
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particular example for such an image in Figure 24 below. It is easy to verify that the image of
the corresponding path in Pt(Σ) is closed. More generally one needs to consider all relations
obtained by changes of the numbering of the edges. These relations are obtained by inserting
η−1 ◦ η between the moves which occur in the image of the relation under consideration, where
η represents the change of decoration induced by a change of numbering. In a similar way one
may convince oneself that all the relations listed in Theorem 2’ are mapped to closed paths in
Pt(Σ), which completes the proof that P˜t(Σ) embeds into Pt(Σ).
F1
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F1o(12) *
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*
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Figure 24: Image of the pentagon in Pt(Σ).
It remains to show that each closed path in Pt(Σ) is homotopic to a closed path in the image
of P˜t(Σ). Let us consider a closed path π ∈ [ϕ, ϕ] ∈ Pt(Σ). Write π = ωn ◦ · · · ◦ ω1,
where each ωk is of the form ωk = δ′k ◦ ωukvk ◦ δk, with δk, δ′k being composed out of moves
ρw and permutations only. Choose any numbering for the edges of ϕ and denote the resulting
numbered fat graph by ϕ˜. The path π then defines a path π˜ in P˜t(Σ) by means of the following
construction: Substitute the moves ωr for k = 1, . . . , n by the corresponding flips along the
edges which connect uk and vk, and then multiply the result by the necessary permutations of
the numbers assigned to the edges of ϕ˜. π˜ has the form π˜ = Φn◦· · ·◦Φ1, where Φk ∈ [ϕ˜k+1, ϕ˜k]
factorize into a single flip Fk times a change of numbering Pk, Φk = Pk ◦ Fk.
The path π˜ is mapped to a path π′ in Pt(Σ) by means of the construction above. π′ has the
form π′ = φ′n ◦ · · · ◦ φ′1 with φ′k ∈ [ϕk+1, ϕk]. On the other hand let us note that the path
π′′ = φ′′n ◦ · · · ◦ φ′′1 with φ′′k ≡ η−1k+1 ◦ ωk ◦ ηk is clearly homotopic to π for all changes of
decorations ηk which satisfy ηn+1 = η1. For suitable choice of the ηk one gets φ′′k ∈ [ϕk+1, ϕk].
It is then easy to see that φ′k and φ′′k are homotopic. 
D. Proof of Proposition 10
One may easily convince oneself that the moves Zp and Bp can generically not be realized
locally. There are simple sufficient criteria for a move m to be realizable locally.
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Lemma 16.
(i) A move m = [τm, σm] ∈ M′1(Σ) can always be realized locally if all but one of the
boundary components of Σm are contained in {ce; e ∈ Aσ}.
(ii) The moves Bp, B′p, Tp can be realized locally if the curve cp,1 which represents the bound-
ary component of tp assigned number 1 in Figure 12 is contained in Aσ.
(iii) The moves Fpq, Apq, Sp, Spq and Bpq can always be realized locally.
Proof. Straightforward verifications.
Proposition 15. ( ≡ Proposition 10) If m ∈ M′1(Σ) is admissible, but can not be realized
locally, there always exists a path ̟m which is (i) homotopic to m within Mad1 (Σ), and (ii)
takes the form
̟m = Ym ◦m ◦ Y −1m , (D.6)
where Ym is a chain composed out of Zp-moves and Fpq-moves which can all be realized locally.
Proof. The claim will follow easily from another auxiliary result that we will formulate as a
separate lemma. As a preparation, let us recall that cutting a surface Σ along the curves c(σ, e),
e ∈ Aσ produces a surface Σ†, the connected components of which all have genus zero. Let us
call a marking σ irreducible if the set of connected components of Σ† has only one element. It
is easy to see that a marking σ is irreducible iff it has precisely one outgoing external edge.
Lemma 17. Let σ be a marking on a surface Σ that is irreducible. For any chosen boundary
component b ofΣ there exists a chain ofZp-moves and Fpq-moves that (i) preserves admissibility
in each step, (ii) consists only of moves that can be realized locally, and (iii) transforms σ to a
irreducible marking σ′ whose outgoing external edge ends in the chosen component b.
Sketch of proof. In order to check the following arguments it may be useful to think of an
irreducible marking as being obtained from the corresponding marking σ† on the surface Σ†
of genus zero by identifying the appropriate boundary circles. To each incoming boundary
component of Σ† there corresponds a unique element of Aσ.
The following claim is easy to verify. By means of Fpq-moves one may transform σ to a
marking σ˜ which has the following two properties. First, for each vertex p ∈ σ˜0 at least one
of the edges that are incident at p is contained in Aσ. Second, there is no edge e ∈ σ1 which
connects a vertex p to itself. These two properties insure that for each p ∈ σ˜0 either Zp or Z−1p
preserves the admissibility of the marking. It is then not very hard to construct a sequence of
Zp-moves that (i) can all be realized locally and (ii) which transform σ˜ to a marking σ˜′ whose
outgoing external edge ends in the chosen boundary component b.
By means of a chain of Fpq-moves one may finally transform σ˜′ back to a marking σ′ that
differs from the original marking only by the desired change of decoration. 
End of proof of Lemma 15. Lemma 16 allows us to restrict attention to the cases m =
Zp, Bp, B
′
p, Tp. We need to transform the original marking to another one which has the property
that both incoming boundary components of the trinion tp are contained in Aσ. Given a curve
c ∈ Cσ \ Aσ there is a unique subsurface Σc →֒ Σ with marking σc such that (i) c is the unique
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Figure 25: Labelling of the edges which are relevant for the description of a flip.
outgoing curve in the boundary of Σc, and (ii) the incoming boundary curves of Σc are contained
inAσ. In order to infer the existence of the chain Yp it clearly suffices to apply Lemma 17 to the
subsurfaces Σc1 and Σc2 respectively, where c1 and c2 are the incoming boundary components
of the trinion with label p.
Lemma 15 implies that πm may be chosen as πm = ym ◦ πˆm ◦ y−1m , where ym is uniquely
defined by the factorization of Ym into elementary moves that can be realized locally, and πˆm is
the (fixed) path which was chosen to represent m in the case that m can be realized locally.
E. On the proof of Theorem 6
E.1 A technical preliminary
To begin with, let us present a technical result that facilitates the explicit computations. The
operator functions we will be interested in are of the form
O ≡ O({zı; ı ∈ ϕ1}) = ∑
τ∈F
Cτ e
x(τ) , x(τ) ≡
∑
e∈ϕ1
τ(e) ze, (E.7)
where the summation is taken over the space F of all maps ϕ1 ∋ e → τ(e) ∈ 12Z, and the
coefficients Cτ are assumed to be non-vanishing for a finite number of τ ∈ F only, in which
case we assume Cτ ∈ R+. These operators are densely defined and positive self-adjoint due to
the self-adjointness of x(τ). The cone generated by operator functions of the form (E.7) will be
denoted C+(ϕ).
Proposition 16. Let ϕ, ϕ′ be two fat graphs that are related by ρ ≡ ωvw ∈ Pt(Σ), and let us
adopt the labelling of the relevant edges given by Figure 25. For each O ∈ C+(ϕ) one has
aρ(O) ≡ u(π) ·O · u(π)−1 = Eb(ze′) · O′ · (Eb(ze′))−1 , (E.8)
where Eb(z) ≡ eb
(− z
2πb
)
, and O′ is related to O via
O′ ≡ O( za′ , zb′ + ze′, zc′, zd′ + ze′ ,−ze′ ,{zı; ı ∈ ϕ1 \ {a′, b′, c′, d′, e′}} ) if
O = O
(
za, zb, zc, zd, ze,
{
zı; ı ∈ ϕ1 \ {a, b, c, d, e}
} )
.
(E.9)
Proof. Given the explicit expression for Tvw we only have to verify that
e−2πipvqw ·O · e−2πipvqw = O′,
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with O and O′ being related by (E.9). Keeping in mind (7.6) we notice that the operators zf
may be represented in the form zf = zf,v + zf,w, where v, w ∈ ϕ0 are the vertices connected by
the edge f ∈ ϕ0. Let us label the vertices in ϕ0 and ϕ′0 such that the edges a and d are incident
to the vertices va and vd besides to the vertex v respectively, and similarly for the vertices vb, vc
and w. This leads to the following representations for the relevant Fock variables:
ze =2πb(qv − pv + pw) ,
za =2πbpv + za,va ,
zb =2πb(qw − pw) + zb,vb ,
zc =2πb(−qw) + zc,vc ,
zd =2πb(−qv) + zd,vd ,
ze′ =2πb(q
′
w − q′v − p′w) ,
za′ =2πbp
′
v + za′,va ,
zb′ =2πb(q
′
v − p′v) + zb′,vb ,
zc′ =2πb(−q′w) + zc′,vc ,
zd′ =2πbp
′
w + zd′,vd ,
(E.10)
To complete the proof of Proposition 16 is now the matter of a straightforward calculation.
Remark 10. This yields in particular the formulae
e−za′ =e−
1
2
za(1 + e−ze)e−
1
2
za,
e+zd′ =e+
1
2
zd(1 + e+ze)e+
1
2
za ,
ze′ = −ze,
e−zb′ =e+
1
2
zb(1 + e+ze)e+
1
2
zb,
e+zc′ =e−
1
2
zc(1 + e−ze)e−
1
2
zc .
It is quite obvious that these transformations reduce to their classical counterparts (6.3) in the
limit b→ 0.
As an example let us consider the monomials Mnbndnanc ≡ e
1
2
(naza+nbzb+nczc+ndzd), where n♭,
♭ ∈ {a, b, c, d} are restricted by the requirement that 2N ≡ na + nc − nb − nd must be even.
One then finds certain simplifications on the right hand side of (E.8):
Eb(z
′
e) ·Mnbndnanc · (Eb(z′e))−1 =
√
M
nbnd
nanc
Eb(z
′
e + πib
2N)
Eb(z
′
e − πib2N)
√
M
nbnd
nanc
=
√
M
nbnd
nanc
 N−12∏
m=−N−1
2
(1 + q2me−z
′
e)
√Mnbndnanc . (E.11)
E.2 Invariance of length operators
In the main text we have explained how to reduce the proof of Theorem 6 to the following
Lemma:
Lemma 18. Assume that m ∈M′1(Σ) can be realized locally. We then have the relation
u(πm) · Lσm,c = Lτm,c · u(πm) (E.12)
for all curves c such that c ∈ Cσm and c ∈ Cτm .
On the proof of Lemma 18. It is easy to see that our recursive Definition 6 of the length
operators Lσ,c reduces the task of proving Lemma 18 to the curves that represent a boundary
component of Σm. Let us write Lσ,e ≡ Lσ,c(σ,e).
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In the cases m = Fpq, Sp, Tp, Zp we will need to verify Lemma 18 by direct calculations. Let
us begin with the case m = Fpq. The claim is again trivial for the length operators associated
to the incoming boundary components of Σm. Let us therefore focus on the length operators
Lσm,f , Lτm,f assigned to the outgoing boundary component of Σm. The Definition 6 yields the
following expressions for the length operators Lσm,f and Lτm,f respectively.
Lσm,f = e
z21+y3+y2+y1 + ez21−y3+y2+y1 + e−z21−y3−y2−y1
+ ey1−y2−y3 + ey1+y2−y3 + e−y1−y2−y3
+ ez21+y2+y1L3+ e
y1−y3L2+ e
−y2−y3L1 ,
Lτm,f = e
+z′32+y
′
3+y
′
2+y
′
1 + e−z
′
32−y
′
3−y
′
2−y
′
1 + e−z
′
32−y
′
3−y
′
2+y
′
1
+ ey
′
1+y
′
2+y
′
3 + ey
′
1−y
′
2−y
′
3 + ey
′
1+y
′
2−y
′
3
+ ey
′
2+y
′
1L′3+ e
y′1−y
′
3L′2+ e
−z′32−y
′
2−y
′
3L′1 .
(E.13)
We have used the abbreviations yι ≡ yϕσ,eι , y′ι ≡ yϕτ ,eι, Lι ≡ Lσ,eι and L′ι ≡ Lτ,eι for ι ∈
{1, 2, 3}, as well as zι ≡ zϕσ ,eι , z′ι ≡ zϕτ ,eι for ι ∈ {32, 21}. The labelling of the edges is the
one introduced in Figure 26. According to Proposition 16 we need to calculate
Eb(z
′
32) ·
(
ey
′
3+y
′
2+y
′
1+z32 + ey
′
1−y
′
2−y
′
3+
+ey
′
2+y
′
1L′3+ e
y′1−y
′
3L′2+ e
−z′32−y
′
2−y
′
3L′3+
+e
1
2
(y′1+y
′
2−y
′
3)(1 + e−z
′
32)e
1
2
(y′1+y
′
2−y
′
3)+
+e−
1
2
(y′1+y
′
2+y
′
3+z
′
32)(1 + e−z
′
32 )e−
1
2
(y′1+y
′
2+y
′
3+z
′
32)
)
·Eb(z′32)† .
(E.14)
We finally need to apply equation (E.11). The terms in the first line of (E.14) have N = 1, those
in the second line N = 0, and all other terms have N = −1. Straightforward application of
equation (E.11) shows that the expression given in (E.14) equals Lτm,f , as claimed.
The next case we will consider is m = Sp. It clearly suffices to restrict attention to the case
that Σm = Σ1,1, the one-holed torus. On Σm let us consider the fat graphs ϕi, i = 1, 2, 3
depicted in Figure 27.
We have ϕ1 = ϕ˜′m and ϕ3 = θ′m respectively. The sequence of fat graph (ϕ3, ϕ2, ϕ1) defines
the path πm ∈ [θ′m, ϕ˜′m] which we will use. The only relevant curve is the curve β which
represents the boundary of Σm. Definition 6 yields the following expressions for the length
Fp q
f
e21
e3
e1e2
e
e
e32
3 e2
1
f
Figure 26: Labelling of the edges of σm for m = Fpq.
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a
a
c’
a a
bd b
c
c’
d d
b’
(3)(1) (2)
Figure 27: Fat graphs ϕi on the one-holed torus.
operators Lϕ1 ,β and Lϕ3 ,β respectively:
Lϕ1 ,β = e
zd−zc + 2 cosh(zc + zd + za + zb)
+ ezd(1 + ezb + ezb+za) + e−zc(1 + e−za + e−za−zb),
Lϕ3 ,β = e
zc′−za + 2 cosh(za + zd + zc′ + zb′)
+ ezc′ (1 + ezb′ + ezb′+zd) + e−za(1 + e−zd + e−zd−zb′ ) .
(E.15)
The labelling of the relevant edges is the one introduced in Figure 27. With the help of Propo-
sition 16 one may calculate
Lϕ2 ,β ≡ a[ϕ2 ,ϕ1 ]
(
Lϕ1 ;β
)
= ezc′−za + 2 cosh(za + zd + zc′ + zb)
+ezc′ (1 + ezd + ezd+zb) + e−za(1 + e−zb + e−zb−zb) .
(E.16)
One may then apply Proposition 16 once more to calculate a[ϕ3 ,ϕ2 ]
(
Lϕ2 ,β
)
. The result is Lϕ3 ,β
as claimed.
We have furthermore verified by direct calculations that Lemma 18 holds in the cases
m = Tp, Zp, Bp, B
′
p respectively. These calculations proceed along very similar lines as in
the previous two cases, which motivates us to omit the details.
In the remaining cases m = Apq, m = Bpq and m = Spq one may use the factorization of
the chains πm which follows from the definitions (13.5), (13.7) and (13.8) respectively in order
to reduce the proof to the cases where the result is already established. This completes our
discussion of the proof of Lemma 18. 
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