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Duimett (1955) procedure is a widely used multiple comparison procedure, for 
comparing treatments with a control. Procedures for one-sided or two-sided in-
ferences are available. However, these procedures only dealt with cases where in a, 
particular family of inferences comparing k treatments with a control, all A; liypotlie-
ses are either one-sided or two-sided. In this thesis, we seek to generalize Diiiiiiett 
procedure to more general testing environments. For a given family, both one-sided 
and two-sided inferences are present. The new procedure suggested in this thesis 
provides a more flexible and powerful tool than existing methods. Selected critical 
values are also tabulated for the implementation of our proposed procedure. A detail 
discussion of the numerical method to compute critical values are provided. Finally, 
ail illustrative example with sample data, extracted from a medical experiment is 
examined. 
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1.1 Multiplicity Problem in Multiple Testing 
As a consequence of the advance of computing hardware and software, the techno-
logical capability to collect, store, analyse and present data improve drastically over 
the years. The complexity of available data together with the advanced computing 
equipments enable us to perform high speed "data mining" and "data-snooping". 
Multiple testing environments become inevitably more popular in the era of "modern 
data analysis". 
In multiple testing, one of the major concern is related to the problem of mul-
tiplicity. To provide an illustration, let us consider the following example. When 
testing whether two means are different, one may conduct 艺-tests each at a level 
(for instance, 0.05) and draw conclusions depending on values as compared to 
a. If for example there are 5 treatments, and we need to compare the population 
means pairwisely, then there will be C| = 10 hypotheses in this influential family. 
One may perform 10 亡-tests each at a = 0.05 significance level. However, what is 
the probability of yielding at least one false significance if all hypotheses are true? 
The answer will be much higher than a. If 10 tests at a = 0.05 are tested simul-
taneously and assume that they are independent, the overall Type I error rate is 
1 - (0.95)10 « 0.40. Therefore, significance will be very likely to be detected even 
though that there are no real differences among the population means. This is called 
multiplicity effect 
Therefore, to tackle the problem of multiplicity, for Multiple Comparison Pro-
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cedures (MCPs), a multiplicity-adjusted analysis should be adopted when several 
hypotheses are tested simultaneously. 
1.2 Family 
Before the implementation of MCPs, we have to define the family of hypotheses of 
our interest. There are different types of families. A set of all pairwise comparisons 
with 5 treatments can be considered as a finite family. A set of any linear contrast 
in one-way layout forms an infinite family. 
Statistical inferences can vary greatly, depending on how we select a family, or 
how many tests are included in the family. According to Cox (1965), there are two 
important criteria for selecting a family: 
1. To take into account the selection effect due to data-snooping. 
2. To ensure the simultaneous correctness of a set of inferences so as to guarantee 
a correct overall decision. 
1.3 Family wise Error Rate 
As MCPs are the procedures that take into account of the overall Type I error to 
eliminate the multiplicity effect. One way to do it is to control the Family wise error 
rate (FWE) which is defined as the probability of making any error in the given 
family of inferences. 
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Hochberg and Tamhane (1987) mentioned that, an MCP is said to control the 
FWE in the weak sense if it protects the FWE under the complete null configuration, 
but not under all other configurations and allows overall Type I error rate greater 
than the predetermined a level. On the other hand, a method that controls the 
FWE in the strong sense will result in the control of overall Type I error rate for 
any configuration of the parameters in the hypotheses. 
1.4 Multiple Comparisons with a Control 
The most common types of MCPs are pairwise multiple comparisons with all treat-
ments, multiple comparisons with the best and multiple comparisons with a control. 
In some experiments and clinical trials, researchers often need to compare dif-
ferent treatment groups with a control group. For example, in a clinical trial, a 
control group represents patients treated with a standard drug (or placebo), and 
the treatment groups are consisted of patients treated with several new drugs. 
Often, the comparisons are conducted to investigate whether the treatment 
groups are better than the control group. However, sometimes the purpose of the 
comparison is to detect if there exists any difference between treatment groups and 
the control group. In such cases, the inferences are two-sided. In general, the 
influential family consists of finite number of hypotheses testing. 
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1.5 Single-step Procedures vs Stepwise Procedures 
There are two important classes of multiple comparison procedures; namely, single-
step procedures and stepwise procedures. For single-step procedures, all hypotheses 
in a family are tested simultaneously and each hypothesis is accepted or rejected 
through a comparison between the test statistic associated with it and a critical 
value. 
For stepwise procedures, it can be divided into two types: step-down and step-up 
procedures. Both types of procedures begin by ordering the hypotheses according to 
the magnitude of/rvalues. The hypotheses are tested sequentially with a pre-defined 
stopping rule. When the testing process terminates, the remaining hypotheses will 
be accepted (or rejected) without further testing. 
The single-step procedures in general are less powerful than stepwise procedures. 
However, there are some drawbacks for stepwise procedures. First, by invertion, 
one can easily obtain simultaneous joint confidence intervals corresponding to the 
single-step procedures; only in very few cases simultaneous confidence intervals with 
stepwise procedures have been developed. Second, sequential procedures can only 
be used for finite families of hypotheses. 
The most well-known single step procedure for multiple comparisons with a con-
trol is the Dunnett (1955) procedure. For stepwise version of the Dunnett procedure, 
one can refer to Bofinger (1987), Dunnett and Tamhane (1991, 1992) and Tamhane, 
Liu and Dunnett (1998). The Dunnett procedure has also been extended to a two 
factor design by Cheung and Holland (1991，1992，1994). 
In this thesis, we will focus on single-step procedures. 
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1.6 Dunnett Procedure 
1.6.1 One-way Fixed Effect Model 
Consider a one-way fixed effect model with m + 1 treatments, 
Yij =/ii + Eij, i = 0,l,...，m, j = 1,…,rii. (1.6.1) 
Let Yij ~ where a^ is the unknown common variance and i = 0 , 1 , m 
are the treatment means. Further, fio denotes the mean of the control group. Let 
Yij represent the jth observation on the zth treatment with sample size rii. Hence, 
m 
the total sample size is ^ rii and will be denoted by N. 
We use the notation 
—_ rii 
= = Y^Yijlm 
J=1 
for the sample mean and for the pooled sample variance. Hence 
e i广 N(0,(j2). 
Therefore the sample mean of treatment i is 
To compare the m treatments with the control, the inference problem under consid-
eration is the m simultaneous inferences of mean differences: 
for all i = 1，...,m. 
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1.6.2 Simultaneous Inference and Test Statistics 
To conduct simultaneous testing of the m null hypotheses: 
Hi.. IM = (M) (1.6.2) 
versus the one-sided alternatives 
H'f /M > Mo (1.6.3) 
or 
H;: "i < /io (1.6.4) 
for i 二 1, ...,m，the pivotal statistics (Dunnett, 1955) are: 
Tj 二 (只—^o) —- ("i —- Mo) 
^y/l/rii + l/no 
for i = l,. . . ,m where 沪，independent of Yi, is an unbiased estimator of a^. Fur-
thermore, 
八o 
— 2 V � V 
with V degrees of freedom. The variates 7],了2, have a multivariate-i distri-
bution (as defined in Dunnett and Sobel, (1954)) with v degrees of freedom and 
covariance matrix S = {p^j}, for i,j = 1 ’ m , with a product-correlation structure 
such that 
11 ’ 1 = 3 
where 
k = V no + rii 
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To implement the Dunnett procedure, it is required to compute the upper and 
lower percentage points of T' = maxTi for one-sided alternatives (1.6.3) and (1.6.4), 
we need to find the value of D' for one-sided inferences such that 
< D ' ) = l - a . (1.6.5) 
The solution of D' will be denoted by Di，爪’Note that for the alternative (1.6.4), 
-Di,m’a is relevant. For a given a, each null hypothesis (1.6.2) is rejected in favour 
of alternatives (1.6.3) if and only if the test statistics 7\ > Di^ rn,a- Similarly, each 
null hypothesis (1.6.2) is rejected in favour of alternatives (1.6.4) are rejected if 
and only if the corresponding < Equivalently, the corresponding one-
sided simultaneous 100(l-a)% confidence intervals for mean difference /i^  - /x�are, 
respectively 
'-OO, Fi - + 
\ \l rii no J 
and 
/- _ ^ n r \ 
Yi — Yo— 1 , OO 
V \ rii uq y 
for all i = 1，...,m. 
Similarly, to conduct two-sided simultaneous testing of the m null hypotheses: 
Hi.. fM = Mo (1.6.6) 
versus the two-sided alternatives 
"i + "0 (1.6.7) 
for i = 1，...，m’ the required pivotal statistics is T" = maxlTil and we need to find 
i 
the value of D" for two-sided inferences such that 
P{T" < D") = 1 — a. 
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The solution of D" will be denoted by 
For a given o：, each null hypothesis (1.6.6) is rejected if and only if the test 
statistics \Ti\ > A.m.a- And the corresponding two-sided simultaneous 100(l-a)% 
confidence intervals for mean difference /Xj — hq are 
\ V 几i 几0 \ rii riQ J 
for all i = I , m . 
1.6.3 Calculation of the Upper and Lower Percentage Points 
The calculation of the upper percentage points D!’爪’� and Z)2,m,a theoretically re-
quires the computation of m-dimensional integral of the multivariate-/; density func-
tion. However, with the product correlation structures these m-dimensional integral 
can be reduced to lower dimensional integral. 
For instance, for Equation (1.6.5), 
P{T' < D') 
=P(m辦 Ti < D') 
i 
— d A 只 . 〜 . , \ , 、 
— A / " ； i = h …,m . 1.6.8 
V crV lM + l/no / 
Let u = a/a and g(u) be the density function of y/xl/v. Conditioning on u, (1.6.8) 
becomes 
L ^ 7=======—<uD; 1 = 1,...,m g{u)du 1.6.9 
"^。 V f^VlM + 1/no ) 、乂 
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where 
" � = I > / 2 ) 2 " 2 • 
Using the representation 
= b^Yi — biYo i = l,…,m 
as Yo,Yi, ...,Ym are i.i.d. normal variates with means 0 and unknown variance a^, 
conditioning on Z“ the inner m-dimensional integral of (1.6.9) can be reduced to 
r r ft[例^丨挪(彻一 
where $(•) is the standard normal cumulative distribution function and g(.) is the 
density function of ^Jxlh-
The calculation of the one-sided upper percentage points •Di,爪’�will be based on 
roo poo h.y 4_ T^'n, 
i J n [ 少 孙 ( 咖 " = 
•/o 二00i=i _ 52 
while the two-sided percentage points L>2,m,a will be based on 
广 r ^Vr^/M + D�U\ ^hiZ — 
L / — o J i [ 例 T T T ^ ) — � T T ^ ) ] " 少 ⑷ " ( 一 
The subroutine (Dunnett, 1989) to compute the required upper percentage points 
Di’m,a and r>2,m,a for given a level is available in the STATLIB electronic bulletin 
board (Internet address: http://lib.stat.cmu.edu/apstat/251). In addition, selected 




The Major objective of this thesis is to develop single-step procedures for multiple 
comparisons with a control when both one-sided and two-sided inferences are present 
in the given inferential family. With respect to the family of null hypotheses as 
stated in (1.6.2) {Hu...,Hm}, a subset of it, {Hi,. . . ,Hr} (r < m) will be tested 
against one-sided alternatives. The remaining null hypotheses {Hr+i,..., Hm} will be 
tested against two-sided alternatives. Such families will be termed as mixed families. 
Practical examples are abundant. In many medical experiments, some treatments 
are known to be superior than the control while for the remaining treatments, a 
prior knowledge about their superiority with respect to the control is not available. 
In Section 2, we will outline the new procedure. Calculation of required critical 
values and tabulation details will be given in Section 3. An numerical example will 
be given in the Section 4 for illustration. Section 5 will be the concluding section. 
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2. Testing Procedures 
2.1 Simultaneous Inference in Mixed Families 
Consider a clinical trials, two drugs, drug A and drug B are tested against the 
placebo (the control). Drug A are well-known to be superior than the placebo and 
drug B is a new drug that has no information of the effectiveness on patients. In 
such case, to use the new testing procedure is suitable, rather than using the usual 
one-sided procedure or two-sided procedure. In corporation prior information about 
the superiority of some of the treatments are compared to the control enhance the 
power of test. 
Now let us review the basic layout and model of the problem. Consider the 
one-way fixed effect model (1.6.1). Conduct the simultaneous testings of the m null 
hypotheses: 
Hi： IM = jlQ 
versus r one-sided alternative hypotheses 
H'i： fii > "0 
for i = 1, ...,r and (m — r) two-sided alternative hypotheses 
Hj- fij + Mo 
for j = r + 1, ...,m. As a consequence of a logical extension of the Dunnett (1955) 
procedure, consider the pivotal statistics, 7\，…,T” |7;+i|，..., |r爪，where 
叫 Yjn�+ 1/no ( 丄 ） 
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for i = 1, ...,m and independent of Yi, is an unbiased estimator of a^. 
Extending the Dunnett procedure, we are required to compute positive constants 
Ci，a and C2’a such that 
P{Ti < l<i<r; \Tj\ < C2,a, r^l<j<m} = l - a . (2.1.2) 
The constants Ci’�and C2,a are critical values required for one-sided and two-sided 
inferences respectively in the inferential family. For a given a, each null hypothesis 
Hi,i = is rejected if and only if the corresponding 7\ > Ci，a. Similarly, 
each null hypothesis H j , j = r + 1, ...,m is rejected if and only if the corresponding 
Tj\ > C2,a- According to Equation (2.1.2)，the familywise Type I error rate is being 
controlled at a. By invertion, The corresponding (1 — o；) joint confidence intervals 
for fii — /io are 
(—00，Yi-Yo^ + 1/no) (2.1.3) 
where z = 1,..., r and for fij — "o are 
{Yj - % — + 1 / n o , 巧 - ^ + C 2 ’ � � 1 / n ^ - + l/rio) (2.1.4) 
where j = r + 1, .",m. 
Note that when r = 0, all hypotheses are two-sided and the procedure is reduced 
to the usual two-sided Dunnett procedure. While for r = m, all hypotheses are 
one-sided and the procedure is simply the one-sided Dunnett procedure. In these 
two cases, the corresponding values of c i , � a n d C2,a are simply Di’爪’�and D2’m’a 
respectively. 
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2.2 Evaluation of ci，^： and C2，a 
For a given a, there are infinite number of possible solutions of {ci’a,c2’a} which 
satisfy Equation (2.1.2). We propose to select the set of {ci’a，c2,a} such that the 
expected average allowance (EAA) for the m simultaneous intervals in (2.1.3) and 
(2.1.4) is minimized. EAA is used by Spurrier and Nizam (1990) to search for 
optimal allocation of sample sizes when comparing treatments to a control. It is 
related to the average expected width of the simultaneous confidence intervals. In 
the context of this paper, we define 
1 � r I rn 1 
EAA = —E + Y^ 2 + 1/no 
爪 j=r+l � 
1 f r m � 
= — + E 2 C2,a^Jl/nj-{-l/no\E[a] 
爪 j=r+l J 
=C?lCi ’a + d2C2,a 
where 
1 r 
= — 间 + 
爪 i=i 
and 
2 爪 厂 
d2 = -E[a] Y. VlM + l/no. 
�几 j=r+l 
Let the critical values Ci’a and C2,a which minimize EAA with a given a level be 
c*^ ^ and c;’…For Equation (2.1.2), let 
roo noo 
G^ (Cl’a，C2，a) = J^ J_�作l’a’�2，《)(/)(")"(一办dw = 1 - Q (2.2.1) 
where 
F ( 一 ) 二 [ 少 ( 切 ; P ^ i � ] n [ 少 例 力 
i=i yjl-bt j=r+i \/l 一巧 - bj 
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F is an implicit function of Ci，。and C2,a- Therefore, C2’a can be written as a function 
of Ci’a and it will be denoted by C2’a = H{ci^a)- We have the following theorem. 
Theorem 2.1: For fixed m,r,a and 几“ i = 1, ...,m, c*^ ^ and c^�are unique. 
Proof: Assume there has two sets of distinct optimal solutions (cj^jc^^,) and 
{c*i%C2*J that minimize the linear function EAA(Ci’…C2’a) = diCi^ a + ^^202’�. That 
is， 
dicla + = dicl*^ + d2C*2*^ < diCi，a + d2C2,a 
for all ci,a and C2,a- By Lemma A.2 in the Appendix, the function C2，a =丑(Ci’a) is 
strictly convex. Hence, for any 0〈入 < 1 
H{Xcl^ + (1 — A)cI:J < XH{c lJ + (1 - X)H{cI:J. 
Now, 
EAA{XcI^ + (1 — A)c；；, H{Xcl^ + (1 — A)c;:J) 
= d i i X c l ^ + (1 — A)c-J + d^HiXcl^ + (1 — A ) c - ) 
< d^iXcl, + (1 — + d2XH(clJ + ^2(1 - X)H{cl*J 
二 A[dic;:’a + d^HiclJ] + (1 — + d2H{cl%)] 
= + d2clJ + (1 — + 
=dlC^a + d2Cla 
=EAA{cI^, clJ. 
Therefore, 
EAA{XcI, + (1 - + (1 — A)c-)) < 
14 
which contradictory to the assumption that EAA(cT々，c^J is minimum and imply-
ing cj，„ and are unique. 
2.3 Extension to Mixed Families with 3 Testing 
Groups 
Our procedure can be extended to mixed influential families with three classes of 
hypotheses. In essence, we are testing the case where simultaneous m null hypothe-
ses: 
Hi： IM = flQ 
are tested against r one-sided alternative hypotheses 
H'i: IM > Mo 
for i = 1, ...,r and s one-sided alternative hypotheses 
H'j.. /X) < fio 
for j = r -{-1, ...,r + s and {m — r — s) two-sided alternative hypotheses 
H'k.. "fc + "0 
for /c = r + s + 1, ...,m 
Following similar arguments as in Section 2.2，we can conduct simultaneous 
testing and joint confidence intervals, by calculating the positive constants, Ci’。，C2,a 
for one-sided and two-sided inferences where ci’a, C2，a satisfy 
P{Ti < l<z<r;r,> -ci，《, r + l<j<r + s-\n\< C2,a,r + s + l<k<m} 
= I - a . (2.3.2) 
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For a given a, each null hypothesis Hi, i = l，...，r is rejected if and only if 
the corresponding T] > Ci，a，and each null hypothesis Hj, j = r + 1, ...,r + s 
is rejected if and only if the corresponding T) < —Ci，a, and each null hypothesis 
Hk, /c = r + s + 1, ...,m is rejected if and only if the corresponding 叫 > C2’a. 
According to Equation (2.3.2), the family wise Type I error rate is being controlled 
at a. By invertion, The corresponding (1 - a) joint confidence intervals for /m - iiq 
are 
( -00, Fi - Fo 4- ci^a^^l/rii + 1/no) 
where i = 1 , r and for fij - jiQ are 
[Yj - % - Ci^cxasjl/uj + 1/no, oo) 
where j = r + 1, ...,r + s. and for fik — /^ o are 
(Vk - n - C2,aO-\/l/nfc4-l/no, Vk - Vq + C2’c^�1/nfc + 1/no) 
where /c = r + s + 1, ...,m. 
Theorem 2.2: For the case when the influential family have three groups of testing 
inferences. For fixed m,r,s,a and n ,^ i = 1，...,m, cj^ ^ and c^�are unique. 
Proof: For the case when the influential family have three groups of testing infer-
ences. The finding of critical values (。；；’《’ c^J is to minimize the EAA defined as 
following: 
EAA 
1 r r I f'+s m -
=—E Y^c�Jf\jYlni + 1/no + E Ci.aO-^l/n,- + 1/no + 2 C2,a<7\/l/nfc + 1/no 
1 r � r+s m . 
=—5>1’《\/1/几{ + 1/〜+ E Cl,aVlM + 1/no + E 2 C2’aVVnfc + 1 / M 刚 
爪 ^=1 j=r+l k=r+s+l J 




di = —E[a] V Jl/rii + I/UQ , 
1 … I 
da = — V l / r i j + 1/no 
饥 j=r+l 
and 
2 爪 / 
ds = —E[a] ^l/rifc + I/UQ. 
爪 k=r+s+l 
Note that EAA = diCi^a + + 4c2,a = d[ci^a + a- Therefore, similar 
arguments in Theorem 2.1 can be applied here to prove that the optimal solution 
a) is unique when the influential family is consisted of three groups of hy-
potheses. 
In this thesis, we will spend more effort to the development of procedures related 
to mixed influential families with only two classes of hypotheses mainly because for 
families with three classes of hypotheses, the generalization is straightforward. 
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3. The Calculation of Critical Values 
3.1 Calculation of Critical Values 
To implement our procedure, it is required to compute the critical values Ci ’�and 
C2’a. As a result, we need to find the values of Ci，。and C2’a which satisfy Equation 
(2.1.2) 
P{Ti < ci,,, 1 < z < r; \Tj\ < C2,a, r + 1 < j < m} = 1 - a. 
and in Section 2, the optimal choice of Ci ’�and C2，a is the solution of the above 
equation which minimizes the expected average allowance (EAA). 
To compute the critical values, we need to find the solution of the following 
optimization: 
EAA = diCi^ a + C?2C2,a 
subject to the nonlinear constraint 
G (^Cl,a,C2,a) = 1 — 0； (3.1.1) 
where 
G(Ci,coC2，a) 
«/o J-oo - bf j=r+i yjl - 6 � 
From the above constraint, for fixed a, C2’a is a function of Ci’�. Let C2,a = 
丑(Ci,a). Therefore, the above optimization can be rewritten as 




with fixed a. 
Hence, we need to minimize 
+ (3.1.2) 
Differentiate (3.1.2) with respect to Ci,a，we have 
+ 丑'(ci,«). (3.1.3) 
Denote the optimal solution by {cl a, cj，a). Then it is trivial that 
di + d^H'icl^) = 0. 
By Theorem 2.1, cj^ is unique and it is the solution of the following equation 
丑'(ci，cO = -T (3.1.4) 
and is obtained by 
C2,a =丑(C!，J. (3.1.5) 
Numerical details 
To obtain the critical values (c；；’� c^)，the underlying idea is to search for Ci’a and 
C2,a which satisfy Constraint (3.1.1), such that if'(ci’a) = -d i /d2 . 
1. Computation of {ci,a,c2,a} satisfying Equation (3.1.1) 
Consider the Equation (3.1.1), for given a, m, r, f and Ci,a, then C2，a can be 
evaluated as follows: 
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la. Evaluate the bounds for ci’a and C2’a. 
Note that for given a, m, r and f , both Ci’a and C2,a have lower bounds. 
Denote the lower bounds of Ci ’�and C2’a by LB(ci’a) and LB{c2,a) re-
spectively. Therefore, in searching the critical values, the feasible region 
of critical values (c; ’a’c; ’J, is (LB(Ci,a)，oo) x (LB(c2,a), oo). 
Consider mixed families with 2 testing groups and given m, r, / and a 
{0 < r < m). Ci’a and C2,a satisfy Equation (2.1.2) 
� 1 < Z < r; IT,-1 < C2,a, r + l < j <m} = l-a, 
when the value of C2,a is very large (for instance, > 4.0), the solution of 
Ci，a should be nearly equal to the Ci,a which satisfy the following equation, 
since the latter (m — r) inequalities do not contribute to the probability 
in Equation (2.1.2). 
P{Ti < ci.a, l<i<r} = l - a , 
Notice that the ci’a in above equation is also the solution of Equation 
(1.6.5), that is the critical value of one-sided Dunnett procedure with 
r treatments excluding control. Therefore, when C2’a — oo, Ci’�tends 
to and it is also the value of Similarly, the value of 
LB{c2,a) should be A，m-r’a，the critical value of two-sided Dunnett pro-
cedure. To summarize, the feasible region of the critical values (cj,。，c^ J, 
is �l，r’cn oo) X (Z)2,m-r,a, OO). 
lb. Evaluation of G(Ci’a，C2’a) = 1 - a 
According to Equation (3.1.1)，fix Ci’^ ,^ the evaluation of C2’a involves 
the computation of a 2-dimensional integration. A brief account of the 
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computation procedures is given below. One can also read Cheung and 
Holland (1992) for computational details. 
The outer integral in (3.1.1) related to the density function g{u) is eval-
uated using subroutine QPROB of Copenhaver (1987) with 16-point 
Gauss-Legendre composite quadrature. The range (0, oo) of them outer-
most integral of (3.1.1) was divided into subintervals of length of L and 
(3.1.1) is approximated by 
V 广 r fn少(切 
j=r+l V^ — bj \/l — bj 
Then, the limits of integration were rescaled from (aL, aL + L) to (—1，1) 
so that Gauss-Legendre quadrature could be employed. The accuracy of 
this algorithm was compared with that of a 24-point quadrature using 
intervals of length L/2, with little difference in results in the sixth decimal 
places, refer to Copenhaver and Holland (1988). 
The inner integral in (3.1.1) is evaluated using Dunnett's (1989) algorithm 
with predetermined error bound 0.00001. The computational times and 
accuracy were as stated by Dunnett. This algorithm provides very ac-
curate numerical results with small computing times which remain fairly 
stable even for large values of m, the number of active treatments. 
The secant method is used to solve equation (3.1.1) for C2,a when a and 
Ci，a are given. The program terminates if the difference between succes-
sive iterates is less than 0.00001. 
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2. Evaluate the gradient H\ci^a) 
Prom the above, we are able to compute sets of { c i ’ � C2’a} for the function H. 
Therefore, numerically one can compute the gradient H'ici^a)-
In order to solve (3.1.4)，we need to evaluate the derivative of function if(ci’a) 
at various points. The derivative was evaluated using subroutine CHEBFT 
and CHDER, Press et al (1992). These two subroutines is to construct a 
Chebyshev polynomial to the function, and to evaluate the derivative from 
the resulting Chebyshev coefficients. 
3. Solve for cj’^ 
The bisection method, Burden (1997) was used to solve equation (3.1.4) for 
the cl^ .^ The program terminated normally if the difference between successive 
iterates was less than 0.00001. The bisection method can ensure each iteration 
perform within the interval (Di，”,� oo), whereas for the secant method, point 
searching will give values outside the feasible region oo). 
4. Solve for c;，^  
Once cl^ is obtained, according to the Equation (3.1.5), c ^ � i s computed by 
substitution with the function 
3.2 Tabulation of Critical Values (c!…c; J 
Numerical methods described in previous section are used to compute the critical 
values (cl a, c^J for the case of equal sample sizes at a = 0.05. The corresponding 
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critical values are tabulated in Table 3.1 to 3.6 for different parameters, 
m, r, /，and p. 
For the case r = m or r = 0, as mentioned in Section 2.1, the critical values com-
puted with our subroutine match with Di^ rn,a and D2’m’a as tabulated in Bechhofer 
and Dunnett (1988) respectively. 
Linear interpolation is suggested for values of f and p are not tabulated. For the 
case of unequal correlations pij, instead of compute the critical values by evaluating 
the integral, one can use the interpolation on p suggested by Dunnett (1985) and 
interpolating on p with available tables. Define 
1 
ioi \ < i < j < m. Dunnett suggested the arithmetic average value of m(m — l) /2 
correlation coefficients as a approximation of common correlation coefficient. That 
is 
2 
P - 1 為 ： 
Simultaneous linear interpolation targeting both the correlation p and degrees 
of freedom f is then used to derive approximate critical values cj^ ^ and c^� . Nu-
merical studies indicate that this method is quite accurate, certainly adequate for 




Critical values c j ’ � a n d c ^ � f o r m = number of treatments excluding control = 2，3, 4 
m r f p = 0.1 0 .3 0 .5 0 .7 0 .9 0.1 0 .3 0 .5 0 .7 5 1 ~ 
~ i ^ 2 . 2 6 5 9 2 . 2 5 2 9 ~ ~ 2 . 2 3 1 3 ~ T m l T T f ^ 2 l 7 M 2 2 4 3 1 2 1967 
1 40 2 .1860 2 .1792 2 .1587 2 .1228 2 .0615 2 .2018 2 .1960 2 .1863 2 .1680 2.1261 
1 60 2 .1649 2 .1547 2 .1338 2 .0994 2 .0417 2 .1747 2 .1710 2.1622 2 1443 2 1024 
1 100 2 .1462 2 .1362 2 .1157 2 .0814 2 .0243 2 .1546 2 .1512 2 .1428 2 1256 2 0848 
1 oo 2 .1176 2 .1064 2 .0880 2 .0566 2 .0004 2 .1255 2 .1230 2 .1144 2.0971 2 .0578 
3 1 20 2 .5026 2 .4867 2 .4504 2 .3846 2 .2714 2 .5114 2 .4982 2 .4697 2 4178 2 3062 
1 40 2 .4042 2 .3887 2 .3587 2 .3026 2 .1963 2 .4131 2 .4022 2 .3769 2 3296 2 2275 
1 60 2 .4078 2 .3617 2 .3310 2 .2758 2 .1712 2 .3733 2 .3705 2 .3469 2 .3016 2 2026 
1 100 2 .3483 2 .3369 2 .3076 2 .2529 2 .1515 2 .3571 2 .3466 2 .3238 2 2802 2 1832 
1 oo 2 .3165 2 .3007 2 .2755 2 .2245 2 .1226 2 .3197 2 .3112 2 .2892 2 .2473 2 .1544 
2 20 2 .3976 2 .3744 2 .3345 2 .2712 2 .1636 2 .4126 2 .4066 2 .3895 2 3557 2 2819 
2 40 2 .3098 2 .2903 2 .2537 2 .1956 2 .0944 2 .3234 2 .3177 2 .3036 2 .2732 2 2056 
2 60 2 .2816 2 .2639 2 .2280 2 .1713 2 .0721 2 .2949 2 .2886 2 .2759 2 2470 2 1814 
2 100 2 .2603 2 .2423 2 .2098 2 .1523 2 .0549 2 .2719 2 .2670 2 .2525 2 2265 2 1621 
2 oo 2 .2287 2 .2112 2 .1792 2 .1238 2 .0289 2 .2380 2 .2341 2 .2215 2 .1965 2 .1343 
4 1 20 2 .6383 2 .6301 2 .5840 2 .4968 2 .3514 2 .6633 2 .6420 2 .6011 2 5280 2 3751 
1 40 2 .5401 2 .5234 2 .4828 2 .4125 2 .2716 2 .5484 2 .5322 2.4971 2 4308 2 2920 
1 60 2 .5124 2 .4877 2 .4493 2 .3805 2 .2425 2 .5111 2 .4974 2 .4641 2 4007 2 2660 
1 100 2 .4565 2 .4647 2 .4240 2 .3591 2 .2235 2 .4877 2 .4695 2 .4382 2 .3765 2 2451 
1 oo 2 .4360 2 .4226 2 .3854 2 .3229 2 .1938 2 .4426 2 .4295 2 .4003 2 .3417 2 .2145 
2 20 2 .5843 2 .5545 2 .5070 2 .4272 2 .2852 2 .5925 2 .5793 2 .5452 2 4831 2 3524 
2 40 2 .4773 2 .4561 2 .4144 2 .3405 2 .2086 2 .4879 2 .4747 2 .4451 2 3906 2 2710 
2 60 2 .4460 2 .4233 2 .3819 2 .3118 2 .1843 2 .4530 2 .4420 2 4147 2 3616 2 2448 
2 100 2 .4181 2 .3988 2 .3584 2 .2907 2 .1643 2 .4274 2 .4158 2 .3899 2 3383 2 2250 
2 oo 2 .3800 2 .3612 2 .3241 2 .2590 2 .1363 2 .3881 2 .3780 2 .3532 2.3041 2 .1947 
3 20 2 .4982 2 .4663 2 .4141 2 .3310 2 .1886 2 .5135 2 .5072 2 .4852 2 4433 2 3536 
3 40 2 .4023 2 .3755 2 .3292 2 .2514 2 .1181 2 .4153 2 .4096 2 3904 2 3557 2 2732 
3 60 2 .3721 2 .3457 2 .3017 2 .2267 2 .0955 2 .3831 2 .3794 2 .3607 2 3264 2 2474 
3 100 2 .3473 2 .3234 2 .2802 2 .2063 2 .0777 2 .3597 2 .3544 2 .3374 2 3053 2 2276 
3 oo 2 .3126 2 .2898 2 .2456 2 .1777 2 .0519 2 .3223 2 .3183 2 .3073 2 .2717 2 .1973 
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Table 3.2 
Critical values c^ ^ and c^ ^ for m = number of treatments excluding control = 5，6 
^ 
m r f p = 0.1 0 .3 0 .5 0 .7 0 .9 0.1 0 .3 0 .5 0 .7 0.9 
~ 5 i ^ 2 .7747 2 . 6 8 3 7 2 . 5 9 1 5 2 . 4 0 7 8 2 . 7 4 6 8 2 . 6 9 5 9 2 ^ 6 0 ^ 2 . 4 2 4 1 
1 40 2 .6242 2 .6197 2 .5705 2 .4906 2 .3209 2 .6489 2 .6271 2 .5842 2 .5036 2 .3383 
1 60 2 .6027 2 .5826 2 .5350 2 .4584 2 .2939 2.6071 2 .5889 2 .5486 2 .4713 2 .3107 
1 100 2 .5684 2 .5539 2 .5074 2 .4300 2 .2735 2 .5767 2 .5590 2 .5207 2 .4464 2.2892 
1 00 2 .4728 2 .5143 2 .4636 2 .3954 2 .2416 2 .5380 2 .5147 2 .4800 2 .4088 2 .2575 
2 20 2 .7132 2 .6803 2 .6206 2 .5318 2 .3593 2 .7187 2 .6990 2 .6551 2 .5719 2 .4059 
2 40 2 .5954 2 .5687 2 .5154 2 .4359 2 .2797 2 .6007 2 .5841 2 .5469 2.4731 2 .3203 
2 60 2 .5726 2 .5337 2 .4857 2 .4051 2 .2519 2.5581 2 .5472 2 .5112 2 .4417 2 .2937 
2 100 2 .5278 2 .5058 2 .4591 2 .3822 2 .2318 2 .5336 2 .5185 2 .4844 2 .4167 2 .2725 
2 00 2 .4631 2 .4634 2 .4213 2 .3500 2 .2012 2 .4975 2 .4767 2 .4444 2 .3794 2 .2413 
3 20 2 .6454 2 .6168 2 .5562 2 .4624 2 .2985 2.6651 2 .6450 2 .6089 2 .5393 2 .3934 
3 40 2 .5340 2 .5106 2 .4584 2 .3728 2 .2202 2 .5534 2 .5363 2 .5045 2 .4432 2.3101 
3 60 2 .5045 2 .4772 2 .4277 2 .3441 2 .1961 2 .5131 2 .5011 2 .4709 2 .4126 2 .2827 
3 100 2 .4802 2 .4511 2 .4033 2 .3219 2 .1762 2 .4825 2 .4736 2 .4448 2 .3886 2 .2622 
3 00 2 .4354 2 .4131 2 .3662 2 .2889 2 .1473 2 .4440 2 .4328 2 .4073 2 .3532 2 .2313 
4 20 2 .5795 2 .5409 2 .4779 2 .3793 2 .2085 2 .5939 2 .5873 2 .5629 2 .5152 2 .4168 
4 40 2 .4754 2 .4440 2 .3884 2 .2974 2 .1375 2 .4905 2 .4831 2 .4624 2 .4216 2 .3317 
4 60 2 .4412 2 .4130 2 .3595 2 .2712 2 .1147 2.4591 2 .4499 2 .4308 2 .3918 2 .3047 
4 100 2 .4175 2 .3885 2 .3372 2 .2511 2 .0969 2 .4284 2 .4244 2 .4054 2 .3678 2 .2836 
4 00 2 .3789 2 .3530 2 .3039 2 .2208 2 .0704 2 .3904 2 .3853 2 .3688 2 .3334 2 .2526 
6 1 20 2 .8265 2 .8179 2 .7544 2 .6512 2 .4446 2.8592 2 .8291 2 .7707 2 .6669 2 .4625 
1 40 2 .7357 2 .6974 2 .6452 2 .5430 2 .3607 2 .7225 2 .7011 2 .6514 2 .5608 2 .3735 
1 60 2 .6982 2 .6519 2 .5987 2 .5164 2 .3330 2 .6797 2 .6610 2 .6146 2 .5263 2 .3452 
1 100 2 .6222 2 .6242 2 .5762 2 .4921 2 .3109 2 .6508 2 .6288 2 .5844 2 .4996 2 .3231 
1 00 2 .5740 2 .5774 2 .5311 2 .4545 2 .2758 2 .6020 2 .5821 2 .5412 2 .4605 2 .2907 
2 20 2 .8136 2 .7757 2 .7120 2 .6071 2 .4152 2 .8147 2 .7905 2 .7366 2 .6400 2 .4461 
2 40 2 .6701 2 .6539 2 .5996 2 .5056 2 .3270 2 .6907 2 .6671 2 .6211 2 .5358 2 .3593 
2 60 2 .6399 2 .6174 2 .5635 2 .4735 2 .3003 2 .6470 2 .6271 2 .5843 2 .5026 2 .3312 
2 100 2 .5911 2 .5881 2 .5354 2 .4486 2 .2773 2 .6194 2 .5960 2 .5556 2 .4765 2 .3098 
2 00 2 .6407 2 .5406 2 .4953 2 .4111 2 .2473 2 .5501 2 .5513 2 .5130 2 .4383 2 .2771 
3 20 2 .7667 2 .7245 2 .6593 2 .5566 2 .3685 2 .7681 2 .7490 2 .7007 2 .6120 2 .4337 
3 40 2 .6421 2 .6088 2 .5515 2 .4580 2 .2861 2 .6461 2 .6296 2 .5888 2 .5109 2 .3471 
3 60 2 .6051 2 .5722 2 .5176 2 .4270 2 .2587 2 .6057 2 .5913 2 .5529 2 .4785 2 .3200 
3 100 2 .5690 2 .5439 2 .4904 2 .4027 2 .2391 2 .5776 2 .5612 2 .5252 2 .4532 2 .2980 
3 00 2 .5112 2 .5021 2 .4522 2 .3672 2 .2082 2 .5388 2 .5169 2 .4834 2 .4157 2 .2662 
4 20 2 .7081 2 .6668 2 .5996 2 .4927 2 .3086 2 .7197 2 .7040 2 .6633 2 .5888 2 .4321 
4 40 2 .5927 2 .5573 2 .4983 2 .4015 2 .2307 2 .6012 2 .5895 2 .5549 2 .4889 2 .3456 
4 60 2 .5556 2 .5238 2 .4664 2 .3730 2 .2061 2 .5636 2 .5515 2 .5199 2 .4566 2 .3177 
4 100 2 .5290 2 .4959 2 .4415 2 .3499 2 .1864 2 .5317 2 .5234 2 .4925 2 .4320 2 .2963 
4 00 2 .4824 2 .4554 2 .4043 2 .3160 2 .1564 2 .4918 2 .4814 2 .4526 2 .3956 2 .2656 
5 20 2 .6448 2 .6020 2 .5313 2 .4197 2 .2258 2 .6669 2 .6564 2 .6280 2 .5761 2 .4722 
5 40 2 .5365 2 .5008 2 .4382 2 .3358 2 .1538 2 .5529 2 .5451 2 .5217 2 .4774 2 .3844 
5 60 2 .5019 2 .4683 2 .4083 2 .3090 2 .1307 2 .5163 2 .5098 2 .4881 2 .4458 2 .3562 
5 100 2 .4744 2 .4426 2 .3846 2 .2880 2 .1130 2 .4885 2 .4826 2 .4626 2 .4212 2 .3336 
5 00 2 .4342 2 .4053 2 .3504 2 .2567 2 .0862 2 .4468 2 .4414 2 .4230 2 .3856 2 .3015 
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Table 3 .3 
Critical values c^ ^ and c^ ^ for m = number of treatments excluding control = 7 
‘ ‘ cL 
m r f p = 0 .1 0 .3 0 .5 0 .7 0 .9 0.1 0 .3 0 .5 0 .7 0 .9 
~~7 i W 2 .8979 O m 2 . 7 1 1 3 ~ ~ 2 ^ 9 3 0 0 2 . 8 9 7 2 2 . 8 3 0 3 “ “ 2 . 7 1 6 0 " “ “ 2 . 4 9 2 9 
1 40 2 .8160 2 .7506 2 .7008 2 .5931 2 .3936 2 .7850 2 .7627 2 .7068 2 .6065 2 .4019 
1 60 2 .7439 2 .7240 2 .6590 2 .5596 2 .3637 2 .7424 2 .7186 2 .6676 2 .5712 2.3731 
1 100 2 .7389 2 .6809 2 .6293 2 .5386 2 .3413 2 .7049 2 .6859 2 .6366 2 .5433 2 .3505 
1 oo 2 .6806 2 .6342 2 .5786 2 .4912 2 .3077 2 .6537 2 .6364 2 .5917 2 .5034 2.3171 
2 20 2 .8859 2 .8546 2 .7807 2 .6657 2 .4535 2 .8943 2 .8640 2 .8033 2 .6946 2 .4796 
2 40 2 .7529 2 .7225 2 .6649 2 .5636 2 .3642 2 .7573 2 .7337 2 .6813 2 .5853 2 .3902 
2 60 2 .7130 2.6812 2 .6265 2 .5283 2 .3360 2 .7130 2 .6920 2 .6427 2 .5510 2 .3615 
2 100 2 .6624 2 .6540 2 .5984 2 .5007 2 .3148 2 .6822 2 .6583 2 .6122 2 .5243 2 .3390 
2 oo 2 .7238 2 .5988 2 .5532 2 .4661 2 .2837 2 .6123 2 .6118 2 .5680 2 .4836 2 .3056 
3 20 2 .8563 2.8071 2 .7377 2 .6240 2 .4181 2 .8542 2 .8314 2 .7739 2 .6719 2 .4681 
3 40 2 .7187 2 .6852 2 .6237 2 .5211 2 .3314 2 .7242 2 .7032 2 .6551 2 .5655 2 .3795 
3 60 2 .6796 2 .6457 2 .5894 2 .4909 2 .3053 2 .6808 2 .6624 2 .6165 2 .5306 2 .3507 
3 100 2 .6369 2 .6147 2 .5598 2 .4648 2 .2845 2 .6514 2 .6307 2 .5873 2 .5043 2 .3283 
3 oo 2 .5574 2 .5687 2 .5182 2 .4253 2 .2523 2 .6153 2 .5840 2 .5437 2 .4659 2 .2957 
4 20 2 .8004 2 .7636 2 .6908 2 .5752 2 .3753 2 .8200 2 .7936 2 .7428 2 .6506 2 .4604 
4 40 2 .6773 2 .6437 2 .5811 2 .4781 2 .2923 2 .6900 2 .6707 2 .6272 2 .5452 2 .3724 
4 60 2 .6369 2 .6066 2 .5469 2 .4469 2 .2659 2.6491 2 .6307 2 .5898 2 .5118 2 .3442 
4 100 2 .6028 2 .5769 2 .5198 2 .4219 2 .2450 2 .6188 2 .5999 2 .5608 2 .4861 2 .3223 
4 oo 2 .5625 2 .5333 2 .4798 2 .3862 2 .2149 2 .5675 2 .5543 2 .5182 2 .4474 2 .2895 
5 20 2 .7559 2 .7114 2 .6357 2 .5200 2 .3185 2 .7739 2 .7554 2 .7135 2 .6324 2 .4670 
5 40 2 .6368 2 .5994 2 .5335 2 .4272 2 .2392 2 .6489 2 .6349 2 .5991 2 .5293 2 .3794 
5 60 2 .5981 2.5631 2 .5003 2 .3980 2 .2147 2 .6097 2 .5970 2 .5633 2 .4959 2 .3504 
5 100 2 .5676 2 .5354 2 .4749 2 .3744 2 .1951 2 .5793 2 .5665 2 .5346 2 .4707 2 .3283 
5 oo 2 .5239 2 .4936 2 .4370 2 .3398 2 .1659 2 .5328 2 .5227 2 .4929 2 .4334 2 .2958 
6 20 2 .7031 2 .6551 2 .5772 2 .4541 2 .2396 2 .7244 2 .7143 2 .6833 2 .6295 2 .5256 
6 40 2 .5884 2 .5495 2 .4807 2 .3687 2 .1679 2 .6074 2 .5978 2 .5730 2 .5254 2 .4318 
6 60 2 .5528 2 .5155 2 .4497 2 .3412 2 .1447 2 .5665 2 .5612 2 .5381 2 .4927 2 .4026 
6 100 2 .5245 2 .4892 2 .4255 2 .3197 2 .1267 2 .5358 2 .5314 2 .5109 2 .4671 2 .3796 
6 oo 2 .4817 2 .4500 2 .3899 2 .2879 2 .1001 2 .4936 2 .4890 2 .4699 2 .4295 2 .3448 
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Table 3.4 
Critical values cT and Co for m = number of treatments excluding control = 8 
丄，Q： 
l a 
m r f p = 0.1 0 .3 0 .5 0 .7 0.9 0.1 0 .3 0 .5 0 .7 0.9 
~ i ~ ~ W 2 : ? f 7 8 ~ ~ 2 ： " ^ I M ^ 2 ： ^ 2：9^““2：9^2.88172.75882.5187 
1 40 2 .8099 2 .8012 2 .7455 2 .6247 2.4172 2 .8435 2 .8142 2 .7536 2 .6456 2 .4260 
1 60 2 .8354 2 .7675 2 .7060 2 .5998 2 .3876 2 .7914 2 .7687 2 .7126 2 .6086 2 .3965 
1 100 2 .7569 2 .7284 2 .6679 2 .5702 2 .3647 2 .7575 2 .7341 2 .6811 2 .5804 2 .3735 
1 00 2 .6750 2 .6703 2 .6296 2 .5373 2 .3299 2 .7053 2 .6832 2 .6333 2 .5382 2 .3395 
2 20 2 .9534 2 .9182 2 .8397 2 .7162 2 .4858 2 .9593 2 .9259 2 .8584 2 .7394 2.5071 
2 40 2 .8177 2 .7786 2 .7170 2 .6081 2 .3957 2 .8146 2 .7895 2 .7318 2 .6270 2 .4154 
2 60 2 .7768 2 .7327 2 .6750 2 .5676 2.3652 2 .7679 2 .7462 2 .6919 2 .5922 2 .3865 
2 100 2 .7215 2 .6993 2 .6444 2 .5466 2 .3432 2 .7352 2 .7119 2 .6604 2 .5633 2 .3636 
2 00 2 .5901 2 .6532 2 .5988 2 .5075 2 .3097 2 .6975 2 .6609 2 .6141 2 .5220 2 .3299 
3 20 2 .9199 2 .8767 2 .8030 2 .6815 2 .4566 2 .9283 2 .8984 2 .8335 2 .7198 2 .4968 
3 40 2 .7808 2 .7470 2 .6845 2 .5752 2 .3684 2 .7883 2 .7638 2 .7089 2 .6092 2 .4059 
3 60 2 .7371 2 .7073 2 .6458 2 .5414 2 .3401 2 .7433 2 .7203 2 .6694 2 .5739 2 .3769 
3 100 2 .7034 2 .6733 2 .6144 2 .5144 2 .3185 2 .7079 2 .6872 2 .6390 2 .5465 2 .3541 
3 00 2 .6347 2 .6246 2 .5700 2 .4730 2 .2852 2 .6617 2 .6381 2 .5936 2 .5066 2 .3209 
4 20 2 .8823 2 .8411 2 .7629 2 .6417 2 .4233 2 .8955 2 .8666 2 .8076 2 .7006 2 .4883 
4 40 2 .7515 2 .7126 2 .6476 2 .5374 2 .3377 2 .7573 2 .7366 2 .6856 2 .5923 2 .3979 
4 60 2 .7045 2 .6703 2 .6098 2 .5051 2 .3096 2 .7158 2 .6957 2 .6472 2 .5573 2 .3694 
4 100 2 .6777 2 .6418 2 .5807 2 .4785 2 .2880 2 .6782 2 .6615 2 .6171 2 .5306 2 .3470 
4 00 2 .6708 2 .5952 2 .5382 2 .4407 2 .2566 2 .6085 2 .6133 2 .5724 2 .4906 2 .3136 
5 20 2 .8476 2 .7990 2 .7197 2 .5953 2 .3815 2 .8558 2 .8337 2 .7806 2 .6843 2 .4858 
5 40 2 .7165 2 .6764 2 .6082 2 .4962 2 .2983 2 .7246 2 .7070 2 .6616 2 .5768 2.3961 
5 60 2 .6735 2 .6381 2 .5718 2 .4652 2 .2714 2 .6835 2 .6658 2 .6244 2 .5421 2 .3677 
5 100 2 .6418 2 .6073 2 .5451 2 .4406 2 .2507 2 .6497 2 .6343 2 .5939 2 .5152 2.3452 
5 00 2 .5870 2 .5625 2 .5045 2 .4038 2 .2204 2 .6067 2 .5874 2 .5499 2 .4761 2 .3118 
6 20 2 .8013 2 .7518 2 .6703 2 .5439 2 .3267 2 .8188 2 .8003 2 .7555 2 .6723 2 .5008 
6 40 2 .6752 2 .6359 2 .5641 2 .4495 2 .2480 2 .6930 2 .6762 2 .6394 2 .5665 2 .4098 
6 60 2 .6371 2 .5989 2 .5309 2 .4199 2 .2228 2 .6494 2 .6366 2 .6013 2 .5320 2 .3807 
6 100 2 .6053 2 .5707 2 .5056 2 .3967 2 .2029 2 .6181 2 .6043 2 .5707 2 .5052 2 .3584 
6 00 2 .5599 2 .5276 2 .4656 2 .3624 2 .1737 2 .5698 2 .5592 2 .5295 2 .4656 2 .3250 
7 20 2 .7529 2 .7008 2 .6166 2 .4848 2 .2529 2 .7783 2 .7672 2 .7337 2 .6751 2 .5715 
7 40 2 .6345 2 .5920 2 .5181 2 .3972 2 .1802 2 .6523 2 .6438 2 .6164 2 .5684 2 .4760 
7 60 2 .5971 2 .5570 2 .4860 2 .3694 2 .1575 2 .6105 2 .6049 2 .5811 2 .5338 2 .4437 
7 100 2 .5662 2 .5296 2 .4614 2 .3474 2 .1392 2 .5830 2 .5745 2 .5520 2 .5077 2 .4203 
7 00 2 .5228 2 .4891 2 .4246 2 .3151 2 .1121 2 .5351 2 .5298 2 .5102 2 .4682 2 .3855 
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Table 3 .5 
Critical values cT and c% for m = number of treatments excluding control = 9 
i>Qi 么 Q 
l o 
771 r f P = 0 .1 0 .3 0 .5 0 .7 0.9 0.1 0 .3 0 .5 0 .7 0.9 
~~9 1 ^ 3 .0669 2 . 9 9 8 5 " " " I M M 2 . 7 8 4 9 I 5 3 M 3 . 0 3 9 0 3 . 0 0 3 1 2 . 9 2 6 5 2 . 7 9 4 4 2 . 5 4 0 1 
1 40 2 .8822 2 .8557 2 .7852 2 .6670 2 .4387 2 .8882 2 .8579 2 .7939 2 .6781 2 .4464 
1 60 2 .8243 2 .8027 2 .7490 2 .6358 2.4092 2 .8399 2 .8121 2 .7513 2 .6406 2 .4165 
1 100 2 .8000 2 .7521 2 .7101 2 .6022 2 .3834 2 .8007 2 .7768 2 .7186 2 .6119 2.3932 
1 00 2 .7427 2 .7143 2 .6602 2 .5632 2 .3503 2 .7444 2 .7225 2 .6702 2 .5690 2 .3586 
2 20 3 .0225 2 .9705 2 .8826 2 .7573 2 .5096 3 .0138 2 .9793 2 .9066 2 .7779 2 .5309 
2 40 2 .8802 2 .8300 2 .7638 2 .6491 2 .4185 2 .8630 2 .8367 2 .7745 2 .6620 2 .4375 
2 60 2 .8060 2 .7798 2 .7200 2 .6072 2 .3901 2 .8188 2 .7919 2 .7333 2 .6262 2 .4077 
2 100 2 .7781 2 .7504 2 .6879 2 .5779 2 .3684 2 .7799 2 .7555 2 .7008 2 .5977 2 .3842 
2 00 2 .7216 2 .6954 2 .6404 2 .5406 2 .3354 2 .7248 2 .7035 2 .6529 2 .5549 2 .3498 
3 20 2 .9824 2 .9407 2 .8581 2 .7284 2 .4882 2 .9883 2 .9539 2 .8839 2 .7607 2 .5212 
3 40 2 .8311 2 .8016 2 .7295 2 .6179 2 .3986 2 .8430 2 .8144 2 .7561 2 .6469 2 .4284 
3 60 2 .7831 2 .7550 2 .6967 2 .5822 2 .3684 2 .7964 2 .7704 2 .7133 2 .6108 2.3992 
3 100 2 .7552 2 .7219 2 .6610 2 .5503 2 .3467 2 .7575 2 .7352 2 .6824 2 .5836 2 .3760 
3 00 2 .7121 2 .6717 2 .6153 2 .5144 2.3131 2 .7007 2 .6837 2 .6352 2 .5407 2 .3420 
4 20 2 .9497 2 .9050 2 .8239 2 .6940 2 .4605 2 .9601 2 .9281 2 .8614 2 .7441 2.5131 
4 40 2 .8041 2 .7706 2 .7027 2 .5857 2 .3724 2 .8182 2 .7914 2 .7347 2 .6320 2 .4210 
4 60 2 .7653 2 .7281 2 .6632 2 .5527 2 .3443 2 .7696 2 .7476 2 .6946 2 .5957 2 .3916 
4 100 2 .7297 2 .6945 2 .6325 2 .5257 2 .3222 2 .7337 2 .7134 2 .6632 2 .5678 2 .3687 
4 00 2 .6781 2 .6470 2 .5881 2 .4860 2 .2886 2 .6804 2 .6625 2 .6168 2 .5267 2 .3352 
5 20 2 .9163 2 .8680 2 .7870 2 .6569 2 .4285 2 .9294 2 .9010 2 .8382 2 .7279 2 .5074 
5 40 2 .7817 2 .7405 2 .6690 2 .5514 2 .3416 2 .7875 2 .7658 2 .7140 2 .6177 2 .4163 
5 60 2 .7398 2 .6998 2 .6310 2 .5189 2 .3138 2 .7413 2 .7227 2 .6746 2 .5819 2 .3873 
5 100 2 .7018 2 .6663 2 .6023 2 .4930 2 .2925 2 .7084 2 .6899 2 .6432 2 .5542 2 .3644 
5 00 2 .6279 2 .6198 2 .5581 2 .4541 2 .2606 2 .6719 2 .6400 2 .5983 2 .5139 2 .3307 
6 20 2 .8834 2 .8286 2 .7451 2 .6141 2 .3871 2 .8933 2 .8727 2 .8160 2 .7148 2 .5101 
6 40 2 .7452 2 .7059 2 .6321 2 .5134 2 .3038 2 .7618 2 .7400 2 .6937 2 .6056 2 .4186 
6 60 2 .7059 2 .6662 2 .5961 2 .4818 2 .2769 2 .7148 2 .6982 2 .6547 2 .5702 2 .3897 
6 100 2 .6730 2 .6362 2 .5683 2 .4565 2 .2565 2 .6802 2 .6643 2 .6239 2 .5432 2 .3666 
6 00 2 .6320 2 .5898 2 .5268 2 .4201 2 .2258 2 .6219 2 .6167 2 .5790 2 .5025 2 .3328 
7 20 2 .8410 2 .7876 2 .7007 2 .5656 2 .3339 2 .8609 2 .8417 2 .7941 2 .7087 2 .5331 
7 40 2 .7129 2 .6693 2 .5930 2 .4703 2 .2551 2 .7278 2 .7125 2 .6738 2 .5996 2 .4396 
7 60 2 .6730 2 .6317 2 .5583 2 .4403 2 .2296 2 .6831 2 .6710 2 .6360 2 .5641 2 .4103 
7 100 2 .6389 2 .6016 2 .5314 2 .4161 2 .2104 2 .6533 2 .6395 2 .6059 2 .5375 2 .3861 
7 00 2 .5895 2 .5571 2 .4918 2 .3817 2 .1809 2 .6076 2 .5934 2 .5617 2 .4964 2 .3523 
8 20 2 .7978 2 .7422 2 .6522 2 .5115 2 .2640 2 .8242 2 .8112 2 .7765 2 .7176 2 .6169 
8 40 2 .6748 2 .6296 2 .5505 2 .4228 2 .1915 2 .6944 2 .6845 2 .6578 2 .6057 2 .5160 
8 60 2 .6350 2 .5935 2 .5181 2 .3943 2 .1683 2 .6546 2 .6443 2 .6194 2 .5709 2 .4840 
8 100 2 .6050 2 .5652 2 .4928 2 .3721 2 .1500 2 .6185 2 .6129 2 .5893 2 .5432 2 .4593 
8 00 2 .5589 2 .5233 2 .4552 2 .3393 2 .1230 2 .5727 2 .5671 2 .5457 2 .5020 2 .4224 
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Table 3.6 
Critical values ct and c^ for m 二 number of treatments excluding control = 10 
丄，Q ZyOL 丨一 
m r f /> = 0.1 0.3 0.5 0.7 0：9 0.1 0.3 0.5 0.7 0.9 
" l O ~ ~ i ^ 3 ： ^ 3 ： 0 3 4 5 2 ： ^ I M M 2 ： ^ 3 ： ^ 3 . 0 4 7 2 2 . 9 6 4 9 2 . 8 2 5 6 2 .5595 
1 40 2 8962 2 .8747 2.8236 2.6998 2 .4575 2.9309 2 .8983 2.8290 2.7068 2.4643 
1 60 2 .8512 2.8411 2.7801 2.6587 2 .4241 2.8799 2 .8497 2.7856 2.6691 2.4341 
1 100 2 8284 2 .8114 2.7387 2.6383 2 .4014 2.8393 2.8119 2.7521 2.6390 2.4103 
1 oo 2.8041 2 .7583 2.6974 2.5908 2 .3696 2.7791 2.7568 2.7018 2 .5956 2.3751 
2 20 3 0352 3 .0174 2.9368 2.7933 2 .5336 3 .0679 3.0258 2 .9464 2.8113 2.5509 
2 40 2 9191 2.8699 2.8009 2.6782 2 .4410 2.9076 2.8786 2.8122 2 .6933 2.4562 
2 60 2 8589 2.8215 2.7565 2.6455 2 .4122 2.8592 2 .8317 2 .7697 2 .6553 2.4259 
2 100 2 8113 2.7712 2.7236 2.6108 2.3868 2.8213 2 .7967 2.7362 2 .6267 2 .4026 
2 oo 2 .7587 2 .7339 2.6800 2.5739 2 .3547 2 .7633 2.7404 2.6863 2.5828 2 .3675 
3 20 3 0274 2.9889 2.9055 2 .7677 2 .5139 3.0426 3 .0040 2.9276 2.7962 2 .5425 
3 40 2 .8808 2.8448 2.7762 2.6531 2 .4206 2.8888 2.8592 2.7948 2.6798 2 .4487 
3 60 2 .8380 2.7962 2.7339 2.6170 2 .3914 2 .8387 2 .8136 2 .7527 2 .6426 2 .4187 
3 100 2.7928 2 .7661 2.7022 2.5880 2 .3695 2.8020 2.7761 2.7196 2 .6137 2.3951 
3 oo 2 .7377 2.7142 2.6550 2.5453 2 .3346 2.7454 2 .7227 2.6709 2.5712 2 .3607 
4 20 3 .0007 2 .9586 2.8742 2.7368 2 .4902 3.0181 2.9813 2.9083 2.7818 2 .5350 
4 40 2 .8586 2 .8244 2.7479 2.6249 2 .4007 2.8663 2.8371 2.7773 2 .6667 2 .4413 
4 60 2.8112 2.7761 2.7081 2.5918 2 .3715 2.8184 2.7928 2.7355 2.6291 2 .4115 
4 100 2 .7799 2.7422 2.6764 2.5661 2 .3488 2.7789 2 .7569 2 .7030 2 .5998 2 .3883 
4 oo 2 .7263 2.6911 2.6311 2.5218 2 .3147 2.7232 2.7045 2 .6547 2 .5587 2.3541 
5 20 2 .9753 2.9274 2.8432 2.7040 2 .4641 2.9907 2 .9573 2 .8875 2 .7680 2.5288 
5 40 2 .8379 2 .7936 2.7185 2.5970 2 .3760 2.8404 2 .8166 2 .7594 2.6532 2 .4355 
5 60 2 .7909 2.7508 2.6805 2.5630 2 .3470 2.7938 2 .7717 2.7178 2 .6165 2.4062 
5 100 2 .7509 2 .7166 2.6506 2.5360 2 .3251 2 .7589 2 .7369 2 .6853 2 .5882 2.3829 
5 oo 2 .6838 2.6672 2 .6056 2.4965 2 .2921 2 .7119 2.6852 2.6380 2.5462 2 .3489 
6 20 2 .9484 2 .8919 2.8071 2.6703 2 .4320 2.9599 2.9339 2.8678 2 .7540 2 .5266 
6 40 2 .8095 2 .7636 2.6880 2.5653 2 .3455 2.8151 2 .7945 2.7408 2 .6410 2 .4340 
6 60 2 .7607 2.7222 2.6512 2.5316 2 .3179 2.7720 2 .7503 2 .6995 2 .6052 2 .4044 
6 100 2.7262 2.6903 2.6207 2.5055 2 .2960 2.7354 2 .7153 2.6685 2 .5770 2 .3816 
6 oo 2 .6775 2 .6414 2.5771 2.4682 2 .2640 2 .6800 2.6652 2.6218 2 .5346 2 .3475 
7 20 2 .9134 2 .8587 2.7688 2.6298 2 .3923 2.9308 2.9058 2 .8484 2 .7449 2.5332 
7 40 2 .7772 2 .7327 2.6549 2.5296 2 .3087 2 .7904 2 .7705 2 .7224 2 .6318 2 .4405 
7 60 2.7352 2.6926 2.6179 2.4966 2 .2818 2 .7435 2.7272 2.6831 2 .5969 2 .4110 
7 100 2.6992 2 .6613 2.5892 2.4719 2 .2610 2 .7105 2.6932 2 .6519 2 .5685 2.3878 
7 oo 2 .6560 2 .6147 2.5474 2.4346 2 .2299 2 .6504 2 .6436 2 .6057 2 .5275 2 .3539 
8 20 2 .8768 2 .8205 2.7280 2.5854 2 .3409 2 .8997 2 .8783 2.8301 2.7421 2.5631 
8 40 2 .7450 2 .6990 2.6184 2.4895 2 .2614 2 .7627 2 .7466 2.7065 2 .6293 2 .4684 
8 60 2 .7037 2.6602 2.5839 2.4585 2 .2363 2 .7169 2 .7043 2.6661 2 .5940 2 .4376 
8 100 2 .6697 2.6301 2 .5564 2.4344 2 .2164 2 .6845 2 .6707 2.6355 2 .5664 2 .4140 
8 oo 2.6221 2 .5853 2.5161 2.3993 2 .1873 2 .6315 2.6220 2.5901 2 .5244 2 .3786 
9 20 2 .8384 2 .7790 2.6837 2.5359 2 .2745 2 .8644 2 .8524 2.8165 2 .7543 2 .6580 
9 40 2.7112 2.6632 2 .5799 2.4455 2 .2016 2 .7310 2.7218 2.6938 2 .6404 2 .5541 
9 60 2 .6706 2 .6261 2.5471 2.4166 2 .1784 2 .6876 2 .6805 2 .6527 2 .6045 2 .5201 
9 100 2.6391 2 .5974 2 .5209 2.3941 2 .1599 2 .6524 2 .6464 2.6233 2 .5753 2 .4951 
9 oo 2.5912 2 .5542 2.4826 2.3607 2 .1328 2.6062 2 .5994 2.5778 2 .5340 2 .4572 
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4. Numerical Example 
This example is a portion of a study by Bok et al (2000) of the effects of (0.05g/100g) 
naringin and lovastatin on the plasma and hepatic lipids in rats fed with a high-fat 
and high-cholesterol diet. The response variable is the plasma cholesterol levels. 
There are two active treatments and sample sizes in each treatment group are 10. 
These data do not exhibit evidence of variance heterogeneity. The data are shown 
in the following table. 
Table 4.1 Cholesterol data from Bok et al (2000) 
Treatments 
Total Cholesterol Control Lovastatin Naringin 
M ^ OlM 
S.E. ^ ^ 0.04 
* Sample sizes, n = 10 
Lovastatin, a cholesterol-lowering drug has been widely used for the treatment 
of hyperlipidemia. While naringin, a kind of citrus bioflavonoids has been tested 
as potential agents for improving the cholesterol metabolism in diet-induced hy-
per cholesterolemic animals. We can conduct simultaneous one-sided and two-sided 
testing on naringin and lovastatin respectively versus control treatment using our 
procedure rather than using two-sided Dunnett procedure since we know that lovas-
tatin can reduce the cholesterol level. 
Denote no be the mean of control group, fii be the true mean of Lovastatin group 
and /i2 be the true mean of Naringin group. Now, we want to conduct simultaneous 
testing of 2 hypotheses. That is 
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Hi： /ii = /xo 
versus 
H � : A^ i < "0 
and 
H2： "2 = "0 
versus 
H'2- fJ'2 + Ak). 
In this study, the residual degrees of freedom is 27, m is 2 and r is 1. For p = 
0.5，we interpolate on f from Table 4.2 as follows: 
cl^ = 2.2313 - (2.2313 - 2.1587)^ = 2.2059 
cl^ = 2.2640 — (2.2640 - 2.1863)^ = 2.2368 
zu 
Table 4.2 Values of cj^�and c ; � f o r interpolation 
(Extracted from Table 3.1), with m = 2, r = 1 
p = 0.5 
f 
20 2.2313 2.2640 
40 2.1587 2.1863 
The exact critical values (c^ ^ ,^ c^ ^^ ) computed by evaluating integral for m = 2, 
7•二 1, / = 27, a = 0.05 and p = 0.5 is (2.1927, 2.2233). While using the two-sided 
Dunnett procedure, the critical value is ^2,2,0.05 = 2.3334. Note that the critical 
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values by interpolating are (2.2059, 2.2368) which differs from the exact result in 
the conservative direction. 
The estimated a is 0.04303. According to the test statistic (2.1.1), T\ is -0.5196 
and T2 is -0.3118. Therefore, the naringin group is significantly different from the 
control. 
For the 95% joint confidence intervals for the mean differences fii—fio and /i2—/A)， 
the intervals are computed according to (2.1.3) and (2.1.4), and listed in Table 4.3. 
Table 4.3 95% joint confidence intervals of fii — /iq and fi2 — fio 
Procedure /ii — jllq /i2 — fxp 
Our Procedure (-0.05220, 00) (-0.10278, -0.01722) 
Dunnett Procedure (-0.05490, 0.03490) (-0.10490, -0.01510) 
To measure and compare different procedures, one can use the width of the joint 
confidence intervals for the mean differences /i^  — /IQ. TO accomplish the above goal, 
let Sm be Ci.^ay^lM + 1/no for one-sided inferences and C2，a斤 y^l/n)-+ l / n � f o r 
two-sided inferences. Further, let Sd in two-sided Dunnett procedure be 
A.m.a^-^l/ni + 1/no. 
The comparison between Sm and Sd is given in Table 4.4, the widths of the joint 
confidence intervals by our procedure are shorter than that of by two-sided Dunnett 
procedure by 5%. 
Table 4.4 Widths of the joint confidence intervals 
Procedure "1 - /ip fi2 — Mo 
Our Procedure {Sm) 0.04220 0.04278 
Dunnett Procedure {Sp) 0.04490 0.04490 
Ratio of Sm/Sd 0.9397 0.9528 — 
Obviously, if the proportion of one-sided tests in the influential family is higher, 
the reduction in the width of the joint confidence interval will be much larger. Table 
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4.5 and 4.6 provide an illustration for when m = 5 and 10. The ratio Ci’a/D2’m’a and 
C2,a/D2,m,a show the amouiit of the width reduction by our procedure as compared 
to the two-sided Dunnett procedure, since they are equal to Sm/Sd- Hence, the 
gain in power is substantial if our method is adopted when it is appropriate. 
Table 4.5 The change in ratios 01,0.05/^ 2,5,0.05 and 02,0.05/^2,5,0.05 
when m = 5, / = 20 and p = 0.5 
Number of one side inferences Ratio €1,0.05/^ 2,5,0.05 Ratio 02,0.05/^ 2^,5,0.05 
1 O M l i 0.9866 
2 0.9603 0.9724 
3 0.9386 0.9561 
4 0.9118 . 0.9401 
Table 4.6 The change in ratios Ci,0.05/-C>2,5,0.05 and 02,0.05/^2,5,0.05 
when m = 10，/ = 60 and p = 0.5 
Number of one side inferences Ratio 01,0.05/1)2,5,0.05 Ratio 02,0.05/D2,5,0.05 
1 oMIi 
2 0.9841 0.9888 
3 0.9760 0.9827 
4 0.9668 0.9766 
5 0.9569 0.9703 
6 0.9465 0.9637 
7 0.9346 0.9579 
8 0.9225 0.9518 
9 0.9093 0.9470 
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5. Conclusions 
In this thesis, testing procedures are developed to conduct simultaneous hypotheses 
testing for mixed families. 
In Section 2，the implementation of our proposed procedure and the evaluation of 
required critical values have been discussed. Throughout this thesis, all procedures 
have been developed based on the normality and homogeneous variances assumption. 
If these assumptions are not satisfied, the results of our proposed procedure may 
not be reliable. Under such circumstances, other methods will have to be searched 
and that will be a potential area of future studies. 
In Section 3，numerical details of computing critical values (c]^’� c;’。）have been 
discussed. Other numerical techniques can also be applied to compute the opti-
mal values. For example, analytical methods can be used instead of numerical ap-
proximation to calculate the derivative H' at various points, or using mix-designed 
method instead of bisection method to find the root of equations. 
Although only two groups of hypotheses in the mixed family are consider in 




Lemma A.l : F{z) = 2； + > 0 for - 0 0 < Z < 00 
Proof: For, Z � 0 ， i t is obviously that F{Z) > 0 
For, Z < 0, let X = —Z where X > 0 
> - X + X - 0 
Based on the Mill's ratio > x. 
1 — — 
Lemma A.2: The function C2,q =丑(Ci,a) is strictly convex. 
Proof: Generally, to compute the derivatives of implicit functions defined by 
厂(工，二 c 
where c is a constant, by differentiating both sides, we have 
2/) + ？/) + ( y T F � , y ) + / F >， y ) = 0 
Prom these two equations, we have 
y" = [ ( 巧 - 吨 ' y F : y + (A.l) 
In order to show the function C2，a =丑(Ci ’a) is strictly convex, we need to find 
the derivative H" at particular point (Ci’a,C2,«) of the Equation (2.2.1) and show 




nCl,a,C2,a) = EI[少⑷沿，a + 五i)] 11 [少(々  + 召灼,a)—少 (A) . _ B j C ^ . J ] 
i=l j=r+s+l 
=/l(Cl,«)/2(C2，《) 
and Aj = Bj = A - note that Bj and A are positive 
Consider the implicit function F(ci,a,C2,a) = constant or rewrited as C2,a = 
i^ (ci，a)，now we want to obtain the second derivative K" 
- …C2’J — a [ / 2 ( C 2 , a ) / i ( C i ’ � “ � a / i ( c i ’ a ) 
CI, a _ ^ 一 ^ = j2{C2,a)^ 
=編[/i(ci，』r，』)]=Ffa’…c2’�ryci�) 
r + s Q 
=^(Cl.a, C2,a)(E ^ / ^ ^ [ ^ ( A C l , . + 五i)]) 
=F{Ci^a,C2,a)gi{Cl,a) 
where 
=则C i ’ … C 2 ’ . ) 一 a[/2(c2,a)/i(ci,.)] _ . . d l o g j M ^ ^ 
— aC2’� 一 ^ = ^ (C l ’� C2’")（ ) 
m Q 
=F(C1，。，C2，《)( E ^ ― + BjC2,a) - HAj - BjC2,a)]) 
j=r+s+l 饥2，a 
=Fic, c, ) T B 庫 j + BjC2,a) + Bj^jA, -
’ … ‘ � � + B汽。）-少(々 • — 
=^(Cl,a,C2,a)g2(c2,a) 
where ‘ 
• y BjcKAj + BjC2,a) + B从Aj - BjC2’a) 
36 
Note that 仍(C2’a) is positive. 
— 冗 ( ^ ~ J a, C2,a)g2(C2,a)) 
=^(Cl,a,c2,a)gi(ci,a)g2(c2,a) 
一 = 尸 ^ (作 1’為)仍(Cl� 
Q Q 
=MCi’a，C2’a)("i(Ci,a))2 + F(Ci，…C2’�)"i(Ci，a) 
where 
"Cl，Q： 
-(?!)(ACl a + , 
=1?(少(Aci’，a +丑0)2 + 五。+ ( 彻 + E讽DiC�a + 丑0] 
By Lemma A.l, the term + Ei) + 少 (Ac i ’� + + Ei) is positive, 
and thus /ii(ci’a) > 0 
C2’代Q 一 冗 ( ~ ^ ~ J = 冗 ( 巧 C i ’ � C2，《)仍(C2’�)) 
= C 2 , a ) + F(Ci’…C2,a)-~仍(C2’cO 
a OCi^a 
= C 2 , a ) ( " 2 ( C 2 , « ) ) 2 + C2,eO"2(C2，《) 
where 
h2(C2’a) 
= y fM^J - - - cKAj + + 
j=r+s+l HAj + BjC2,a) 一 - BjC2,a) 一 
= f 坠 
M^j + — HAj — BjC2,aW 
37 
where 
- BjC2,A){Aj — BjC2,a) " (^Aj + BjC2,A){Aj + BjC2,a)]— 
• j + BjC2,a) + ^{Aj - BjC2,a)f 
Case I: Aj < -B jC�cn in this case, both Aj + BjC2,a and Aj - B广2,« are negative 
A 
< MAj + BjC2,a)-^Aj — BjC2,a)][-(t>{Aj + BjC2,a)iAj + BjC2,a)] — {^Aj + BjC^,^)? 
< [少(…+ BjC2,a)][-(p{Aj + BjC2,a)iAj + BjC2,a)] " {(t>{Aj + BjC2,a)? 
=-W^j + BjC2,A))MAj + BjC2,A){Aj + BjC2,a) + (t>{Aj + BjC2,a)] 
By Lemma A.l, the term (l){AjC2,a + Bj) + ^AjC2,a + Bj){AjC2,a + Bj) is positive, 
and thus A < 0 
Case II: A j> BjC2,a, in this case, both Aj + BjC2,a and Aj - BjC2,a are positive, 
A 
< MAj + - BjC^MAj - BjC2M 一 BjC2,.)]-{(!>{Aj — BjC2,a)f 
< [1 — ^Aj — BjC2,a)]lcl){Aj — BjC2,a){Aj — BjC2,a)] — {(t>{Aj -
=•(Aj - BjC2,am — HAj — BjC2,A)){Aj - BjC2,a) — (l>{Aj — B,C2,a)] 
< - BjC2,a)[(l>{Aj — BjC2,a)) — (^Aj — BjC2,a)] 
=0 
Based on the Mill's ratio, the term (t){Aj - BjC2,a)) is greater than (1 - ^ A j -
BjC2,a)){Aj - BjC2,a) 
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Case III: < 
In this case, Aj + B广2，《 is positive and Aj - BjC2,a is negative. It is obvious that 
A < 0 
By combining all three cases, /i2(C2’a) < 0. 
In short, n � a , F ! : 2 , a , K ’ � F ! ; � � and F� ';代。have a common factor F ( c i ’ � C2,a)-
=作1’《，匚2,«)"2(。2，《) 
^c^ci.a = P(Cl，《,C2’�)[(^(Ci’�))2 + /ii(Ci，J 
= 厂 ( C l ’ … C 2 ’ � ) [ ( 仍 ( C 2 ’ � ) ) 2 + " 2 ( C 2 ’ � ) ] 
By the equation (A.l) 
=—(仍(CL))3[("2(C2’cO)2"1(Ci’c^) + tel(Ci�2"2K�)] 
As "2(C2’�) > 0, < 0 and /i2(C2，a) < 0，so K丨'> 0. This shown that for the 
implicit function F(ci’…C2，J = constant, K" > 0, c^ ,^  = i^(c i ’� ) is strictly convex. 
Based on the above and F as an expression inside the double integral of implicit 
function G(ci,a,C2,a) = 1 - a, we conjecture that H" > 0 and C2,a = / / (Ci ’� ) is 
strictly convex. 
Corollary A. l : In the case when the influential family have two groups of testing 
inferences. The function cs , ,=丑 ( c i , « ) is strictly convex. 
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Proof: By Lemma A.2, when in influential family have two groups of testing infer-
ences，s is equal to zero, the convexity of function C2，《 = / / (Ci ’� ) is still preserved. 
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