INTRODUCTION
In the previous work [ 111, we studied the inverse Sturm-Liouville problem. We simplified the proofs of theorems due to Borg, Levinson, Hochstadt, and Lieberman [ 1, 5, 3, 4] . In the present articles we study Sturm-Liouville operators of spatially symmetric type.
For p E C'[O, 11, h E 9 and HE 9!, Ap,h,H denotes the realization in L2(0, 1) of the differential operator -(d2/dx2) + p(x) with the boundary condition ( -( We say that A,,,,, is a (spatially) symmetric operator iff p E Ci [O, 1 ] and h = H. The following theorem was obtained by Borg [ 11, whose proof was later simplified by Levinson [S] and Hochstadt [3] .
Let a symmetric operator Ap,h,h be given, and let {Iz,}~ZO (-cc <A,, < 2, < ... + cc ) be a(A,,,,), the eigenvalues of Ap,h,h. Furthermore let {Pml:=O(-~ <cLO<Pl< .'. + cc) be the eigenvalues of another symmetric operator A,,j.j. Then, Our theorems show that (a) is always affirmative, while (fi) is, in general, negative. In the next section, we shall give precise statements of them. Namely, for symmetric operators, (1.2') implies (1.4'), while (1.2") without (1.3) does not imply (1.4') for any n, EJV. Therefore, a(A,,,,) completely characterizes Ap,h,h in the case of symmetric operators. In Theorem 0, the assumption j = h recovers the condition I,,(q, j) = A,,(p, h) for n, = 0, and derives (q, j) = (p, h) with (1.2).
To answer question (/I), we set e p,hm = (4 E ci co, 11 I&(4, h) = w, h) (n #n,)> (ii) If nl 2 1, then
where W= W(x; p, h, nl) is a function defined below.
Proof. Part (i) of Theorem B is nothing but Theorem 0, while (ii) of Theorem B is new. Our proof of (i) is different from those of [l, 5,3] , and is related to the proof of (ii).
To define W, we need a few notations, which also will be used frequently in later sections. Notation 2. For p~C'[0, 11, hE9 , and Lo%?, $=qS(x;p,h,L) and d* = 4*(x; p, A.) denote the solutions of 6) and
respectively. Henceforth, ' means d/dx.
For I = I,(p, h) (n E Jlr), b(*; p, h, A) becomes an eigenfunction of Ap,h,h. On the other hand, (&4* ) gives a fundamental system of the solutions of = d*'(x; P, G,(P)) 4(x; P, h, &JP, h)) -4*(x; P, C,(P)) 6(x; P, h, &JP, h)). For example, if p = 0 and h = 0, then il,(p, h) = (nrc)' (n = 0, 1,2 ,...) and A,*(p) = (m)* (n = 1,2,...), hence we get Q p,h,nl = {P> for any n, EM. In this way, our question (/I) is about the operator A,,,.,, while its answer is given in connection with the operator Ap*.
This article is composed of six sections. We discuss the preliminaries in Section 3 and we prove Theorems A and B in Sections 4 and 5, respectively. Section 6 is devoted to concluding remarks.
PRELIMINARIES
Let Q c W2 be the interior of a triangle LIABC with AC==, L ACB = n/2, AB being parallel to either the x axis or the y axis, and let TE C*(a) be given (see Fig. 1 ). The following propositions on the hyperbolic equation
Kx, -K,, = 4x, Y) K (on 0) (3.1) are obtained by Picard's method [9] . In fact, Propositions l-3 are proved in Picard [9] , while the proof of Proposition 4 is given in Suzuki [ 11, Appendix B] . Henceforth v will denote the outer unit normal vector on iX2. Let us now review briefly the proof of these propositions. By the d'Alembert formula, we can give the solution K, = K,(x, y) E C*(s) of KX,-K,,Y=O (on Q), (3.1') satisfying the boundary conditions given in these propositions. On the other hand, for each F= F(x, y) E C'(D), the solution K= K(x, y) E C*(Q) of K-K,,=F(x, Y) (on fi), (3.1") satisfying the boundary conditions for f = g = 0, is also given in a similar way. From these formulas, our problems are shown to be equivalent to certain integral equations of Volterra type, which are solved by the iteration. For details, we refer to [9, 10, 11, Appendix B] . We now describe the "first deformation formula" found by [lo] . It connects $(.; p, h, 1) and 4(.; q, j, 1) through an integral transformation, whose kernel K is independent of 1. The conditions (1.2') and (1.2") on eigenvalues will be rewritten later in terms of K. Let D = {(x, y)/O< y < x< l}. The restriction K= RIO E C'(a) satisfies (3.6). To verify the uniqueness, we divide D into Qi = ((x, y)(O < y < x < 1 -u} and 52, = D\fi,. We prove that (3.6.1), K(x, x)= 0 (0~ x< l), (3.6.3) and KE C*(D) imply KS 0. In fact, we first have K= 0 on fii by Proposition 4, so that we next have K= 0 on Q2 by Proposition 1.
Proof of Lemma 2. We have only to show that the right-hand side of (3.7), which we set It/(x), satisfies
See [lo] , for this elementary calculation. 1
We finally note the following facts on the eigenfunctions {4(*; p, h, A,(p, h))},"=, of a symmetric operator A,,,,. Put, for the moment, for II = I&J, h), and has n-zeros in (0, 4). Therefore, by Sturn-Liouville's theorem {&}F==, coincides with the totality of eigenfunctions of the eigenvalue problem (3.9), so that is a complete and orthogonal system in L*(O, 4). Similarly, (b,,, , >FZO is so. 1
where p E Ci [0, 11, h E 8, and Z c N. Theorem A is reduced to the following two theorems: The fact that (4.4) and (4.5) imply
has been proved by Murayama [8] and Suzuki [lo] . 1 Remark 1. This simple proof is essentially due to Professor A. Mizutani [7] . (Theorem 1 can be proved in another way similar to the proof of Theorem 2.) The author wishes to thank Professor A. Mizutani for permission to use his unpublished arguments here.
We prepare two lemmas to prove Theorem 2. We henceforth write 4&)=4(x; P, h, UP> h)) (nEJ1T, XE CO, 11)
for simplicity. First, the deformation formula (3.7) yields First, assume that n, is even. Then, by Lemma 4, (4.16), and (4.18) give (4.9.e) for some CE& Similarly, if n, is odd, (4.16) and (4.18) give (4.9.0). (In both cases, (4.17) is automatically satisfied by (4.9) because #,Jt) = 0 if n is odd.) Suppose, conversely, that there exists KE C'(d) and CE $t? such that (3.6), (4.8), and (4.9), for (q,j)E Cj[O, l] x%?. Since K satisfies (3.6), K= K(., *; q, j; p, h) follows, and the first deformation formula (4.10) holds. In virtue of the assumptions (4.8), we get (4.11) for ,l=il,(p, h) (n E ~V\{ni}), which means I,(p, h) E ~(.4,,~,,) (n #n,). Namely, there exists some m(n) E JV for each n # n i, such that Similarly, for each p, q E Cj [0, 1 ] and h, j, c E W, the solution K= K(x, y) E C'(D) of (3.6.1) with (3.6.3), (4.8.2), and (4.9.0) is unique, and is given by Note that F(0, 0) = 0 follows from (5.11.3) in Lemma l*, while K(0, 0) is not determined by (3.6.3) in Lemma 1. This causes the difference between (5.11.2) and (3.6.2). However, the similarlity of Theorems l *-3* to Theorems l-3, turns out in spite of the fact that the set Q;t:,, is defined just for the fixed boundary condition .I x = 0 = . lx = i = 0. Now, we show the following theorem, which is not only the key to the proof of (ii) of Theorem B, but is also of interest by itself. Proof of Lemma 8. We prove that f has n,-zeros in (0, 1). Then, from Sturm-Liouville's theorem, ml = n, follows. Recall that tin: = q5*(.; p, I,*,(p)) has (nr -l)-zeros in (0, l), hence has (n, + 1)-zeros on [O,i] . Let them be x$=O<x:< ~1. <~,*,,_~<x,*,=l. We wish to show
(ii) f has at least one zero in Zi = (xf, XT+ i) (0 < i < n, -1) and (iii) f has at most one zero in Ii (0 < i 6 II, -1).
In the same way as in the proof of Lemma In this way, we have proved that if (5.14) holds, then there exists /ZEW such that (5.15). Furthermore, we have seen that (5.23) holds with ml = n, in the case of q & p. We now show that conversely (5.15) implies (5.14), assuming q f p.
Since ( It would be desirable to explain how the function p -Z(d*/dx') log(W) has been discovered. In the following section, we shall do that. We now give the proof of these theorems.
Proof of Theorem 6. We only consider the case n, 2 1. Suppose ql, q2 E Qp,h,n, > q, f p, and q2 f p. Then, Theorem 5 yields Therefore, we have
where the last equality follows from (5.57). 1
CONCLUDING REMARKS
(1) We now explain how the function p -2(d2/dx2) log(W) has been found. For this purpose, let us assume that q & p is contained in Qp,h,n, for n, > 1. We show that then q = p -2(d2/dx2) log(W) follows.
In By setting x = 0 into c W= const., we obtain c WE 1, so that we have (6.8) *n: = &yw *n, = 4n,lW.
We now substitute $,,, = I$,,,/ W into 4 = L, + ~~,Nn,. (6.9) After some elementary calculations, which we omit here, we come to the relation d2 q=p-2-log(W). Namely, (6.15) recovers I,,(q, j) = A,,(p, h) for any n, E A'", in contrast with the condition j = h. In a forthcoming article, we shall prove Theorem C and its generalizations.
