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Abst ract - - I t  is shown that the derivation of the fixed interval smoothing formulas by Osborne 
and Prvan [1] contains a mistake. A new and correct derivation, based on the same ideas of applying 
the projection theorem on Hilbert spaces of random variables, is given. 
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1. INTRODUCTION 
Consider a stochastic state-space model given as 
x(t i+l) = T (t~+l, t~) x(~) + ~ (t,+l, t i),  (1.1) 
Yi = H(t i )x(tO + ei, (1.2) 
where x(t) E R p is a state vector and yi E R m is a noisy observat ion from x(ti). The zero 
mean random vectors u(t i+l,t i )  and ei are assumed to be uncorrelated with each other and 
with the past,  and to have known covariance matrices. The fixed interval smoothing problem 
is to determine st imations,  xiln, of the state vector x(ti),  i = 1 , . . . ,  n - 1, given observat ions 
Y l , . . . ,  Yn. Here and subsequently, xilj denotes an est imate of x(ti) given observat ions Y l , . . . ,  Yj. 
The covariance matr ix  of the est imate will be denoted SiI j. 
If an init ial  value xll0 and its covariance matr ix  $110 are known, a Ka lman filter recursively 
computes the predicted values xili-1 and filtered values xili, i = 1 , . . . ,  n, together  with corre- 
sponding covariance matrices. 
Using values obta ined at the fi ltering process, the smoothed values can be computed by the 
backward recursion 
xi,n = xi,i + A~ (x~+lln - x~+11i) , (1.3) 
Siln =S i l i  + Ai (Si+lin - Si+lt i)  A T~ , (1.4) 
where A~ = SiliTiS~+111i. These formulas are known as the fixed interval smoothing algorithm. 
There exist several different derivations of formulas (1.3) and (1.4); see, e.g., [2,3] for quite long 
and tedious derivat ions and [4] for a shorter and more geometrical  derivation. 
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facilities and the Swedish Research Council for Engineering Sciences for financing the visit. Thanks also to 
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Osborne and Prvan [1] gave a very short and nice derivation of the smoothing formulas by 
applying the projection theorem on a Hilbert space of random variables. In Section 2 of this 
paper, some fundamental properties of such spaces are stated, and in Section 3, they are used 
to show that the derivation of Osborne and Prvan [1] contains a mistake. Despite this mistake 
they end up with the correct formula (1.3) for the state variable, but their simple and attractive 
formula 
Siln = AiSi+ll~A~ (1.5) 
for the covariance matrix is, unfortunately, wrong. 
In Section 4, a new derivation of formulas (1.3) and (1.4) is given. The derivation applies the 
projection theorem on Hilbert spaces of random variables in the same spirit as in [1]. The choice 
of projections makes the derivation similar to the one by Ansley and Kohn [4], but with more 
explicit use of Hilbert spaces and projections. 
2. H ILBERT SPACE OF  RANDOM VARIABLES 
In this section, some important properties of Hilbert spaces of random variables are stated. 
The properties will be used in the following sections and can be found in, or easily be derived 
from, the introductory text by Luenberger [5]. 
Let a l , .  •., as be a collection of random variables with zero mean. Then all variables that are 
linear combinations of a l , .  •., a8 form a Hilbert space of random variables generated by a l , . . . ,  a8 
and with an inner product defined as 
<x, y) = E(xy). (2.6) 
To keep things simple, we only deal with vector spaces of scalar variables. We will use the 
conventions that if x is a vector of random variables, then x E 7-/ means that all elements of x 
belong to the Hilbert space 7{, and that the Hilbert space generated by a vector of random 
variables is the space generated by the elements of the vector. 
The first important property is that two random variables x and y are uncorrelated iff E(xy) 
-- 0. Thus, if x and y are uncorrelated, they are also orthogonal. 
Projections onto different Hilbert spaces will prove to be an useful tool when deriving the 
smoothing formulas. Let PT~(x) be the projection of a random vector x onto a Hilbert space 7{-I 
generated by a vector z. The formula for the projection can then be written as 
P (z) : E (xz T) [E(zS)] z. (2.7) 
Note that this formula allows us to project the elements in x one by one, or simultaneously as a 
vector operation. It is this property of the projection formula that makes it possible for us to do 
without the introduction of Hilbert spaces of random vectors. 
The following lemmas tate two important properties of projections. 
LEMMA 2.1. X -- Pn(x)  is orthogonal to TI. 
LEMMA 2.2. Let the 7{ be a subspace OfT{su p. Then Pn( P~t,up(x) ) = P~(x), where x is a vector 
in some superspace of 7{sup. 
Lemma 2.1 and the inner product (2.6) imply that P~(x) is the minimum variance estimate 
of x in 7/. Thus, the estimate Xilj is the projection of x(ti) onto the space generated by Yl , - . - ,  Yj, 
and it is also a minimum variance estimate. 
3. WHAT IS  THE MISTAKE IN  THE DERIVAT ION 
BY  OSBORNE AND PRVAN [1]? 
In [1], a slightly more general transition equation than (1.1) is considered. It is assumed that 
for ti _< t < ti+l, the transition equation can be decomposed such that 
x (t~+l) = T (t~+l, t) x(t) + u (t~+~, t). (3.8) 
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Thus, a smoothed estimate xtl~ of the state vector can be obtained at other than observation 
points. 
Formula (2.2) in [1] is 
x( t )  - -  x t l i  = T ( t i+ l ,  t) -1  (x  ( t i+t )  - x i - [ - l l i )  - Fi-kl, 
where ri+l is uncorrelated with x(t)--Xt[ i .  The authors then claim that this implies that  x(t)--xt] i 
belongs to the Hilbert space generated by x(t i+l) - Xi+lt~. It is easy to see that this is not true 
unless ri+l vanishes. (Consider for example the scalar case, p = 1.) 
To see how this mistake affects the subsequent equations, we can for example study equa- 
tion (2.6) in [1] given as 
x(t) -- xtl i = St]iT (ti+l,t) T S~-+1 b (x (ti+l) - xi+lli). (3.9) 
By setting t = ti and computing E(ll T) and E(rrT) ,  where l and r are the left respective 
right-hand side of (3.9), we get the formula for the predicted covariance as 
Si+ll~ = T (ti+l, ti) Sil~T (ti+l, ti) T 
By comparing this with the ordinary well-known Kalman filter equations (see, e.g., [6, p. 614]), 
we miss the term E(u(t~+l, ti)u(ti+l, ti)) T 
The conclusion is that  formula (2.7) in [1] (formula (1.3) in this paper) is correct, but obtained 
in a wrong way and that ~brmulu (2.8) in [1] (formula (1.5) in this paper) is not valid. 
4. A NEW DERIVAT ION OF THE SMOOTHING FORMULAS 
To get simple notations, we define qt = x(t) - xtl~, q~+~ = x(t~+l) - xi+ll~, and introduce the 
following Hilbert spaces of random variables: 
7-/1 generated by Yl,- --, Yi, 
7-/2 generated by u(ti+l, t), u(ti+2, ti+l), • • • U(tn, tn-1), ei+l, .  •., en, 
7-13 generated by qi+l, 
7-/ generated by Yl,. • •, yn, and 
~-~sup = ~L~I ~ ~-~2 ~ ~'~3" 
Note that the spaces 7-(1,7-/2, and ?/3 are mutually orthogonal and that the space 7-( is a subspace 
of ?/sup. 
From Lemma 2.2, we have 
xt,n-x ]  :p (qt) (4.1o) 
Using the orthogonality of 7-/1,7-/2, and 7-/3, we can simplify P~,,p (qt) as 
P~s,p(qt) = P~l(qt) +P~2(qt) +P~3(qt).  (4.11) 
The first two terms in the right-hand side of (4.11) vanish and the third term is given from the 
projection formula (2.7) as 
(qt) = E (qt q(+l) S -li+ll q,+l. (4.12) 
Using the equality q~+l = T(t~+l, t)q(t) + u(ti+l, t) and that u(t~+l, t) is uncorrelated with qt, we 
get 
T T E (qt qi+l) : E (qt qt ) T (ti+l, t) T = StliT(ti+l, t) T (4.13) 
From the equations (4.10)-(4.13) above, we conclude 
Xtln - Xtl{ = P~t (St] iT(t i+l,t)  T S~-+lliq{+l ) = Stl iT(t i+l,t)  T Si-+lli (Xi+l]n -- Xi+l,i). (4.14) 
~lL. 9:2-¢ 
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Introducing A(t i+l,  t) = StliT(ti+l, t )TS~l l i ,  the recurrence formula becomes 
Xtl~ = xtli + A (ti+l, t) (xi+ll~ - 2:i+11i), (4.15) 
and for t = ti, we recognize formula (1.3). 
To obtain a recurrence formula for the corresponding covariance matrix, we subtract x(t) from 
both sides of (4.15) and rearrange to get 
(Xtl~ - x(t))  - A (t~+l, t) xi+ll~ = (Xtl~ - x(t)) - A(t i+l,  t)2:~+lli. (4.16) 
Since Xi+lln E ~ and xi+lli c 7~1, it follows from Lemma 2.1 that  the covariance quation 
corresponding to (4.16) is 
St{ n ~-A(ti.i_I,t ) E (Xi+l,nXiT+l]n) A(ti+I,~;) T = St, i~-A(ti+l,'/; ) E (Xi_Fl,ixiT+l,i) A( t i+ l , t )  T.  
(4.17) 
Using that  x(ti+l) can be written as sums of two orthogonal vectors as 
and 
2:(t,+1) = Z~+l,n + ((x(t~+l) -- 2:~+11-), 
2: ( t i+ l )  = 2:i.~-11 i ~- (2: ( t i .~- l )  - -  2:i.~-lli) , 
we have 
(=,÷l,oX:÷,,o) : (= ( , ,÷, )  2 : ( , ,÷, )T)  _ s ,+ , , . ,  
X t T' 
Inserting these equations into (4.17), we finally get 
Stl~ -- S t l i -  A (ti+l, t) (Si+lli - S(i  + 1 [ n)) A (ti+l, t) T , 
(4.18) 
(4.19) 
(4.20) 
which for t = ti becomes the well-known formula (1.4). 
5. CONCLUSIONS 
The derivation of the smoothing formulas by Osborne and Prvan [1] contains a mistake. The 
derivation of formulas (1.3) and (1.4) is corrected by using projections onto spaces which are 
chosen as to expose the appropriate orthogonalities. It is also developed as to why the simple 
and attractive formula (1.5), for the covariance matrix, is incorrect. 
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