ABSTRACT Due to the impressive performance and computational efficiency of correlation filter (CF)-based object tracking methods, CF trackers have gained lots of popularity in recent years. However, target drift and tracking failure caused by background clutter and target appearance change (resulting from scale variation and deformation and so on) are still challenging tasks. To overcome these challenges, we propose a new tracking method within the CF framework in this paper. First, we learn a large margin CF by exploiting discriminative background patches. Contrary to conventional CF trackers that aim to maximize target response, we model a tracker that maximizes the margin between the target and surrounding background by exploiting background information effectively. To remedy the deficiency in handling target scale variation of CF-based trackers, we propose to train a CF by multi-level scale supervision, which aims to make CF sensitive to the target scale variation. Then, we integrate the two individual modules into one framework to simplify our tracking model. The proposed method can effectively prevent tracking module degradation introduced by target appearance changes. Extensive experiments conducted on public available data sets OTB-50/100 demonstrate that the proposed tracking method is robust to the background clutter and discriminative to the target scale variation. Both qualitative and quantitative results show the excellent performance against some state-of-the-art trackers.
I. INTRODUCTION
In recent years, object tracking has been a research focus in computer vision due to its practical applications in the area of video surveillance, human computer interaction, autonomous cars and biomedical image analysis [1] - [4] . The most common definition on object tracking can be summarized as: given the initial state (size, position) of the target to be tracked in the first frame, estimating the target state in the remaining video sequences. Despite significant progress in past decades, tracking problem is still a challenging task caused by some issues, such as scale variation, clutter background, illumination variation and occlusion. In this paper, we mainly focus on addressing the challenges of clutter background and target scale variation.
The majority of existing tracking methods can be roughly classified into two branches, namely generative and discriminative methods. The generative methods (IVT [5] , VTD [6] , L1-norm tracker [4] , [7] , [8] ) model tracking task as minimizing reconstruction error based on some given target templates, and then search for the most similar patches as tracking result. Contrary to generative methods, discriminative tracking methods [2] , [9] - [15] regard the tracking task as a classification problem in the tracking-by-detection framework, which employ the appearance representation from both foreground and background to train a discriminative classifier and then make decisions to determine target state. The classifiers are trained online based on a set of samples selected from the target and surrounding background. Due to the fact that only limited number of positive samples are available in tracking task, lots of negative samples selected from background are used to make the classifier be discriminative and robust to target appearance. However, the unbalanced training samples limit the effectiveness of classifier.
In recent years, correlation filter (CF) based learning methods are introduced into visual tracking and have shown competitive performance both in tracking speed and precision.
CF based tracking methods improve tracking speed by a large margin by combining the property of circulant matrix and Fourier transformation. Besides, the methods make the classifier more robust to target appearance change by generating thousands of shifted training samples. Due to the computational efficiency, a large number of training samples with Gaussian labels are allowed to improve the discriminative power of correlation filter. Initially, CF based tracking method is originated from circulant structure with kernel (CSK [16] ), which has the ability to process more than 700 frames per second. Its improved version is then proposed by integrating color names feature to improve the tracking performance. Further more, some scale-adaptive [17] , multiple channel [9] , context-aware correlation filters [18] are proposed to solve a kind of tracking challenges. Although these tracking methods have achieved improved performance both in success and precision rates, they still cannot handle target drifting and model degradation issues caused by background clutter, appearance change and target scale-variation et al.
Current existing CF based trackers suffer from some drawbacks. The first one is the limited sensitive filed. For example, CF trackers train a classifier using the circulant samples generated from target surrounding, generally the sensitive filed is 1∼2 times larger than target size. However, the correlation filter with this sensitive filed cannot observe the background information beyond this area and thus limits its precision when suffering from background clutter. In addition, to prevent boundary effects, the cosine window is applied to suppress the information far from target, which further limits the observation region. The second drawback is that the conventional CF trackers are not scale-adaptive [9] , [19] , in other words, the target scale is fixed at the first frame. The scale variation over-time will cause significant target appearance change, and it would result in target drifting and even tracking failure if the correlation filter cannot adapt to target scale change. Besides, the tracking error will be accumulated rapidly over time and cause significant model degradation.
In this paper, we mainly focus on designing a robust CF based tracker to handle the above-mentioned challenges. We aim to build a integrated CF which is able to handle background clutter and sensitive to target scale variation. Firstly, we exploit the most representative background patches to train a correlation filter which can maximize the margin between foreground and background. Current context aware correlation filters select the background patches randomly or from some fixed directions, which would result in suboptimization problem. To remedy this, we propose to use Affinity Propagation (AP [20] ) to select the background patches automatically based on the similarity measurements, and make sure to obtain the global optimization solution. Moreover, we propose a multi-level supervision mechanism to remedy the drawback in handling target scale variation. Contrary to conventional methods which need to train an extra correlation filter to complete scale optimization, our scale-adaptive module is integrated into one correlation filter for computational efficiency.
The rest of this paper is arranged as following. In Section II, we give a brief review on existing tracking methods related to our tracker. The proposed tracking method and the corresponding details are then introduced in Section III. In Section IV, we evaluate our tracker on public available datasets and discuss the comparison results with some state-of-the-art trackers. At last, we conclude this paper in Section V.
II. RELATED WORK
In this section, we mainly review some tracking mehtods related to our proposed tracker. We first introduce the CF based trackers and their improved versions, and then discuss those CF trackers that take context information into consideration to handle background clutter, and finally review the improvements on CF tracker to adapt to target scale variation.
Trackers based on correlation filter have attracted lots of attentions owing to its computational efficiency and robustness. Bolme et al. [21] propose to model a tracker by learning a correlation filter which is optimized by minimizing the Output Sum of Squared Error (MOSSE). Its improved version is then proposed by Henriques et al. [16] , in which the authors exploit the circulant matrix and Fourier transformation in kernel space and propose a speed-up version (CSK) using the raw intensity feature representation. Later, the authors extend this method to KCF [9] by introducing HOG [22] feature extractor. In [23] , an independent 1D correlation filter is trained to estimate target scale, which increases the tracker's complexity despite the improved performance in handling target size change. However, these CF based trackers suffer from boundary effect that result in an inaccurate representation of the image content. The boundary effect prevents further improvement of the discriminative power of correlation filter. To remedy this, Danelljan et. al propose a Spatially Regularized Discriminative Correlation Filters (SRDCF) in [19] , in which a spatial regularization module is introduced to penalize correlation filter parameters based on their spatial distribution. The SRDCF learns a robust CF tracker on a larger negative samples without undermining the quality of positive samples, but the model complexity increases significantly. Its improved version ECO [24] introduces a factorized convolution operator that reduces the number of parameters and computational complexity drastically without sacrificing tracking performance.
The above-mentioned CF trackers focus on exploiting the patches around target object to learn a discriminative filter, which ignore the supervision from background information. Some work such as [12] , [25] , and [26] alleviated this issue to some extent. Hong et al. [12] and Hare et al. [25] propose to sample a collection of background patches around target object as negative training samples, and then train a SVM or structure output SVM to distinguish target from background. Kiani et. al. propose to employ larger training patches to fuse more background information into correlation filters, but this strategy prones to inaccurate representation of shifted samples. Dinh et al. [27] proposes to explore distracters and supporters of background context using a sequential randomized forest. In [28] , a multi-level clustering framework is employed to detect similar object in background clutter scene. Recently, a context-aware correlation filter [18] which incorporates the global background information within correlation filter framework is proposed and achieves state-of-theart performance. However, this context-aware cannot explore background information fully because it only exploits a fixed number of background patches from constant directions.
To tackle the problem that CF trackers cannot adapt to target scale variation, lots of work [17] , [29] , [30] have been studied. Li and Zhu [29] propose to enlarge the target scale pool and then resize them to the same scale space by bilinear interpolation. However, this method suffers from target appearance distortion and increases computational complexity. In [30] , a robust scale adaptive tracker is proposed by combining Sequential Monte Carlo and correlation filter, however, this method also suffers from high computational cost. Danelljan et al. [17] construct a 3D correlation filter (DSST) to learn separate target translation and scale estimation module, respectively. Contrary to the abovementioned scale-aware trackers, we propose to explicitly learn a unified scale-aware and translation estimation tracker by a multi-level supervision strategy, and derive the optimal closed-form solution. Our proposed method shows superior tracking performance compared with existing CF trackers by a large margin, especially in handling background clutter and target scale variation challenges.
III. PROPOSED METHOD
The proposed tracking method can be decomposed into two blocks. The first block is used to maximize the margin between target object and background clutter, which aims to make our tracker robust to background disturbance. The second block aims to make our tracker be discriminative to target scale variation.
A. BACKGROUND PATCH MINING
In this section, we mainly focus on exploiting background patches to maximize the margin between target object and background distractors. As trackers of KCF [9] and SRDCF [19] , they aim to achieve maximum response for target patch and suppress the response of circulant target patches. However, the observation field is limited owing to the property of circulant matrix and Fourier transform. In other words, the trained model does not observe the background context beyond target neighborhood, and results in less discriminative ability in separating target object and background distractors.
In order to overcome the shortcomings of conventional CF trackers, we propose to train a correlation filter tracker by exploring background hard-negative patches. In previous work , Mueller et al. propose to combine background patch to train CF tracking model, however, the position of selected background patches is constant (left, right, up and down), which cannot adapt to background clutter challenge. In view of the shortcomings of the method, we consider that a good background patch selection strategy should be robust to global background and the number of background patches should be adaptive, as well as make sure that the maximum inter-distance is between the selected image patches.
We propose to use a fully adaptive cluster method (Affinity Propagation, AP) to select background distractors automatically. The traditional cluster methods, such as k-means, Hierarchical Clustering, and SOM, need to specify seed points and cluster number manually. However, in real-world applications, it is impossible to define the cluster number precisely in advance. For AP method, only the real-value similarity matrix is needed to perform clustering, both the cluster centers and cluster number are specified in the iteration process.
B. AFFINITY PROPAGATION BASED BACKGROUND PATCH SELECTION
To maximize the margin between target object and background distractors, we define a relative larger region beyond target object as background candidate region. As shown in Fig. 3 , the region R t with red mask denotes target object and the region R b covered by purple mask denotes background candidate region. In the background region, we select N background patches randomly, the center location of each patch should be located in region R b , as well as the overlap score S = | Before performing the AP cluster, we first compute the similarity matrix of the N selected background patches. For the i-th patch p i , we extract its average imagep i , and then perform Gaussian filter to suppress the effect of noise interference. To simplify the annotation of the following formulation, let p i denote the i-th pre-processed background patch, where i ∈ {1, 2, . . . , N }. The similarity between the i-th and the k-th patches is defined as the negative Euclidean distance in Eq. 1. The reason for defining the similarity as negative distance is that the smaller distance indicates larger similarity.
By viewing each pair of similarity S(i, k) as a node in network, AP transmits real-value message S(i, k) along edges of the network until a set of cluster centers and corresponding cluster members emerges. Contrary to other clustering strategies that need to pre-specify seed points and sensitive to initialization state, AP considers each node as a potential cluster center. Rather than needing to specify the cluster numbers in advance, a real-value input S(k, k), referred as ''Preference'', of each background patch is required. FIGURE 1. Background-aware correlation filter. We make dense samples around target object to obtain a set of background patches and then select the most representative background patches as negative samples. The k-th patch with larger S(k, k) is prone to be chosen as the cluster center. The number of clusters is influenced by both the input preference and the iteration of messagepassing. As a priori knowledge, all the background patches are equally suitable to be chosen as cluster center. For any k ∈ {1, 2, . . . , N }, we set the preference as a common value, such as the median of the input similarity result in a moderate number of cluster, and its minimum would result in a small number of clusters.
In the cluster process, there are two kinds of messages transmit among nodes in network for each data point. The first one is ''responsibility'' r(i, k), which is sent from node i to candidate cluster exemplar k. r(i, k) is used as the accumulated evidence of how well the k-th point serve as the cluster center of i. To measure the suitability of the two nodes, we need to prove that the k-th point is more suitable than other nodes k , where k = k. So the ''responsibility'' r(i, k) is defined as in Eq. 2.
where a i, k is the ''availability'' between data point i and k, and the detailed description is given below. In the first iteration, the a(i, k) is initialized as zero, thus the r(i, k) is set to the similarity of node i and k minus the largest similarity between node i and the other examplar candidates. The ''availability'' sent from cluster center candidate k to i, which reflects the evidence for that note point i chooses k as its cluster center. It should be noted that if the node k is well suited to be clustering center of the other nodes i , the suitability of the node k served as the clustering center of node i may be large. Contrary to the responsibility update, which lets all the exemplar candidates compete for being the center of other data points, the ''availability'' a(i, k) in Eq. 3 gathers the evidence on whether the k-th cluster center candidate would make a good exemplar.
where r(k, k) is a special case of Eq. 2 as i = k, which reflects the evidence of node k being an exemplar. The last term in Eq. 3 reflects how ill-suited of the k-th point assigned to another exemplar. In order to control the range of a(i, k), it is controlled below zero. In order to weaken the impact of excessive ''self-responsibility'' r(k, k), the ''self-availability'' is set to a different update strategy as in Eq. 4.
For any background patch (node in AP network), the ''responsibility'' and ''availability'' can be combined to identify exemplar. For example, as to the i-th background patch, the k-th patch that maximizes a(i, k) + r(i, k) identifies node i an exemplar when i = k, otherwise, node k is the cluster center of node i. The iteration process is terminated if the change of a(i, k) or r(i, k) falls below a threshold, or after a fixed number of iterations.
C. LARGE MARGIN CORRELATION FILTER FOR TRACKING
The shortcomings of traditional CF based trackers are obvious. We propose to combine the selected background patch and the real target region to train a correlation filter aiming to maximize the margin between target appearance and background patches. The pipeline of the proposed tracker is illustrated in Fig. 1 . When a new frame arrives, we sample FIGURE 3. Background candidate serach region. The target patch cover by yellow mask R t denotes the real object, and its surrounding area R b is considered as background, which is very important to model discirminative tracker.
a number of background patches around target position. In order to decrease the computational load, we select the most representative background patch adaptively to train correlation filter jointly. In this section, we focus on giving a description on how to model a large margin CF tracker and deriving its closed-form solution in detail.
Before presenting our background-aware large margin tracker, we first give a brief description of the conventional CF tracker. The goal of CF tracker is to find a function f (x) = w T x that can minimize the error of training sample set X and the corresponding regression label set Y, where x ∈ X is a training sample and w is model parameter. To achieve this, the model can be formulated as the following optimization problem.
where λ is the regularization term to prevent model overfitting. The optimization problem is a typical ridge regression and has a closed-form solution by setting its gradient to zero, which can be written as Eq. 6.
Two issues in Eq. 6 should be noted. The first one is that only one annotated positive training sample is available in the training process, and the second is that the inverse of term X T X + λI −1 may not exist because we cannot guarantee that it is a positive definite matrix. We can solve Eq. 6 easily by introducing the property of circulant matrix (Eq. 7) and Fourier transformation.
where F is a constant Discrete Fourier Transform (DFT) matrix, and it can be used to compute the DFT of any input. Thex = nFx denotes the DCF of input vector x. F H = (F * ) T is the Hermitian transpose, F * is the complex-conjugate of F. Substituting Eq. 7 into Eq. 6, we can rewrite its closed-form result as
for F H F = I , and it can be further simplified to
The solution of Eq. 5 can be rewritten aŝ
To enable the correlation filter tracker be discriminative to background distractor as well as robust to target object. We reformulate the selected background patches and target object into one correlation filter (shown as Eq. 11) to maximize the margin of target and background. In other words, the learned w should has a high response to target object and suppress the background response.
where T and B i denote the circulant matrices of target object and the selected background patches, respectively, y is the supervise label with Gaussian distribution shape, and the size of y is same to T. k is the number of selected background patches, and λ 1 is regulation term to prevent model overfitting. λ 2 is the trade-off term to balance the impact of background patches and target object. It should be noted that the second term in Eq. 11 denotes the background patches, each sample in B i is supervised by zero-value label. By putting Tw − y 2 2 and B i w 2 2 into one optimization problem, w owns the discriminative ability to separate target object from background distractors.
In order to maintain consistency with the conventional correlation filter, we concatenate the target circulant matrix T and background circulant matrices B i to a new circulant sample matrix C. To keep dimension of supervise label consistent with the number of training sample in C, we concatenate y with zero-value label.
The optimization problem in Eq. 11 can be simplified as the following problem (Eq. 13). As the case of conventional correlation filter, we can derive its closed-form solution easily by setting its gradient 2C T (Cw − y) + 2λ 1 w to zero. The solution should keep the same form as in Eq. 6. By substituting Eq. 16 and Eq. 17 into Eq. 14, we can obtain the solution Eq. 15 in Fourier domain.
w andŵ in Eq. 14 and Eq. 15 represent the closed-form solutions of correlation filter in time domain and frequency domain, respectively. C T C in Eq. 16 is the matrix product of training samples, while C Tȳ is the matrix product of training samples and the corresponding supervision labels.
D. FINE-TUNING TO ADAPT TARGET SCALE VARIATION
The aforementioned correlation filter tracker is trained on background patches and target object, which is robust to the noise interference from background clutter. However, due to the size of target template used to train correlation filter is fixed, the tracker is unable to handle target scale variation.
To remedy this, we propose to add a new module to correlation filter as in Eq. 11, which aims to make it sensitive to target scale variation. Comparing with other methods, we do not need to train another correlation filter to optimize target scale. To decrease computational burden, the feature of multiple scale target is cropped from the original image. In other words, we only need to extract image feature once every frame. In the next section, we will introduce how to integrate the target translation module and scale-aware module into one framework. The Eq. 11 is optimized based on one target template with fixed scale, and the template size is usually 1 to 2 times larger than target object. It results in the trained w b that is unable to tackle target scale variation. To overcome this limitation, we introduce a novel module to correlation filter that integrates the target translation estimation and scale optimization into one framework. The pipeline of the fine-tuning process is shown in Fig. 4 . When a new frame arrives, we first train a correlation filter w b using the selected background patches and target object, and then sample a set of target templates with different scales as training samples to fine-tuning w b . Let P × R denote the target scale of current frame, we extract the target templates with the size of e n/10 P × e n/10 R centered around the target position, where n ∈ {1, . . . , N } and N is the number of training samples. The size of the corresponding label matrix is same to training samples and follows the Gaussian distribution. It should be noted that the size of target template is different from target size of previous frame, the size difference is named as scale-margin in this paper. The training samples with scale-margin can be treated as the degradation of true positive samples, so it is unreasonable to train w b with the same supervision label matrix as the true target. For the true target size sample, the supervision label matrix follows 2-D Gaussian distribution with the peak central-value 1. For the samples with scale-margin, they can be considered as the approximation (degradation) of positive samples, so the corresponding peak central-value of supervision label matrix should be set less than 1. The core idea of defining the supervision label matrix is based on the distance between the training sample a i size and the true target a 0 size of previous frame. We quantify the size distance as a
, where a 0 and a i denote the true target and the i-th training sample, ∩ and ∪ represent the intersection and union of two regions. The peak-value of 2D distribution is quantified as e −d(0,i) . The smaller the scale distance, the larger the central-value of the label matrix. On the contrary, when the size distance is bigger, the center value of the label matrix is smaller.
Due to the need of correlation filter, all the training samples are resized to the same size. The optimization problem can be formulated as 
E. INTEGRATION OF BACKGROUND AND SCALE-VARIATION INTO A UNIFIED CORRELATION FILTER
In this section, we introduce how to integrate the backgroundaware Eq. 13 and scale-aware Eq. 18 correlation filter into a unified framework. The correlation filter w t trained on target and background distractors shows discriminative ability to estimate target position accurately, however, it is not robust to target scale variation. To remedy this, we propose to use target and its degradation samples to obtain a scale-aware w s .
VOLUME 6, 2018
In order to enable a CF model w t,s to be discriminative to target translation prediction and scale estimation, there are two methods to integrate the above two modules. The first one is using a low-pass filter with a learning rate ρ to update w t as in Eq. 19. However, this method needs to obtain w t and w s , respectively, which is time-consuming and needs to determine learning rate ρ manually.
We propose a new method to integrate w t and w s into one framework by optimizing Eq. 20 jointly.
in which
Since Eq. 20 is a convex optimization, we can derive its closed-form solution as Eq. 23 by setting the gradient to zero.
F. OBJECT TRACKING AND MODEL UPDATE
Target feature representation is of great importance for tracking task. In the past decades, a number of hand-crafted features have been proposed to model object appearance [22] , [31] . The recent studies have witnessed significant advances of convolution neural network (CNN) and CNN has obtained state-of-the-art performance in object tracking. In this paper, we employ CNN features extracted from both shallow and deep layers of VGG-Net [32] . When a new frame arrives, we first extract its CNN feature maps h, and then sample N target templates T i , i ∈ {1, .., N } with different sizes from the previous frame. The feature representation of T i is croped from the corresponding area of h. To adapt to correlation filter, all the feature representations of T i are resized to the same size with bilinear interpolation. Then the target position is determined by the maximum response of the i-th target template, and the target scales are same to the selected target template.
In the update stage, in order to decrease computational load, we propose to update the background patches every 5 frames based on the observation that background scene changes slowly. But inaccurate tracking results may lead to a rapid accumulation of errors and undermine the discriminative ability of tracking model, so we use multiple target templates with scale-margin to update tracking model every frame. We adopt a temporal low-pass filtering method in Eq. 24 to update our model.
IV. EXPERIMENTAL RESULTS
In this section, we present the evaluation results of our proposed tracking method. Since our goal is to improve tracking results by exploiting the background information and multi-level supervision, the effect of feature extracting is beyond our discussion. So, only deep features extracted from VGG-net are implemented in our experiments. Our experiments are implemented on public benchmarks of OTB-50 [33] and OTB-100 [34] , which include 50 and 100 video sequences and each of them is annotated with 11 attributes including motion blur (MB), deformation (DEF), fast motion (FM), out-of plane rotation (OPR), scale variation (SV), occlusion (OCC), illumination variation (IV), background clutters (BC), out-of-view (OV), in-plane rotation (IPR) and low resolution (LR). We follow the standard evaluation metrics from the benchmarks [33] : 1) precision rate based on location error threshold (the percentage of frame in a video that the distance between tracking result and ground truth is within 20 pixels); 2) success rate based on overlap scores (the average of success rates of frame in a video that is the overlap score between tracking result and ground truth that is larger than given threshold).
A. IMPLEMENTATION DETAILS
Our tracker is implemented in MATLAB with a PC 3.4GHz, 16G RAM, and a NVIDIA GeForce GTX 1070 with 8G memory. The CNN model used to extract deep feature is imagenet-vgg-verydeep, which is publically available at http://www.vlfeat.org/matconvnet/, and the develop environment is based on Matconvnet.
In the background selection process, the number of selected background patches are restricted to the range from 4 to 8. To further reduce runing time, we perform background selection every 5 frames. In the multi-level supervision process, we choose 4 different sizes of the target to fine-tuning our tacking model, which include 1 real target size as the same to previous tracking frame, and 3 other target scales as defined in Section III-D. The maximum supervision label is decreased with the margin of target size with real size.
We compare the proposed tracker with 11 state-of-theart trackers including MIL [10] , TLD [35] , SCM [36] , Struck [25] , SRDCF [19] , DeepSRDCF [37] , HDT [38] , SAMF [29] , Staple [39] , DCF-CA [18] , Staple-CA, and SAMF-CA. Among which the MIL, TLD, KCF, Struck are selected from OTB benchmark with the best results, and HDT, SRDCF and DeepSRDCF are the best correlation filter based trackers at present. Our proposed tracker is an improved version of CA-DCF, Staple-CA and SAMF-CA which consider background information into target appearance model. In Algorithm 1, we give a brief overview of the proposed tracking framework. Fig. 5 shows overall quantitative evaluation on precision and success plots with OPE (one-pass-evaluation). In the 
B. OVERALL EVALUATION

Algorithm 1 The Proposed Tracking Algorithm
Require: 1: The target annotation of the initial frame in a video with N frames; 2: Generate corresponding background patches and their similarity matrix in Eq. 1; 3: Target patches with different scales and the multi-level supervision label matrix.
Ensure:
4: for j = 2; j ≤ N ; j + +; do 5: Perform Affinity Propagation clustering (Eq. 2, Eq. 3, Eq. 4) on the background patches to select the distractor patches.
6:
Extract feature representation of foreground and selected background image patches.
7:
Train a correlation filter based on Eq. 20, and derive its closed-form solution as in Eq. 23.
8:
if need to update background patches then 9: Sample target patches with different sizes of the tracking result of the previous frame.
10:
Sample a set of background patches, and compute the similarity matrix.
11:
Apply Affinity propagation to select background patches.
12:
Sample target patches with different sizes of the tracking result of the previous frame.
14:
end if 15: Model a new correlation filter in Eq. 23 with target and background patches, and extract image feature representation.
16:
Update the correlation filter in low-pass manner with a learning rate ρ. 17: end for precision plots, Our tracker ranks the first against the stateof-the-art methods and with a margin 1.06% and 5.06% to the second and the third best trackers, respectively. HDT uses convolution feature from 5 layers to train independent correlation filter, and then ensembles them with discriminative update strategy. However, it is timeconsuming. DEEPSRDCF, ECO and SRDCF trackers are the improved version of DCF tracker, in which DEEPSRDCF integrates CNN feature into SRDCF, and ECO is a speed-up version of DEEPSRDCF. DCF_CA, Staple_CA and SAMF_CA are three different versions of context aware correlation filter with different feature representations, which take background information into consideration in model target appearance. It should be noted that our tracker is also proposed based on correlation filter and employs background context information, but our tracker achieves a significant improvement comparing with context-aware tracker with a margin range from 7.2% (Staple_CA) to 23.1% (DCF_CA). As shown in success plot in Fig. 5 , our tracker still ranks the first followed by DEEPSRDCF, ECO, SRDCF, Staple_CA, HDT et al. Due to the improvement in scale handling and background distrator exploiting, our tracker achieves a large improvement in success plot comparing with DEEPSRDCF (2.4%), ECO (2.4%), SRDCF (3.9%), and Staple_CA (4.0%), respectively.
The reason why our tracker outperforms other trackers by a large margin can be summarized in two aspects. i) Contrary to CA based trackers, we employ affinity propagation clustering method to select the most discriminative background patches instead of using the background patches from fixed directions. This strategy can further maximize the margin between background and target within correlation filter framework. ii) An obvious drawback of conventional CF based trackers is that they cannot handle target scale variation due to the property of circulant matrix in training correlation filter and the noisy update from inaccurate tracking results will undermine tracking model, while our proposed method integrates multilevel supervision to ensure the tracker be sensitive to scale variation.
We also evaluate the performance of our tracker on OTB-100 dataset that is an extended version of OTB-50 and contains 100 videos, and compare it with the trackers of Staple_CA, Staple [39] , DCF_CA [18] , DCF, DEEPSRDCF [37] , SRDCF [19] , and HDT [38] . The results in Table 1 show that the performance of most of the trackers VOLUME 6, 2018 FIGURE 6. Attribute based comparison of our tracker with some state-of-the-art trackers. We show the precision plots on all the 11 attributes, and the number in each subfigure title indicates the number of video sequence with a particular attribute. As shown in this figure, our tracker achieves consistent improvements compared to existing trackers.
degrade significantly due to the fact that OTB100 is a more challenging dataset. Our tracker ranks the second in success rate comparing with the state-of-the-art trackers. It should be noted that the best tracker DEEPSRDCF exploits spatial regularization to suppress boundary effect at the sacrifice of computational load. With supervision of background and scale regularization, our tracker obtains a significant improvement compared with context-aware based trackers Staple_CA and DCF_CA both in precision rate and success rate.
C. ATTRIBUTE BASED EVALUATION
In order to evaluate our tracking method comprehensively, we provide an attribute based evaluation. As mentioned TABLE 1. Comparison of tracking performance on OTB-100 dataset using the mean overlap precision. The best two results are shown in red and green colors, respectively. Our tracker ranks the second and the third on precision rate and success rate compared to the state-of-the-art trackers.
above, the video sequences in OTB-50/100 are annotated with 11 different attributes based on the tracking challenges. Those attributes are categorized as in-plane rotation, scale variation, illumination variation, low resolution, motion blur, fast motion, background clutter, occlusion, out-of-plane rotation, out-of-view and deformation. Fig. 6 shows the precision plots on 11 attributes. Our tracker obtains the best result on 6 of 11 attributes with a large margin to the second best tracker, namely, SV (5.9%), LR (1.5%), out-of-view (2.8%), BC (1.5%), in-plane rotation (2.7%) and FM (6.1%). In addition, our tracker ranks the second in videos with out-of-plane, ILL, MB and OCC challenges. As shown in Fig. 7 , our tracker achieves competitive performance in success plots for video sequences with LR, OCC, SR, FM and ILL attributes. Particularly, our tracker ranks the second in 3 of 11 attributes (BC, DEF, Out-of-view).
1) VIDEOS WITH SCALE-VARIATION
In case of video sequences with scale-variation attribute, the standard CF based trackers obtain the scores of 0.778 (SRDCF), 0.814 (DEEPSRDCF) and 0.814 (ECO). By contrast, our tracker gets the best performance and shows gains of 0.247, 0.111 and 0.111, respectively in precision plots, which demonstrates the effectiveness of combining multi-scale and multi-supervision training in handling target scale variation. For success plots, our tracker also achieves the best AUC score followed by DEEPSDECF (0.643), ECO (0.628), SRDCF (0.587) and Staple_CA (0.577) et al.
The first row in Fig. 8 shows the tracking screenshots of sequence carScale with significant scale variation overtime. Our tracker effectively tracks the target from the first frame to the end with a large overlap score. From frame 166, tackers MIL, TLD and Struck drift to the background area due to the poor ability in handling target scale variation. Up to frame 210, most of the trackers cannot adapt to target scale variation except Staple_CA, HDT and our tracker. The overlap scores between the tracking result and ground truth decrease by a large margin at frame 251 except our tracker. One of the reasons is that the target templates used to train tracking model are fixed and results in these models are not sensitive to scale variation.
The target in skiing sequence experiences the challenges like scale variation, fast motion, and motion blur. Because the target is very small at the initial frame, which results in that less appearance feature can be used to model the target. At the subsequent frames, the target scale changes significantly, so the tracker is disturbed by the background clutter and target size variation. Owing to our proposed tracker is trained with multi-level supervision in handling target scale variation, it still shows good tracking result facing these challenges, as shown in the second row of Fig. 8 . By contrast, as the improved version of DCF tacker, the SRDCF and DEEPSRDCF fail to track the target at the 40-th frame. Besides, owing to the difference between the foreground and background, it results in the poor performance of context-aware based correlation filter Staple_CA (failed at frame 10).
2) VIDEOS WITH BACKGROUND CLUTTER
Clutter background is a great challenge for correlation filter based tracking methods. The conventional CF trackers employ a limited image patch around target center to train a discriminative classifier. Even though the patch is larger than real target size, the method only exploits a very limited background information. The proposed method proposes to integrate the background information and correlation filter into one framework, which aims to maximize the margin between target and background distrators. In order to decrease the computational load and prevent suboptimal problem, affinity propagation is employed to select the most representative background patches, which is also the main difference between our tracker and context-aware based CF trackers.
As shown in Fig. 6 and Fig. 7 , our tracker ranks the first and second with respect to the backgroundclutter attribute based evaluation. Particularly, for the precision plot of sequence with BC attribute, our tracker outperforms the best tracker with 1.5%. It should be noted that tracker DCF_CA is the most similar with our tracker. However, the DCF_CA only exploits the background information from 4 fixed directions, which result in the correlation filter fall into sub-optimal. In the success plot evaluation, our tracker achieves the second with margin of 1.2% to the tracker HDT that ranks the first. It should be noted that the HDT employs the convolution feature maps from 5 layers, and then ensembles them through an effective optimization method. However, it is time consuming.
We illustrate some screenshots of video sequence with background clutter in Fig. 9 . The video sequence carDark is designed to evaluate the performance of tracker with background clutter attribute. In this situation, the background image is very similar with the appearance of target, and the target is prone to drift and even results in tacking failure if a tracker cannot fully exploit background information. As the figure shows, in the 232-th frame, tracker DCF_CA starts to drift from target, and at frame 271, DCF_CA shows a significant drift. But our tracker also obtains excellent performance in sequence Shaking and Soccer. As shown in the second row of Fig. 9 , the background is very similar to target. Due to lacking of effective supervision from background information, most of trackers drift from target except for Ours and ECO at frame 63. The reason is that the number of selected negative samples from background is very limited and results in the tracking model under-fitting for some trackers (including MIL, TLD, Struck). Furthermore, for context-aware based trackers (DCF_CA, Staple_CA, SAMF_CA), they employ the circulant matrix to generate thousands of negative training samples, however, these samples are from the fixed directions and lack of generalization ability. Instead, our tracker uses affinity propagation method to select the most general and representative background patches adaptively to maximize the margin between foreground and background in correlation filter framework.
V. CONCLUSION
In this paper, we have presented a robust correlation filter based tracking method via exploiting background information and multi-level scale supervision. Contrary to the conventional background exploring strategies which either sample negative samples randomly or utilize background patches from fixed position to train a background-aware tracker, we proposed to use affinity propagation method to select the most representative background patches adaptively to yield a discriminative correlation filter. Moreover, we have integrated multi-level scale supervision training into correlation filter to remedy the deficiency of handling scale variation of CF trackers. The proposed method are easily implemented and transfered to most of CF based trackers without introducing significant computational burden. Extensive experiments have showed the excellent tracking performance of the proposed tracker against most of state-of-the-art trackers, especially the significant performance in handling target scale variation and background clutter challenge.
In this work, only one layer CNN feature was employed to train correlation filter, which cannot achieve the best performance. In the future work, we would integrate multilayer CNN feature and spatial regularization into our tracking framework, and explore how to reduce computational load in the training process to improve tracking efficiency. 
