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INTRODUCTION
Quality discharge measurements or water-level measurements and effective flood frequency analyses (FFA) are the precondition for reliably defining design discharge (Bonacci and Ljubenkov 2008, Šraj et al. 2008) . Estimation of a flood magnitude corresponding to a chosen risk of flooding or even failure of a structure is an important part of engineering practice (Khaliq et al. 2006) . Improvements to FFA techniques are still the goal of hydrologists, because efficient planning and design of water structures require good estimates of the behaviour of extreme hydrological events, which can be highly destructive and cause major economic losses, environmental damage and even loss of life (Mikoš et al. 2004, Brilly and Polič 2005) . The relationship between discharge and return period is unique for every gauging station. The traditional annual maximum (AM) series approach is still the most used method in FFA in many countries, including Slovenia. An AM sample is defined by the maximum peak flow of each year. However, defining the samples in such a way can result in loss of information (Langbein 1949 , Lang et al. 1999 , Bačová-Mitková and Onderka 2010 . For example, some peaks that were not AMs, but are still relatively high, are not considered in AM analyses. However, some very low discharge values can be part of the AM series sample. Another shortcoming of the AM series is that the sample is usually rather small. An alternative to the AM method is the peaks-over-threshold (POT) approach (also called the partial duration series approach). The POT sample is defined by all peak values that lie above a certain truncation level (usually called the threshold or base level) (Lang et al. 1999) . Major difficulties in using the POT method are assuring the independence of the data series and choosing an appropriate threshold value.
The next step is to select an appropriate statistical distribution function for the time series of extreme discharges, which describes the random process best. Several distribution functions are available for modelling magnitudes of exceedences. Generally more than one distribution may fit the data well and selecting the best model can be difficult (Salas et al. 2012) . Many countries have developed guidelines suggesting which distribution to use. However, finding the best method is still a challenge for engineers. Next, the estimation technique for distribution parameters has to be chosen. The distribution parameters can be estimated through different methods, such as the method of moments (MOM), the method of L-moments (ML) and the maximum likelihood estimation (MLE). Sankarasubramanian and Srinivasan (1999) compared the MOM and the ML for parameter estimation of the generalized normal, generalized extreme value (GEV), Pearson type 3 (P3) and generalized Pareto distributions. The performance of the methods depended on the sample size and skewness of data. Ahilan et al. (2012) analysed data from 172 gauging stations in Ireland and investigated which of the extreme value (EV) distributions is most appropriate for FFA. The Gumbel distribution was preferred over two other types of EV distributions (EV II or Frechet, and EV III or Weibull) . Önöz and Bayazit (1995) investigated data from 19 gauging stations. Seven probability distribution functions were compared and the parameters were estimated with the MOM and the probability weighted moments (PWM). Chi-square, Kolmogorov-Smirnov (K-S), Anderson-Darling (A-D), probability plot correlation coefficient (PPCC) and other tests were used to assess the performance of the individual cases. Generally, the GEV distribution gave better results than the Gumbel, log-normal (LN), Pearson type 3 (P3), log-Pearson type 3 (LP3) and other distribution functions. Seckin et al. (2011) made FFA on the data from 543 gauging stations in Turkey. The ML was used for estimation of the distribution parameters. The GEV distribution gave better goodness-of-fit values than other distributions, such as the generalized logistic (GL) and LP3 distributions. Shane and Lynn (1964) were the first to propose the Poisson distribution for modelling the annual number of exceedences and an exponential distribution for the magnitudes of exceedences. Some other distributions were also used for modelling the annual number of events above the threshold and description of the magnitudes of exceedences. Besides the Poisson distribution (Todorovic and Zelenhasic 1970 , Cunnane 1979 , Tavares and da Silva 1983 , Kjeldsen et al. 2000 , one can also choose between the negative binomial (Cunnane 1979 , Lang et al. 1997 , Önöz and Bayazit 2001 , Bhunya et al. 2012 and binomial (Lang et al. 1997 , Robson and Reed 1999 , Önöz and Bayazit 2001 distributions. Cunnane (1979) made analyses on the data from 26 gauging stations in Great Britain; however, the negative binomial distribution function did not seem to offer any substantial improvement over the Poisson distribution. Bhunya et al. (2012) found that the Poisson distribution was better than the negative binomial distribution in cases when the difference between the mean and the variance of the annual number of exceedences was small. They used the GL distribution function for modelling the magnitudes of events above the threshold. Other distributions, such as the generalized Pareto (Van Montfort and Witter 1985 , Rosbjerg et al. 1992 , Lang et al. 1999 , LN (Adamson and Zucchini 1984, Rosbjerg 1987) and Weibull (Pekarova et al. 2008, Bačová-Mitková and Onderka 2010) , can also be used for modelling magnitudes. Rosbjerg et al. (1992) applied the MOM and PWM for parameter estimation for the partial duration series. They found that if the parameters were estimated with MOM, the result of the statistic mean square error (MSE) was smaller than in the case of PWM. Önöz and Bayazit (2001) derived expressions for the asymptotic sampling variance of the estimate of the T-year event. Cunnane (1979) suggested a simple test statistic, which checks the suitability of the Poisson distribution for modelling the annual number of events above threshold. Van Montfort and Witter (1985) proposed two statistical tests to check the adequacy of the exponential distribution for modelling the magnitudes of exceedences.
The main drawbacks of partial duration series are the threshold selection and assuring independence criteria. Cunnane (1979) and USWRC (1982) proposed two different types of independence criteria. Tavares and da Silva (1983) suggested that the threshold value should be as low as possible providing that model assumptions are still valid. Ashkar and Rousselle (1983a) found that if the Poisson and exponential distributions are applicable with a certain threshold, this should remain so with any higher threshold value. They also showed that the threshold should be so high that the Poisson model is still valid. Langbein (1949) suggested that the base level value should be equal to the lowest AM series event. Lang et al. (1999) suggested some graphical tests that should be used to make the appropriate threshold selection. Begueria (2005) also investigated the influence of threshold selection on partial duration series model assumptions, stating that a unique optimum truncation level cannot be found. Silva et al. (2012) also investigated the influence of threshold selection on FFA results. They analysed streamflow and rainfall data from Portuguese watersheds, while the tests proposed by Lang et al. (1999) were used to assess the POT analysis results. The Flood Estimation Handbook (Robson and Reed 1999) states that the main advantage of the POT method over the AM method is for the case of short data series (less than 14 years of data).
The dilemma of which approach to use is not new. In one of the first articles concerning partial duration series, Langbein (1949) investigated the relationship of recurrence intervals of floods on annual and partial duration series bases. He found that the difference between return periods converges to 0.5 years as the return period increases. The POT method contains more information about flood peaks than the AM series, because the sample is larger. Much research has compared the AM and partial duration series methods. Tavares and da Silva (1983) found that the partial duration series method had a lower estimation of the asymptotic sampling variance than the AM method, assuming that, at least on average, two peaks per year were selected. The magnitudes were modelled with the exponential distribution, while the Poisson distribution was used for the distribution of the annual number of exceedences. Cunnane (1973) reported that on average at least 1.65 peaks per year should be selected to achieve an advantage over the AM series method. An EV type 1 distribution was applied to the AM series, the MLE was used for estimation of the distribution's parameters and the sampling variance was used for comparison. Madsen (1996) performed similar analyses for the MOM and PWM. He found out that if a partial duration series contains more than, on average, 0.91 peaks per year, the variance, which was again chosen as the performance index, is smaller than in the case of the Gumbel distribution. Recently, Bhunya et al. (2012) compared different combinations of the partial duration and AM series methods. The POT model has more physical background because it is compounded from the distribution of the annual number of exceedences above the threshold and their magnitudes (Önöz and Bayazit 2001) . Bačová-Mitková and Onderka (2010) used data from five gauging stations on the Danube River to compare the AM and partial duration series. Which of these two methods gave higher estimated discharge values depended on the data properties and not just on the method selected for FFA.
The objectives of this study were: (a) to explore the influence of the threshold value in the POT method on FFA results, (b) to compare different statistical distribution functions and evaluate three parameter estimation techniques (MOM, ML and MLE) and (c) to compare the POT and the AM series method.
DATA
The Litija gauging station on the Sava River is one of the oldest stations in Slovenia (Kobold 2011) (Fig. 1) . The Sava River basin is the largest in Slovenia (Šraj 2001) covering an area of 10 746 km 2 and is part of the Danube River basin, which is located in Central and Eastern Europe (Pekarova et al. 2008) . The Litija 1 station has a drainage area of 4281.43 km 2 and lies at 230 m a.s.l. (Frantar and Hrvatin 2008 An Alpine pluvial-nival discharge regime is typical for this station. The characteristic of this regime is two fairly equal peaks in autumn and spring. In the case of Litija station, the main peak is in autumn (Frantar and Hrvatin 2005) . Below average water quantities usually occur in winter (January-March) and in summer (July-September). The seasonal behaviour of AM events is shown in Fig. 2 , which indicates that most of the annual peaks occurred between October and December, when the density of events is greatest. The resultant of all AMs also occurs in the autumn period (Fig. 2) .
METHODS
AM series, partial duration series and time series models can be used for FFA (WMO 1989) . The POT modelling provides additional flexibility and a more comprehensive description of the flood process (Lang et al. 1999) . Besides the magnitudes of exceedences, the POT model also considers the annual number of peaks above the threshold. The return period for the AM model differs from that of the POT model: T POT is the average interval between the high flows that exceed threshold value Q; T AM is the average interval between the years containing a flood with flow of at least Q. This definition of the return period is mostly used in hydrology. The relationship between the return periods is defined using the following equation (Langbein 1949) :
POT model
The POT model can be composed of the Poisson, binomial and negative binomial distributions for modelling the annual number of events above threshold, and of exponential or generalized Pareto distributions for magnitudes of exceedences. The dispersion index test (Cunnane 1979 ) and the Chisquare test were used to check the adequacy of the Van Montfort and Witter (1985) , were used to check the adequacy of the exponential distribution against the Pareto distribution for modelling the magnitudes of peaks above threshold. The POT method includes the steps discussed in the continuation.
Independence criteria The first step of the POT method is consideration of the independence conditions. Cunnane (1979) introduced the criterion that consecutive peaks must be separated by three times T P (average time to peak of five hydrographs), or that the smallest discharge value between two consecutive peaks must be higher than two-thirds of the first peak value. These two conditions were also considered in the POT analyses on the Danube River (Bačová-Mitková and Onderka 2010) and in analyses of the data from Portuguese watersheds (Silva et al. 2012) . The Water Resources Council suggested (USWRC 1982) the following criteria:
where A is basin area in square miles, and x S1 and x S2 are two consecutive peak values. The second peak should be rejected if one of the conditions in equation (2) is valid. These conditions were also considered in the POT analyses for Litija 1 station. Ashkar and Rousselle (1983b) suggested that independence criteria should be considered only if successive peaks are correlated and none of the other possible steps for reducing correlation is possible. They also showed that the main weakness of the first condition in equation (2) occurs in the case of larger basin areas. It will be shown in the Results Section that the consideration of independence criteria for Litija 1 station is reasonable. The difference between the average daily discharge value and the local maximum is relatively small. This means that only in the case of very large threshold values is the average daily discharge value rejected and so only the local maximum is considered in the POT sample. If a lower threshold value is chosen, both the average daily discharge value and the local maximum are considered. Both values are part of one flood event and it is not reasonable to consider one event more than once. This is one of the reasons why the use of independence criteria is necessary.
Threshold selection Defining the threshold value x 0 is one of the main disadvantages of the POT method. The selection of the threshold is a subjective process. It is important that the threshold value selected is high enough, so that the model assumptions are not violated (Lang et al. 1999) . But the truncation level should be selected as low as possible, so that the highest number of exceedences is selected and more reliable parameter estimates can be made (Ashkar and Rousselle 1987) . Langbein (1949) suggested that the truncation level be selected as equal to the lowest AM event. This means that at least one event per year is included in the analyses. Madsen et al. (1993) recommended the use of the standard frequency factor k and data properties (mean value and standard deviation). The threshold value can be calculated using the following expression:
The frequency factor k with value 3 can be selected. The low k value means that a low threshold value is selected and more events are included in the FFA. In the Flood Estimation Handbook (Robson and Reed 1999) , the threshold value is defined so that, on average, one, three or five events per year are selected. On average, four events per year were selected for the Danube River analyses (Bačová-Mitková and Onderka 2010). Some researchers have suggested using a return period as a basis for threshold selection. A return period of 1.2-2 years was used by Irvine and Waylen (1986) ; Lang et al. (1999) proposed three tests for threshold selection. The results of the tests give an interval of possible threshold values. One of these tests confirms the hypothesis of the Poisson process. This graphical test is based on the dispersion index (Cunnane 1979 ). An alternative to these possible truncation levels that have no physical background is to set the threshold as the overflowing water level value (bankfull level). In the latter case, only floods are considered in analyses.
Distributions for modelling the annual number of exceedences above threshold x 0 The Poisson distribution is the first choice for modelling the annual number of exceedences m. The alternatives are the binomial and negative binomial distributions.
If the mean value of m is the same as the variance of m, then the Poisson distribution is appropriate for modelling the annual number of events above a certain threshold level. The probability mass function of the Poisson distribution and the first three moments are (Önöz and Bayazit 2001) :
1; 2; :::
If the mean value of m is larger than the variance of the annual number of exceedences, the binomial distribution can be used. This means that the time distance between the events above the threshold is approximately constant. The probability mass function of the binomial distribution and the first three moments of m are (Önöz and Bayazit 2001) :
À αÞ γÀk k ¼ 0; 1; 2; :::
If the mean value of the annual number of exceedences is smaller than the variance of m, the negative binomial distribution is used as an alternative to the Poisson distribution. This means that the peaks sometimes occur in bunches. The probability mass function of the negative binomial distribution and the first three moments are (Önöz and Bayazit 2001) Pðm
Probability distributions for POT modelling Exponential and generalized Pareto distributions can be used for modelling the magnitudes of exceedences:
Instead of the above-mentioned distributions, one can also use the LN distribution (Adamson and Zucchini 1984, Rosbjerg 1987) , the Weibull (Bačová-Mitková and Onderka 2010) or the GL (Bhunya et al. 2012 ) distribution functions. The cumulative distribution function of the exponential distribution and the first two moments are (Önöz and Bayazit 2001) :
If the magnitudes are not exponentially distributed, then the generalized Pareto distribution is one of the possible alternatives. The cumulative distribution function and the first two moments of the Pareto distribution are (Lang et al. 1999) :
If the distribution for modelling the magnitudes of exceedences is combined with the distribution for modelling the annual number of peaks above threshold, the following expression can be derived (Shane and Lynn 1964) :
The POT model with exponentially distributed peaks yields the EV type I distribution of AMs, and, when the peaks are modelled with the generalized Pareto distribution, this leads to the GEV distribution (Madsen et al. 1997 , Lang et al. 1999 , Önöz and Bayazit 2001 . The following probability distribution functions are combinations of Poisson and exponential distributions (Önöz and Bayazit 2001) , binomial and exponential distributions (Önöz and Bayazit 2001) , negative binomial and exponential distributions (Önöz and Bayazit 2001) and Poisson and generalized Pareto distributions (Lang et al. 1999) , respectively:
where F X (x) is the distribution function. The expressions for the estimate of the T-year event (discharge) can be easily obtained from equations (11a-d).
Annual maximum series model
The AM series method is still frequently used in FFA. Using the AM series method there are no problems with independence criteria (usually), threshold selection and distribution of exceedences. The LN, P3, LP3, Gumbel, GEV and GL distributions were used for FFA with the AM series on the Sava River (Litija 1 station). The Gumbel distribution is a special case of the GEV distribution, while the GL and GEV distributions are special cases of the four-parameter Kappa distribution. The MOM, the ML and the MLE were used for parameter estimation in the AM method. The MOM gives good results in the case of symmetrical data, but, in most practical cases, flood data are asymmetrical, in which case the ML gives better results. L-moments are analogous to conventional moments and are more robust and less sensitive to outliers; they also give better parameter estimates for small samples (Hosking 1990 ). Lmoments are linear functions of PWM and are described in detail by Hosking and Wallis (2005) . The MOM equates the sample moments with theoretical moments of the distribution function. This method is simple, but it is known that the numerical values of sample moments can be rather different from those of the population from which the sample has been drawn (Sankarasubramanian and Srinivasan 1999) . The MLE defines the distribution parameters in such way that the probability of occurrence of our sample is maximal (Haktanir and Horlacher 1993) .
The LP3 distribution is mostly used in FFA in Slovenia. Using frequency factors is the simplest way of obtaining design discharges (Haktanir 1991) . This distribution function was also suggested by the Water Resources Council (USWRC 1982) . The GEV and GL distributions were proposed in the Flood Estimation Handbook (Robson and Reed 1999) for FFA on data from the rivers in Great Britain. LN distribution and LP3 distribution were used for the AM analyses on the Danube River (Bačová-Mitková and Onderka 2010). Karim and Chowdhury (1995) used the LN, Gumbel, LP3 and GEV distributions for FFA in Bangladesh. The distribution functions and equations for parameters estimation that were used for the AM analyses are shown in Table 1 .
Goodness-of-fit tests
One of the purposes of this article was to find which distribution function gives the best fit with the AM series sample. The Kolmogorov-Smirnov, AndersonDarling and PPCC tests were used to check the adequacy of the tested distribution functions. The root mean square error (RMSE), mean absolute error (MAE), relative mean absolute error (RMAE) and Akaike information criterion (AIC) were used to define the best fit distribution. These tests were also used to compare the MOM, the ML and the MLE for estimation of the distribution parameters.
The RMSE, MAE, RMAE and PPCC tests were also used to define with which truncation level the POT model gave the best fit to data. Different threshold values were used to define different POT samples. The results of K-S, A-D and PPCC tests can also be used to compare different distribution functions. Critical values for different significance levels are easily found in the literature (Haan 2002, Kottegoda and Rosso 2008) , but if the distribution function parameters are estimated from the sample used in the test, the critical values are modified. Different authors have provided critical values for the PPCC test for different distributions: Vogel (1986) for the Gumbel, normal and LN distributions, Chowdhury et al. (1991) for the GEV distribution, Vogel and McMartin (1991) for P3 and LP3 distributions and Kim et al. (2008) for GL and generalized Pareto distributions. Modified critical values for the K-S test can be found in the literature for the following distribution functions: normal and LN (Lilliefors 1967 , Crutcher 1975 , GEV (Chandra et al. 1981 , Chowdhury et al. 1991 , Gumbel and gamma (Crutcher 1975 ) and the logistic distribution (Stephens 1979) . Different authors have 
For: 1/3 < |t 3 | < 1:
For all t 3 values: Table 2 . This type of AIC test was used by Simonovic (2008, 2009) .
RESULTS AND DISCUSSION

Data analyses
The characteristics of the AM samples and some POT samples are shown in Table 3 . The MannKendall test (Kendall 1975 , Douglas et al. 2000 was used to detect the presence of trends in selected samples for the periods 1895-2010, 1895-1952 and 1953-2010 . The AM sample and three POT samples (POT 1, POT 3 and POT 5) were analysed. Samples were defined based on daily discharge series with included local maximums. Negative trends could be observed for the samples of the whole discussed period and for the first part of the period 1895-1952, whereas positive trend could be observed for the samples of the second part of the period (Fig. 7) ; in all cases the Mann-Kendall test results were not statistically significant.
The Von Neumann ratio test (Von Neumann 1941, Sahin and Cigizoglu 2010) and the standard normal homogeneity test (Alexandersson 1986, Sahin and Cigizoglu 2010) were used to assess the homogeneity of data from the Litija hydrological station on the Sava River. AM series samples for the periods 1895-2010, 1895-1952 and 1953-2010 were used to check if the data are homogeneous. Critical values provided by Sahin and Cigizoglu (2010) were used for the Von Neumann test and critical levels calculated by Khaliq and Ouarda (2007) were applied with the standard normal homogeneity test. Both tests showed that the analysed data are homogeneous for the whole of the discussed period. Because the analysed sample is homogenous and stationary, FFA can be performed.
POT model
The POT analyses were made for different threshold values. Many possible choices for threshold values that were found in the literature were applied to Litija 1 data for the period 1953-2010. The RMSE, MAE, RMAE and PPCC tests were used to find out which of these possible truncation levels gave the best fit to the POT sample. The results of the tests for different threshold values for partial duration series are shown in Fig. 3 . 
Notes: F i , empirical distribution function; F x , tested distribution function; Q max,i , sample discharge value; x i , calculated discharge value for the chosen distribution function; n, sample size; k, number of distribution parameters; K-S, Kolmogorov-Smirnov; A-D, Anderson-Darling; PPCC, probability plot correlation coefficient; RMSE, root mean square error; MAE, mean absolute error; RMAE, relative mean absolute error; AIC, Akaike information criterion. Comparison between POT and AM methods
The POT sample that was composed of, on average, eight peaks per year gave the best fit to data. Only slightly poorer test statistics were calculated with the sample that was composed of, on average, five peaks per year. The Poisson distribution was used for modelling the annual number of exceedences. This distribution function could not be rejected by the Chi-square test and the dispersion index test (Cunnane 1979) at the significance level 0.05. Magnitudes of exceedences were modelled with an exponential distribution. The G test and r ffiffi ffi n p test (Van Montfort and Witter 1985) could not reject the tested distribution function at the 0.05 significance level. Different POT samples were also checked with a simple graphical test, based on the dispersion index, as proposed by Cunnane (1979) and also used in other studies (Lang et al. 1999 , Begueria 2005 . A similar graphical plot was also used by Ashkar and Rousselle (1987) . The test statistic is defined using the expression: d = var(m)/E(m). Ashkar and Rousselle (1987) suggested that the threshold value should be chosen at the point where the curve starts to stabilize around the line d = 1. It can be seen from Fig. 4 that the POT sample with an average of five peaks per year (POT 5) gives satisfactory results. Because the threshold selection is a subjective process, one could easily select a different truncation level (higher or even lower values). The POT 5 sample was also suggested by the Flood Estimation Handbook (Robson and Reed 1999) . The hatched line in Fig. 4 shows the results of the dispersion index test when the independence criteria were not considered. In this case, the variance of the annual number of exceedences is larger than the mean value. This means that the events occurred in bunches, because daily-scale data sets that included local maximums were considered in the analyses. This graphical test defines the interval of possible threshold values. Fig. 3 Test results of RMSE, MAE and PPCC for different threshold values for the POT method. Fig. 4 Dispersion index test for the original series and the series for which independence criteria were considered.
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Nejc Bezak et al. Ashkar and Rousselle (1983a) found that if the Poisson distribution is valid for some threshold value, it should remain so for any higher threshold level. The results of the dispersion index test for the discussed data are in agreement with this conclusion (Fig. 4) .
If, instead of the Poisson distribution, the negative binomial (or binomial) distribution was used for modelling the annual number of exceedences, the results of the RMSE, MAE, RMAE and PPCC tests were generally not so good, as in the case of the combination of the Poisson and exponential distributions. Figure 5 indicates that the Poisson and binomial distributions gave similar results in the case of the POT 5 sample. The dispersion index value for this POT sample was slightly below 1; however, the Poisson distribution was not rejected by the dispersion index test or by the Chi-square test with the significance level of 0.05. But the results of RMSE, MAE, RMAE and PPCC tests showed that the Poisson distribution gave a better fit to the data than the negative binomial distribution. The difference in the estimated discharge values is less than 1% for smaller return periods and converges to 0% for larger return periods. Cunnane (1979) and Önöz and Bayazit (2001) also found that the negative binomial (binomial) distribution does not offer any satisfactory improvement of the Poisson distribution.
Annual maximum series model
The K-S, A-D, PPCC, RMSE, MAE, RMAE and AIC tests were applied to the AM series data for the period 1953-2010. The results of the tests for the case when the parameters were estimated with the MOM, the ML and the MLE are shown in Table 4 . When the parameters were estimated with the ML, the results of the test statistics were generally better than those in the case of the other two methods. The LP3 distribution gave the best results in most of the applied tests. When the parameters were estimated with the MOM, the LN distribution came second and the GEV distribution third. In the case of ML, the P3 and GEV distributions came second and third, respectively. When the distributions parameters were estimated using the MLE, the best results were obtained using the P3 distribution function. LN and LP3 distributions followed as the second and the third, respectively. Poor test results were obtained with the GL distribution. The results of PPCC, K-S and A-D tests showed that the LP3 distribution could not be rejected at the 0.05 significance level for any of the cases of parameter estimation considered. All the tested distribution functions could not be rejected with the chosen significance level of 0.05. All critical values for the 0.05 significance level are given in parentheses in Table 4 .
The ML gave higher estimated discharge values for larger return periods than the MOM and lower estimates for smaller return periods. The difference between the MOM and ML in the estimated discharge value for the return period of 100 years was 25 m 3 s -1
for the LP3 distribution function. In Fig. 6 , the results of AM analyses are shown for all considered distribution functions and all three parameter estimation techniques. The Weibull plotting position formula was used for graphical representation of the AM series sample. In the case of the MLE, the curves that link the estimated discharge value and the return periods are more dispersed than when using the ML or MOM. The L-moments ratio diagram was also used for data from Litija 1 gauging station. This plot confirmed the test results in Table 4 . The best results were obtained using LP3 and P3 .
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distributions. This type of a graph is appropriate for defining the best fit distribution function in the case of data from more than one gauging station (Peel et al. 2001) . But it was also used in the Litija 1 analyses to see if the plot results are in agreement with the test results represented in Table 4 . The results of the AM analyses in the case when the parameters were estimated with the ML were better than those obtained by using the MOM or the MLE. In our study, the skewness of data from Litija 1 station is 0.57 (period 1953-2010) and the sample size is relatively large. The ML gives better results than the MOM. These results are in agreement with the findings of Sankarasubramanian and Srinivasan (1999) . They found that the conventional moments are preferable at lower skewness, particularly for smaller samples. L-moments have the advantage at higher skewness values for all sample sizes. Rosbjerg et al. (1992) compared the MOM and the method of PWM for estimation of partial duration series model parameters. The MSE test was used and they found that MOM gave better results than PWM. The generalized Pareto distribution was used for modelling the magnitudes of exceedences.
Comparison between POT and AM series
The comparison between AM and POT series was based on daily discharge values with included local maximums for the period 1895-2010. Figure 7 shows all events above the threshold for the POT sample with an average of five peaks per year, and the AM series sample (for different time periods). The POT 5 sample is five times larger than the AM sample. The majority of additional peaks lie just above the threshold. The POT 5 truncation level was chosen as optimal for the data from gauging station Litija 1. Figure 8 shows histograms of both AM and POT 5 -2010, 1895-1952, and 1953-2010. samples for different sample lengths. It can be seen that the AM series data are more symmetrical than the POT sample and therefore the MOM might have an advantage over the ML. One of the main disadvantages of the POT method is the selection of the truncation level. Tavares and da Silva (1983) suggested selecting as low a threshold value as possible. In the case of the Litija 1 data, the POT 5 sample was selected as optimal. A higher threshold level could be selected, but the POT 5 sample gave good results in the applied statistical and graphical tests. The sample with an average of five peaks per year above threshold is also used in the Flood Estimation Handbook (Robson and Reed 1999) . The best statistical test results were obtained with the POT 8 sample, but this sample gave worse results in the graphical tests than the POT 5 sample.
From Fig. 4 , the interval of possible threshold choices can be defined. Tavares and da Silva (1983) found that a POT sample with an average of two peaks per year gave better results than the AM method. Cunnane (1973) reported that an average of at least 1.65 peaks per year should be selected in the POT method to gain advantage over the AM method. Madsen (1996) found that more than 0.91 peaks per year should be selected for the POT model to have advantage over the AM method when the parameters are estimated with the MOM. For the observed data from the Litija 1 gauging station , the POT sample with an average of one peak per year gave better results than the AM series with the use of the LP3 distribution function. With lowering of the threshold value, the POT results became even better than the AM series results. Önöz and Bayazit (2001) also found that the POT model was more efficient than the AM series method.
The results of the AM and POT methods for the cases that were selected as optimal are shown in Fig. 9 . For smaller return periods, the estimated discharge values with AM series method (MOM, ML and MLE) were slightly higher than in the case of the POT 5 sample. For larger return periods, the POT method gave higher estimated discharge values. The difference between the AM method and the POT method increases with increasing return period values. Bačová-Mitková and Onderka (2010) found that the POT method did not always give higher estimated discharge values. Önöz and Bayazit (2001) applied the POT method and the AM series method to two data sets. The estimates of the T-year event from the POT sample were smaller than those obtained from the AM series. In our study, the POT Fig. 8 Histograms of the AM series and the POT 5 data for different time periods (left to right): 1895-2010, 1895-1952 and 1953-2010. model gave higher estimated discharge values than the AM model with the LP3 (MOM and ML) and P3 (MLE) distributions for larger return periods. The difference becomes even more significant with the samples for 1895-2010 and 1895-1952 . In these cases, the difference between the AM sample with the use of LP3 distribution (ML) and the POT 5 model is larger than 500 m 3 s -1 , and some other distributions gave higher estimated discharge values than the LP3 distribution (Table 5 ).
The estimated discharge values with return periods of 10 and 100 years for the AM and POT series are shown in Tables 5 and 6 (for different time periods). The ML gave higher estimated discharge values than the MOM for all six probability distributions considered (sample 1953-2010) . The difference between MOM and MLE, and MLE and the ML, is not so unambiguous (sample 1953-2010) . Lowering of the threshold value does not mean higher estimated discharge values (Table 6 ). The dispersion Fig. 9 Results of the AM and POT flood frequency analyses. (range) of estimated discharge values for the POT model is smaller than in the AM method (Tables 5  and 6 ). However, the differences between the two methods are not very large, especially if we look at them in the light of accuracy of the data (measuring errors, rating curve extrapolation), which can lead to errors of up to 10%, or even 15%. The ML results were in a narrower range than results obtained with the MOM and MLE. We can conclude that, in our case, the results depend mostly on the distribution selected, especially for high return periods. Similar conclusions can be made for the other two samples (1895-2010 and 1895-1952) , where only the ML was used and three threshold values were considered (POT). For these two samples, the differences between the POT and AM methods are a bit larger, and the LN distribution gave the highest estimated discharge values.
CONCLUSIONS
This article presents analyses of high flows in relation to the data from the Litija 1 gauging station on the Sava River for the period 1895-2010. Flood frequency analyses were carried out with the AM and partial duration series (POT).
One of the main disadvantages concerning the POT method is the selection of the threshold value. Several different truncation levels were applied to the Litija 1 data (sample 1953-2010) . Tests were applied to find which threshold value gave the best fit to data. The POT 5 sample was selected as optimal. This truncation level is also used in the Flood Estimation Handbook (Robson and Reed 1999) . Since the threshold selection is a subjective process, one could easily choose any higher or even lower threshold value, but the chosen base level (POT 5) provided enough advantage regarding sample size, and the results of statistical tests were considerably better than in the case of the AM series. The POT model used the exponential and Pareto distributions for modelling the magnitudes of exceedences, and the Poisson, binomial and negative binomial distributions for the annual number of events above the threshold. Independence criteria that were suggested by USWRC (1982) were applied to the Litija 1 data. Four tests were used to check the adequacy of the Poisson and exponential distributions. For modelling the annual number of exceedences above the threshold, the Poisson distribution gave better results than the binomial distribution. The estimated discharge values were almost identical using combinations of the Poisson and exponential distributions, and the binomial and exponential distributions. Similar conclusion were drawn by Cunnane (1979) and Önöz and Bayazit (2001) .
Different parameter estimation techniques were used and some frequently used probability distribution functions were applied to the AM data. The LP3 distribution gave the best fit to the AM data (sample 1953-2010) using the MOM and the ML. For the MLE, the best results were obtained with the P3 distribution function. The GL distribution gave a poorer fit to the AM sample. The LP3 distribution could not be rejected by the K-S, A-D and PPCC tests with a significance level of 0.05. The threeparameter log-Pearson distribution is often used in FFA and was also suggested by the Water Resources Council (USWRC 1982) . The ML generally showed better results than the MOM or the MLE (sample 1953-2010 ). This conclusion is in agreement with the findings by other researchers (Sankarasubramanian and Srinivasan 1999, Hosking and Wallis 2005) . The difference between the MOM and MLE is not so unambiguous; the MLE gave better results than the MOM in some distribution functions (P3, Gumbel) and, in the case of the Gumbel distribution function, even better results than the ML.
The POT method gave better results than the AM series method. Cunnane (1973) , Tavares and da Silva (1983) , Madsen (1996) and also Bhunya et al. (2012) found that the POT method with an average of two events per years had an advantage over the AM method. The same can be said for any lower threshold value. In the Litija 1 analyses (sample 1953-2010) , even the POT sample with an average of one peak per year above the threshold gave better results than the best of the AM combinations (LP3 and ML). For lower truncation levels, the test results were even better. Tavares and da Silva (1983) state that the threshold value should be selected as low as possible; however, the model assumptions must remain valid. The POT 5 sample was composed of the Poisson distribution for modelling the annual number of exceedences and the exponential distribution for modelling the magnitudes of events above the threshold. Both distributions were tested and could not be rejected with a significance level of 0.05. The POT method gave higher estimated discharge values than the AM series method (for all three periods : 1953-2010; 1895-2010; 1895-1952) ; however, some other research has found the opposite Bayazit 2001, Bačová-Mitková and Onderka 2010) . Some research states that the main
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Nejc Bezak et al. advantage of the POT method is for smaller sample sizes (Robson and Reed 1999, Bačová-Mitková and Onderka 2010) , but the results of our analyses show that the POT method can also be used when longer samples are analysed. The POT method is a little more complex than the AM series method, but the results of statistical and graphical tests show that the POT method gives better fits to data. The POT method is a good alternative and improvement on the AM series method and can also be used in the case of longer data series. If one wants to make a quick estimate of design discharge, we suggest using the ML as the parameter estimation technique and three or four different distribution functions (e.g. LP3, GEV, P3 and GL), but if more serious work is to be done then more detailed analyses should be carried out, including partial duration series analyses for a few different thresholds values. In both cases some statistical or (and) graphical tests should be added to analyses. For further conclusions about the adequacy of the separate aspects of FFA, similar analyses should also be performed for other gauging stations in Slovenia.
