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Multi-millennial transient simulations of climate changes have various important applications, 
such as for investigating key past geologic events for which high resolution proxy data are 
available, or for projecting the long-term impacts of future climate evolution on the performance 
of geological repositories for radioactive waste disposal. However, due to the high computational 
requirements of current General Circulation Models (GCMs), long-term simulations can generally 
only be performed with less complex models and/or at lower spatial resolution. In this thesis, 
two tools are developed which can be used to rapidly project long-term (>1000 years) changes 
in climate and one of its primary forcings – atmospheric CO2 concentration.  
A multi-exponential analysis is performed on a series of atmospheric CO2 decay curves predicted 
by an Earth system model, producing an empirical response function that can rapidly project the 
long-term response of atmospheric CO2 to any plausible cumulative CO2 release. With increasing 
total emissions, the buffering and CO2 uptake by the ocean on anthropogenic timescales is found 
to progressively saturate, whilst CO2 uptake due to carbonate weathering processes 
progressively increases in importance to compensate. In contrast, the uptake timescale and 
relative importance of the silicate feedback is almost unchanged. 
Long-term “continuous” projections of climate evolution are then produced using a statistical 
emulator calibrated using GCM simulations with varying orbital configurations and atmospheric 
CO2 concentrations. The emulator is applied to model climate in the late Pliocene and over the 
next 1 million years. For both periods, emulated climate varies on an approximately precessional 
timescale, with evidence of increased obliquity response at times. Uncertainties include the 
emulator’s inability to represent true transient changes in the climate system, and its limited 
range of fixed ice sheet configurations. The climate data produced is suitable for use in modelling 
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Over time, the Earth’s climate can undergo significant changes. These changes can occur 
at different spatial scales, with global, regional and/or local variations, as well as at different 
temporal scales, on timescales of seconds up to millions of years or more. It is known from palaeo 
data, which can be interpreted as a proxy for climate, that global climate in the past experienced 
large variations, ranging from hypothesised “Snowball Earth” conditions in the late 
Neoproterozoic (>650 million years (Myr) Before Present (BP)) when extreme glaciations may 
have covered the majority of the Earth’s surface with ice, to the “hyperthermal” interval that 
occurred during the Paleocene-Eocene Thermal Maximum (PETM; ~55 Myr BP), to the glacial-
interglacial cycles that are associated with the waxing and waning of ice sheets in the Northern 
Hemisphere, and that have been a dominant feature of the Earth’s climate system over the past 
several million years. Climate in the future will also undergo changes, driven by the natural 
forcings that have driven climate changes in the past, but also by the increasing atmospheric 
concentrations of carbon dioxide (CO2) that are a result of anthropogenic activities.  
Research into future changes in climate often focuses on shorter timescales that are 
deemed to be immediately relevant to society, typically changes occurring over years to 
hundreds of years up to several millennia (IPCC, 2013). However, projections of future climatic 
changes occurring on relatively long timescales, of tens of thousands of years or more, also have 
a number of applications, one of the primary ones being to the long-term disposal of radioactive 
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wastes. The extended timescales involved in the decay of radioactivity in these wastes to safe 
levels means that disposal facilities must continue to function effectively long into the future. It 
is, therefore, essential to consider the potential impacts of long-term climate evolution and 
associated landscape change on a proposed waste repository. 
This thesis proposes a framework for how long-term climate change can be addressed in 
the context of radioactive waste disposal, and develops several tools based on climate models of 
different complexities. These tools can be used to project the possible long-term evolution of 
both past and future climates, as will be demonstrated. It also includes an illustrative case study, 
in which the proposed methodology is applied to the potential site of a radioactive waste 
repository. 
In this introductory chapter, background information about the disposal of radioactive 
wastes is given, along with a description of the forcings associated with long-term climate 
change, and a review of previous studies that modelled future climate evolution. Finally, the aims 
of the thesis are outlined, and the framework for addressing climate change in the context of 
radioactive waste disposal is presented. 
1.1 Disposal of radioactive waste 
In this section, background information about radioactive waste is provided (Sections 
1.1.1 and 1.1.2), along with an explanation of why long-term climate change is relevant to its 
disposal (Section 1.1.3). 
1.1.1 Radioactive waste 
Radioactive waste is defined as material that is of no further use, and that contains levels 
of radioactivity that are above a certain level, as defined by legislation (e.g. Radioactive 
Substances Act, 1993). It is produced from a range of sources, including medical, industrial, 
research, and defence activities, as well as during nuclear energy production. Waste comes in a 
huge range of forms and quantities, depending on the source and site of its production. It is 
organised into four main categories in the UK, defined by the level of radioactivity the waste 
contains and the amount of heat that this radioactivity produces. These categories are: 
• High Level Waste (HLW), which may also include Spent Nuclear Fuel (SNF) 
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• Intermediate Level Waste (ILW) 
• Low Level Waste (LLW) 
• Very Low Level Waste (VLLW) 
In the UK, the Nuclear Decommissioning Authority (NDA), a non-departmental public 
body reporting to the Department for Business, Energy and Industrial Strategy (BEIS), is 
responsible for the long-term management of radioactive waste. This includes responsibility for 
the decommissioning and clean-up of nuclear facilities, the safe management of all waste 
products (both radioactive and non-radioactive), and the implementation of policy on the long-
term management of waste. It releases an inventory of radioactive waste and nuclear materials 
in the UK every 3 years. Information from the latest inventory (NDA, 2016) is presented in Table 
1.1, including the definition for each category of waste, and the projected inventory in 2125 CE 
(Common Era). Of the total volume of waste, approximately 96% has already been produced, 
mostly making up existing nuclear facilities (e.g. reactors, reprocessing plants, etc) which will be 
decommissioned and cleaned up when they reach the end of their operating lifetime within the 
next ~100 years. The remaining 4% will be produced in the future from planned operations. As 
can be seen from Table 1.1, the majority of the radioactive waste inventory is made up of VLLW 
and LLW (>90%), with less than 0.03% comprising HLW. However, HLW contains more than 95% 
of the radioactivity in all radioactive waste, at 3,200,000 terabecquerels (TBq) in 2150 CE (NDA, 
2016).  
Radioactivity can be highly hazardous to all forms of life, since ionizing radiation has 
enough energy to cause chemical changes in cells which damages them. This damage may be 
temporary or permanent, and may result in the cell dying or becoming abnormal. It can also lead 
to cancer, due to the DNA in cells being damaged and misrepaired. Ultimately, the amount and 
type of ionizing radiation and the length of exposure will determine the extent and severity of 
damage, which will also be affected by the type of exposure, i.e. external or internal. External 
exposure occurs when the radioactive source is outside the organism which is exposed to it, such 
as an airline passenger exposed to cosmic radiation or a worker at a nuclear power plant being 
exposed to activated components during maintenance work. Internal exposure occurs when the 
source of radiation enters the organism, through inhalation, ingestion or injection, via wounds 
or across the intact skin (as occurs with tritium). A summary of the sources and effects of ionizing 
radiation can be found in various reports from the International Commission on Radiological 
Protection (ICRP) and the UN Scientific Committee on the Effects of Atomic Radiation (UNSCEAR), 
including ICRP (2007) and UNSCEAR (2000). As a result of the dangers associated with radiation,  
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Table 1.1. Types of nuclear waste, including their definition, examples of wastes, and total packaged volume forecast 
up to 2125 CE after waste packaging (m3). Source: Taken from NDA (2016). 
Type Definition (NDA, 2016) Examples Total volume 
in 2125 (m3) 
HLW Wastes in which the 
temperature may rise 
significantly as a result of their 
radioactivity, so this factor has 
to be taken into account in 
the design of storage or 
disposal facilities 
SNF, and the residue 
produced during 
reprocessing of SNF 
1,500 
ILW Wastes exceeding the upper 
boundaries for LLW, but 
which do not require heating 
to be taken into account in 
the design of storage or 
disposal facilities 
Redundant nuclear fuel 
casing, core components, 
and graphite blocks from 
nuclear reactors 
449,000 
LLW Wastes containing 
radioactivity not exceeding 4 
gigabecquerels (GBq) per 
tonne of alpha activity, or 12 
GBq per tonne of 
beta/gamma activity 
Items and materials 
associated with the daily 
operation of nuclear 
facilities, including 
protective equipment, plant 
items, ion-exchange resins, 
and sludges 
1,600,000 
VLLW A sub-category of LLW, 
comprising wastes that can be 
disposed of with municipal 
commercial or industrial 
waste, or can be disposed of 
in specified landfill sites 
Items and materials from 
hospitals and universities, 
structural building 
materials, and excavated 
soils produced during 
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radiative waste is regulated by governments, who follow the guidance of international 
organisations such as the ICRP, the International Atomic Energy Agency (IAEA) and the UNSCEAR, 
and its management is carefully controlled in order to protect human health and the 
environment. 
The total radioactivity (expressed as nuclear decays per second and measured in 
Bequerels, Bq, s-1) of a radioactive isotope reduces over time, as the unstable atomic nuclei emit 
radiation in the form of particles, such as alpha (helium nuclei), beta (electrons and positrons) or 
gamma (photons) (it is these emitted particles that result in damage to cells). This process causes 
the nucleus to lose energy, thus transitioning to a stable isotope in one or more steps. The 
expected decay rate of a radionuclide is described by its half-life, which is a measure of the time 
taken for half of its radioactive atoms to decay. The half-lives of different radionuclides vary 
greatly, ranging from seconds or shorter (e.g. oxygen-22 – 2.25 seconds) up to a million years or 
longer (e.g. caesium-135 – 2.3 Myr). The total radioactivity, type of radioactivity, half-life, and 
biological and environmental factors, play a role in determining the level of risk that the waste 
poses to humans, non-human biota, and the environment. 
1.1.2 Long-term disposal 
At present, radioactive waste in the UK is managed in a number of ways and at various 
locations, as illustrated in Figure 1.1. Re-use and recycling of VLLW and LLW materials is carried 
out where possible, in order to reduce the total amount of waste that is to be disposed. LLW that 
is not suitable for recycling is disposed of in the national Low Level Waste Repository (LLWR) in 
Cumbria, England, a near-surface facility in which ~1 million cubic metres of LLW has been 
deposited since 1959 (NDA, 2010). A new shallow LLW repository has also been constructed near 
to the Dounreay site in Caithness, Scotland, which began receiving waste in 2015. 
For ILW, a final disposal solution has not yet been decided in the UK. As a result, waste is generally 
currently stored in treated or untreated form in a variety of containers (e.g. tanks, vaults, silos, 
and drums) at nuclear sites. If necessary, it may also be transferred and stored off-site. Several 
other countries have adopted geological disposal for the long-term disposal of ILW. An example 
of such a facility is the SFR facility in Forsmark, Sweden, which is a repository for LLW and ILW 
constructed ~50 m below the Baltic Sea. Geological disposal is discussed in more detail below. 
 The UK’s (excluding Scotland) and many other countries’ preferred final disposal solution 
for SNF and HLW (and in some cases ILW) is deep geological disposal. This involves building a 




Figure 1.1. Sites where radioactive waste and materials are currently stored. Source: Taken from DECC (2014) (p. 16). 
highly-engineered Geological Disposal Facility (GDF) deep underground, generally between 200 
and 1000 m below ground level (BGL). An illustrative example of such a facility is shown in Figure 
1.2. GDFs are designed and constructed such that they provide a multi-barrier system, which 
aims to keep the waste and its radioactivity contained and isolated for long periods of time to 
minimise and slow radionuclide release and therefore potential damage to the environment. 
Figure 1.3 shows a schematic of such a multi-barrier system as used for ILW and HLW, and the 
barriers may typically include (NDA, 2010): 
• The form of the waste: i.e. a stable, solid form. 
• The waste container: provides a physical barrier around the waste and is designed to 
keep the waste contained for 1000 years or longer, e.g. in a copper canister. 




Figure 1.2. Illustrative schematic of a geological disposal facility. Source: Taken from DECC (2014) (p. 23). 
• The buffer or backfill: the material placed immediately around the waste aims to act as 
a physical barrier to limit water movement, and/or provide a chemical barrier, e.g. 
cement to provide a high pH environment that ensures low solubility and a high degree 
of sorption for many radionuclides. 
• Mass backfill and sealing systems: used to fill and seal excavated access tunnels and 
shafts, aiming to control the movement of water to repository depth. 
• Geological barrier: comprises the host rock that the facility is constructed in, as well as 
the surrounding rocks. It aims to provide the long-term containment and isolation of the 
waste, whilst also protecting the engineered barriers. Therefore, it should ideally be 
geologically stable with low seismicity and low levels of groundwater inflow. 
As with a repository for ILW, no such facility yet exists in the UK. However, there are 
proposals for the construction of deep GDFs for HLW and SNF both in Olkiluoto, Finland and in 




Figure 1.3. Schematic of a multi-barrier system. Source: Taken from DECC (2014) (p. 19). 
Forsmark, Sweden. As mentioned previously, the Forsmark site already hosts the SFR repository 
for LLW and ILW, and the proposed KBS-3 type facility for SNF and HLW will be located 400-500 
m BGL in a granitic type of host rock. The planned facility at Olkiluoto is also a KBS-3 type and, if 
approved, will be located at a depth of 400-450 m BGL in crystalline bedrock. The US has also 
selected a site for the proposed first US repository for spent nuclear fuel and high-level waste, in 
Yucca Mountain, Nevada. If approved, the Yucca Mountain facility will be constructed 
approximately 300 m BGL in a flat-topped ridge comprised of volcanic tuff. 
1.1.3 The relevance of long-term climate change 
The significant timescales involved in the decay to safe levels of radionuclides 
incorporated in radioactive wastes means that GDFs must continue to function effectively for 
long timescales. For repositories containing LLW and ILW, such as the UK’s LLWR facility (LLWR, 
2011), this operating lifetime is up to 100 kyr (thousand years). For HLW and SNF, repositories 
such as the proposed KBS-3 facility at Forsmark in Sweden (SKB, 2011) must remain functional 
for up to 1 Myr. Over such long timescales, both global and regional climate will undergo 
significant changes, which may have significant impacts on the functioning of the facility. It is, 
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therefore essential to consider long-term climate evolution and associated landscape change in 
post-closure performance assessments (PCPAs) in order to evaluate a geological disposal 
system’s response to and robustness against a variety of potential environmental changes, driven 
by both natural (e.g. orbital variations) and anthropogenic (e.g. emissions from combustion of 
fossil fuels, land-use change and cement production) forcings. 
In order to identify what climate changes may be of relevance to different waste 
repositories and how they might be impacted by these changes, facilities can be categorised 
based on various criteria, as shown in Figure 1.4 taken from the final report of MODARIA Working 
Group 6 (2016). These categories include the mode of construction, the geological context, the 
hydrogeological context, the coastal context and the potential for extreme climates.  
For repositories in glaciated environments for example, the environmental change that 
is likely to have the most significant impact is the passage of an ice sheet margin across the site 
(Becker et al., 2014). Whether the accompanying changes in the hydrological regime are likely to 
have a large impact can be inferred from the hydrogeological and geological context, whilst the 
mode of construction will give an indication of how vulnerable the facility is to surface 
denudation and permafrost formation. For HLW repositories, the timing and severity of the 
glaciation may be of particular importance, as this will determine the remaining radionuclide 
inventory that can be impacted by the altered hydrogeological conditions that occur during 
passage of the ice sheet. It will also determine the duration of the period of permafrost 
conditions prior to glaciation and, therefore, be a key factor in determining whether the 
permafrost develops to repository depth (SKB, 2011).  
Thus, different repositories have different key timescales that need to be considered, 
based in part on the climate-change processes that are expected to have the most significant 
impact on the facility. In the case of the UK’s LLWR for example, the coming centuries will be key 
as sea-level rise and the resultant coastal erosion are expected to affect the site on these 
timescales (Fish et al., 2010), whereas permafrost is projected to impact Sweden’s SFR disposal 
facility on timescales of tens of millennia (SKB, 2014). In contrast, the key timescale for the 
proposed HLW and SNF repositories in Sweden and Finland is 100 kyr or longer (SKB, 2011, 
Kjellström et al., 2009, Pimenoff et al., 2011). In this context, the timing of the next glacial 
inception and amplitude of future glacial-interglacial cycles are key. 
 




Figure 1.4. Categories of facilities. Source: Taken from Figure 2.1 (p. 25) of MODARIA Working Group 6 (2016). 
1.2 Long-term climate change 
The evolution of future climate is critical for the assessment of the safety of long-term 
storage of nuclear waste in geological repositories. However, in contrast to climates that 
occurred in the past, no observational data exist for the future; as such, scientists are reliant 
entirely on models for their predictions (or, more correctly, alternative projections under various 
assumptions, notably in respect to anthropogenic emissions of greenhouse gases). This 
necessitates a careful consideration of the uncertainties inherent in the projections, which 
encompass the evolution of atmospheric carbon dioxide concentrations on both short (101–102 
years) and long (104–106 years) timescales in response to carbon cycle processes, and the climatic 
response to CO2 and variations in Earth’s orbital parameters. In this section, a summary of the 
main forcings and feedbacks affecting future climate change occurring on timescales of tens of 
thousands of years or more is provided (Sections 1.2.1 and 1.2.2).  
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1.2.1 Forcings of long-term future climate change 
1.2.1.1 Orbital parameters 
On timescales of up to 1 Myr, the primary external forcing of the Earth system is variation 
in incoming solar radiation at the top of the atmosphere. This variation results from changes in 
the Earth’s astronomical parameters, which determine the seasonal and latitudinal distribution 
of incoming radiation. For example, Figure 1.5 (bottom panel) illustrates fluctuations in insolation 
at 60 degrees North (° N) in June for the last 1 Myr. The key astronomical parameters are 
eccentricity (the extent to which the orbit of the Earth around the sun is elliptical), obliquity (the 
angle of the axis of rotation relative to the plane of the orbit of the Earth around the Sun), and 
the precession (the timing of aphelion or perihelion relative to the vernal equinox). Due primarily 
to the gravitational effects of other bodies in the solar system, these three astronomical 
parameters vary on timescales of ~400 kyr and ~100 kyr (eccentricity), ~40 kyr (obliquity), and 
~20 kyr (precession). Precession and obliquity modify the latitudinal and seasonal distribution of 
incoming radiation but do not affect the total global annual mean insolation. Eccentricity affects 
both the distribution of radiation and the total amount of radiation (albeit to a small degree), 
and also modulates the precession parameter.  
For both the past and future, the development of the three orbital parameters 
(precession, obliquity and eccentricity) can be calculated with relatively little uncertainty for up 
to tens of millions of years (e.g. Laskar et al., 2004). For the next ~100 kyr, the eccentricity of the 
Earth’s orbit will be relatively low, which will reduce the impact of precessional changes and will 
result in obliquity having a greater influence on climate (Ganopolski et al., 2016). Minima in June 
insolation at 65° N in the next 100 kyr occur at approximately 17, 54, 77 and 97 kyr After Present 
(AP), making glacial inception more likely around these times. However, as will be discussed later, 
increased radiative forcing due to higher atmospheric CO2 concentrations may result in a delay 
in glacial inception for one glacial cycle or more. 
1.2.1.2 Atmospheric CO2 
As a direct result of the astronomical forcing, Earth’s climate has swung between glacial 
and interglacial states over at least the last 1 Myr (Figure 1.5; middle panel), despite the changes 
in orbital characteristics providing only a relatively weak forcing. The reason for the large 
response is likely due to positive feedbacks in the Earth system that amplify the eccentricity 




Figure 1.5. Top panel: CO2 composite record for the last 1 Myr (Luthi et al., 2008), and the observed annual average 
atmospheric CO2 concentration of 393.8 parts per million by volume (ppmv) in 2012 CE (www.esrl.noaa.gov). High 
values of CO2 correspond to a warmer climate (interglacial state). Middle panel: Stack of 57 benthic δ18O records for 
the last 1 Myr (Lisiecki and Raymo, 2005), which is used a proxy for global ice volume and temperature. High values of 
δ18O correspond to a colder climate (glacial state). Bottom panel: June insolation at 60° N for the last 1 Myr and the 
next 100 kyr (Berger, 1978, Berger and Loutre, 1991). Source: Taken from Figure 3.1 (p. 34) of MODARIA Working Group 
6 (2016). 
forcing. The primary feedback is associated with the carbon cycle. Ice-core records indicate that 
glacial periods are associated with relatively low concentrations of CO2 (Figure 1.5; top panel) 
and methane (CH4). However, the mechanism by which CO2 changes through glacial-interglacial 
cycles is currently uncertain. Likely contributing effects are physical processes such as 
temperature dependence of the solubility of CO2 in the ocean, ocean circulation affecting the 
lifetime of CO2 in the ocean, and biogeochemical processes associated with the biological pump, 
such as iron fertilisation in the Southern Ocean increasing during glacial episodes (See Figure 6.5 
of Ciais et al., 2013). Feedbacks associated with the carbon cycle are so poorly understood that 
it is common practice to consider CO2 changes in the past as a forcing on the climate system, 
rather than a feedback, and to impose CO2 concentrations in long-term palaeoclimate 
simulations. Furthermore, anthropogenic emissions of CO2 provide a genuine external climate 
forcing. Therefore, for the remainder of this thesis, CO2 will be considered as a forcing on the 
climate system. 
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There is a significant amount of uncertainty relating to the future evolution of 
atmospheric CO2 concentration. Firstly, it is not possible to know how anthropogenic CO2 
emissions will develop over the next few hundred years or longer in response to human activities, 
particularly combustion of fossil fuels, cement production and land use change. However, it is 
likely that, at least for the remaining part of the 21st century, CO2 will continue to be released to 
the atmosphere, and thus the atmospheric CO2 concentration will continue to increase (IPCC, 
2013). CO2 emissions scenarios are often developed for use in modelling studies, based on 
different assumptions about future socioeconomic developments that aim to cover the range of 
possible futures. For example, the Fifth Assessment Report (AR5) of the Intergovernmental Panel 
Climate Change (IPCC, 2013) uses four Representative Concentration Pathways (RCPs), which 
describe changes in radiative forcing over time, and have different year 2100 radiative forcing 
targets, of 2.6, 4.5, 6.0 and 8.5 Watts per square metre (W m-2). These end-of-century targets 
roughly represent low (RCP2.6), medium (RCP4.5 and RCP6.0) and high (RCP8.5) levels of climate 
forcing, and extensions to the scenarios also exist that project emissions to 2300 CE. 
Secondly, there is uncertainty about the atmospheric lifetime of emitted anthropogenic 
CO2, related to how long it will remain in the atmosphere before it is removed by the natural 
carbon cycle, thus returning CO2 concentrations back towards pre-industrial values. There is 
increasing evidence that a significant proportion will remain in the atmosphere for very long 
timescales, due to its removal over tens to hundreds of thousands of years by a range of carbon 
cycle processes (Archer et al., 1997, Archer and Ganopolski, 2005, Lenton and Britton, 2006, 
Ridgwell and Hargreaves, 2007). Transient simulations performed using Earth system Models of 
Intermediate Complexity (EMICs) containing representations of the long-term carbon cycle 
suggest that, even 10 kyr after CO2 emissions have ceased, between 15 and 30% of emissions 
remain in the atmosphere following total cumulative emissions of approximately 200–5000 
petagrams of carbon (Pg C; 1 Pg = 1015 g) (Eby et al., 2009). It is estimated that, neglecting natural 
carbon cycle variations, it may take up to 1 Myr or more for pre-industrial CO2 values to be 
restored following an anthropogenic CO2 perturbation (Lenton and Britton, 2006, Colbourn et 
al., 2015), with higher total emissions taking a greater amount of time to be removed. The long-
term evolution of an atmospheric CO2 perturbation is found to be dependent on the total 
emissions released, rather than the rate of release (Eby et al., 2009), hence the amount of CO2 
released over the coming centuries will affect the lifetime of the perturbation. Based on current 
emissions trends, CO2 originating from anthropogenic activities is expected to act as a significant 
forcing on climate for the next few tens of thousands of years or longer, in combination with 
variations in the orbital parameters. Notwithstanding this, it is also important to consider 
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scenarios in which humanity carries out large-scale carbon-cycle geoengineering, in which 
anthropogenic CO2 is effectively reduced to zero, and the system follows a “natural” trajectory 
as it would have in the absence of human industrialisation. 
A third source of uncertainty is associated with natural variations in the carbon cycle. In 
the absence of anthropogenic emissions, atmospheric CO2 concentrations have fluctuated over 
the past few million years, often demonstrating a strong correlation with temperature (Petit et 
al., 1999, Luthi et al., 2008). During the late Quaternary, atmospheric CO2 has varied between 
~180 and 280 ppmv on glacial-interglacial timescales, and it is expected that fluctuations will 
continue into the future, although of an unknown magnitude. For reference, pre-industrial 
concentrations of atmospheric CO2 were ~280 ppmv, and current concentrations are ~400 ppmv. 
1.2.1.3 Other forcings 
Other external forcings include palaeogeographical (changes in topography and 
bathymetry due to plate tectonics) and solar luminosity changes, but these act on much longer 
timescales than 1 Myr and as such can be neglected (unless the period considered includes a 
significant change in ocean gateways, such as the closure of the Panama Seaway that occurred 
in the past). In addition, the 11-year sunspot cycle, and longer timescale luminosity changes, such 
as those associated with the Maunder Minimum, can also be neglected as they occur on 
timescales shorter than those of relevance here. A similar comment applies to volcanic forcing, 
although the possibility of a supervolcano occurring over the timescale of interest is non-zero. 
1.2.2 Climate feedbacks 
There are multiple feedbacks, both positive and negative, that mediate the climate 
system response to the orbital and CO2 forcings.  
As stated previously, over the last million years the Laurentide and Fennoscandian ice 
sheets (and the smaller Alpine, Himalayan and Patagonian glaciers) have fluctuated in synchrony 
with CO2, and paced by astronomical forcings. The orbital pacing of ice sheets is still not well 
understood, but the essence of Milankovic theory is thought to be broadly correct. That is, that 
the insolation in Northern Hemisphere summer is critical for determining the state of the Earth 
system, as this governs the likelihood of snow surviving summer ablation in regions where there 
is sufficient continental area to build up a large ice sheet. Thus, periods of low summer insolation 
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in the Northern Hemisphere are generally associated with increasing ice volume. However, the 
system is highly non-linear and state dependent; for example, the Last Glacial Maximum, one of 
the periods of greatest ice volume in the last 2 Myr, had similar astronomical forcing to the 
present day. These ice sheets play an important role in the atmosphere and ocean systems. They 
affect the radiation balance due to their high albedo (relative to vegetation or bare soil), affect 
atmospheric circulation directly through generation of Rossby waves and due to their effect on 
temperature, affect precipitation due to their orography, and can also affect ocean properties 
and circulation through interaction with the atmosphere and through the input of fresh melt-
water.  
Ocean circulation changes also play a role in the Earth system and their effect is 
important both for regional and millennial-scale variability. Of particular importance are 
millennial scale variations in temperature, which are recorded in ice and sediment cores, in 
particular in the North Atlantic during the last glacial-interglacial cycle. Antarctic and Greenland 
ice-cores show a “bipolar seesaw”, whereby one pole warms as the other cools or remains at a 
steady temperature, before the pattern reverses (e.g. Broecker, 1998, Stenni et al., 2010). The 
mechanisms behind these events are not fully understood and are not captured by all model 
simulations (e.g. Smith and Gregory, 2012), but are likely linked to changes in ocean circulation 
and the strength of overturning in the North Atlantic (Wolff et al., 2009) associated with the 
inputs of freshwater associated with the decay of ice sheets.  
Other processes such as changes in atmospheric dust and vegetation feedbacks likely 
played some role in shaping the exact nature of the glacial cycles. Dust is known to have varied 
over these timescales (Mahowald et al., 1999, Lambert et al., 2008) and could interact with the 
climate system through affecting the albedo of fresh snow (Warren, 1984), absorption and/or 
scattering of radiation in the atmosphere (Tegen, 2003), and ocean fertilisation (Jickells et al., 
2005) for example. These processes may be very important, but their effect is much more 
uncertain than the effects of orbital and CO2 changes. 
1.3 Previous modelling of long-term future climate change 
Many previous studies have addressed future climate change, based on various 
assumptions about future boundary conditions (e.g. CO2 forcing, ice sheet extents) and using a 
range of modelling approaches. In this section, previous modelling studies that have attempted 
to project future climate evolution are reviewed, particularly those that model long timescales. 
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The review is divided into four categories, based on the length of time considered: the evolution 
of climate on the order of centuries (up to 2300 CE; Section 1.3.1), tens of thousands of years (up 
to 50 kyr; Section 1.3.2), 100 kyr (Section 1.3.3), and 1 Myr (Section 1.3.4) AP. These timescales 
are chosen in part due to their relevance to the disposal of nuclear wastes, and also because they 
generally require the use of different modelling techniques and/or focus on different features of 
the Earth system and climate.  
In general, simulations up to 2300 CE have used state-of-the-art Earth System Models 
(ESMs) and General Circulation Models (GCMs) in the context of the IPCC. These models are the 
most complex of the range of available models, in terms of the processes and physics included, 
and have relatively high spatial and temporal resolutions. However, they are extremely 
computationally expensive and relatively slow, meaning they are more suited to running 
relatively short transient simulations of several hundred years to a few millennia. Simulations up 
to 50 kyr have focussed on CO2-induced climate warming and ignored orbital forcings, whilst 
those simulations up to 100 kyr have focussed on the onset of the next glaciation. When 
modelling timescales of several millennia or longer, reduced complexity models are often 
employed, such as EMICs. These generally have lower resolutions and include more 
parameterizations, and consequently require significantly less computing power and time than 
GCMs, making it feasible to run long-term continuous simulations and large ensembles of 
simulations. Finally, simulations up to 1 Myr have used conceptual models to predict future 
glacial-interglacial cycles. These are highly simplified models based on a small number of 
parameters, and generally do not include any physical processes, which makes them very quick 
to run. Where GCMs have been applied to predict changes occurring on multi-millennial 
timescales or longer, “snapshot” simulations have been performed, representing specific future 
time-slices or climatic conditions. 
As mentioned in the previous section, there are several uncertainties associated with 
future climate forcings, particularly relating to the future evolution of atmospheric CO2 
concentration. In addition to these, the responses of the Greenland and Antarctic ice sheets 
(GrIS, AIS) to changes in surface air temperature (SAT) and precipitation are also uncertain, as 
are the resulting impacts on climate, ocean circulation and global sea level. However, changes in 
sea level are beyond the scope of this work, and changes in SAT in response to increased melting 
of the ice sheets generally only occurs locally to these two ice sheets (Lunt et al., 2004, Toniazzo 
et al., 2004, Ridley et al., 2005) and thus is not likely to be relevant to any currently planned or 
proposed radioactive waste repositories. 
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As a result of these uncertainties, modelling studies must make a range of assumptions 
or empirical estimates about the future, which may include, but are not limited to, anthropogenic 
CO2 emissions (total emissions and timescale of release), the timing and magnitude of natural 
CO2 variations, the evolution of atmospheric CO2 in response to anthropogenic and natural 
variations (in the absence of an interactive coupled carbon cycle model), and the response of the 
ice sheets to climate change (in the absence of an interactive coupled ice sheet model). 
1.3.1 Evolution until 2300 CE 
Changes in climate that occur on timescales of decades to several centuries are relevant 
to policy decisions, and hence have been addressed in detail in a wide range of studies. 
Therefore, only a brief description of the key findings is presented here; for a more detailed 
summary of current knowledge and understanding, please refer to the IPCC AR5 (IPCC, 2013). 
Based on the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al., 
2012) climate projections, for which a range of state-of-the-art GCMs were forced using four RCP 
emissions scenarios,  it was estimated that the global annual average surface air temperature for 
2081–2100 will be higher than for the 1986–2005 reference period, by 0.3–1.7 degrees Celsius 
(°C; RCP2.6), 1.1–2.6°C (RCP4.5), 1.4–3.1°C (RCP6.0) and 2.6–4.8°C (RCP8.5) (IPCC, 2013), as 
illustrated in Figure 1.6. The range in predictions for each RCP scenario is a result of differences 
in the models used to make each prediction. At the end of the 21st century, globally averaged 
changes over land will be greater than changes over the ocean, and the greatest warming is 
projected to occur in the Arctic region, assuming that there is not a strong reduction in Atlantic 
Meridional Overturning Circulation (AMOC). A reduction in Northern Hemisphere snow cover 
and retreat of permafrost will occur over the course of the century, in response to increased 
global temperatures and changes in precipitation and ablation.  
High latitude regions are projected to experience an increase in temperature and 
precipitation by almost all climate models (IPCC, 2013), which generally results in high latitude 
surface waters becoming less dense and hence more stable, potentially affecting the strength of 
the AMOC. SATs in Central Europe are very likely to continue to increase over the next hundred 
years, based on the results of the CMIP5 simulations (IPCC, 2013). Under the RCP4.5 scenario, 
annual mean temperatures in Europe and western North America are projected to have 
increased by 2–3.5°C and 2–3.4°C (25th–75th percentiles of model simulations) in 2081–2100 
compared with the period 1986–2005, respectively. Annual mean precipitation increases 




Figure 1.6. Change in global mean temperature averaged across all CMIP5 models (relative to 1986–2005) for the four 
RCP scenarios: RCP2.6 (dark blue), RCP4.5 (light blue), RCP6.0 (orange) and RCP8.5 (red) (left). Likely ranges for global 
temperature change by the end of the 21st century are indicated by vertical bars. Note that these ranges apply to the 
difference between two 20-year means, 2081–2100 relative to 1986–2005, which accounts for the bars being centred 
at a smaller value than the end point of the annual trajectories. For the highest (RCP8.5) and lowest (RCP2.6) scenario, 
illustrative maps of surface temperature change at the end of the 21st century (2081–2100 relative to 1986–2005) are 
shown for two CMIP5 models (right). These models are chosen to show a rather broad range of response, but this 
particular set is not representative of any measure of model response uncertainty. Source: Taken from Figure 1 of 
FAQ12.1 (p.1037) of Collins et al. (2013). 
by 0–10% and 2–6% for the same period. The length, frequency, and/or intensity of warm spells 
or heat waves are also very likely to increase in these regions. 
1.3.2 Evolution until 50 kyr AP 
A consequence of the slow removal of excess atmospheric CO2, combined with the slow 
response times of parts of the climate system, is that changes in global climate are projected to 
continue to occur long after anthropogenic CO2 emissions have been reduced or have stopped 
entirely. In fact, the lag in the response of SAT to changes in radiative forcing caused by increasing 
atmospheric CO2 means that, even if radiative forcing were stabilised, global SAT would only 
reach steady state after several centuries to millennia (IPCC, 2013). This means that a large 
proportion of the climate change that will occur over the next hundred years or so is unavoidable, 
unless net CO2 emissions are strongly negative for a significant period of time (IPCC, 2013), such 
as through the development of carbon-neutral energy production accompanied by the removal 
from the atmosphere and long-term storage of excess CO2 (carbon sequestration through 
geoengineering). Variations in emissions of other gases will further affect the global temperature 
response, with a termination of aerosol emissions likely to contribute to warming. Conversely, a 
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termination of emissions of greenhouse gases (GHG) with relatively short-lifetimes, such as 
methane (~10 years), nitrous oxide (~100 years) and hexofluoroethane (~10 kyr), will have a 
cooling effect. 
For modelling timescales of tens of thousands of years, models of a lower complexity 
and/or resolution, such as EMICs, are often used in place of GCMs. This is because their relatively 
fast running time generally makes them more suitable for simulations that cover long periods of 
time, as well as for running larger ensembles of simulations. In terms of future climate forcings, 
it is likely that atmospheric CO2 will act as a dominant influence for at least several tens of 
thousands of years, due to its relatively high concentration and slow uptake by some components 
of the carbon cycle (Shaffer et al., 2009, Ganopolski et al., 2016). Only when atmospheric CO2 
declines back towards pre-industrial values are orbital variations likely to become increasingly 
influential.  
Various modelling studies have addressed the subject of climate change on 
multimillennial timescales of up to 50 kyr AP. These studies have generally focussed on the 
response of climate to anthropogenic emissions up to ~10 kyr AP, along with several studies 
which have investigated the longer-term impact of climate change on the Greenland ice sheet. 
In these studies, anthropogenic CO2 is emitted to the atmosphere, either as an instantaneous 
pulse (Frolicher et al., 2014), or over decades to centuries, where emissions or the atmospheric 
CO2 concentration are initially increased before they are either held constant (Huybrechts et al., 
2011, Li et al., 2013) or reduced over various timescales (e.g. several hundred years) (Lenton, 
2000, Lenton et al., 2006, Mikolajewicz et al., 2007, Solomon et al., 2009, Friedlingstein et al., 
2011, National Research Council, 2011, Clark et al., 2016), or a combination of these approaches 
(Plattner et al., 2008, Vizcaino et al., 2008, Eby et al., 2009, Zickfeld et al., 2013). Many of the 
studies prescribe CO2 emissions and use models that include a representation of the carbon cycle 
in order to predict atmospheric CO2 concentrations, whereas others prescribe atmospheric CO2 
concentrations directly (Huybrechts et al., 2011, Li et al., 2013), or else use an empirical response 
function to project the evolution of atmospheric CO2 following emissions (Charbit et al., 2008). 
In the simulations, changes in climate occur long after CO2 emissions have declined or 
been reduced to zero. Peak warming generally occurs several decades to millennia after the peak 
CO2 concentration is reached (Eby et al., 2009, Friedlingstein et al., 2011, Frolicher et al., 2014), 
due to the slow response time of the oceans. The amount of warming that occurs in response to 
increased atmospheric CO2 ultimately depends on the sensitivity of the climate to a doubling of 
CO2, which is estimated [likely/highly likely] to be in the range 1.5°C to 4.5°C (IPCC, 2013). In the 
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simulations, the maximum warming ranges from 0.32°C to 10.8°C, depending on the CO2 scenario 
and model used. Following the initial period of warming, global temperature then generally 
begins to slowly decline, excluding simulations where the atmospheric CO2 concentration is held 
at a constant elevated value. Some studies demonstrate a temporary reversal of this cooling 
trend several hundreds to thousands of years into the simulation, which is attributed to changes 
in ocean processes (Vizcaino et al., 2008, Eby et al., 2009). After 10 kyr AP, Eby et al. (2009) find 
that 15–20% of the atmospheric CO2 perturbation remains, whilst up to 75% of the maximum 
temperature anomaly persists, suggesting that the lifetime of warming may be significantly 
longer than that of excess atmospheric CO2. 
Increased global temperatures will have further impacts on other parts of the climate 
and Earth system, including changes in precipitation, storm events and sea level (Vizcaino et al., 
2008, Kjellström et al., 2009, Solomon et al., 2009, National Research Council, 2011). Several 
studies suggest that the AMOC may weaken in response to warming, resulting in cooling over 
the North Atlantic and parts of north-western Europe (Mikolajewicz et al., 2007, Vizcaino et al., 
2008, Kjellström et al., 2009). The reduction in strength of the AMOC is found to be generally 
dependent on the magnitude of warming (Lenton et al., 2006), and whilst some studies suggest 
that it recovers following this weakening within the time period studied (Plattner et al., 2008, Li 
et al., 2013), others find that higher CO2 reduces this recovery (Vizcaino et al., 2008, Zickfeld et 
al., 2013). Mikolajewicz et al. (2007) find that high CO2 emissions result in a collapse of the AMOC, 
which does not recover for several thousand years. It has also been suggested that deglaciation 
of Greenland may occur if global mean temperature increases of 1.9–4.6°C occur (Meehl et al., 
2007), or local warming of higher than 2.5°C (Huybrechts and de Wolde, 1999), with the rate and 
magnitude of melt increasing with increased warming. Many studies simulate a partial or 
complete melt of the GrIS within the next 50 kyr for various CO2 scenarios (Ridley et al., 2005, 
Lenton et al., 2006, Huybrechts et al., 2011), with some showing no regrowth within a simulation 
time of up to 20 kyr (Charbit et al., 2008, Vizcaino et al., 2008). Melting of the GrIS may cause 
local increases in temperature, accompanied by cooling in winter over the Barents sea due to 
changes in sea-ice cover, atmospheric circulation and poleward heat transport (Lunt et al., 2004). 
Winkelmann et al. (2015) estimate a substantial melting of the Antarctic ice sheet (>50 m of sea 
level equivalent) after 10 kyr under the most extreme CO2 emissions scenarios, using the PISM 
ice sheet model. 
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1.3.3 Evolution until ~100 kyr AP 
On timescales of up to 100 kyr, variations in the orbital parameters act as a significant 
forcing on climate, through their impact on the seasonal and latitudinal distribution of insolation 
received by the Earth. It has been previously mentioned that glacial-interglacial cycles have been 
a dominant feature of the Earth’s climate system for several million years, and such cycles are 
expected to continue into the future. However, it is possible that these natural cycles will be 
disrupted by anthropogenic climate change, although to what extent is currently uncertain.  
As with modelling of multimillennial timescales, EMICs are often used for transient 
simulations on 100 kyr timescales, although a small number of studies use GCMs to simulate 
snapshots of climate at specific times and/or conditions in the future, whilst some studies make 
use of conceptual models. The models are forced by changes in future insolation and a range of 
natural and anthropogenic CO2 scenarios are considered, often with the aim of predicting when 
the next glacial inception may occur. 
Imbrie and Imbrie (1980) forced a simple conceptual non-linear model, tuned on data 
from the last 150 kyr, with climatic variations on orbital frequencies (lower than 19 kyr for one 
cycle), thus ignoring anthropogenic and natural CO2 forcing. The 100 kyr future simulation 
suggested that, purely under orbital forcing, the current interglacial might have ended ~6 kyr BP, 
when a global cooling trend began. This cooling is projected to continue for the next 23 kyr, with 
the next glacial maximum occurring at ~60 kyr AP.  
Loutre and Berger (2000b) used the Louvain-la-Neuve two-dimensional Northern 
Hemisphere climate model (LLN 2-D NH), an EMIC, to simulate the possible evolution of climate 
over the next 130 kyr. A range of simulations were performed with a modern-day GrIS 
configuration, with constant natural CO2 concentrations ranging from 210 to 290 ppmv. In 
addition, several scenarios with variable CO2 were performed, including one where CO2 linearly 
increased to 750 ppmv within 200 years, before decreasing to natural values by 1 kyr AP, and a 
second “natural” scenario, using CO2 concentrations derived from Vostok ice-core data, but 
shifted towards the future by 130 kyr (Jouzel et al., 1993). This natural scenario was also used to 
force a version of the model with no GrIS, along with three other constant CO2 scenarios of 210, 
250 and 290 ppmv. For a constant CO2 concentration of 210 ppmv, glacial inception is imminent, 
with increases in ice beginning at the present day. The next glaciation occurs at around 50 kyr AP 
when atmospheric CO2 is 270 ppmv or lower, whereas, if it is higher than this, no inception occurs 
before 130 kyr AP at the earliest. 
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A subsequent study by Berger and Loutre (2002) also used the LLN 2-D NH model to 
simulate the climate from 200 kyr BP to 130 kyr AP under a number of CO2 forcing scenarios. Two 
natural scenarios were simulated, one with a constant CO2 concentration of 210 ppmv, and one 
using CO2 concentrations derived from the Vostok ice-core (Jouzel et al., 1993), as in Loutre and 
Berger (2000b). The “global warming” scenario of Loutre and Berger (2000b) was also modelled, 
where CO2 increased to 750 ppmv within 200 years, before decreasing to natural values by 1 kyr 
AP. Consistent with the results of Loutre and Berger (2000b), ice growth occurred almost 
continuously from present day in the simulation with a CO2 concentration of 210 ppmv, whereas 
glacial inception was delayed until after 50 kyr AP in the anthropogenic and naturally variable 
CO2 scenarios. 
Lunt et al. (2004) used a GCM, the IPSL_CM4_D model, to carry out snapshot simulations 
of 67 and 178 kyr AP in the context of the BIOCLIM project (Texier et al., 2003), which aimed to 
examine long-term future climate change and its implications for radioactive waste disposal. 
These time periods were chosen because they represent super-interglacial orbital conditions, 
and a future glaciated state, respectively. The 178 kyr simulation showed a cooling relative to 
modern in the Central European region of the order of 0.5 and 1°C in December-January-
February (DJF) and June-July-August (JJA) respectively. This was primarily due to the presence of 
a Fennoscandian ice sheet, as the CO2 concentration was the same as the pre-industrial value 
(280 ppmv). The BIOCLIM project also carried out dynamical downscaling using a regional climate 
model (RCM), and found that in the RCM, the winter temperature change was significantly 
greater over Europe than in the GCM, decreasing by as much as 4°C compared with modern 
(BIOCLIM, 2003b). 
Berger et al. (2003) simulated the coming 130 kyr using the LLN 2-D NH model for a range 
of CO2 scenarios, including constant natural CO2 concentrations of 210, 250 and 290 ppmv and 
variable natural CO2 derived from the Vostok ice-core (Jouzel et al., 1993). Two variable 
anthropogenic emissions scenarios were also modelled, following the same trajectory as the 
“global warming” scenario of Loutre and Berger (2000b), but reaching maximum CO2 
concentrations of 550 and 750 ppmv. For a constant atmospheric CO2 concentration of 210 
ppmv, glacial inception was imminent. However, in all other scenarios the current interglacial 
lasted until at least 50 kyr AP. 
A study by Cochelin et al. (2006) , using the “green” McGill Paleoclimate Model (MPM), 
an EMIC which simulates the area between 75° S and 75° N, included a range of natural CO2 
scenarios with constant atmospheric CO2 of between 240 and 300 ppmv. Additionally, several 
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anthropogenic emissions scenarios were modelled, for which an initial increase in CO2 was 
followed by a gradual reduction until constant concentrations of 280, 290 and 300 ppmv were 
achieved. In the absence of anthropogenic CO2 emissions, three possible future climate 
evolutions were identified. Glacial inception was predicted to be imminent for constant 
atmospheric CO2 concentrations of 270 ppmv or less, was predicted to occur at ~50 kyr AP for 
CO2 of 280–290 ppmv, and does not occur within the next 100 kyr for CO2 concentrations over 
300 ppmv. Similar development pathways also occurred for the simulations which included a 
period of intense global warming. For CO2 concentrations of 290 ppmv or lower, glaciation occurs 
at ~50 kyr AP, whilst for 300 ppmv or higher the current interglacial period lasts for at least the 
next 100 kyr. These results suggest the atmospheric CO2 threshold for the next glacial inception 
may lie between 290 and 300 ppmv. 
A study by Pimenoff et al. (2011) investigated the evolution of climate over the next 120 
kyr as part of an assessment into long-term repository safety for the planned spent nuclear fuel 
repository at Olkiluoto, Finland. Natural and anthropogenic CO2 scenarios were simulated using 
the CLIMBER-2-SICOPOLIS model, with constant atmospheric CO2 concentrations of 280 and 400 
ppmv, respectively. Ice sheet growth was projected to begin from present day for the 280 ppmv 
scenario, particularly over North America and large areas of Fennoscandia. This glacial period is 
followed by a period of interglacial conditions, before ice sheet growth occurs again at the 
insolation minima at ~54 kyr and 100 kyr AP, when most of Fennoscandia is covered by ice sheets. 
When atmospheric CO2 is 400 ppmv, significantly less ice sheet development occurs over the 
next 120 kyr compared with the 280 ppmv scenario, likely linked to the significantly warmer 
global temperatures. During the insolation minimum at ~17 kyr AP, only a small amount of ice is 
projected over the Scandinavian mountains, whereas at the 54 kyr AP minimum, a limited ice 
sheet extends from the Scandinavian mountains to Lapland and parts of Northern Ostrobothnia. 
Vettoretti and Peltier (2011) used a GCM, the National Center for Atmospheric Research 
Community Climate Model Version 3 (NCAR CCSM3), to produce several snapshot simulations of 
future climate under natural CO2 forcing. The first simulation had orbital conditions suitable for 
10 kyr AP, whilst the second had orbital conditions for 51 kyr AP, and both had atmospheric CO2 
concentrations of 260 ppmv. Glacial inceptions are produced in both simulations, with the 51 kyr 
AP glaciation being of a stronger magnitude. 
Tzedakis et al. (2012a) proposed that the onset of bipolar-seesaw variability acts as a 
constraint on the time to initiation of a glacial inception. This variability is instigated when 
Northern Hemisphere ice sheets reach a sufficient size to produce iceberg discharges that disrupt 
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Meridional Ocean Circulation (MOC), resulting in warming over Antarctica and cooling over the 
North Atlantic. These temperature trends are then reversed once the MOC is re-established. 
Based on a statistical analysis of paleo ice-core and marine data, and the assumption that ice 
growth is mainly driven by insolation and CO2 forcing, they suggested that the current interglacial 
will end within the next 1.5 kyr, on the condition that atmospheric CO2 concentrations are less 
than 240 ±5 ppmv. 
Ganopolski et al. (2016) performed simulations with the CLIMBER-2 EMIC, by forcing it 
with varying orbital values and constant CO2 concentrations of 240 and 280 ppmv. Initially, 
simulations were run of several past periods and the Holocene-Future (-10–30 kyr AP), and only 
model configurations that simulated climate states that agreed with observations were selected, 
resulting in selection of four model configurations. Of these, all four model configurations 
predicted the end of the current interglacial several thousand years ago for CO2 of 240 ppmv, 
with large ice sheets at the present day. For CO2 of 280 ppmv, glaciation occurs at ~50 kyr AP in 
three of the simulations. The threshold CO2 concentration which results in glacial inception was 
calculated, based on summer insolation at 65 °N and using the coldest and warmest of the four 
model configurations. These models were then forced by orbital variations and CO2 for several 
scenarios, including natural and anthropogenic emissions, for the next 100 kyr, with a glaciation 
being initiated when atmospheric CO2 falls below the critical threshold for the given insolation 
value. None of the scenarios projected glacial inception within the next 50 kyr, due to low 
eccentricity. In the simulation with no CO2 emissions, atmospheric CO2 gradually decreases from 
the starting concentration of 280 ppmv, undergoing some minor orbital-timescale variations, but 
the Earth system remains in an interglacial state for tens of thousands of years. For emissions of 
greater than 1000 Pg C, the next glacial inception is likely to be delayed for at least the next 100 
kyr. 
Brandefelt et al. (2013) used an EMIC and a GCM (LOVECLIM 1.2 and NCAR CCSM4) to 
run a selection of transient and snapshot simulations of future climate up to 61 kyr AP, for varying 
CO2 forcings. The snapshot simulations were for orbital conditions at 17 kyr AP and 54 kyr AP, 
which coincide with minima in insolation forcing. For both models and time periods, simulations 
with CO2 concentrations of 280 ppmv or lower had cooler global annual average temperatures 
than the pre-industrial control simulation, whilst CO2 values of 320–400 ppmv were warmer. A 
general decrease in temperature at northern high latitudes was evident in LOVECLIM, particularly 
in the 280 ppmv simulations, due to changes in the orbital parameters at these times. The 
decrease in temperature in the snapshot CCSM4 simulations was significantly larger than in the 
equivalent LOVECLIM simulations, due to the higher equilibrium climate sensitivity (ECS) in 
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CCSM4. In the GCM simulations, the greatest cooling was experienced in northern high latitudes 
and the Southern Ocean. In the region of Central Europe, both LOVECLIM and CCSM4 appear to 
predict a cooling in annual average temperature of 0–2°C for both time periods with a CO2 
concentration of 280 ppmv, whilst LOVECLIM shows a warming of 0–2°C for a CO2 concentration 
of 400 ppmv. Transient simulations of climate from 0–61 kyr AP with atmospheric CO2 of 200 and 
400 ppmv demonstrated global cooling at a similar time to the insolation minima, as a response 
to changes in orbital forcing. 
1.3.4 Evolution until 1 Myr AP 
Model simulations of timescales of up to a million years generally follow very similar 
approaches to those modelling periods of up to 100 kyr; EMICs or simple conceptual models are 
used for transient simulations, and GCMs for snapshot simulations. The simulations generally 
take into account both atmospheric CO2 and orbital forcings. 
The BIOCLIM project (Texier et al., 2003) employed two EMICs to simulate climate for 
the next 200 kyr. Orbital variations and three CO2 scenarios were used to force the MoBidiC 
climate model (Louvain-la-Neuve), an improved and extended version of the LLN model, and 
CLIMBER-2.3-GREMLINS (an EMIC that includes an ice sheet). One natural CO2 scenario was 
modelled, based on the simple threshold model of Paillard (1998). Additionally, two 
anthropogenic CO2 scenarios were included, for which atmospheric CO2 trajectories including a 
low (3160 Pg C) and high (5160 Pg C) anthropogenic CO2 contribution calculated using the 
response function of Archer et al. (1997) were added to the natural CO2 scenario (BIOCLIM, 
2001). The two models produced very different future climate evolutions under the different 
forcing scenarios. For the natural CO2 scenario, MoBidiC simulated that the current interglacial 
will last until after 100 kyr AP, when continental ice will begin to build up. On the other hand, 
CLIMBER-GREMLINS projected that from 50 kyr AP American ice sheets will begin to grow, 
experiencing almost constant growth for the remaining 150 kyr period. No ice growth is 
simulated over Eurasia for this simulation. For the two anthropogenic emissions scenarios, both 
models suggested that there will be no ice sheet cover in the Northern Hemisphere for most of 
the 200 kyr time span. At ~167 kyr AP, Northern Hemisphere ice sheet growth occurred in both 
models, at a faster rate for the scenario with a low anthropogenic CO2 contribution. However, 
no ice was projected to grow over Fennoscandia within the next 200 kyr by either model. This 
study also suggested that atmospheric CO2 concentrations will remain above natural values until 
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at least 200 kyr AP, as the CO2 perturbation above pre-industrial values at the end of the 
simulation is still 60 ppmv. 
Archer and Ganopolski (2005) used the CLIMBER-2 model to calculate the critical 
insolation threshold leading to glacial inception, under a range of orbital and CO2 forcings. They 
then simulated the evolution of atmospheric CO2 over the next 500 kyr, following anthropogenic 
emissions of 300, 1000 and 5000 Pg C. In the 300 Pg C emissions scenario, the next glacial 
inception occurs after ~50 kyr AP, whereas for emissions of 1000 Pg C, inception is delayed until 
~130 kyr from present. No glacial inception was projected to occur within the next 500 kyr for 
anthropogenic emissions of 5000 Pg C. 
1.3.5 Summary 
A range of studies has addressed the evolution of future climate on both relatively short 
timescales of several hundred years, and longer timescales of up to a million years. A variety of 
model complexities and modelling approaches have been employed, depending on the length of 
time and aspect of climate being considered. In general, results from ensembles of models have 
only been obtained on timescales of hundreds of years and up to several thousand years. On 
longer timescales, results from single models, or a small number of models, have been reported. 
The simulations generally agree that mean global temperatures are likely to continue to increase 
for at least the remaining part of the 21st century, with the ultimate extent and timescale of 
warming being dependent on future anthropogenic CO2 emissions and the natural carbon cycle. 
On longer timescales, the next glacial inception is generally projected to occur approximately 50 
kyr AP under pre-industrial CO2 concentrations. However, many studies suggest that atmospheric 
CO2 concentrations, and thus mean global temperatures, may remain elevated above natural 
values due to anthropogenic CO2 emissions for hundreds of thousands of years. This may result 
in the onset of the next glaciation being delayed for tens of thousands of years or longer, 
depending on the degree of warming, with implications for the long-term functioning of 
radioactive waste repositories. 
1.4 Aims and objectives 
This thesis aims to present a framework for addressing long-term future climate change 
within the context of post-closure performance assessments for disposal of radioactive wastes. 
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Specifically, it aims to investigate the potential evolution of long-term (>100 kyr) future climate 
in response to forcing from orbital variations and anthropogenic CO2 emissions. It also aims to 
develop statistical tools to allow the rapid projection of future atmospheric CO2 concentrations 
and the evolution of different climate variables over timescales of 1 Myr. Finally, it aims to 
illustrate the application of the full framework to a specific (illustrative) site, to demonstrate its 
potential use in a post-closure performance assessment for a radioactive waste repository. 
The specific objectives of this thesis, along with their justification, are as follows: 
1. Production of CO2 scenarios that capture the long-term evolution of atmospheric 
CO2 following anthropogenic emissions of a range of magnitudes and rates of 
release, using the cGENIE model. 
• For investigation of the response of atmospheric CO2 concentration to a 
range of potential anthropogenic emissions pathways. 
• Used to inform GCM modelling (Objective 3). 
2. Development of an impulse response function characterizing the long-term 
multi-component response of the carbon cycle to a range of instantaneous CO2 
emissions. 
• Provides a useful tool for rapidly projecting the response of atmospheric 
CO2 to emissions across a large range of sizes and rates of release, 
reducing the need for long simulations using computationally expensive 
models.  
• Used to produce atmospheric CO2 data used as input to the emulator 
(Objective 5) 
• For use in PCPAs for radioactive waste repositories. 
3. Production of a set of climate simulations using the HadCM3 model, testing a 
range of values for atmospheric CO2 and the three main orbital parameters 
(obliquity, precession and eccentricity), for two different global ice sheet extents 
(present-day and reduced) 
• To provide global climate data for a range of climate forcing conditions 
that are then used to calibrate the emulator (Objectives 4 and 5). 
4. Development and validation of an emulator calibrated on data output by the 
GCM for a number of variables (SAT and precipitation). 
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• Provides a useful tool that can be used to project the possible future 
climate resulting from any combination of orbital and CO2 parameter 
values (within the ranges sampled here), reducing the need for time and 
computationally expensive GCM modelling.  
• For use in PCPAs for radioactive waste repositories. 
5. Application of the emulator to project time series of the possible “continuous” 
evolution of climate over the next 1 Myr (snapshot every 1 kyr) for a number of 
CO2 pathways. 
• To investigate the evolution of future climate and its possible impacts on 
a radioactive waste repository, and to produce long-term climate data 
for use in further modelling (e.g. ice sheet, landscape) as part of a PCPA. 
1.5 A Framework for assessing long-term climate change 
In this section, a possible framework for assessing long-term climate change in the 
context of radioactive waste disposal is presented. The components and workflow presented in 
the framework represent the main themes and approximate structure of this thesis.  
The MOdelling and DAta for Radiological Impact Assessments (MODARIA) international 
research programme ran from 2012-2015, and was sponsored by the IAEA. The primary aim of 
Working Group 6 (WG6) of the programme was the “development of a common framework for 
addressing climate change in post-closure radiological assessment of solid radioactive waste 
disposal” (MODARIA Working Group 6, 2016). A flow chart was developed and presented in the 
final report of WG6 (MODARIA Working Group 6, 2016), which the work presented in this thesis 
has contributed to, which is illustrated in Figure 1.7. The flow chart shows how different climate 
models can be applied to investigate climate changes occurring over different timescales in the 
context of post-closure radiological impact assessments for nuclear waste repositories. Given 
that this thesis addresses climatic change on relatively long timescales of hundreds of thousands 
of years or more, the right branch of the chart is applicable, and the steps that have been 
addressed in this thesis are highlighted in red. These steps generally follow a similar methodology 
to previous studies of long-term climate change, by using EMICs to model a larger ensemble of 
simulations sampling different future conditions and/or transient simulations, before using 
GCMs to simulate a smaller number of particular climate states of interest.  




Figure 1.7. Selection of climate models for use in post-closure radiological impact assessments for nuclear waste 
repositories. The red box indicates the steps addressed in this thesis. Source: Modified from Figure 4.1 (p. 47) of 
MODARIA Working Group 6 (2016).  
The flow chart shown in Figure 1.7 has been modified slightly here, and the updated 
framework for addressing long-term climate change, around which this thesis is based, is 
presented in Figure 1.8. The orange boxes represent the main forcings on climate that are 
relevant on the timescales of interest for the disposal of radioactive wastes (from several 
thousand years up to 1 Myr), which were discussed in Section 1.2.1. The blue boxes represent 
the tools developed and described in this thesis, being the CO2 impulse response function, 
presented in Chapter 2, and the climate emulator, discussed in Chapters 3 and 4. These tools can 
be applied to produce the climate data required for post-closure radiological impact 
assessments, represented by the yellow box. Due to the modelling approach used, this can be 
climate data for a specific point in time, or data projecting the continuous evolution of climate 
over a longer time period. It can also be in the form of climate data for the whole global grid, or 
for a specific grid box. The advantages and limitations of each of these tools, as well as the climate 
data that they can produce, are discussed in detail in the relevant chapters. 




Figure 1.8. Proposed framework for addressing long-term climate change in the context of post-closure performance 
assessments for radioactive waste repositories. 
1.6 Thesis structure  
In Chapter 2, the evolution of atmospheric CO2 over the next 1 Myr is modelled using the 
cGENIE EMIC for a range of anthropogenic CO2 emissions scenarios, and the response of the long-
term carbon cycle to different total emissions is assessed. In addition, an impulse response 
function is developed that can be used to rapidly project the atmospheric lifetime of CO2 
emissions of a large range of sizes and rates of release. The response function is used to produce 
atmospheric CO2 data that are used as input to the emulator when modelling long-term future 
climate change in Chapters 3, 4 and 5. 
Chapter 3 presents a statistical emulator, which is calibrated on a set of simulations with 
varying atmospheric CO2 concentrations and orbital parameters run using the HadCM3 GCM. The 
emulator is validated using a leave-one-out approach, and used to project the long-term 
evolution of climate (SAT and precipitation) in the late Pliocene and over the next 200 kyr, in 
response to orbital variations and a range of CO2 scenarios. The projections of late Pliocene 
climate are compared with paleo-proxy climate data for the same period, and the evolution of 
future climate at four possible sites for radioactive waste repositories is explored. 
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In Chapter 4, the emulator described in Chapter 3 is analysed further. Specifically, the 
results of the principal component analysis (PCA) used as part of the emulator methodology are 
examined in more detail, and the application of an emulator calibrated on precipitation (rather 
than SAT) is assessed. Following this, the ensemble of GCM experiments that the emulator is 
calibrated on is extended to cover a larger range of atmospheric CO2 concentrations, thus 
increasing the maximum CO2 concentration that the emulator can be used to model. The 
emulator is then recalibrated on the extended climate data, and applied to project the evolution 
of SAT and precipitation over the next 200 kyr. 
The ideas and methods of the previous three chapters are combined in Chapter 5, in the 
form of a case study. This provides an illustration of the application of the full methodology for 
addressing long-term climate change, which is summarised in the framework (Figure 1.8) and 
presented in this thesis, to an example site for a potential waste repository (one that has not 
been studied in previous chapters). 
Finally, the conclusions of this thesis are presented in Chapter 6, including the principal 












CHAPTER 2 : 
 
An impulse response function for the 
“long tail” of excess CO2 
 
As mentioned in Chapter 1, on the long timescales being considered in this thesis, the 
primary forcings that may be expected to have an impact on climate are atmospheric CO2 
concentration and the orbital parameters of the Earth. This chapter addresses the question of 
future long-term atmospheric CO2 forcing. The evolution of atmospheric CO2 over the next 1 Myr 
is modelled for a range of future CO2 emissions scenarios. An impulse response function is also 
developed, which can be applied as described in the framework in Section 1.5 of Chapter 1, to 
rapidly project the long-term response of atmospheric CO2 to CO2 emissions. The atmospheric 
CO2 data produced in this chapter is used as input to the emulator when modelling long-term 
future climate change, as described in Chapters 3, 4, and 5.  
The content of this chapter has been published in Lord et al. (2016). The material here is 
essentially identical to that in the published paper, except that the figures and tables have been 
renumbered so as to be consistent with the other chapters. Regarding individual contributions 
to the paper, I ran the model simulations, performed the analysis of the results, and wrote the 
paper. A. Ridgwell, M. C. Thorne, and D. J. Lunt reviewed the draft paper and provided comments, 
in addition to providing discussions throughout the study, such as about the analytical methods 
used and the results. 




The ultimate fate of (fossil fuel) CO2 emitted to the atmosphere is governed by a range 
of sedimentological and geological processes operating on timescales of up to the ca. hundred 
thousand year response of the silicate weathering feedback. However, how the various 
geological CO2 sinks might saturate and feedbacks weaken in response to increasing total 
emissions is poorly known. Here the relative importance and timescales of these processes are 
explored using a 3-D ocean-based Earth system model. First, an ensemble of 1 Myr duration CO2 
decay curves are generated spanning cumulative emissions of up to 20,000 Pg C. To aid 
characterization and understanding of the model response to increasing emission size, an 
impulse response function description is then generated for the long-term fate of CO2 in the 
model. In terms of the process of carbonate weathering and burial, this analysis is consistent 
with a progressively increasing fraction of total emissions that are removed from the atmosphere 
as emissions increase, due to the ocean carbon sink becoming saturated, together with a 
lengthening of the timescale of removal from the atmosphere. However, it is found that in the 
model used the ultimate CO2 sink—silicate weathering feedback—is approximately invariant 
with respect to cumulative emissions, both in terms of its importance (it removes the remaining 
excess ~7% of total emissions from the atmosphere) and timescale (~270 kyr). Because a simple 
pulse-response description leads to initially large predictive errors for a realistic time-varying 
carbon release, a convolution-based description of atmospheric CO2 decay is also developed 
which can be used as a simple and efficient means of making long-term carbon cycle perturbation 
projections. 
2.2 Introduction 
A variety of processes, operating on timescales ranging from years to hundreds of 
thousands of years, act to remove excess (i.e. direct anthropogenic) CO2 added to the 
atmosphere (Figure 2.1) and hence control its atmospheric lifetime. On the shortest, 
approximately annual timescales (Figure 2.1a), CO2, as a soluble gas, is transferred across the air-
sea interface and reacts with seawater to increase the concentration of CO2(aq) and bicarbonate 
ions (HCO3-), whilst reducing the concentration of carbonate ions (CO32-) (and decreasing pH) 
(Turley et al., 2010). At the same time, modelling studies have suggested that CO2 is taken up  




Figure 2.1. Illustration of the primary mechanisms of natural sequestration of CO2 from the atmosphere. (a) and (b) 
The pathways of carbon uptake operating on timescales of years (100 years) to centuries (102 years)—Figure 1a is air-
sea gas exchange and Figure 1b is ocean invasion. (c–e) The pathways of carbon uptake occurring on timescales of 
millennia (103 years) and beyond—the “geologic” carbon sinks: Figure 1c represents the operation of seafloor CaCO3 
neutralization, Figure 1d represents the operation of terrestrial CaCO3 neutralization, and Figure 1e represents the 
operation of the silicate weathering carbon sink. The red arrows represent the movement of CO2 (aq), the blue arrows 
are HCO3- , and the yellow arrows represent Ca2+ ions. The widths of the arrows provide an indication of the relative 
amounts of each dissolved species. The symbols in the ocean in Figures 1d and 1e represent marine calcifying organisms 
living in the surface ocean (green); a proportion of which will sink and/or dissolve once dead (yellow). 
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by the terrestrial biosphere through CO2-driven fertilization of primary productivity (Sitch et al., 
2008, Joos et al., 2001, Schimel et al., 2015), although this theory has recently been contested 
by van der Sleen et al. (2015) who found no evidence of this effect in the analysis of the width of 
growth rings over the past 150 years in a number of tropical regions. On decadal to century 
timescales (Figure 2.1b), CO2-enriched surface waters are transported down into the ocean 
interior (Archer and Brovkin, 2008, Archer et al., 1998, Sarmiento et al., 1992), while soil carbon 
stocks will tend to approach a new quasi-equilibrium with terrestrial productivity and surface 
temperatures. 
Out beyond about a millennium from peak carbon emissions, geological processes are 
expected to progressively dominate the subsequent evolution of atmospheric CO2. Firstly, 
ventilation of the deep ocean with CO2-enriched, and hence CO32- depleted, water derived from 
the surface, will reduce the stability of previously deposited calcium carbonate (CaCO3) in marine 
sediments and lead to increased rates of in-situ carbonate mineral dissolution (Figure 2.1c), a 
process known as seafloor CaCO3 neutralization (Archer et al., 1997). This reaction regenerates 
carbonate ions and hence partially restores the buffering capacity of deep waters (Archer et al., 
1997, Ridgwell and Hargreaves, 2007). Subsequent outcropping of these waters at the surface 
will then enable further CO2 uptake from the atmosphere. Furthermore, while the rate of burial 
of CaCO3 in marine sediments globally is reduced or even net negative with global dissolution 
exceeding supply to the sediment surface, weathering of carbonate rocks on land continues. CO2 
consumed from the atmosphere in the weathering reaction is hence no longer balanced (at long-
term steady state) by precipitation and burial of new biogenic CaCO3, allowing additional 
drawdown of CO2 (Ridgwell and Hargreaves, 2007, Lenton and Britton, 2006). This process has 
been termed “terrestrial CaCO3 neutralization” (Archer et al., 1997) (Figure 2.1d). 
Finally, the residual atmospheric CO2 perturbation is removed as a result of the response 
of terrestrial weathering of silicate rocks to climate (Figure 2.1e). In this process, a warmer, 
wetter (on average) climate resulting from elevated atmospheric CO2 concentrations leads to 
increased weathering rates, drawing down more atmospheric CO2 and so returning climate 
conditions and weathering rates back towards their unperturbed levels (Walker et al., 1981). In 
this chapter, the term “increased weathering” is used, rather than “enhanced weathering” as is 
often used to describe this natural climate feedback, in order to avoid confusion with the 
geoengineering technique of artificially increasing rates of weathering as a method of carbon 
capture and storage. Silicate weathering is assumed to restore atmospheric CO2 to its original 
state over hundreds of thousands to millions of years (Lenton and Britton, 2006, Berner, 1999, 
Berner and Caldeira, 1997) and is responsible for the “long tail” of an atmospheric CO2 
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perturbation (Archer and Brovkin, 2008). Increased silicate weathering is also responsible for 
restoring the initial pre-perturbation state of ocean chemistry as on their own, sea-floor and 
terrestrial CaCO3 neutralization lead to an accumulation of both total dissolved carbon and 
alkalinity (Ca2+) in the ocean (Goodwin and Ridgwell, 2010). Increased silicate weathering can 
thus be viewed as being entirely responsible for the removal of carbon emissions from the 
surficial reservoirs, but with added carbon having been almost completely partitioned away from 
the atmosphere by the time silicate weathering comes to dominate the atmospheric CO2 
response. 
Removal of added carbon from the ocean and atmosphere need not exclusively take 
place via increased silicate weathering and other feedbacks may be important. Principal amongst 
these is organic carbon burial in marine sediments, which is thought to be enhanced under 
conditions of increased nutrient supply from weathering and hence marine productivity, as well 
as under reduced ocean oxygenation that is generally associated with a warmer climate (Zachos 
and Dickens, 2000, Bains et al., 2000). Quasi global-scale deoxygenation and enhanced carbon 
burial events occurring during the Cretaceous (145.5-65.5 Myr) Ocean Anoxic Events (Schlanger 
and Jenkyns, 1976, Jenkyns, 1980, Leckie et al., 2002) may well be a reflection of such a feedback 
response to episodic volcanism and global warming. However, in this study potential additional 
long-term negative feedbacks and influences involving marine organic carbon burial are ignored, 
as well as shorter timescale interactions with the terrestrial biosphere in order to simplify the 
timescale analysis. 
A detailed understanding of the timescales on which different global carbon cycle 
processes operate is essential to correctly interpret geological events, as well as to make 
projections of how carbon releases, such as from the combustion of fossil fuels, will affect the 
Earth system in the future. The timescales of operation and CO2 uptake capacities of these 
processes (summarised in Figure 2.1) will determine the length and magnitude of the 
atmospheric CO2 perturbation and consequently that of the associated changes in climate. This 
is of particular importance for parts of the climate system that have slow response times, such 
as the major ice sheets (Stone et al., 2010, Winkelmann et al., 2015), permafrost (Lawrence et 
al., 2012), and marine hydrates (Hunter et al., 2013, Zeebe, 2013). As such, the dynamics of the 
long-term atmospheric CO2 response sets the potential impact of anthropogenic emissions on 
future glacial-interglacial cycles (Berger and Loutre, 2002, Archer and Ganopolski, 2005). 
The involvement of multiple non-linear biogeochemical processes in determining the 
fate of excess atmospheric CO2 necessitates the use of numerical model simulations, simulations 
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which need to be of order 1 Myr in order to elucidate the complete recovery. As a consequence, 
box model representations of the Earth system have traditionally been developed and employed 
in addressing questions of long-term future (Lenton and Britton, 2006, Tyrrell et al., 2007, Zeebe 
and Zachos, 2013) and past (geologic) (Kohler et al., 2005, Berner, 1990, Penman et al., 2014) 
global carbon cycling. Yet, most box models lack representation of climate feedbacks that 
modulate the solubility of CO2 and changes in ocean circulation (and hence transport of dissolved 
carbon and alkalinity). Off-line 3-D ocean circulation and carbon cycle models have been 
employed in making projections of the long-term response to carbon emissions but also lack an 
explicit climate feedback and hence have tended to assume the characteristics of the silicate 
weathering feedback (Archer et al., 1997, Archer, 2005). Even relatively computationally efficient 
Earth system models have generally previously only been run for a few tens of thousands of years 
(e.g. Archer et al., 2009, Meissner et al., 2012) and/or have not included a climate-responsive 
weathering feedback (e.g. Goodwin and Ridgwell, 2010, Ridgwell and Hargreaves, 2007, Ridgwell 
and Schmidt, 2010). In one 3-D ocean-based Earth system model study to simulate the full ~1 
Myr completion timescale of this feedback (Colbourn et al., 2013), individual model experiments 
took ~2 months simulation time and only a limited number of emissions scenarios were explored. 
Because of the challenges and computational expense of spanning a full range of 
mechanistically-represented CO2 removal timescales in a single model, numerical response 
functions describing the decay of an atmospheric CO2 perturbation have previously been 
developed by fitting multiple exponential decay curves to CO2 data generated by a limited 
number of model experiments. For instance, Archer et al. (1997) derived three exponential 
curves from the modelled CO2 response to a 3000 Pg C pulse emission in an off-line ocean + 
carbon cycle model. This analysis identified relaxation timescales of 365 years (yr), 5.5 kyr and 
8.2 kyr. The Long Tail Model Intercomparison Study (LTMIP) performed by Archer et al. (2009) 
identified a timescale of 3-7 kyr for the process of CaCO3 neutralization in a range of EMICs. A 
study by Maier-Reimer and Hasselmann (1987) also derived response functions for perturbation 
of initial atmospheric CO2 concentrations by factors of 1.25, 2 and 4, whilst Joos et al. (2013), in 
a multi-model analysis of a range of models of different complexities (including comprehensive 
ESMs, EMICs and box-type models), fit a sum of three exponentials over the first 1000 years, 
detecting relaxation timescales of 4.3, 36.5 and 394.4 yr. However, because these latter studies 
focused on the millennium time frame, the resulting functions are most relevant in interpreting 
relatively short-term oceanic processes of carbon uptake such as involving atmospheric CO2 
uptake at the ocean surface and transport of dissolved carbon into the ocean interior. As part of 
the only explicit 1 Myr timescale analysis conducted to date, Colbourn et al. (2015) explored the 
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fitting of different numbers of exponential curves and found that for a 1000 Pg C instantaneous 
emission, an equation consisting of the sum of six exponentials, which differ in their turn-over 
timescale, provided the optimum fit, capturing the timescales of shorter-term oceanic processes 
as well as the long-term processes. However, in an initial analysis of a 5000 Pg C release, five 
exponentials instead provided the best fit (Colbourn, 2011), raising the question of how the 
relative balance and respective timescale of processes and hence overall CO2 decay dynamics 
might change with total carbon emissions. 
The advantage of analytical treatments such as summed exponentials is that they can be 
applied to simulate the overall decay of a CO2 perturbation in lieu of running a mechanistic 
model. The BIOCLIM project (BIOCLIM, 2001) for example, used the response function of Archer 
et al. (1997) to compute long-term atmospheric CO2 following time-dependent emissions of 
~3000 and ~5000 Pg C. These potential future CO2 trajectories were then used as an external 
forcing in the LLN 2-D NH climate model (Berger and Loutre, 1996, Gallee et al., 1991, Gallee et 
al., 1992) to simulate the possible evolution of climate over the next million years. Following this, 
a number of snapshot simulations were identified and modelled using the IPSL_CM4_D GCM 
(Marti et al., 2005), with the data then being downscaled to the regional level in order to provide, 
for example, input data for landscape evolution modelling. In addition, by de-convolving a series 
of characteristic timescales of CO2 decay and their relative weights in the overall response, it may 
be possible to gain insights into carbon cycle processes such as their capacity for CO2 uptake, the 
timescales over which they operate, and identify the emissions limits (if any) at which they, in 
effect, become saturated; the caveat in this respect being that there is no guarantee that 
statistically derived parameters map onto real world processes. 
A limitation to the approach of representing the response of the long-term carbon cycle 
to a CO2 perturbation as a pulse response function is that this type of analysis performs best 
when the system behaves in an approximately linear manner. However, carbon chemistry of the 
ocean is known to exhibit nonlinear behaviour, reducing the accuracy of this method. This issue 
has been addressed by Joos et al. (1996), who used a combination of two pulse response 
functions in order to improve the accuracy of their results; one for the ocean mixed-layer which 
described the surface to deep-ocean mixing, and one characterizing air-sea exchange. However, 
the method proposed by Joos et al. (1996) is not easily applied in this study, as the carbon cycle 
model used here allows ocean circulation to vary with time and includes a representation of the 
response of seafloor CaCO3 sediments to atmospheric CO2, which was not case for the models 
used in the original study. 
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Bearing in mind the previously employed utility of simple numerical models, the limited 
assessment of the importance of emissions size, but also caveats to making statistical fits, two 
main advances are presented here. Firstly, an ensemble of 1000-20,000 Pg C emissions 
experiments is created to explore how CO2 sinks may weaken and saturate under high-end 
carbon releases in the cGENIE Earth system model. Secondly, a multi-exponential analysis is 
performed on this ensemble to produce an impulse response function that captures the decay 
of the modelled atmospheric CO2 perturbation and aids the analysis of the total emissions 
dependency of carbon sink dynamics. A convoluted version of this response function is also 
derived that can be used for rapid prediction of the atmospheric lifetime of future anthropogenic 
emissions. This chapter is structured such that the cGENIE model and CO2 scenarios are described 
in Section 2.3 and the model results are presented in Section 2.4. Section 2.5 discusses the results 
and their implications, and finally the conclusions of this study are presented in Section 2.6. 
2.3 Methods 
This work is based around the “cGENIE” Earth system model (Colbourn et al., 2013, 
Ridgwell and Hargreaves, 2007), for which a summary description is first provided (Section 2.3.1) 
in conjunction with the acceleration technique devised to solve the long-term geochemical mass 
balance (itself described and evaluated in full in Appendices A to C). The experimental setup and 
details of the carbon emissions experiments employed are then described (Section 2.3.2). 
2.3.1 The cGENIE Earth system model 
The carbon-centric version of the “GENIE” Earth system model (cGENIE) is employed. 
This is based on the efficient climate model of Edwards and Marsh (2005), comprising: a 2-D 
Energy-Moisture Balance atmosphere (EMBM), coupled to a 3-D frictional geostrophic ocean 
circulation model together with a dynamic-thermodynamic sea-ice component. Although lacking 
atmospheric dynamics and associated feedbacks, first-order estimates of the CO2-climate 
feedback on ocean surface temperatures and ocean circulation can be made – both critical to 
projecting the millennial-scale uptake of excess CO2 by the ocean. The version of cGENIE 
employed also includes a representation of the global carbon cycle, including ocean 
biogeochemical cycling of dissolved inorganic carbon (DIC), alkalinity (ALK), and a single nutrient 
(PO4) (Ridgwell et al., 2007), geochemical interactions with calcium carbonate in marine 
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sediments (Ridgwell and Hargreaves, 2007), and terrestrial weathering (Colbourn et al., 2013). 
The model is configured on a 36×36 equal-area horizontal grid with 8 vertical levels in the ocean 
and is non-seasonally forced with insolation and wind stresses, both derived from observations. 
This particular configuration was selected, rather than e.g. a seasonal 36×36×16 resolution such 
as evaluated by Cao et al. (2009) for direct comparison with previous analyses of CO2 decay 
timescales of Ridgwell and Hargreaves (2007) and Colbourn et al. (2013).  
cGENIE allows for one of a variety of possible representations of climate-weathering 
feedbacks to be employed (Colbourn et al., 2013). In all schemes, the terrestrial rock weathering 
module calculates global fluxes of ALK and DIC from carbonate and silicate rock weathering and 
routes them to the coastal ocean in a pattern based on modern watersheds (Edwards and Marsh, 
2005). However, each scheme differs in the assumptions regarding what environmental factors 
modify the value of these fluxes. In this study, the fluxes are determined by, and are in feedback 
with, mean annual global land surface temperature (T). In the selected parameterization used 
here, inputs of calcium ions (Ca2+) from carbonate (FCaCO3) and silicate (FCaSiO3) weathering take 
the form: 
𝐹𝐶𝑎𝐶𝑂3 = 𝐹𝐶𝑎𝐶𝑂3,0 (1 + 𝑘𝐶𝑎  (𝑇 − 𝑇0))      ( 2.1 ) 




       ( 2.2 ) 
where the 0 subscript represents an initial value of the parameter, kCa is an empirical constant 
(0.049), Ea is the activation energy for dissolution and R is the molar gas constant. The 
temperature dependence of CaCO3 (Equation 2.1) follows that used by Berner (1994), derived by 
correlating temperatures and bicarbonate concentrations of groundwater, while the relationship 
between silicate weathering and temperature (Equation 2.2) is based on laboratory studies of 
the impact of temperature on the dissolution of calcium (Ca) and magnesium (Mg) silicates 
(Brady, 1991). Here, the simplest possible approach was chosen, and the one mostly likely to lead 
to a decomposition into a set of separate decay timescales that might have some 
correspondence with geological processes, and potential additional modifiers are not applied for 
e.g. run-off (Berner et al., 1983) or terrestrial productivity (Berner, 1991). The importance of the 
choice of weathering parameterization on the decay of atmospheric CO2 on millennial timescales 
is analysed and discussed in Meissner et al. (2012), who found that the CO2 response of the 
temperature-only dependence part of the GEOCARB II parameterization (Berner, 1994) lay 
approximately in the middle of the responses for the other schemes they tested. A wider-ranging 
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test of alternative parameterizations is provided by Colbourn et al. (2015), Colbourn et al. (2013) 
and Colbourn (2011). 
In order to minimise the run-time of the model, an acceleration technique was employed 
for solving the net impact of slow changes in weathering, CO2 out-gassing, and sedimentation. 
Briefly, once the relatively fast oceanic uptake processes have played out and the effect of 
imbalance between (increased) rates of carbonate and silicate weathering and CO2 out-gassing 
and burial of CaCO3 in marine sediments start to dominate the evolution of atmospheric CO2, 
cGENIE periodically treats the ocean as a single box, solving explicitly for weathering and 
sedimentation on the model grid and then applying the mass difference uniformly throughout 
the ocean (preserving the tracer gradients). The underlying reasoning for this approach, as well 
as details regarding its detailed methodology, and an analysis of its fidelity in capturing 
projections of atmospheric CO2 decay made using the full model, is provided in Appendices A to 
C. 
2.3.2 Model spin-up and CO2 scenarios 
The cGENIE Earth system model was spun up in two stages following Ridgwell and 
Hargreaves (2007): firstly for 20 kyr with a “closed” CaCO3 cycle where the flux of solutes to the 
ocean from terrestrial carbonate weathering is forced to equal the CaCO3 burial rate, meaning 
that there is no gain or loss in ocean solutes. The second, 50 kyr spin-up, was with an “open” 
system configuration, meaning that ocean chemistry would adjust to any imbalance between 
inputs of solutes from weathering and losses from sediment burial, until the system came into 
balance. Total initial (pre-industrial) weathering was split 50:50 between carbonate (5.59 
teramoles per year; Tmol yr-1) and silicate weathering (5.59 Tmol yr-1). To initially balance the 
silicate weathering component, a fixed volcanic CO2 outgassing flux of (5.59 Tmol yr-1) was 
specified. The annual mean land surface reference temperature (T0 in Equations 2.1 and 2.2) was 
8.5°C. This configuration is essentially the same as examined by Colbourn et al. (2013) and 
contrasted against alternative possible representations of long-term carbon cycle feedback, as 
well as by Archer et al. (2009) as part of a model inter-comparison exercise. 
Following on from this equilibrium state of global carbon cycling, two different series of 
emissions scenarios were carried out as summarised in Table 2.1. The first set consisted of an 
ensemble of 20 idealised pulse emissions experiments, in which the CO2 release to the 
atmosphere occurred instantaneously at the start of year 0. Pulse emissions, as used previously 
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by Archer et al. (2009), have been adopted here as it has been shown that the dominant control 
on the long-term response of atmospheric CO2 is the total emissions rather than the rate of 
release (Eby et al., 2009). The carbon emissions range is 1000-20,000 Pg C (Table 2.1). Whilst 
remaining fossil fuel reserves that are currently potentially technically and economically viable 
have been estimated to be approximately 1000 Pg C, fossil fuel resources (where economic 
extraction may be feasible in the future) are estimated at ~4000 Pg C (McGlade and Ekins, 2015). 
The higher upper limit hence assumes future techno-economic advances which make additional 
non-conventional resources such as methane clathrates (as high as 20-25,000 Pg C (Rogner, 
1997)) available for extraction. Natural positive carbon cycle feedbacks involving for example 
permafrost would further amplify the effective total emissions. A broad range of emissions are 
also deliberately adopted so as to encompass geologically relevant carbon release estimates that 
run as high as ~13,000 Pg C or more for the transient Cenozoic global warming event, the PETM 
(Cui et al., 2011). All ensemble members, including a zero-emission experiment as a control, were 
Table 2.1. Summary of accelerated cGENIE model experimentsa 




Pulse series 1000 1000 0 
 2000 2000 0 
 3000 3000 0 
 * * * 
 * * * 
 * * * 
 20,000 20,000 0 
Logistics series 1000 1000 2010-2810 CE 
 2000 2000 2010-2972 CE 
 3000 3000 2010-3050 CE 
 4000 4000 2010-3098 CE 
 5000 5000 2010-3132 CE 
 6000 6000 2010-3158 CE 
 8000 8000 2010-3196 CE 
 10,000 10,000 2010-3223 CE 
a(See Appendices A to C for details and evaluation of the acceleration methodology). 
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run for 1 Myr and used the accelerated version of cGENIE (see Appendices A to C). 
The second set of 1 Myr long experiments (Table 2.1) comprise emissions scenarios 
which follow observed historical atmospheric CO2 concentrations from 1750 to year 2010 
(Meinshausen et al., 2011). Emissions thereafter follow a logistic trajectory (Winkelmann et al., 
2015) to achieve cumulative emissions of 1000-10,000 Pg C between the years 2010 CE and 
~3200 CE (Figure A1a; Appendix C). These experiments were also run out to 1 Myr and used the 
accelerated version of cGENIE. 
2.4 Results 
2.4.1 Atmospheric lifetime of fossil fuel CO2 
As expected, the atmospheric CO2 perturbation in the model caused by each of the pulse 
emissions of 1000-20,000 Pg C is long-lived, taking hundreds of thousands of years to subside 
(Figures 2.2 and 2.3a). Even after 500 kyr, atmospheric pCO2 (partial pressure) has not yet 
returned to its pre-industrial value, being 359.8 ppmv in the 20,000 Pg C scenario and 282.9 ppmv 
in the 1000 Pg C scenario, and is still gradually decreasing at a rate of 0.02 and 0.35 ppmv kyr-1, 
respectively. This finding is consistent with previous studies which have found that an effectively 
complete recovery of atmospheric CO2 takes more than 1 Myr for similar-sized emissions (Walker 
and Kasting, 1992, Colbourn et al., 2013, Lenton and Britton, 2006). Associated impacts such as 
warming (Figure 2.3b), ocean acidification (Figure 2.3c), and increased terrestrial carbonate and 
silicate weathering rates (Figure 2.3e), also last for hundreds of thousands of years. However, 
not all facets of the climate and carbon cycling recover at the same rates or even behave 
monotonically in post peak emissions recovery (Figure 2.3). 
These results show that the lag between the peak atmospheric CO2 concentration and 
the peak increase in mean surface air temperature increases with total emissions, ranging from 
~60 years for the 1000 Pg C scenario up to ~700 years for the 20,000 Pg C release. The same 
pattern over time is also evident in the supply of Ca2+ to the ocean from terrestrial weathering 
(Figure 2.3e), due to its direct although non-linear dependence on temperature in the chosen 
model configuration. As with atmospheric CO2 concentration, surface air temperature, mean 
surface ocean pH and weathering rate experience an initial perturbation following CO2 emissions, 




Figure 2.2 Atmospheric pCO2 predicted by cGENIE for the pulse series scenarios (1000–20,000 Pg C). Pre-industrial CO2 
concentrations are shown in black. 
which then subsides slowly over time. In contrast, mean global ocean surface calcite saturation 
exhibits a more complex evolution with time. Initially, a period of reduced surface ocean calcite 
saturation state occurs (Figure 2.3d), which for the 6000-20,000 Pg C scenarios results in an 
interval of surface undersaturation on a global mean basis and which lasts for up to 3000 years 
under the highest emissions scenario. Subsequent to this, an overshoot in saturation state, 
caused by the imbalance between the input of solutes to the ocean from terrestrial weathering 
and marine sedimentation rates, occurs. Associated with the surface saturation changes is an 
overshoot in the CaCO3 content of marine sediments (Figure 2.3f) caused by enhanced (above 
pre-industrial levels) preservation of carbonate delivered to the sea floor. Conditions then relax 
towards their pre-industrial states over several hundred thousand years but now from the 
opposite direction (of overshoot). The recovery of different elements of the carbonate system 
hence fundamentally diverges, with saturation state decoupled from pH (Figure 2.3d vs. 2.3c). 
This phenomena is important in understanding the nature and biotic impacts of past ocean 
acidification (Honisch et al., 2012) as well as future impacts on e.g. tropical coral reefs (Meissner 
et al., 2012).  
Figure 2.4 shows the fraction of total emissions remaining in the atmosphere at various 
years as a cubic function of the total CO2 emissions released. Appendix D provides full details of 
the analysis performed, as well as the cubic function (Equation A1) and the coefficient values for 
the curves (Table A2). It was found that the fraction of emissions remaining in the atmosphere is 
dependent on the amount of CO2 released, with the fraction remaining on shorter timescales 
(103 and 104 years) being particularly sensitive. For these two timescales, this fraction increases 
with total emissions, due to the responses of a number of feedbacks in the system to the 
atmospheric CO2 perturbation, which is discussed in more detail in Section 2.5. As total emissions 
increase, the fraction remaining at 105 years increases slightly, whilst at the longest timescale of 
106 years the fraction generally decreases. However, the relative change in the amount of CO2  




Figure 2.3. Response of climate to anthropogenic emissions for pulse series scenarios. Pre-industrial state is shown as 
a white contour. (a) Atmospheric pCO2 (ppmv), (b) mean global surface air temperature (°C), (c) ocean surface pH, (d) 
ocean surface calcite saturation state (Ω), (e) global flux of Ca2+ to the ocean from terrestrial carbonate and silicate 
weathering (moles per year; mol yr-1), and (f) mean seafloor sediment CaCO3 composition (weight percent; wt%). 
remaining in the atmosphere in response to emissions on the two longest timescales is trivial 
when compared to that of the shorter timescales. 
2.4.2 Multi-exponential analysis of atmospheric CO2 decay 
A multi-exponential function was fitted to the ensemble of atmospheric CO2 decay 
curves generated in the pulse experiments (Figure 2.2), using the Matlab function 
NonLinearModel.fit, which took the form: 




Figure 2.4. Fraction of emissions remaining in the atmosphere at 103, 104, 105, and 106 years as a function of total CO2 
emissions in Pg C for pulse series experiments. See Appendix D (Table A2) for cubic coefficient values. 
𝐶𝑂2(𝑡) =  𝐵 + 𝐸 ∑ 𝐴𝑖𝑒𝑥𝑝
−(𝑡−𝑡0)/𝜏𝑖𝑛
𝑖=1       ( 2.3 ) 
where CO2(t) is the atmospheric CO2 concentration in ppmv at a given time (t) after the start of 
the decay curve t0 (time 0 at the start of year 1), B is the pre-industrial atmospheric CO2 
concentration (278 ppmv), and E is the total emissions released to the atmosphere in ppmv. 
Multiple numbers of exponentials were tested, with n ranging from 3 to 6. Each exponential term 
has two free parameters; τi is the timescale of decay and Ai represents the fraction of total 
emissions removed from the atmosphere over this timescale. Each curve fitting exercise was 
repeated 1000 times using different sets of randomly sampled initial coefficient values, 
establishing that the values identified for the coefficients are robust across a wide range of 
starting points. The curves were ranked using the Akaike Information Criterion (AIC), which 
measures the relative quality of the fit while favouring models with fewer parameters (the lowest 
score represents the best fit). 
It was found that five exponentials gave the optimal fit, having a lower AIC value and 
higher R-squared value (R2) for all emissions scenarios compared with the 3- and 4-exponential 
fits. A number of previous studies have sought to capture the timescales of CO2 decay by fitting 
four exponentials (Archer et al., 1997, Maier-Reimer and Hasselmann, 1987). In contrast, 
(Colbourn, 2011) tested fits of up to n=10 on emissions of 1000 and 5000 Pg C. For the lower 
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emissions scenario, he found that n=7 was the optimal fit, whereas fewer curves (n=5) gave the 
optimal fit for the scenario with higher emissions. In a recently published extension to this 
analysis, Colbourn et al. (2015) found that the sum of six exponential curves provided the best 
fit for a 1000 Pg C pulse emission. The results of the analysis presented here are more in keeping 
with earlier studies as well as the higher-end emissions of Colbourn (2011), and for the remainder 
of the results in this chapter, n=5 was used.  
The median values and range (minimum to maximum) for the five lifetimes (quoted as 
the e-folding time) across the full range of emissions scenarios, are: 1.2 yr (1 to 5.1 yr), 36 yr (34 
to 60 yr), 730 yr (230 to 880 yr), 11 kyr (4 to 16 kyr) and 268 kyr (245 to 281 kyr). The exponentials 
represent the action of different processes or combinations of processes in the global carbon 
cycle that act to reduce the atmospheric CO2 perturbation in the model (Figure 2.1). However, 
processes are unlikely to be individually captured by different terms due to overlaps in the 
timescales of their operation, an issue which is more likely to be a problem in interpreting the 
shorter timescale responses. Never-the-less, some possible interpretations are provided later 
(Section 2.5) of the processes that may in some way be associated with each of the terms. 
It was found that the fitting parameters (Ai, τi) generally change in a non-linear manner 
and some of them demonstrate covariance in their relationship with total emissions, as evident 
in Figure 2.5. The first two exponentials decrease in efficiency (A1 and A2) as emissions increase, 
with a comparatively larger step decrease for the scenarios with total emissions of up to 5000 Pg 
C. The timescales of these terms (τ1 and τ2) increase up to emissions of 2000 Pg C, before 
decreasing, with the lifetimes captured by the 2nd term beginning to increase again for a 16,000 
Pg C release.  
The timescales of both the 3rd and 4th exponentials (τ3 and τ4) monotonically increase 
with total emissions, but the responses of their efficiencies differ. For the 3rd term (A3), the 
efficiency increases up to emissions of 4000 Pg C, and then decreases as emissions increase 
further, potentially highlighting a threshold in the modelled carbon cycle response. In contrast, 
the fraction of CO2 removed by the 4th exponential (A4) monotonically increases with increasing 
emissions. As with the earlier terms, a relatively larger change in the uptake fraction is seen for 
the lower emissions scenarios and as the emissions increase, the change in fractional uptake per 
Pg C increase declines. 
Finally, and perhaps a little surprisingly, it was found that A5 varies only very little with 
total emissions. The timescale of CO2 removal (τ5) also only increases very slightly as emissions 
increase and the relative change is trivial compared to the shorter timescale terms. 




Figure 2.5. Change in fitting coefficient values (Ai and τi) for the five exponentials with total CO2 emissions in Pg C for 
pulse series experiments. Also shown are the median values and the parameter values of Archer et al. (1997). 
2.4.3 Convolution analysis of atmospheric CO2 decay 
In order to create a single numerical description of CO2 decay applicable across a range 
of total CO2 emissions, a regression analysis was performed on the relationship between each 
fitting coefficient and total emissions. In this, Equation 2.3 was extended and tested coefficients 
represented as linear, quadratic and cubic functions of the total amount of carbon released. The 
projected decays of atmospheric CO2 following pulse emissions of 1000-20,000 Pg C calculated 
using each possible variant (linear, quadratic or cubic) of the response function were then 
contrasted to the equivalent atmospheric CO2 response in cGENIE (pulse series experiments; 
Table 2.1). An F-test was performed to assess which version of the regression model provided 
the best fit. For all the fitting coefficients except A5 and τ2, increasing the number of terms 
improved the model fit each time, significant at the 0.05 level. Use of cubic regression scaling 
factors for the fitting coefficients also decreased the RMSE to 44 ppmv, from 53 ppmv for a 
quadratic fit and from 136 ppmv for a linear fit. The cubic coefficient description was therefore 
adopted in the remainder of this chapter, with the parameters listed in Table A3 in Appendix E. 
The full numerical function took the form:  
𝐶𝑂2(𝑡) = 𝐵 + 𝐸 ∑ (𝛼𝑖 +  𝛽1𝑖𝜇 +  𝛽2𝑖𝜇
2 + 𝛽3𝑖𝜇
3)𝑒𝑥𝑝−(𝑡−𝑡0)/(𝛾𝑖+ 𝛿1𝑖𝜇 + 𝛿2𝑖𝜇
2 + 𝛿3𝑖𝜇
3)𝑛
𝑖=1  ( 2.4 ) 
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where μ is the carbon released at time 0 at the start of year 1 (Pg C). 
This empirical form was also applied in a convolution analysis approach in order to 
improve the predictive capability of the response function for time-dependent emissions 
releases (logistics series experiments; Table 2.1). This is because the original response function 
(Equation 2.3) is based on the decay curve of an instantaneous pulse emission rather than a more 
drawn-out time-varying history of emissions as is occurring now and would characterise 
emissions across a geological event. To simulate the atmospheric response to the time-
dependent emissions of the logistics series scenarios, CO2 decay was modelled as a series of 
yearly pulse emissions using the response function. The CO2 perturbations above pre-industrial 
were then summed to give the progressive increase in atmospheric CO2 over the emissions 
period: 





𝑖=1 )𝑑𝑥    ( 2.5 ) 
where q(x) is the release rate in ppmv yr-1. The integral is over the period t0 to t and the fitting 
coefficients are a cubic function of the total amount of carbon released (μ Pg C).  
Depending on the emissions scenarios being used, both the pulse (Equation 2.4) and 
convoluted (Equation 2.5) response functions can be employed to predict the atmospheric CO2 
perturbation starting from initial pre-industrial conditions (278 ppmv), or from already perturbed 
conditions, for example following historical CO2 emissions. For the latter, an additional step is 
required in which the decay of historical fossil fuel emissions to date is calculated and added to 
the projected CO2 following future emissions, improving the prediction of the start of the curve 
for scenarios which include historical emissions. This approach was used in the following 
evaluation of the ability of the two impulse response functions to reproduce atmospheric pCO2 
for the logistics emissions scenarios. For the basic pulse response function, large residuals occur 
over the emissions period (the emissions occur from year 1750 to year 2810 CE for the 1000 Pg 
C emissions scenario and to year 3223 CE for the 10,000 Pg C scenario) due to the response 
function only being able to capture the decay of a pulse (Figure 2.6, and Figure A3; Appendix E.). 
Response function and original model projections progressively converge after this, agreeing 
with the conclusion of Eby et al. (2009) that the long-term response of atmospheric CO2 is 
dependent on the total emissions rather than the rate of release. Overall, from the end of the 
respective emissions period (see Table 2.1 for years) onwards percentage errors decline and are 
less than ±9% of cGENIE-modelled atmospheric pCO2 in all scenarios (Figure 2.6c). The maximum  




Figure 2.6. Logistics series scenarios for 1000–10,000 Pg C total emissions reproduced using the pulse response function 
(Equation 2.4). (a) Atmospheric pCO2 predicted by cGENIE (solid line) and the pulse response function (dashed line). 
Pre-industrial CO2 concentrations are shown in black. (b) pCO2 anomaly. (c) pCO2 anomaly error. For initial residuals 
see Appendix E (Figure A3). 
percentage errors for this period for the 1000 and 10,000 Pg C scenarios are equivalent to 17.7 
and 57.2 ppmv, respectively. 
It was found that the convoluted response function (Equation 2.5) much more closely 
reproduces the modelled atmospheric pCO2 trajectories in the case of time-dependent emissions 
(Figure 2.7a), with the initial large residuals that occurred when using a single pulse response 
function (Figure A3; Appendix E) now significantly reduced. CO2 is still over-predicted during the 
interval of CO2 release compared to the explicitly modelling (cGENIE) results (Figure 2.7) – a 
consequence of the cubic scaling coefficients being derived from an ensemble of experiments 
run with total instantaneous emissions starting at 1000 Pg C, which represents a release rate 
averaged over one year some two orders of magnitude larger than current emissions. 
Nevertheless, maximum percentage errors in all scenarios are less than 26% of atmospheric 
pCO2, equivalent to 179.9 ppmv for the highest emissions scenario, and fall below 9% by year 
2200 CE (Figure 2.7c). For the 1000 and 10,000 Pg C scenarios, the maximum percentage errors 
beyond year 2200 are equivalent to 14.6 and 64.5 ppmv, respectively. 




Figure 2.7. Logistics series scenarios for 1000–10,000 Pg C total emissions reproduced using the convoluted response 
function (Equation 2.5). (a) Atmospheric pCO2 predicted by cGENIE (solid line) and the convoluted response function 
(dashed line). Pre-industrial CO2 concentrations are shown in black. (b) pCO2 anomaly. (c) pCO2 anomaly error. 
2.5 Discussion 
By fitting a series of exponential decay curves to atmospheric pCO2 data predicted using 
the cGENIE Earth system model, one can explore how the dynamics of removal of excess CO2 
from the atmosphere changes with cumulative CO2 emissions. In theory, the principal carbon 
cycle process(es) most likely to be influencing the parameter values of each of the exponentials 
can be identified on the basis of a priori known timescales of these processes as well as the 
results of previous studies. However, in practice the exponentials will tend to represent the 
action of more than one process. In addition, changes in fitted parameter values with increasing 
emissions may reflect a change in the balance of processes encapsulated by a term, rather than 
a process(es) necessarily responding itself to emissions size. As in Section 2.4, the values 
presented below are the median values for the fitting coefficients, and the range of values 
(minimum to maximum) across the full range of emissions of 1000-20,000 Pg C. 
2.5.1 Timescales and magnitude of CO2 removal 
The two exponentials with the shortest timescales of years to decades (1.2, 36 yr) likely 
reflect a range of processes involving air-sea gas transfer, reaction of CO2 with seawater, and 
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invasion of CO2 into the upper water column. Particularly in light of their very similar response 
to increasing total emissions in τi vs. Ai space (Figure 2.5), they are here regarded as inseparable 
with respect to their interpretation. While the 3rd exponential is separated by an order of 
magnitude in timescale from the 2nd, the existence of a common inflection point around 4000-
5000 Pg C in all first three terms suggests that again, distinct or independent processes are not 
being separated by the exponential deconvolution. The 730 yr timescale of the 3rd term suggests 
that ocean circulation and CO2 transport away from the surface is involved, but the nature of this 
may not be separable from the shorter timescale terms. 
One might more usefully then combine terms 1-3 and ascribe this sink to “ocean” 
(primarily physical transport) processes and the carbonate buffering capacity of ocean waters. 
Across the range of pulse emissions (1000-20,000 Pg C), the equilibrium partitioning of CO2 
between ocean and atmosphere is such that approximately 50% (6%+8%+35%) is removed 
(range: 36-80%), leaving ~50% (20-64%) in the atmosphere. This estimated value for the CO2 sink 
capacity of the ocean is lower than some previous estimates, which have estimated that the 
ocean may be able to store ~60-80% of fossil fuel emissions (Ridgwell and Hargreaves, 2007, 
Archer and Brovkin, 2008, Archer et al., 1997). However, as identified previously (Archer, 2005, 
Archer et al., 2009, Archer et al., 1998) the fraction removed by the ocean depends on total 
emissions, and the value quoted here is an average across a wide range of emissions. The findings 
of this chapter can be reconciled with previous studies by considering how the life-times and 
values of fractional uptake depend on emissions, as discussed in Section 2.5.2. 
Rather more confidence is had that the final two terms represent relatively distinct 
(geological) processes. Firstly, the behaviour of the 4th and 5th exponentials is very different both 
from each other as well as from the first three exponentials (Figure 2.5), i.e. their behaviour with 
increasing emissions size is unlikely to be a statistical artefact of the CO2 decay curve fitting. The 
characteristics of both the final two terms are also broadly consistent with previous studies 
carried out with different analysis methods and often using very different ocean model 
components. 
Across the range of modelled emissions, the 4th exponential has a median timescale of 
11 kyr and accounts for the removal of 43% (12-57%) of the excess CO2 added to the atmosphere. 
A study by Ridgwell and Hargreaves (2007) characterised the individual operating timescales of 
seafloor neutralization and terrestrial neutralization for a 4000 Pg C release, obtaining values of 
1.7 kyr and 8.3 kyr, respectively. It is therefore inferred that the 4th timescale in this study is likely 
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to, at least partially, represent the combined action of these processes, as a response time (τ4) 
of 5.8 kyr for an equivalent total CO2 release is obtained. 
The 5th and final exponential represents increased silicate weathering. Previous studies 
have often not modelled long-term silicate weathering explicitly but instead assume a relaxation 
timescale for this process of, for example, 200 kyr (Archer et al., 1997, Archer et al., 1998) or 400 
kyr (Archer, 2005). However, using a box model, Lenton and Britton (2006) made a half-life 
estimate of ~200 kyr for silicate weathering following emissions of ~1100-15,000 Pg C in model 
simulations run for 1 Myr. This value is broadly similar to the timescale for the 5th and final 
exponential in this chapter of 245-278 kyr for the same range of emissions. The modelled fraction 
of CO2 that is neutralised on this timescale was found to be 7% (7-8%), in good agreement with 
previous estimates of 7-8% deduced from the CO2 residual in experiments lacking an explicit 
representation of the feedback (Archer et al., 1997, Archer et al., 1998, Ridgwell and Hargreaves, 
2007). 
2.5.2 The importance of CO2 emissions size and buffer depletion 
The values of the fractions and timescales of CO2 uptake in the model captured by the 
five exponentials vary with total emissions. These trends are related to the marine carbon 
feedbacks in the Earth system that are included in the cGENIE model. For example, a range of 
modelling studies have recognised that the proportional uptake by the ocean of an atmospheric 
CO2 anomaly is a function of the size of that anomaly (magnitude of total emissions) (Lenton and 
Britton, 2006, Archer, 2005, Archer et al., 1998, Eby et al., 2009). One reason for this is that the 
efficiency of ocean invasion decreases as emissions increase due to a series of well-established 
carbon feedbacks. The first feedback links CO2 uptake and temperature as a result of the 
reduction of the solubility of gaseous CO2 in sea water with increasing temperature (Zeebe and 
Wolf-Gladrow, 2001). The second feedback relates to the decline in the strength of carbonate 
ion buffering of seawater and an increasing “Revelle factor” (Zeebe and Wolf-Gladrow, 2001) as 
atmospheric CO2 concentrations increase. In other words, the proportional uptake by the ocean 
of a unit excess of atmospheric CO2 declines as atmospheric CO2 (and total emissions) increases 
(Sarmiento et al., 1995). Thirdly, differential warming of the surface versus depth will increase 
stratification and tend to decrease the strength of ocean overturning circulation and hence CO2 
transport to depth. The general decline in the fractional importance of all three initial terms (A1, 
A2, A3) is consistent with these processes. The initial strengthening of importance of the 3rd term 
and increase in value of A3 for total emissions up to ~4000 Pg C in size may perhaps paradoxically, 
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be related to the progressive collapse of the AMOC. Although collapse of AMOC in the model 
would inhibit transport of dissolved CO2 into the deep ocean from the North Atlantic surface, a 
small positive feedback arises from reduced CO2 uptake associated with a weakening of the 
AMOC as carbon delivered to depth via the biological pump becomes more effectively isolated 
in the deep North Atlantic (Zickfeld et al., 2008, Montenegro et al., 2007). In other words, high 
carbon storage due to a more efficient biological pump in the North Atlantic may at least 
temporarily, outweigh a weaker solubility pump (e.g. see Chikamoto et al., 2008). The timescales 
of the first two terms (τ1, τ2) generally decrease with total emissions, whilst those of the 3rd term 
(τ3) increase with total emissions, although the inflection following the initial increase in 
timescale of τ1 and τ2 is not readily ascribed any physical reason and may reflect a shift in the 
statistical fit associated with the more pronounced inflection in A3. Overall, analysis of the first 
three terms is a good illustration of the difficulties in ascribing specific process to statistical 
terms. However, the inflection in the parameter space trajectories of all three terms around 4000 
Pg C (Figure 2.5) may well be driven by a real physical phenomenon (AMOC collapse in the 
model). 
Previous studies have estimated that the ocean removes 60-80% of total emissions of 
1000-5000 Pg C (higher for higher emissions) (Archer et al., 1997, Archer, 2005), a fraction that 
declines to ~30% for 15,000 Pg C (Lenton, 2006). This is in broadly good agreement with the range 
of values for the estimated ocean fraction (sum of A1, A2 and A3) derived here, which vary from 
80% to 42% for 1000 and 15,000 Pg C respectively. The approximate timescale of ocean uptake 
of up to ~550 years for emissions of 1000-5000 Pg C (longer for higher emissions) is also close to 
previous estimates of 200-450 years (Archer et al., 1997, Archer et al., 1998). The difference here 
and the reason for this slightly longer estimate may simply reflect the lack of a climate feedback 
and hence of a circulation slow-down in the analysis of Archer et al. (1997), Archer et al. (1998). 
The values of A4 and τ4 increase with emissions size, as they are likely affected by the 
combined responses of sea-floor and terrestrial CaCO3 neutralization to the modelled 
atmospheric CO2 perturbation. This is partly a consequence of the fact that the erodable deep-
sea sediment CaCO3 reservoir becomes depleted in the higher emissions scenarios (≥ 5000 Pg C) 
as first recognised by Archer et al. (1997), Archer et al. (1998) and further elucidated by Goodwin 
and Ridgwell (2010). Once the available surface and near-surface sediment CaCO3 is depleted, 
the further uptake of atmospheric CO2 by the process of seafloor CaCO3 neutralization ceases. 
However, at the same time, with increasing total emissions, the imbalance between terrestrial 
weathering rates and deep-sea carbonate burial also increases with a more rapid supply of 
weathering solutes to the ocean. The result is that the characteristic fraction (A4) and timescale 
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(τ4) both progressively increase with total emissions, but do not exhibit any obvious threshold 
behaviour in the region of 5000 Pg C emissions, which is the point at which the erodible deep-
sea CaCO3 is projected to become exhausted (Archer et al., 1997, Goodwin and Ridgwell, 2010). 
The lack of an identifiable statistically-recoverable transition as the seafloor CaCO3 neutralization 
sink is exhausted cautions against separating seafloor and terrestrial neutralization processes 
(e.g. as per Ridgwell and Hargreaves, 2007), or at least, cautions against over-interpreting the 
importance of exhausting the former. 
Combining the two processes of seafloor and terrestrial CaCO3 neutralization, Ridgwell 
and Hargreaves (2007) estimated the total CO2 uptake to be ~26%, which aligns well with the 
results here when taking into account emissions size, with the 4000 Pg C scenario value for A3 in 
this chapter being 22%. Archer et al. (1997) projected that, for emissions of 900-4500 Pg C, these 
two processes account for the removal of 13-23% of total emissions from the atmosphere over 
periods of 5.5-6.8 kyr and 8.2 kyr. Here, the comparable range for total emissions of 1000-5000 
Pg C is somewhat higher at 12-26%, but with a combined e-folding timescale ranging from 4-6.9 
kyr, i.e. slightly shorter than found by Archer et al. (1997). These differences can be explained 
because the modelling approach used by Archer et al. (1997) did not include the feedbacks that 
result from increased atmospheric CO2 on ocean circulation, meaning that ocean invasion will 
tend to proceed more rapidly and hence interactions with deep-sea sediments occur sooner. The 
findings here are also consistent with the work of Goodwin and Ridgwell (2010), who compared 
the ocean-atmosphere partitioning of CO2 emissions following CaCO3 sediment equilibration as 
calculated by an analytical method and found that ~7-33% of total emissions were removed from 
the atmosphere by the equilibrated CaCO3 sediment feedback, and that this fraction increases 
as total emissions increase. 
Finally, and perhaps a little surprisingly, it is found that A5 varies only very little with total 
emissions, as the relative efficiency of CO2 removal by the four faster mechanisms in the model 
tend to compensate for each other, meaning that the atmospheric fraction of total emissions 
that remains to be neutralised by increased weathering is approximately the same in all 
scenarios. This is consistent with previous work that found that the fraction of emissions 
remaining in the atmosphere beyond 100 kyr (and hence that left to be neutralised by silicate 
weathering) to be relatively unaffected by total emissions (Lenton and Britton, 2006). The 
timescale of CO2 removal (τ5) can be seen to increase slightly with total emissions, but again the 
relative change is small particularly compared to that of e.g. τ3 and τ4 (Figure 2.5). 
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2.6 Summary and Conclusions 
A series of instantaneous pulse emissions of 1000-20,000 Pg C have been carried out in 
an Earth system model to highlight the long-term decay dynamics of a CO2 perturbation. In a 
multi-exponential analysis of this model ensemble, how the characteristics of the CO2 decay 
change with total emissions has been assessed. It is found that for the shorter (<1000 year) 
timescales of decay, which likely reflect a range of ocean circulation, carbonate chemistry, and 
air-sea gas exchange processes, the fractional removal of excess CO2 from the atmosphere 
depends strongly and non-linearly on total emissions. This illustrates how the buffering and CO2 
uptake by the ocean on anthropogenic timescales progressively saturates with increasing total 
emissions. To compensate, excess CO2 removal from the atmosphere due to carbonate 
weathering and burial progressively increases in importance with increasing emissions, but at a 
progressively slower rate for higher total emissions. In contrast to the ocean dynamics and 
carbonate weathering processes, it was found that the e-folding timescale for the silicate 
feedback as well as its relative importance in removal of excess CO2 from the atmosphere, is 
almost independent of emissions size. 
An impulse response function (pulse emissions - Equation 2.4, and time-dependent 
emissions – Equation 2.5, both using coefficient values in Table A3 in Appendix E) is created which 
is able to reproduce model-predicted atmospheric CO2 data following pulse emissions of up to 
20,000 Pg C. The function provides a simple and practical tool for rapidly projecting the 
atmospheric lifetime of a CO2 emission. Its primary advantage is that it can be used across a large 
range of emissions sizes and rates of release and removes the need for long simulations using 
computationally expensive models. 
However, the role of the terrestrial biosphere has been emitted from this analysis and 
furthermore, focused on a relatively simple and global mean function linking weathering rates 
and climate. Future work should explore uncertainties in the strength and dynamical 
characteristics of the silicate weathering feedback, as well as accounting for the role of the 
organic carbon cycle. 
The impulse response function developed in this chapter allows the long-term response 
of atmospheric CO2 concentration to a variety of future CO2 emissions to be projected. In the 
following chapters, this data is applied as a climate forcing to a statistical emulator, along with 
orbital variations, allowing projections of the possible evolution of climate over the next 200 kyr 
or more to be produced. 








CHAPTER 3 : 
 
Emulation of long-term changes in 
global climate – Application to the late 
Pliocene and future 
In the previous chapter, an EMIC with a representation of the long-term carbon cycle 
was used to model the response of atmospheric CO2 concentration over the next 1 Myr to 
anthropogenic CO2 emissions ranging from 1000 Pg C to 20,000 Pg C. An impulse response 
function was also developed, which can be used to rapidly estimate the atmospheric lifetime of 
a large range of CO2 emissions, in place of a mechanistic model. In this chapter, a statistical 
emulator is presented, which can be used to project the long-term evolution of climate in 
response to atmospheric CO2 concentration (results used from Chapter 2) and orbital forcing, 
following the steps described in the framework in Section 1.5 of Chapter 1. Various CO2 emissions 
scenarios are simulated, and the climate data produced by the emulator can be used in further 
modelling as part of post-closure radiological impact assessments. 
The content of this chapter has been published in Lord et al. (2017). The material here is 
essentially identical to that in the published paper, except that the figures and tables have been 
renumbered so as to be consistent with the other chapters. Regarding individual contributions 
to the paper, I ran the GCM simulations and the emulator, performed the analysis of the results, 
and wrote the paper. M. Crucifix wrote the emulator package, and provided training and 
instruction for me in its application, and advice on the interpretation of its results. The paper was 
reviewed and commented on by M. Crucifix, D. J. Lunt, M. C. Thorne, N. Bounceur, H. Dowsett, 
C. L. O’Brien, and A. Ridgwell. In addition, M. Crucifix, D. J. Lunt, M. C. Thorne, and A. Ridgwell 
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provided discussions throughout the study, such as about the experimental design, analytical 
methods used and the results. Details of the review process, including the comments from the 
reviewers and the authors’ revisions, are available from: www.clim-past-discuss.net/cp-2017-57. 
3.1 Abstract 
Multi-millennial transient simulations of climate changes have a range of important 
applications, such as for investigating key geologic events and transitions for which high 
resolution palaeoenvironmental proxy data are available, or for projecting the long-term impacts 
of future climate evolution on the performance of geological repositories for the disposal of 
radioactive wastes. However, due to the high computational requirements of current fully 
coupled General Circulation Models (GCMs), long-term simulations can generally only be 
performed with less complex models and/or at lower spatial resolution. In this study, novel long-
term “continuous” projections of climate evolution are presented based on the output from 
GCMs, via the use of a statistical emulator. The emulator is calibrated using ensembles of GCM 
simulations which have varying orbital configurations and atmospheric CO2 concentrations and 
enables a variety of investigations of long-term climate change to be conducted which would not 
be possible with other modelling techniques at the same temporal and spatial scales. To illustrate 
the potential applications, the emulator is applied to the late Pliocene (by modelling surface air 
temperature (SAT)), comparing its results with palaeo-proxy data for a number of global sites, 
and to the next 200 thousand years (kyr) (by modelling SAT and precipitation). A range of CO2 
scenarios are prescribed for each period. During the late Pliocene, it is found that emulated SAT 
varies on an approximately precessional timescale, with evidence of increased obliquity response 
at times. A comparison of atmospheric CO2 concentration for this period, estimated using the 
proxy sea surface temperature (SST) data from different sites and emulator results, finds that 
relatively similar CO2 concentrations are estimated based on sites at lower latitudes, whereas 
higher latitude sites show larger discrepancies. In the second illustrative application, spanning 
the next 200 kyr into the future, it is found that SAT oscillations appear to be primarily influenced 
by obliquity for the first ~120 kyr, whilst eccentricity is relatively low, after which precession plays 
a more dominant role. Conversely, variations in precipitation over the entire period demonstrate 
a strong precessional signal. Overall, it is found that the emulator provides a useful and powerful 
tool for rapidly simulating the long-term evolution of climate, both past and future, due to its 
relatively high spatial resolution and relatively low computational cost. However, there are 
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uncertainties associated with the approach used, including the inability of the emulator to 
capture deviations from a quasi-stationary response to the forcing, such as transient adjustments 
of deep ocean temperature and circulation, in addition to its limited range of fixed ice sheet 
configurations and its requirement for prescribed atmospheric CO2 concentrations. 
3.2 Introduction 
Palaeoclimate natural archives reveal how the Earth's past climate has fluctuated 
between warmer and cooler intervals. Glacial periods, such as the Last Glacial Maximum 
(Yokoyama et al., 2000, e.g. Lambeck et al., 2001), exhibit relatively lower temperatures 
associated with extensive ice sheets at high northern latitudes (Lisiecki and Raymo, 2005, Jouzel 
et al., 2007, Herbert et al., 2010), whilst interglacials are characterised by much milder 
temperatures in global mean. Even warmer and sometimes transient (“hyperthermal”) intervals, 
such as occurred during the Palaeocene-Eocene Thermal Maximum (e.g. Kennett and Stott, 
1991), are characterised by even higher global mean temperatures. Assuming that on glacial-
interglacial timescales and across transient warmings and climatic transitions, tectonic effects 
can be neglected, the timing and rate of climatic change is at least partly controlled by the three 
main orbital parameters – precession, obliquity and eccentricity – which have cycle durations of 
approximately 23, 41, and both 96 and ~400 thousand years (kyr), respectively (Milankovitch, 
1941, Hays et al., 1976, Berger, 1978, Kawamura et al., 2007, Lisiecki and Raymo, 2007). Further 
key drivers of past climate dynamics include changes in atmospheric CO2 concentration and in 
respect of the glacial-interglacial cycles, changes in the extent and thickness of ice sheets.  
In order to investigate the dynamics, impacts and feedbacks associated with the 
response of the climate system to orbital forcing and CO2, long-term (>103 years (yr)) projections 
of changing climate are required. Transient simulations such as these are useful for investigating 
key past episodes of extended duration for which detailed palaeoenvironmental proxy data are 
available, such as through the Quaternary and Pliocene, allowing data-model comparisons. 
Simulations of long-term future climate change also have a number of applications, such as in 
assessments of the safety of geological disposal of radioactive wastes. Due to the long half-lives 
of potentially harmful radionuclides in these wastes, geological disposal facilities must remain 
functional for up to 100 kyr in the case of low- and intermediate-level wastes (e.g. Low Level 
Waste Repository, UK (LLWR, 2011)), and up to 1 Myr in the case of high-level wastes and spent 
nuclear fuel (e.g. proposed KBS-3 facility, Sweden (SKB, 2011)). Projections of possible long-term 
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future climate evolution are therefore required in order for the impact of potential climatic 
changes on the performance and safety of a repository to be assessed (NDA, 2010, Texier et al., 
2003). Indeed, while the glacial-interglacial cycles are expected to continue into the future, the 
timing of onset of the next glacial episode is currently uncertain and will be fundamentally 
impacted by the increased radiative forcing from anthropogenic CO2 emissions (Loutre and 
Berger, 2000b, Archer and Ganopolski, 2005, Ganopolski et al., 2016). 
Making spatially-resolved past or future projections of changes in surface climate 
generally involves the use of fully coupled General Circulation Models (GCMs). However, a 
consequence of their high spatial and temporal resolution and structural complexity (and 
attendant computational resources) is that it is not usually practical to run them for simulations 
of more than a few millennia, and invariably, rather less than a single precessional cycle. Even 
when run for several thousand years, only a limited number of runs can be performed. 
Previously, therefore, lower complexity models such as Earth system Models of Intermediate 
Complexity (EMICs) have been used to simulate long-term transient past (e.g. Loutre and Berger, 
2000a, Stap et al., 2014) and future (e.g. Archer and Ganopolski, 2005, Lenton et al., 2006, Eby 
et al., 2009, Ganopolski et al., 2016, Loutre and Berger, 2000b) climate development. Where 
GCMs have been employed, generally only a relatively small number of snapshot simulations of 
particular climate states or time slices of interest have been modelled (Braconnot et al., 2007, 
Masson-Delmotte et al., 2011, Haywood et al., 2013, Prescott et al., 2014, Marzocchi et al., 2015). 
In this study, long-term continuous projections of climate evolution are presented based 
on the output from a GCM, via the use of a statistical emulator. Emulators have been utilised in 
previous studies for a range of applications, including sensitivity analyses of climate to orbital, 
atmospheric CO2 and ice sheet configurations (Araya-Melo et al., 2015, Bounceur et al., 2015) 
and model parameterizations (Holden et al., 2010). However, to the best of our knowledge, this 
is the first time that an emulator has been trained on data from a GCM and then used to simulate 
long-term future transient climate change. It should be noted that, whilst other research 
communities may use different terms, the groups of climate model experiments are referred to 
as “ensembles”, and the GCM is referred to directly when discussing calibration of the emulator, 
rather than using the term “simulator” as has been used in a number of previous studies. 
An emulator was calibrated using SAT data produced using the HadCM3 GCM (Gordon 
et al., 2000). Two ensembles of simulations were run, with varying orbital configurations and 
atmospheric CO2 concentrations. Each ensemble was run twice, once with modern-day 
continental ice sheets and once (for a reduced number of members) with reduced-extent ice 
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sheets. This approach was adopted because in at least two of the intended uses for the emulator 
(Pliocene, and long-term future climate for application to performance assessments for potential 
radioactive waste repositories), it is thought that the Greenland and West Antarctic ice sheets 
(WAIS) could be reduced relative to their current size. The implications and uncertainties 
associated with this approach are discussed in Section 3.7. The ensembles thus cover a range of 
possible future conditions, including the high atmospheric CO2 concentrations expected in the 
near-term due to anthropogenic CO2 emissions, and the gradual reduction of this CO2 
perturbation over timescales of hundreds of thousands of years by the long-term carbon cycle 
(Lord et al., 2015, 2016).  
This study goes on to illustrate a number of different ways in which the emulator can be 
applied to investigate long-term climate evolution over hundreds of thousands to millions of 
years. Firstly, the emulator is used to simulate SAT changes for the late Pliocene for the period 
3300-2800 kyr before present (BP) for a range of CO2 concentrations. This interval occurs in the 
middle part of the Piacenzian Age, and was previously referred to as the “mid-Pliocene” (e.g. 
Dowsett and Robinson, 2009). During this time, global temperatures were warmer than pre-
industrial (e.g. Dowsett et al., 2011, Haywood and Valdes, 2004, Lunt et al., 2010), before the 
transition to the intensified glacial-interglacial cycles that are associated with Quaternary climate 
(Lisiecki and Raymo, 2007). The emulator is then applied to future climate, simulating 
temperature and precipitation data for the next 200 kyr AP for a range of anthropogenic CO2 
emissions scenarios. Regional changes in climate at a number of European sites (grid boxes) are 
presented, selected either because they have been identified as adopted or proposed locations 
for the geological disposal of solid radioactive wastes, as in the cases of Forsmark, Sweden and 
El Cabril, Spain, or simply as reference locations where a suitable site has not yet been identified, 
as in the cases of Switzerland and the UK.  
The paper is structured such that the theoretical basis of the emulator is described in 
Section 3.3, the GCM model description and simulations are presented in Section 3.4 and an 
account of how the emulator is trained and evaluated is given in Section 3.5. Section 3.6 presents 
illustrative examples of a number of potential applications of the emulator for the late Pliocene. 
Further examples of the application of the emulator to the next 200 kyr are described in Section 
3.7. Section 3.8 includes a description and discussion of uncertainties associated with the 
methodology and tools, and the conclusions of this study are presented in Section 3.9. 
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3.3 Theoretical basis of the emulator 
The emulator is a statistical representation of a more complex model, in this case a GCM. 
It works on the principle that a relatively small number of experiments are carried out using the 
GCM, which fill the entire multidimensional input space (in this case, four dimensions consisting 
of three orbital dimensions and a CO2 dimension), albeit rather sparsely, are carried out using 
the GCM. The statistical model is calibrated on these experiments, with the aim of being able to 
interpolate the GCM results such that it can provide a prediction of the output that the GCM 
would produce if it were run using any particular input configuration (i.e. any set of orbital and 
CO2 conditions). If successful (as can be tested by comparing emulator results with additional 
GCM results not included in the calibration), no further experiments are required using the GCM; 
the emulator can then be used to produce results for any set of conditions or sequence of sets 
of conditions within the range of conditions on which it has been calibrated. It should not, of 
course, be used to extrapolate to conditions outside that range.  
In this study, a principal component analysis (PCA) Gaussian Process (GP) emulator is 
used based on Sacks et al. (1989), with the subsequent Bayesian treatment of Kennedy and 
O'Hagan (2000) and Oakley and O'Hagan (2002), and a principal component analysis approach 
associated with Wilkinson (2010). All code for the GP package is available online at 
https://github.com/mcrucifix/GP. This principal component (PC) emulator is based on climate 
data for the entire global grid, as opposed to calibrating separate emulators based on data for 
individual grid boxes. This approach is taken because, for past climate, the global response 
overall is of interest, rather than just the response at specific locations individually. It also means 
that the results are consistent across all locations. For future climate, and in particular for 
application to nuclear waste, recommendations and results should be consistent across all sites, 
which would be especially relevant to a large country such as the US. Alternatively, for some 
countries and locations, it may be more appropriate to emulate specific grid boxes. The 
theoretical basis for the emulator and its calibration, is as follows. 
Let D represent the design matrix of input data with n rows, where n is the total number 
of experiments performed with the GCM, here 60 (sum of the two ensembles). The number of 
columns, p, is defined by the number of dimensions in input parameter space. In this case, p = 4 
representing the three orbital parameters and atmospheric CO2 concentration. A more detailed 
explanation of the orbital input parameters is included in Section 3.4; however, briefly, they are 
longitude of perihelion (ϖ), obliquity (ε) and eccentricity (e), with longitude of perihelion and 
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eccentricity being combined under the form esinϖ and ecosϖ. For a set of i=1,n simulations, 
each simulation represents a point in input space, and is characterised by the input vector xi, i.e. 
a row of D.  
The corresponding GCM climate data output is denoted f(xi), where the function f 
represents the GCM model. This output for all n experiments is contained in the matrix Y. The 
raw output from the GCM is in the form of gridded data covering the Earth’s surface, with 96 
longitude by 73 latitude grid boxes. A principal component analysis is performed, to reduce the 
dimension of the output data before it is used to calibrate the emulator. Each column of Y 
contains the results for one experiment, i.e. 𝒀 = [𝑦(𝑥1), … , 𝑦(𝑥𝑛)]. Furthermore, the centred 
matrix Y* can be defined as 𝒀 − 𝒀𝑚𝑒𝑎𝑛, where Ymean is a matrix in which each row comprises a 
set of identical elements that are the row averages of Y. The singular value decomposition (SVD) 
of Y* is: 
𝒀∗ = 𝑼𝑺𝑽𝑇∗          ( 3.1 ) 
where S is the diagonal matrix containing the corresponding eigenvalues of V, V is a matrix of the 
right singular vectors of Y, and U is a matrix of the left singular vectors. U and V are orthonormal, 
and VT* denotes the conjugate transpose of the unitary matrix V. The columns of US represent 
the principal components, and the columns of V the principal directions/axes. Each column of U 
represents an eigenvector, uk, and VS provides the projection coefficients βk. Specifically, for 
experiment i, 𝑎𝑘(𝒙𝑖) = ∑ 𝑽𝑖𝑘𝑺𝑘𝑘𝑘  gives the projection coefficient for the kth eigenvector. The 
eigenvectors are ordered by decreasing eigenvalue, and in practice only a relatively small number 
of the eigenvectors will be retained (n’), typically selected on the basis of the largest values of 
ak(x). Thus: 
𝑦(𝒙) = ∑ 𝑎𝑘(𝒙)𝒖𝑘
𝑛′
𝑘=1         ( 3. 2 ) 
The emulator is calibrated using the reduced dimension output data rather than the raw 
spatial climate data. However, for simplicity, a simple GP emulator will first be considered. For 
this, the model output f(x) for the input conditions x is modelled as a stochastic quantity that is 
defined by a Gaussian process. Its distribution is fully specified by its mean function, m(x), and 
its covariance function, V(x, x’), which may be written: 
𝑓(𝒙) = 𝐺𝑃[𝑚(𝒙), 𝑉(𝒙, 𝒙′)]        ( 3.3 ) 
The mean and covariance functions take the form: 
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𝑚(𝒙) = 𝒉(𝒙)𝑇𝜷         ( 3.4 ) 
𝑉(𝒙, 𝒙′) = 𝜎2[𝑐(𝒙, 𝒙′)]        ( 3.5 ) 
where h(x) is a vector of known regression functions of the inputs, β is a column vector of 
regression coefficients corresponding to the mean function, c(x, x’) is the GP correlation function 
and σ2 is a scaling value for the covariance function. h(x) and β both have q components and, as 
before, T denotes the transpose operation.  
A range of options are available for the regression functions h(x) and the GP correlation 
function c, the most suitable of which depends on the application of the emulator. Any existing 
knowledge that the user may have about the expected response of the GCM to the input 
parameters can be used to inform their function choices. However, if the emulator performs 
poorly, an alternative function can be selected which may prove to be more suitable.  
A linear model is assumed, 𝒉(𝒙)𝑇 = (1, 𝒙𝑇) , with any non-linearities in the GCM 
response being absorbed by the stochastic component of the GP. The correlation function is 
exponential decay with a nugget, a detailed discussion of which can be found in Andrianakis and 
Challenor (2012). Hence, for the input parameters a=1, p, the correlation function can be written 
as: 







𝑎=1  ] + 𝜈𝐼𝑥=𝑥′       ( 3.6 ) 
where δ is the correlation length hyperparameter for each input, ν is the nugget term, and I is an 
operator which is equal to 1 when 𝒙 = 𝒙′, and 0 otherwise. The nugget term has a number of 
functions in this application, including accounting for any non-linearity in the output response to 
the inputs and for non-explicitly specified inactive inputs, such as initial conditions and 
experiment, and averaging length. It also represents the effects of lower-order PCs that are 
excluded from the emulator. 
Now consider run i, which has inputs characterised by xi and outputs by yi. Let H be the 
design matrix relating to the GCM output, where row i represents the regressors h(xi), making H 
an n by q matrix. The adopted modelling approach states that the prior distribution of y is 
Gaussian, characterised by 𝒚~𝑁(𝑯𝜷, 𝜎2 𝑨), with 𝑨𝑖𝑗 = 𝑐(𝒙𝑖, 𝒙𝑗). 
Following the specification of the prior model above, a Bayesian approach is now used 
to update the prior distribution. The posterior estimate of the GCM output is described by: 
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𝑚∗(𝒙) = 𝒉(𝒙)𝑇?̂? + 𝑡(𝒙)𝑨−1(𝒚 − 𝑯?̂?)      ( 3.7 ) 
𝑉∗(𝒙, 𝒙′) = 𝜎2[𝑐(𝒙, 𝒙′) − 𝑡(𝒙)𝑇𝑨−1𝑡(𝒙′) + 𝑷(𝒙)(𝑯𝑇𝑨−1𝑯)−1𝑷(𝒙′)𝑇]  ( 3.8 ) 
where 
𝜎2  =  (𝑛 − 𝑞 − 2)−1(𝒚 − 𝑯?̂?)𝑇𝑨−1(𝒚 − 𝑯?̂?)     ( 3.9 ) 
?̂? =  (𝑯𝑇𝑨−1𝑯)−1𝑯𝑇𝑨−1𝒚        ( 3.10 ) 
and 𝑡(𝒙)𝑖 = 𝑐(𝒙, 𝒙𝑖) and 𝑷(𝒙) = ℎ(𝒙)
𝑇 − 𝑡(𝒙)𝑇𝑨−1𝑯. 
The suggestion of Berger et al. (2001) is followed and a vague prior (β,σ2) is assumed 
which is proportional to σ2, an approach that has been adopted by several other studies, 
including Oakley and O'Hagan (2002), Bastos and O'Hagan (2009), Araya-Melo et al. (2015) and 
Bounceur et al. (2015). The posterior distribution of the GCM output is a student-t distribution 
with n – q degrees of freedom, but is sufficiently close to being Gaussian for this application. 
Now, taking the output from the PCA performed earlier, the GP model is applied to each 
basis vector (ak(x)), which has been updated according to Eq. 7 and 8, in turn. Thus: 
𝑎𝑘(𝒙) = 𝐺𝑃[𝑚𝑘(𝒙), 𝑉𝑘(𝒙, 𝒙
′)]       ( 3.11 ) 
where mean and covariance functions take the form: 
𝒎(𝒙) = ∑ 𝑚𝑘(𝒙)𝒖𝑘
𝑛′
𝑘=1         ( 3.12 ) 










𝑘=𝑛′+1     ( 3.13 ) 
The values of the hyperparameters are chosen by maximising the likelihood of the emulator, 
following Kennedy and O'Hagan (2000), and based on the following expression from Andrianakis 
and Challenor (2012): 
𝑙𝑜𝑔𝐿(𝜈, 𝛿) =  −
1
2
(𝑙𝑜𝑔(|𝑨||𝑯𝑇𝑨−1𝑯|) + (𝑛 − 𝑞) 𝑙𝑜𝑔(?̂?2))  +  𝐾   ( 3.14 ) 
where K is an unspecified constant. On the recommendation of Andrianakis and Challenor (2012), 
a penalised likelihood is used, which limits the amplitude of the nugget: 
𝑙𝑜𝑔𝐿𝑃(𝜈, 𝛿) = 𝑙𝑜𝑔𝐿(𝜈, 𝛿) − 2
?̅?(𝜈,𝛿)
𝜖?̅?(∞)
       ( 3.15 ) 
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where M̅(ν,δ) is the Mean Squared Error between the GCM’s output data and the emulator’s 
posterior mean at the design points, defined by ?̅?(𝜈, 𝛿) = 𝜈2/𝑛(𝒚 − 𝑯𝜷)𝑇𝑨−2(𝒚 − 𝑯𝜷) . 
?̅?(∞)  is its asymptotic value at δi → ∞ , given by ?̅?(∞) = 1/𝑛(𝒚 − 𝑯𝜷)𝑇(𝒚 − 𝑯𝜷) . ϵ is 
assigned a value of 1. 
To summarise, in this study D is a 60 x 4 matrix (n x p) of input data, consisting of 60 GCM 
simulations and four input factors (ε, esinϖ, ecosϖ, and CO2). The matrix Y contains the output 
data from the GCM, with dimensions of 96 x 73 x 60 (longitude x latitude x n). A PC analysis is 
performed on this output data, which is then used to calibrate the emulator. Four 
hyperparameters (δ) are used, due to there being four input factors, along with a nugget term 
(ν). The optimal values for these hyperparameters and the number of PCs retained are calculated 
during calibration and evaluation of the emulator, discussed in Section 3.5. The GCM data used 
in this study are mean annual SAT and mean annual precipitation, although these are each 
emulated separately using different emulators. 
3.4 AOGCM simulations 
3.4.1 Model description 
To run the GCM simulations, the HadCM3 climate model (Gordon et al., 2000, Pope et 
al., 2000) was used – a coupled atmosphere-ocean general circulation model (AOGCM) 
developed by the UK Met Office. Although HadCM3 can no longer be considered as state-of-the-
art when compared with the latest generation of GCMs, such as those used in the most recent 
IPCC Fifth Assessment Report (IPCC, 2013), its relative computational efficiency makes it ideal for 
running experiments for comparatively long periods of time (of several centuries) and for running 
large ensembles of simulations, as performed in this study. As a result, this model is still widely 
used in climate research, both in palaeoclimatic studies (e.g. Prescott et al., 2014) and in 
projections of future climate (Armstrong et al., 2016). In addition, it has previously been 
employed in research into climate sensitivity using a statistical emulator (Araya-Melo et al., 
2015). The horizontal resolution of the atmosphere component is 2.5o latitude by 3.75o longitude 
with 19 vertical levels, whilst the ocean has a resolution of 1.25o by 1.25o and 20 vertical levels.  
HadCM3 is coupled to the land surface scheme MOSES2.1 (Met Office Surface Exchange 
Scheme), which was developed from MOSES1 (Cox et al., 1999). It has been used in a wide range 
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of studies (Cox et al., 2000, Crucifix et al., 2005), and a comparison to MOSES1 and to 
observations is provided by Valdes et al. (2017). MOSES2.1 in turn is coupled to the dynamic 
vegetation model TRIFFID (Top-down Representation of Interactive Foliage and Flora Including 
Dynamics) (Cox et al., 2002). TRIFFID calculates the global distribution of vegetation based on 
five plant functional types: broadleaf trees, needleleaf trees, C3 grasses, C4 grasses and shrubs. 
Further details of the overall model setup, denoted HadCM3B-M2.1aE, can be found in Valdes et 
al. (2017). 
3.4.2 Experimental design 
In the simulations, four input parameters are varied: atmospheric CO2 concentration and 
the three main orbital parameters of longitude of perihelion (ϖ), obliquity (ε) and eccentricity 
(e). The extents of the GrIS and WAIS are also modified, although only between two modes – 
their present-day configurations and their reduced-extent Pliocene configurations (Haywood et 
al., 2016). The extent and thickness of the East Antarctic Ice Sheet (EAIS) was not modified. A 
more detailed description of the continental ice sheet configurations is provided in Section 3.45.  
Eccentricity and longitude of perihelion were combined under the forms esinϖ and 
ecosϖ given that, in general at any point in the year, insolation can be approximated as a linear 
combination of these two terms and obliquity (ε) (Loutre, 1993). The ranges of orbital and CO2 
values considered are appropriate for the next 1 Myr and a range of anthropogenic emissions 
scenarios. For the astronomical parameters, calculated using the Laskar et al. (2004) solution, 
this essentially equates to their full ranges of -0.055 to 0.055 for esinϖ and ecosϖ, and 22.2o to 
24.4o for ε.  
For CO2, an emissions scenario is selected from Lord et al. (2016) in which atmospheric 
CO2 follows observed historical concentrations from 1750 CE (Common Era) to 2010 CE 
(Meinshausen et al., 2011), after which emissions follow a logistic trajectory, resulting in 
cumulative total emissions of 10,000 Pg C by year ~3200 CE. This experiment was run for 1 Myr 
using the cGENIE Earth system model, and aims to represent a maximum total future CO2 release. 
To put this into perspective: current estimates of fossil fuel reserves are approximately 1000 Pg 
C, with an estimated ~4000 Pg C in fossil fuel resources that may be extractable in the future 
(McGlade and Ekins, 2015), and up to 20-25,000 Pg C in nonconventional resources such as  




Figure 3.1. Time series of atmospheric CO2 concentration (ppmv) for the next 200 kyr following logistic CO2 emissions 
of 10,000 PgC, run using the cGENIE model (Lord et al., 2016). Also shown are the upper and lower CO2 limits of the 
highCO2 (red dashed lines) and lowCO2 (green dashed lines) ensembles. The pre-industrial CO2 concentration of 280 
ppmv (horizontal grey dotted line), and the 110 kyr cut-off for the highCO2 ensemble (vertical grey dotted line) are 
included for reference. 
methane clathrates (Rogner, 1997). The evolution of atmospheric CO2 concentration over the 
next 200 kyr for this emissions scenario is show in Figure 3.1. Although in the cGENIE simulation, 
atmospheric CO2 reaches a maximum of 3900 parts per million (ppmv) within the first few 
hundred years, this concentration is not at equilibrium and only lasts for a couple of decades 
before decreasing. As a result, the concentration at 500 years into the experiment, 3600 ppmv, 
is chosen as the upper CO2 limit, which means that the climatic effects of emissions of more than 
10,000 Pg C cannot be estimated with the emulator.  
By the end of the 1 Myr emissions scenario, atmospheric CO2 concentrations have nearly 
declined to pre-industrial levels, reaching 285 ppmv. However, this experiment does not account 
for natural variations in the carbon cycle, which result in periodic fluctuations in CO2. For 
example, during the Holocene (11 kyr BP to ~1750 CE) atmospheric CO2 varied between 260 and 
280 ppmv (Monnin et al., 2004). A value of 250 ppmv is therefore deemed to be appropriate to 
account for these natural variations in an unglaciated world, in addition to possible uncertainties 
in the model and hence is assumed as the value of the lower CO2 limit in the ensemble.  
The orbital and CO2 parameter ranges that have been selected are also applicable to 
unglaciated periods during the late Pliocene, when atmospheric CO2 was estimated to be higher 
than pre-industrial values (Raymo et al., 1996, Martinez-Boti et al., 2015). This study does not 
consider or attempt to simulate past or future glacial episodes, which may be accompanied by 
larger continental ice sheets (see Section 3.8 for more discussion), although the conditions 
required to initiate the next glaciation, and extending the ensemble of GCM simulations to 
represent glacial states, are being investigated in a forthcoming study. The underlying 
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assumption of this ensemble is that it is suitable for simulating periods for which the CO2 
concentration is high enough to prevent entry into a glacial state. 
Two ensembles were generated, each made up of 40 simulations, meeting the 
recommended 10 experiments per input parameter (Loeppky et al., 2009). One ensemble 
includes orbital values suitable for the next 1 Myr and a relatively small range of lower CO2 values, 
whereas the other ensemble represents the shorter-term future with a reduced range of orbital 
values and a larger range of higher CO2 concentrations. This approach was adopted because 
various studies have shown that on geological timescales of thousands to hundreds of thousands 
of years, an emission of anthropogenic CO2 to the atmosphere is taken up by natural carbon cycle 
processes over different timescales (Archer et al., 1997, Lord et al., 2016). A relatively large 
fraction of the CO2 perturbation is neutralised on shorter timescales of 103-104 years, but it takes 
105-106 years for atmospheric CO2 concentrations to very slowly return to pre-industrial levels 
(Lenton and Britton, 2006, Colbourn et al., 2015, Lord et al., 2016), if the effects of glacial-
interglacial cycles and other natural variations, such as those due to imbalances between volcanic 
outgassing and weathering, are excluded. Hence, only a relatively short portion of the full million 
years has very high CO2 concentrations under any emissions scenario, with the major part of the 
time having a CO2 concentration no more than several hundred ppmv above pre-industrial, as 
demonstrated in Figure 3.1.  
The parameter ranges for the two ensembles, which are referred to as “highCO2” and 
“lowCO2”, are given in Table 3.1. The cut-off point for the highCO2 ensemble is set at 110 kyr AP, 
as after this time eccentricity, which remained relatively low prior to this time, starts to increase 
more rapidly, and variability in esinϖ and ecosϖ increases. This first ensemble therefore has CO2 
sampled up to 3600 ppmv, and the orbital parameters are sampled within the reduced range of 
values that will occur over the next 110 kyr. The lowCO2 ensemble samples the full range of 
orbital values and the upper CO2 limit is set to 560 ppmv. This upper limit also covers the range 
of CO2 concentrations that have been estimated for the late Pliocene (Seki et al., 2010, e.g. 
Martinez-Boti et al., 2015). At 110 kyr in the 10,000 Pg C emissions scenario, the atmospheric 
CO2 concentration is 542 ppmv, which is rounded up to twice the pre-industrial atmospheric CO2 
concentration (560 ppmv = 2*280 ppmv), a common scenario used in future climate-change 
modelling studies.  
The benefits of the approach of having separate ensembles for high and low CO2 mean 
that both parameter ranges have sufficient sampling density, whilst also reducing the chance of 
unrealistic sets of parameters, in particular for the period of the next 110 kyr. During this time, 
Chapter 3  Emulation of long-term changes in global climate 
72 
 
Table 3.1. Ensembles setup: sampling ranges for input parameters (obliquity, esinϖ, ecosϖ and CO2) for the highCO2 
and lowCO2 ensembles. 
Ensemble Time covered from present day 
(AP) 
Parameter Sampling range 
Minimum Maximum 
highCO2  110 kyr ε (°) 22.3 24.3 
  esinϖ  -0.016 0.016 
  ecosϖ  -0.016 0.015 
  CO2 (ppmv) 280 3600 
lowCO2  1 Myr ε (°) 22.2 24.4 
  esinϖ  -0.055 0.055 
  ecosϖ  -0.055 0.055 
  CO2 (ppmv) 250 560 
 
CO2 is likely to be comparatively high, while eccentricity remains relatively low, and esinϖ and 
ecosϖ exhibit relatively low variability. Having a separate ensemble in which CO2 and the orbital 
parameters are only sampled within the ranges experienced within the next 110 kyr avoids 
wasting computing time on parameter combinations that are highly unlikely to occur, such as 
very high CO2 and very high eccentricity. This methodology also provides the additional benefit 
of the low CO2 emulator being applicable to palaeo-modelling studies, as the ensemble 
encompasses an appropriate range of CO2 and orbital values for many past periods of interest, 
such as the Pliocene. 
3.4.3 Generation of experiment ensembles 
The Latin hypercube sampling function from the MATLAB Statistics and Machine 
Learning Toolbox (LHC; (MATLAB, 2012b)) was used to generate the two ensembles, thereby 
efficiently sampling the four-dimensional input parameter space (Mckay et al., 1979). Briefly, this 
method divides the parameter space within the prescribed ranges into n equally probable 
intervals, n being the number of experiments required, which in this case is 40 per ensemble. n 
points are then selected for each input variable, one from each interval, without replacement. 
The sample points for the four variables are then randomly combined. The LHC sampling function 
also includes an option to maximise the minimum distance between all pairs of points (the maxi-
min criterion), which is utilised here to ensure the set of experiments is optimally space filling. 
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For each ensemble, 3000 sample sets were created, with each set consisting of an n by 
p matrix, X, containing the four sampled input parameter values for each of the 40 experiments, 
and then the optimal sample set was selected as the final ensemble based on a number of 
criteria. Following Joseph and Hung (2008), it is sought, in addition to the maxi-min criterion, to 
maximise det(XTX). Here, this determinant will be termed the “orthogonality”, because the 
columns of the design matrix will approach orthogonality as this determinant is maximised 
(assuming that input factors are normalised). However, a limitation of the method of sampling 
the parameters esinϖ and ecosϖ, rather than eccentricity and longitude of perihelion directly, 
is that due to the nature of the esinϖ and ecosϖ parameter space, the sampling process favours 
higher values of eccentricity over lower ones. This is not an issue for the longitude of perihelion, 
because when eccentricity is low the value of this parameter has little effect on insolation. 
However, the value of obliquity selected for a given eccentricity value could have a significant 
impact on climate, meaning that it is desirable to have a relatively large range of obliquity values 
for low (<0.01) and high (>0.05) eccentricity values, in order to sample the boundaries 
sufficiently. It was observed that the sample sets with the highest orthogonality had 
comparatively few, if any, values of low eccentricity, also meaning that a very limited number of 
obliquity values were sampled for low eccentricity. Therefore, the approach was adopted 
whereby all sample sets that demonstrated normalised orthogonality values that were more 
than 1 standard deviation above the mean orthogonality were selected. From these, the single 
sample set with the greatest range of obliquity values for low eccentricity, hence with maximal 
sampling coverage of the low eccentricity boundary, was selected as the final ensemble design. 
The input parameter values for the highCO2 and lowCO2 ensembles are given in Table 3.2, and 
the distributions in parameter space illustrated in Figure 3.2. 
3.4.4 AOGCM simulations 
The two CO2 ensembles were initially run with constant modern-day GrIS and WAIS 
configurations (modice). All experiments were initiated from a pre-industrial spin-up experiment, 
with an atmospheric CO2 concentration of 280 ppmv, and pre-industrial ice sheet extents and 
orbital conditions. Atmospheric CO2 and the orbital parameters were kept constant throughout 
each simulation, and each experiment was run for a total of 500 model years. This simulation 
length allows the experiments with lower CO2 to reach near-equilibrium at the surface. 
Experiments with higher CO2 have not yet equilibrated by the end of this period; the significance 
of this is addressed in Section 3.4.6. A number of the very high CO2 experiments caused the model  
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Table 3.2. Experiment setup: Orbital parameters (obliquity, eccentricity and longitude of perihelion) and atmospheric 
CO2 concentration for simulations in the highCO2 and lowCO2 ensembles. All experiments in both ensembles were run 
with modern ice sheet (modice) configurations. Experiments shown in bold were also run with reduced ice sheet (lowice) 
configurations. The experiment number is given, and the experiment name is constructed using the ice sheet 
configuration, the ensemble name and the experiment number, for example: modice_lowCO2_1. 
















highCO2 1 23.53 0.0093 240.3 3348.2 lowCO2 1 22.99 0.0481 320.1 375.7 
 2 24.24 0.0135 212.6 2159.3  2 23.02 0.0323 63.7 516.9 
 3 22.38 0.0110 260.0 1645.0  3 22.81 0.0481 334.2 470.4 
 4 24.07 0.0044 101.8 800.8  4 24.03 0.0537 84.9 390.3 
 5 23.07 0.0203 313.0 1999.9  5 23.09 0.0294 293.8 325.3 
 6 24.03 0.0087 184.9 3049.0  6 23.58 0.0098 325.1 337.5 
 7 22.53 0.0163 162.0 900.9  7 23.72 0.0133 74.3 489.2 
 8 23.57 0.0158 21.0 1746.3  8 24.17 0.0066 174.1 346.0 
 9 23.34 0.0131 113.5 996.8  9 23.82 0.0400 48.2 260.6 
 10 23.37 0.0198 220.2 3139.3  10 23.39 0.0412 53.8 409.5 
 11 22.73 0.0187 236.1 1081.9  11 22.89 0.0531 115.2 436.6 
 12 22.63 0.0121 184.8 2451.5  12 23.34 0.0281 133.9 504.4 
 13 22.41 0.0131 192.8 3372.4  13 22.65 0.0473 102.6 555.6 
 14 22.78 0.0137 299.3 448.2  14 23.20 0.0368 180.9 385.1 
 15 22.97 0.0111 14.1 1225.7  15 23.96 0.0232 40.0 403.4 
 16 22.90 0.0087 62.2 1841.9  16 24.27 0.0460 298.1 341.1 
 17 23.63 0.0151 200.6 1151.6  17 22.35 0.0391 265.9 522.1 
 18 23.77 0.0134 78.7 2101.7  18 23.91 0.0361 343.2 318.6 
 19 23.73 0.0159 323.7 1526.6  19 22.33 0.0484 324.2 264.5 
 20 24.29 0.0082 164.6 2890.4  20 22.94 0.0350 268.7 540.8 
 21 22.31 0.0038 299.1 1389.5  21 22.68 0.0323 332.4 531.5 
 22 23.42 0.0117 122.5 397.3  22 24.28 0.0387 118.7 446.7 
 23 24.00 0.0101 206.6 303.4  23 23.60 0.0484 282.0 310.5 
 24 22.48 0.0146 294.9 2845.7  24 24.19 0.0337 346.3 548.3 
 25 22.57 0.0067 81.2 1341.2  25 24.14 0.0423 11.6 425.4 
 26 22.93 0.0171 114.4 3516.0  26 22.20 0.0035 85.2 303.0 
 27 24.13 0.0143 257.3 2951.8  27 22.78 0.0070 212.1 480.4 
 28 23.00 0.0062 272.2 2274.6  28 22.72 0.0526 239.9 280.0 
 29 23.95 0.0103 114.7 564.7  29 23.65 0.0543 30.3 362.0 
 30 23.17 0.0169 56.7 1900.9  30 23.24 0.0351 200.4 411.9 
 31 23.70 0.0122 1.4 773.0  31 23.87 0.0276 156.5 287.5 
 32 23.24 0.0021 310.2 2582.1  32 22.25 0.0499 208.9 365.3 
 33 22.81 0.0121 66.3 2386.5  33 22.54 0.0510 103.4 471.1 
 34 24.18 0.0145 36.6 668.2  34 22.58 0.0404 292.2 544.5 
 35 23.82 0.0075 10.8 2244.8  35 22.87 0.0530 20.9 498.2 
 36 23.14 0.0141 314.1 3588.9  36 23.53 0.0414 147.0 507.0 
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 37 23.49 0.0121 101.5 2760.4  37 22.39 0.0165 149.1 393.9 
 38 22.66 0.0162 69.5 2623.9  38 22.43 0.0537 175.0 484.8 
 39 23.28 0.0146 207.5 1484.8  39 24.38 0.0482 342.9 418.3 
 40 23.89 0.0092 21.1 3188.8  40 23.76 0.0504 127.0 528.1 
 
to become unstable and the interpretation of these experiments is discussed in Section 3.4.4.1. 
A control simulation was also run for 500 years, with the atmospheric CO2 concentration and the 
orbital parameters set at pre-industrial values. All climate variable results for the model, unless 
specified, are an average of the final 50 years of the simulation. Anomalies compared with the 
pre-industrial control (i.e. emulated minus pre-industrial) are discussed and used in the 
emulator, rather than absolute values, to account for biases in the control climate of the model. 
3.4.4.1 Very high CO2 simulations 
As mentioned previously, experiments in the highCO2 ensemble with CO2 concentrations 
of greater than 3100 ppmv become unstable. These experiments exhibit accelerating warming 
trends several hundred years into the simulation, which eventually cause the model to crash 
before completion. This is the result of a runaway positive feedback in the GCM caused, at least 
in part, by the vertical distribution of ozone in the model being prescribed for modern-day 
climate conditions. Consequently, the ozone distribution is not able to respond to changes in 
climate, meaning that when increased mean global temperatures result in an increase in altitude 
of the tropopause and hence an extension of the troposphere, relatively high concentrations of 
ozone, which were previously located in the stratosphere, enter the troposphere, resulting in 
runaway warming. 
All other experiments ran for the full 500 years. However, those with a CO2 concentration 
of 2000 ppmv or higher also exhibited accelerating warming trends before the end of the 
simulation. Consequently, only simulations with CO2 concentrations of less than 2000 ppmv 
(equivalent to a total CO2 release of up to 6000 Pg C) are included in the rest of this study, 
meaning the methodology is not appropriate for CO2 values greater than this. This equates to 20 
experiments in total from the highCO2 ensemble, with CO2 concentrations ranging from 303 to 
1901 ppmv. All 40 of the lowCO2 experiments were used. 




Figure 3.2. Distribution of 40 experiments produced by Latin hypercube sampling, displayed as two-dimensional 
projections through four-dimensional space. (a) highCO2 ensemble, (b) lowCO2 ensemble. The variables are eccentricity 
(e), longitude of perihelion (ϖ; degrees), obliquity (ε; degrees), and atmospheric CO2 concentration (ppmv). A pre-
industrial control simulation is shown in red. In the highCO2 ensemble, experiments with CO2 concentrations of more 
than 2000 ppmv, shown in grey, were excluded from the emulator. 
3.4.5 Sensitivity to ice sheets 
In addition to running the two ensembles with modern-day GrIS and WAIS 
configurations, the climatic impact of reducing the sizes of the ice sheets was also investigated. 
Many of the CO2 values sampled, particularly in the highCO2 ensemble, are significantly higher 
than pre-industrial levels, and if the resulting climate were to persist for a long period of time it 
could result in significant melting of the continental ice sheets over timescales of 103-104 years 
(Charbit et al., 2008, Stone et al., 2010, Winkelmann et al., 2015). 
Therefore, the highCO2 and lowCO2 ensembles were set up with reduced GrIS and WAIS 
extents (lowice), using the PRISM4 Pliocene reconstruction of the ice sheets (Dowsett et al., 
2016). In this reconstruction, the GrIS is limited to high elevations in the Eastern Greenland 
Mountains, and no ice is present over Western Antarctica. Similar patterns of ice retreat have 
been simulated in response to future warming scenarios for the GrIS (Huybrechts and de Wolde, 
1999, Greve, 2000, Ridley et al., 2005, Stone et al., 2010) and WAIS (Huybrechts and de Wolde, 
1999, Winkelmann et al., 2015), equivalent to ~7 m (Ridley et al., 2005) and ~3 m (Bamber et al., 
2009, Feldmann and Levermann, 2015) of global sea level rise, respectively. Large regions of the 
EAIS show minimal changes or slightly increased surface elevation, although there is substantial 
loss of ice in the Wilkes and Aurora subglacial basins (Haywood et al., 2016). 




Figure 3.3. Orography (m) in the two ice sheet configuration ensembles. (a) modice ensemble, (b) lowice ensemble. 
Differences only occur over Greenland and Antarctica. 
The same CO2 and orbital parameter sample sets were used for both ice configuration 
ensembles to allow the impact of varying the ice sheet extents on climate to be directly 
compared. Only the Greenland and Antarctic grid boxes were modified; the boundary conditions 
for all other grid boxes, as well as the land/sea mask, were the same as in the modern-day ice 
sheet simulations. For Greenland and Antarctica, the extent and orography of the ice sheets was 
updated with the PRISM4 data, as well as the orography of any grid boxes that are projected to 
be ice-free. Soil properties, land surface type and snow cover were also updated for these grid 
boxes. Figure 3.3 compares the orography for the modice and lowice ensembles, clearly showing 
the reduced extents for the ice sheets. 
3.4.5.1 Pattern scaling of reduced ice simulations 
It was expected that reducing the size of the continental ice sheets would have a 
relatively localised impact on climate (Lunt et al., 2004), and that the effect would be of a linear 
nature. Therefore, a subset of five simulations from the two ensembles were selected as reduced 
ice sheet simulations (lowCO2 – experiments 8, 19 and 29; highCO2 – experiments 21, and 34; see 
Table 3.2), covering a range of orbital and CO2 values.  
A comparison of the mean annual SAT anomaly for the five experiments showed that the 
largest temperature changes occur over Greenland and Antarctica, particularly in regions where 
there is ice in the modice ensemble but that are ice free in lowice. The spatial pattern of the 
change is also fairly similar across the simulations, suggesting that the response of climate to the 
extents of the ice sheets is largely independent of orbital variations or CO2 concentration. The 
SAT anomaly for the five lowice experiments compared with their modice equivalents was 
calculated, and then averaged across the experiments, shown in Figure 3.4a. The largest SAT  





Figure 3.4. Mean annual SAT (°C) anomalies produced by the various climate forcings. (a) The lowice experiments 
compared with their modice equivalents, averaged across the five lowice experiments. (b):(d) Idealised experiments 
performed using the modice emulator. All orbital and CO2 conditions are set to pre-industrial values unless specified: 
(b) 2x pre-industrial CO2, (c) maximum obliquity compared to minimum obliquity, (d) “warm” orbital conditions (high 
eccentricity, NH summer at perihelion) compared to “cold” orbital conditions (low eccentricity, NH summer at 
aphelion). The different forcings result in global mean SAT anomalies of: (b) 4.2°C, (c) 0.4°C, and (d) 0.4°C. 
anomalies occur locally to the GrIS and AIS, accompanied by smaller anomalies in some of the 
surrounding ocean regions (e.g. Barents and Ross Seas), with no significant changes in SAT 
elsewhere, in line with the results of Lunt et al. (2004), Toniazzo et al. (2004) and (Ridley et al., 
2005). This SAT anomaly, caused by the reduced extents of the GrIS and WAIS, was then applied 
(added) to the mean annual SAT anomaly data for all other highCO2 and lowCO2 modice 
experiments, to generate the SAT data for two lowice ensembles.  
Also shown in Figure 3.4, for comparison, are mean annual SAT anomalies produced by 
the other forcings, including a doubling of CO2, the difference between maximum and minimum 
obliquity and the difference between “warm” orbital conditions and “cold” orbital conditions. 
The warming caused by increased CO2 is more widespread (Figure 3.4b), with the largest warming 
occurring at high latitudes and for land regions, in agreement with typical future-climate 
simulations (IPCC, 2013, p. 1059). The temperature change due to obliquity and “warm” versus 
“cold” orbital conditions is less than that for either reduced ice (compared to pre-industrial) or 
increased CO2. Changes in obliquity have the largest impact on temperatures in high latitude 
regions, since the exposure of these regions to the sun’s radiation is most affected by changes in 
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obliquity. Smaller temperature anomalies are observed over northern Africa and India and, since 
an increase in obliquity is indeed known to boost monsoon dynamics (e.g. Bosmans et al., 2015, 
Araya-Melo et al., 2015), changes in soil latent heat exchanges are therefore expected to 
contribute negatively to the temperature response. The comparison of “warm” versus “cold” 
orbital conditions, which highlights (annual mean) temperature changes primarily caused by 
precession, generally shows a warming trend, with the largest temperature changes occurring in 
monsoonal regions. Lower temperatures are observed in the Northern Hemisphere over 
northern Africa, India and, East Asia, whilst warmer temperatures occur in the Southern 
Hemisphere over South America, southern Africa and Australia. Figure 3.4 demonstrates that the 
temperature forcing caused by CO2 affects mean annual temperatures on a global scale, whilst 
the forcing due to ice sheet and orbital changes affects mean annual temperatures in specific 
regions, having a limited impact on global mean temperatures. This is supported by the relatively 
high global mean SAT anomaly for the 2xCO2 scenario of 4.2°C, compared with the lower SAT 
anomalies that result from the obliquity and precession forcing of 0.4°C each (see caption of 
Figure 3.4). 
3.4.6 Calculation of equilibrated climate 
Given the high values of CO2 concentration in many of the experiments, particularly in 
the highCO2 ensemble, even by the end of the 500 yr running period the climate has not yet 
reached steady state. The fully equilibrated climate response was therefore estimated using the 
methods described below. 
3.4.6.1 Gregory plots 
In order to estimate the equilibrated response, the method of Gregory et al. (2004) was 
applied to the model results, regressing the net radiative flux at the top of the atmosphere (TOA) 
against the global average SAT change, as displayed in figures termed Gregory plots (Andrews et 
al., 2012, Andrews et al., 2015, Gregory et al., 2015). In this method, for an experiment which 
has a constant forcing applied (i.e. with no inter-annual variation) it can be assumed that: 
𝑁 = 𝐹 − 𝛼∆𝑇          ( 3.16 ) 
where N is the change in the global mean net TOA radiative flux (W m-2), F is the effective 
radiative forcing (W m-2; positive downwards), α is the climate feedback parameter (W m-2 °C-1), 
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and ΔT is the global mean annual SAT change compared with the control simulation (°C). This 
method works on the assumption that if F and α are constant, N is an approximately linear 
function of ΔT. By linearly regressing ΔT against N, both F (intercept of the line at ∆𝑇 = 0) and -
α (slope of the line) can be diagnosed. The intercept of the line at 𝑁 = 0 provides an estimate of 
the equilibrium SAT change (relative to the pre-industrial SAT) for the experiment, denoted ΔTeqg 
to indicate it was calculated from the Gregory plots, and is equal to F/α. This is in contrast to the 
SAT change calculated directly from the GCM model data by averaging the final 50 years of the 
experiment (ΔT500). 
The Gregory plots for two modice experiments, modice_lowCO2_13 (CO2 555.6 ppmv) 
and modice_highCO2_17 (CO2 1151.6 ppmv), are shown in Figure 3.5. These experiments were 
selected as they have CO2 values nearest to the 2x and 4x pre-industrial CO2 scenarios that are 
commonly used in idealised future climate experiments. For each experiment, mean annual data 
are plotted for years 1-20 of the simulation, and mean decadal data for years 21-500. The 
regression fits are to mean annual data in each case, and years 1-20 and 21-500 were fitted 
separately. The values for F and α estimated from Figure 3.5 are presented in Table 3.3. These 
values are slightly lower than those identified in other studies using the same method. For 
example, Gregory et al. (2004) used HadCM3 to run experiments with 2x and 4xCO2, obtaining 
values for years 1-90 of 3.9 ± 0.2 and 7.5 ± 0.3 W m-2 for F, and -1.26 ± 0.09 and -1.19 ± 0.07 W 
m-2 °C-1 for α, respectively. Andrews et al. (2015) calculated F to be 7.73 ± 0.26 W m-2 and α to be 
-1.25 W m-2 °C-1 for years 1-20 and -0.74 W m-2 °C-1 for years 21-100 for 4xCO2 simulations using 
HadCM3. The differences between the results here and theirs may be due to the fact that 
MOSES2.1 and the TRIFFID vegetation model was used, whereas they used MOSES1, which is a 
different land-surface scheme and does not account for vegetation feedbacks. 
The decrease in the climate response parameter (α) as the experiment progresses 
suggests that the strength of the climate feedbacks changes as the climate evolves over time. 
Consequently, the ΔT intercept (𝑁 = 0) for the first 20 years of the simulation underestimates 
the actual warming of the model. Over longer timescales, the slope of the regression line 
becomes less negative, implying that the sensitivity of the climate system to the forcing increases 
(Gregory et al., 2004, Andrews et al., 2015, Knutti and Rugenstein, 2015). This non-linearity has 
been found to be particularly apparent in cloud feedback parameters, in particular shortwave 
cloud feedback processes (Andrews et al., 2012, Andrews et al., 2015). A number of studies have 
attributed this strengthening of the feedbacks to changes in the pattern of surface warming 




Figure 3.5. Gregory plot showing change in TOA net downward radiation flux (N; W m-2) as a function of change in 
global mean annual SAT (ΔT; °C) for approximate 2xCO2 (modice_lowCO2_13; circles) and 4xCO2 (modice_highCO2_17; 
triangles) experiments. Lines show regression fits to the global mean annual data points for years 1-20 (blue) and years 
21-500 (red). Data points are mean annual data for years 1-20 (blue) and mean decadal data for years 21-500 (red). 
The ΔT intercepts (N=0) of the red lines give the estimated equilibrated SAT (ΔTeqg) for the two experiments. The ΔT 
intercepts of the dashed blue lines represent the equilibrium that the experiment would have reached if the feedback 
strengths in the first 20 years had been maintained. SAT is shown as an anomaly compared with the pre-industrial 
control simulation. 
(Williams et al., 2008), mainly in the eastern tropical Pacific where an intensification of warming 
can occur after a few decades, but also in other regions such as the Southern Ocean (Andrews et 
al., 2015). The impact of variations in ocean heat uptake has also been suggested to be a 
contributing factor (Held et al., 2010, Winton et al., 2010, Geoffroy et al., 2013). 
The ΔT intercept (𝑁 = 0) for years 21-500 is taken to give the equilibrium temperature 
change (ΔTeqg) for the experiments, equating to values of 4.3°C and 8.9°C for the 2x and 4xCO2 
scenarios in Figure 3.5. A limitation of this approach is that it assumes that the response of  
Table 3.3. Parameter values estimated from Gregory plots for the 2x and 4x pre-industrial CO2 simulations. Shown are 
the effective radiative forcing (F; W m-2) and the climate feedback parameter (α; W m-2 °C-1) for years 1-20 and years 




(W m-2 °C-1) 
yr 1-20 yr 21-100 yr 1-20 yr 21-100 
2xCO2  modice_lowCO2_13 4.24 ± 0.4 - -1.30 ± 0.2 -0.68 ± 0.05 
4xCO2 modice_highCO2_17 6.88 ± 0.3 - -0.99 ± 0.1 -0.56 ± 0.02 
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climate to a forcing is linear after the first 20 years, which has been shown to be unlikely in longer 
simulations of several decades or centuries (Winton et al., 2010, Armour et al., 2013, Andrews 
et al., 2015). However, a comparison of the difference in temperature response to upper- and 
deep-ocean heat uptake and its contribution to the relationship between net radiative flux 
change (N) and global temperature change (ΔT) in Geoffroy et al. (2013) indicated that the 
method of Gregory et al. (2004) of fitting two separate linear models to the early and subsequent 
(N, ΔT) data gives a good approximation of ΔTeqg, F and α as they have been calculated here. A 
study by Li et al. (2013) also found that, using the Gregory plot methodology, ΔTeqg was estimated 
to within 10% of its actual value, obtained by running the simulation very close to equilibrium 
(~6000 yr). However, this was using the ECHAM5/MPIOM model, meaning that it is not 
necessarily also true for HadCM3.  
Given that the slope of the 21-500 yr regression line appears to become shallower with 
time, the estimates of ΔTeqg should be taken as a lower limit of the actual equilibrated SAT 
anomaly. However, this tendency to flatten, particularly as the CO2 concentration is increased, 
further justifies the use of the Gregory methodology; by the end of 500 years the high CO2 
experiments have not yet reached steady state, and even in the lower CO2 experiments SAT is 
increasing very slowly, so will likely take a long time to reach equilibrium. It would therefore not 
be feasible to run most of these experiments to steady state using a GCM, due to the associated 
computational and time requirements. Furthermore, on longer timescales the boundary 
conditions (orbital characteristics and, more importantly, atmospheric CO2 concentrations) 
would have changed, such that, in reality, equilibrium would never be attained. 
3.4.6.2 Equilibrated climate 
The final estimates of ΔTeqg for the lowCO2 and highCO2 modice ensembles range from a 
minimum of -0.4°C (CO2 264.5 ppmv) to a maximum of 12.5°C (CO2 1900.9 ppmv). Figure 3.6 
illustrates the difference between global mean annual SAT anomaly calculated from the GCM 
model data (ΔT500) and calculated using the Gregory plot (ΔTeqg). Experiments with CO2 below or 
near to pre-industrial levels tended to reach equilibrium by the end of the 500 years making a 
Gregory plot unnecessary, hence ΔTeqg is taken to be the same as ΔT500 in these cases. As CO2 
increases, the data points in Figure 3.6 deviate further from the 1:1 line. This is the result of the 
ratio between ΔTeqg and ΔT500 increasing, as the experiments grow increasingly far from 
equilibrium by the end of the GCM run with increasing CO2. 




Figure 3.6. Equilibrated global mean annual change in SAT (ΔTeqg; °C) estimated using the methodology of Gregory et 
al. (2004) against global mean annual change in SAT (ΔT500; °C) at year 500 (average of final 50 years) for the lowCO2 
(circles) and highCO2 (triangles) modice ensembles. The colours of the points indicate the CO2 concentration of the 
experiment, from low (blue) to high (yellow). The 1:1 line (dashed) is included for reference. SAT is shown as an anomaly 
compared with the pre-industrial control simulation. 
Next the ratio between ΔTeqg and ΔT500 was calculated for each experiment (ΔTeqg/ΔT500), 
which represents the fractional increase in climate change still due to occur after the end of the 
500-year model run in order for steady state to be reached. To estimate the fully equilibrated 
climate anomaly, the spatial distribution of mean annual SAT anomaly was multiplied by the 
ΔTeqg/ΔT500 ratio. The ratio identified for each experiment is assumed to be equally applicable to 
all grid boxes. The same scaling ratio was also applied to the precipitation anomaly data to 
estimate the equilibrated mean annual precipitation. 
The equilibrated global mean annual SAT anomaly (ΔTeq) for the highCO2 and lowCO2 
modice ensembles is plotted against ln(CO2) in Figure 3.7, along with ΔT500 for reference.. Also 
plotted on Figure 3.7 are a number of lines illustrating idealised relationships between ΔTeq and 
CO2 based on a range of climate sensitivities. The most recent IPCC report suggested that the 
likely range for equilibrium climate sensitivity is 1.5°C to 4.5°C (IPCC, 2013), hence sensitivities of 
1.5°C, 3°C and 4.5°C have been plotted. The size of the correction required to calculate ΔTeq from 
ΔT500 increases with increasing CO2, and brings the final temperature estimates in line with the 
expected response (red lines), resulting in further increased confidence. The ΔTeq estimated for 
the experiments generally follows the upper line, equivalent to an equilibrium climate sensitivity 
of 4.5°C, which is higher than a previous estimate of 3.3°C for HadCM3 (Williams et al., 2001). 
This difference may be due to the simulations here being “fully equilibrated” following the  




Figure 3.7. Equilibrated global mean annual change in SAT (ΔTeq; °C; blue), estimated by applying the ΔTeqg/ΔT500 ratio 
identified using the Gregory methodology to the GCM data, against atmospheric CO2 (ppmv) for the lowCO2 (circles) 
and highCO2 (triangles) modice ensembles. Also shown is ΔT500 (green), along with the idealised relationship between 
ln(CO2) and ΔT (red lines) for a climate sensitivity of 3°C (solid), 1.5°C (lower dashed) and 4.5°C (upper dashed) (IPCC, 
2013). SAT is shown as an anomaly compared with the pre-industrial control simulation. 
application of the Gregory plot methodology. In addition, Williams et al. (2001) used an older 
version of HadCM3 and prescribed vegetation (MOSES1), whilst in this study interactive 
vegetation is used (MOSES2.1 with TRIFFID). 
3.5 Calibration and evaluation of the emulator 
By considering different contributions of modern and low ice, high and low CO2, different 
number of PCs, and different values for the correlation length hyperparameters, an ensemble of 
emulators was generated, in order to test their relative performance. The modice and lowice 
ensembles were treated as independent data sets that were used separately when calibrating 
the emulator, since ice extent is not defined explicitly as an input parameter in the emulator 
code. This approach was adopted, rather than including the ice sheet extent as an active input 
parameter to the emulator, because only two ice sheet configurations have been simulated, 
which are not sufficient for an interpolation. One of the main benefits of including ice sheet 
extent as an active input parameter would be to emulate changing ice sheets over time, but this 
was beyond the scope of this study. ln(CO2) was used as one of the four input parameters, along 
with obliquity, esinϖ and ecosϖ. The performance of each emulator was assessed using a leave-
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one-out cross-validation approach, where a series of emulators is constructed, and used to 
predict one left-out experiment each time. For example, for the lowCO2 modice ensemble (40 
experiments), 40 emulators were calibrated with one experiment left out of each. This left-out 
experiment was then reproduced using the corresponding emulator, and the results compared 
with the actual experiment results. The number of grid boxes for each experiment calculated to 
lie within different standard deviation bands, and the root mean squared error (RMSE) averaged 
across all the emulators were used as performance indicators to compare the different input 
configurations and hyperparameter value selections. The results in this section are applicable to 
the modice emulator, unless otherwise specified, however the calibration and evaluation for the 
lowice emulator yielded similar trends and results.  
3.5.1 Sensitivity to input data 
The impact on performance was investigated of calibrating the emulator on the highCO2 
and lowCO2 modice ensembles separately, and combined. The lowCO2 modice emulator generally 
performs slightly better in the leave-one-out cross-validation exercise than the highCO2 modice 
version, with a lower RMSE and fewer grid boxes with an error of more than 2 standard 
deviations. Combining the two ensembles into one emulator results in a similar RMSE to the 
lowCO2-only modice emulator but decreases the RMSE compared with the highCO2-only modice 
emulator. As a consequence, the approach was taken of calibrating the emulator on the 
combined ensembles for the rest of the study. This has the advantage that continuous 
simulations of climate with CO2 levels that cross the boundary between the high and low CO2 
ensembles (~560 ppmv), such as may be appropriate for emulation of future climate, can be 
performed using one emulator, rather than having to calibrate separate emulators for different 
time periods based on CO2 concentration. There is also no loss of performance in the emulator 
for either set of CO2 ranges, but rather a slight improvement for the highCO2 ensemble. 
3.5.2 Optimisation of hyperparameters 
Two separate emulators were calibrated, the first using the modice data and the second 
using the lowice data, both with 60 experiments each (combined highCO2 and lowCO2). The input 
factors (ε, esinϖ, ecosϖ and ln(CO2)) were standardised prior to the calibration being performed; 
each was centred in relation to its column mean, and then scaled based on the standard deviation 
of the column. Different emulator configurations were tested by varying the number of principal 
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components retained, ranging from 5 to 20, and for each emulator configuration, the correlation 
length scales δ and nugget ν were optimised by maximization of the penalised likelihood. This 
optimisation was carried out in log-space, ensuring that the optimised hyperparameters would 
be positive. A leave-one-out validation was performed each time, and the modice and lowice 
configurations that performed best were selected as the final two optimised emulators. It was 
found that a modice emulator retaining 13 principal components has the lowest RMSE and a 
relatively low percentage of grid boxes with errors of more than 2 standard deviations. The scales 
δ for the modice emulator are 7.509 (ε), 3.361 (esinϖ), 3.799 (ecosϖ), 0.881 (CO2), and the 
nugget is 0.0631. In contrast, a lowice emulator using 15 principal components exhibits the best 
performance, with length scales δ of 5.597 (ε), 2.887 (esinϖ), 3.273 (ecosϖ), 0.846 (CO2), and a 
nugget of 0.0925. In both cases, the scales for the three orbital parameters are larger than the 
range associated with the input factors, indicating that the response is relatively linear with 
respect to these terms. 
The modice emulator was evaluated using the leave-one-out methodology and results 
are shown in Figure 3.8. The results suggest that the emulator performs well. Figure 3.8a shows 
the percentage of grid boxes for each left-out experiment estimated by the corresponding 
emulator within different standard deviation bands, along with the RMSE. The mean percentage 
of grid boxes within 1 and 2 standard deviations is 80% and 97%, which roughly corresponds to 
the 68% and 95% ratios expected for a normal distribution, suggesting that the uncertainty in the 
prediction is being correctly captured.  
Several of the experiments performed considerably worse than others, exhibiting below 
the expected number of grid boxes with errors within 1 standard deviation (for reference, the 
mean value for 1 standard deviation across the left-out experiments is 0.3°C), and/or higher than 
the expected number of grid boxes with errors of greater than 2 standard deviations, which is 
generally accompanied by a higher RMSE. However, the input conditions for these experiments 
are not particularly similar or unique. Experiments modice_highCO2_43, modice_highCO2_45 
and modice_highCO2_46 all have a fairly low eccentricity and obliquity, and a CO2 concentration 
of ~1000 ppmv, but there are multiple experiments with similar values that have lower RMSE 
values. A spatial map of the errors (not shown) indicates that the grid boxes with errors of 3 or 
more standard deviations are at high northern latitudes in these experiments. However, the signs 
of the anomalies are not the same across these experiments, as the emulator overestimates the 
Arctic SAT anomaly in modice_highCO2_43 and underestimates it in modice_highCO2_45 and 
modice_highCO2_46. This suggests that the emulator is perhaps not quite capturing the full 
model behaviour in high northern latitudes, particularly for low eccentricity values, but this is 




Figure 3.8. Evaluation of emulator performance. (a) Bars give the percentage of grid boxes for which the emulator 
predicts the SAT of the left-out experiment to within 1, 2, 3 and more than 3 standard deviations (sd). Also shown is 
the RMSE for the experiments (black circles). Red lines indicate 68% and 95%. (b) Global mean annual SAT index (°C) 
calculated by the emulator and the GCM for the lowCO2 (circles) and highCO2 (triangles) modice ensembles. The 1:1 
line (dashed) is included for reference. Note: this is the mean value for the GCM output data grid assuming all grid 
boxes are of equal size, hence not taking into account variations in grid box area: it is therefore referred to it as a SAT 
index. SAT is shown as an anomaly compared with the pre-industrial control simulation. 
certainly not true for all experiments. The errors in the experiments are generally less than ±4°C, 
and for most of the Arctic much lower than that. Note that the Arctic is a region in the model 
with high inter-annual variability, so one factor may be that the model simulations which are 
used to calibrate the emulator are not representative of the true stationary mean. There does 
not appear to be any obvious systematic error associated with the input parameters, suggesting 
that errors are less likely to be an issue resulting from the design of the emulator and more likely 
to arise from run-to-run variability in the behaviour of the underlying GCM.  
Figure 3.8b compares the mean annual “SAT index” for each left-out experiment 
calculated by the GCM and the corresponding emulator (Note: this is the mean value for the GCM 
output data grid assuming all grid boxes are of equal size, hence not taking into account grid box 
area). There are no obvious outliers, and the emulated means are relatively close to their 
modelled equivalents. There also does not appear to be any significant loss of performance at 
very low or very high temperature, and therefore at very low or very high CO2. 
In summary, the calibration and evaluation shows that the emulator is able to reproduce 
the left-out ensemble simulations reasonably well, with no obvious systematic errors in its 
predictions. Using the emulator, calibrated on the full set of 60 simulations (modice or lowice), 
one can simulate global climate development over long periods of time (several hundred 
thousand years or longer), provided that the atmospheric CO2 levels for the period are known, 
and are within the limits of those used to calibrate the emulator, ice sheets do not change outside 
of the two configurations considered in the two ensembles, and the topography and land-sea 
mask are unchanged. 
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In the next two sections, illustrative examples of a number of potential applications of 
the emulator are presented, by applying it to the late Pliocene in Section 3.6, and the next 200 
kyr in Section 3.7. 
3.6 Application of the emulator to the late Pliocene 
In addition to being able to rapidly project long-term climate evolution, the emulator 
also allows climatic changes to be examined and analysed using a range of different methods 
that may not be possible using other modelling approaches. To illustrate this, the lowice 
emulator was applied to the late Pliocene and compared the results to palaeo-proxy data for the 
period. The lowice emulator was used because the ice sheets in this configuration are the PRISM4 
Pliocene ice sheets (Dowsett et al., 2016). It should be noted, however, that this approach is only 
appropriate for periods of the Pliocene with equivalent or less than modern ice sheet extents 
(i.e. not glacial conditions), and that palaeogeographic changes for the Pliocene are not included 
here (see Section 3.8 for further discussion). The modice emulator was also tested which, in 
agreement with the findings in Section 3.5, had a limited impact on the long-term evolution of 
global SSTs outside the immediate region of the ice sheets themselves. Potential applications of 
the emulator for palaeoclimate are described below. 
3.6.1 Time series data 
One application of the emulator is to produce a time series of the continuous evolution 
of climate for a particular time period, as is illustrated here where climate is simulated at 1 kyr 
intervals over the period 3300 – 2800 kyr BP. This period of the late Pliocene was selected 
because it has been extensively studied as part of a number of projects (e.g. PRISM (Dowsett, 
2007, Dowsett et al., 2016), PlioMIP (Haywood et al., 2010, Haywood et al., 2016)), represents 
the warm phase of climate (interglacial conditions), and does not include major glaciations 
(though the M2 cooling event may persist to the very start of the simulation at 3300 kyr BP, and 
the simulated period does include periods of likely glaciation, such as KM2 (~3100 kyr BP) and 
G20 (~3000 kyr BP)). The emulator would not be appropriate to periods of extensive glaciation 
and may not be well-matched to the periods of lesser glaciation included within the simulated 
interval. Orbital data for each 1 kyr (Laskar et al., 2004) were provided as input to the calibrated 
emulator, along with three representative CO2 concentrations. Three CO2 reference scenarios 
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were initially emulated, with constant concentrations of 280, 350 and 400 ppmv (although note 
that in reality, CO2 varied during this period on orbital timescales (Martinez-Boti et al., 2015)).  
To illustrate the comparison of the emulator results to palaeo-proxy data, SST data for 
various locations were compared with the emulated SAT for the equivalent grid box. Specifically, 
alkenone-derived palaeo-SST estimates from four (Integrated) Ocean Drilling Program 
(IODP/ODP) sites were used: ODP Site 982 (North Atlantic; (Lawrence et al., 2009)), IODP Site 
U1313 (North Atlantic; (Naafs et al., 2010)), ODP Site 722 (Arabian Sea; (Herbert et al., 2010)) 
and ODP Site 662 (tropical Atlantic; (Herbert et al., 2010)). The locations of the sites are shown 
in Figure 3.9a and detailed in Table 3.4. These Pliocene datasets were selected because they are 
all of sufficiently high resolution (≤4 kyr) for the impacts of individual orbital cycles on climate to 
be captured, whilst covering a range of locations and climatic conditions. Alkenone data are 
shown converted to SST using two commonly applied calibrations: Prahl et al. (1988) and Muller 
et al. (1998). All temperatures are presented as an anomaly compared with pre-industrial. The 
emulator results are compared with the SAT for the relevant grid box in the pre-industrial control 
experiment, whilst the proxy data are compared with SST observations for the relevant location 
taken from the Hadley Centre sea-ice and sea surface temperature (HadISST) data set (Rayner et 
al., 2003). Observations are annual means and are averaged over the period 1870-1900. 
Table 3.4. Mean temperature anomalies and uncertainties (1 standard deviation) for the period 3300-2800 kyr BP 
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1Lawrence et al. (2009); 2Naafs et al. (2010); 3Herbert et al. (2010). 




Figure 3.9. Emulated mean annual SAT (°C) for the 400 ppmv CO2 scenario, modelled using the lowice emulator. SAT is 
shown as an anomaly compared with the pre-industrial control simulation. (a) Mean annual SAT for modern-day orbital 
conditions. Also shown are the locations of the four ODP/IODP sites (purple squares): Site 982 (North Atlantic; 
(Lawrence et al., 2009)), Site U1313 (North Atlantic; (Naafs et al., 2010)), Site 722 (Arabian Sea; (Herbert et al., 2010)) 
and Site 662 (tropical Atlantic; (Herbert et al., 2010)). (b) Standard deviation of mean annual SAT for the period 3300-
2800 kyr BP (late Pliocene), also taking into account the emulator posterior variance. 
Table 3.4 presents the mean SAT anomaly (compared with pre-industrial) for the 
modelled period as estimated by the emulator for the 280 ppmv scenario for each of the four 
grid boxes. The mean increases with increasing CO2, by ~1°C at low latitudes to 2-3°C at high 
latitudes for atmospheric CO2 of 400 ppmv. Figure 3.10 illustrates the evolution of annual mean 
temperature variations through the late Pliocene as calculated using the various methods. For 
the equatorial and Arabian Sea sites (662 and 722), the SAT and SST estimates are relatively 
similar to each other in terms of the general estimated temperature, particularly for the higher 
CO2 scenarios of 350 and 400 ppmv. However, the comparison of timings and variations between 
the SAT and SST data is fairly poor, and there was not found to be a significant correlation 
between the emulated and proxy data temperatures at these sites when correlation coefficients 
were calculated. In fact, Site 982 was the only location for which significant (negative) 
correlations were found for a confidence interval of 95%, although the correlation coefficient is  




Figure 3.10. Data-model comparison of temperature anomaly for the period 3300-2800 kyr BP (late Pliocene). (a) Time 
series of orbital variations (Laskar et al., 2004), showing eccentricity (black) and precession (radians; blue) on the left 
axis, and obliquity (degrees; red) on the right axis. (b):(e) Time series of emulated grid box mean annual SAT (°C; plain 
lines), modelled every 1 kyr, for three constant CO2 scenarios; 280 ppmv (black), 350 ppmv (red) and 400 ppmv (blue). 
Modelled using the lowice emulator. Error bands represent the emulated grid box posterior variance (1 standard 
deviation). Also shown is SST proxy data (°C; dotted lines) calibrated using the method of Prahl et al. (1988) (maroon), 
and the method of Muller et al. (1998) (green). SSTs for four ODP/IODP sites are compared: Site 982 (North Atlantic; 
(Lawrence et al., 2009)), Site U1313 (North Atlantic; (Naafs et al., 2010)), Site 722 (Arabian Sea; (Herbert et al., 2010)) 
and Site 662 (tropical Atlantic; (Herbert et al., 2010)). SAT is shown as an anomaly compared with the pre-industrial 
control simulation, SST is shown as an anomaly compared with SST observations for the period 1870-1900 taken from 
the HadISST data set (Rayner et al., 2003). Note the different vertical axis scales. 
Chapter 3  Emulation of long-term changes in global climate 
92 
 
still relatively low. These correlation coefficients were -0.22 (p-value 0.004) for the Prahl et al. 
(1988) proxy SST data compared with the emulated SAT for the 280 ppmv scenario, and -0.2 (p-
value 0.007) for the same SST data compared with the emulated SAT for the 350 ppmv scenario. 
The Muller et al. (1998) SST data demonstrated correlation coefficients that were essentially 
identical to those above when compared with the same emulated SATs.  
At the higher latitudes, the simulated SAT estimate is generally lower than the proxy data 
SST. This is a common issue in GCM simulations of the late Pliocene, where temperatures at high 
latitudes under increased CO2-induced radiative forcing are often underestimated (Haywood et 
al., 2013). It could also be that the alkenones are not recording mean annual temperature, and 
instead are being produced during peak warmth (e.g. during the summer months), especially at 
higher latitudes (Lawrence et al., 2009). This issue could be explored further by extending the 
methodology presented here to other variables. This seasonal bias could explain the large offset 
in temperature at the northernmost site (982), which exhibits a maximum difference in mean 
temperature anomaly for the period of 5.1°C between data sets, and possibly also at Site U1313. 
The emulated uncertainty in SAT (defined as 1 standard deviation of the emulated grid box 
posterior variance) is also shown in Figure 3.10, and average values for the period given in Table 
3.4. This is slightly higher at the northernmost North Atlantic site (982) compared to the lower 
latitude sites, but overall the uncertainty is relatively small when compared with the effects of 
variations in the orbital parameters and atmospheric CO2 concentration. 
3.6.2 Orbital variability and spectral analysis 
The emulator can also be used to identify the influence of orbital variations on long-term 
climate change. One approach is to assess the spatial distribution of orbital timescale variability, 
by plotting the standard deviation for a climate variable for each grid box, as illustrated for SAT 
in Figure 3.9 for the 400 ppmv CO2 scenario (blue lines in Figure 3.10). Figure 3.9a shows mean 
annual SAT (compared with pre-industrial) produced by the emulator under modern-day orbital 
conditions. Anomalies over the majority of the Earth’s surface are positive, due to the relatively 
high atmospheric CO2 concentration of 400 ppmv. Warming is larger at high latitudes, primarily 
due to a number of positive feedbacks operating in these regions (known as polar amplification). 
The greatest warming is centred over parts of the GrIS and WAIS, showing a similar spatial 
pattern to that in Figure 3.4, and is a result of the reduced ice sheet extents in the emulated 
experiments compared with the pre-industrial simulation. Figure 3.9b shows the standard 
deviation of mean annual SAT for the late Pliocene, with spatial variations primarily illustrating 
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differences in the impact of orbital forcing on climate. For example, the relatively higher values 
at high latitudes compared with low latitudes in Figure 3.9b suggest that changes in the orbital 
parameters have a relatively large impact on SAT in these regions. This is consistent with 
astronomical theory, as changes in both obliquity and precession affect the distribution of 
insolation in space and time, with this effect being particularly significant at high latitudes. 
Monsoonal regions also demonstrate relatively large variations (Figure 3.9b), including Africa, 
India, and South America, in agreement with previous studies which suggest a link between 
orbital changes and monsoon variability (Prell and Kutzbach, 1987, Tuenter et al., 2003, Caley et 
al., 2011). 
In order to visualise the effects of orbital forcing over time, a spectral wavelet analysis 
was performed on the SAT time series data produced by the emulator, for the scenario with 
constant CO2 at 400 ppmv, shown in Figure 3.10 (blue line). The standard MATLAB wavelet 
software of Torrence and Compo (1998) (available online at 
http://atoc.colorado.edu/research/wavelets) was used. The wavelet power spectra for the four 
ODP/IODP sites are presented in Figure 3.11, from which the dominant orbital frequencies 
influencing climate can be identified. For the late Pliocene up to ~2900 kyr, Figure 3.11 suggests 
that changes in emulated SAT are paced by a combination of precession (longitude of perihelion) 
and eccentricity, with periodicities of approximately 21 and 96 kyr, respectively. The influence of 
precession is also supported by Figure 3.4c, which demonstrates precessional forcing in the 
regions where the sites are located, as well as by the frequency of the SAT oscillations for this 
period shown in Figure 3.10, and the observation that it appears to have a larger impact on SAT 
at higher latitudes (Figures 3.10 and 3.11). After ~2900 kyr, obliquity appears to have an 
increased impact at the high latitude site 982, superimposing the precession-driven temperature 
variations with a periodicity of ~41 kyr (Figures 3.10 and 3.11). This signal is also apparent to a 
lesser extent at Site 722, but not at Site U1313. Spectral analysis of palaeo-proxy data and June 
insolation at 65o N also finds a reduction in the influence of precession and an increase in 41 kyr 
obliquity forcing around this time (Lawrence et al., 2009, Herbert et al., 2010). SAT changes at 
the lower latitude sites generally continue to be dominated by variations in precession and 
eccentricity, although the relatively low eccentricity during this period is likely to reduce the 
impact that precession has on climate. It also significantly reduces the variability in temperature, 
which is also observed during the period of low eccentricity between approximately 3240 and 
3200 kyr in both Figures 3.10 and 3.11. The slightly higher amplitudes of the peaks in temperature 
around 3150 kyr, 3050 kyr and 2950 kyr in Figure 3.10 coincide with periods of high eccentricity, 
when its impact on climate is increased (Figure 3.11). It is more difficult to identify orbital trends  




Figure 3.11. The wavelet power spectrum for 3300-2800 kyr BP (late Pliocene). Wavelet analysis was performed on 
emulated grid box mean annual SAT (°C), modelled every 1 kyr using the lowice emulator, for constant CO2 of 400 ppmv 
(blue line in Figures 3.10b to 3.10e). The data are normalised by the mean variance for the analysed SAT data (σ2 = 
0.14°C). Four ODP/IODP sites are compared: (a) Site 982 (North Atlantic; (Lawrence et al., 2009)), (b) Site U1313 (North 
Atlantic; (Naafs et al., 2010)), (c) Site 722 (Arabian Sea; (Herbert et al., 2010)) and (d) Site 662 (tropical Atlantic; 
(Herbert et al., 2010)). 
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in the proxy data, particularly in sections with lower resolution. This is due to there being 
significantly more variation, both on shorter timescales of several tens of thousands of years, 
and longer timescales of hundreds of thousands of years, likely caused in part by changes in 
atmospheric CO2. However, the amplitude of variations in the palaeo data at all four sites is 
generally, though not always, lower during periods of low eccentricity, particularly for the period 
~3225-3200 kyr.  
3.6.3 Calculation of atmospheric CO2 
The use of the emulator for calculating a simple estimate of atmospheric CO2 
concentration during the late Pliocene is also illustrated, and its comparison to published palaeo 
CO2 records obtained from proxy data. CO2 is estimated from the four alkenone SST records 
presented in Table 3.4 and Figure 3.10: Herbert et al. (2010) (Sites 662 and 722), Naafs et al. 
(2010) (Site U1313) and Lawrence et al. (2009) (Site 982). Individual records of SST, rather than 
stacked benthic data, were used because the GCM experiments that the emulator is calibrated 
on were only run for 500 years, meaning that deep ocean conditions would not yet have spun-
up sufficiently, particularly in the experiments with high CO2. Thus, it would not be appropriate 
to compare deep ocean temperatures from the experiments with those from the proxy data. 
A linear regression is performed on the emulated grid box mean annual SAT data versus 
prescribed atmospheric CO2 concentration, for constant CO2 scenarios ranging from 260 ppmv 
up to 800 ppmv. The CO2 concentration is then estimated from the palaeo SST data based on this 
linear relationship, and is presented in Figure 3.12, along with the uncertainty. A number of CO2 
proxy records are also compared, derived from alkenone data at ODP Site 1241 in the east 
tropical Pacific (Seki et al., 2010) and Site 999 in the Caribbean (Seki et al., 2010, Badger et al., 
2013), and from boron (δ11B) data at Site 662 (Martinez-Boti et al., 2015) and Site 999 (Seki et 
al., 2010, Bartoli et al., 2011, Martinez-Boti et al., 2015).  
The new model-based CO2 estimates suggest a mean atmospheric CO2 concentration for 
the period of between approximately 350 ± 15 and 629 ± 37 ppmv (error represents the 
uncertainty taking into account the emulated gird box posterior variance for SAT), indicated at 
Sites 722 and 982, respectively. The new CO2 estimates are generally higher than the CO2 proxy 
records, particularly using data from the two North Atlantic sites (982 and U1313), where palaeo 
SST anomalies were also estimated to be high, compared with tropical anomalies, by the proxy 
data (Figure 3.10). However, CO2 concentrations derived from SST data calibrated using  




Figure 3.12. Data-model comparison of atmospheric CO2 concentration (ppmv) for the period 3300-2800 kyr BP (late 
Pliocene) for six ODP/IODP sites: Site 982 (North Atlantic), Site U1313 (North Atlantic), Site 722 (Arabian Sea), Site 999 
(Caribbean), Site 662 (tropical Atlantic), and Site 1241 (east tropical Pacific). (a) Time series of atmospheric CO2 
concentration from selected proxy data records. Shown is CO2 estimated from alkenone (squares) for Site 999 by Seki 
et al. (2010) (light blue), Badger et al. (2013) (dark blue) and for Site 1241 by Seki et al. (2010) (orange), and estimated 
from δ11B (triangles) for Site 999 by Seki et al. (2010) based on modelled carbonate concentration ([CO32-]) (grey) and 
assuming modern total alkalinity (TA; pink), Bartoli et al. (2011) (dark green), Martinez-Boti et al. (2015) (red) and for 
Site 662 by Martinez-Boti et al. (2015) (purple). For the Seki et al. (2010) δ11B records, error bars are ±25 ppmv and the 
error band is the result of varying the modern TA by ±5%, whilst for Martinez-Boti et al. (2015) the error band represents 
the 95% confidence interval for a 10,000 member Monte Carlo analysis. (b):(e) Time series of atmospheric CO2 
concentration estimated from SST proxy data (circles; Herbert et al. (2010) – Sites 662 and 722, Naafs et al. (2010) – 
Site U1313, Lawrence et al. (2009) – Site 982) calibrated using the method of Prahl et al. (1988) (maroon), and the 
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method of Muller et al. (1998) (light green). CO2 is calculated based on a linear relationship between emulated grid box 
mean annual SAT (modelled using the lowice emulator) and CO2, for three constant CO2 scenarios of 280, 350 and 400 
ppmv. Error bands represent estimated atmospheric CO2 concentration taking into account the emulated grid box 
posterior variance (1 standard deviation). Where the error appears to be very low, this is generally an artefact of the 
way that the data has been plotted. The pre-industrial CO2 concentration of 280 ppmv (grey dotted line) is included for 
reference. 
the approach of Prahl et al. (1988) at the tropical sites of 722 and 662 shows greater similarity to 
the CO2 proxy data, both in terms of mean concentration and variance (not shown). It is difficult 
to identify temporal similarities between the new CO2 estimates and the palaeo records. This is 
partly due to the high level of variability in the new CO2 time series, resulting from the variability 
in the SST records that they were derived from. In addition, the CO2 proxy records have 
comparatively low resolutions, generally with intervals of 10 kyr or greater, and there is also 
considerable variation between them.  
There is substantial variation between the new CO2 estimates at different sites, and this 
may be attributed to a number of causes. It could be that there are errors in the GCM model 
used, in particular in its representation of the response of climate to CO2 and/or orbital forcing. 
There could be errors in the SST data at one or more locations as, if the model was assumed to 
be correct, the estimated CO2 should be similar across the four locations. The fact that they are 
not may indicate that the temperature records are not consistent with each other, which may 
not have been obvious by just comparing the records visually. This is one of the potential 
advantages to using individual temperature records rather than stacked records. It may also be 
that there is an issue with the dating of some of the proxy records; the data may be correct but 
the time data associated with them may be wrong. Alternatively, the emulator may be wrong; 
for example, there may be non-linearities in the climate response simulated by the GCM that it 
is not capturing. Finally, there may be errors related to the modelled representation of the ice 
sheets, which are fixed at a constant configuration. In reality, the variations are less likely to be 
the result of errors in the emulator’s estimates of the GCM output because the validation 
diagnostics did not seem to suggest systematic failures, or of unrepresented changes in climate 
due to the ice sheets. Whilst some of the variation at the high latitude sites (982 and U1313) may 
be attributed to some regional climate processes not fully accounted for, e.g. involving the ice 
sheets and sea-ice, two of the sites (722 and 662) are in tropical regions. Thus, SSTs at these sites 
would not be expected to be affected by changes in the ice sheets, and yet they show significant 
variations to each other. Therefore, the inconsistencies are likely to be due to a combination of 
errors in the GCM model and in the SST data. 
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3.7 Application of the emulator to future climate 
In addition to using the emulator to model past climates, it can also be applied to future 
climate, and in particular on the long timescales (>103 yr) that are of interest for the disposal of 
solid radioactive wastes. Previous modelling of long-term future climate has involved the use of 
lower complexity models such as EMICs for transient simulations (Archer and Ganopolski, 2005, 
Eby et al., 2009, Ganopolski et al., 2016, Loutre and Berger, 2000b), or of GCMs to model a 
relatively small number of snapshot simulations of particular reference climate states of interest. 
The BIOCLIM (Modelling Sequential Biosphere Systems under Climate Change for Radioactive 
Waste Disposal) research programme (BIOCLIM, 2001, 2003a), for example, utilised both of these 
approaches to investigate climatic and vegetation changes for the next 200 kyr, for use in 
performance assessments for radioactive waste disposal facilities.  
Here, for the first time, a GCM has been used to project future long-term transient 
climate evolution, via use of the emulator. Illustrations of two possible applications of the 
emulator are provided, including production of a time series of climatic data and assessing the 
impact of orbital variations on climate. This work has input to the International Atomic Energy 
Agency (IAEA) MOdelling and DAta for Radiological Impact Assessments (MODARIA) 
collaborative research programme (http://www-ns.iaea.org/projects/modaria). 
3.7.1 Time series data 
Similarly to the late Pliocene, snapshots of SAT and precipitation at 1 kyr intervals were 
produced using the modice emulator for the next 200 kyr, assuming modern day ice sheet 
configurations. The projected evolution of climate is a result of future variations in the orbital 
parameters and atmospheric CO2 concentrations, which were provided as input data to the 
emulator (again, at 1 kyr intervals). Four CO2 emissions scenarios were modelled, with the 
response of atmospheric CO2 concentration to emissions and its long-term evolution calculated 
using the impulse response function of Lord et al. (2016). The scenarios adopted logistic CO2 
emissions of 500, 1000, 2000 and 5000 Pg C released over the first few hundred years, followed 
by a gradual reduction of atmospheric CO2 concentrations by the long-term carbon cycle. These 
four scenarios cover the range of emissions that might occur given currently economic and 
potentially economic fossil fuel reserves, but not including other potentially exploitable reserves, 
such as clathrates.  




Figure 3.13. Map of Europe highlighting the grid boxes that represent the four case study sites. From north to south: 
Sweden, Central England, Switzerland and Spain. 
Four single grid boxes are selected, shown in Figure 3.13, which represent example 
locations that could potentially be relevant for nuclear waste disposal: Forsmark, Sweden (60.4o 
N latitude, 18.2o E longitude), Central England, UK (52.0o N latitude, 0o W longitude), Switzerland 
(47.6o N latitude, 8.7o E longitude) and El Cabril, Spain (38o N latitude, 5.4o W longitude). The 
evolution of SAT at these grid boxes is presented in Figure 3.14, along with the emulated 
uncertainty (1 standard deviation of the emulated grid box posterior variance)). In the 500 Pg C 
scenario, the largest SAT increase of 4.1 ± 0.2°C occurs at the Switzerland grid box, whilst the 
Spain grid box exhibits the largest warming in the 5000 Pg C scenario, of 12.3 ± 0.3°C. For 
comparison, when the lowice emulator is utilised, these values are reduced slightly to 3.9 ± 0.3°C 
(Spain grid box) and 12.2 ± 0.3°C (Spain grid box) in the 500 Pg C and 5000 Pg C scenarios, 
respectively. This peak in temperature occurs up to the first thousand years, when atmospheric 
CO2 is at its highest following the emissions period, after which it decreases relatively rapidly with 
declining atmospheric CO2 until around 20 kyr AP. By 200 kyr AP, SAT at all sites is within 2.6°C 
(2.2°C using the lowice emulator) of pre-industrial values, calculated by averaging the final 10 kyr 
of the 5000 Pg C scenarios. The emulated uncertainty for the next 200 kyr is of a similar 
magnitude to that for the late Pliocene and, similarly, is relatively small when compared with the 
fluctuations in SAT that result from orbital variations and changing atmospheric CO2 
concentration. 
Until ~20 kyr AP, the behaviour of the climate is primarily driven by the high levels of CO2 




Figure 3.14. Emulation of SAT anomaly for the next 200 kyr. (a) Time series of orbital variations (Laskar et al., 2004), 
showing eccentricity (black) and precession (radians; blue) on the left axis, and obliquity (degrees; red) on the right 
axis. (b):(e) Time series of emulated grid box mean annual SAT (°C), modelled every 1 kyr, for four CO2 emissions 
scenarios; 500 Pg C (black), 1000 Pg C (green), 2000 Pg C (red) and 5000 Pg C (blue). Modelled using the modice 
emulator. Error bands represent the emulated grid box posterior variance (1 standard deviation). Four sites are 
presented, representing grid boxes in Sweden, Central England, Switzerland and Spain. SAT is shown as an anomaly 
compared with the pre-industrial control simulation. 
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in the atmosphere as a result of anthropogenic CO2 emissions from a range of sources, including 
combustion of fossil fuels, land-use change and cement production. However, after this time, 
changes in orbital conditions begin to exert a relatively greater influence on climate, as the 
periodic fluctuations in SAT at all locations appear to be paced by the orbital cycles, which are 
shown in Figure 3.14a.  
The timing and relative amplitudes of the oscillations in future SAT are in good 
agreement with a number of previous studies. Paillard (2006) applied the conceptual model of 
Paillard and Parrenin (2004), previously mentioned in Section 3.6, to the next 1 Myr. The 
development of atmospheric CO2 over the next 200 kyr, simulated by the model following 
emissions of 450 to 5000 Pg C and accounting for natural variations, shows a similar pattern of 
response to that of SAT presented here. Estimates of global mean temperature in Archer and 
Ganopolski (2005), derived by scaling changes in modelled ice volume to temperature, before 
applying anthropogenic CO2 temperature forcing for a number of emissions scenarios, also 
demonstrate fluctuations in global mean annual SAT (not shown) of a similar timing and relative 
scale. The influence of declining CO2 is still evident after 20 kyr, particularly for the higher 
emissions scenarios, in the slightly negative gradient of the general evolution of SAT. This is due 
to the long atmospheric lifetime of CO2 emissions (Archer, 2005), and is also demonstrated in 
other studies (Archer and Ganopolski, 2005, Paillard, 2006, Archer et al., 2009, Lord et al., 2016). 
The impact of excess atmospheric CO2 on the long-term evolution of SAT appears to be fairly 
linear, with only minor differences between the scenarios and sites, discounting the overall offset 
of SAT for different total emissions. 
One of the key uncertainties associated with future climate change, which is of particular 
relevance to radioactive waste repositories located at high northern latitudes, is the timing of 
the next glacial inception. This is expected to occur during a period of relatively low incoming 
solar radiation at high northern latitudes, which, for the next 100 kyr, occurs at 0 kyr, 54 kyr and 
100 kyr. A number of studies have investigated the possible timing of the next glaciation under 
pre-industrial atmospheric CO2 concentrations (280 ppmv), finding that it is unlikely to occur until 
after 50 kyr AP (Archer and Ganopolski, 2005, Paillard, 2001, Berger and Loutre, 2002).  
When anthropogenic CO2 emissions are taken into account, the current interglacial is 
likely to last significantly longer, until ~130 kyr AP following emissions of 1000 Pg C and beyond 
500 kyr AP for emissions of 5000 Pg C (Archer and Ganopolski, 2005). A recent study by 
Ganopolski et al. (2016) using the CLIMBER-2 model found that emissions of 1000 Pg C 
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significantly reduced the probability of a glaciation in the next 100 kyr, and that a glacial inception 
within the next 100 kyr is very unlikely for CO2 emissions of 1500 Pg C or higher.  
The CO2 emissions scenarios, modelled using the response function of Lord et al. (2016), 
suggest that atmospheric CO2 will not have returned to pre-industrial levels by 100 kyr AP, 
equalling 298 and 400 ppmv for the 500 and 5000 Pg C emissions scenarios, respectively. The 
critical summer insolation threshold at 65o N was calculated using the logarithmic relationship 
identified between maximum summer insolation at 65o N and atmospheric CO2 by Ganopolski et 
al. (2016). The evolution of atmospheric CO2 concentration over the course of the emissions 
scenarios suggests that, for emissions of 1000 Pg C or less, Northern Hemisphere summer 
insolation will next fall below the critical insolation threshold in approximately 50 kyr, and in 
~100 kyr for emissions of 2000 Pg C. For the highest emissions scenario of 5000 Pg C, the 
threshold is not passed for considerably longer, until ~160 kyr. However, the uncertainty of the 
critical insolation value is ±4 W m-2 (1 standard deviation), and often the difference between 
summer insolation at 65o N and the insolation threshold is less than this, potentially impacting 
whether the threshold has in fact been passed and therefore whether glacial inception is likely. 
For example, for the 1000 Pg C scenario, whilst insolation first falls below the critical threshold 
at ~50 kyr, it does not fall below by more than the uncertainty value until ~130 kyr. 
A limitation of this study relates to the continental ice sheets in HadCM3 being 
prescribed rather than responsive to changes in climate. A consequence of this is that an increase 
in the extent or thickness of the ice sheets, and hence the onset of glaciation, cannot be explicitly 
projected, but this also means that a regime shift of the ice sheets to one of negative mass 
balance, which may be expected to occur under high CO2 emissions scenarios (Ridley et al., 2005, 
Swingedouw et al., 2008, Stone et al., 2010, Winkelmann et al., 2015), cannot be modelled. 
However, the results of the sensitivity analysis to ice sheets described in Section 3.4.5, for which 
a number of simulations were run again with reduced GrIS and WAIS extents, suggest that the 
reduction in continental ice results in relatively localised increases in SAT in regions that are ice 
free, in addition to some regional cooling at high latitudes. Consequently, this does not act as a 
significant restriction on the glaciation timings put forward in this study considering their 
radioactive waste disposal application; given that the earliest timing of the next glaciation is of 
significant interest, smaller continental ice sheets and therefore higher local SATs would likely 
inhibit the build-up of snow and ice, delaying glacial inception further. As such, the estimates 
presented here should be viewed as conservative. As will be discussed in Section 3.8, however, 
the emulator was not designed and calibrated to predict changes in ice sheets. This is a limitation 
that should be addressed when modelling future climate on timescales of tens of thousands of 
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years or more (depending on the CO2 scenario(s) being modelled). Another caveat is that the 
carbon cycle in the emulator is also essentially prescribed, and thus not interactive. This means 
that the atmospheric CO2 trajectory follows a smooth decline, as was projected using an impulse 
response function based on experiments using the cGENIE model (Lord et al., 2016), with long-
term future climate being modelled as a series of snapshot simulations with the emulator. This 
smooth decline in CO2 assumes that no non-linear or unexpected behaviour will be demonstrated 
by the long-term carbon cycle, and that the silicate weathering mechanism, which is associated 
with a substantial degree of uncertainty, is correct. 
The emulator can also be used to project the evolution of a range of other climate 
variables, providing that they were modelled as part of the initial GCM ensembles. Figure 3.15 
illustrates the development of mean annual precipitation and emulated uncertainty over the 
next 200 kyr at the four sites. The maximum increase in precipitation is between 0.3 ± 0.1 
millimetres per day (mm day-1; Switzerland grid box) and 0.6 ± 0.1 mm day-1 (Sweden grid box) 
in the 500 Pg C and 5000 Pg C scenarios, respectively. Precipitation increases with increasing 
atmospheric CO2 at all sites apart from the Spain grid box, where it decreases by up to 0.9 ± 0.1 
mm day-1. Regional differences in the sign of changes in precipitation, including an increase at 
high latitudes and a decrease in the Mediterranean, are consistent with modelling results 
included in the International Panel on Climate Change (IPCC) Fifth Assessment Report, for 
simulations forced with the Representative Concentration Pathway (RCP) 8.5 scenario (Collins et 
al., 2013). In contrast to SAT, precipitation appears to be more closely influenced by precession, 
illustrated by its periodicity of slightly less than 25 kyr. There appears to be an increase in the 
intensity of precipitation fluctuations from approximately 140 kyr onwards, implying that the 
modulation of precession by eccentricity also has an impact. 
3.7.2 Orbital variability and spectral analysis 
The impact of orbital forcing was assessed by performing a spectral wavelet analysis on 
the SAT and precipitation time series data produced by the emulator for the Central England grid 
box for the 5000 Pg C emissions scenario, represented by blue lines in Figures 3.14c and 3.15c, 
respectively. As for the late Pliocene, the wavelet software of Torrence and Compo (1998) was 
utilised. The analysis was performed on the data for 20-200 kyr AP, because the climate response 
up until ~20 kyr AP is dominated by the impact of elevated atmospheric CO2 concentrations, 
which masks the orbital signal and affects the results of the wavelet analysis.  




Figure 3.15. Emulation of precipitation anomaly for the next 200 kyr. (a) Time series of orbital variations (Laskar et al., 
2004), showing eccentricity (black) and precession (radians; blue) on the left axis, and obliquity (degrees; red) on the 
right axis. (b):(e) Time series of emulated grid box mean annual precipitation (mm day-1), modelled every 1 kyr, for four 
CO2 emissions scenarios; 500 Pg C (black), 1000 Pg C (green), 2000 Pg C (red) and 5000 Pg C (blue). Modelled using the 
modice emulator. Error bands represent the emulated grid box posterior variance (1 standard deviation). Four sites are 
presented, representing grid boxes in Sweden, Central England, Switzerland and Spain. Precipitation is shown as an 
anomaly compared with the pre-industrial control simulation. Note the different vertical axis scales. 




Figure 3.16. The wavelet power spectrum for the next 200 kyr for the Central England grid box. Wavelet analysis was 
performed on data for 20 kyr AP onwards, for: (a) emulated grid box mean annual SAT (°C; blue line in Figure 3.14c), 
and (b) emulated grid box mean annual precipitation (mm day-1; blue line in Figure 3.15c). Both variables were 
modelled every 1 kyr using the modice emulator, for the 5000 Pg C emissions scenario. The data are normalised 
separately by: (a) the mean variance for the analysed SAT data (σ2 = 0.14°C), and (b) the variance for the analysed 
precipitation data (σ2 = 0.003°C). 
For future SAT, Figure 3.16a suggests that, up until ~160 kyr, the obliquity cycle acts as 
the dominant influence, resulting in temperature oscillations with a periodicity of approximately 
41 kyr. This is confirmed by Figure 3.14c, which shows that the major peaks in SAT generally 
coincide with periods of high obliquity. Over this period, precession has a far more limited 
influence, likely due to eccentricity being relatively low until ~110 kyr (Figure 3.14a). However, 
from ~120 kyr AP onwards, concurrently with increasing eccentricity, precession becomes a more 
significant forcing on climate, resulting in SAT peaks approximately every 21 kyr. In contrast, 
precession appears to be the dominant forcing on precipitation for the Central England grid box 
for the entire 20-200 kyr AP period (Figures 3.15c and 3.16b). This signal is particularly strong 
after ~120 kyr AP, due to higher eccentricity.  




There are a number of limitations associated with the methodology outlined above, 
particularly relating to the assumptions that it is based on and its application to different periods 
of time. Although these have mostly been discussed briefly in the preceding sections, here they 
are summarised them together. 
• As noted previously, the carbon cycle in the emulator is not coupled to the climate, 
since the atmospheric CO2 concentration is prescribed. The methodology thus 
assumes that there will be no unexpected non-linearities in the carbon cycle, and 
that changes in climate that are different from those in cGENIE do not feed back to 
the carbon cycle. This may be of particular importance when simulating future 
climates, when the natural carbon cycle is expected to be significantly perturbed due 
to ongoing anthropogenic emissions of CO2, in a way that may not be fully 
represented in cGENIE. There is also uncertainty surrounding the dynamics of the 
carbon cycle over long periods of time, such as the role of the silicate weathering 
mechanism, although the observation that different carbon cycle models generally 
produce fairly similar results increases our confidence (Archer et al., 2009). 
• The ice sheets in the emulator are also fixed, at either modern-day or reduced 
extents, although expanding the range of ice sheets that can be modelled is currently 
being undertaken in ongoing research. This means that care needs to be taken when 
simulating very long periods of time. For example, neither Quaternary nor future 
glacial-interglacial cycles can be simulated for using the current version of the 
emulator. Furthermore, even during the Pliocene, it is likely that the extent of ice 
sheets in the Northern Hemisphere varied beyond the range simulated in this study 
(Willeit et al., 2015), and the emulator in its current form cannot represent this.  
• In the context of the Pliocene, the land-sea mask and orography used in the 
simulation of Pliocene climate are fixed and appropriate to modern-day conditions, 
whereas the PRISM4 reconstruction of paleogeography suggests that there may 
have been considerably different in some regions, for example the region of the 
Hudson Bay is thought to have been land in the Pliocene (Dowsett et al., 2016). 
• Due to both the carbon cycle and ice sheets being prescribed, interactions between 
these components of the climate system can also not be simulated. These include 
natural changes in CO2 which have been found to accompany past glacial-interglacial 
cycles, with glacial periods over the last 800 kyr exhibiting CO2 concentrations of 
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approximately 180 to 200 ppmv (Petit et al., 1999), whereas interglacial periods 
demonstrated concentrations of 240 to 290 ppmv (Luthi et al., 2008). Changes in the 
ice sheets in response to atmospheric CO2 can also not be modelled, such as the 
likely future melting of the GrIS and AIS in response to anthropogenic CO2 emissions. 
Various studies have modelled the response of the ice sheets to future climate 
warming, finding that the ice sheets may experience significantly increased melt. In 
fact, for scenarios with high CO2 emissions (>~5000 Pg C), it has been suggested that 
the GrIS and AIS may be almost entirely melted within the next few thousand years 
(e.g. Huybrechts et al., 2011, Winkelmann et al., 2015, DeConto and Pollard, 2016), 
which would cause significant changes in deep ocean circulation and ocean 
stratification. These ocean changes cannot be captured by the current version of the 
methodology and, whilst their impacts on global and regional climate are uncertain, 
they are expected to be long-term. The melting of the ice sheets would also cause 
significant increases in global sea level, of approximately 70 m if both the GrIS and 
AIS melted, which would strongly affect the global land-sea mask and regional 
climates, and which cannot be represented using the current methodology. This sea 
level rise would also have serious implications for radioactive waste repositories 
located in relatively low-lying coastal regions that are vulnerable to sea level rise, 
such as in northern Europe.  
• Since the emulator models climate via a series of snapshots rather than a truly 
transient simulation, it is not able to capture deviations from a stationary response. 
As a consequence, the methodology becomes inappropriate if such transient 
changes in the deep ocean are found to be important for controlling surface climate 
evolution. 
• The emulator presented in this study is only suitable for modelling transient climate 
changes on timescales of several millennia or longer, as a number of shorter-term 
processes in the climate and carbon cycle are not represented. These include internal 
variability in the climate system, such as interannual variability, North Atlantic 
Oscillation (NAO), and El Niño – Southern Oscillation (ENSO), as well as radiative 
forcing occurring on shorter timescales (e.g. volcanic activity), and terrestrial carbon 
cycle processes. On these timescales, transient simulations run using complex 
models such as GCMs or EMICS are most appropriate. 
As a consequence of these limitations, care needs to be taken when applying the 
emulator to ensure that its application is appropriate. For example, when considering future 
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climate, the way in which future carbon dioxide concentration have been modelled, and the ice 
sheet configurations modelled, mean that this methodology is only applicable on timescales up 
until the next glacial inception. After this, atmospheric CO2 would be expected to change in 
response to the initiation of glacial conditions, accompanied by the expansion of the ice sheets, 
decreasing sea level, and the climatic changes that would results from these changes. A number 
of studies have modelled the possible timing of the next glacial inception, finding that for CO2 
scenarios with medium emissions the current interglacial period may end in approximately 130 
kyr (Archer and Ganopolski, 2005, Ganopolski et al., 2016). However, for high emissions of 5000 
Pg C, glacial inception may be delayed for more than 500 kyr (Archer and Ganopolski, 2005). A 
study by Brandefelt et al. (2013) estimated that for permafrost development to occur at 
Forsmark, Sweden during the insolation minima at 17 and 54 kyr AP, atmospheric CO2 
concentrations of ~210 ppmv or less and ~250 ppmv or less would be required, respectively. In 
light of the long atmospheric lifetime of CO2 emissions that has been discussed, low 
concentrations such as these are unlikely in the next few tens of thousands of years; however, 
they cannot be entirely excluded. In order to account for this limitation, the emulator could be 
extended to include glacial states, meaning that it could be applied to future climate on a longer 
timescale, as well as to the Quaternary, if the evolution of CO2 and ice volume were known (e.g. 
from a transient EMIC or conceptual model simulation). Thus, when emulating long-term climate, 
careful consideration should be given to what assumptions are being made and whether the 
methodology is appropriate for the conditions being modelled. 
Bearing in mind these limitations, the methodology described in this paper is a useful 
and powerful tool for simulating long-term past and future climatic changes, as well as for 
exploring the dynamics and sensitivities of the climate system. 
3.9 Summary and Conclusions 
In this study, long-term continuous projections of future climate evolution are presented 
at the spatial resolution of a GCM, via the use of a statistical emulator. The emulator was 
calibrated on two ensembles of simulations with varied orbital and atmospheric CO2 conditions 
and modern day continental ice sheet extents, produced using the HadCM3 climate model. The 
method presented by Gregory et al. (2004) to calculate the steady-state global temperature 
change for a simulation, by regressing the net radiative flux at the top of the atmosphere against 
the change in global SAT, was utilised to calculate the equilibrated SAT data for these ensembles, 
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as it was not feasible to run the experiments to equilibrium due to the associated time and 
computer resources needed. A number of simulations testing the sensitivity of SAT to the extent 
of the GrIS and WAIS suggest that the response of SAT is fairly linear regardless of orbit, and that 
the largest changes are generally local to regions that are ice free. The mean SAT anomaly 
identified across these experiments was then applied to the equilibrated SAT results of the 
modern-day ice sheet extent ensembles, to generate two equivalent ensembles with reduced ice 
sheets.  
Output data from the modern-day and reduced ice sheet ensembles were then used to 
calibrate separate emulators, which were optimised and then validated using a leave-one-out 
approach, resulting in satisfactory performance results. A number of useful applications of the 
emulator are discussed, which may not be possible using other modelling approaches at the 
same temporal and spatial resolution. Firstly, a particular benefit of the emulator is that it can 
be used to produce time series of climatic variables that cover long periods of time (i.e. several 
thousand years or more) at a GCM resolution, accompanied by an estimation of the uncertainty 
in the form of the posterior variance. This would not be feasible using GCMs due to the significant 
time and computational requirements involved. The global grid coverage of the data also means 
that the evolution of a climate variable at a particular grid box can be examined, allowing for 
comparisons to data at a regional or local scale, such as palaeo-proxy data, or for the evolution 
of climate at a specific site to be studied. However, further downscaling of the data may also be 
necessary or beneficial, via further modelling such as proxy modelling, impact models or regional 
climate models, or via statistical downscaling techniques. Secondly, the influence of orbital 
forcing on climate can be assessed. This effect may be visualised with a continuous wavelet 
analysis on the time series data for a particular CO2 emissions scenario, which will identify the 
orbital frequencies dominating at different times. The spatial distribution of orbital timescale 
variability can also be simulated, by plotting the standard deviation for a climate variable for each 
grid box, taking into account the emulator posterior variance. Finally, the emulator can be used 
to back-calculate past atmospheric CO2 concentrations based on proxy climate data. Through an 
inversion, atmospheric CO2 concentrations can be estimated using SST proxy data, based on a 
linear relationship between emulated grid box mean annual SAT and prescribed CO2 
concentration. Estimated CO2 can then be compared with palaeo CO2 concentration proxy 
records.  
To illustrate these potential applications, the emulator was applied at 1 kyr intervals to 
the late Pliocene (3300-2800 kyr BP) for atmospheric CO2 concentrations of 280, 350 and 400 
ppmv, and compared the emulated SATs at specific grid boxes to SSTs determined from proxy 
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data from a number of ODP/IODP sites. The wavelet power spectrum for SAT at each site was 
also produced, and the dominant orbital frequency assessed. In addition, the SST proxy data was 
used to estimate atmospheric CO2 concentrations, based on a linear relationship between 
emulated grid box mean annual SAT and prescribed CO2 concentration. It is found that: 
• Temperature estimates from the emulator and proxy data show greater similarity 
at the equatorial sites than at the high latitude sites. Discrepancies may be the 
result of seasonal biases in the proxy data, unknown changes in the climate and/or 
carbon cycle, issues with the tuning of parts of the record, biases in the GCM, or 
errors in the emulator.  
• The response of emulated SAT appears to be dominated by a combination of 
precessional and eccentricity forcing from 3300 kyr to approximately 2900 kyr, 
after which obliquity begins to have an increased influence.  
• Regions with a particularly large response to orbital forcing include the high 
latitudes and monsoon regions (Figure 3.9b). 
• The CO2 concentrations derived from tropical ODP/IODP sites show relatively 
similar concentrations to CO2 proxy records for the same period, although the 
concentrations derived from higher latitude sites are generally significantly higher 
than the proxy data. 
The emulator was also applied to the next 200 kyr, as long-term future simulations such 
as these have relevance to the geological disposal of solid radioactive wastes. The continuous 
evolution of mean annual SAT and precipitation at a number of sites in Europe are presented, for 
four scenarios with anthropogenic CO2 emissions of 500, 1000, 2000 and 5000 Pg C. A spectral 
wavelet analysis was also performed on the SAT and precipitation data for the Central England 
grid box. The data suggests that: 
• SAT and, to a lesser extent, precipitation exhibit a relatively rapid decline back 
towards pre-industrial values over the next 20 kyr, as excess atmospheric CO2 is 
removed by the long-term carbon cycle. 
• Following this, SAT fluctuates due to orbital forcing on an approximate 41 kyr 
obliquity timescale until ~160 kyr AP, before the influence of precession increases 
with increasing eccentricity from ~120 kyr AP. 
• Conversely, precipitation variations over the entire 200 kyr period demonstrate a 
strong precessional signal. 
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Overall, it is found that the emulator provides a useful and powerful tool for rapidly 
simulating the long-term evolution of climate, both past and future, due to its relatively high 
spatial resolution and relatively low computational cost. Illustrative examples have been 
presented of a number of different possible applications, which it is believed make it suitable for 
tackling a wide range of climate questions. 
The emulator presented in this chapter can be applied to model long-term future climate 
change following the steps described in the framework in Section 1.5 of Chapter 1. Here, it was 
forced with future orbital variations, and atmospheric CO2 time series data that were produced 
using the impulse response function developed in Chapter 2. The emulator methodology is 
developed further in the next chapter by increasing the maximum atmospheric CO2 
concentration that can be simulated using the emulator, allowing a wider range of anthropogenic 












CHAPTER 4 : 
 
Extended analysis of the emulator 
 
 
In the previous chapter, an emulator was described that can be used to project the long-
term evolution of climate. It was used to model changes in SAT and precipitation occurring over 
hundreds of thousands of years in the late Pliocene and the future for several CO2 scenarios. This 
emulator was calibrated only on SAT data (before being used to project SAT and precipitation), 
and is applicable to CO2 concentrations of up to 2000 ppmv. This chapter presents further 
analysis of this emulator, including comparing the performance of emulators calibrated 
separately on SAT and precipitation data, as opposed to just being calibrated on SAT data. In 
addition, the range of GCM data that the emulator is calibrated on is extended to include very 
high atmospheric CO2 concentrations, thus increasing the upper CO2 limit that can be modelled. 
4.1 Introduction 
In the first part of this chapter, additional analysis of the modice_60 emulator detailed 
in Chapter 3 is presented. Specifically, the principal components that were retained during the 
calibration of the emulator are examined (Section 4.2), to see if they provide any insight into the 
physical processes associated with climate. In addition, the sensitivity of emulated precipitation 
to the method of optimising the hyperparameters is tested, by comparing the use of 
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hyperparameters optimised on SAT data with the use of hyperparameters optimised on 
precipitation data (Section 4.3). Ideally, there would be one emulator (optimised on SAT) that 
would then be applied to model all climatic variables, meaning that the variables would be 
physically consistent with each other. However, SAT changes in a relatively linear manner with 
ln(CO2), which may mean that variables that exhibit greater non-linearity may be less well 
reproduced by the emulator. Therefore, the ability of the emulator to model precipitation, which 
exhibits a relatively non-linear response to ln(CO2), was tested, to ascertain if the use of one 
emulator version is appropriate. 
The emulator described in Chapter 3 is applicable to atmospheric CO2 concentrations 
ranging from 250 ppmv to 1900 ppmv. It was stated that, whilst AOGCM experiments were 
performed which sampled CO2 up to 3600 ppmv, only experiments with CO2 concentrations of 
2000 ppmv or less were used to calibrate the emulator, due to a runaway warming feedback that 
caused the SAT in the experiments with CO2 higher than this to increase rapidly and non-linearly 
over time. Consequently, these experiments were excluded from the emulator presented in 
Chapter 3. 
In the cGENIE simulations described in Chapter 2, a peak CO2 concentration of ~2000 
ppmv is equivalent to total CO2 emissions of ~6000 Pg C. Whilst fossil fuel reserves and resources 
are currently estimated to be slightly less than this amount (McGlade and Ekins, 2015), this does 
not take into account additional resources that may be useable in the future (either due to 
technological advances or oil and/or gas exploration), such as methane clathrates (Rogner, 
1997), or natural climate feedbacks that may result in further release of CO2 to the atmosphere 
following warming, for example through the melting of permafrost (Oechel et al., 1993, Zimov et 
al., 2006). Total CO2 emissions of 10,000 Pg C modelled using cGENIE, for example, resulted in a 
peak atmospheric CO2 concentration of 3900 ppmv. Therefore, in this chapter one aim will be to 
extend the methodology to allow the emulator to be applied at higher CO2 concentrations so 
that more extreme CO2 emissions scenarios can be simulated. 
Consequently, the second part of the chapter presents an emulator that is calibrated on 
the full set of 80 simulations comprising the highCO2 and lowCO2 ensembles, including the very 
high CO2 experiments that were previously excluded (Section 4.4). As a result, this emulator is 
suitable for modelling atmospheric CO2 concentrations of up to 3600 ppmv, which is necessary 
for worst-case emissions scenarios that assume very high future CO2 emissions. The effects of 
the runaway warming feedback in the very high CO2 experiments are corrected for using a 
statistical approach (Section 4.4.1), and an emulator is then created using the corrected climate 
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data. This emulator is calibrated and evaluated (Section 4.4.2), before being used to project long-
term future changes in SAT and precipitation (Section 4.4.3).  
4.2 Analysis of principal components 
As mentioned in the previous chapter (Section 3.3), a PCA (principal component analysis) 
was performed on the raw climate data produced by HadCM3 before it was used to calibrate the 
modice_60 emulator. This emulator is so called because it is calibrated on 60 experiments – the 
full lowCO2 ensemble of 40 experiments, and 20 experiments from the highCO2 ensemble, 
sampling CO2 up to 2000 ppmv (rather than the maximum of 3600 ppmv). This PCA method 
reduced the dimension of the global gridded output data, meaning that one emulator for the 
whole global grid could be constructed, rather than separate emulators for individual grid boxes. 
It works by mathematically analysing the gridded data (e.g. for SAT) for all of the simulations (60), 
and decomposing the data into a linear combination of map patterns (eigenvectors). Each of 
these PCs has an associated eigenvalue that describes the relative amount of variance that the 
PC accounts for, and these are sorted by decreasing eigenvalue. Hence, the first eigenvector 
explains the most variance, the second explains the second-most variance, etc. The number of 
PCs that the data are fully represented by is equal to the number of simulations analysed, 
although in practice only a relatively small number of the eigenvectors are retained. Here, these 
were the first components (highest eigenvalues) that accounted for the majority of the variance 
in the data, and the exact number retained was determined during the optimisation and 
evaluation of the emulator, described in Section 3.5.2 of Chapter 3. For the modice_60 emulator, 
13 PCs are retained, accounting for 87% of the total variance. The percentage of the total 
variance that each of the first 10 retained PCs represents is shown in Figure 4.1. Combined, these 
10 PCs account for 85% of the total variance. For each simulation, and its unique input conditions 
(CO2 and orbital), the emulator assigned a weighting to each of the retained PCs. When the 
weighted PCs for a simulation were combined with a map of mean SAT (averaged across the 60 
experiments), the gridded SAT data for that simulation was reproduced. A similar method is then 
applied by the emulator to provide a prediction of SAT for unsimulated situations, based on their 
input conditions. 
The PCA is a mathematical procedure, which means that the PCs, particularly those other 
than the first, are not necessarily related to physical processes. However, several of the PCs 
exhibited spatial patterns that may be linked to changes in specific parts of, or processes in, the 




Figure 4.1.Percentage of the total variance represented by PCs 1-10 for SAT (°C) for the modice_60 emulator. 
Earth system that are expected to occur in response to changes in atmospheric CO2 
concentration and/or orbital conditions. Therefore, by examining them it may be possible to 
learn something about the physical mechanisms occurring in the Earth system. All PCs discussed 
here are from the SAT modice_60 emulator. 
The first 10 retained PCs are illustrated in Figure 4.2. All of the values of the PCs are 
positive in the global mean, apart from PC1 which has negative values. The sign of the values 
assigned during the PCA is arbitrary, since if the sign convention of the PC is reversed, as in the 
case of PC 1, the sign of the associated eigenvalue (which the PC is multiplied by) is also reversed. 
This means for PC 1 the associated eigenvalue is negative, hence when the PC and eigenvalue 
are multiplied, the resulting signal is positive. 
PC 1, shown in Figure 2a, accounts for the most variance (65%) and is therefore most 
likely to be suitable for physical interpretation. It shows relatively large SAT changes at high 
latitudes, particularly in the north, as well as over land. A very similar pattern of warming occurs 
as a result of an increase in atmospheric CO2. This is illustrated by Figure 4.3, which is the mean 
annual SAT anomaly compared with pre-industrial for an idealised simulation with doubled pre-
industrial atmospheric CO2 (560 ppmv). All other conditions (i.e. orbital and ice sheets) were the 
same as in the pre-industrial simulation. It is not unexpected that the first PC resembles the SAT 
response to increased CO2, given that the majority of the simulations in the two ensembles used 
for calibration (highCO2 and lowCO2) had CO2 concentrations that were significantly higher than  








Figure 4.2. PCs 1-10 for SAT (°C) for the modice_60 emulator. Note the different scale of PC 1 and the subsequent PCs. 




Figure 4.3. Mean annual SAT anomaly (°C) for 2x CO2 simulation (compared with pre-industrial). 
pre-industrial. It is, therefore, likely to be the dominant forcing on climate in many of the 
simulations, particularly when mean annual rather than seasonal SAT is being considered. 
Amplification of warming at high latitudes is exhibited by a large range of models (e.g. Holland 
and Bitz, 2003, Collins et al., 2013), and is largely the result of ice-albedo feedbacks (Hall, 2004, 
Kumar et al., 2010). 
PCs 2 to 6 appear to be at least partly related to monsoonal changes, with the greatest 
SAT changes occurring in monsoonal areas, as illustrated in Figure 4.2. For example, the second 
PC (Figure 4.2b) exhibits relatively large changes in the Northern Hemisphere monsoonal regions, 
namely over North Africa, India and East Asia. On the other hand, PCs 3 and 4 (Figures 4.2c and 
4.2d) show variations in the Southern Hemisphere monsoonal regions of South America, South 
Africa and Australia. There is still significant uncertainty about the response of monsoons to 
future changes in climate driven by increased atmospheric CO2 concentrations, with models 
often projecting different responses for different regions (Christensen et al., 2013). Prediction is 
further complicated by the range of processes and conditions that can affect monsoons, 
including atmospheric moisture content, atmospheric circulation, and the land-sea temperature 
difference, as well as cyclical climate phenomena operating on a range of timescales, including 
the ENSO, the Pacific Decadal Oscillation and the Atlantic Multidecadal Oscillation (Christensen 
et al., 2013, Lu et al., 2006, Krishnan and Sugi, 2003). Additionally, the response of SST to warming 
may have an impact, which may vary between different models, contributing to variance in 
projections. On longer timescales, a number of studies using proxy data and/or model 
simulations of past climates have suggested that the periodicity and phasing of monsoons is also 
influenced by orbital variations, possibly through the impact of changes in northern summer 
insolation on precessional timescales (e.g. Kutzbach, 1981, Kutzbach and Liu, 1997, Yuan et al., 
2004). 
 




Figure 4.4. Mean annual sea-ice concentration (%) for: (a) pre-industrial simulation and (b) 2x CO2 simulation. 
Several the PCs exhibit spatial variations in SAT that are similar to those related to 
changes in sea-ice, including PCs 3 and PCs 5 to 9 (Figures 4.2c and 4.2e to 4.2i). The outer sea-
ice boundaries in the Arctic and Southern Oceans, including parts of the Barents, Greenland, and 
Bering seas in the north and the Weddell, Bellingshausen, and Amundsen Seas in the south, show 
particular sensitivity to warming scenarios, due to sea-ice retreat (Figure 4.4). This decrease in 
sea-ice cover results in increased exposure of the darker ocean surface, reducing the surface 
albedo and leading to further warming (ice-albedo feedback), as illustrated in Figure 4.5. 
Finally, several of the PCs appear to be related to changes in AMOC, such as PCs 5 and 
10 (Figures 4.2e and 4.2j), as indicated by the occurrence of relatively large changes in SAT in 
North Atlantic regions that are associated with the formation of North Atlantic Deep Water 
(NADW). This deep-water mass is formed when cold, dense surface water sinks in the Labrador 
Sea and Greenland-Iceland-Norway Sea, releasing heat to the atmosphere. The strength of the 
AMOC is projected to decrease under future warming scenarios, as a result of increased SAT and 
precipitation at high northern latitudes (Collins et al., 2013). Together, these changes act to 
reduce the density of high latitude surface waters, increasing their stability and reducing the 
strength of the AMOC. 
There are various other ways in which the data can be visualised that may provide further 
insight into the validity of these tentative interpretations linking individual PCs and climatic 
changes. One method is to examine the relationship between the input conditions and the 
amplitudes of the PCs. These amplitudes are the right singular vectors of Y, produced during the 
PCA, and are denoted V in Equation 3.1 of Chapter 3. For each of the 60 experiments used to 
calibrated the modice_60 emulator, every PC is assigned a weighting (V) that defines the 
contribution of the PC to reproducing the full spatial field of mean annual SAT for that 
experiment.  




Figure 4.5. Mean annual surface albedo anomaly (%) for 2x CO2 simulation (compared with pre-industrial). 
The majority of the retained PCs, particularly the lower-order PCs, do not exhibit a 
significant correlation with any of the input parameters. This is likely due to the consideration 
that, as you move down the list of PCs, they account for a decreasing amount of the total 
variance, and thus are likely to increasingly represent minor fluctuations in SAT that may only 
occur in a small number of experiments. However, the amplitudes of the first few PCs were found 
to demonstrate a correlation with some of the input parameters, as shown in Figure 4.6. The 
implications of these results are discussed below. 
Another method of visualising the PCs, whilst getting an indication of the climate forcings 
that they may be capturing, is to look at the change in the contribution of each PC for 
experiments with different input conditions. This is illustrated in Figure 4.7, for four idealised 
experiments produced using the modice_60 emulator. The input parameters of these 
experiments are detailed in Table 4.1. In Figure 4.7, the amplitudes of the first ten PCs are 
compared for the different experiments, and the variation in these amplitudes can give an 
indication of the climate forcing(s) that the PCs may be capturing. 
Based on the spatial trends shown in Figure 4.2a, the first PC was attributed to CO2 
forcing, and this theory is supported by Figures 4.6 and 4.7. Figure 4.6 demonstrates a strong 
negative correlation between the amplitude of PC 1 for the 60 experiments and the atmospheric 
CO2 concentration, with the experiments with very high CO2 having an increasingly large negative 
amplitude. PC 1 consists of negative values (Figure 4.2a) and so, for CO2 concentrations of 
approximately 500 ppmv or higher, this combines with the negative amplitude (V) and the 
positive eigenvalue for PC 1 (S in Equation 3.1 of Chapter 3) to produce a positive signal. Figure 
4.7 shows that the amplitudes of PC 1 are very similar for the three experiments with the same 
atmospheric CO2 concentration (PI, 6 kyr BP and 54 kyr AP), but significantly smaller for the 
experiment with 2xCO2. This decrease in amplitude is consistent with Figure 4.6 which shows 
that the amplitude of PC 1 generally decreases as atmospheric CO2 increases. The amplitude for 





Figure 4.6. Amplitudes of PCs 1-4 and PC 6 for the 60 experiments used to calibrate the modice_60 emulator, compared 
to different input parameters for the experiments (CO2, obliquity, esinϖ (precession), and ecosϖ). 
 
Figure 4.7. Amplitudes of the first 10 PCs for four idealised experiments: pre-industrial orbital and CO2 conditions (PI; 
black), doubled pre-industrial CO2 (2xCO2; red), orbital conditions at -6 kyr BP (green), and orbital conditions at 54 kyr 
AP (blue). 
the 2xCO2 experiment in Figure 4.7 is close to zero, compared to the other experiments that have 
positive amplitudes, which may initially suggest a lower CO2 signal for this experiment compared 
to the other experiments. However, during the PCA on the experiments used to calibrate the 
emulator, the average SAT is calculated across the experiments, giving a grid of mean SAT data 
covering the Earth’s surface. This mean data is then subtracted from the original SAT data, and 
the SVD then performed. To reproduce the original data for an experiment, the eigenvector and 
eigenvalue for the experiment are multiplied, and the resulting spatial data is added to the 
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Table 4.1. Input parameters for four idealised experiments: pre-industrial orbital and CO2 conditions (PI), doubled pre-
industrial CO2 (2xCO2), orbital conditions at -6 kyr BP, and orbital conditions at 54 kyr AP. Details of the orbital 










Pre-industrial 23.44 0.0163 102.9 280 
2xCO2 23.44 0.0163 102.9 560 
6 kyr BP 24.10 0.0187 1.4 280 
54 kyr AP 22.59 0.0115 87.1 280 
 
overall mean. The same process is also applied when calculating the emulators prediction of SAT 
for a new experiment, such as the 2xCO2 experiment. The mean data demonstrates a signal 
similar to that shown by PC 1 in Figure 4.2a (although with positive values), which has been 
shown to represent warming due to increased atmospheric CO2 concentration. Therefore, the 
positive amplitudes for PC 1 shown in Figure 4.7 for the pre-industrial, 6 kyr BP, and 54 kyr AP 
experiments (which have CO2 concentrations of 280 ppmv) combine with the negative spatial 
data for PC 1 (Figure 4.2a) to give a negative signal, with is then added to the positive mean data 
(along with the other PCs), acting to reduce some of the warming signal in the mean data. 
Conversely, the 2xCO2 experiment has an amplitude of close to zero for PC 1, which means the 
warming signal captured in the mean data is not significantly diminished when the PCs and mean 
SAT are summed. 
A number of other PCs also show a difference in amplitude between the PI and 2xCO2 
experiments, particularly PCs 3, 4, 5, 8, and 9, suggesting that these also represent some of the 
response of SAT to a doubling of CO2, (given that the two experiments have the same orbital 
configurations). This demonstrates that the effects on SAT of a particular forcing are not 
necessarily just captured by one PC. 
PCs 2 and 4 show a correlation with obliquity, although the first shows a positive 
correlation and the second, a negative one (Figure 4.6). This trend can also be seen in Figure 4.7 
in the contrary responses of the amplitudes of the two PCs for the 6 kyr BP and 54 kyr AP 
experiments compared with the pre-industrial one. Conversely, PCs 3 and 6 are related to 
precession (esinϖ) and ecosϖ, respectively (Figure 4.6).  
Figure 4.7 suggests that the majority of the PCs represent SAT variations driven by 
several different forcings, since there are differences in the amplitudes for all four experiments. 
The exceptions to this are PC 1, which primarily captures the SAT response to atmospheric CO2 
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concentration, and PC 6, which appears to only represent orbital variations. This conclusion is 
drawn for PC 6 given that the amplitudes for the pre-industrial and 2xCO2 experiments, which 
have identical orbital parameters, are essentially the same, with the point on Figure 4.7 
representing the 2xCO2 experiment overlying the point for the pre-industrial experiment.  
4.3 Sensitivity to hyperparameters 
When emulating variables other than the standard SAT, there are several things that 
must be considered, including the selection of the hyperparameters (length scales and nugget) 
used in the emulator and the number of PCs retained. One option is to use the optimised 
hyperparameters that were selected for the SAT emulator, which has the benefits of being 
relatively simple, and providing projections for different variables that are physically consistent. 
On the other hand, the hyperparameters can be optimised separately for each variable, 
potentially improving the performance of the emulator; as detailed in Section 3.5.2 in Chapter 3, 
the optimised hyperparameters values were selected using a leave-one-out method, where each 
of the experiments in turn was left out during emulator calibration and then reproduced using 
the emulator, with the emulator configuration (hyperparameter values and number of PCs) that 
performed best being selected as the final configuration.  
Here, the two methods are compared for precipitation data, to assess whether there is 
a significant difference in the results of the leave-one-out validation. For the pre-industrial ice 
sheet configuration (modice), one emulator was optimised based on SAT data (i.e. the modice_60 
emulator presented in Chapter 3 and used to emulated precipitation in Section 3.7.1), and the 
other emulator was optimised based on precipitation data. Both were then calibrated using 
precipitation data and evaluated using the leave-one-out methodology. The emulator optimised 
on SAT retains 13 PCs, and has length scales (δ) of 7.509 (ε), 3.361 (esinϖ), 3.799 (ecosϖ), 0.881 
(CO2) and a nugget of 0.0631. On the other hand, the emulator optimised on precipitation retains 
15 PCs, and has length scales of 11.165 (ε), 3.320 (esinϖ), 3.664 (ecosϖ), 1.380 (CO2) and a 
nugget of 0.028. 
The results of the leave-one-out analysis are presented in Figure 4.8. It was found that 
there was very little difference between the performances of the two emulators. Figures 4.8a 
and 4.8b show the percentage of grid boxes for each left-out experiment estimated by the 
corresponding emulator within different standard deviation bands, and exhibit very similar 
results. This is both in terms of the performance of the two emulators overall – most experiments  





Figure 4.8. Evaluation of emulator performance for the precipitation modice_60 emulator, optimised on: (a) + (b) SAT 
data, and (c) + (d) precipitation data. (a) + (c) Bars give the percentage of grid boxes for which the emulator predicts 
the precipitation of the left-out experiment to within 1, 2, 3 and more than 3 standard deviations (sd). Also shown is 
the RMSE for the experiments (black circles). Red lines indicate 68% and 95%. (b) + (d) Average global mean annual 
precipitation index (°C) calculated by the emulator and the GCM for the lowCO2 (circles) and highCO2 (triangles) 
modice_60 ensembles. The 1:1 line (dashed) is included for reference. Note: this is the mean value for the GCM output 
data grid assuming all grid boxes are of equal size, hence not taking into account variations in grid box area. 
Precipitation is shown as an anomaly compared with the pre-industrial control simulation. 
are reproduced with fewer than 5% of grid boxes showing deviations of more than 2 standard 
deviations – and in terms of how well individual experiments are reproduced relative to each 
other – for example, the experiments with the highest RMSE are numbers 16, 44, 51, and 57 in 
both emulators. Neither of the emulators produce any significant outliers when the emulated 
average global mean annual precipitation index for the experiments is compared with that of the 
original GCM data, shown in Figures 4.8b and 4.8d. 
The similarity of the performance results of the two emulators suggests that it may be 
appropriate to use the emulator configuration that was optimised based on SAT data for 
emulating other climate variables, rather than optimising separate emulators calibrated on 
individual variables. Along with the simplicity this provides, it has the added advantage that 
estimates of the different variables will be consistent with each other.  
For precipitation, the above assumption that a single emulator configuration is 
appropriate for multiple variables is certainly true. Figure 4.9 shows emulated mean annual  





Figure 4.9. Emulation of precipitation for the next 200 kyr at the Central England grid box. (a) Time series of orbital 
variations (Laskar et al., 2004), showing eccentricity (black) and precession (radians; blue) on the left axis, and obliquity 
(degrees; red) on the right axis. (b) Time series of atmospheric pCO2 (ppmv), predicted using the impulse response 
function discussed in Chapter 2. The pre-industrial CO2 concentration is also shown (black line). (c) + (d) Time series of 
emulated mean annual precipitation (mm day-1), modelled every 1 kyr, for four CO2 emissions scenarios; 500 Pg C 
(black), 1000 Pg C (green), 2000 Pg C (red) and 5000 Pg C (blue). Modelled using the modice_60 emulator optimised 
on: (c) SAT data, and (d) precipitation data. Error bands represent the emulated grid box posterior variance (1 standard 
deviation). Precipitation is shown as an anomaly compared with the pre-industrial control simulation.  
precipitation for the next 200 kyr for the Central England grid box as projected by each emulator 
(i.e. one optimised on SAT data and one on precipitation data). For all CO2 scenarios, precipitation 
is very similar for both emulators, with only minor differences in projected values and 
uncertainties. The uncertainty for the grid box is slightly lower in the emulator optimised on 
precipitation data, with an average standard deviation for the period of 0.090 mm day-1, as 
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opposed to 0.098 mm day-1 for the emulator optimised on SAT. However, the error is relatively 
small compared with the uncertainty due to the emissions scenario.  
In the above emulators, the hyperparameter values for the emulator optimised on 
precipitation were fairly similar to those for the emulator optimised on SAT. The largest 
differences were the length scales for obliquity (ε) and CO2, although both of these parameters 
vary by a similar proportion. This suggests that the responses of SAT and precipitation to the 
input parameters are fairly similar, particularly the reasonably linear response to the three orbital 
parameters compared with CO2, indicated by their relatively large values. In terms of the 
different numbers of PCs retained by the two emulators, the weighted PCs account for 
progressively less variance, meaning that, after the first few, the impact that each has on the 
results of the emulator will get progressively smaller. Hence, increasing the number of retained 
PCs from 13 to 15 does not have a large impact on the overall emulator performance. For the 
latter PCs, it may also be that some of the PCs capture the variance only relevant to a relatively 
small number of simulations. Thus, their inclusion or exclusion may affect the reproduction of 
particular experiments, rather than the entire ensemble, although there is little evidence for this 
from Figure 4.8. 
A potential weakness of the approach of using an emulator optimised on SAT data for 
other climate variables is that the hyperparameters may not be fully optimised for the variable 
being emulated. This is less likely to be a significant issue for variables that respond to CO2 and 
orbital forcings in a similar way to SAT, or that are themselves predominantly driven by changes 
in SAT. However, the performance of the emulator optimised on SAT data has been tested here 
using a variable that changes non-linearly with the four forcings used (precipitation), and there 
was found to be very little loss in performance compared with an emulator optimised on 
precipitation. It is therefore concluded that use of a single optimised emulator for different 
variables is appropriate. This has the advantage that projected changes in the different climate 
variables will be physically consistent with each other, reducing the likelihood of unrealistic 
combinations of changes. It should also improve the coherence of estimating derived variables, 
such as potential evapotranspiration or soil moisture deficit, that depend on more than one 
output from the climate model. 
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4.4 An emulator using the full highCO2 ensemble 
4.4.1 AOGCM simulations with very high CO2 
In this section, an emulator is presented that was calibrated using the full set of 80 
simulations that were run using HadCM3; 40 experiments from each of the highCO2 and lowCO2 
ensembles. This is in contrast to the emulator described in Chapter 3, which was calibrated on 
60 experiments with CO2 concentrations of up to 1900 ppmv. All simulations used here had 
modern-day ice sheet configurations, hence the experiments and accompanying emulators are 
referred to as modice (as opposed to lowice). Full details of the highCO2 and lowCO2 ensembles 
are given in Chapter 3, including justification for the chosen orbital and CO2 parameter ranges, 
and an account of the use of Latin hypercube sampling to generate the 80 experiments. In the 
previous chapter, it was noted that all experiments were run for a total of 500 model years, apart 
from six experiments in the highCO2 ensemble which had atmospheric CO2 concentrations of 
greater than 3100 ppmv. In these cases, the climate became unstable and warming rapidly 
increased several hundred years into the simulation. This eventually caused the model to crash 
before completion of the simulation. Runaway warming trends were also evident in experiments 
with a CO2 concentration of ~2600 ppmv or higher, although these experiments ran for the full 
500 years without crashing. The extreme warming was the result of a runaway positive feedback 
caused by the height of the ozone layer in the model being prescribed, rather than being able to 
respond to changes in climate. 
Firstly, in this section, the simulations which exhibit runaway warming are identified 
(Section 4.4.1.1, Figure 4.11). Following this, these simulations are corrected using a relationship 
developed from experiments that did not experience runaway warming, thus removing the 
runaway warming signal from the very high CO2 experiments (Section 4.4.1.2, Figures 4.12 and 
4.16). Finally, the fully-equilibrated spatial SAT data for the corrected experiments is calculated 
based on the ratio between equilibrated mean global SAT calculated using Gregory plots and the 
mean global SAT at the end of the model simulations (Section 4.4.1.2.3, Figures 4.17, 4.18, and 
4.19). 
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4.4.1.1 Identification of experiments with runaway warming 
A threshold-based approach was applied to identify the experiments which experienced 
a runaway warming feedback, based on the rate of change over time of the global mean decadal 
net downward radiative flux at the top of the atmosphere. Standard experiments exhibited a 
relatively rapid increase in the rate of change of the net downward radiative flux over the first 
50 or so years, due to SAT rapidly increasing over this period as the model adjusted to the CO2 
concentration, affecting the outgoing radiation flux which then impacted the net downward flux. 
This rapid warming was followed by more gradual warming for the remainder of the modelled 
period, or equilibration of the SAT for simulations with lower CO2. In both cases, this resulted in 
the rate of change levelling out at a value of slightly higher than 0 W m-2 per decade, with some 
minor fluctuations due to interdecadal variations, as demonstrated by Figure 4.10a for the first 
~450 years of the simulation. This steady rate of change continued to the end of the experiments, 
as the net downward radiative flux approached equilibrium. However, in the experiments that 
demonstrated runaway warming, a rapid increase in the rate of change occurred several hundred 
years into the experiment, as increasing global temperatures caused a decrease in outgoing 
shortwave radiation due to more radiation being trapped by the atmosphere, and an increase in 
outgoing longwave radiation as a result of higher global temperatures. Therefore, a relatively 
large increase in the rate of change was taken to indicate the onset of runaway warming, 
illustrated by Figure 4.10b. 
For this methodology, a 50-year moving average of the global mean decadal TOA net 
downward radiative flux was calculated for all experiments in the highCO2 ensemble, in order to 
remove short-term variations, and rate of change of the moving average was then calculated. 
The standard deviation of these data from 100 years onwards was calculated for all experiments 
with CO2 concentrations of less than 2500 ppmv, a value which was identified, based on visual 
inspection of the results, as an approximate threshold for runaway warming. As a result, only the 
period of steady rate of change was included, and not the initial rapid increase in the rate of 
change. The tolerance in the rate of change was set at 3 standard deviations above the mean, 
and the exceedance of this tolerance was tested for over the final 300 years of each experiment. 
This approach assumes that the first 200 years of data for all highCO2 experiments is “correct”, 
i.e. unaffected by the runaway positive feedback. This assumption was initially based on visual 
inspection of the data, and subsequently supported by the results of this analysis. Therefore, the 
first condition for an experiment with runaway warming to meet was: 




Figure 4.10. The rate of change for the 50-year moving average of the net downward radiation flux (triangles and solid 
line; W m-2 per decade) over the course of the simulation for experiments: (a) modice_highCO2_38, and (b) 
modice_highCO2_36. Also shown is the average rate of change for model years 100-500 for the simulations with CO2 
concentrations of less than 2500 ppmv (grey dotted line). The decade when runaway warming was identified to have 
begun is also indicated (red dashed line)). 
Condition I. The rate of change of the 50-year moving average exceeded 3 
standard deviations above the mean within the final 300 years 
of the experiment 
A number of additional conditions were applied to help determine if the exceedance of 
the rate of change threshold was due to runaway warming or simply extreme isolated 
fluctuations. These constraints were related to the decade at which the exceedance occurred 
(note: the rate of change was calculated from a 50-year moving average of the radiative forcing 
data), whether the exceedance was a single isolated event or a number of adjacent events 
occurred, and the atmospheric CO2 concentration of the simulation. The experiment was 
assumed to be demonstrating runaway warming at the first decade of the tolerance for the rate 
of change being passed if the following conditions were met: 
Condition II. The CO2 concentration was greater than 2500 ppmv  
AND EITHER 
Condition III. For a single isolated exceedance event as per Condition I, the 
exceedance occurred at decade 48 (the final value of the rate of 
change of the moving-average) 
OR 
Condition IV. Two or more adjacent exceedance events occurred in series  
In addition to the six experiments that crashed, six others that ran to completion were 
identified as exhibiting runaway warming. These experiments, which had CO2 concentrations of 
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2600 ppmv and higher, are detailed in Table 4.2. This list is a subset of the full set of 80 
experiments presented in Table 3.2 in Chapter 3. Also provided is the decade when the runaway 
warming began, and the average global annual mean SAT anomaly compared with pre-industrial 
for this decade. Generally, the higher the CO2 concentration, the earlier in the simulation the 
runaway warming began. Figure 4.10 shows the rate of change of the 50-year moving average of 
net downward radiation flux over the course of the simulation for the lowest and highest CO2 
experiments that were identified to exhibit runaway warming. These were experiments 
modice_highCO2_38 (CO2 2623.9 ppmv) and modice_highCO2_36 (CO2 3588.9 ppmv), 
respectively. 
The full methodology used to identify the experiments that experienced runaway 
warming is summarised in a flow chart in Figure 4.11. 
4.4.1.2 Calculation of equilibrated climate 
The equilibrated SAT for the 12 experiments in Table 4.2 was estimated, thus correcting 
for the impact of the runaway warming, based on the trends exhibited by the other 68  
Table 4.2. Modice experiments that experienced the runaway warming feedback, including their atmospheric CO2 
concentration, the first decade at which the warming was identified to occur, and the average global mean annual 
SAT (°C) for this decade. SAT is shown as an anomaly compared with the pre-industrial control simulation. 




First decade of  
runaway warming 
Mean annual SAT 
°C 
highCO2  38 2623.9 47 12.8 
 37 2760.4 48 13.1 
 24 2845.7 29 11.7 
 20 2890.4 44 13.2 
 27 2951.8 39 13.2 
 6 3049.0 37 12.9 
 10 3139.3 27 12.2 
 40 3188.8 29 12.1 
 1 3348.2 24 11.9 
 13 3372.4 26 12.5 
 26 3516.0 22 11.9 
 36 3588.9 21 12.3 




Figure 4.11. Flow chart summarizing the methodology used to identify which experiments experienced runaway 
warming (red) and which did not (green). The thin black arrows indicate the results of the method; in this case, a list of 
experiments that show runaway warming and a list that do not. 
experiments in the highCO2 and lowCO2 ensembles. Table 4.2 suggests that the first occurrence 
of runaway warming was detected in the 21st decade, or approximately 210 years into the 
experiment. Therefore, as before, it was assumed that the data for at least the first 200 years of 
all simulations was unaffected by the runaway warming. Briefly, Gregory plots (see Section 
4.4.1.2.1) were produced, and then the ratio between equilibrated SAT after 200 years and after 
the full 500 years derived from these were used in a pattern-scaling technique that was applied 
to the experiments with runaway warming. The full methodology is described below. 
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4.4.1.2.1 Gregory plots 
Gregory plots were produced for all 80 experiments in the highCO2 and lowCO2 
ensembles, as summarised in Figure 4.12. A detailed description of the Gregory plot 
methodology (Gregory et al., 2004) is available in Chapter 3. However, briefly, the net radiative 
flux at the top of the atmosphere (N; W m-2) was regressed against the global average SAT change 
(ΔT; °C). The intercept of the line at ΔT=0 is the effective radiative forcing (F; W m-2; positive 
downwards), the slope of the line is the climate feedback parameter (α; W m-2 °C-1), and the 
intercept of the line at N=0 provides an estimate of the equilibrium SAT change for the 
experiment compared with the control simulation (°C), denoted ΔTeqg to indicate that it was 
calculated from the Gregory plots using the full 500 years of model data (unless otherwise 
specified).  
For experiments with CO2 <2600 ppmv 
For the 28 experiments in the highCO2 ensemble that had a CO2 concentration of less 
than 2600 ppmv (i.e. that were not identified to experience runaway warming), and for the entire 
lowCO2 ensemble, Gregory plots based on the first 200 years and full 500 years of model data 
were produced, providing estimates for ΔT200eqg and ΔTeqg, respectively. A more consistent 
naming convention would be ΔT500eqg, but ΔTeqg is used for consistency with the published paper 
which is included as Chapter 3. The estimates of ΔT200eqg for the lowCO2 and highCO2 modice 
ensembles ranged from a minimum of -0.4°C (CO2 264.5 ppmv) to a maximum of 13.7°C (CO2 
2582.1 ppmv), whilst ΔTeqg ranged from -0.4°C (CO2 264.5 ppmv) to 18.4°C (CO2 2582.1 ppmv). 
Experiments with CO2 below or near to pre-industrial levels tended to reach equilibrium by the 
end of the 500 years, which meant that a Gregory plot was not necessary, hence ΔT200eqg and 
ΔTeqg were taken to be the same as the SAT change at 500 years calculated directly from the GCM 
model data (calculated by averaging the final 50 years of the experiment; ΔT500) in these cases. 
Figure 4.13 illustrates the Gregory plots for two modice experiments, 
modice_lowCO2_13 (CO2 555.6 ppmv) and modice_highCO2_17 (CO2 1151.6 ppmv). One plot 
uses data from model years 1-200 (Figure 4.13a) and the other from years 1-500 (Figure 4.13b). 
These experiments were selected as they have CO2 values nearest to the 2x and 4x pre-industrial 
CO2 scenarios that are commonly used in idealised future climate experiments. For each 
experiment, mean annual data was plotted for years 1-20 of the simulation, and mean decadal 
data for subsequent years (up to either year 200 or year 500). The regression fits were to mean 
annual data in each case, and years 1-20 and years 21 onwards were fitted separately. For the 




Figure 4.12. Flow charts summarizing the application of the Gregory plot methodology to calculate the global mean 
equilibrated SAT change for the experiments with CO2 <2600 ppmv (no runaway warming; green), and CO2 >2600 ppmv 
(with runaway warming; red). The thin black arrows indicate the results of the method; in this case, the equilibrium 
SAT change based on the first 200 years of model data (ΔT200eqg), and based on the full 500 years of model data (ΔTeqg). 
approximate 2xCO2 and 4xCO2 experiments, respectively, ΔT200eqg was estimated to be 4.3°C and 
8.4°C, and ΔTeqg to be 4.4°C and 8.9°C. 
For experiments with CO2 >2600 ppmv (i.e. with runaway warming) 
For the 12 runaway warming experiments from the highCO2 ensemble (Table 4.2), 
Gregory plots using only the first 200 years of data were plotted, and ΔT200eqg was calculated. As 
mentioned previously, it was assumed that the data for at least the first 200 years of these 
simulations was unaffected by the runaway warming. 
4.4.1.2.2 Correction of increased warming 
For experiments with CO2 <2600 ppmv 
Figure 4.14a compares the ΔT200eqg and ΔTeqg values estimated from the Gregory plots for 
the experiments with a CO2 concentration of less than 2600 ppmv. At lower CO2 concentrations, 
the data points in Figure 4.14a generally remain close to the 1:1 line, as the climate was relatively 
close to equilibrium 200 years into the experiment. As CO2 increased, a comparatively greater 
proportion of the total climate change was yet to occur between model years 200 and 500, 
causing the difference between ΔT200eqg and ΔTeqg to gradually increase. However, a significant 
increase in the difference occurred when very high CO2 concentrations (≥2000 ppmv; ~11.4°C on 
the x-axis of Figure 4.14a) were reached. This was a consequence of the slope of the 21-500 yr 
regression line on the Gregory plots becoming shallower with time, particularly as the CO2 
concentration increased, resulting in the N=0 intercept occurring at increasingly higher 
temperatures. As discussed in the previous chapter, the cause of this may be related to an 




Figure 4.13. Gregory plots showing change in TOA net downward radiation flux (N; W m-2) as a function of change in 
global mean annual SAT (ΔT; °C) for approximate 2xCO2 (modice_lowCO2_13; circles) and 4xCO2 (modice_highCO2_17; 
triangles) experiments. (a) Plot using data for model years 1-200. Lines show regression fits to the global mean annual 
data points for years 1-20 (blue) and years 21-200 (red). Data points are mean annual data for years 1-20 (blue) and 
mean decadal data for years 21-200 (red). The ΔT intercepts (N=0) of the red lines give the estimated equilibrated SAT 
(ΔT200eqg) for the two experiments. (b) Plot using data for model years 1-500. Lines show regression fits to the global 
mean annual data points for years 1-20 (blue) and years 21-500 (red). Data points are mean annual data for years 1-
20 (blue) and mean decadal data for years 21-500 (red). The ΔT intercepts (N=0) of the red lines give the estimated 
equilibrated SAT (ΔTeqg) for the two experiments. The ΔT intercepts of the dashed blue lines represent the equilibrium 
that the experiment would have reached if the feedback strengths in the first 20 years had been maintained. SAT is 
shown as an anomaly compared with the pre-industrial control simulation. 
increase in the sensitivity of the climate system to the radiative forcing over time (Gregory et al., 
2004, Andrews et al., 2015). Suggested mechanisms for this include non-linearity in short-wave 
cloud feedback processes (Andrews et al., 2012, Andrews et al., 2015), changes in the pattern of 
warming at the surface of the ocean (Williams et al., 2008), and variations in ocean heat 
uptake(Held et al., 2010, Winton et al., 2010, Geoffroy et al., 2013). For the experiments with 
relatively high CO2, it is also possible that runaway warming has been instigated and that the 
method used to identify this process that is described in Section 4.3.1.1 was not sensitive enough 
for some experiments. 
The approach was therefore taken whereby both the original ΔTeqg data and a modified version 
of the data, where the runaway warming has been corrected for (Figure 4.14b), were used to 
train the emulator, allowing the results of both versions to be compared. To correct for the non-
linearity in the estimation of ΔTeqg, a linear function was fitted to the ΔTeqg vs ln(CO2) curve for 
the experiments with CO2 concentrations less than 2000 ppmv (60 experiments), represented by 
the black line in Figure 4.15a. This linear function was then used to predict a corrected version 
of ΔTeqg for the eight experiments with CO2 concentrations between 2000 ppmv and 2600 ppmv, 
in which the effect of the postulated runaway warming is thus removed.  
 





Figure 4.14. Equilibrated global mean annual change in SAT (°C) estimated using the methodology of Gregory et al. 
(2004) for the lowCO2 (circles) and highCO2 (experiments with CO2 less than 2600 ppmv; triangles) modice ensembles 
calculated using data for years 1-200 (ΔT200eqg) and years 1-500 (ΔTeqg). The colours of the points indicate the CO2 
concentration of the experiment, from low (blue) to high (yellow). The 1:1 line (dashed) is included for reference. Two 
versions of the ΔTeqg data are presented (affecting only the eight simulations with highest CO2): (a) the original ΔTeqg 
calculated directly from the Gregory plot, and (b) the modified ΔTeqg data where the additional warming has been 
corrected for using a linear function. SAT is shown as an anomaly compared with the pre-industrial control simulation. 
For experiments with CO2 >2600 ppmv (i.e. with runaway warming) 
This method was also used to correct the 12 highCO2 experiments listed in Table 4.2, 
which had CO2 concentrations of greater than 2600 ppmv, and were identified to exhibit runaway 
warming in Section 4.3.1.1. For these, Gregory plots were used to calculate values of ΔT200eqg (see 
Section 4.4.1.2.1 for full description of methodology), and a similar relatively large increase in 
ΔT200eqg value was exhibited for these experiments compared with the experiments with lower 
CO2 concentrations. Therefore, in this case, the linear function was fit to the values of ΔT200eqg for 
the highCO2 experiments with CO2 concentrations of up to 2600 ppmv (black line in Figure 4.15b), 
and then applied to predict the corrected ΔT200eqg for experiments with CO2 higher than this, as 
shown in Figure 4.15b. 
A summary of the approach used to correct the data for runaway warming is shown in 
Figure 4.16. Both the original and corrected versions of the data are used in further analysis. Use 
of the original data assumes that there are non-linearities in the response of climate to CO2 
forcing which are not yet well understood. Several studies have suggested that this may, in fact, 
be the case. The second method, which used the corrected data, assumes that climate responds 
linearly to increasing CO2, and hence that the non-linearity can be explained by spin-up and/or 
runaway warming issues. 




Figure 4.15. Global mean annual change in SAT (°C) estimated using the methodology of Gregory et al. (2004) against 
log(CO2) (ppmv), showing both the original (blue) and corrected (cyan) versions of: (a) ΔTeqg for the lowCO2 (circles) and 
highCO2 (triangles) modice ensembles, and (b) ΔT200eqg for the highCO2 (triangles) modice ensemble. Also shown is the 
linear function used to calculate the corrected data, and the idealised relationship between log(CO2) and ΔT (red lines) 
for a climate sensitivity of 3°C (solid), 1.5°C (lower dashed) and 4.5°C (upper dashed) (IPCC, 2013). SAT is shown as an 
anomaly compared with the pre-industrial control simulation. 
 
Figure 4.16. Flow charts summarizing the methodology used to calculate global mean SAT change data which has been 
corrected for runaway warming, applied to experiments with CO2 2000–2600 ppmv (green) and experiments with CO2 
>2600 ppmv (red). The thin black arrows indicate the results of the method; in this case, the corrected global mean 
equilibrium SAT change based on the full 500 years of model data (corrected ΔTeqg) for the experiments with CO2 2000–
2600 ppmv, and based on the first 200 years of model data (corrected ΔT200eqg) for the experiments with CO2 >2600 
ppmv. 
4.4.1.2.3 Equilibrated climate 
For experiments with CO2 <2600 ppmv 
For the eight experiments with atmospheric CO2 concentrations between 2000 and 2600 
ppmv, the fully equilibrated climate anomaly (denoted ΔTeq) was calculated using the same 
pattern scaling approach as for the experiments with CO2 of less than 2000 ppmv, which is 
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described in Section 3.4.6 in Chapter 3 and summarised in Figure 4.17. That is, the ratio between 
ΔTeqg and ΔT500 was calculated for each experiment, where ΔT500 is the global mean SAT anomaly 
calculated directly from the GCM model data by averaging the final 50 years of the experiment. 
This ratio was calculated for both the original ΔTeqg data and the corrected ΔTeqg data. The spatial 
field of mean annual SAT anomaly for each experiment (average of final 50 years) was then 
multiplied by this ratio (both original and corrected), under the assumption that the ratio was 
equally applicable to all grid boxes. 
For experiments with CO2 >2600 ppmv (i.e. with runaway warming) 
The Gregory plots provided values for ΔT200eqg and ΔTeqg for the 68 experiments with 
atmospheric CO2 of less than 2600 ppmv, and ΔT200eqg values for the 12 experiments with CO2 of 
above this that were affected by runaway warming. Thus, to calculate ΔTeqg for these 
experiments, a linear regression was performed on the ΔT200eqg vs ΔTeqg data (both original and 
corrected) for the lower CO2 experiments. 
For the original data, a cubic function (R2 = 0.997) was found to provide the best fit, which 
was confirmed by an F Test. On the other hand, the corrected data was better approximated 
using a linear function (R2 = 0.998), with an F Test suggesting that increasing the number of free 
parameters did not significantly improve the quality of the fit. The selection of these functions 
was supported by the trends in the data in Figure 4.14, as there was a slight curve in the data 
points at higher CO2 concentrations in the original data (Figure 4.14a), whereas the corrected 
data were more linear (Figure 4.14b). The performance of the two functions was evaluated by 
excluding 7 simulations covering a range of CO2 values from the regression, and then calculating 
ΔTeqg from ΔT200eqg, with percentage errors of less than 8%, and generally much lower than this. 
Next, the appropriate regression function was applied to the experiments with runway 
warming, producing an estimate of the equilibrated ΔTeqg (both an original and corrected version) 
from the ΔT200eqg data. The final estimates of ΔTeqg for this selection of simulations from the 
highCO2 modice ensemble range from a minimum of 18.4°C (CO2 2623.9 ppmv) to a maximum of 
56.7°C (CO2 3588.9 ppmv) for the original data, and 14.2°C (CO2 2623.9 ppmv) to 16.2°C (CO2 
3588.9 ppmv) for the corrected data. A summary of this method is presented in Figure 4.18. 
The global mean SAT at year 200 was calculated for the simulations, by taking the global 
average of the mean annual data for model years 181-200, giving ΔT200. The ratio between ΔTeqg 
and ΔT200 for each experiment was then calculated (ΔTeqg/ΔT200), which represents the ratio of 
the total change over all time (500 simulation years plus any additional time to reach equilibrium) 




Figure 4.17. Flow chart summarizing the methodology used to calculate the spatial field of fully equilibrated mean 
annual SAT change for the experiments with CO2 2000–2600 ppmv (green). The thin black arrows indicate the results 
of the method; in this case, the spatial field of equilibrated SAT change (ΔTeq) based on the original data, and the version 
which has been corrected for runaway warming (corrected ΔTeq). 
 
 
Figure 4.18. Flow chart summarizing the methodology used to calculate global mean equilibrated SAT change data 
based on the full 500 years of model data for the experiments with CO2 >2600 ppmv (red). The thin black arrows indicate 
the results of the method; in this case, the global mean equilibrium SAT change (ΔTeqg) based on the original data, and 
the version which has been corrected for runaway warming (corrected ΔTeqg). 




Figure 4.19. Flow chart summarizing the methodology used to calculate the spatial field of fully equilibrated mean 
annual SAT change for the experiments with CO2 >2600 ppmv (red). The thin black arrows indicate the results of the 
method; in this case, the spatial field of equilibrated SAT change (ΔTeq) based on the original data, and the version 
which has been corrected for runaway warming (corrected ΔTeq). 
to the fraction of that change that has occurred within the first 200 years of the simulation. To 
estimate the fully equilibrated climate anomaly (ΔTeq), the global-scale spatial field of the mean 
annual SAT anomaly at year 200 (averaged over model years 181-200) was multiplied by the 
ΔTeqg/ΔT200 ratio. This was done for both the original and corrected data, as summarised in Figure 
4.19. The ratio identified for each experiment was assumed to be equally applicable to all grid 
boxes. 
The equilibrated global mean annual SAT anomaly compared to pre-industrial (ΔTeq) for 
all 80 simulations in the two modice ensembles is plotted against ln(CO2) in Figure 4.20. Also 
plotted on Figure 4.20 are a number of lines illustrating idealised relationships between ΔTeq and 
CO2 based on a range of climate sensitivities. The most recent IPCC report suggested that the 
likely range for equilibrium climate sensitivity is 1.5°C to 4.5°C (IPCC, 2013), hence sensitivities of 
1.5°C, 3°C and 4.5°C have been plotted. The final temperature estimates for the corrected data 
are generally in line with the expected response (red lines), whereas the uncorrected 
temperatures for the high CO2 simulations move increasingly away from this idealised line. As 
mentioned previously, this may be due to non-linearities in the response of climate to high CO2 
concentrations, or due to the runaway warming feedback. The corrected ΔTeq data generally  




Figure 4.20. Equilibrated global mean annual change in SAT (ΔTeq; °C), estimated using the methodology of Gregory et 
al. (2004) against ln(CO2) (ppmv), showing both the original (blue) and corrected (cyan) versions of the data, for the 
lowCO2 (circles) and highCO2 (triangles) modice ensembles. Also shown is the linear function used to calculate the 
corrected data, and the idealised relationship between log(CO2) and ΔT (red lines) for a climate sensitivity of 3°C (solid), 
1.5°C (lower dashed) and 4.5°C (upper dashed) (IPCC, 2013). SAT is shown as an anomaly compared with the pre-
industrial control simulation.  
follows the upper line, equivalent to an equilibrium climate sensitivity of 4.5°C. A previous 
estimate for the sensitivity of HadCM3 was lower than this, being approximately 3.3°C (Williams 
et al., 2001). The possible reasons for this difference are discussed in Chapter 3 Section 3.4.6.2. 
4.4.2 Calibration and evaluation of the emulator 
In this section, the emulator is evaluated following the same process as described in 
Chapter 3 Section 3.5. The full highCO2 and lowCO2 ensembles (80 simulations) were used to 
calibrate the emulator, making it applicable to concentrations of 250 ppmv to 3600 ppmv. This 
is in contrast to the emulators presented in Chapter 3, which were calibrated on a subset of 
simulations and hence were suitable for modelling CO2 concentrations of 1900 ppmv or less. 
Briefly, the emulator was calibrated on the combined highCO2 and lowCO2 ensembles, with four 
input parameters being used (ln(CO2), obliquity, esinϖ and ecosϖ). A leave-one-out cross-
validation approach was utilised to assess the performance of emulator, for which a series of 
emulators were constructed using different numbers of PCs and different values for the 
correlation length hyperparameters. For each configuration, each simulation was excluded in 
turn, and the emulator calibrated (i.e. resulting in 80 emulators). Each emulator was then used 
to reproduce the corresponding left-out experiment. The performances of the different emulator 
configurations were compared via the RMSE averaged across all the 80 emulators, and the 
proportion of grid box SATs reproduced within different standard deviation bands. The results 
presented in this section are applicable to modern-day ice sheets (modice). Under the high CO2 
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emissions scenarios, the continental ice sheets may be expected to be smaller, at least for some 
of the 200 kyr period. However, as was noted in Section 3.8 of Chapter 3, the emulator is not 
able to simulate interactive ice sheets that vary in response to changes in climate. In addition, 
Figure 3.4a of the previous chapter illustrates the mean annual SAT anomaly averaged across five 
lowice experiments compared with their modice equivalents, demonstrating that the largest 
anomalies occur locally to the GrIS and AIS, with only very small anomalies exhibited for other 
areas. The ice sheet extent is, therefore, expected to have a limited impact on the Central 
England site for the emulator configuration presented in this thesis. Hence, modern-day ice sheet 
extents were selected. 
4.4.2.1 Optimisation of hyperparameters 
For brevity, only one version of the emulator is selected for further analysis and 
application to the future. Therefore, the assumption is made that the runaway warming was 
caused by a runaway positive feedback in the model that occurred at very high CO₂ 
concentrations. Hence, for the rest of the analysis in this chapter, the corrected version of the 
equilibrated SAT data (ΔTeq) was used. This emulator will henceforth be referred to as 
modice_80_c, since it is calibrated on the full set of 80 GCM simulations and uses the corrected 
data (_c). The emulator was calibrated and evaluated using the leave-one-out validation 
technique, with the best performing emulator configuration being selected as the final optimised 
version. As in Chapter 3 Section 3.5, different emulator configurations retaining 5 to 20 PCs were 
tested, and for each emulator configuration, the correlation length scales δ and nugget ν were 
optimised by maximization of the penalised likelihood. 
It was found that an emulator retaining 15 PCs has the lowest RMSE and a relatively low 
percentage of grid boxes with errors of more than 2 standard deviations. The 15 PCs account for 
89% of total variance. The scales δ for the modice_80_c emulator are 5.904 (ε), 3.324 (esinϖ), 
3.928 (ecosϖ), 0.381 (CO2), and the nugget is 0.121. Figure 4.21 evaluates the performance of 
the emulator, finding that the RMSE values are generally fairly low (Figure 4.21a), and the 
emulated global mean SAT index values are similar to the equivalent GCM values, with no 
obvious outliers (Figure 4.21b). As with all of the emulators described, both in this chapter and 
the last, several of the experiments perform relatively poorly, exhibiting large errors compared 
with the other simulations. On visual inspection of the global standard errors, no systematic 
errors appear to occur in particular regions in these experiments. The CO2 concentrations are  




Figure 4.21. Evaluation of emulator performance for the modice_80_c emulator calibrated on the corrected SAT data. 
(a) Bars give the percentage of grid boxes for which the emulator predicts the SAT of the left-out experiment to within 
1, 2, 3 and more than 3 standard deviations (sd). Also shown is the RMSE for the experiments (black circles). Red lines 
indicate 68% and 95%. (b) Mean annual SAT index (°C) calculated by the emulator and the GCM for the lowCO2 (circles) 
and highCO2 (triangles) modice ensembles. The 1:1 line (dashed) is included for reference. Note: this is the mean value 
for the GCM output data grid assuming all grid boxes are of equal size, hence not taking into account variations in grid 
box area. SAT is shown as an anomaly compared with the pre-industrial control simulation. 
relatively high, although they are not always the highest values, and the other input parameters 
are not particularly similar.  
In summary, the calibration and evaluation shows that the emulator is able to reproduce 
the left-out ensemble simulations reasonably well, with no obvious systematic errors in its 
predictions. It allows global climate development over long periods of time (several million years) 
to be simulated. However, a number of conditions apply, including that the atmospheric CO2 
concentrations are within the limits of those used to calibrate the selected emulator, ice sheets 
are similar to their modern-day configurations, and the topography and land-sea mask are 
unchanged.  
In the next section, the emulator is applied to the next 200 kyr, to simulate a number of 
future climate-change scenarios. 
4.4.3 Application of the emulator to the future 
The modice_80_c emulator was used to simulate the evolution of SAT and precipitation 
over the next 200 kyr. The CO2 emissions scenarios were the four logistic scenarios used in 
Chapters 2 and 3, with total emissions of 500-5000 Pg C. An additional scenario was also included, 
with emissions totalling 8000 Pg C, since the modice_80_c emulator has a higher CO2 
concentration limit compared with the emulator described in the previous chapter.  
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In Chapter 3, climate evolution at several different European grid-box locations was 
presented, whereas here only one location is presented for brevity. The Central England grid box 
was selected, due to its relevance to radioactive waste disposal in the UK, an issue which 
contributed to the design and funding of this research project. The projected future change in 
SAT and precipitation (compared to pre-industrial), along with the emulated uncertainty (1 
standard deviation), estimated by the emulator for this grid box for the CO2 scenarios is shown 
in Figure 4.22.  
The projected evolutions of SAT and precipitation presented here for the 500-5000 Pg C 
scenarios are very similar to those predicted for the equivalent CO2 scenarios in Section 7 of 
Chapter 3 using the modice_60 emulator. This is both in terms of the degree of change in 
response to atmospheric CO2, but also the orbital frequencies that are evident in the data.  
For SAT (Figure 4.22c), the emulator projects an initial rapid warming followed by a more 
gradual cooling accompanied by periodic oscillations. The peak SAT increase for the 8000 Pg C 
and 500 Pg C scenarios are 13.8 ± 0.3°C and 3.4 ± 0.3°C, respectively (Figure 4.22c).  
Emulated precipitation for the Central England grid box (Figure 4.22d) generally 
demonstrates a relatively similar trend to SAT, with an increase in precipitation over the first 1 
kyr of up to 0.3 ± 0.1 mm day-1 for CO2 emissions of 2000 Pg C or less, as a result of the 
accompanying increase in SAT. Orbital timescale variations then become dominant after several 
tens of thousands of years.  
However, simulated precipitation for the first 1 kyr is slightly different following total 
emissions of 5000 and 8000 Pg C, compared with the scenarios with lower CO2 emissions. For the 
5000 Pg C scenario, the initial increase is relatively small, and is actually surpassed by the next 
increase in precipitation driven by orbital variations. A similar trend for the Central England grid 
box under the same CO2 scenario was also projected in Figure 3.15 of Chapter 3. The new CO2 
scenario with emissions of 8000 Pg C exhibits a decrease in precipitation for the first 1 kyr, after 
which it increases and adopts a similar trend to the other scenarios. This is caused by high 
temperatures resulting in decreased precipitation over Southern Europe. This drying occurs at 1 
kyr for the 5000 Pg C scenario, but is mainly concentrated over Spain and parts of the 
Mediterranean Basin, as highlighted by the emulated reduction in rainfall for the Spain grid box 
in Figure 3.15 in the previous chapter. As a result, the Central England grid box does not 
experience a decrease in precipitation, but also does not increase as much as in the lower CO2 
scenarios. For emissions of 8000 Pg C, the reduction in precipitation is greater and the area 
affected is larger and extends further north into central Europe. Consequently, precipitation over  





Figure 4.22. Emulation of climate evolution for the next 200 kyr at the Central England grid box. (a) Time series of 
orbital variations (Laskar et al., 2004), showing eccentricity (black) and precession (radians; blue) on the left axis, and 
obliquity (degrees; red) on the right axis. (b) Time series of atmospheric pCO2 (ppmv), predicted using the impulse 
response function discussed in Chapter 2. The pre-industrial CO2 concentration is also shown (black line). Time series 
of: (c) emulated mean annual SAT (°C), and (d) emulated mean annual precipitation (mm day-1). Climate variables are 
modelled every 1 kyr, using the modice_80_c emulator, for five CO2 emissions scenarios; 500 Pg C (black), 1000 Pg C 
(green), 2000 Pg C (red), 5000 Pg C (blue) and 8000 Pg C (purple). Error bands represent the emulated grid box posterior 
variance (1 standard deviation). SAT is shown as an anomaly compared with the pre-industrial control simulation. 
Central England is lower than for the previous kyr when SAT was lower. As noted in Chapter 3, 
decreased precipitation over the Mediterranean has been projected by a range of models for the 
RCP8.5 scenario (Collins et al., 2013). 
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As mentioned previously, the climate projections presented here are similar to those 
predicted for the equivalent CO2 scenarios by the emulator in Section 7 of the previous chapter. 
The dominant influence of precession on precipitation fluctuations over the next 200 kyr, and 
precession with some modulation by obliquity on SAT, is robust across all the versions of the 
emulator presented in this thesis, and for all CO2 scenarios used. 
4.5 Summary and Conclusions 
In this chapter, further analysis of the emulator has been presented. Firstly, the results 
of the PCA have been examined, with a number of PCs being tentatively linked to physical 
mechanisms in the Earth system. The emulator’s application to precipitation has also been 
investigated, and specifically the performance of the emulator that uses hyperparameters 
(length scales and nugget) and number of retained PCs optimised on SAT data is compared to 
one that is optimised on precipitation data. It is found that: 
• A number of retained PCs exhibit spatial variations that may be associated with 
warming due to CO2 (particularly increased warming over land and at high latitudes), 
and variations in monsoons, sea-ice, and AMOC. 
• There is no great loss in emulator performance when hyperparameters optimised on 
SAT data are applied to emulate precipitation, compared with hyperparameters 
optimised on precipitation data. This suggests that it is appropriate to use one set of 
hyperparameters and number of PCs (optimised on SAT) for a range of climate 
variables, rather than optimising separately for different variables. 
Secondly, a number of versions of the emulator are discussed that are calibrated on SAT 
data for the full highCO2 and lowCO2 ensembles, making the emulators suitable for modelling 
CO2 concentrations up to 3600 ppmv, compared with the 2000 ppmv limit of the emulators 
described in Chapter 3 (modice_60, lowice_60). Experiments with CO2 concentrations of 2600 
ppmv or higher exhibited runaway warming during the course of the simulation. Gregory plots 
were produced for the experiments with CO2 lower than this, and a linear regression was 
performed on the results. This provided a function which was then used to calculate the 
equilibrated SAT that the experiments with runaway warming would have reached in the absence 
of the runaway warming feedback. It was also observed that the equilibrated warming displayed 
by experiments with CO2 concentrations of 2000 ppmv or higher moved increasingly away from 
a linear temperature-ln(CO2) relationship, possibly caused by non-linearities in climate feedbacks 
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or runaway warming. Consequently, the increased warming in these data was corrected for using 
a linear function that was fit to the results for experiments with lower CO2 concentrations. The 
validity of the assumption that the runaway warming was the result of a property in the GCM 
(and therefore not representative of the real world) could be tested in future work by running 
high CO2 simulations using a range of models with enhanced process representation, including a 
vertical ozone profile that can be updated in response to changes in climate. 
Based on the assumption that the runaway warming was the result of errors in the 
model, the corrected SAT data was used to optimise and calibrate the emulator, denoted 
modice_80_c (as all 80 experiments were used, some of which had been corrected). It was used 
then to project the evolution of SAT and precipitation over the next 200 kyr, finding that: 
• The emulator produced projections of SAT and precipitation that were similar to 
those produced by the modice_60 emulator described in Chapter 3. 
• The emulator uncertainty for the variables was also similar to that displayed in the 
previous chapter. 
• The orbital signals evident in the time series data are similar to those discussed in 
Chapter 3, with SAT appearing to be initially influenced by obliquity and then later 
by precession, and with precipitation variations occurring on a precessional 
timescale. 
The emulator presented here complements the ones described in Chapter 3, increasing 
the upper CO2 limit that can be modelled to 3600 ppmv, meaning a larger range of CO2 scenarios 
can be emulated. This is particularly relevant to projections of future changes in climate following 








CHAPTER 5 : 
 
Application of the framework: A case 
study 
 
The previous chapters of this thesis (Chapters 2, 3, and 4) have focussed on different 
aspects of the issue of long-term climate change assessment. Here, the ideas and methods 
presented in the earlier chapters are combined in the form of a case study. The framework 
described in Chapter 1 presents a method for addressing long-term climate change in the context 
of radioactive waste disposal, and this chapter provides an illustration of the application of this 
framework to a new illustrative site, being Yucca Mountain in the USA. It demonstrates how the 
framework can be used to produce time series data for various climatic variables under a new 
relatively extreme anthropogenic CO2 emissions scenario, and discusses the potential 
implications of the results to radioactive waste disposal. 
5.1 Introduction 
The flow chart developed by MODARIA WG6 (MODARIA Working Group 6, 2016), 
showing how different climate models can be applied to investigate climate changes occurring 
over different timescales in the context of post-closure radiological impact assessments for 
nuclear waste repositories, is shown in Figure 5.1. The steps that have been addressed in this 
thesis are highlighted in red, and are presented in greater detail in the proposed framework 




Figure 5.1. Selection of climate models for use in post-closure radiological impact assessments for nuclear waste 
repositories. The red box indicates the steps addressed in this thesis. Source: Modified from Figure 4.1 (p. 47) of 
MODARIA Working Group 6 (2016).  
 
 
Figure 5.2. Proposed framework for addressing long-term climate change in the context of post-closure performance 
assessments for radioactive waste repositories (fully described in Chapter 1 Section 1.5). 
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for addressing long-term climate change illustrated in Figure 5.2, around which this thesis is 
based and which was described in Section 1.5 of Chapter 1. The orange boxes represent the main 
forcings on climate that are relevant on the timescales of interest for the disposal of radioactive 
wastes (from several kyr up to 1 Myr), and the blue boxes represent the tools developed and 
described in this thesis, being the CO2 response function (Chapter 2) and the climate emulator 
(Chapters 3 and 4). These tools can be applied to ultimately produce the climate data required 
for post-closure radiological impact assessments (yellow box).  
This chapter presents a case study illustrating the application of the full methodology for 
modelling long-term future climate evolution (Figure 5.2). The case study region is Yucca 
Mountain in Nevada, shown in Figure 5.3, which is the location of the proposed first U.S. 
repository for spent nuclear fuel and high-level waste defined under the U.S. Nuclear Waste 
Policy Act as amended in 1987. This location was selected because it is a new site that has not 
been used in previous chapters. It is also at a lower latitude than previous sites, which means 
that it is less likely to be affected by future glaciations, thus making the methodology that has 
been developed here well suited to it. It should be noted that in this chapter (and thesis), the 
Yucca Mountain site is used purely for illustrative purposes. No conclusions are drawn and no 
recommendations or interpretations of the results are made in terms of the safety of the site for 
the disposal of radioactive wastes. The sole aim of this chapter is to illustrate the application of 
the proposed framework to an example site and to present climate data that could aid 
understanding of the long-term evolution of climate in the region. 
If approved, the Yucca Mountain facility would be constructed approximately 300 m BGL 
in a flat-topped volcanic ridge, pictured in Figure 5.3. Whilst it is located in a thick unsaturated 
zone, intense rainfall events can lead to groundwater flows occurring down to repository depth. 
After an initial cooling period, when wall temperatures drop below the local boiling point, those 
waters can enter the drifts and result in corrosion of the engineered barriers, which are proposed 
to include titanium drip shields as well as corrosion-resistant packages. Following package failure, 
contaminated water could percolate further downward to reach the regional groundwater table 
and flow sub-horizontally to Amargosa Valley (Figure 5.3), where it would be subject to well 
abstraction and could be used for a variety of purposes (for example domestic use, animal 
watering, and intense crop irrigation, including alfalfa for animal feed). 
As a result of these considerations, there is considerable interest in climates that are 
wetter than that at the present day, or in which more extreme events occur. These concerns are 
particularly relevant due to the fact that increasing anthropogenic CO2 emissions are expected 




Figure 5.3. Top panel: Satellite image showing location of Yucca Mountain (red arrow) in Nevada, USA. Also show is 
Amargosa Valley. Source: Google Maps 2017. Bottom panel: The Yucca Mountain volcanic ridge. Source: Taken from 
U.S. DOE website (https://energy.gov/photos/yucca-mountain). 
to lead to a warmer, wetter climate on average, with a shift to stronger more intense individual 
storms as temperatures increase (Cayan et al., 2013, Collins et al., 2013). Both these conditions 
could lead to greater penetration of precipitation to repository depth. In this context, the U.S. 
Department of Energy (DOE) has identified three climate states for consideration in its 
environmental impact statement (EIS) for the Yucca Mountain repository, based on palaeo-proxy 
data for the region: relatively warm and wet (compared to present-day) monsoonal, glacial 
Amargosa 
Valley 
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transition, and full glacial (DOE, 2002, Sharpe, 2007, NRC, 2016). Additionally, the State of Nevada 
has filed a large number of contentions with the U.S. Nuclear Regulatory Commission (NRC) in 
opposition to the DOE license application for the repository, several of which argue that the long-
term impacts of increased atmospheric CO2 on climate have not been fully considered, 
particularly the likely increase in precipitation in the south-west U.S. that is expected to 
accompany future warming (State of Nevada, 2008). Several contentions also suggest that more 
detailed precipitation and infiltration modelling for the site should be performed in order to 
properly characterise and assess future changes in precipitation and groundwater flow, 
particularly in relation to high-intensity rainfall events. 
The amount of infiltration, and the rate at which it occurs, is mediated by changes in soil 
moisture characteristics, which are, in turn, determined by the combined effects of local changes 
in temperature and precipitation. Thus, the evolution of climate over the next 1 Myr for the grid 
box that contains the Yucca Mountain site is investigated in this chapter. One CO2 scenario is 
modelled, which has not been utilised previously, and which represents a worst-case scenario 
with very high CO2 emissions. A wider range of climate variables are also assessed compared with 
previous chapters. Future changes in SAT and precipitation are emulated, as they were in 
Chapters 3 and 4. However, in these previous chapters, it was found that these climate variables 
fluctuated with different periodicities in time, such that it is not obvious at which periods the soil 
moisture conditions will result in the greatest levels of infiltration and hence be most prejudicial 
to repository safety. As a result, soil temperature and soil moisture are also emulated, as they 
are among the range of climate variables that can be modelled using HadCM3. From the 
emulated soil moisture data, the critical periods for infiltration may be identified. 
A caveat of this method is that the HadCM3 model (and hence the emulator) assume a 
generic soil column that is homogenous across the grid-box, with soil layers of fixed depth. 
However, in reality, the soils at Yucca Mountain are strongly heterogeneous and horizontally 
structured, which has been found to have a significant impact on spatial variations in infiltration, 
along with bedrock and vegetation characteristics (DOE, 2008). To produce projections that are 
site-specific, temperature and precipitation data from the emulator or HadCM3 could be used to 
force the more sophisticated, heterogeneous soil models developed for Yucca Mountain or 
applied elsewhere. Furthermore, a number of the contentions relating to the Yucca Mountain 
site stress the need for the application of a suitable infiltration model that is able to assess the 
full range of flow pathways that occur at the site, including, for example, subsurface lateral flow 
and overland flow due to the arid conditions of the environment (State of Nevada, 2008). The 
requirement for site-specific data used to calibrate and validate the models is also emphasised, 
Chapter 5  Application of the framework 
152 
 
including precipitation data and soil and rock properties. It is noted, for instance, that soil 
properties are vital to the modelling of net infiltration, and that the infiltration model used for 
Yucca Mountain demonstrates high sensitivity to the soil depth parameter, thus highlighting the 
need for local characterization data and site-specific process modelling. 
It should also be noted that, in its current form, the emulator cannot be used to examine 
changes in the characteristics of extreme precipitation events. A possible direction for future 
research, therefore, would be to investigate potential changes in the frequency and intensity of 
extreme precipitation events at Yucca Mountain. 
In this chapter, details of the methodology are described in Section 5.2, including the 
forcing data applied for the next 1 Myr and the configuration of the emulator. The results 
produced by the emulator are described in Section 5.3, and their implications discussed in 
Section 5.4, before the conclusions of this chapter are presented in Section 5.5. 
5.2 Methods 
In order to run the emulator, which was used to produce the projections of future 
climate, a number of steps needed to be completed first, shown in orange (box or text colour) in 
Figure 5.2. Broadly, these steps provided the future climate forcing data to be applied, including 
atmospheric CO2 concentration and orbital data (orange boxes), and the emulator configuration 
to be used (orange text).  
5.2.1 Data for the next 1 Myr 
The emulator was forced with changes in atmospheric CO2 concentration and orbital 
conditions for the next 1 Myr. As in Chapters 3 and 4, the climate was modelled at 1 kyr intervals, 
producing a continuous projection for the next 1 Myr.  
For atmospheric CO2, the 10,000 Pg C emissions scenario of Winkelmann et al. (2015) 
was used. Similarly to the emissions scenarios used in Chapters 3 and 4, this scenario was based 
on a logistic equation (Caldeira and Wickett, 2005), and resulted in total emissions of 10,000 Pg 
C being released to the atmosphere over the first few hundred years of the simulation after 2010. 
Whist remaining fossil fuel reserves that are currently potentially technically and economically 
viable have been estimated to be approximately 1000 Pg C, fossil fuel resources (where economic 
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extraction may be feasible in the future) are estimated at ~4000 Pg C (McGlade and Ekins, 2015), 
and nonconventional resources such as methane clathrates could be as high as 20-25,000 Pg C 
(Rogner, 1997). Consequently, the worst-case emissions scenario presented here was selected 
so that the emissions pathway that ultimately is followed will likely be bounded by this scenario. 
The impulse response function described in Chapter 2 was used to calculate the evolution of 
atmospheric CO2 concentration based on this emissions scenario, which is illustrated in Figure 
5.5b. Atmospheric CO2 peaks at 2973 ppmv 1 kyr AP, immediately following the emissions period. 
It then declines, relatively rapidly initially, and then more slowly over longer timescales of 
hundreds of thousands of years. At 1 Myr AP, the atmospheric CO2 perturbation has almost 
entirely decayed, restoring the CO2 concentration to 286 ppmv, close to pre-industrial values. 
The astronomical parameters of longitude of perihelion (ϖ), obliquity (ε), and 
eccentricity (e) were calculated using the Laskar et al. (2004) solution. Longitude of perihelion 
and eccentricity were combined under the forms esinϖ and ecosϖ for input into the emulator. 
In summary, the emulator configuration applied here was identical to that described and 
applied in Section 4.4 of Chapter 4. The only difference is that, in this chapter, a different site 
was studied (Yucca Mountain), a different CO2 scenario was assumed (10,000 Pg C), and a wider 
range of climate variables was emulated (SAT, precipitation, soil temperature and soil moisture). 
5.2.2 Emulator configuration 
The emulator configuration and the data used for calibration were chosen based on 
which continental ice sheet configuration was required (either modice or lowice), and which 
climate variable was being modelled.  
Here, the modern-day (modice) ice sheet configuration was selected. As is described in 
more detail in the next section, a high CO2 emissions scenario was assumed, which may suggest 
that increased ice melt in response to higher global mean temperatures would make the 
assumption of reduced ice sheet extents more appropriate. This assumption may be further 
supported by the prospect that once the GrIS has fully melted in response to warming, the 
resultant decrease in albedo may be sufficient to prevent the re-nucleation of the ice sheet until 
regional temperatures are significantly lower than present-day (an example of hysteresis in the 
Earth system). Therefore, particularly if accompanied by long-term atmospheric CO2 
concentrations that are similar or slightly higher than present-day, it could take tens of thousands 
of years or longer for the GrIS to regrow to a large and permanent ice sheet. Conversely, Figure 
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2.4 in Chapter 2 suggests that for total emissions of 10,000 Pg C, approximately 75% of the excess 
atmospheric CO2 is removed from the atmosphere within 10 kyr of the CO2 release. This means 
that very high atmospheric CO2 concentrations, and the resultant increase in radiative forcing, 
will only occur for a relatively small proportion of the time, with the majority of the 1 Myr period 
having CO2 concentrations that are much lower. In addition, Figure 3.4a in Chapter 3 shows the 
mean annual SAT anomaly averaged across five lowice experiments compared with their modice 
equivalents, demonstrating that the largest anomalies occur locally to the GrIS and AIS, with only 
very small anomalies exhibited for other areas. Therefore, the ice sheet configuration will have 
very little impact at the case study site, given that it is far removed from the high-latitudes. 
Hence, modern-day ice sheet extents were selected.  
The modice_80_c emulator was utilised, which was described, optimised and evaluated 
in Section 4.4.2 of the previous chapter. This emulator was selected because it allows 
atmospheric CO2 concentrations of up to 3600 ppmv to be modelled, which was necessary for 
the emissions scenario used here. The modice_60 emulator, applicable up to 1900 ppmv (Chapter 
3), had upper CO2 limits that were too low. 
The emulator was calibrated using the full highCO2 and lowCO2 ensembles, which 
comprised 80 simulations in total. Due to a runaway warming feedback that caused accelerated 
warming to occur part way into the simulations that had CO2 concentrations of 2000 ppmv or 
higher, the equilibrated data for each variable (denoted ΔTeqg for SAT) were corrected based on 
a linear function, thus removing the impact of the runaway warming. Details of this correction 
can be found in Chapter 4. The emulator was optimised on SAT data, and this configuration (i.e. 
same number of retained PCs and hyperparameter values) was then also applied to emulate the 
other variables. This approach ensures that the results for the variables are consistent with each 
other. As detailed in Section 4.4.2 of Chapter 4, the optimised emulator retained 15 PCs, and had 
scales δ of 5.904 (ε), 3.324 (esinϖ), 3.928 (ecosϖ), 0.381 (CO2), and a nugget of 0.121. 
For the Yucca Mountain site, the location of which on the HadCM3 grid is illustrated in 
Figure 5.4, several other climate variables were modelled in addition to SAT and precipitation. 
These were soil temperature and soil moisture for two soil layers – the top layer which represents 
soil from the surface down to 0.1 m, and the bottom layer of soil from 0.65 m down to 2 m. It 
should be noted that this was a generic soil, and not specific to the Yucca Mountain site. For each 
variable in turn, the emulator was calibrated on the estimated equilibrated HadCM3 data for the 
80 experiments, and then forced with the future climate forcing data (described in the next 
section) to provide a projection of the evolution of the variable over the next 1 Myr. 




Figure 5.4. Map of North America highlighting the grid box that represents the Yucca Mountain case study site. 
5.3 Results 
The emulator was used to produce time series data representing the continuous 
evolution of various climatic variables for the next 1 Myr, based on the orbital and CO2 forcings 
described above. Figure 5.5 illustrates the CO2 and orbital forcing, and the future evolution of 
SAT and precipitation at the grid box representing Yucca Mountain, and Figure 5.6 shows changes 
in soil temperature and soil moisture for the top and bottom layers of soil that are included in 
HadCM3. The estimated uncertainty in the projections is also shown, defined as 1 standard 
deviation of the emulated grid box posterior variance, and all climate variables are presented as 
an anomaly compared to pre-industrial. Figure 5.5 is comparable to Figure 4.22 in the previous 
chapter, for which the same emulator was used (modice_80_c) but with a range of scenarios with 
lower total emissions (500-8000 Pg C).  
For the early part of the simulation, all the variables exhibit trends similar to that shown 
by the atmospheric CO2 concentration (Figure 5.5b), with a considerable increase over the first 
few thousand years immediately following emissions. Mean annual SAT for the grid box peaks at 
22.2 ± 0.3°C (above pre-industrial), precipitation reaches a maximum of 0.6 ± 0.1 mm day-1, and 
soil temperature increases to 20.9 ± 0.4°C and 21.1 ± 0.4°C in the top and bottom soil layers, 
respectively. A relatively rapid decline then occurs until approximately 50 kyr AP, which is the 
result of a large proportion of the atmospheric CO2 perturbation being taken up from the 
atmosphere by carbon cycle processes, described in Chapter 2. Following this, the variables 
generally gradually decrease back towards pre-industrial values, with oscillations resulting from  




Figure 5.5. Emulation of climate evolution for the next 1 Myr at the Yucca Mountain grid box for the 10,000 Pg C 
emissions scenario. (a) Time series of orbital variations (Laskar et al., 2004), showing eccentricity (black) and precession 
(radians; blue) on the left axis, and obliquity (degrees; red) on the right axis. (b) Time series of atmospheric pCO2 (ppmv), 
predicted using the impulse response function discussed in Chapter 2. The pre-industrial CO2 concentration is also 
shown (black line). Time series of: (c) emulated mean annual SAT (°C), and (d) emulated mean annual precipitation 
(mm day-1). Climate variables are modelled every 1 kyr, using the modice_80_c emulator. Error bands represent the 
emulated grid box posterior variance (1 standard deviation). Variables are shown as an anomaly compared with the 
pre-industrial control simulation. 
variations in the orbital parameters superimposed on top of this trend. Even after 1 Myr, the 
temperature variables have not yet returned to pre-industrial levels, demonstrating the possible 
long-lived impacts of substantial anthropogenic emissions. Soil moisture is the exception, which 
does not appear to demonstrate an initial significant deviation associated with high warming 
(Figures 5.6c and 5.6d). The upper layer shows a modest early increase, which subsides within  




Figure 5.6. Emulation of climate evolution for the next 1 Myr at the Yucca Mountain grid box for the 10,000 Pg C 
emissions scenario. Time series of: (a) and (b) emulated mean annual soil temperature (°C; top and bottom soil layers), 
and (c) and (d) emulated mean annual soil moisture (kg m-2; top and bottom soil layers). Climate variables are modelled 
every 1 kyr, using the modice_80_c emulator. Error bands represent the emulated grid box posterior variance (1 
standard deviation). Variables are shown as an anomaly compared with the pre-industrial control simulation. 
approximately 25 kyr. However, the response of soil moisture in the lower layer appears to be 
dominated by changes in orbital forcing, even during the period of very high warming.  
The uncertainty associated with SAT and precipitation is of a similar magnitude to that 
demonstrated in Figure 4.22 in Chapter 4, and Figures 3.14 and 3.15 in Chapter 3 for the same 
variables. For these variables, as well as the soil variables, the emulated uncertainty is relatively 
small when compared with the fluctuations that occur as a result of the orbital and CO2 forcings. 
The change in SAT for approximately the first 100 kyr is driven largely by the increased 
atmospheric CO2 concentration, with some evidence of obliquity forcing (Figure 5.5c). This 
Chapter 5  Application of the framework 
158 
 
coincides with eccentricity being relatively low (Figure 5.5a). From approximately 100 kyr 
onwards, in keeping with the results of Chapter 3 and Figure 4.22 in Chapter 4, precession has 
an increased impact on the pacing of SAT fluctuations, particularly during the periods when 
eccentricity is relatively high. During these periods, eccentricity also has an increased influence, 
demonstrated by the larger amplitudes of the temperature fluctuations. A similar trend is 
exhibited by the soil temperature data, although the magnitude of the orbital-driven fluctuations 
gets progressively smaller as soil depth increases (Figures 5.6a and 5.6b). This is due to the 
deeper layers of soil being increasingly more insulated from temperature variations at the 
surface.  
Conversely, the oscillations in precipitation over the next 1 Myr appear to show stronger 
precessional forcing, which is at its strongest when eccentricity is high (Figure 5.5d). Soil moisture 
exhibits similar trends and timescales of change to precipitation, being primarily driven by 
precession (Figures 5.6c and 5.6d). The sensitivity of soil moisture to climatic changes appears to 
be lower in the surface layer than in the deepest soil layer, with significantly larger variations in 
moisture content observed in the lower layer. This may be related to changes in 
evapotranspiration at the land surface. During warmer periods, both SAT and precipitation 
increase, but this is also accompanied by an increase in evapotranspiration, particularly from the 
surface soil layer, resulting in a more muted response of surface soil moisture to increased 
precipitation. Water continues to be transferred down to the deeper soil layers via infiltration 
and percolation, which consequently exhibit higher typical moisture contents with larger 
fluctuations. 
5.4 Discussion 
5.4.1 Future climate 
The results of the emulator suggest that future climate at the Yucca Mountain site will 
change in response to both orbital and anthropogenic CO2 forcing. Under the emissions scenario 
explored here, the most extreme changes in the climate variables considered here generally 
occur within the first 50 kyr, immediately following the emissions period when atmospheric CO2 
concentrations are very high. Following this, climate conditions tend to gradually return towards 
pre-industrial conditions, with orbitally-forced fluctuations becoming more evident. Mean 
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annual SAT at the site is projected to increase by a maximum of 22.2 ± 0.3°C, whilst precipitation 
increases by 0.6 ± 0.1 mm day-1. Winkelmann et al. (2015) projected a maximum warming of 
around 11°C for the same 10,000 Pg C emissions scenario, although this was for global mean 
temperature rather than a single grid box temperature, and was modelled using the EMIC 
cGENIE. In reality, the degree of human-induced climate change will be dependent on the total 
emissions that are released to the atmosphere, with lower emissions expected to result in lower 
levels of warming, as illustrated in Chapters 3 and 4. However, the amount of CO2 that will be 
emitted in the future is not known; thus, a very high emissions scenario was selected to represent 
a bounding scenario. Even relatively modest estimates of total emissions have been found to 
result in relatively large changes in climate compared to those driven by orbital changes (see, for 
example, 500 Pg C scenario in Chapters 3 and 4). 
5.4.2 Implications of climate changes and uncertainties 
Whether as a result of orbital or CO2 forcing, fluctuations in climate could have 
implications for the safety assessment of the deep geological disposal facility that has been 
proposed to be sited at Yucca Mountain. In particular, variations in precipitation, both in terms 
of its intensity and its spatial and temporal distribution, could result in changes to the amount 
and distribution of water that percolates deep below ground level.  
This is particularly relevant for the Yucca Mountain facility, which is located in the 
unsaturated zone in fractured rock. For repositories such as this, the main considerations are 
changes to the amount of flow through the waste emplacement tunnels or vaults, the chemical 
composition of the ground water, and the properties of the flow path, such as flow velocity 
(Stuckless, 2012). The transit time for water that has come into contact with the waste packages 
to percolate down to the saturated zone and then move sub-horizontally to areas where it may 
be abstracted from wells or discharge at the ground surface is also of importance, potentially 
affecting the concentration of radionuclides in the abstracted or discharging groundwater. As 
such the results presented here, in particular hydrological variables such as soil moisture and 
precipitation, may be of interest for safety assessments, due to their implications for infiltration. 
A significant amount of infiltration modelling has been carried out for the Yucca 
Mountain region, due to it being one of the main controls on the transit times of radionuclides 
in ground water to the surface (e.g. Stuckless and Levich, 2007, Stuckless, 2012, DOE, 2008). The 
DOE applied the net infiltration model MASSIF (Mass Accounting System for Soil Infiltration and 
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Flow) (SNL, 2008a) to a ~125 km2 area of the region (DOE, 2008). The model includes 
representation of flow of water through the soil layer, evapotranspiration processes, surface 
runoff and infiltration from the soil into the bedrock. It was forced by daily climate data 
(precipitation, temperature and wind speed) derived from historical weather records from Yucca 
Mountain and a number of analogue sites for the future climate scenarios (monsoon and glacial 
transition). The model domain also included vegetation and geologic data specific to the site, 
including plant height, types of soil and bedrock and their spatial distributions, the depth of soil 
types over the area, and other site characteristics (e.g. elevation).  
For each of the future climate states, two replicates of 20 realizations of input 
parameters values were produced using Latin Hypercube sampling, to test the sensitivity of the 
model. For the future monsoon climate state, the model projected an increase in infiltration at 
the site, with the median (min – max) of the spatially-averaged infiltration increasing from 13 
mm yr-1 (2.0 – 35.4 mm yr-1) for the modern-day to 22.8 mm yr-1 (2.4 – 83.4 mm yr-1). For the 
glacial transition, infiltration increased by a similar amount to 28.5 mm yr-1 (6.6 – 64.7 mm yr-1).  
It was found that the spatial variability of net infiltration in the model was dependent on 
spatial variations in precipitation and the properties of soil, bedrock and vegetation. The lateral 
distribution of water via runoff pathways was also found to have an impact. For the Yucca 
Mountain region as a whole, LeCain and Stuckless (2012) concluded that infiltration was 
controlled by a range of climatic variables including solar radiation, temperature, relative 
humidity and precipitation, based on estimates made using a range of methods, including 
physical, empirical, and geochemical approaches and water-mass balances.  
The sensitivity of infiltration to the identified factors highlights the need in modelling 
studies to use climatic data (e.g. precipitation and temperature) with a high spatial resolution, 
and to use detailed rock, soil and vegetation characteristics data that are specific to the site. Due 
to the potential importance of lateral flow pathways, one of the contentions opposing the Yucca 
Mountain facility relates to the lack of representation of these pathways in the MASSIF 
infiltration model and the lack of observational data for this type of flow, suggesting that better 
representation of these hydrological processes would improve infiltration estimates (State of 
Nevada, 2008). It was also recommended in several contentions that better observational data 
from the site is required to properly calibrate and validate the infiltration model, including 
precipitation, soil and rock properties, and streamflow data, thus further reinforcing the 
argument for site-specific data and modelling using models that are appropriate to the site 
conditions. 
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As mentioned previously, the DOE adopted the approach of considering three future 
climate states based on past climates: monsoon, glacial transition and full glacial (DOE, 2002), 
thus not taking into account future changes in climate driven by anthropogenic CO2 emissions. 
Several of the contentions submitted to the NRC propose that this is not appropriate (State of 
Nevada, 2008), given that a range of studies (including Chapter 2 of this thesis) suggest that the 
atmospheric CO2 perturbation caused by anthropogenic emissions, and the resultant climate 
changes, will be long-lasting, potentially affecting the timing of the next glacial inception (Berger 
and Loutre, 2002, Archer, 2005, Archer and Ganopolski, 2005). Indeed, the results presented in 
this chapter suggest that significant warming of up to ~21°C may occur in the region under the 
applied anthropogenic CO2 emissions scenario. Under present day conditions, in-situ 
temperature sensors suggest that SATs at Yucca Mountain vary from ~6°C in the winter up to 
~29°C in the summer (Sharpe, 2007). A large increase in SAT in response to anthropogenic CO2 
forcing, as suggested here, could have significant implications for local conditions such as 
infiltration and subsurface hydrology, as well as for the sustainability of agriculture in the 
Amargosa Valley, which already requires high rates of groundwater abstraction. In response to 
the contentions, it was therefore recommended that anthropogenically-driven climatic changes 
should be taken into account, and it is for an application such as this that the framework and 
modelling tools presented here would be suitable; to supply transient climate data that could be 
downscaled and used to force models (e.g. infiltration) that are applicable at the site scale. 
Although not taken into account in this methodology, the impacts of changes in the 
frequency and intensity of episodic flow events may also be of importance to facilities located in 
the unsaturated zone, in terms of changes to groundwater and the degree of ground saturation. 
It was noted by Lord et al. (2015) that the Yucca Mountain facility “is thought to be vulnerable to 
high-intensity fluvial episodes in a warmer wetter climate through their impact on infiltration 
(Stuckless, 2012, Thorne, 2013). This highlights that, while regional changes in temperature and 
precipitation are important, modifications to atmospheric and oceanic circulation regimes are 
also of interest due to their influences on local and regional climates”. An example of this relates 
to atmospheric rivers, which transport large amounts of water vapour from the over Pacific 
Ocean to the Southwest U.S., and are projected to carry more water vapour as global 
temperatures increase, increasing the risk of storm and flooding events (Gershunov et al., 2013). 
As such, future work could also focus on emulating extreme precipitation events. 
A caveat of the results is that the projected changes in climate do not take into account 
future glacial-interglacial cycles which are expected to occur based on paleo records of past 
climate (e.g. Petit et al., 1999). As a result, the DOE identified a glacial transition and full glacial 
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as climate states of interest in the EIS for Yucca Mountain (DOE, 2002). The site is not located in 
a region that has been previously glaciated, and thus is unlikely to be directly impacted by the 
formation of an ice sheet in its vicinity (e.g. through hydrogeological changes, surface erosion, 
etc.). Nonetheless, the build-up of ice at higher latitudes in North America, and the resultant 
increase in land surface height and isostatic changes, could result in regional changes to 
atmospheric circulation. This has the potential to impact SAT, precipitation and/or winds at the 
Yucca Mountain site. Transitions between glacial and interglacial regimes can also result in large 
changes in global climate, such as the significant global cooling that occurs during glacial periods, 
linked to reductions in atmospheric CO2 concentration (e.g. Petit et al., 1999).  
However, it was suggested in Chapter 3, as well as by a number of other studies (e.g. 
Berger and Loutre, 2002, Archer and Ganopolski, 2005, Lord et al., 2015, Ganopolski et al., 2016) 
that the next glaciation may be significantly delayed as a result of warming caused by 
anthropogenic emissions. For example, these studies found that emissions of 1000 Pg C resulted 
in the current interglacial lasting for at least the next 100 kyr, whereas emissions of 5000 Pg C 
delayed the next glacial inception for at least 500 kyr. Under the emissions scenario assumed 
here, it may be expected that the current interglacial would be delayed even longer, making the 
changes induced by anthropogenic warming of greater importance, at least for the next few 
hundreds of thousands of years. 
As discussed previously, the emulation approach applied here assumes modern-day ice 
sheet extents, which may not be appropriate for parts of the 1 Myr period. This is partly due to 
future glacial-interglacial cycles, but also to the potential for significant or complete melting of 
the GrIS and AIS sheets as a result of increased atmospheric CO2 concentrations following 
anthropogenic emissions (Huybrechts et al., 2011, Winkelmann et al., 2015). However, in Figure 
3.4a in Chapter 3 it was found that the changes in mean annual SAT that occurred as a result of 
a reduction in the size of the continental ice sheets occurred locally to the ice sheets, with only 
very small anomalies exhibited for other regions of the Earth surface. Due to the low latitude 
location of the site, therefore, the reduction in the ice sheet extents is expected to have very 
little impact on the local climate. It is possible that the process of the ice sheets melting may 
result in changes to global climate, through reductions in the strength of the AMOC due to 
freshening of surface ocean waters and the resulting redistribution of heat across the latitudes. 
However, in order to simulate this, an interactive ice sheet model would need to be utilised, 
along with the ability to run long (>103 yr) transient experiments. Hence, this is beyond the scope 
of this study. Natural variations in atmospheric carbon are also not considered in this method, 
but the very high anthropogenic emissions scenario applied here means that the variations in 
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CO2 concentration driven by anthropogenic emissions will be considerably larger than those that 
may occur due to natural variations, at least for several hundred thousand years. 
The data presented here can be utilised in safety assessments for nuclear waste 
repositories. Depending on the application, downscaling to regional or local scale may be 
required, and the temporal resolution of the data may need to be increased. Suitably spatially 
and temporally downscaled data could then be used to drive landscape-development models 
which, due to the nature of the process of landscape development and the range of properties 
that affect it, may need to be site specific, or at least appropriate to the geological setting of the 
repository. Information about the future evolution of the site could then be used in dose 
assessment modelling, to assess the long-term safety of the repository and help ensure that the 
likely level of exposure of humans and the environment to radioactive materials released from 
the repository are compliant with regulatory requirements. 
5.5 Summary and Conclusions 
This chapter presents a case study illustrating the application of the proposed framework 
for modelling long-term future climate evolution that has been presented in this thesis. The 
modice_80_c emulator was used to project the evolution of climate over the next 1 Myr, for the 
grid box representing Yucca Mountain, which is the proposed location for a deep geological 
repository in the USA.  
The emulator was forced with orbital and CO2 data for the next 1 Myr. The impulse 
response function was used to calculate the long-term evolution of atmospheric CO2 
concentration following anthropogenic emissions. To account for the uncertainty associated with 
the scale of future anthropogenic CO2 emissions, a bounding emissions scenario was assumed, 
with CO2 emissions totalling 10,000 Pg C. Several climate variables were then modelled using the 
emulator, including SAT, precipitation, and soil properties. It was found that: 
• All variables are strongly affected by the high anthropogenic CO2 concentrations 
experienced in the first ~50 kyr of the simulation. The exception to this is bottom 
layer soil moisture, which appears to be primarily forced by orbital variations. 
• SAT and soil temperature appear to be initially influenced by obliquity and then later 
by precession, whereas precipitation and soil moisture variations occur on a 
precessional timescale. 
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• The projected degree of change in SAT and precipitation, the orbital signals evident 
in the time series data, and the emulator uncertainty are all similar to those 
described in Chapters 3 and 4 for different sites and/or emissions scenarios and/or 
modelled using different emulator configurations. 
• The time series data presented are suitable for use in landscape-development and 
dose assessment modelling, as part of a post-closure safety assessment for a 
radioactive waste disposal facility. 
It has been shown that the proposed framework provides a clear and relatively simple 
approach to modelling long-term climate change. One of the significant advantages of the 
methodology is that it can easily be adapted to account for a range of different assumptions, 
including a wide range of future anthropogenic CO2 emissions, and two different configurations 
for the continental ice sheets. The emulator can provide data for a variety of climate variables, 
at the resolution of a GCM, meaning that climate data for any global location can be extracted. 
Both the emulator and the impulse response function are also significantly faster to run than 
traditional models, such as EMICs and GCMs, and require no additional computing power than 
that provided by a normal desktop computer. It is therefore suggested that this framework, and 
the tools developed within it, provide a useful approach to considering long-term future climate 
change within the context of post-closure performance assessments for repositories for the 













The main aims of the work described in this thesis were to develop a framework for 
addressing long-term future climate change within the context of post-closure performance 
assessments for disposal of radioactive wastes, and to investigate possible changes in climate 
over the next 100 kyr or more in response to forcing from changes in the orbital parameters of 
the Earth and anthropogenic CO2 emissions. It also aimed to develop a number of statistical tools, 
including an impulse response function which allows the rapid projection of the response of 
future atmospheric CO2 concentration to anthropogenic CO2 emissions, and an emulator which 
can project the evolution of different climate variables over timescales of up to 1 Myr. Finally, it 
aimed to provide an illustration of the application of the framework to an example site. 
This chapter summarises the principal findings of the thesis with respect to the aims and 
objectives outlined in Section 1.4. It also discusses several ways in which this work can be 
improved and developed further. 
6.1 New methods developed 
The main results of the work described in this thesis are the proposed framework for 
addressing long-term climate change within the context of post-close performance assessments 
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for disposal of radioactive wastes, and the two tools that have been developed, based on 
different complexity Earth system models. These tools allow long-term (>1 kyr) changes in 
different aspects of climate to be simulated rapidly using relatively small computational 
resources.  
Firstly, the impulse response function was developed, which provides a simple and 
practical tool for rapidly projecting the implications of any temporal pattern of CO2 emissions on 
atmospheric CO2 concentrations. Its primary advantage is that it can be used across a large range 
of emissions sizes and rates of release and removes the need for long simulations using 
computationally expensive models. It was developed based on the results of a series of 
simulations with pulse CO2 emissions ranging from 1000 to 20,000 Pg C, modelled using the 
cGENIE Earth system model. 
The second tool is a statistical emulator that can be used to produce long-term 
continuous (every 1 kyr) projections of climate evolution at the spatial resolution of a GCM, again 
with relatively low temporal and computational cost. The emulator was calibrated on two 40-
member ensembles of simulations with varied orbital conditions and atmospheric CO2 
concentrations (deemed to be the primary forcings on climate on the timescales being 
considered here), produced using the HadCM3 GCM. It can be used to project changes in past 
and future climate, as long as the input parameter values (orbital and CO2) are within the wide 
range that were sampled in the experiment ensembles, including CO2 concentrations of up to 
3600 ppmv.  
The emulator was used to model the long-term response of future climate to different 
CO2 emissions by using as input a number of atmospheric CO2 trajectories produced using the 
impulse response function. A key benefit of the emulator is the global coverage and relatively 
high spatial resolution of the data produced, particularly considering the relatively high 
complexity of the underlying climate model (GCM). This means that results can be viewed at a 
grid box scale, allowing climatic changes in the region (grid box) of individual radioactive waste 
repositories to be examined. Time series data produced using the emulator, for both primary 
climatic and derived, climate-related variables, are suitable for use in landscape-development 
and dose assessment modelling, as part of a post-closure safety assessment for a radioactive 
waste disposal facility. 
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6.2 Summary of scientific results 
6.2.1 The “long tail” of excess atmospheric CO2 
The response of the long-term global carbon cycle to a range of instantaneous pulse CO2 
emissions was investigated in Chapter 2 using the cGENIE model. To examine how the dynamics 
of this response change depending on the total emissions, a multi-exponential analysis was 
carried out on the atmospheric CO2 decay curves for the emissions scenarios. Five exponential 
components were found to result in the optimal fit. The following observations were made: 
• It was suggested that the shorter (<1 kyr) timescales of decay likely represent a range 
of ocean circulation, carbonate chemistry, and air-sea gas exchange processes, 
based on their e-folding timescales of approximately 1.2 yr, 36 yr, and 730 yr.  
• The fractional removal of excess atmospheric CO2 from the atmosphere by these 
three components was found to depend strongly and non-linearly on the total 
emissions released, with the fraction removed decreasing as total emissions 
increase. This highlights how the buffering and CO2 uptake by the ocean on 
anthropogenic timescales progressively saturates with increasing total emissions. 
• The fraction of excess CO2 taken up from the atmosphere on a timescale of 
approximately 11 kyr via carbonate weathering and burial (fourth exponential 
component) progressively increases with increasing emissions, although at a 
progressively slower rate for higher total emissions. This change in the dynamics acts 
to compensate for the reduced uptake by the processes occurring on shorter 
timescales.  
• In contrast to the shorter-term ocean dynamics and carbonate weathering 
processes, the e-folding timescale (~268 kyr) for the silicate feedback (fifth 
exponential component), as well as its relative importance in removal of the CO2 
perturbation from the atmosphere, was almost independent of the total emissions. 
Based on this multi-exponential analysis, an impulse response function was developed 
that is able to reproduce model-predicted atmospheric CO2 data following emissions of up to 
20,000 Pg C. Two versions of the function were developed: one for instantaneous pulse emissions 
and one based on a convolution analysis allowing time-dependent CO2 emissions to be modelled. 
On multi-millennial timescales or longer, both functions were able to reproduce the atmospheric 
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CO2 time series data for different emissions scenarios produced using the cGENIE model with 
relatively small percentage errors.  
6.2.2 Long-term changes in global climate 
A statistical emulator has been developed that has been calibrated based on two 
ensembles (highCO2 and lowCO2) of 500-year simulations with varied orbital conditions and 
atmospheric CO2 concentrations performed using HadCM3. Two versions of the emulator are 
discussed herein; one with modern-day continental ice sheet extents and one with reduced ice 
sheet extents. The largest impact on climate of this reduction in continental ice was generally 
found to be limited to the vicinity of the ice sheets, with only very small climate changes observed 
globally.  
The results of the PCA underpinning this emulator are examined in Sections 4.2 and 4.3 
of Chapter 4, with a number of PCs being tentatively linked to physical mechanisms in the Earth 
system. The emulator’s application to precipitation was also investigated, and specifically the 
performance of the emulator that uses hyperparameters (length scales and nugget) and number 
of retained PCs optimised on SAT data is compared to one that is optimised on precipitation data. 
It was found that:  
• A number of retained PCs exhibit spatial variations that may be associated with 
warming due to CO2 (particularly increased warming over land and at high latitudes), 
and variations in monsoons, sea-ice, and AMOC.  
• There is no great loss in emulator performance when hyperparameters optimised on 
SAT data are applied to emulate precipitation, compared with hyperparameters 
optimised on precipitation data. This suggests that it is appropriate to use one set of 
hyperparameters and number of PCs (optimised on SAT) for a range of climate 
variables, rather than optimising separately for different variables.  
The highCO2 and lowCO2 ensembles each contained 40 simulations, but the emulator 
presented in Chapter 3, and Sections 4.2 and 4.3 of Chapter 4, was only calibrated on simulations 
with a CO2 concentration of less than 2000 ppmv, totalling 60 simulations (modice_60 emulator). 
On the other hand, the emulator applied in Section 4.4 of Chapter 4, and Chapter 5 was calibrated 
on the full set of 80 simulations, meaning it can be used to simulate CO2 concentrations of up to 
3600 ppmv. GCM simulations with CO2 concentrations higher than 2000 ppmv were found to 
exhibit runaway warming, and the assumption was made that this was the result of a runaway 
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positive feedback in the GCM relating to the vertical ozone distribution in the atmosphere being 
prescribed rather than interactive. As a consequence, the impact of the runaway warming was 
corrected for in the GCM simulations before they were used to calibrate the modice_80_c 
emulator. 
The emulator can be used for a number of different applications, making it suitable for 
tackling a wide range of climate questions. One such application is to produce time series of 
climatic variables that cover long periods of time (i.e. several thousand years or more) at a GCM 
resolution, whilst producing an estimation of the uncertainty associated with the projection. This 
would not be feasible using GCMs due to the significant time and computational requirements 
involved, and allows for comparison with palaeo-proxy climate data. A continuous wavelet 
analysis can be performed on the time series data, to identify the orbital frequencies dominating 
at different times. Finally, through an inversion technique, the emulator can be used to estimate 
past atmospheric CO2 concentrations based on proxy climate data, which can then be compared 
with palaeo-CO2 proxy records. These applications have been illustrated by using the emulator 
to simulate the long-term evolution of past and future climate. 
6.2.2.1 Pliocene climate 
In Chapter 3, it is described how the emulator was applied at 1 kyr intervals to the late 
Pliocene (3300-2800 kyr BP) for atmospheric CO2 concentrations of 280, 350 and 400 ppmv, and 
the emulated SATs at specific grid boxes were compared with SSTs determined from proxy data 
from a number of ODP/IODP sites. The wavelet power spectrum for SAT at each site was also 
produced, and the dominant orbital frequency assessed. In addition, the SST proxy data were 
used to estimate atmospheric CO2 concentrations, based on a linear relationship between 
emulated grid box mean annual SAT and prescribed CO2 concentration. It was found that: 
• Temperature estimates from the emulator and proxy data show greater similarity at 
the equatorial sites than at the high latitude sites. Discrepancies may be the result 
of biases in the GCM, errors in the emulator, seasonal biases in the proxy data, 
unknown changes in the climate and/or carbon cycle, or issues with the tuning of 
parts of the record.  
• The response of emulated SAT appears to be dominated by a combination of 
precessional and eccentricity forcing from 3300 kyr BP to approximately 2900 kyr BP, 
after which obliquity begins to have an increased influence.  
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• Regions with a particularly large response to orbital forcing include the high latitudes 
and monsoon regions. 
• The CO2 reconstructions from tropical ODP/IODP sites show relatively similar 
concentrations to CO2 proxy records for the same period, although, for the higher 
latitude sites, concentrations are generally significantly higher than those inferred 
from the proxy data. 
6.2.2.2 Future climate 
The emulator was also used to simulate climate for over the next 200 kyr in Chapter 3 
and Section 4.4 of Chapter 4 (modice_60 emulator configuration) and next 1 Myr Chapter 5 
(modice_80_c emulator configuration). Climate was emulated at 1 kyr intervals for selected CO2 
scenarios with anthropogenic emissions of 500, 1000, 2000, 5000, 8000 or 10,000 Pg C. The 
evolution of climate at various sites relevant to radioactive waste disposal was examined, 
including Forsmark, Sweden, Central England, and Yucca Mountain, USA. The climate variables 
that were emulated were SAT, precipitation, soil temperature and soil moisture. A spectral 
wavelet analysis was also performed on the SAT and precipitation data for the Central England 
grid box. The data suggests that: 
• All climate variables are strongly affected by the anthropogenic CO2 concentrations 
experienced in the first several tens of thousands of years of the simulation, with the 
length of time increasing as emissions increase. The exception to this is bottom layer 
soil moisture at Yucca Mountain, which appears to be primarily forced by orbital 
variations.  
• The climate variables, therefore, generally exhibit a relatively rapid decline back 
towards pre-industrial values over the next 20-50 kyr (depending on total emissions), 
as excess atmospheric CO2 is removed by the long-term carbon cycle. 
• Following this, SAT and soil temperature fluctuate due to orbital forcing on an 
approximate 41 kyr obliquity timescale until ~160 kyr AP, before the influence of 
precession increases with increasing eccentricity from ~120 kyr AP. 
• Conversely, precipitation and soil moisture variations demonstrate a strong 
precessional signal. 
• The projected degree of change in SAT and precipitation, the orbital signals evident 
in the time series data, and the emulator uncertainty are generally consistent across 
the different sites and/or emissions scenarios and/or emulator configurations.  
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• The time series data presented are suitable for use in landscape-development and 
dose assessment modelling, as part of a post-closure safety assessment for a 
radioactive waste disposal facility.  
6.2.3 A framework for projecting long-term future climate changes 
This thesis presents an updated framework for projecting long-term future climate 
changes within the context of post-closure performance assessments for disposal of radioactive 
wastes (Chapter 1 Section 1.5). The application of the framework is illustrated in a case study 
presented in Chapter 5, where climate evolution over the next 1 Myr is emulated for the grid box 
representing Yucca Mountain, which is the proposed location for a deep geological repository in 
the USA. 
It has been shown that the proposed framework provides a clear and relatively simple 
approach to modelling long-term climate change. One of the significant advantages of the 
methodology is that it can easily be adapted to account for a range of different assumptions, 
including a wide range of future anthropogenic CO2 emissions, and two different configurations 
for the continental ice sheets. A variety of different climate variables can be simulated using the 
emulator, at the resolution of a GCM, meaning that climate data for any global location can be 
extracted and examined. Both the emulator and the impulse response function are also 
significantly faster to run than traditional models, such as EMICs and GCMs, and require 
computational resources no more sophisticated than a standard desktop computer or laptop. It 
is therefore suggested that this framework, and the tools developed within it, provide a useful 
approach to considering long-term future climate change within the context of post-closure 
performance assessments for repositories for the disposal of radioactive wastes. 
6.3 Future work 
Various suggestions for improvement and further research are discussed in earlier 
sections of this thesis. This section describes in more detail how this work can be enhanced and 
developed further, and includes suggested improvements for the modelling of the long-term 
carbon cycle, the GCM modelling, and the application of the proposed framework in post-closure 
performance assessments for radioactive waste repositories. 
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6.3.1 Extending the long-term carbon cycle modelling 
In terms of long-term carbon cycle modelling, there are still relatively large uncertainties 
associated with the silicate weathering feedback, which is assumed to restore atmospheric CO2 
to its original state over hundreds of thousands to millions of years (Berner and Caldeira, 1997, 
Berner, 1999). In particular, uncertainties in the strength and dynamical characteristics of this 
feedback should be explored, both in the GENIE model as well as other models that include this 
process. The sensitivity of the modelled Earth system to the representation and parametrisation 
of the weathering mechanism in the model should also be explored, in particular the impact on 
atmospheric CO2 concentration. A greater understanding of the silicate weathering feedback 
may suggest whether the assumed importance of this mechanism in helping to maintain a steady 
concentration of atmospheric CO2 is valid, whilst improving model projections of the atmospheric 
lifetime of a CO2 emission. 
The impact of excess atmospheric CO2 on other carbon cycle processes and feedbacks 
could also be explored, including the terrestrial biosphere, permafrost and the organic carbon 
cycle. For example, the burial of organic carbon in marine sediments is thought to be enhanced 
under conditions of increased nutrient supply from weathering and hence marine productivity, 
as well as under reduced ocean oxygenation that is generally associated with a warmer climate 
(Bains et al., 2000, Zachos and Dickens, 2000). These additional feedbacks, which operate on 
both short and long timescales, may affect the uptake of an atmospheric CO2 perturbation by the 
land and ocean, and should therefore be taken into account. 
Finally, natural variations in atmosphere CO2 concentration are not represented; only 
the response of atmospheric CO2 to anthropogenic emissions. Processes such as volcanic 
outgassing can release CO2 into the atmosphere, causing the CO2 concentration to vary and 
resulting in an imbalance with weathering. Furthermore, glacial-interglacial cycles are thought to 
be accompanied by fluctuations in atmospheric CO2, with the CO2 concentration over the last 
400 kyr ranging from ~180 – 200 ppmv during glacial periods to ~270 – 290 ppmv during 
interglacial periods (Petit et al., 1999). On the timescales being considered here, these processes 
are likely to be relevant. These natural variations presumably reflect additional processes and 
feedbacks within the Earth system that need to be identified and represented in the climate 
models used. 
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6.3.2 Extending the GCM modelling and emulation 
The predictive capability of the emulator could be improved and the range of questions 
that it could be used to address could be extended if a wider range of ice sheet extents was used. 
In the current version, the experiment ensembles were run with modern-day and reduced 
(Pliocene) ice sheet configurations only, meaning that projections of past and future climate 
include the assumption that the ice sheets do not significantly increase in size relative to the 
present day. It was shown in Chapter 3 that reducing the size of the ice sheets from their modern-
day extents only had a relatively small impact on SAT, and that the majority of this change was 
limited to regions in close proximity to the ice sheets. However, on timescales of a million years 
the ice sheets would be expected to vary in size significantly, particularly in response to high 
levels of anthropogenic CO2 emissions (that might result in a substantial reduction in the size of 
the EAIS) and as a result of glacial-interglacial cycles. 
One way to extend the range of ice sheet configurations considered, which is currently 
being undertaken in the framework of a project funded by Posiva and SKB, is to run an ensemble 
of simulations using HadCM3 with prescribed ice sheet extents varying between their maximum 
and minimum extents as seen since the LGM. Peltier (2004), for example, developed the ICE-5G 
ice sheet reconstructions for the last ~120 kyr that have been used in a number of studies to 
produce sets of simulations with varying ice sheet extents (e.g. Singarayer and Valdes, 2010, 
Araya-Melo et al., 2015). In fact, Araya-Melo et al. (2015) developed a statistical emulator similar 
to the one presented in this thesis, but with five input dimensions – the four included here plus 
an index value for ice sheet volume. Including a wide range of ice sheet configurations as an 
active input parameter to the emulator would allow improved emulation of climate during 
periods when the ice sheets would be expected to have changed in size, such as extreme global 
warming scenarios. It would also mean that it may be possible to emulate variations between 
glacial and interglacial conditions. 
In Chapters 4 and 5, the GCM experiments with atmospheric CO2 concentrations higher 
than ~2000 ppmv showed evidence of runaway warming which, in the very high CO2 
experiments, resulted in the model crashing before completion. This runaway warming was 
assumed to be the result of a property in the GCM, related to the prescribed distribution of 
atmospheric ozone, and therefore not representative of the real world. Future work could test 
the validity of this assumption, by running the high CO2 simulations using HadCM3 or an 
alternative climate model but with a vertical ozone profile that is updated in response to changes 
in climate. If it is found that the runaway warming does not occur with a variable ozone profile, 
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then the assumption that the runaway warming was an error in the model is correct. If the 
warming is still evident, then further research into non-linear warming at high CO2 
concentrations may be required. 
In this thesis, only changes in annual mean climate have been explored. The emulator 
could be used further to investigate long-term seasonal or monthly variations, by calibrating it 
on these GCM data. This may be of interest in the case of radioactive waste repositories for which 
climate conditions occurring at specific times in the year are particularly relevant to long-term 
safety. Examples may include seasonal climate conditions at high northern latitudes and their 
impact on the formation and melting of permafrost, or summer temperature and precipitation 
changes in lower latitude regions that are vulnerable to desertification. This extension to the 
emulator may also applicable to modelling seasonal climate phenomena such as monsoons. 
6.3.3 Further tailoring of the climate change data for use in PCPAs 
Work could be carried out to further tailor the climate change data produced by the 
emulator for use in post-closure performance assessments. An example of this would be to 
increase the spatial and/or temporal resolution of the data. Downscaling techniques could be 
used to produce regional or local scale data, rather than grid-box scale. This could be done using 
statistical downscaling, or by dynamical downscaling by running a RCM for a particular region 
forced by the climate data generated by the emulator. These downscaling methods can also be 
used to increase the temporal resolution of the data. Such data may be of use in performance 
assessments, as input to site-specific models that require data of a high spatial and/or temporal 
resolution, including landscape, infiltration and permafrost models. 
Climatic phenomena that are of particular interest at specific disposal sites could also be 
investigated by developing the emulator further. For example, for sites at high northern latitudes 
in regions that have previously been glaciated, such as Forsmark, Sweden, the initiation of the 
next glaciation is of particular relevance. The timing of glacial inception is important, as well as 
the severity of the glaciation, including the development and characteristics of a European ice 
sheet and depth and extent of permafrost. Extending the emulator further to include variable ice 
sheet extents as an input parameter, as discussed in the previous section, could allow 
investigation of issues such as these. In contrast, at the Yucca Mountain site, changes in the 
frequency and intensity of extreme precipitation events are of particular relevance. The emulator 
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could therefore be developed to allow exploration of climate changes that are of specific interest 
at individual sites. 
6.3.4 Repeating the methodology with other models  
Finally, the methodology presented here could be repeated with a variety of other 
models. This includes the CO2 simulations from Chapter 2, which could be run using other EMICs 
that include a representation of the long-term carbon cycle, such as the LOVECLIM model 
(Goosse et al., 2010) or the University of Victoria (UVic) model (Weaver et al., 2001). The 
ensembles of HadCM3 simulations could also be repeated using different GCMs, and the 
emulator recalibrated on this data.  
Using a range of models allows an increased understanding of the uncertainties 
associated with the model projections. These include conceptual uncertainties, which can be 
observed in the different ways in which the models are structured, and parameter uncertainties, 
expressed through the parameterization of certain processes in each model and the choice of 
parameter values that are used. Boundary conditions are also uncertain, and, in particular, for 
future climate projections, the total amount of anthropogenic CO2 that will be emitted. This has 
been addressed in this thesis by simulating a large range of CO2 scenarios varying from relatively 
low emissions up to very high bounding-scenario emissions. To account for model uncertainty, 
ensembles of models are often used for projecting past and future climates (where time and 
computational resources permit), for both snapshot and transient simulations (Braconnot et al., 
2007, Archer et al., 2009, IPCC, 2013, Taylor et al., 2012, Friedlingstein et al., 2006). Repeating 
the methodology presented in this thesis with a larger range of models would allow the model 

















The contents of these appendices have been published as Supplementary Information to 
the study by Lord et al. (2016). The material here is identical to that in the Supplementary 
Information of the published paper, except that the figures and tables have been renumbered 











Despite the choice of an Earth system model configuration with a relatively low 
horizontal and vertical resolution in the ocean, simulation of 1 Myr of CO2 decay would still take 
approximately ~60 days on a typical single CPU core. While this computational requirement 
situation is not technically prohibitive, it does tend to steer modelling towards a methodology of 
one-off experiments to make a single projection, rather than a more iterative methodology 
involving running a model experiment, analysing and learning from the results, and then revising 
the experimental design and output, and repeating. For global biogeochemical systems that 
stabilise on much longer timescales, for example lithium (~1 Myr (Huh et al., 1998)) or calcium 
(0.5-1.0 Myr (Fantle and Tipper, 2014)) isotopes, or perhaps a carbon cycle state with a much 
higher initial concentration of atmospheric CO2 and ocean DIC, the required run-time (to simulate 
>>1 Myr) would be prohibitive. 
Berner et al. (1983) and Lasaga et al. (1985) recognised that on longer timescales the 
oceans may be considered to be approximately in steady state with respect to the longer-term 
rock cycles. This insight is made use of here by recognizing that during the last 90% or more of 
this time interval, the only significant dynamical process relates to the imbalance between 
enhanced rates of silicate weathering and CO2 out-gassing and burial of CaCO3 in marine 
sediments. Furthermore, for much of the first 100 kyr after emissions cease, imbalances between 




atmospheric CO2 drawdown (Ridgwell and Hargreaves, 2007) rather than CO2 drawdown being 
rate-limited by ocean transport and air-sea gas exchange. A corollary to the long timescales of 
these processes is that the rate of atmospheric CO2 removal and hence changes in climate and 
ocean circulation will be extremely gradual over much of the total (ca. 1 Myr) interval of CO2 
removal. In the situation of a virtually invariant state of ocean transport and climate, there will 
be no change in nutrient supply to the ocean surface. Hence, biological export production and 
consequential remineralisation and release of nutrients and other dissolved tracers in the ocean 
interior should be invariant, as should rates and patterns of air-sea gas exchange. As the 
distribution of dissolved tracers in the ocean is primarily a function of the above processes (and 
ocean circulation), it follows that gradients of dissolved carbon, alkalinity, nutrients etc. will also 
be invariant. The impact of any imbalance between the products of weathering and 
sedimentation will hence, to first-order, be a change in the mean concentrations of DIC and ALK 
(and Ca2+), rather than any change in their gradients in the ocean. 
The tendency for there to be a timescale separation between processes controlling 
tracer gradients in the ocean vs. mean concentration forms the basis for a new module in cGENIE. 
In this, for any given time-step, cGENIE treats the ocean as a single box, solving explicitly for 
weathering and sedimentation on the model grid and then applying the mass difference 
uniformly throughout the ocean (preserving the tracer gradients). Because changes in DIC and 
ALK (and [Ca2+]) will generally affect the value of atmospheric pCO2, the equilibrium partitioning 
of CO2 between ocean and atmosphere is re-calculated and carbon is re-distributed between the 
ocean and atmosphere accordingly. 
Even very slow changes in atmospheric CO2 will eventually lead to appreciable changes 
in surface temperatures and ocean circulation. Hence cGENIE is switched between intervals of 
accelerated and non-accelerated operation, with the time interval over which the model is either 
in accelerated or non-accelerated mode set to an integer multiple of one year in order to allow 
for seasonally-varying model configurations to be used. By doing this, the overall model is sped 
up whilst ensuring that climate and carbon cycle conditions do not stray too far from those that 
would be projected by a full implementation of the cGENIE model when CO2 changes are slow. 
For long timescale problems of isotopic (e.g. δ7Li, δ44Ca) equilibrium of the ocean, alternating 
between e.g. intervals of >900 years accelerated to <100 years non-accelerated computation for 
a system with an already equilibrated climate and ocean circulation produces a result virtually 
indistinguishable from the full model on timescales of 1 Myr. The situation in this thesis is more 
challenging as changes in climate and CO2 uptake by the ocean are initially rapid, and only 




Therefore, the ratio between accelerated and non-accelerated is allowed to start small (i.e. an 
iteration in which non-accelerated running dominates) and then progressively increase until each 
iteration is instead dominated by an accelerated phase. This is discussed in greater detail below. 
The above reasoning and hence ability to accelerate the simulation of the long tail of 
atmospheric CO2 would be somewhat less applicable if a full geological organic carbon sub-cycle 
was included that allowed for the weathering supply of phosphorous to the ocean (a key 
phytoplankton nutrient and hence a master control on biological productivity and export), nor 
potentially if a full marine nitrogen cycle had been included (depending on the timescale to re-
establish balance between nitrogen fixation and denitrification relative to CO2 changes). A highly 
simplified model configuration has also been adopted, with no seasonal forcing and hence no 
seasonality in ocean circulation. If instead a seasonally-varying forcing had been adopted, the 
above arguments still hold, because with an energy-balance based atmosphere in cGENIE there 
is no inter-annual variability and the mean annual transport will still be invariant for the case of 
an unchanging value of atmospheric CO2. Fully coupled GCMs would simply require a rather 






Appendix B : 
 
CO2 scenarios to test the acceleration 
methodology 
 
In addition to the two sets of experiments described in the main paper, a third set of 
experiments was also performed to assess the performance of the acceleration methodology 
against the full non-accelerated cGENIE model. For these, an historical transient experiment was 
conducted in which the model was forced following observed historical atmospheric CO2 
concentrations from 1750 to year 2010 CE (Meinshausen et al., 2011). The scenarios (Table A1) 
then followed the six illustrative scenarios of the IPCC Special Report on Emissions Scenarios 
(SRES) (Nakićenović and Swart, 2000) between year 2010 and 2100 CE. Emissions were then held 
constant at their year 2100 CE rate until 2200 CE, before being set as linearly declining to zero by 
year 2300 CE, resulting in total emissions ranging from ~1,500 PgC for B1 to ~6,300 PgC for A1F1 
(Figure A1b). Each emissions scenario was then run under a series of different gearing ratios 
between non-accelerated and accelerated phases, summarised in Table A1 and including fully 





Table A1. Summary of initial standard and accelerated (“_gl”) cGENIE SRES model experiments. See Section A1 for full 
explanation of accelerated time-stepping configuration. 
















































































Appendix C : 
 
Performance of acceleration 
methodology 
 
The time-histories of CO2 emissions for the two time-dependent SRES emissions 
scenarios (A1F1 and B1) are shown in Figure A1b, for which emissions were released over ~300 
years (year 2010-2300). These scenarios were used to evaluate the acceleration methodology. 
The CO2 anomalies in the accelerated simulations compared with the equivalent standard 
simulation (Figure A2a) are illustrated in Figures A2b to A2e. The anomalies are small when 
compared with the CO2 data from the standard model, with maximum residuals of around 6 
ppmv (A1F1_gl_c), although they are generally less than 4 ppmv. All four different configurations 
of non-accelerated vs. accelerated running exhibited similar trends in anomalies, although the 
magnitude and duration varied. The relatively small magnitude of the anomalies relative to the 
CO2 residual itself (< 2%) gives us confidence that the primary timescale of CO2 decay can be 
successfully extracted from accelerated model pulse-decay experiments. 
During accelerated periods, the uptake of excess CO2 from the atmosphere tends to slow 
down, causing increased positive anomalies. This is due to changes in ocean conditions that 
affect the amount of CO2 absorbed by the ocean, including the strength of the ocean overturning 
circulation and the flux of nutrients to and from the ocean due to variations in weathering and 
sedimentation. Since accelerated model time-steps assume that circulation and nutrient 





Figure A1. Time-history of anthropogenic CO2 emissions to the atmosphere. (a) Logistics series (Table 2.1), and (b) 
SRES scenarios (Table A1). 
phases, meaning that CO2 draw-down is generally slower during accelerated periods. The 
anomalies in the last few hundred thousand years are likely due to instabilities in sea-ice cover, 
with generally somewhat lower coverage in the accelerated experiments over this period 
allowing slightly increased drawdown of CO2. 
Configuration “_a” results in the smallest anomalies overall, due to the comparatively 
small size of the change in phase length with each cycle of 1 year, resulting in a larger portion of 
the simulation being run with normal time-stepping comprising the majority of each cycle. 
However, this also means that this model configuration is not significantly faster than the 
standard cGENIE model when compared with the other configurations, so limiting its usefulness. 
Configurations “_b” and “_c” have exactly the same time-stepping and hence anomalies until 
around 93 kyr. After this time, “_b” has the greater anomalies due to normal time-stepping 




around 60 kyr, resulting in slightly larger and extended anomalies than “_c” between 60 and 200 
kyr.  
Configuration “_b” provides the greatest reduction in running time; however it also has 
the largest residuals, particularly during the period of instability towards the end. Configurations 
“_c” and “_d” have fairly similar anomalies and running times, but “_c” has a slightly lower root 
mean squared error (RMSE). The ensembles of pulse emissions and SRES experiments are 
therefore run with a non-accelerated vs. accelerated sequence that started with a ratio of 990:10 
years, and progressed towards a non-accelerated vs. accelerated sequence ratio of 100:990 years 
at a rate of 10 years (decremented to the non-accelerated duration, and incremented to the 





Figure A2. Atmospheric pCO2 in response to time-dependent CO2 emissions. (a) Long-term projection of atmospheric 
pCO2 run in standard cGENIE model. Pre-industrial concentrations are shown in black. (b):(e) Anomaly in atmospheric 







Appendix D : 
 
Fraction of emissions remaining over 
time 
 
A regression analysis was performed to give the fraction of CO2 emissions remaining in 
the atmosphere at 103, 104, 105 and 106 years as a function of the total emissions (Pg C) released 
to the atmosphere. Linear, quadratic and cubic functions were tested, and an F Test was used to 
assess the performance of each fit. The cubic model was identified as the best fit, significant at 
the 0.05 level. Consequently, the cubic regression model was used for the results described in 
Chapter 2 Section 2.4.1, which uses the formula: 
𝑓𝐶𝑂2(𝑢, 𝑡) = (𝑡) + 𝜆1(𝑡)𝜇 + 𝜆2(𝑡)𝜇
2 + 𝜆3(𝑡)𝜇
3    ( A1 ) 
where fCO2 is the remaining atmospheric fraction and μ is the total carbon released at time 0 at 





Table A2. Cubic regression scaling coefficients for fraction of CO2 emissions remaining in the atmosphere at a given 
year as a function of total emissions (Pg C) (Equation A1; Appendix). 
Parameter 
t (Year) 
103 104 105 106 
ε 0.0991 0.0641 0.0496 0.0016 
λ1  6.64E-05 8.07E-06 -5.98E-07 1.24E-07 
λ2  -2.49E-09 1.52E-09 1.35E-10 -1.83E-11 







Appendix E : 
 
Additional figures and tables 
 
 
Table A3. Cubic regression scaling coefficients for fitting coefficients from multi-exponential analysis as a function of 





1 2 3 4 5 
Ai αi  0.253 0.245 0.312 0.079 0.075 
 β1i  -4.63E-05 -3.54E-05 5.00E-05 3.96E-05 -8.57E-07 
 β2i  3.44E-09 2.40E-09 -5.87E-09 -4.83E-10 5.89E-11 
 β3i -8.42E-14 -5.57E-14 1.65E-13 -1.46E-14 -1.15E-15 
i γi  6.28 58.7 112.6 2780 246294 
 δ1i  -1.05E-03 -2.99E-03 0.121 0.816 0.450 
 δ2i  6.90E-08 6.15E-08 -7.87E-06 6.29E-06 2.55E-04 






Figure A3. Logistics series scenarios for 1000-10,000 Pg C total emissions reproduced using the pulse response function 
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