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STRUCTURE OF H-(CO)MODULE LIE ALGEBRAS
A. S. GORDIENKO
Abstract. Let L be a finite dimensional Lie algebra over a field of characteristic 0. Then
by the original Levi theorem, L = B ⊕ R where R is the solvable radical and B is some
maximal semisimple subalgebra. We prove that if L is an H-(co)module algebra for a finite
dimensional (co)semisimple Hopf algebra H , then R is H-(co)invariant and B can be chosen
to be H-(co)invariant too. Moreover, the nilpotent radical N of L is H-(co)invariant and
there exists an H-sub(co)module S ⊆ R such that R = S ⊕N and [B,S] = 0. In addition,
the H-(co)invariant analog of the Weyl theorem is proved. In fact, under certain conditions,
these results hold for an H-comodule Lie algebra L, even if H is infinite dimensional. In
particular, if L is a Lie algebra graded by an arbitrary group G, then B can be chosen to be
graded, and if L is a Lie algebra with a rational action of a reductive affine algebraic group
G by automorphisms, then B can be chosen to be G-invariant. Also we prove that every
finite dimensional semisimple H-(co)module Lie algebra over a field of characteristic 0 is a
direct sum of its minimal H-(co)invariant ideals.
The applications of Lie and associative algebras with an additional structure, e.g. graded,
H-(co)module, or G-algebras, gave rise to the studies of the objects and decompositions that
have nice properties with respect to these structures. One of the applications of invariant
decompositions is in the combinatorial theory of graded, G- and H-polynomial identities [2,
3, 6, 7, 8, 9, 10, 24].
The Levi theorem is one of the main results of the structure Lie theory, as well as the
Wedderburn — Mal’cev theorem is one of the central results in the structure ring theory. In
1957 E.J. Taft proved [23] the G-invariant Levi and Wedderburn — Mal’cev theorems for
G-algebras with an action of a finite group G by automorphisms and anti-automorphisms.
Due to a well-known duality between G-gradings and G-actions, Taft’s result implies graded
decompositions of algebras graded by a finite Abelian group G. The study of Wedderburn
decompositions for H-module algebras was started by A.V. Sidorov [20] in 1986. In 1999
D. S¸tefan and F. Van Oystaeyen [21] proved the H-coinvariant Wedderburn — Mal’cev
theorem for finite dimensional H-comodule associative algebras, where H is a Hopf algebra
with an ad-invariant left integral t ∈ H∗ such that t(1) = 1. In particular, they proved
the H-(co)invariant Wedderburn — Mal’cev theorem for finite dimensional semisimple H
over a field of characteristic 0, the graded Wedderburn — Mal’cev theorem for any grading
group provided that the Jacobson radical is graded too, and the G-invariant Wedderburn —
Mal’cev theorem for associative algebras with a rational action of a reductive algebraic group
G by automorphisms. The graded Levi theorem for finite dimensional Lie algebras over an
algebraically closed field of characteristic 0, graded by a finite group, was proved by D. Pagon,
D. Repovsˇ, and M.V. Zaicev [18] in 2011.
In this paper we prove the H-coinvariant Levi theorem in the case when the Hopf algebra
H has an ad-invariant left integral t ∈ H∗ such that t(1) = 1 (Theorem 2). As a consequence
we obtain the H-invariant Levi theorem for H-module Lie algebras for a finite dimensional
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semisimple Hopf algebra H (Theorem 3), the graded Levi theorem for an arbitrary grading
group (Theorem 4), and the G-invariant Levi theorem for Lie algebras with a rational action
of a reductive algebraic group G (Theorem 5).
An important condition in the invariant Levi and Wedderburn — Mal’cev theorems is the
stability of the radicals. In the case of G-algebras the stability is clear since the radicals are
invariant under automorphisms and anti-automorphisms. In 1984 M. Cohen and S. Mont-
gomery [4] proved that the Jacobson radical of a G-graded associative algebra is graded if
|G|−1 belongs to the base field. In 2001 V. Linchenko [14] proved the stability of the Jacob-
son radical of a finite dimensional H-module associative algebra over a field of characteristic
0 for a finite dimensional semisimple Hopf algebra H . This result was later generalized by
V. Linchenko, S. Montgomery and L.W. Small [15]. In 2011 D. Pagon, D. Repovsˇ, and
M.V. Zaicev [18, Proposition 3.3 and its proof] proved that the solvable radical of a finite
dimensional Lie algebra over an algebraically closed field of characteristic 0, graded by any
group, is graded.
In this paper we prove that the solvable and the nilpotent radicals of an H-(co)module
Lie algebra over a field of characteristic 0 are H-(co)invariant for any finite dimensional
(co)semisimple Hopf algebra H (Theorem 1).
In [24] M.V. Zaicev used the decomposition L = B ⊕ S ⊕ N (direct sum of subspaces)
where B is a maximal semisimple subalgebra of a finite dimensional Lie algebra L over a
field of characteristic 0, N is the nilpotent radical of L, S ⊕ N is the solvable radical of L,
[B, S] = 0, in order to prove the analog of S.A. Amitsur’s conjecture on codimension growth
of polynomial identities for Lie algebras. In [9] the author used a G-invariant decomposition
L = B ⊕ S ⊕ N in order to prove the analog of S.A. Amitsur’s conjecture for polynomial
G-identities and graded identities of Lie algebras. (In the graded case the grading group
was required to be Abelian.) In Section 7 we prove the existence of an H-(co)invariant
decomposition L = B ⊕ S ⊕N . This is needed in the study of polynomial H-identities and
graded identities for a non-Abelian grading group (see also [10]). The main tool in this proof
is the H-(co)invariant analog of the Weyl theorem (Section 6).
In Section 5 we prove that every finite dimensional semisimple H-(co)module Lie algebra
over a field of characteristic 0 is a direct sum of its minimal H-(co)invariant ideals. In
addition to its own interest, this result is needed in the study of polynomial H-identities as
well.
1. Introduction
1.1. Graded spaces and Lie algebras. Let V be a vector space over a field F and G be
a group. We say that V is G-graded if there is a fixed decomposition V =
⊕
g∈G V
(g). Let
V =
⊕
g∈G V
(g) and W =
⊕
g∈GW
(g) be two graded vector spaces. A linear map ϕ : V →W
is graded if ϕ(V (g)) ⊆W (g) for all g ∈ G.
Let L =
⊕
g∈G L
(g) (direct sum of subspaces) be a Lie algebra. We say that L is graded if
[L(g), L(h)] ⊆ L(gh) for all g, h ∈ G. A subspace W ⊆ L is graded if W =
⊕
g∈G(L
(g) ∩W ).
Example 1 ([18]). Consider L =
{(
gl2(F ) 0
0 gl2(F )
)}
⊆ gl4(F ). Then L is an S3-graded
Lie algebra where S3 is the third symmetric group with the unit e,
L(e) =




α 0 0 0
0 β 0 0
0 0 γ 0
0 0 0 λ




, L
(
(12)
)
=




0 β 0 0
α 0 0 0
0 0 0 0
0 0 0 0




,
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L
(
(23)
)
=




0 0 0 0
0 0 0 0
0 0 0 λ
0 0 γ 0




,
the other components are zero, α, β, γ, λ ∈ F .
1.2. Integrals on Hopf algebras. The related notions to graded Lie algebras are the ones
of H-module and H-comodule Lie algebras for a Hopf algebra H . We refer the reader
to [1, 5, 16, 22] for an account of Hopf algebras.
Recall that t ∈ H∗ is a left integral on H if t(a(2))a(1) = t(a)1 for all a ∈ H . Here we
use Sweedler’s notation ∆(a) = a(1) ⊗ a(2). We say that a left integral is ad-invariant if
t(a(1) b S(a(2))) = ε(a)t(b) for all a, b ∈ H . Only the results of Section 5 are proved for an
arbitrary H . In the other sections we assume that there exists an ad-invariant left integral
t ∈ H∗ such that t(1) = 1. Now we list three main examples [21] of such Hopf algebras H .
First, we notice that the existence of an integral t ∈ H∗, such that t(1) = 1, is equivalent
to the cosemisimplicity of H (see e.g. [5, Exercise 5.5.9]).
Example 2. Let H be a finite dimensional (co)semisimple Hopf algebra over a field F of
characteristic 0. Then there exists an ad-invariant left integral t ∈ H∗ such that t(1) = 1.
Proof. By the Larson — Radford theorem (see e.g. [5, Theorem 7.4.6]), H is semisimple if
and only if it is cosemisimple. The third equivalent condition is that S2 = idH . Since H is
cosemisimple, there exists a left integral t ∈ H∗ such that t(1) = 1. Every integral on such
algebra H is cocommutative (see e.g. [5, Exercise 7.4.7]), i.e. t(ab) = t(ba) for all a, b ∈ H .
Thus
t(a(1) b S(a(2))) = t(b(Sa(2))a(1)) = t
(
b S
(
(Sa(1))a(2)
))
= ε(a)t(b) for all a, b ∈ H
and t is ad-invariant. 
Example 3. Let G be any group. Denote by FG the group algebra of G. Then FG is a
Hopf algebra with the comultiplication ∆(g) = g ⊗ g, the counit ε(g) = 1, and the antipode
S(g) = g−1, g ∈ G. Consider t ∈ (FG)∗, t(g) =
{
0 if g 6= 1,
1 if g = 1.
Then t is an ad-invariant
left integral on FG. Note that t(1) = 1.
Example 4. Let G be an affine algebraic group over a field F . Denote by O(G) the coor-
dinate algebra of G. Then O(G) is a Hopf algebra where the comultiplication ∆: O(G) →
O(G)⊗O(G) is dual to the multiplication G×G→ G, the counit ε : O(G)→ F is defined by
ε(f) = f(1G), and the antipode S : O(G)→ O(G) is dual to the map g → g
−1, g ∈ G. If F
is algebraically closed of characteristic 0 and G is reductive, then there exists an ad-invariant
left integral t ∈ O(G)∗ such that t(1) = 1.
Proof. All rational representations of G (see e.g. [17]) are completely reducible. Hence by [1,
Theorem 4.2.12], O(G) is cosemisimple. Thus there exists a left integral t ∈ H∗ such that
t(1) = 1. Since H is commutative, t is ad-invariant. 
We conclude the subsection with an example of a Hopf algebra that does not have nonzero
integrals.
Example 5. Let L be a Lie algebra over a field F . The universal enveloping algebra U(L)
is a Hopf algebra where ∆(v) = v ⊗ 1 + 1 ⊗ v, ε(v) = 0, S(v) = −v for all v ∈ L. If L 6= 0,
F is of characteristic 0, and t ∈ U(L)∗ is a left integral of U(L), then t = 0.
4 A. S. GORDIENKO
Proof. By Poincare´ — Birkhoff — Witt theorem, it is sufficient to show that t(vm11 . . . v
mk
k ) =
0 for all linearly independent v1, . . . , vk ∈ L and all m1, . . . , mk > 0, k > 0. We fix
v1, . . . , vk ∈ L, introduce the degree lexicographic ordering ≺ on k-tuples (m1, . . . , mk),
and prove the assertion by induction. First, we notice that t(v)1 = t(1)v + t(v)1 for all
v ∈ L. Hence t(1) = 0 and the base of the induction is proved. Suppose m1, . . . , mk > 0.
Denote Λ := {(ℓ1, . . . , ℓk) | 0 6 ℓi 6 mi, 1 6 i 6 k − 1; 0 6 ℓk 6 mk + 1} and
Λ1 := Λ\{(m1, . . . , mk+1), (m1, . . . , mk)} = {(ℓ1, . . . , ℓk) ∈ Λ | (ℓ1, . . . , ℓk) ≺ (m1, . . . , mk)}.
Then
t(vm11 . . . v
mk+1
k )1 = t
(
(vm11 . . . v
mk+1
k )(2)
)
(vm11 . . . v
mk+1
k )(1) =∑
(ℓ1,...,ℓk)∈Λ
(
m1
ℓ1
)(
m2
ℓ2
)
. . .
(
mk−1
ℓk−1
)(
mk+1
ℓk
)
t(vℓ11 . . . v
ℓk
k ) v
m1−ℓ1
1 . . . v
(mk+1)−ℓk
k =
t(vm11 . . . v
mk+1
k )1 + (mk + 1)t(v
m1
1 . . . v
mk
k )vk+∑
(ℓ1,...,ℓk)∈Λ1
(
m1
ℓ1
)(
m2
ℓ2
)
. . .
(
mk−1
ℓk−1
)(
mk+1
ℓk
)
t(vℓ11 . . . v
ℓk
k ) v
m1−ℓ1
1 . . . v
(mk+1)−ℓk
k
= t(vm11 . . . v
mk+1
k )1 + (mk + 1)t(v
m1
1 . . . v
mk
k )vk + 0
by the induction hypothesis. Hence t(vm11 . . . v
mk
k ) = 0. 
1.3. H-comodule Lie algebras. Let L be a Lie algebra over a field F . Suppose L is a
right H-comodule for some Hopf algebra H . Denote by ρ : L → L ⊗ H the corresponding
comodule map. We say that L is an H-comodule Lie algebra if ρ([a, b]) = [a(0), b(0)]⊗ a(1)b(1)
for all a, b ∈ L. Here we use Sweedler’s notation ρ(a) = a(0) ⊗ a(1).
Example 6. Let L =
⊕
g∈G L
(g) be a Lie algebra over a field F graded by a group G. Then
L is an FG-comodule algebra where ρ(a(g)) = a(g) ⊗ g for all g ∈ G and a(g) ∈ L(g).
Another example of H-comodule algebras arises when an affine algebraic group acts on a
Lie algebra.
Example 7. Let L be a Lie algebra over a field F and let G be an affine algebraic group.
Suppose L is endowed with a rational action of G by automorphisms, i.e. there is a fixed
homomorphism G → Aut(L) ⊆ GL(L) such that for some basis e1, . . . , em of L we have
gej =
∑m
i=1 ωij(g)ei where ωij are polynomials in the coordinates of g ∈ G. Then L is an
O(G)-comodule algebra where ρ(ej) =
∑m
i=1 ei⊗ωij , 1 6 j 6 m, and ga = a(1)(g)a(0), g ∈ G.
Furthermore, each O(G)-subcomodule of L is a G-invariant subspace and vice versa.
Proof. Suppose [ei, ek] =
∑m
j=1 c
j
ikej , c
j
ik ∈ F . Since g[ei, ek] = [gei, gek], we have
m∑
j=1
cjik gej =
m∑
p,q=1
[ωpi(g)ep, ωqk(g)eq],
m∑
j,ℓ=1
cjikωℓj(g)eℓ =
m∑
ℓ,p,q=1
cℓpqωpi(g)ωqk(g)eℓ,
m∑
j=1
cjikωℓj(g) =
m∑
p,q=1
cℓpqωpi(g)ωqk(g)
for all g ∈ G and 1 6 i, k, ℓ 6 m. Hence
ρ([ei, ek]) =
m∑
j=1
cjikρ(ej) =
m∑
j,ℓ=1
cjikeℓ ⊗ ωℓj =
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m∑
ℓ,p,q=1
cℓpqeℓ ⊗ ωpiωqk =
m∑
p,q=1
[ep, eq]⊗ ωpiωqk = [(ei)(0), (ek)(0)]⊗ (ei)(1)(ek)(1).
Thus L is an O(G)-comodule algebra. The other properties are proved explicitly as well. 
Let V andW be H-comodules. We say that a linear map ϕ : V → W is an H-colinear map
if ϕ(v)(0)⊗ϕ(v)(1) = ϕ(v(0))⊗v(1) for all v ∈ V . IfW ⊆ V is a subspace and ρV (W ) ⊆W⊗H ,
we say that W is an H-subcomodule or an H-coinvariant subspace.
1.4. H-module Lie algebras. Again, let L be a Lie algebra over a field F . Suppose L is
a left H-module where H is a Hopf algebra. We say that L is an H-module Lie algebra if
h([a, b]) = [h(1)a, h(2)b] for all h ∈ H and a, b ∈ L.
Example 8. Let L be a Lie G-algebra for an arbitrary group G, i.e. there is a fixed
homomorphism G→ Aut(L). Then L is an FG-module algebra.
Example 9. Let L and g be Lie algebras. Suppose g is acting on L by derivations, i.e. there
is a fixed homomorphism g → Der(L) of Lie algebras where Der(L) ⊆ gl(L) is the algebra
of derivations. Consider the corresponding homomorphism U(g) → EndF (L) of associative
algebras. Then L becomes an U(g)-module algebra.
If dimH < +∞, then we can define a Hopf algebra structure on the space H∗ :=
HomF (H,F ) using the dual operators. In this case, every H-comodule algebra L is an
H∗-module algebra and vice versa. The correspondence between the H-coaction and the
H∗-action is given by the formula h∗a = h∗(a(1))a(0) where h
∗ ∈ H∗, a ∈ L.
2. Stability of the radicals in Lie algebras
First we need the following standard
Lemma 1. Let L be a Lie algebra over some field F and let N be a nilpotent ideal of L.
Denote by A the associative subalgebra of EndF L generated by (adL). Then (adN) ⊆ J(A).
(Here ad: L → gl(L), (ad a)b := [a, b], is the adjoint representation of L and J(A) is the
Jacobson radical of A.)
Proof. Let Np = 0, p ∈ N. Then
b1 . . . bp = 0 for all bi ∈ adN. (1)
Note that if I is the two-sided ideal of A generated by (adN), then In, n ∈ N, consists of
linear combinations of elements
(ai01 . . . ai0s0 )b1(ai11 . . . ai1s1 )b2(ai21 . . . ai2s2 ) . . . bn−1(ain−1,1 . . . ain−1,sn−1 )bn(ain1 . . . ainsn )
where bi ∈ adN , aij ∈ adL. Using [ad a, ad b] = ad[a, b], we move aij outside and obtain
that In consists of linear combinations of elements a(b1b2 . . . bn)c where a, c ∈ A, bi ∈ adN .
Thus (1) implies Ip = 0 and (adN) ⊆ I ⊆ J(A). 
Lemma 2. Let I be an ideal of an H-module Lie algebra L where H is a Hopf algebra. Then
HI is an H-invariant ideal of L.
Proof. Suppose a ∈ I, h ∈ H , b ∈ L. Then
[ha, b] = [h(1)a, ε(h(2))b] = [h(1)a, h(2)(Sh(3))b] = h(1)[a, (Sh(2))b]. (2)
Thus [ha, b] ∈ HI. 
Now we can prove
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Theorem 1. Let L be a finite dimensional H-module Lie algebra over a field F of charac-
teristic 0 and H be a finite dimensional (co)semisimple Hopf algebra. Then the solvable and
the nilpotent radicals R and N of L are H-invariant.
Proof. We have a natural H-action on EndF (L): (hψ)(a) := h(1)ψ((Sh(2))a) for a ∈ L,
h ∈ H , ψ ∈ EndF (L). Then ad becomes a homomorphism of H-modules. Denote by A the
associative subalgebra of EndF (L) generated by (adL). Then A is an H-submodule. By
Lemma 2, HN and HR are ideals of L. Lemma 1 implies (ad(HN)) ⊆ HJ(A). By the
Larson — Radford theorem, H is cosemisimple if and only if it is semisimple (see e.g. [5,
Theorem 7.4.6]). Hence, by [14], HJ(A) = J(A). Thus HN is nilpotent and HN = N .
By [11, Proposition 2.1.7], [L,R] ⊆ N . Together with (2) this implies
[HR,HR] ⊆ [HR,L] ⊆ H [R,HL] ⊆ H [R,L] ⊆ HN = N.
Thus HR is solvable and HR = R. 
Corollary. Let L be a finite dimensional H-comodule Lie algebra over a field F of charac-
teristic 0 and H be a finite dimensional (co)semisimple Hopf algebra. Then the solvable and
the nilpotent radicals R and N of L are H-subcomodules in L.
Proof. We use the duality between H-coactions and H∗-actions. 
Corollary. Let L be a finite dimensional Lie algebra over a field F of characteristic 0, graded
by a finite group G. Then the solvable and the nilpotent radicals R and N of L are graded.
Proof. We use Examples 3 and 6. 
Remark. If F is algebraically closed, then R is graded even if G is infinite (see [18, Proposition
3.3 and its proof]).
Remark. Let L and g be Lie algebras over a field of characteristic 0. Suppose g is acting
on L by derivations and dimL < +∞. Then L is an U(g)-module algebra (see Exam-
ple 9). Note that U(g) is infinite dimensional. Moreover, by Example 5, U(g) does not
have nonzero integrals and, therefore, is not cosemisimple. However, by [13, Chapter III,
Section 6, Theorem 7], δ(R) ⊆ N for all δ ∈ Der(L). Hence R and N are U(g)-submodules.
We conclude the section with an example of an H-module Lie algebra with unstable
radicals.
Example 10. Let H = 〈1, g, x, gx〉F be the 4-dimensional Sweedler’s Hopf algebra over a
field F of characteristic 0. Here g2 = 1, x2 = 0, xg = −gx, ∆(g) = g⊗g, ∆(x) = g⊗x+x⊗1,
ε(g) = 1, ε(x) = 0, S(g) = g, S(x) = −gx. Note that J(H) = 〈x, gx〉F 6= 0, i.e. H is
not semisimple. Let V be a three-dimensional vector space. Fix some linear isomorphism
ϕ : sl2(F )→ V . Consider the Lie algebra L = sl2(F )⊕ V with the Lie commutator
[a+ ϕ(b), c+ ϕ(u)] = [a, c] + ϕ([a, u] + [b, c]) where a, b, c, u ∈ sl2(F ),
i.e. V is an Abelian ideal of L that coincides with the solvable and the nilpotent radicals of
L. Define g(a + ϕ(b)) = a − ϕ(b) and x(a + ϕ(b)) = b where a, b ∈ sl2(F ). Then L is an
H-module Lie algebra, however V is not H-invariant.
3. Levi decompositions for H-comodule Lie algebras
First we recall the basic concepts of Lie algebra cohomology. For the details we refer the
reader to e.g. [11, 19].
Let ψ : L → gl(V ) be a representation of a Lie algebra L on some vector space V over
a field F . Denote by Ck(L;V ) ⊆ HomF (L
⊗k;V ), k ∈ N, the subspace of all alternating
multilinear maps, C0(L;V ) := V . Recall that the elements of Ck(L;V ) are called k-cochains
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with coefficients in V . The coboundary operators ∂ : Ck(L;V )→ Ck+1(L;V ) are defined on
these spaces in such a way that ∂2 = 0. The elements of the subspace
Zk(L;ψ) := ker(∂ : Ck(L;V )→ Ck+1(L;V )) ⊆ Ck(L;V )
are called k-cocycles and the elements of the subspace
Bk(L;ψ) := ∂(Ck−1(L;V )) ⊆ Ck(L;V )
are called k-coboundaries. The space Hk(L;ψ) := Zk(L;ψ)/Bk(L;ψ) is called the kth coho-
mology group.
Suppose L is an H-comodule algebra for some Hopf algebra H . Consider a representation
ψ : L→ gl(V ). We say that (V, ψ) is an (H,L)-module if V is an H-comodule and
ρV (ψ(a)v) = ψ(a(0))v(0) ⊗ a(1)v(1) for all a ∈ L, v ∈ V
where ρV : V → V ⊗H is the comodule map. We say that (V, ψ) is a symmetric (H,L)-module
if
ρV (ψ(a)v) = ψ(a(0))v(0) ⊗ a(1)v(1) = ψ(a(0))v(0) ⊗ v(1)a(1) for all a ∈ L, v ∈ V.
Example 11. If L is an H-comodule Lie algebra, then the adjoint representation ad: L→
gl(L) defines on L the structure of a symmetric (H,L)-module since
ρ((ad a)b) = ρ([a, b]) = −ρ([b, a]) = −[b(0), a(0)]⊗ b(1)a(1) = (ad a(0))b(0) ⊗ b(1)a(1)
for all a, b ∈ L.
Denote by C˜k(L;V ) the subspace of H-colinear cochains, i.e. such maps ω ∈ Ck(L;V )
that
ρV (ω(a1, a2, . . . , ak)) = ω(a1(0), a2(0), . . . , ak(0))⊗ a1(1)a2(1) . . . ak(1) for all ai ∈ L.
If (V, ψ) is an (H,L)-module and H is commutative, then, clearly, the coboundary of an
H-colinear cochain is again an H-colinear cochain. However, for 1-cochains and a symmetric
(H,L)-module (V, ψ) this is true even if H is not commutative.
Lemma 3. If (V, ψ) is a symmetric (H,L)-module, then ∂(C˜1(L;V )) ⊆ C˜2(L;V ).
Proof. Let ω ∈ C˜1(L;V ). Then
(∂ω)(x, y) := ψ(x)ω(y)− ψ(y)ω(x)− ω([x, y])
and
ρV ((∂ω)(x, y)) =
ψ(x(0))ω(y)(0) ⊗ x(1)ω(y)(1) − ψ(y(0))ω(x)(0) ⊗ ω(x)(1)y(1) − ω([x, y](0))⊗ [x, y](1) =
ψ(x(0))ω(y(0))⊗ x(1)y(1) − ψ(y(0))ω(x(0))⊗ x(1)y(1) − ω([x(0), y(0)])⊗ x(1)y(1) =
(∂ω)(x(0), y(0))⊗ x(1)y(1).

Let Z˜2(L;ψ) := Z2(L;ψ) ∩ C˜2(L;V ) and B˜2(L;ψ) := ∂(C˜1(L;V )). Lemma 3 enables us
to define the second H-colinear cohomology group H˜2(L;ψ) := Z˜2(L;ψ)/B˜2(L;ψ).
In [23] E. J. Taft used the original Maschke trick in order to replace non-invariant maps
with invariant ones. In [21] D. S¸tefan and F. Van Oystaeyen used Maschke’s trick adapted
for Hopf algebras with a left integral. We use the last one too.
Lemma 4. Let r : V → W be a linear map where V and W are H-comodules for a Hopf
algebra H. Let t ∈ H∗ be a left integral on H. Then r˜ : V →W where
r˜(x) = t
(
r(x(0))(1)S(x(1))
)
r(x(0))(0) for x ∈ V,
is an H-colinear map. If, in addition, π ◦ r = idV for some H-colinear map π : W → V and
t(1) = 1, then π ◦ r˜ = idV too.
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Remark. If G is an arbitrary group and H = FG, then V =
⊕
g∈G V
(g) and W =
⊕
g∈GW
(g)
are graded spaces. Suppose t is from Example 3. Then r˜(x) =
∑
g∈G pW,g r(pV,gx) for x ∈ V
and this is a graded map. Here pV,g is the projection of V on V
(g) along
⊕
h∈G,
h 6=g
V (h) and pW,g
is the projection of W on W (g) along
⊕
h∈G,
h 6=g
W (h).
Proof of Lemma 4. Note that
r˜(x(0))⊗ x(1) = t
(
r(x(0))(1)S(x(1))
)
r(x(0))(0) ⊗ x(2) =
r(x(0))(0) ⊗
(
t
(
r(x(0))(1)S(x(1))
)
1
)
x(2) =
r(x(0))(0) ⊗ t
(
r(x(0))(1)(2)(Sx(1))(2)
)
r(x(0))(1)(1)(Sx(1))(1)x(2) =
r(x(0))(0) ⊗ t
(
r(x(0))(2)S(x(1))
)
r(x(0))(1)(Sx(2))x(3) =
t
(
r(x(0))(2)S(x(1))
)
r(x(0))(0) ⊗ r(x(0))(1) = ρW (r˜(x)).
Thus r˜ is H-colinear and the first part of the lemma is proved.
Suppose π ◦ r = idV for some H-colinear map π : W → V . Let x ∈ V . Then
(π ◦ r˜)(x) = t
(
r(x(0))(1)S(x(1))
)
π
(
r(x(0))(0)
)
= t
(
(π ◦ r)(x(0))(1)S(x(1))
)
(π ◦ r)(x(0))(0) =
t
(
x(0)(1)S(x(1))
)
x(0)(0) = t
(
x(1)S(x(2))
)
x(0) = t(1)x = x.

Lemma 5. Let (V, ψ) be a finite dimensional symmetric (H,L)-module where L is a finite
dimensional H-comodule semisimple Lie algebra over a field F of characteristic 0 and H is
a Hopf algebra with an ad-invariant left integral t ∈ H∗, t(1) = 1. Then H˜2(L;ψ) = 0.
Proof. Recall that by the second Whitehead lemma (see e.g. [11, Exercise 3.5] or [19, Lecture
19, Corollary 2]), H2(L;ψ) = 0. Hence if ω ∈ Z˜2(L;ψ), then there exists ν ∈ C1(L;V ) such
that ω = ∂ν. Let ν˜ be the map obtained from ν in Lemma 4. Then ν˜ ∈ C˜1(L;V ). We claim
that ∂ν˜ = ω.
Let a, b ∈ L. We have
(∂ν˜)(a, b) = ψ(a)ν˜(b)− ψ(b)ν˜(a)− ν˜([a, b]) = t(ν(b(0))(1)S(b(1))) ψ(a)ν(b(0))(0)−
t(ν(a(0))(1)S(a(1))) ψ(b)ν(a(0))(0) − t(ν([a, b](0))(1)S([a, b](1))) ν([a, b](0))(0) =
t(ν(b(0))(1)S(b(1))) ψ(ε(a(1))a(0))ν(b(0))(0)−
t(ν(a(0))(1)S(a(1))) ψ(ε(b(1))b(0))ν(a(0))(0) − t(ν([a(0), b(0)])(1)S(a(1)b(1))) ν([a(0), b(0)])(0) =
ε(a(1))t
(
ν(b(0))(1)S(b(1))
)
ψ(a(0))ν(b(0))(0)−
t
(
ν(a(0))(1)ε(b(1))S(a(1))
)
ψ(b(0))ν(a(0))(0)−
t
(
ν([a(0), b(0)])(1)S(a(1)b(1))
)
ν([a(0), b(0)])(0).
Since t is ad-invariant, we get
(∂ν˜)(a, b) = t
(
a(1)ν(b(0))(1)(Sb(1))S(a(2))
)
ψ(a(0))ν(b(0))(0)−
t
(
ν(a(0))(1)b(1)(Sb(2))S(a(1))
)
ψ(b(0))ν(a(0))(0)−
t
(
ν([a(0), b(0)])(1)S(a(1)b(1))
)
ν([a(0), b(0)])(0).
Since (V, ψ) is a symmetric (H,L)-module, we have
(∂ν˜)(a, b) = t
((
a(0)(1)ν(b(0))(1)
)
(Sb(1))S(a(1))
)
ψ(a(0)(0))ν(b(0))(0)−
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t
((
ν(a(0))(1)b(0)(1)
)
(Sb(1))S(a(1))
)
ψ(b(0)(0))ν(a(0))(0)−
t
(
ν([a(0), b(0)])(1)S(a(1)b(1))
)
ν([a(0), b(0)])(0) =
t
((
ψ(a(0))ν(b(0))
)
(1)
(Sb(1))S(a(1))
) (
ψ(a(0))ν(b(0))
)
(0)
−
t
((
ψ(b(0))ν(a(0))
)
(1)
(Sb(1))S(a(1))
) (
ψ(b(0))ν(a(0))
)
(0)
−
t
(
ν([a(0), b(0)])(1)S(a(1)b(1))
)
ν([a(0), b(0)])(0) =
t
((
ψ(a(0))ν(b(0))
)
(1)
S(a(1)b(1))
) (
ψ(a(0))ν(b(0))
)
(0)
−
t
((
ψ(b(0))ν(a(0))
)
(1)
S(a(1)b(1))
) (
ψ(b(0))ν(a(0))
)
(0)
−
t
(
ν([a(0), b(0)])(1)S(a(1)b(1))
)
ν([a(0), b(0)])(0) =
t
(
ω(a(0), b(0))(1)S(a(1)b(1))
)
ω(a(0), b(0))(0) = t
(
a(1)b(1)S(a(2)b(2))
)
ω(a(0), b(0)) = ω(a, b)
since ω ∈ Z˜2(L;ψ) and t(1) = 1. Thus Z˜2(L;ψ) = B˜2(L;ψ) and H˜2(L;ψ) = 0. 
Theorem 2 is the H-comodule version of the Levi theorem.
Theorem 2. Let L be a finite dimensional H-comodule Lie algebra over a field F of char-
acteristic 0 where H is a Hopf algebra. Suppose R is an H-subcomodule and there exists an
ad-invariant left integral t ∈ H∗ such that t(1) = 1. Then there exists a maximal semisimple
subalgebra B in L such that L = B ⊕R (direct sum of H-subcomodules).
Proof. We follow the outline of the proof of the original Levi theorem.
First we suppose that the solvable radical R is Abelian. Let π : L→ L/R be the natural
projection. Note that L/R is an H-comodule semisimple Lie algebra and π is an H-colinear
map since R is an H-subcomodule. Take any linear section r : L/R → L such that π ◦ r =
idL/R. By Lemma 4, we may assume that r is H-colinear.
Denote Φ(x, y) = [r(x), r(y)] − r([x, y]). Note that π(Φ(a, b)) = [a, b] − [a, b] = 0 for all
a, b ∈ L/R. Thus Φ ∈ C˜2(L/R;R). Let ψ : L/R → gl(R) be the linear map defined by
ψ(a)(v) = [r(a), v], a ∈ L/R, v ∈ R. Note that
ψ(a)ψ(b)(v)− ψ(b)ψ(a)(v)− ψ([a, b])(v) = [r(a), [r(b), v]]− [r(b), [r(a), v]]− [r([a, b]), v] =
[[r(a), r(b)], v]− [r([a, b]), v] = [Φ(a, b), v] = 0 for all a, b ∈ L/R
since Φ(a, b) ∈ R and [R,R] = 0. Thus ψ is a representation of L/R. Moreover, (R,ψ) is a
symmetric (H,L/R)-module. Note that Φ ∈ Z˜2(L/R;ψ) since ∂Φ = 0. Hence, by Lemma 5,
Φ = ∂ω for some ω ∈ C˜1(L/R;R). Then
[(r − ω)(a), (r − ω)(b)]− (r − ω)([a, b]) =
([r(a), r(b)]− r([a, b]))− ([r(a), ω(b)]− [r(b), ω(a)]− ω([a, b])) + [ω(a), ω(b)] =
Φ(a, b)− (∂ω)(a, b) + 0 = 0
for all a, b ∈ L/R and π ◦ (r − ω) = π ◦ r = idL/R. Therefore, (r − ω) is an H-colinear
homomorphic embedding of L/R into L and L = B ⊕ R (direct sum of H-subcomodules)
for B = (r − ω)(L/R), i.e in this case the H-coinvariant Levi theorem is proved.
Now prove the general case by induction on dimR. The theorem has been already
proved for the case when [R,R] = 0. Suppose [R,R] 6= 0. Note that [R,R] 6= R since
R is solvable. Moreover [R,R] is an H-subcomodule. Now we consider L/[R,R]. Since
(L/[R,R])/(R/[R,R]) ∼= L/R is semisimple, R/[R,R] is the solvable radical of L/[R,R]. We
apply the induction hypothesis and obtain that L/[R,R] = L1/[R,R]⊕R/[R,R] (direct sum
of H-subcomodules) for some H-coinvariant subalgebra L1 ⊂ L where L1/[R,R] ∼= L/R.
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Now we apply the induction hypothesis to L1 and get L1 = B ⊕ [R,R] (direct sum of H-
subcomodules) where B ∼= L1/[R,R] ∼= L/R is a semisimple subalgebra. Hence L = B ⊕ R
(direct sum of H-subcomodules) and the theorem is proved. 
4. Levi decompositions for graded and H-module Lie algebras
Here we obtain some important consequences of Theorem 2.
Theorem 3. Let L be a finite dimensional H-module Lie algebra over a field F of charac-
teristic 0 where H is a finite dimensional (co)semisimple Hopf algebra. Then there exists a
maximal semisimple subalgebra B in L such that L = B ⊕R (direct sum of H-submodules).
Proof. Using the duality and combining Example 2, Theorems 1 and 2, we obtain the theo-
rem. 
D. Pagon, D. Repovsˇ, and M.V. Zaicev [18] proved the graded version of the Levi theorem
for a finite group. Now we can show that this is true for an arbitrary group.
Theorem 4. Let L be a finite dimensional Lie algebra over a field F of characteristic 0,
graded by an arbitrary group G. Suppose that the solvable radical R of L is graded. Then
there exists a maximal semisimple subalgebra B in L such that L = B ⊕ R (direct sum of
graded subspaces).
Proof. We use Examples 3, 6, and Theorem 2. 
By [18, Proposition 3.3 and its proof], if F is algebraically closed, then R is graded. Thus
we obtain
Corollary. Let L be a finite dimensional Lie algebra over an algebraically closed field F of
characteristic 0, graded by an arbitrary group G. Then there exists a maximal semisimple
subalgebra B in L such that L = B ⊕R (direct sum of graded subspaces).
Now we apply Theorem 2 to Lie algebras with a rational action of an affine algebraic
group.
Theorem 5. Let L be a finite dimensional Lie algebra over an algebraically closed field
F of characteristic 0 and let G be a reductive affine algebraic group over F . Suppose L
is endowed with a rational action of G by automorphisms. Then there exists a maximal
semisimple subalgebra B in L such that L = B ⊕R (direct sum of G-invariant subspaces).
Proof. We notice that R is invariant under all automorphisms and use Examples 4, 7, and
Theorem 2. 
We conclude the section with examples of H-module Lie algebras for which an H-invariant
Levi decomposition does not exist.
Example 12 (Yuri Bahturin). Let L =
{(
C D
0 0
) ∣∣∣∣ C ∈ slm(F ), D ∈Mm(F )
}
⊆
sl2m(F ), m > 2. Then
R =
{(
0 D
0 0
) ∣∣∣∣ D ∈Mm(F )
}
is the solvable (and nilpotent) radical of L. Consider ϕ ∈ Aut(L) where
ϕ
(
C D
0 0
)
=
(
C C +D
0 0
)
.
Then L is a G-algebra and an FG-module algebra where G = 〈ϕ〉 ∼= Z. However there is no
FG-invariant semisimple subalgebra B such that L = B⊕R (direct sum of FG-submodules).
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Proof. Let a ∈ L. Then ϕ(a) − a ∈ R. Suppose B is a G-invariant subspace such that
B ∩ R = {0}. Then ϕ(b) − b = 0 for all b ∈ B and B ⊆ R. Hence B = 0 and there is no
H-invariant Levi decomposition. 
Example 13. Let L be the same algebra as in Example 12 with an adjoint action on itself
by derivations. Then L becomes an U(L)-module Lie algebra (see Example 9), and U(L)-
submodules of L are exactly the ideals of L. However there is no U(L)-invariant semisimple
subalgebra B such that L = B ⊕ R (direct sum of U(L)-submodules).
Proof. Suppose L = B ⊕ R where B is an U(L)-submodule. Then B is an ideal of L and R
is the center of L since [R,R] = 0. We get a contradiction. Thus there is no U(L)-invariant
Levi decomposition. 
5. H-(co)invariant decompositions of semisimple algebras
First we need two auxiliary propositions.
Lemma 6. Let L be an H-module Lie algebra for some Hopf algebra H and M be an H-
submodule of L. Denote by N the centralizer of M in L, i.e. N = {a ∈ L | [a, b] =
0 for all b ∈M}. Then N is an H-submodule of L too.
Proof. Let a ∈ N , b ∈M , h ∈ H . Then
[ha, b] = [ε(h(2))h(1)a, b] = [h(1)a, h(2)(Sh(3))b] = h(1)[a, (Sh(2))b] = 0
since for each summand (Sh(2))b ∈M . Hence N is an H-submodule. 
The dual result is
Lemma 7. Let L be an H-comodule Lie algebra for some Hopf algebra H and M be an
H-subcomodule of L. Denote by N the centralizer of M in L. Then N is an H-subcomodule
of L too.
Proof. It is sufficient to prove that for every h∗ ∈ H∗, a ∈ N , b ∈ M , we have
[h∗(a(1))a(0), b] = 0. Note that
[h∗(a(1))a(0), b] = h
∗(a(1))[a(0), b] = h
∗(a(1))[a(0), ε(b(1))b(0)] = h
∗(a(1)ε(b(1))1)[a(0), b(0)] =
h∗(a(1)b(1)S(b(2)))[a(0), b(0)] = h
∗([a, b(0)](1)S(b(1)))[a, b(0)](0) = 0
since for each summand [a, b(0)] = 0. Hence N is an H-subcomodule. 
LetH be a Hopf algebra and let B be anH-module Lie algebra. We say that B is H-simple
if for every ideal I of B such that I is an H-submodule, either I = 0 or B = I.
Analogously, if B is an H-comodule Lie algebra, then B is H-simple if for every ideal I
of B such that I is an H-subcomodule, either I = 0 or B = I.
By a classical theorem of Lie theory (see e.g. [11, Theorem 2.1.4]), every finite dimen-
sional semisimple Lie algebra is a direct sum of simple Lie algebras. Here we prove the
corresponding result for H-(co)module Lie algebras. Our proof is based on [18, Proposition
3.1].
Theorem 6. Let B be a finite dimensional semisimple H-module Lie algebra over a field of
characteristic 0 where H is an arbitrary Hopf algebra. Then B = B1⊕B2⊕ . . .⊕Bs (direct
sum of ideals and H-submodules) for some H-simple subalgebras Bi.
Proof. We prove the theorem by induction on dimB. If B is H-simple, then there is nothing
to prove.
Let B˜ ⊂ B be some minimal H-invariant ideal of B and let B = B˜1⊕ B˜2⊕ . . .⊕ B˜q where
B˜j are simple ideals of B. Then B˜ = B˜i1 ⊕ B˜i2 ⊕ . . . ⊕ B˜iℓ for some ik and the centralizer
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B0 of B˜ in B consists of the direct sum of the rest B˜j . By Lemma 6, B0 is an H-invariant
ideal, B = B˜ ⊕B0, and we can apply the induction. 
The dual result is
Theorem 7. Let B be a finite dimensional semisimple H-comodule Lie algebra over a field
of characteristic 0 where H is an arbitrary Hopf algebra. Then B = B1 ⊕ B2 ⊕ . . . ⊕ Bs
(direct sum of ideals and H-subcomodules) for some H-simple subalgebras Bi.
Proof. We repeat verbatim the proof of Theorem 6 using Lemma 7 instead of Lemma 6. 
6. H-(co)invariant analog of the Weyl theorem
First, we need the following addition to Lemma 4.
Lemma 8. Let π : V → W be a homomorphism of L-modules where (V, ϕ) and (W,ψ) are
(H,L)-modules for an H-comodule Lie algebra L and a Hopf algebra H. Let t ∈ H∗ be an
ad-invariant left integral on H. Then π˜ : V →W where
π˜(x) = t
(
π(x(0))(1)S(x(1))
)
π(x(0))(0) for x ∈ V,
is an H-colinear homomorphism of L-modules. Moreover, if t(1) = 1, W ⊆ V , and π is a
projection of V on W , then π˜ is a projection of V on W too.
Proof. The map π˜ is H-colinear by Lemma 4. Let a ∈ L, x ∈ V . Then
π˜(ϕ(a)x) = t
(
π((ϕ(a)x)(0))(1)S((ϕ(a)x)(1))
)
π((ϕ(a)x)(0))(0) =
t
(
π(ϕ(a(0))x(0))(1)S(a(1)x(1))
)
π(ϕ(a(0))x(0))(0) =
t
(
(ψ(a(0))π(x(0)))(1)S(a(1)x(1))
)
(ψ(a(0))π(x(0)))(0) =
t
(
a(1)π(x(0))(1)S(a(2)x(1))
)
ψ(a(0))π(x(0))(0) =
t
(
a(1)π(x(0))(1)(Sx(1))S(a(2))
)
ψ(a(0))π(x(0))(0) =
t
(
π(x(0))(1)S(x(1))
)
ψ(a)π(x(0))(0) = ψ(a)π˜(x)
since t is ad-invariant. Hence π˜ is an H-colinear homomorphism of L-modules.
Let t(1) = 1, W ⊆ V , and π is a projection of V on W . Consider x ∈ W . Since W is an
H-subcomodule, x(0) ⊗ x(1) ∈ W ⊗H . Thus
π˜(x) = t
(
π(x(0))(1)S(x(1))
)
π(x(0))(0) =
t
(
x(0)(1)S(x(1))
)
x(0)(0) = t
(
x(1)S(x(2))
)
x(0) = t(1)x = x
and π˜ is a projection of V on W too. 
We say that an (H,L)-module (V, ψ) is irreducible if it has no nontrivial L-submodules
that are H-subcomodules at the same time.
Theorem 8. Let L be an H-comodule Lie algebra over a field of characteristic 0, let H
be a Hopf algebra with an ad-invariant integral t ∈ H∗, t(1) = 1, and let (V, ψ) be a finite
dimensional (H,L)-module completely reducible as an L-module disregarding the H-coaction.
Then V = V1 ⊕ V2 ⊕ . . .⊕ Vs for some irreducible (H,L)-submodules Vi.
Proof. Here we again use Maschke’s trick. It is sufficient to prove that for everyH-coinvariant
L-submodule W ⊆ V there exists a projection π˜ : V → W that is an H-colinear homomor-
phism of L-modules. Then W = V ⊕ ker π˜ and we can use the induction on dimV .
Since V is a completely reducible L-module, there exists a projection π : V → W that is
a homomorphism of L-modules. Now we take the projection π˜ defined in Lemma 8, which
is an H-colinear homomorphism of L-modules. 
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Now we prove the analog of Weyl theorem [12, Theorem 6.3] for H-comodule Lie algebras.
Corollary. Let L be a finite dimensional semisimple H-comodule Lie algebra over a field
of characteristic 0, let H be a Hopf algebra with an ad-invariant integral t ∈ H∗, t(1) = 1,
and let (V, ψ) be a finite dimensional (H,L)-module. Then V = V1 ⊕ V2 ⊕ . . .⊕ Vs for some
irreducible (H,L)-submodules Vi.
Proof. By the original Weyl theorem, V is a completely reducible L-module. Now we apply
Theorem 8. 
Again, we have the variants of the theorem for H = FG and for finite dimensional H .
Let G be a group, let L =
⊕
g∈G L
(g) be a graded Lie algebra, and let V =
⊕
g∈G V
(g) be
a G-graded vector space. We say that (V, ψ), where ψ : L → gl(V ), is a graded L-module if
ψ(a(g))v(h) ∈ V (gh) for all g, h ∈ G, a(g) ∈ L(g), v(h) ∈ V (h). We say that an graded L-module
(V, ψ) is irreducible if it has no nontrivial graded L-submodules.
Theorem 9. Let L be a Lie algebra over a field of characteristic 0 graded by any group,
and let (V, ψ) be a finite dimensional graded L-module completely reducible as an L-module
disregarding the grading. Then
V = V1 ⊕ V2 ⊕ . . .⊕ Vs
for some irreducible graded L-submodules Vi.
Proof. We use Examples 3, 6, and Theorem 8. 
Corollary. Let L be a finite dimensional semisimple Lie algebra over a field of characteristic
0 graded by any group, and let (V, ψ) be a finite dimensional graded L-module. Then V =
V1 ⊕ V2 ⊕ . . .⊕ Vs for some irreducible graded L-submodules Vi.
Let L be an H-module Lie algebra and V be an H-module for some Hopf algebra H . We
say that (V, ψ), where ψ : L → gl(V ), is a (H,L)-module if h(ψ(a)v) = ψ(h(1)a)(h(2)v) for
all a ∈ L, h ∈ H , v ∈ V . We say that an (H,L)-module (V, ψ) is irreducible if it has no
nontrivial L-submodules that are H-submodules at the same time.
Theorem 10. Let L be an H-(co)module Lie algebra over a field of characteristic 0, let H
be a finite dimensional (co)semisimple Hopf algebra, and let (V, ψ) be a finite dimensional
(H,L)-module completely reducible as an L-module disregarding the H-action. Then
V = V1 ⊕ V2 ⊕ . . .⊕ Vs
for some irreducible (H,L)-submodules Vi.
Proof. Using the duality and combining Example 2 and Theorem 8, we obtain the theorem.

Corollary. Let L be a finite dimensional semisimple H-(co)module Lie algebra over a field
of characteristic 0, let H be a finite dimensional (co)semisimple Hopf algebra, and let (V, ψ)
be a finite dimensional (H,L)-module. Then V = V1 ⊕ V2 ⊕ . . . ⊕ Vs for some irreducible
(H,L)-submodules Vi.
Let L be a Lie G-algebra and let V be an FG-module for some group G. We say that
(V, ψ), where ψ : L→ gl(V ), is a (G,L)-module if g(ψ(a)v) = ψ(ga)(gv) for all a ∈ L, g ∈ G,
v ∈ V . We say that a (G,L)-module (V, ψ) is irreducible if it has no nontrivial G-invariant
L-submodules.
Theorem 11. Let L be a finite dimensional Lie algebra over an algebraically closed field
F of characteristic 0 and let G be a reductive affine algebraic group over F . Suppose L is
endowed with a rational action of G by automorphisms. Let (V, ψ) be a finite dimensional
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(G,L)-module with a rational G-action, completely reducible as an L-module disregarding the
G-action. Then
V = V1 ⊕ V2 ⊕ . . .⊕ Vs
for some irreducible (G,L)-submodules Vi.
Proof. We use Examples 4, 7, and Theorem 8. 
Corollary. Let L be a finite dimensional semisimple Lie algebra over an algebraically closed
field of characteristic 0, and let G be a reductive affine algebraic group over F . Suppose L
is endowed with a rational action of G by automorphisms. Let (V, ψ) be a finite dimensional
(G,L)-module with a rational G-action. Then
V = V1 ⊕ V2 ⊕ . . .⊕ Vs
for some irreducible (G,L)-submodules Vi.
7. H-(co)invariant decomposition of the solvable radical
First we start with the case of not necessarily finite dimensional H .
Theorem 12. Let L be a finite dimensional H-comodule Lie algebra over a field F of char-
acteristic 0 where H is a Hopf algebra with an ad-invariant integral t ∈ H∗, t(1) = 1.
Suppose the nilpotent radical N and the solvable radical R are H-subcomodules. Denote
by B a semisimple H-coinvariant subalgebra such that L = B ⊕ R. Then there exists an
H-subcomodule S such that R = S ⊕N and [B, S] = 0. Moreover, L = B ⊕ S ⊕N .
Proof. Consider the adjoint representation of B on L. Then L is an (H,B)-module. By
the corollary of Theorem 8, this module is completely reducible. Moreover, the ideals N
and R are (H,B)-submodules of L. Thus there exists an (H,B)-submodule S such that
R = S ⊕ N . Hence [B, S] ⊆ S. However, by [11, Proposition 2.1.7], [B, S] ⊆ [L,R] ⊆ N .
Thus [B, S] = 0. 
Using the duality and applying Example 2 and Theorem 1, we derive from Theorem 12
the following
Theorem 13. Let L be a finite dimensional H-(co)module Lie algebra over a field F of
characteristic 0 where H is a finite dimensional (co)semisimple Hopf algebra. Denote by N
the nilpotent radical and by R the solvable radical of L. Then there exists an H-sub(co)module
S such that R = S ⊕N , L = B ⊕ S ⊕N (direct sum of H-sub(co)modules), and [B, S] = 0
where B is a maximal semisimple subalgebra.
In particular,
Theorem 14. Let G be a finite group and let L be a finite dimensional G-graded Lie algebra
over a field F of characteristic 0. Denote by N the nilpotent radical and by R the solvable
radical of L. Then there exists a graded subspace S such that R = S ⊕ N , L = B ⊕ S ⊕N
(direct sum of graded subspaces), and [B, S] = 0 where B is a maximal semisimple subalgebra.
Also we obtain
Theorem 15. Let L be a finite dimensional Lie algebra over an algebraically closed field
F of characteristic 0 and let G be a reductive affine algebraic group over F . Suppose L is
endowed with a rational action of G by automorphisms. Denote by N the nilpotent radical
and by R the solvable radical of L. Then there exists a G-invariant subspace S such that
R = S ⊕N , L = B ⊕ S ⊕N (direct sum of G-invariant subspaces), and [B, S] = 0 where B
is a maximal semisimple subalgebra.
Proof. We notice that R and N are invariant under all automorphisms, and use Examples 4,
7, and Theorem 12. 
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