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Abstract—In this paper we utilize a closed-set speaker-
identification approach to convey the ratings needed for 
collaborative filtering-based (CF) recommendation. Instead of 
explicitly providing a rating for a given program, users use a 
speech interface to dictate the desired rating after watching a 
movie. Due to the inaccuracies that may be imposed by a state-of-
the-art speaker identification system, it is possible to mistake a 
user for another user in the household, especially when the users 
exhibit similar or identical age and gender demographics. This 
leads to the undesirable effect of injecting unwanted ratings into 
the collaborative rating matrix, and when the users have 
different tastes, can result in the recommendation of undesirable 
items. We therefore propose a simple confidence-based heuristic 
that utilizes the log-likelihood scores from the speaker 
identification front-end. The algorithm limits the degree to which 
unwanted ratings negatively affect the integrity of the ratings 
information. Using real-speaker utterances over a range of age 
and gender demographics, we compare our approach against 
upper and lower-bound (non-speaker-identification-based) 
baseline systems. Results show that by taking the confidence into 
account of users, that we were able to improve upon the lower 
bound that unconditionally accepts ratings by a relative 6.9 %. 
 
Index Terms—collaborative filtering, confidence, i-vector 
I. INTRODUCTION 
N the collaborative filtering paradigm, items, such as 
movies, are recommended based on similarities between 
users [1, 2, 3, 4, 5]. Users provide ratings for items, usually 
according to the well-known Likert scale [6], starred ratings 
[7], or more recently according to a simpler thumbs up / 
thumbs down strategy. From these ratings, for a given user, it 
is then possible to identify other users that have similar tastes. 
The most similar users form a so-called neighborhood, which 
ultimately allows previously unseen items to be recommended 
to people with similar tastes to the other users in the 
neighborhood. For example, if John happens to like spy 
movies, he might give high ratings to three movies A, B and 
C. Dave also happens to like spy movies, and has given fairly 
high ratings to the movies B, C and X. Since the recommender 
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has no knowledge of what movies are spy movies, it cannot 
easily create content-based rules for example, to determine 
that there is an underlying common theme across both users1. 
However, by means of the high correlation between John and 
Dave's ratings, it quickly becomes apparent that they like the 
same movies. This makes it possible to recommend X to John 
and A to Dave. The fact that no knowledge of the actual items 
is required for collaborative systems, has made them hugely 
popular for commercial deployment in many sectors. 
One area where collaborative filtering has been extensively 
utilized is in the streaming of movies to home users, where 
there are today a number of streaming services [8]. To 
improve future recommendations, people are typically 
assigned personal profiles (or sub-profiles), and given the 
opportunity to rate material. These ratings, as well as 
implicitly gathered information, such as viewing behavior, can 
over time help provide good recommendations to individual 
users [9]. However, in the process of watching a movie, few 
services distinguish between an audience that consists of only 
a single person, and one where multiple people (and hence 
multiple user profiles) could be present. 
Very typically, the audience does indeed comprise more 
than one person. Consider for example, watching a movie 
together on a Friday night. The problem is that since only one 
login is utilized at a time, there is no easy way for everyone in 
the group to state their rating. This is primarily due to the 
”session-based” approach that excludes the other (non-logged 
in) users from providing their ratings in a simple and effective 
manner. Even when each user in the household has their own 
sub-profile, the tediousness of switching in and out of sub-
profiles can result in everyone using only a single person’s 
profile. Often, viewers are not even aware, or simply do not 
care, whose sub-profile is the one in use. In the group case, we 
cannot assume that everyone will express the same taste for a 
given movie, and especially in the case of larger groups, non-
participation in ratings can lead to a large amount of 
unspecified ratings. When a user’s ratings are too scarce, the 
job of recommending something likable is less feasible since 
there is not a strong basis for correlating that user with other 
users’ ratings, thus only loosely connecting that user with 
others. Not using sub-profiles in the way intended, for 
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example, person A watching person B’s content, also has the 
downside that any content watched by others will affect any 
future recommendations for the person to whom the profile 
belongs. Looking at effective ways to help multiple viewers to 
easily contribute their ratings can help to provide the much-
needed data for improving recommendation quality, and in the 
group context, a lot of research has already been devoted to 
this area [10], [11], [12], [13].  
As machine intelligence moves forward, the line between 
human and machine is becoming blurred. For a long time now 
people have been making widespread use of speech-driven 
applications such as giving commands to smartphones for e.g. 
dictation, finding map directions and the like. Here, mostly it 
is the linguistic part, or content of speech that is relevant. The 
non-linguistic, or para-linguistic content of people’s speech is 
however also very effective at conveying information about 
the speaker, where for example text- independent speaker 
recognition techniques can be used to detect their identity, or 
even age and gender. However, the paralinguistic component 
of speech is still somewhat overlooked in comparison to the 
actual content of speech when it comes to mainstream 
application deployment. Making use of people’s speech in a 
collaborative filtering framework setting, where the non-
linguistic speech components can be used to identify who 
spoke the rating, and not just the rating itself, can provide a 
powerful framework to address some of the shortcomings of 
the current methods. A major advantage could come about by 
replacing the session-based login paradigm with a sessionless 
one - as soon as someone is identified through their speech, 
their rating is immediately assigned to their profile, and can be 
subsequently used as input to the recommendation engine. 
This obviates the need for everyone needing to log on. In the 
group setting, after watching a movie, anyone and everyone in 
the group can now more easily state their rating.  
In the speaker identification context, upon enrollment, each 
user in the household is assigned their own target model, and 
when someone speaks, the target model closest to the spoken 
speech identifies the user, making it fairly easy to identify 
each person in a group. Ideally, this identification happens at 
the local device itself, and without sending information 
identifying users to the cloud, to avoid privacy concerns. One 
problem with identifying people from their speech, however, 
is the probability of misidentifying a person in the household. 
The more speaker target models that need to be matched, the 
higher is the likelihood of misclassifying one person as 
another in the group. Furthermore, when the speaker target 
models are very close to one another in the speaker space, for 
example, with two children, the chance of a misidentification 
also increases. Finally, consider the use case in mind, i.e. 
personal recommendation, where each person rates a movie, 
and is then identified from their speech. The rating itself is 
most likely to just be a number from 1 to 5, embedded in a 
longer sentence, and resulting in a variable length speech 
utterance2.  
 
2 Naturally, there would be additional context, such as a voice command 
prefix that can help to increase the robustness of identifying the user.   
The above-mentioned issues can make using people’s 
speech to provide recommendations more challenging since 
they increase the odds of inserting the mistaken person’s 
ratings instead. Assume for example that John likes spy 
movies and Dave does not. After watching a good spy movie, 
John says that he would like to assign the movie he just 
watched a ’5’ rating. Now if John is mistaken for Dave, this 
will result in believing that Dave actually enjoys spy movies, 
when in fact, he does not. Even when users are of the same 
age and gender, there is no reason to believe that 
demographics and taste are mutually inclusive. Consider the 
case in point of two teenage girls, where one prefers thrillers 
and the other prefers drama. Whether or not we should use a 
person’s ratings would seem to depend on how sure we can 
identify the person in mind.  
Many works use and explore information derived from 
social, content and usage patterns to drive recommender 
systems, but few utilize users’ speech in the recommender 
context. In [14], the authors compare a proposed text and 
speech-based natural language interfaces to request 
information from users in an open-ended manner. In [15], the 
authors utilize speech personality traits, extracted from 
acoustic and prosody features, to cold start a collaborative 
recommender system for providing recommendations to new 
users.  There have been several works that have utilized text-
independent attributes from speech to recommend items.  In 
[16] the authors used age-and-gender profiles extracted from 
the speech of home users to recommend TV advertisements to 
them. In another study, emotions were extracted from speech 
and used in mood profiles to propose initial recommendations 
[17].  
The contribution of this paper is a framework that uses 
people’s speech to identify them in a group setting. By not 
having to individually select profiles or log-on, a sessionless 
recommender paradigm is enabled. The framework combines 
a speaker identification front-end with a recommender engine. 
To our knowledge, this is the first work that explicitly 
connects users’ identity determined from their speech to their 
recommender-based profile.  
We extend a classic and basic collaborative filtering 
framework with an additional frontend based on identifying 
people through a closed-set speaker identification approach. In 
closed-set speaker identification, all speaker models are 
assumed to be known upfront (there is no unknown category). 
In this work, we are primarily interested in the effect of known 
users being confused with one another, and therefore limit it to 
the closed-loop case. In a real-world setting, unknown users 
could be rejected if the likelihood of detection falls below a 
given predefined threshold. In the proposed system, people 
from a group simply consecutively state their ratings, during 
or after watching a movie. It is assumed that standard speech 
identification is used to extract the actual rating, a number 
from 1 to 5, and for the purpose of this study, we assume that 
the actual rating can be extracted from speech with a 100 % 
accuracy. The speech utterance is then reused to determine the 
speaker’s identity. Depending on the group configuration, an 
additional confidence score is generated for each spoken 




rating, and used to determine whether or not the rating should 
be admitted. For this work, the scope of the recommender 
algorithm will be limited to traditional collaborative filtering.  
The rest of this paper is organized as follows: Sections II 
and III respectively introduce the collaborative filtering 
paradigm and speaker identification using i-vectors. Section 
IV introduces the proposed framework for applying the 
speaker confidence in a recommender context. The following 
section presents the experimental work that was carried out. 
Section VI discusses the results. The final two sections present 
conclusions and future work.  
II. COLLABORATIVE FILTERING 
In the traditional collaborative filtering approach, each user 
𝑖 provides a set of ratings 𝑟𝑖. A simple, but effective method 
for determining the similarity between two users a and b is 
based on Pearson’s correlation3. For a set of items 𝐽 rated by 
























where 𝑚𝑎 and 𝑚𝑏 are the mean ratings for user 𝑎 and 𝑏 
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and where 𝑟𝑖,𝑗  is the rating given by user 𝑖 for item 𝑗. 
In general, users with a high correlation to user 𝑎 (that have 
accessed a large number of items in common) are said to be in 
the same neighborhood as 𝑎. For a large number of users, it is 
possible to limit the neighborhood to a preset size, which 
would then contain the top most similar users. For each item 
that user 𝑎 has not seen yet, its rating is predicted as the 
weighted average of all other users in that neighborhood for 
the selected item. The items that received the highest ratings 
can then be set aside for recommendation.  
III. SPEAKER IDENTIFICATION USING I-VECTORS 
In text-independent speaker identification, people are 
recognized by their voice characteristics and manner of 
speaking [18]. Speaker verification is the detection task of  
determining whether a given test speech utterance belongs to a 
given speaker or not. Each speaker is characterized by a target 
model beforehand, and typically a likelihood score is 
computed that says to what extent the test model matches the 
target model. Speaker identification is simply the repeated 
process of applying speaker verification to multiple target 
speaker models, where the task is to determine who spoke the 
utterance. 
Throughout the years, there have been many advances in 
text-independent speaker identification. Some of the well-
 
3 Results can change considerably when the notion of similarity changes. 
known techniques include Gaussian Mixture Models (GMMs) 
[19], Support Vector Machines with GMM Supervectors [20], 
Joint Factor Analysis [21], i-vectors [22] and Deep Neural 
Networks [23]. In this work we shall assume an i-vector based 
system is used to carry out speaker identification of spoken 
ratings in the front-end, which has been shown to exhibit good 
all-round performance, especially in more realistic 
mismatched conditions [25, 26]. While good results have 
recently been reported for GMM-UBM, this is only the case 
for very short utterances of around 2s or under [27].  Note that 
for the use case in mind, the system should be able to 
accommodate longer utterances, and of variable length, and 
where users should not be constrained in how they might state 
their ratings. Therefore, saying “Give a rating of 2” while 
watching a movie and “Give a rating of 2 to the movie I 
watched last night” should be identical. 
In the i-vector approach, a speech utterance, regardless of 
its length, is represented as a fixed-length low-dimensional i-
vector [24]. The constant size and low dimension of i-vectors 
means that conventional classification and optimization 
techniques can be readily applied. 
Assuming F-dimensional acoustical features and C mixture 
components, the FC-dimensional speaker dependent 
supervector can be modeled in the following way: 
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where 𝐦0 is the speaker-independent supervector (this 
supervector is obtained by stacking the F-dimensional mean 
vectors of the Universal Background Model (UBM) [18]), 𝐓 is 
a matrix of low rank and 𝐰 is a hidden random variable 
assumed to have a standard normal distribution 𝒩(𝟎, 𝐈). The 
supervector 𝐦i is assumed to be normally distributed with 
mean 𝐦0 and covariance 𝐓𝐓
𝐓. The i-vector is then just the 
MAP point estimate of this hidden variable. The matrix 𝐓 is 
trained using an EM algorithm for eigenvoice matrices [24]. 
All speech processing happens in the local device and is not 
transmitted to the cloud.  As more and more demands are 
placed on users’ privacy, there is an increasing AI trend of 
processing all sensitive sensor data at the local device as much 
as possible.   
IV. PROPOSED FRAMEWORK 
We shall now present the proposed framework. A system 
diagram is shown in Figure 1. 
A. Detected Speaker Confidence 
We introduce the notion of the detected speaker confidence. 
In a closed-set speaker identification system, when a test 
utterance is spoken, for each speaker model in the system, a 
score is generated. In a typical state-of-the-art speaker 
identification system, these scores can be log-likelihood 
scores, where the higher the score given to a specific speaker 
model, the more likely it is that the test utterance was spoken 
by the speaker the model represents. 




For a given set of speaker models, we expect the target 
model, i.e. the speaker’s true model, to generate a high score 
and the remaining non-target models to have lower scores. 
Without ground truth knowledge of which model is the target, 
the target model that matches the test utterance with the 
highest score is assumed to be that of the test speaker. 
However, when the speaker models are all very alike, for 
example, in the case of two children, the scores will be fairly 
similar (and typically lower), and the chance of misidentifying 
the correct user might increase. 
For a test utterance, let 𝑎𝑡 represent the assumed target (the 
score with the highest likelihood), and let 𝑎𝑛𝑡𝑖, where 𝑖 < I 
and where I is the number of non-target scores, represent the 
score for each assumed non-target speaker4. Assuming all 
scores (both target and non-target) have been normalized to lie 
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The significance of this is that if there are a large number of 
non-target scores close to the target, the result will be a low 
confidence score. On the other hand, when there is a large gap 
between the target and the other non-target scores, then the 
confidence will be high. In a real-world setting, if the 
confidence value is too low, the system could react by simply 
asking the person who stated the last rating to restate their 
rating.   
B. Applying confidence to recommendations 
After we determine a corresponding confidence score that 
will accompany each trial, we can use that confidence value 
against a chosen threshold Θ to determine the usefulness of 
 
4 Assumed target and assumed non-target should not be confused with target 
and non-target, which are used to denote the ground truth of speakers. 
that score. The implication of this, in the recommendation 
context, is that every time a rating is spoken, the speaker is 
identified with a given confidence. Only ratings with a 
confidence score 𝐶𝑢 that exceeds the threshold Θ will be 
admitted for that user. As will be discussed later, the value Θ 
can be found empirically. In the next section, we present the 
algorithm for enrolling and testing speakers for a given family 
unit, computing scores, and admitting or discarding user 
preferences. 
V. EXPERIMENTAL WORK 
A. Datasets 
For the experiments, we used the 1M MovieLens dataset 
[28], which has 1,000,029 ratings for 6040 users of 3900 
movies. MovieLens is a popular dataset used for testing the 
effectiveness of collaborative filtering algorithms. A strong 
motivation for choosing the 1M dataset, as opposed to the 
newer 10M and 20M datasets was the fact that it includes both 
the age and gender for each of the 6040 users, making it 
possible to provide a more realistic matching with real speech 
utterances with the same age and gender. 
The speech utterances themselves were taken from the 
aGender dataset [29]. The aGender corpus was supplied to 
participants in the Interspeech 2010 Paralinguistic Challenge 
to enhance the development of age and gender algorithms. The 
training part of the dataset contains 32527 utterances from 472 
speakers, the development part contains 20549 utterances 
from 300 speakers and the testing part contains 17332 
utterances. It comprises 4 age classes: children (7-14 years), 
young people (15-24 years), adults (25-54 years) and seniors 
(>55 years), and 3 gender classes: children, males and 
females, from a total of 954 speakers. Children are classed as 
their own gender since the voices of males are 
indistinguishable from females at that age. In more recent 
work, the age boundaries are slightly different, i.e. children 
(<13 years), young people (14-19 years), adults (20-54 years) 
and seniors (>55 years) [6]. The latter age boundaries, 
 
Fig. 1.  System diagram showing the overall framework. The confidence 
determined when identifying a speaker is used to determine whether or not 




Fig. 2.  Age and gender demographics for all 6040 users from MovieLens. 
Note the high proportion of users allocated to the am category. Legend: 
c=child, ym=young male, yf=young female, am=adult male, af=adult female, 
sm=senior male, sf=senior female. 
  




corresponding to the recent work, were chosen5. Figure 2 
shows a breakdown of the MovieLens users into these same 
seven age and gender classes. 
From the MovieLens dataset, 30 % of the data was withheld 
as test data and was not modified in any way. The remaining 
70 % was used as training data. To test the accuracy of a 
collaborative filtering engine, for all users and the 
recommended items, we measure the difference in Mean 
Absolute Error (MAE) between the real rating for an item (a 
Movie), as given by the test data, and the actual value as 
predicted by the recommendation engine, using the training 
data [2]. MAE is simply the sum of the differences between 
the actual rating (ground truth) and the predicted rating, 
divided by the number of content items taken into 
consideration. A lower MAE implies generally more accurate 
recommendations. 
B. Experimental configurations 
The approach taken in this work is to compare different 
configurations. For every configuration, the entire set of 
preferences from the above-mentioned training portion6 of 
MovieLens, with associating user IDs, is used to build a CF 
recommender. The only parameter that varies from 
configuration to configuration is how the actual user IDs are 
determined. 
For each configuration, the users from MovieLens were 
split into fixed-sized family units (without regard to their age 
and gender, meaning that it was possible for all users for a 
family unit to have the same age and gender category) with 
sizes ranging from 2 to 5 users. It is within these family units 
that the closed-loop speaker identification takes place, 
implying that there is a chance that one of the users from the 
family unit is confused with another. The range was chosen 
since it corresponds to typical family sizes in most 
populations. Family units of 1 person were not considered 
since the single-user case does not pose an interesting 
challenge - with only 1 person, no confusion can occur (and 
using speaker identification to identify users does not make 
sense). Family unit sizes larger than 5 users were also not 
considered, due to their low statistical representation in the 
population. 
With this in mind, the following four experimental 
configurations were evaluated: 
1) An upper bound baseline system, where the user IDs 
were not modified in any way. As these user IDs represent the 
ground-truth (no error in estimating who the real user is), this 
system is expected to achieve the highest accuracy in terms of 
MAE. 
2) A lower bound system, where the user IDs within a 
family group are randomly exchanged with one another. This 
system is expected to perform the worst of all the proposed 
configurations. 
3) The proposed closed-set speaker-identification system. 
For each preference of a given user 𝑢, the user ID itself is 
 
5 The original aGender age boundaries were chosen solely on the basis of 
marketing aspects, and not on any physiological aspects. 
6 The test data is kept intact across all configurations. 
unconditionally replaced with a speaker-detected ID. More 
information on the proposed setup is given below. 
4) The second proposed closed-set speaker-identification 
system. For each preference of a given user u, the user ID is 
only replaced with the speaker-detected ID when the 
confidence is above a predefined threshold. When the 
threshold is below Θ, the preference given is simply discarded. 
For configurations 3 and 4, each unique user ID from a 
given family group was associated with a unique user from the 
aGender data set, taking into account the user’s age and 
gender as well. The user’s age and gender from MovieLens 
was used to identify one of seven predefined age and gender 
classes from aGender. 
This allowed for matching of users’ demographics from 
MovieLens to realistic speech utterances from aGender, 
reflecting a similar age and gender demographic profile, and a 
more realistic setting for the speech in a given family unit 
along with any associated confusion between speaker classes 
that might occur. Since there are a lot more users from 
MovieLens than compared to aGender (a ratio of 10:1), we 
allowed for random reassignment of users from aGender. 
However, within a given family unit, this was done without 
replacement for each age and gender class to avoid using the 
same user’s speech utterances from aGender for two different 
MovieLens users. 
C. Audio system 
In the aGender dataset, for each user, there are multiple 
speech utterances. Once a user was identified, the speech 
utterances were partitioned once again into a 70 % training 
and a 30 % test set. For each user in the family unit, the user’s 
utterances from the training set were used to enroll that user in 
the i-vector system. The enrollment i-vector was computed 
using the mean of all the user’s training i-vectors, which is a 
common enrollment strategy [30]. At this stage, for the current 
family unit being processed, with size N (which can vary in 
size from 2 to 5 users), a test speech utterance (a rating from 1 
to 5) can now be evaluated and assigned to the closest 
matching user. 
The i-vector system was constructed as follows: 13 Mel 
Frequency Cepstral Coefficients (MFCCs) (including log 
energy), first and second derivatives were extracted to give a 
fixed 39-feature frame for each 25 ms voice frame, with a 10 
ms overlap for each frame. MFCCs are simply a compact 
representation of the spectral envelope of a speech signal. A 
512-component GMM was trained using TIMIT. Using the 
data from the GMM, a total variability matrix was trained 
using the entire training portion of aGender. After this, for 
each utterance from the development part of aGender, a 300-
dimensional i-vector was extracted from the total variability 
matrix. Once in the i-vector space, classification of the 
utterances was carried out using probabilistic linear 
discriminant analysis (PLDA) after performing normalization 
on the i-vectors. The performance in accuracy for different 
family sizes for the overall system is shown in Table I. 
Interestingly we note that a slightly higher performance was 
achieved for the family size of 3 as opposed to 2.  We believe 




the reason for this to be the large proportion of the class adult 
male, making the task more challenging.   
D.  Processing of Movie Ratings 
The rating preferences from the training portion of 
MovieLens were processed to build a recommender in the 
following manner: For each movie preference for a given user, 
the actual user ID for that preference was connected to a 
random utterance from the 30 % test data from aGender for 
that same user. This test utterance was scored against all target 
models for the given family unit already enrolled, and the 
winning model was selected as the detected speaker, and 
mapped back to a MovieLens user ID. In a perfect system, the 
initial ID and final ID would therefore be the same. The 
resulting assumed target scores (i.e. the single winning score), 
and the remaining assumed non-target scores were then used 
according to (4) to compute a confidence score for the 
detected speaker (how likely we believe in the estimate). For 
the first speech configuration (configuration 3), for each 
preference, the original user ID was replaced with the user’s 
newly estimated user ID within the family group (which most 
likely is the same as the original), without regard to the 
confidence of the prediction. For the second speech 
configuration (configuration 4), the original user ID was 
replaced with the user’s newly estimated user ID with the 
family group, but only if the confidence was found to be 
above Θ. For all preferences where the confidence was below 
Θ, the preference was discarded, meaning that a lower number 
of training data points were used for the CF recommender. 
Once all preferences had been processed, it was then possible 
to evaluate the recommender’s accuracy against the 30 % 
withheld test data from MovieLens. 
 
E. Practical Implementation Details 
The recommendation algorithm was implemented in 
Apache Mahout. The Pearson correlation method was used to 
compute the similarity between users. The neighborhood size 
for the most similar users was set to 25 users. The threshold Θ 
was set empirically to values of 0.2, 0.4, 0.6 and 0.8. The 
algorithm for enrolling and testing speakers for a given family 
unit, computing scores, and admitting or discarding user 
preferences is shown in Figure 3. Note that each user in the 
MovieLens dataset has a variable number of preferences (rated 
items), and for each preference given, the real user’s ID is 
mapped to a speaker-ID counterpart. 
VI. RESULT AND DISCUSSION 
To recap, we use the MAE between the suggested ratings 
given by the CF system for each of the four experimental 
configurations, and corresponding ratings for the test items 
from MovieLens. The results for the four configurations are 
shown in Table II. 
 
Firstly, we notice that configuration 1 (upper bound) 
showed the best results for all family unit sizes, with the 
lowest average MAE. For configuration 1, the MAE is not 
affected by family size, since the ground truth user IDs are 
used. On the other end, configuration 2 (lower bound) shows 
the worst results, with highest average MAE. 
For configuration 3, where we unconditionally replace the 
ground-truth speaker IDs in a family unit with their speaker 
recognition counterparts, we notice a trend whereby the larger 
 
Fig. 3.  Proposed algorithm for managing speakers and their preferences. 
  
TABLE I 
RESULTS FOR THE SPEAKER IDENTIFICATION SYSTEM FOR 
FAMILY SIZES OF 2, 3, 4 AND 5. DISTRIBUTION OF CLASSES FOR 
EACH FAMILY UNIT IS RANDOMLY GENERATED. RESULT 
OBTAINED USING DEVELOPMENT DATA FROM AGENDER AS TEST 
DATA, WITHOUT REPLACEMENT. THE LARGER THE FAMILY UNIT, 
THE LOWER THE NUMBER OF TESTED CONFIGURATIONS. 
EXECUTION TERMINATED WHEN THERE IS INSUFFICIENT DATA 




Tested Configurations Accuracy % 
2 144 84.38 
3 89 85.39 
4 64 73.82 




RESULTS SHOWING THE MEAN ABSOLUTE ERROR (MAE) FOR 
EACH OF THE FOUR EXPERIMENTAL CONFIGURATIONS FOR 
FAMILY SIZES OF 2, 3, 4 AND 5. THE LOWER THE MAE, THE 
BETTER QUALITY THE RECOMMENDATION. 
Config MAE (2) MAE (3) MAE (4) MAE (5) 
MEAN / 
SD 
1 0.8470 0.8470 0.8470 0.8470 
0.8470 
0.0000 
2 0.8804 0.8878 0.8973 0.8954 
0.8902 
0.0077 
3 0.8653 0.8706 0.8780 0.8750 
0.8722 
0.0055 









the family size, the higher the MAE is, implying lower quality 
recommendation. This is an expected result since more users 
introduce a greater possibility for confusion, since there is a 
greater chance of confusing one user with another user. 
In configuration 4, by discarding preferences for users 
detected with low confidence, for the given threshold shown, 
we were in three out of four cases able to improve the MAE 
compared to configuration 3. By considering the maximum 
possible performance as that given by configuration 1, and the 
worst by configuration 2, this corresponds to improving the 
performance by a further 6.9 % relative to configuration 3. 
There appears to be a benefit in utilizing confidence-based 
admittance techniques to improve recommendation accuracy. 
Table III shows the experiment of configuration 4 repeated 
for family sizes of 3, 4 and 5, but with different threshold 
values7. Here, we see the larger the family size, the larger the 
percentage of ratings that are discarded by the system. In 
larger family sizes, the probability of assumed non-target 
scores lying in the vicinity of the target leads in general to a 
lower confidence overall, and hence more discarded ratings. 
 
Another reason for this we believe is due to the unbalanced 
nature of the MovieLens dataset - a disproportionate number 
of users were assigned to the adult male category, increasing 
the likelihood of similar demographics (and hence decreasing 
the confidence somewhat). We believe therefore that it is in 
the larger family sizes, where the confidence-based admission 
technique is applied, where the most gain is to be expected. 
What is interesting to note is that there is not a linear 
relationship between the threshold and the MAE error, where 
the best results achieved were 0.8639, 0.8600 and 0.8654 for 
family sizes of 3, 4 and 5, respectively. This suggests a trade-
off between a very low threshold, with too many ratings being 
admitted corresponding to incorrectly detected users, and 
having a very discriminative threshold, where the much-
reduced number of ratings starts to affect the recommender’s 
ability. The results seem to indicate that performance in 
general is hurt significantly more when too many ratings are 
discarded. 
Finally, we notice in general that the MAE results shown in 
 
7 The family size of 2 is not relevant here, since having only two scores means 
either they are equal, in which case the confidence is 0, or they are not equal, 
in which case the confidence is 1. 
both tables above are fairly similar across all configurations 
and thresholds. We believe this to be due to two factors: 
1) The fairly high accuracy at which users can be correctly 
identified within each family unit implies that the majority of 
preferences are not assigned to incorrect users. 
2) The family sizes chosen are fairly small (2-5). This limits 
the amount of confusion that occurs where preferences are 
assigned to the wrong user. It should also be noted that once 
all preferences have been submitted, the concept of the family 
unit disappears, meaning that each user would be part of a 
larger neighborhood beyond the limits of the family group. 
VII. CONCLUSION 
In this paper, we presented a closed-loop speaker 
identification system as a front-end to a collaborative filtering-
based recommender, to address how to extract ratings from 
more than one user in a group. The gist of the proposal is that 
users assign ratings to items through conventional spoken 
dialogue, and are identified through their speech. Due to the 
inaccuracy of identifying people through their voice, a rating 
might be assigned to the wrong user in the group, which 
should be avoided. Using an additional confidence score can 
assist in determining whether a stated preference should be 
admitted or discarded. It seems the effectiveness of the 
algorithm depends on both family size and the chosen 
threshold, and that higher thresholds should be used for larger 
family sizes. 
VIII. FUTURE WORK 
Further work might look at taking the similarity of users 
from a given family unit into account - if they already have 
very similar profiles, a lower confidence threshold might be 
employed, since mixing up these two users (with similar 
tastes) is potentially less harmful. Another work might also 
consider using a weighted approach to admit ratings that fall 
below a predetermined threshold, instead of simply discarding 
them.  Finally, from a privacy perspective, in this work, we do 
not address the issue of how the mapping of real users’ speech 
utterances to logical IDs might be used to reveal their identify. 
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