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Spontaneous symmetry breaking (SSB) in statistical physics is a macroscopic collective phe-
nomenon. For the paradigmatic Q-state Potts model it means a transition from the disordered
color-symmetric phase to an ordered phase in which one color dominates. Existing mean field
theories imply that SSB in the microcanonical statistical ensemble (with energy being the control
parameter) should be a continuous process. Here we study microcanonical SSB on the random-graph
Potts model, and discover that the entropy is a kinked function of energy. This kink leads to a dis-
continuous phase transition at certain energy density value, characterized by a jump in the density
of the dominant color and a jump in the microcanonical temperature. This discontinuous SSB in
random graphs is confirmed by microcanonical Monte Carlo simulations, and it is also observed in
bond-diluted finite-size lattice systems.
Spontaneous symmetry breaking (SSB) is a fundamen-
tal concept of physics and is tightly linked to the origin of
mass in particle physics, the emergence of superconduc-
tivity in condensed-matter system, and the ferromagnetic
phase transition in statistical mechanics, to name just a
few eminent examples [1]. In statistical physics a theoret-
ical paradigm for SSB is the Potts model, a simple two-
body interaction graphical system in which each vertex
has Q discrete color states [2–4]. The equilibrium SSB
transition of the Potts model in the canonical ensemble,
where inverse temperature β is the control parameter, has
been extensively investigated (see Refs. [5–12] for some
of the recent results). Driven by energy–entropy com-
petitions, this transition is a discontinuous phenomenon
when Q is sufficiently large, with the density ρ1 of the
dominant color jumps from 1/Q to a much larger value
at the critical inverse temperature βc. To compensate for
the extensive loss of entropy, such a discontinuous tran-
sition is always accompanied by a discontinuous decrease
of the system’s energy density u [3, 4].
When the system is isolated and cannot exchange en-
ergy with the environment (the microcanonincal ensem-
ble [13–16]), it is generally believed that the SSB transi-
tion will occur gradually, with the dominant color density
ρ1 deviating from 1/Q continuously at certain critical
energy density umic. Indeed if the microscopic entropy
density s(u) is a C1-continuous function of energy den-
sity u (i.e., both s(u) and its first derivative are contin-
uous), there is no reason to expect a discontinuity of the
order parameter ρ1. The C
1-continuity of s(u) can be
easily verified for the mean field Potts model on a com-
plete graph [17]. For finite-dimensional lattices the phase
separation mechanism (the nucleation and expansion of
droplets [18–21]) will guarantee a C1-continuous entropy
profile in the thermodynamic limit. For random graph
systems one would na¨ıvely expect umic to be an inflection
point of s(u) [22], which ensures C1-continuity.
In this Letter we investigate the microcanonical Potts
model on random graphs using the Bethe-Peierls mean
field theory, and discover that the entropy density s(u)
is actually not C1-continuous but is kinked at u= umic
for any Q≥ 3 (Fig. 1). Consequently, there is a discon-
tinuous microcanonical phase transition at umic, with a
jump in the dominant density ρ1 and a drop in the mi-
crocanonical inverse temperature. This SSB transition
is driven completely by entropy competitions between
the microcanonical polarized (MP) phase and the disor-
dered symmetric (DS) phase, and at umic the MP phase
is hotter than the DS phase. These theoretical predic-
tions for random graphs are verified by microcanonical
Monte Carlo simulations. The discontinuous SSB tran-
sition is also observed in three- and higher-dimensional
bond-diluted lattices, but only for system sizes not too
large [17]. The phenomenon of kinked entropy may per-
sist in other multiple-state spin glass systems or com-
binatorial optimization problems [23]. Our work also
adds new insight on the debate about ensemble inequiv-
alence [24–27].
Mean field theory.— Consider a graph G formed by N
vertices and M edges. Each vertex i has a discrete color
umic
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FIG. 1: Schematic drawing of kinked entropy density s(u).
As the energy density u of the Q-state Potts model decreases
to umic, s(u) changes from concave to convex and its slope
drops from β1 to β2. The system is color-symmetric at umic+ε
(ε→ 0) with a lower microcanonical temperature 1/β1, but
at umic−ε it has a highly dominant color and a higher micro-
canonical temperature 1/β2.
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2ci ∈ {1, 2, . . . , Q} and an edge (i, j) between vertices i
and j has a ferromagnetic interaction energy Eij(ci, cj) =
−δcjci , where δcjci = 1(0) if ci = cj (ci 6= cj). The total
energy of a color configuration c ≡ (c1, c2, . . . , cN ) is
the summed edge energies, E(c) =
∑
(i,j)∈GEij(ci, cj),
which is symmetric with respect to color permutations.
The partition function Z(β) at a given inverse tempera-
ture β is
Z(β) ≡
∑
c
e−βE(c) =
∑
c
∏
(i,j)∈G
[
1 + (eβ − 1)δcjci
]
. (1)
We now review the Bethe-Peierls theory for this
model [23, 28]. For simplicity we describe the theoreti-
cal equations for random regular (RR) graphs, which are
maximally random except that every vertex has exactly
K attached edges. (The mean field theory for general
graphs can easily be derived following the cavity method
of statistical physics [23, 29] or through loop expansion of
the partition function [30, 31].) This theory is exact for
tree graphs, and because random graphs are locally tree-
like (loop lengths diverge logarithmically with N) and
there is no intrinsic frustration in the edge interactions,
we expect it to be exact for RR graphs as well.
Without loss of generality we assume c = 1 to be
the dominant (most abundant) color. To compute the
marginal probability ρ1 of this color state for a randomly
chosen vertex i we first delete i and all its attached edges
from the graph. Because short loops are rather rare in the
graph, the K nearest neighbors of i will now be far sep-
arated in the perturbed cavity graph and consequently
their color states will be independent. We denote by q
(≥ 1/Q) the probability of such a neighboring vertex j
to be in state cj=1 in the perturbed graph, and assume
that vertex j has equal probability (1− q)/(Q− 1) to be
in any of the other color states. When vertex i and its
K edges are added back to the graph, its probability of
being in state ci = 1 is then
ρ1 =
[
1 + (Q− 1)
(1 + (eβ − 1) 1−qQ−1
1 + (eβ − 1)q
)K]−1
. (2)
This quantity ρ1 is also the dominant color density of the
RR graph. A similar expression for the cavity probability
q of the neighboring vertex j can be written down (j has
K−1 edges in the cavity graph):
q = B(q) ≡
[
1 + (Q− 1)
(1 + (eβ − 1) 1−qQ−1
1 + (eβ − 1)q
)K−1]−1
.
(3)
This self-consistent expression is referred to as a belief-
propagation (BP) equation [32].
The free energy density f ≡ −(1/Nβ) lnZ(β) of the
system can be computed by first summarizing the indi-
vidual contributions of all the vertices, and then sub-
tracting the individual contributions of all the edges (be-
cause each edge contributes to the free energies of two
vertices) [23, 29–31]. At a BP fixed point the explicit
expression of f is
f = − 1
β
ln
{[
1 + (eβ − 1)q]K
+(Q− 1)[1 + (eβ − 1) 1− q
Q− 1
]K}
+
K
2β
ln
[
1 + (eβ − 1)(q2 + (1− q)2
Q− 1
)]
. (4)
One can verify that ∂f∂q = 0 when q = B(q). The mean
energy density u is obtained from Eq. (4) as
u ≡ ∂(βf)
∂β
= −K
2
eβ
(
q2 + (1−q)
2
Q−1
)
1 + (eβ − 1)(q2 + (1−q)2Q−1 ) . (5)
The entropy density s of the system is then determined
by s = β(u− f) [28].
The BP equation (3) always has a trivial fixed point q=
1/Q which corresponds to the disordered symmetric (DS)
phase with all the colors being equally abundant [17].
This fixed point becomes unstable with respect to the it-
eration qt+1←B(qt) when β>βDS≡ ln
(
1 +Q/(K − 2)).
For K≥3 and Q≥3, Eq. (3) has a stable fixed point with
q and ρ1 strictly larger than 1/Q at β>βCP, which cor-
responds to the canonical polarized (CP) phase of broken
color symmetry. Here βCP (< βDS) is the lowest inverse
temperature at which the CP phase becomes possible.
The CP and DS phases have equal free energy density
at a critical inverse temperature βc ∈ (βCP, βDS), so an
equilibrium phase transition occurs at βc, with a sudden
drop in energy density u [17].
Microcanonical SSB.— For β ∈ (βCP, βDS) the BP
equation (3) has another fixed point which is unstable
with respect to qt+1 ← B(qt) [17]. This fixed point is
usually neglected because its free energy is higher than
those of the DS and CP phases (Fig. 2(a)). But we find
that it reveals a discontinuous microcanonical phase tran-
sition between the DS phase and a new microcanonical
polarized (MP) phase of the configuration space.
Plotting the predicted thermodynamic values of the
MP fixed point (Fig. 2(b)), we observe that while q
and ρ1 are monotonic functions of β as anticipated, the
energy density u and entropy density s both are non-
monotonic. This surprising feature of u and s leads to
the two-branched entropy profile shown in the upper-left
inset of Fig. 2(c). These two entropy branches merge
and stop at umax, which is the maximal achievable en-
ergy density of the MP phase. The entropy of the lower
MP branch is slightly lower than that of the DS phase
so this branch has no physical significance. On the other
hand, the entropy of the upper MP branch exceeds that
of the DS phase as u decreases below certain critical value
umic which is strictly lower than umax, indicating the sys-
tem will jump from the color-symmetric phase to a color-
symmetry-broken MP phase which is stable only in the
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FIG. 2: Potts model on regular random graphs, K=4 and Q=6. (a) Free-energy densities f(β) for the disordered symmetric
(DS, solid line), the canonical polarized (CP, dashed line), and the microcanonical polarized (MP, dotted line) fixed points of
the BP equation. The DS solution is stable at inverse temperature β<βDS=1.386, the CP solution exists for β≥βCP=1.147,
and the DS–CP phase transition occurs at βc =1.174 with the energy density u dropping from −0.786 to −1.523. (b) Energy
density u(β), entropy density s(β), fixed-point value q(β) and density ρ1(β) of the dominant color (inset), for the MP fixed
point. The maximal achievable MP energy density is umax = −0.861. (c) and (d): Entropy density s and dominant color
density ρ1 versus energy density u for the DS (solid line), MP (dashed line), and CP (dotted line) fixed points. Upper-left
and lower-right insets of (c) show an enlarged view of the MP entropy profile and the difference ∆s between the MP and DS
entropy density values (∆s= 0 at energy density umic =−0.864). Symbols in (d) are microcanonical Monte Carlo simulation
results obtained on a single RR graph (N = 65536) and several bond-diluted eight-dimensional periodic hypercubic lattices of
side length L = 4, 5, 6 (D8, N=L8), degree K=4 and Q=6. The inset of (d) is an enlarged view of the transition region, and
the phase transition point umic for RR graphs is marked by the vertical dashed line, at which ρ1 jumps from 1/6 to 0.293.
microcanonical ensemble. The dominant color density ρ1
at umic is strictly higher than 1/Q, so the spontaneous
breaking of color symmetry is a discontinuous emerging
phenomenon. Notice that at u slightly below umic the
entropy density of the MP phase is higher than that of
the DS phase.
Because the entropy densities of the DS and MP phases
are equal at u=umic but have different slopes (Fig. 2(c)),
the system’s entropy density function s(u) is not C1-
continuous but is kinked at umic [17]. Since the micro-
canonical inverse temperature is equal to the first deriva-
tive of s(u), β ≡ ds(u)du [28], there will be a sudden drop
of the microcanonical β and an associated sudden drop
of the free energy density f (= u − βs) as the system
changes from the DS to the MP phase at umic. In other
words, at umic the partially ordered MP phase is hotter
than the disordered symmetric phase and has a lower free
energy density. This peculiar feature of s(u) is qualita-
tively different from the recently discussed entropy inflec-
tion phenomenon, which is associated with the vanishing
of the second-order derivative of s(u) [22].
We have checked that as long as Q≥3, the discontinu-
ous SSB phenomenon holds for all the RR graph ensem-
bles of degree K ≥ 3. As demonstrated in Table I, at each
fixed value of Q the ρ1 and β gaps at umic both decrease
with degree K (and vanish gradually as K →∞ [17]).
The discontinuous microcanonical phase transition will
also occur in an extended Potts model with additional
kinetic energies [17].
Monte Carlo simulations.— We carry out microcanon-
ical Monte Carlo (MC) simulations to check the theoret-
ical predictions. There are many discussions on micro-
canonical MC methods [13, 15, 16, 33–35], and here we
employ the simple demon method [33] to draw a set of
independent configurations which are located slightly be-
low a prescribed objective energy level Eo. Starting from
4TABLE I: The critical energy density umic, the jump ∆ρ1
of the dominant color density and the drop ∆β of the micro-
canonical inverse temperature at umic, for the Q-state Potts
model on RR graphs of degree K.
K Q umic ∆ρ1 ∆β K Q umic ∆ρ1 ∆β
3
3 −0.997 0.065 −0.012
5
3 −1.248 0.040 −0.007
4 −0.929 0.109 −0.035 4 −1.085 0.071 −0.022
5 −0.884 0.138 −0.058 5 −0.984 0.092 −0.040
6 −0.852 0.158 −0.079 6 −0.913 0.108 −0.059
7 −0.827 0.171 −0.099 7 −0.860 0.119 −0.076
8 −0.807 0.182 −0.116 8 −0.819 0.127 −0.093
9 −0.790 0.189 −0.132 9 −0.785 0.133 −0.109
10 −0.776 0.195 −0.146 10 −0.757 0.138 −0.124
4
3 −1.108 0.049 −0.009
6
3 −1.398 0.033 −0.005
4 −0.991 0.085 −0.028 4 −1.192 0.061 −0.018
5 −0.916 0.110 −0.048 5 −1.065 0.081 −0.034
6 −0.864 0.126 −0.069 6 −0.977 0.095 −0.050
7 −0.824 0.139 −0.088 7 −0.911 0.105 −0.067
8 −0.792 0.147 −0.105 8 −0.861 0.113 −0.083
9 −0.766 0.154 −0.121 9 −0.820 0.119 −0.098
10 −0.745 0.159 −0.136 10 −0.786 0.124 −0.112
an initial configuration c of energy E≤Eo, an elementary
MC step unfolds as follows: (1) pick a vertex i uniformly
at random and change its color ci to a uniformly ran-
dom new value c′i (6= ci); (2) accept this color change if
the energy E′ of the resulting new configuration satisfies
E′ ≤ Eo, otherwise keep the old color ci; (3) increase the
evolution time t by a tiny amount 1/N (one unit time
therefore corresponds to N single-flip trials). This MC
dynamics obeys detailed balance, so the sampled color
configurations all have the same statistical weight. The
simulation results obtained on a large RR graph instance
are shown in Fig. 2(d) (K = 4, Q = 6). We indeed ob-
serve a discontinuous transition at the predicted critical
energy density umic. The numerical results on the dom-
inant color density ρ1 also agree perfectly with theory.
The predicted inverse temperature gap ∆β is also quan-
titatively confirmed by computer simulations [17].
We also consider bond-diluted D-dimensional hyper-
cubic lattices of side length L with periodic boundary
conditions (N = LD). By keeping only K bonds in a
maximally random manner for every vertex (see [17] for
construction details), the shortest loops passing through
the vertices rapidly increase their lengths as K decreases
and D increases, and the diluted lattice is locally resem-
bling a random graph [36]. A discontinuous SSB tran-
sition is observed in the MC dynamics for such bond-
diluted lattice systems at high dimensions (e.g., D = 8,
Fig. 2(d)) and also at the physical dimension D=3 [17].
However, unlike the case of truly random graphs, we ex-
pect that the SSB transition in these lattice systems will
become continuous in the thermodynamic limit [17], be-
cause phase separation is deemed to occur as the system
size L becomes sufficiently large [18–21].
Conclusion.— In summary, we predicted and con-
firmed a discontinuous microcanonical SSB phase transi-
tion in the Q-state Potts model on random graphs. Such
a discontinuous transition was also observed in bond-
diluted finite-size lattice systems (even down to three di-
mensions [17]). In the future we need to investigate the
geometric property of the configurations in the MP phase
(e.g., the possibility of a percolating cluster of connected
same-color vertices) [20], and possible latent structures
prior to the microcanonical transition [37, 38], and to
study systematically the microcanonical SSB transition
in finite-dimensional finite-size systems and the associ-
ated inequivalence between the microcanonical and the
canonical ensembles [24–27]. The discovered property
of kinked entropy may be a general feature of random
graphical models with a canonical discontinuous phase
transition, and it may have important computational
consequences in optimization tasks [23].
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S1: Exact results on complete graphs
Consider a complete graph in which every vertex interacts with every other vertex. The energy of a color configu-
ration c = (c1, c2, . . . , cN ) is
E(c) = − 1
N
N−1∑
i=1
N∑
j=i+1
δcjci , (6)
where the rescaling factor 1N is introduced to make the total energy an extensive quantity. Suppose there are Nc
vertices of color c in the configuration c, then the total energy can be rewritten as
E(c) =
1
2
− N
2
Q∑
c=1
(Nc
N
)2
=
1
2
− N
2
Q∑
c=1
ρ2c , (7)
where ρc ≡ NcN is the density of color c. In the thermodynamic limit of N→∞ the energy density u is simply
u = −1
2
Q∑
c=1
ρ2c . (8)
The total number of microscopic configurations corresponding to the coarse-grained state (N1, N2, . . . , NQ) is
Ω(N1, N2, . . . , NQ) =
N !
N1!N2!...Nq !
. In the thermodynamic limit then the entropy density s is
s = −
N∑
c=1
ρc ln ρc . (9)
The task is now to find the values of (ρ1, ρ2, . . . , ρQ) which lead to the maximum of s under the constraints of fixed
energy density u and fixed number N of vertices. This can be achieved by introducing a function z(ρ1, . . . , ρQ) with
two Lagrange multipliers λ1 and λ2:
z = −
N∑
c=1
ρc ln ρc +
λ1
2
Q∑
c=1
ρ2c + λ2
N∑
c=1
ρc . (10)
The first derivative of this function with ρc is
∂z
∂ρc
= − ln ρc − 1 + λ1ρc + λ2. Therefore, from the condition ∂z∂ρc = 0
we obtain that
ρc =
eλ1ρc∑Q
c′=1 e
λ1ρc′
(c = 1, 2, . . . , Q) . (11)
The color-symmetric fixed-point solution of Eq. (11) is ρc=
1
Q for all colors c. The energy density of this disordered
symmetric (DS) solution is the maximum value u = − 12Q , and its entropy density is lnQ. If the energy density u
decreases from the maximum value, then color symmetry has to be broken. Therefore the critical energy density for
spontaneous symmetry breaking (SSB) is simply umic = − 12Q .
The other fixed-point solutions of Eq. (11) can be characterized by two parameters, ρ1 and m. The real parameter
ρ1 ∈ [ 1Q , 1] is the density of a dominant color, and the integer m ∈ {1, 2, . . . , Q− 1} is the number of dominant colors.
Without loss of generality we assume that ρi = ρ1 for i = 1, 2, . . . ,m and ρj =
1−mρ1
Q−m for j = m+ 1,m+ 2, . . . , Q. At
a fixed integer value of m, the order parameter ρ1 is expressed as
ρ1 =
1
Q
+
√
2
( 1
m
− 1
Q
)
(umic − u) . (12)
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FIG. 3: Q-state Potts model on a complete graph. The maximum energy density is u = − 1
2Q
and the minimum energy
density is u=− 1
2
. There is a continuous microcanonical SSB transition at energy density umic=− 12Q , which is identical to the
maximum energy density (umic =−0.05 in the example of Q= 10 shown here). The density ρ1 of the dominant color deviates
continuously from 1
Q
(marked by the horizontal dashed line). The inset shows the non-concave relationship between the entropy
density s and the energy density u.
Notice that ρ1 is a continuous function of energy density u, so the SSB transition at umic must be a continuous phase
transition (Fig. 3).
The entropy density s at the polarized fixed point of Eq. (11) is
s = −mρ1 ln ρ1 − (1−mρ1) ln 1−mρ1
Q−m , (13)
where ρ1 is determined by Eq. (12). The parameter m should be set to an integer value which maximizes s. It turns
out that m= 1 for all values of Q. Therefore, in the SSB phase there is only one dominant color, and all the other
colors are equally abundant in the system. We find that in the general case of Q≥3 the entropy density function s(u)
is convex in the vicinity of umic (Fig. 3). This non-concave property means that there is a discontinuous SSB phase
transition in the canonical ensemble at certain critical value βc of the inverse temperature.
To summarize, for the complete-graph Q-state Potts model (Q≥ 3), the SSB transition is always a discontinuous
phase transition in the canonical ensemble but it is always a continuous phase transition in the microcanonical
ensemble.
S2: The random-graph Potts model in the canonical ensemble
In the canonical ensemble the inverse temperature β of the environment is the control parameter, and the energy
density u of the system is not fixed. We now briefly describe some of the results obtained by the Bethe-Peierls mean
field theory and by canonical Monte Carlo (MC) simulations. For concreteness we consider regular random (RR)
graphs of vertex degree K=4 and set the number of colors to Q=6, as in the main text.
First, depending on the value of β, the BP equation q = B(q) may have one, two, or three fixed-point solutions, see
Fig. 4(a). The trivial fixed point q= 1Q corresponds to the disordered symmetric (DS) phase and it is locally stable
for β < βDS = 1.386. When β ≥ βCP = 1.147 there is another stable fixed point with q much larger than 1Q , which
corresponds to the canonical polarized (CP) phase. In this CP phase one color is much more abundant than each of
all the other Q−1 colors (which are equally abundant among themselves), that is, the density ρ1 of the dominant
color is much higher than 1Q .
The free energy density of the CP phase becomes lower than that of the DS phase as β exceeds the critical value
βc = 1.174, see Fig. 2(a). Therefore there is a discontinuous equilibrium phase transition at βc, at which ρ1 jumps
from 1Q = 0.167 to a much higher value 0.833 and u drops from −0.786 to −1.523. Because of the high free energy
barrier between the DS and CP phases, there is a strong hysteresis effect in the canonical MC simulation dynamics
in the vicinity of βc, see Figs. 4(b) and 4(c).
80.2
0.4
0.6
0.8
0.2 0.4 0.6 0.8
B (
q )
q
β=1.388
β=1.165
β=1.005
(a)
0
0.2
0.4
0.6
0.8
1
1.1 1.2 1.3 1.4 1.5
ρ 1
β
CP
DS
MP
MC1
MC2
(b)
-2
-1.5
-1
-0.5
1.1 1.2 1.3 1.4 1.5
u
β
CP
DS
MP
MC1
MC2
(c)
FIG. 4: Q-state Potts model with Q=6 in the canonical ensemble, on K=4 regular random graphs. (a) The BP fixed points
are the intersection points of the curve B(q) and the dashed diagonal line. Depending on β there might be one, two, or three
fixed points. (b) and (c): The density ρ1 of the dominant color and the mean energy density u for the disordered symmetric
(DS, solid line), the canonical polarized (CP, dashed line), and the microcanonical polarized (MP, dotted line) fixed points.
The up- and down-triangles are canonical MC simulation results obtained on a single RR graph of size N = 10000, with the
initial color configuration being completely disordered and random (MC1) or being completely ordered (MC2). The vertical
dashed lines mark the canonical phase transition point βc=1.174.
When β∈(βCP, βDS) the BP equation also has an unstable fixed point, referred to as the microcanonical polarized
(MP) one, whose free energy density is higher than those of the DS and CP fixed points. This fixed point therefore
is physically irrelevant in the canonical ensemble, see Fig. 4.
S3: The entropy kink at umic and the microcanonical inverse temperature
For the Potts model of Q= 6 on the RR graph of degree K = 4, the upper-left inset of Fig. 2(c) in the main text
has shown how the entropy densities of the DS and MP fixed-point solutions change with energy density u, but the
entropy kink is not visually obvious in that figure. To clearly demonstrate the entropy kink, let us define a modified
entropy density function s˜(u) as
s˜(u) ≡ s(u)− uβCP . (14)
Since uβCP is linear in u, if s˜(u) has a kink then the entropy density s(u) will also have a kink. We redraw the
theoretical data of Fig. 2(c) at the vicinity of the critical energy density umic =−0.864 in Fig. 5. The kink of the
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FIG. 5: This figure is complementary to Fig. 2(c) of the main text. The same theoretical data in the upper-left inset of
Fig. 2(c) is redrawn here, but with the vertical axis being s˜(u) ≡ s(u)− uβCP, with βCP = 1.147. The inset here is an enlarged
view of the kink of s˜(u) at umic=−0.864.
entropy density is now quite evident.
Associated with the entropy kink at umic is the discontinuity of the microcanonical inverse temperature β. To verify
this β discontinuity by the microcanonical Monte Carlo (MC) simulation dynamics, we notice that the microcanonical
inverse temperature can be estimated by
β = log
(
1 +
1
〈Edemon〉
)
, (15)
where 〈Edemon〉 is the mean energy of the demon (see Ref. [33]). The non-negative demon energy Edemon is simply
the difference between the objective energy Eo and the actual energy E(c) of the color configuration c, namely
Edemon = Eo − E(c). Therefore 〈Edemon〉 is easy to compute through the microcanonical MC evolution process.
Figure 6 shows the good agreement between the theoretically predicted and actually measured microcanonical
inverse temperatures for the RR graph of degree K=4 at Q=6. This figure also shows the measured microcanonical
inverse temperatures at different energy densities u for two of the eight-dimensional bond-diluted lattice systems used
in Fig. 2(d). An interesting feature is that, given a fixed value of energy density u at the DS phase (u>umic), the
microcanonical inverse temperature of D=8 diluted lattice systems is considerably lower than that of the RR graph
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FIG. 6: The relationship between the microcanonical inverse temperature β of the Potts model (Q=6) and the energy density
u. Solid line (for the DS phase) and dotted line (for the MP phase) are theoretical predictions for RR graphs of degree K=4,
and the vertical dashed line marks the predicted microcanonical phase transition point umic. Symbols are microcanonical
Monte Carlo simulation results obtained on the graph instances of Fig. 2(d), including the RR graph (N=65536) and the two
bond-diluted eight-dimensional periodic hypercubic lattices of side length L = 4, 5 (D8, N=L8), degree K=4.
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instance, and the difference increases as u further increases. Further research is needed to fully understand such
differences.
S4: The Potts model on RR graphs of large degree K
We investigate here the asymptotic property of the microcanonical SSB phase transition of the Potts model as the
degree K of the RR graphs approaches infinity. For this purpose, it turns out to be convenient to define a parameter,
C1, as
C1 ≡ e
β − 1
1 + e
β−1
Q
. (16)
Let us denote the BP fixed-point solution as
q =
1
Q
+ ∆ . (17)
Then the mean energy density u is expressed as
u = −
(
1 + (Q−1)C1Q
)
K
2Q
(1 + Q2Q−1∆2
1 + QC1Q−1∆
2
)
. (18)
After some careful derivations, we find that the free energy density difference between the MP phase and the DS
phase, at energy density value u, is expressed as
sdiff = −K
2
ln
(
1 +
QC1
Q− 1∆
2
)
+K ln
(
1 + C1∆
)
+ ln
[
1− (1− 1/Q)
(
1− (1− (1 + 1/(Q− 1))C1∆
1 + C1∆
)K)]
+
K
2
ln
(
1−
Q2
(
1 + (Q−1)C1Q
)
(Q− 1)2(1 + QC1Q−1∆2)∆2
)
−
(
1 + (Q−1)C1Q
)
K
2Q
(1 + Q2Q−1∆2
1 + QC1Q−1∆
2
)
ln
(
1−
Q3
(Q−1)2
1 + Q
2
Q−1∆
2
∆2
)
. (19)
If we assume ∆ to be small, then based on the BP equation the expression for ∆ is
∆ =
2Q(Q− 1)
(Q− 2)C21 (K − 1)(K − 2)
(
1− (K − 1)C1
Q
)
. (20)
In the limit of K →∞, we find that, to fourth order of ∆,
sdiff = −
( QKC1
2(Q− 1) −
K(K − 1)C21
2(Q− 1)
)
∆2 +
(Q− 2)K(K − 1)(K − 2)C31
6(Q− 1)2 ∆
3 +
KQ4
4(Q− 1)3
(
1 +
(Q− 1)C1
Q
)(
1− C1
Q
)
∆4 .
(21)
In the limit of K →∞, it turns out that C1(K − 1)/Q is very close to unity, so we write
C1 =
Q− ε
K − 1 (22)
with ε being a small quantity. To the leading order of ε, we have
∆ =
2(Q− 1)
Q2(Q− 2)ε . (23)
Then we obtain from the condition sdiff = 0 that
∆ =
(Q− 1)(Q− 2)
3KQ
, ε =
Q(Q− 2)2
6K
. (24)
Because ρ1 =
1
Q + ∆ for K →∞, we see that the asymptotic behavior of the jump ∆ρ1 at umic is
∆ρ1 ≈ (Q− 1)(Q− 2)
3KQ
. (25)
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FIG. 7: Asymptotic behaviors of the gap ∆ρ1 of the dominant color density (a) and the gap ∆β of the microcanonical inverse
temperature (b), at the microcanonical SSB phase transition on RR graphs of degree K. The different sets of theoretical curves
are for different values of Q. In the main panel of (a) ∆ρ1 is rescaled by ∆ρ
(a)
1 =
(Q−1)(Q−2)
3Q
K−1, while in the main panel of
(b) ∆β is rescaled by ∆β(a) = −Q(Q−2)2
9
K−2. The insets of (a) and (b) demonstrate the K−1 asymptotic decay of ∆ρ1 and
the K−2 asymptotic decay of ∆β, with the K−1 and K−2 power laws marked by the two dashed lines.
This asymptotic scaling behavior is in agreement with numerical computations, see Fig. 7(a).
At a given energy density u, the difference between the microcanonical inverse temperature of the MP and DS
phases is
∆β = − ln
( 1 + Q2Q−1∆2
1− Q2(Q−1)2 ∆2
)
. (26)
At the microcanonical SSB phase transition point, the scaling behavior of ∆β is then
∆β ≈ − Q
3
(Q− 1)2 ∆
2 ≈ −Q(Q− 2)
2
9K2
. (27)
This asymptotic scaling behavior of ∆β is also in agreement with numerical computations, see Fig. 7(b).
These asymptotic results suggest that the microcanonical SSB phase transition on RR graphs will be discontinuous
for any finite value of degree K, and it becomes continuous only at K =∞, i.e., when the graph becomes completely
connected.
S5: The Potts model with large Q values on RR graphs of fixed degree K
It is also interesting to see how the microcanonical SSB phase transition behaves at the limit of large Q. For RR
graphs of fixed degree K we can determine the gaps ∆ρ1 and ∆β at umic as a function of Q, see Fig. 8. We observe
that ∆ρ1 is not monotonic in Q but it attains a maximum value at Q ≈ 20 and then decays slowly as a power law
(∆ρ1 ∼ Q−γ) with exponent γ much smaller than unity. On the other hand, ∆β is monotonic in Q and approaches
a final negative value as Q → ∞. A finite value of ∆β at Q → ∞ is reasonable because the microcanonical inverse
temperature is the slope of s(u).
It would also be interesting to know the limiting behavor of the Potts model as both Q and K approach infinity.
The results in Fig. 7(a) and Fig. 8(a) indicate that ∆ρ1 will decay to zero no matter whether Q approaches infinity
faster or slower than K. For ∆β, as it is expected to have a finite limiting value at Q→∞ at each fixed value of K
and it decays as K−2 at K → ∞ for each fixed value of Q, we conjecture that ∆β will decay to zero as both Q and
K approach infinity, and consequently the microcanonical SSB phase transition will become continuous at the limit
of Q and K both approach infinity.
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FIG. 8: Asymptotic behaviors of the gap ∆ρ1 of the dominant color density (a) and the gap ∆β of the microcanonical inverse
temperature (b), at the microcanonical SSB phase transition on RR graphs of degree K, as the number Q of colors changes. The
different sets of theoretical curves are for different values of K. The dashed line in (a) marks the scaling behavior ∆ρ1 ∝ Q−1,
which is much steeper than the actual decaying behaviors of ∆ρ1.
S6: Potts model with kinetic energies
The Potts model discussed in the main text only considers the interaction energies between neighboring vertices in
the graph. Here we introduce local kinetic energies to the vertices to make the model more general [15, 35]. Suppose
there is a particle of mass m on top of each vertex i and this particle can move in a small confined space so it has
a kinetic energy
p2i
2m , where pi is the momentum of this particle. The dimensionality of pi is denoted as D
′. The
total energy of this extended system then depends on the color configuration c = (c1, c2, . . . , cN ) and the momentum
vectors {pi} of all the vertices:
Etotal = −
∑
(i,j)∈G
δcjci +
N∑
i=1
p2i
2m
. (28)
When the total energy of this system is restricted to a tiny interval [E,E+∆E), where E is extensive and ∆E → 0,
the partition function of the system is
Z =
E+∆E∫
E
dEtotal
∑
c
N∏
i=1
∫
dpi
pD
′
0
δ
(
Etotal − E(c)−
∑
i
p2i
2m
)
, (29)
where p0 is certain characteristic momentum value needed to count the number of microscopic states in the momentum
space, and E(c) is simply the color energy. By integrating out the momentum degrees of freedom we obtain that
Z =
4mpiND
′/2
Γ
(
ND′
2
)
pND
′
0
E+∆E∫
E
dEtotal
∑
c
[
2m(Etotal − E(c)
]ND′−1
2 . (30)
Let us denote the total energy density of the system as utotal, that is, E = Nutotal. By noticing that the total number
of color configurations at energy E(c) = Nu is exp
(
s(u)
)
, where s(u) is the entropy density of color configurations at
given interaction energy density u, we can re-write the above expression as
Z ∝
utotal∫
−∞
du exp
(
N
(
s(u) +
D′
2
ln
utotal − u
ε0
))
, (31)
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FIG. 9: The Potts model with kinetic energies for regular random graphs (K=4, Q=6, and D′=3). The discontinuous phase
transition occurs at utotal=0.321, at which the value of color interaction energy density u drops from u=−0.842 to u=−0.936,
the density of the dominant color jump from ρ1 = 1/6 to ρ1 = 0.440, and the microcanonical inverse temperature drops from
β=1.290 to β=1.193.
where ε0 ≡ p
2
0
2m . From Eq. (31) we see that at a given value of total energy density utotal, the mean interaction energy
density u∗ of the system will be determined by
u∗ = arg max
u
(
s(u) +
D′
2
ln
utotal − u
ε0
)
. (32)
Therefore u∗ must be a root of
utotal − u∗ = D
′
2
1
β(u∗)
, (33)
where β(u) ≡ ds(u)du is the microcanonical inverse temperature of the system. Notice that this equilibrium interaction
energy density u∗ does not depend on ε0.
Equation (33) simply says that the mean kinetic energy of a vertex is equal to D
′
2
1
β(u∗) . For intermediate values of
utotal, Eq. (33) has a pair of solutions u
∗, and the one which corresponds to higher total entropy density will be the
physically relevant solution. As demonstrated in Fig. 9 for regular graphs (K=4, Q=6, and momentum dimensionality
setting to be D′=3), there is a discontinuous phase transition when the total energy density is decreased to the critical
value utotal =0.321. Such a discontinuous phase transition will occur for other values of K≥3 and Q≥3 as well.
S7: Bond-diluted lattice systems and short-range interaction range l
The vertices in a D-dimensional hypercubic lattice of side length L are located at positions (x1, x2, . . . , xD) where
xd (d = 1, 2, . . . , D) are integer values. Periodic boundary conditions are imposed, so that (x1, x2, . . . , xD) and
x′1, x
′
2, . . . , x
′
D) are the same position if
(xd mod L) = (x
′
d mod L) (34)
for every d = 1, 2, . . . , D. The total number of vertices in the system is N = LD. Each vertex has 2D bonds linking
itself to its nearest neighboring vertices in space. The length of the shortest loops in such a hypercubic graph is equal
to four and it does not increase with system size L. To make it more difficult for nucleation to occur (see the next
section), we dilute this hypercubic graph by deleting a large fraction of bonds and keeping only K bonds for each
vertex. A maximally random bond-diluted lattice graph is constructed according to the following procedure:
1. Construct an initial D-dimensional bond-diluted hypercubic lattice graph in which every vertex has exactly K
“active” bonds (the remaining 2D −K bonds of this vertex are all regarded as “inactive”).
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2. Pick a vertex i uniformly at random from the lattice graph and pick uniformly at random an active bond (i, j)
from its K active bonds; then move to vertex j and pick uniformly at random an inactive bond (j, k) from its
2D −K inactive bonds; then move to vertex k and pick uniformly at random an active bond (k, l) from its K
active bonds; ...... This chain of alternative active and inactive bonds is further extended until it visits a vertex
that is already in the chain (loop closure).
3. If the length of this sampled loop is odd, nothing is changed. But if the length of this loop is even, then all the
active bonds in this loop are deleted from the graph (i.e., they change to be inactive) while all the originally
inactive bonds of this loop are added to the graph (i.e., they now become active). This switching action keeps
the “active” degree of every involved vertex unchanged.
4. Repeat steps (2) and (3) a large number of times (e.g., 10000 ×N) to make the bond-diluted lattice graph as
random as possible.
This loop-switching algorithm is similar to the algorithm used in Ref. [36]. It is easy to prove that this algorithm is
ergodic and it leads to a uniform distribution among all the valid K-regular lattice graphs. Because all the bonds in
the original hypercubic lattice are between spatial nearest neighbors, the constructed bond-diluted graphs naturally
contain only bonds between nearest neighbors.
We also consider diluted lattice graphs with longer interaction ranges to explore the effect of interaction range to
the microcanonical SSB transition. For this purpose, we consider a lattice system in which each vertex i at position
(x1, x2, . . . , xD) of the periodic hypercubic lattice has (2l+ 1)
D− 1 bonds to all the other vertices located in or at the
surface of the hypercubic box of side length (2l + 1) centered on vertex i. That is, there is a bond between position
(x1, x2, . . . , xD) and the positions (x1 + δx1, x2 + δx2, . . . , xD + δxD) where
δxd ∈ {−l,−l + 1, . . . ,−1, 0, 1, . . . , l − 1, l} (d = 1, 2, . . . , D) . (35)
This lattice graph is much more densely connected than the simplest hypercubic graph of degree 2D, since each vertex
has (2l + 1)D − 1 attached edges. To make it sparse we only retain K edges for each vertex and delete all the other
edges. Such a maximally random diluted graph can be sampled by the same loop-switching algorithm as described
above.
We have performed some preliminary computer simulations for the physically relevant dimension D = 3. The side
length of the periodic cubic lattice is fixed to L = 40, the vertex degree is fixed to K = 3, while four different values
are tried for the interaction range parameter l, namely l = 1, 3, 5, 10. The microcanonical MC simulation results
shown in Fig. 10 clearly demonstrate that the interaction range has a dramatic effect on the SSB transition. When
the interaction range l ≥ 5 the simulation results on these finite-size lattice graphs are very similar to the predicted
results for random RR graphs.
S8: Droplet nucleation and phase separation
Here we review some of the key ideas of the droplet nucleation theory and discuss when droplet formation will be
severely suppressed. To be concrete, we consider the D-dimensional hypercubic lattice of side length L with periodic
boundary conditions. The total number of vertices in the lattice system is N = LD, and the total number of bonds
(edges) is M = DN if every vertex only interacts with its 2D nearest neighbors.
In the canonical statistical ensemble and at the thermodynamic limit L→∞, the Q-state Potts model defined
on such a lattice will experience an equilibrium phase transition at certain critical inverse temperature βc, between
the disordered symmetric (DS) phase and the canonical polarized (CP) phase. In the DS phase all the Q colors are
equally abundant, while in the CP phase one randomly picked color is favored over all the other colors. We consider
the case of this canonical SSB phase transition being discontinuous. Let us denote the energy densities of these two
phases at βc as u
c
DS and u
c
CP, respectively. Similarly, the entropy densities of these two phases at βc are denoted as
scDS and s
c
CP. Because the DS–CP phase transition is an equilibrium one, we have
scDS − scCP
ucDS − ucCP
= βc . (36)
Now we consider the microcanonical ensemble of fixed energy density u and assume u takes an intermediate value
between ucCP and u
c
DS. Because of the existence of the equilibrium canonical DS–CP phase transition, the entropy
density s(u) at this intermediate energy density must satisfy the following inequality:
s(u) ≤ rscCP + (1− r)scDS , (37)
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FIG. 10: The Potts model (Q = 10) on four graph instances of three-dimensional short-range interaction lattice systems.
Symbols are microcanonical MC simulation results. The side length of the diluted lattice graphs is L = 40 so the total number
of vertices is N = 64000. Each vertex has K = 3 attached edges in these graphs, with the interaction range being l = 1
(squares), l = 3 (diamonds), l = 5 (triangle), and l = 10 (circles). The theoretical predictions for RR graphs of degree K = 3
concerning the density ρ1 of the dominant color are the solid line (the DS phase) and the dotted line (the MP phase). The
vertical dashed line marks the predicted microcanonical SSB phase transition point umic = −0.776 for RR graphs of degree
K = 3.
where the parameter r is defined by
r ≡ u
c
DS − u
ucDS − ucCP
. (38)
At the thermodynamic limit L→∞ it turns out that s(u) achieves the upper-limit of the inequality (37) by phase
separation. The argument goes as follows. Suppose the DS and CP phases coexist in the system and r is the relative
size of the CP phase. In the case of r close to zero, to minimize the surface area between these two phases, we may
assume that the CP phase is confined within a hyperspherical droplet of radius R. The total number nV of vertices
in this droplet is then nV = c0R
D while the total number nS of vertices on its surface is nS = c1R
D−1, where c0, c1
are two constants. When the droplet becomes large in size, we see that
lim
R→∞
nS
nV
= 0 . (39)
A consequence of Eq. (39) is that, when R becomes sufficiently large the surface interaction energy between the CP
and DS phases will be negligible in comparison with the volume interaction energy of the droplet. Then the CP
droplet and the DS subsystem can be treated as two independent systems and the entropy density of the combined
system is then
s(u) = rscCP + (1− r)scDS . (40)
Because of Eq. (38), the first derivative of s(u) at u=ucDS is equal to βc. Consequently s(u) is C
1-continuous at ucDS.
According to this droplet picture, in the thermodynamic limit L→∞, when the energy density u is decreased to ucDS,
phase separation starts to occur and the relative size r of the CP droplet increases gradually from r=0 at u=ucDS to
r= 1 as u is gradually decreased to u= ucCP. The inverse temperature of the system keeps the value βc during this
CP phase expansion process. Since r continuously increases from zero, the density ρ1 of the dominant color must also
deviate from 1/Q in a continuously manner.
For a stable droplet to form in the system, however, the size R of the droplet must exceed certain threshold length
Rth(u), which depends on the energy density u of the whole system. If R is too small, the energy (and free energy)
gain of forming a partially ordered droplet will not be enough to compensate for the penalty of interfacial energy, and
then the droplet will be suppressed. If the side length L of the system is comparable or even smaller than Rth(u),
then it is likely the system as whole will change directly from the DS phase to a partially ordered phase, without
experiencing the intermediate phase coexistence stage. This partially ordered phase for such finite-size systems may
contain a percolating cluster of connected vertices which are all in the dominant color state (see, for example, Ref. [20]
for related simulation results obtained on the supercooled liquid/gas system).
16
The required minimum radius Rth for droplet formation and phase separation might be greatly increased in a
bond-diluted lattice system as compared to an intact lattice system. When bonds are deleted in a maximally random
manner and the active degree K of every vertex is quite small, the graph will be locally quite similar to a random
graph, and the typical length `loop of the shortest path of unbroken bonds linking two spatial neighbors will be
relatively large. Indeed, as the spatial dimensionality D of the lattice increases while the active degree K of the
vertices is fixed, short loops will be more and more difficult to form and the graph will be more and more like a
completely random graph. If the radius R of a hyperspherical region in such a bond-diluted spatial graph is of the
same order as `loop, the vertices of this region will be well approximated by a tree and its surface interaction energy
will be comparable to the volume interaction energy of this region. Therefore, for phase separation to occur the side
length L of the lattice system must be much larger than `loop.
Now we offer a rough estimate of `loop. Consider a rooted tree in the bond-diluted hypercubic lattice and assume
the path length between two leaf vertices is Ltree (the distance from the root to a leaf vertex is Ltree/2). Since each
internal vertex of this tree has K attached edges, the total number of vertices in the tree is approximately KLtree/2.
Because the directions of the edges in this tree are quite random, the length of the spatial region which contains this
tree is approximately
√
Ltree, and the total number of vertices of this region is then approximately
(√
Ltree
)D
. To
guarantee the absence of loops the total number of vertices in the tree must not exceed the allowed number of vertices
in the region. Therefore, we estimate `loop to be the largest integer value Ltree which satisfies the following condition:
KLtree/2 ≤ (Ltree)D/2 . (41)
In the case of K = 4 and D = 8 as in Fig. 2(d), the above condition suggests that `loop = 16, which indicates a
threshold number of vertices exceeding Nth = (`loop)
D = 4.3 × 109 (which is much larger than the accessible graph
sizes in our computer simulations). If the interaction range l in the lattice system increases while the vertex degree
K keeps fixed (see the preceding section), because the Euclidean length of an edge of this system is approximately l,
the above condition probably needs to be modified as
KLtree/2 ≤ lD(Ltree)D/2 , (42)
and the characteristic length `loop will increase with l. For the D = 3 graph instances of Fig. 10, the estimated
lengths are `loop = 14 for l = 3 (the lower-bound of threshold number of vertices is then Nth = (l`loop)
D = 7.4× 104),
`loop = 17 for l = 5 (Nth = 6.1 × 105), and `loop = 21 for l = 10 (Nth = 9.3 × 106). These quantitative estimates
may help explain why at l ≥ 5 the simulation results of Fig. 10 for the D = 3 spatial graphs are quite close to the
theoretical results predicted for RR graphs.
