Abstract-Delivery delay and communication costs are two conflicting design issues for mobile opportunistic networks with nonreplenishable energy resources. In this paper, we study the optimal data dissemination for resource constrained mobile opportunistic networks, i.e., the delay-constrained least-cost multicasting in mobile opportunistic networks. We formally formulate the problem and introduce a centralized heuristic algorithm which aims to discover a tree for multicasting, in order to meet the delay constraint and achieve low communication cost. While the above algorithm can be implemented by each individual node, it is intrinsically centralized (requiring global information) and, thus, impractical for real-world implementation. However, it offers useful insights for the development of a distributed scheme. The essence of the centralized approach is to first learn the probabilities to deliver the data along different paths to different nodes and then decide the optimal multicast tree by striking the balance between cost and delivery probability. In mobile opportunistic networks, even if the optimal routing tree can be computed by the centralized solution, it is the "best" only on a statistic basis for a large number of data packets. It is not necessarily the best solution for every individual transmission. Based on the above observation, we develop a distributed online algorithm using optimal stopping theory, in which in each meeting event, nodes make adaptive online decisions on whether this communication opportunity should be exploited to deliver data packets. We carry out simulations to evaluate the scalability of the proposed schemes. Furthermore, we prototype the proposed distributed online multicast algorithm using Nexus tablets and conduct an experiment that involves 37 volunteers and lasts for 21 days to demonstrate its effectiveness.
I. INTRODUCTION
T HIS paper focuses on mobile opportunistic networks that do not depend on any infrastructure but, instead, exploit opportunistic connections between mobile devices to enable device-to-device communication. More specifically, mobile opportunistic communications underlaid on wireless cellular networks is viewed as a key technology for providing seamless high-quality wireless access in next-generation wireless systems. Mobile opportunistic networks are characterized by intermittent and nondeterministic connectivity, often due to interruptible wireless links, sparse network deployment, and/or nodal mobility. Such opportunistic networking has been discussed in the context of delay/disruption-tolerant networks [1] - [8] , sporadically connected sensor networks [9] - [13] , vehicular networks [14] , [15] , peer-to-peer mobile social networks [16] - [26] , and fifth-generation (5G) networks [27] - [32] .
A. Overview of Data Dissemination in Mobile Opportunistic Networks
Data dissemination is essentially multicasting that is indispensable for supporting a variety of applications in mobile opportunistic networks. For instance, a store offers coupons via a mobile opportunistic network formed by its frequent customers and extended members, such as their families and friends. In a multicast event, a source node intends to deliver data to a set of destinations. Each node in a mobile opportunistic network can be a source node or a receiver or more commonly both. Multicasted data span a range of categories, including, among many others, advertisements, coupons, deals, newsletters, product catalogs, and event invitations. Multicasting in moible opportunistic networks is highly effective, since the interaction between mobile users is closely correlated to their social groups and behaviors. It is beneficial for small businesses (such as local retailers, yard sale owners, or flea marketers) looking to expand their customers and is attractive for individuals who would like to publicize their personalized flyers.
While long data delivery delay is generally unavoidable given the intermittent connectivity in mobile opportunistic networks, the constraint on end-to-end delivery delay is highly desired in a variety of applications. For example, the dissemination of advertisements or coupons must meet a delay budget no longer 0018-9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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than its expiration date [21] , [33] , [34] . Separately, in wildlife tracking applications, interactive control commands must be multicasted within a short end-to-end delay bound, as opposed to routine transmissions of ambient environmental data that can tolerate long delay. Data delivered beyond their delay budgets often lead to reduced or hardly forfeited value. However, due to nondeterministic connectivity, it is intrinsically infeasible to provide a hard guarantee of end-to-end delivery delay. Thus, a probability-based delay budget is adopted in this paper, which considers the probability to deliver a data packet to its destinations within a predefined delay budget. Besides the delay constraint, it is obviously desired to minimize the total cost for multicasting in mobile opportunistic networks. To this end, we study the delay-constrained least-cost (DCLC) multicast problem in this paper, aiming to minimize the overall communication cost and, at the same time, achieve a desired probability to deliver data to every destination within a predefined delay budget. The formal problem formulation will be given in Section III.
B. Contribution of This Paper
While there are a handful of studies on multicasting in mobile opportunistic networks or traditional delay tolerant networks [35] - [43] , they all deal with unconstrained best-effort data transmissions. Note that although delay is often considered as a metric in performance evaluation, none of the existing solutions formulate the problem with an explicit delay constraint.
We make the following contributions in this paper. 1) To our best knowledge, this is the first work that studies the DCLC multicast problem in mobile opportunistic networks. We formally formulate the problem and show it is essentially an NP-hard 0-1 integer program. While the 0-1 integer programming model can yield optimal results, it is computationally expensive and, thus, impractical for real-world implementation. Given the NP-hardness of the problem, we explore efficient and scalable heuristic solutions. We first introduce a centralized heuristic algorithm that aims to discover a tree for multicasting, in order to meet the delay constraint and achieve low communication cost. 2) While the above algorithm can be implemented by each individual node, it is intrinsically centralized (requiring global information) and, thus, impractical for real-world implementation. However, it offers useful insights for the development of a distributed scheme. First of all, the essence of the centralized approach is to first learn the probabilities to deliver the data along different paths to different nodes, and then decide the optimal multicast tree by striking the balance between cost and delivery probability. In mobile opportunistic networks, even if the optimal routing tree can be computed by the centralized solution, it is the "best" only on a statistic basis for a large number of data packets. It is not necessarily the best solution for every individual transmission. Based on the above observation, we develop a distributed online algorithm using optimal stopping theory, in which decisions are made on every transmission opportunity. 3) We carry out simulations to evaluate the scalability of the proposed schemes under large-scale networks. We also prototype the proposed distributed online multicast algorithm using off-the-shelf Nexus tablets and conduct an experiment that involves 37 volunteers, including faculty members, senior Ph.D. students (who do not have classes), and graduate students at M.S. level (who go to classrooms regularly), and lasts for 21 days to demonstrate its effectiveness. The rest of the paper is organized as follows: Section II discusses related work. Section III formulates the problem. Section IV presents the centralized heuristic algorithm. Section V introduces the distributed online solution. Section VI presents large-scale simulations under real-world mobility traces and random walk mobility model. Section VII discusses the prototype and testbed setup and illustrates experimental results. Finally, Section VIII concludes the paper.
II. RELATED WORK
Multicasting is an important communication service in wireless networks, there are a handful of studies dedicated to multicast support in wireless networks [43] - [53] . For example, a routing scheme to implement multicast communication in wireless networks is proposed in [45] . A social-aware multirate multicast scheme that can maximize the overall utility of social selfish users in a wireless network, and its distributed implementation is designed in [47] . Multicast routing with minimum end-to-end delay is studied in [48] . Multicast in OFDMA networksis considered in [50] and [51] . However, none of them are developed for multicast in mobile opportunistic networks.
Given the unique characteristics of mobile opportunistic networks (especially the intermittent nondeterministic network connectivity), solutions for multicast in conventional wireless networks are not applicable here. In general, delay constraint based QoS-aware multicast in mobile opportunistic networks is a less-studied area with limited existing solutions [35] - [43] . These existing solutions mostly deal with unconstrained besteffort data transmissions. Multicast semantic models that allow users to specify constraints on group membership and message delivery is introduced in [35] . The throughput and delay scaling properties of multicasting in DTNs and introduces RelayCast to improve the throughput bound of multicast using mobility-assist routing algorithm is studied in [36] . A context-aware adaptive multicast routing schemeis developed in [39] . A compare-split scheme to construct a multicast tree to keep the number of forwardings lowis exploited in [41] . An encounter-based multicast routing by allowing nodes to cache the data until a good nexthop node can be found to relay the messages to the destinations is presented in [42] . Graph indexing to minimize the remote communication cost of multicast is used in [43] . Among them, [38] is the most relevant to this work by selecting relays according to their capabilities, measured by social-based metrics, for forwarding data to the destinations. A social-based metrics to choose the minimum number of relays is employed in [38] , it The radiation of destination
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III. PROBLEM FORMULATION AND 0-1 INTEGER PROGRAMMING
In this section, we formally formulate the problem of DCLC multicasting in mobile opportunistic networks. We show it is essentially an NP-hard 0-1 integer program and present numeric results and discuss useful insights for developing heuristic and distributed solutions. For ease of the following presentation, we list the main notations in Table I .
Assume that there are n nodes in the network and that they form k opportunistic links. The delay of each link is a random variable denoted by T l ∀1 ≤ l ≤ k. To formulate the delayaware multicast problem, we define a 1 × k binary transmission vector V for a data delivered from a source s to a given set of destinations Φ. Each element of the vector is a 0-1 variable to be optimized. If V l = 1, the link l is employed for data dissemination; otherwise, the communication opportunity will not be utilized. A transmission strategy, i.e., V , induces a total communication cost (defined as C V ) and a random variable that represents the delay to deliver the data to each destination (denoted as τ d V ∀d ∈ Φ). For analytic tractability, we assume communication delay is dominated by nodal meeting intervals.
Therefore the optimization problem is formulated as follows:
aiming to minimize the overall communication cost and at the same time reach a desired probability γ to deliver data to every destination within a delay budget δ. Note that, due to nondeterministic connectivity, it is intrinsically impossible to provide a hard guarantee of end-to-end delivery delay. Thus, a probabilitybased delay budget is adopted in this paper to achieve a desired probability of delivering data within a predefined delay budget. While the problem formulated above appears simple, it is nontrivial to be solved, since the nondeterministic network setting dramatically increases the complexity to derive C V and P r{τ 
and
The former ensures the links with W d l = 1 form a valid end-toend path from s to d. The latter enforces a desired probability of delivering data within a given delay budget. While it is difficult to derive a close-form solution for P r{
l can be derived by convolution. Of course, under special distributions, the calculation can be dramatically simplified. Finally, we create a set of constraints
such that V captures all links used for data transmissions. The communication cost is often proportional to the number of transmissions, since we assume that successfully delivering one data packet always costs one even though nodes try retransmission when the link is not available. Thus, we simply let
With such manipulation by plugging (2)- (5) into (1), we have arrived at a 0-1 integer program. Note that, DCLC multicasting can be formulated as constrained steiner tree problem than consists in finding a tree T connecting the source s with every destination in destination set Φ with the minimum total cost c(T ), while respecting a fixed maximum delay Δ ∈ R + . For each d ∈ Φ, if P sd is a feasible path connecting the source s to the destination d, then it must hold: l i j ∈P s d del ij ≤ Δ, where del ij denotes the delay of link l ij . It has been proven to be NP-complete [54] , existing tools (such as MATLAB [55] ) can be employed to determine V when the network is small. We have carried out simulations to validate the above optimization model. The network is deployed in an area of 10 × 10, with six nodes following random walk mobility. The T l of each opportunistic link is obtained via online learning, and used in optimization calculation for determining the transmission strategy V . The desired delivery probability is 0.6. The number of destinations and the destination nodes for each multicast is randomly selected. Based on the optimal V , we run simulations and compare the simulation results with the numeric results obtained from (2)- (5). Fig. 1 depicts the results. In general, we observe a good match in both cost and delivery ratio between simulation and numeric calculation. Under very small δ, no paths can be used to deliver packets to destinations within the desired delay budget by following the optimization model. Therefore, no cost and delivery ratio are obtained by numeric calculation. In simulations, packets are not transmitted according to any strategy but only delivered when the source meets the destination directly, thus the cost is 1. With a longer delay budget, cost increases too because more transmissions with longer delay are aggressively attempted. At the same time, more packets can reach the corresponding destinations, and thus the delivery ratio naturally increases. However, when δ is sufficiently large, many options of routing paths become available (that all satisfy the delay budget), allowing the optimization model to choose the one with the lowest cost (i.e., the one that involves the least transmissions). This explains why cost decreases under large δ.
IV. CENTRALIZED HEURISTIC ALGORITHM
While the above 0-1 integer programming model can yield optimal results, it is computationally expensive and thus impractical for real-world implementation. Given the NP-hardness of the problem, we explore efficient and scalable heuristic solutions.
We first introduce a centralized heuristic algorithm that aims to discover a tree for multicasting (denoted by T ), in order to meet the constraint in (1) and achieve low communication cost. T can be considered as an approximation of the optimal V yielded from the 0-1 integer programming.
Initially, the tree T includes the source node only and all destinations are put into the set Φ. The algorithm runs in iterations. Each iteration includes the following steps. 1) First, it computes a path from every destination in Φ to the current tree, which satisfies the constraint in (1) and at the same time introduces the least additional cost (e.g., the fewest links in addition to the current tree). How to efficiently determine such a path is to be discussed below. 2) Second, the above step essentially creates |Φ| hypothetical new trees, each augmenting the current tree by a path. A metric, named radiation, is computed to describe the goodness of each hypothetical tree. The destination that results in the smallest radiation is chosen. It is removed from Φ, and the corresponding hypothetical tree replaces the current tree. 3) The above steps repeat until Φ is empty. We summarize the algorithm in Algorithm 1. Fig. 2 shows an example of augmenting the tree under the algorithm, until it covers all destinations. The algorithmic details are elaborated below.
A. DCLC Single Path Construction
The multicast tree T is initialized to include the source node s only, and then augmented to cover the destinations. In each iteration of the algorithm, we first discover a DCLC path from each node in Φ (i.e., the set of remaining destinations) to the current tree T . The DCLC path for a destination node d is the path with the least additional cost while meeting the delay constraint. Note that, here we are concerned about the additional cost to reach the destination d. The path from s to d may utilize some existing links in the current multicast tree T . Such links do not contribute to the additional cost. By minimizing the additional cost, we essentially encourage the reuse of existing links. The additional cost to reach destination d is denoted by C d T . Similar to the previous discussion, the delay constraint is represented by Pr{τ
T is the delay from the source node s to the destination node d via the chosen path. Again, since the distribution of any individual opportunistic link delay (i.e., T l ) is known, the distribution of a path delay can be derived by convolution. Thus, once the path to d is determined, Pr{τ d T ≤ δ} can be calculated accordingly. To solve the above DCLC problem between a node and a tree, we convert it to a standard DCLC problem between two nodes. More specifically, we create a virtual node v and connect it to every node in T via a virtual edge [as shown in Fig. 3(a) ]. Each virtual edge has a cost of zero. Thus, the DCLC path between v and a node d in Φ is equivalent to the DCLC path from d to the multicast tree T .
The DCLC problem in opportunistic networks is NP-hard, since it reduces to the DCLC problem between two nodes in conventional networks with stable links that has been proved to be NP-hard [56] . Thus, we adopt a heuristic approach based on the idea introduced in [56] . More specifically, from the current node x (which is initialized as v), we recursively determine the next hop node, in order to achieve low cost while meeting the delay constraint.
More specifically, we identify two paths between x and d by using Dijkstra's algorithm: a path with least cost [see x, a 1 , a 2 , . . . , d in Fig. 3(b) ] and a path with the highest delivery probability within delay budget δ, i.e., the highest Pr{τ Fig. 3(b) ].
Then, we discover the path from a 1 to d such that the path from x through a 1 to d has the highest delivery probability within delay budget δ [see x, a 1 , c 1 , c 2 , . . . , d in Fig. 3(b) ]. If such a probability is greater than γ, we choose a 1 as the next hop node; otherwise, b 1 is chosen as the next hop node.
Whenever the next hop is determined, we update x by the next hop node and repeat the above steps, until x = d, i.e., the destination is reached.
The above heuristic algorithm obviously results in a path that satisfies the delay constraint, i.e., Pr{τ reduce the path cost by always using the least cost path whenever it is possible. Of course, it does not guarantee the final cost (C d T ) is minimized.
B. Selection of Best Hypothetical Tree Based on Radiation
The above step establishes a DCLC path from each node in Φ to the current tree T . If a DCLC path does not exist for a destination, it is marked unreachable. It essentially creates up to |Φ| hypothetical new trees, denoted by {T d |∀d ∈ Φ}. Next, we introduce a metric, named radiation, to choose the best hypothetical tree.
Each node d in Φ induces a hypothetical tree. Its radiation is defined as
which is intrinsically the average least cost from the remaining destinations to the hypothetical tree T d .
The hypothetical tree with the lowest radiation is selected, since it minimizes the average cost for future destinations to join the tree. Accordingly, T is replaced by adding T d with minimum R d , and the corresponding d is removed from Φ.
The algorithm repeats the above process until all destinations have been added into the tree, i.e., Φ = ∅.
C. Complexity Analysis
The computation complexity of computing the DCLC single paths for a set of destination Φ is bounded by O(|Φ|(k + nlogn)). The computation complexity of computing the radiation of each DCLC single path is bounded by O(k + nlogn). Finding the DCLC single path with minimum radiation takes at most O(|Φ| log |Φ|) times. Thus, the computation complexity of Algorithm 1 is bounded by O (|Φ| log |Φ|(k + nlogn) ). Note that the above analysis is very conservative. In practice, the running time O(|Φ|) is much less than O(n), which makes the computation complexity of Algorithm 1 dominated by O(k + nlogn). In addition, the overall communication complexity is O(m), where m is the buffer size of data packet queue of each node.
D. Further Discussion
While the above algorithm can be implemented by each individual node, it is intrinsically centralized (requiring global information) and thus impractical for real-world implementation. However, it offers useful insights for the development of a distributed scheme. First of all, the essence of the centralized approach is to first learn the probabilities to deliver the data along different paths to different nodes and then decide the optimal multicast tree by striking the balance between cost and delivery probability. This insight stimulates us to develop a distributed scheme to establish an approximate tree based on partial network information only, which can effectively guide the transmission of a data to the destinations. Moreover, while the centralized solution can be adapted to a distributed implementation, it is inefficient in a mobile opportunistic network, since it intends to apply a deterministic transmission strategy in a nondeterministic network by transmitting all data packets via a predetermined tree. In mobile opportunistic networks, even if the optimal routing tree can be computed, it is the "best" only on a statistic basis for a large number of data packets. It is not necessarily the best solution for every individual transmission. Based on the above observation, we develop a distributed online algorithm using optimal stopping theory that makes an efficient decision on every transmission opportunity. When a node meets another node, the former needs to decide whether to transmit a packet to the latter. Such a routing decision is made based on a delay/cost-aware multicast routing metric, which indicates if the latter helps reduce the cost to deliver the packet to its destinations while reaching a desired delivery probability within a given delay budget.
V. DISTRIBUTED ONLINE ALGORITHM
In this section, we develop a distributed scheme to establish an approximate multicast tree which can significantly reduce the computation complexity and effectively guide the transmission of a data packet to each destination with a required delivery probability. The proposed algorithm consists of two components, which, respectively, establish an approximate multicast tree and make appropriate online routing decisions based on optimal stopping rule, as outlined below.
A. Approximate Multicast Tree
It is straightforward to establish an approximate multicast tree. Briefly, each node discovers a set of opportunistic links with its direct neighbors and maintains the corresponding delay distributions. In our implementation, we adopt discrete time slots for constructing approximate delay distributions, where a slot is Δ minutes. The delay distribution of a direct link between Nodes i and j can be represented by a vector [P
where P k ij is the probability that their intermeeting time is greater than (k − 1)Δ and less than kΔ. Such an approximate delay distribution can be built via a trivial online learning algorithm according to historical intermeeting times. The nodes exchange such information when they meet, to learn the remote opportunistic links up to a certain number of hops. Each node can thus employ the heuristic algorithm introduced in Section IV to compute a transmission strategy, i.e., a multicast tree, in a distributed manner according to its best-known knowledge of the network.
Note that for the sake of low-communication overhead and computation complexity, the approach is based on partial network information and, thus, does not guarantee a hard multicast tree. As a matter of fact, it often results in a tree that covers partial destinations only.
B. Online Dynamic Routing
The above algorithm can be implemented in a distributed manner according to its best-known knowledge of the network. However, such an algorithm is essentially an offline solution. It intends to discover an optimal routing strategy based on the network graph, and transmits data according to the strategy. This approach is well accepted in conventional deterministic networks. However, it is inefficient in a mobile opportunistic network, since it intends to apply a deterministic transmission strategy in a nondeterministic network by transmitting all data packets via a predetermined route. In mobile opportunistic networks, the optimal routing strategy is the "best" only on a statistic basis when we consider a large number of data packets. It is not necessarily the best solution for every individual transmission.
For example, assume that under the optimal routing strategy, Node i should transmit data packets to Node j, which is the statistically optimal strategy. But when Node i intends to transmit a particular packet, it might not be able to establish a link with Node j within a delay budget. Therefore, the transmission would fail if it is determined to wait for Node j. Instead, it is obviously favorable to deliver the packet via other nodes it meets opportunistically. In general, Node i may meet a sequence of nodes, similar to a stochastic process. It must make an adaptive, online decision on which communication opportunity should be exploited to deliver the data packet, in order to achieve the optimization goal given in (1) .
Based on the above observation, we propose a distributed online algorithm based on optimal stopping theory. We first present an analysis followed by protocol design.
1) Analysis:
Since we are concerned about the problem of delivering a data packet within a delay budget, we propose a distributed approach based on the stopping rule problem with finite horizon. A stopping rule problem has a finite horizon if there is a known upper bound on the number of stages at which one may stop.
We define X the cost if the data packet is delivered by one node with remaining delay budget (δ − ). We note that {X } are in fact a sequence of independent and identically distributed random variables. Thus, we denote the probability density function of X as f (x). We denote Y = 1 − 1/X as the return that node i can obtain if it deliveres a multicast data to one node at time . More specifically, Y = X · g , where g is the discounted factor capturing the essential idea that further delivery is at the cost of the decrease in the delay budget. We assume Y δ = 0 and Y ∞ = 0, which means that node i wins nothing if it waits until the delay budget expires or forever.
For the DCLC multicasting problem, node i will obtain Y if it deliveres a multicast data to one node at time . Node i may decide to stop at time or to continue to meet other nodes. Therefore, the DCLC multicasting problem can be considered as an optimal stopping problem with an objective to find the optimal stopping time that maximizes the expected return, i.e., *
Before deriving the optimal stopping strategy * , two conditions should be examined in order to guarantee the existence of the optimal stopping strategy [57] .
Lemma 1: The first condition is satisfied as E[inf Y ] > −∞.
Proof:
Lemma 2: The second condition is satisfied as
Lemmas 1 and 2 show that the existence of an optimal stopping strategy is guaranteed.
We define Z as the maximum return node i can obtain if it delivers a data packet at time . At , we compare the return for stopping, namely Y , with the return we expect to be able to get by continuing and using the optimal rule for time slots + 1 through δ, which at time slot is E(Z +1 (Y +1 )), i.e.,
From (8), we can see that E(Z +1 (Y +1 )) serves as a threshold in the sense that if Y is above the threshold, it is optimal for the node to deliver the data packet. We define the threshold at time slot as
and then, we can obtain the optimal stopping strategy of the DCLC multicasting problem as follows. Theorem 1: For the DCLC multicasting problem, it is optimal for the node to deliver the data packet if the following condition is satisfied at :
Theorem 2: For the DCLC multicasting problem, the threshold of the optimal stopping strategy is given by
xf(x)dx (12) . . .
Proof: We know that Y δ = 0, then according to (9), we get ρ * δ = 0. Then, we have Y δ ≥ ρ * δ . According to (9), we can obtain
Combining (11) and (12), we can next compute {ρ
=0 by the backward induction as
Corollary 1: For the DCLC multicasting problem, the threshold of the optimal stopping strategy are monotonically nonincreasing in , i.e.,
Proof: First of all, according to (11) and (12), we have ρ * −1 ≥ ρ * . Then we can have
By induction, we conclude that ρ *
2) Protocol Design: To facilitate our discussion, we assume that each multicast data packet is associated with a descriptive metadata, which includes a source (i.e., s), a set of multicast destinations (i.e., Φ) and a sequence number (i.e., q).
After the packet is created by the source, it will be transmitted to a set of intermediate nodes based on the routing scheme to be introduced below. Each node carries a responsibility to deliver the packet to a subset of destinations. For example, let us assume forward data packet to node j; 4:
forward data packet to node j; 7:
forward data packet to node j; 10:
Node i currently holds a multicast packet. It is responsible to deliver the packet to a set of destinations, Φ i ⊆ Φ. Initially, Φ i = Φ if Node i is the source, and Φ i = ∅ for all other nodes. Let T i (Φ i , ) denote the multicast tree at Node i that intends to cover the destinations in Φ i at time . It is built according to the algorithm discussed in Section V-A. The cost of the tree is denoted by
satisfies the constraint that Pr{τ
is simply the sum of all link costs. Otherwise, the cost is set to be infinity. In other words, we have
where C l is the cost of an opportunistic link l ∈ T i (Φ i , ), which is set to 1 for simplicity in our implementation. Since communication opportunity is low, transmission is often between two nodes only. If more than two nodes are within communication range, we assume an underlying medium access control protocol (e.g., IEEE 802.11) that randomly selects one node as the sender and another as the receiver. Therefore, we focus on the scenario where Node i transmits a data packet to Node j in the following discussion.
When Node i meets Node j, the former instructs the latter to compute a multicast tree, aiming to cover the destination set Φ i . Node j may or may not be able to cover the entire Φ i . Let T j (Φ j , ) denote the tree constructed by Node j at time , where
According to Theorem 1, Node i transmits the packet to Node j, if and only if the following condition is satisfied:
The above condition indicates that the cost can be reduced by splitting the delivery responsibilities between Nodes i and j. If Node i does transmit the packet to Node j, it updates its destination set to be
Node i stops transmitting the multicast packet when either Φ i = ∅ or the delay budget expires. We summarize the algorithm in Algorithm 2.
3) Complexity Analysis:
Since the algorithm runs online, we only need to focus on the compuation complexity at each time step. The computation complexity at each time slot is the same as that of Algorithm 1, i.e., bounded by O(k + nlogn). In addition, the overall communication complexity is O(m), where m is the buffer size of data packet queue of each node.
4) Further Discussion:
A key advantage of the online algorithm is to exploit nondeterministic communication opportunities. This is in a sharp contrast to the centralized algorithm that relies on a precomputed static routing tree. In mobile opportunistic networks, the optimal routing tree is the "best" only on a statistic basis when we consider a large number of data packets. It is not necessarily the best solution for every individual transmission.
VI. SIMULATION RESULTS
Extensive simulations are carried out to learn the performance trend of the proposed algorithms under various network settings. The simulation results are obtained under real-world traces and random walk mobility model. Each simulation with a delay constraint is repeated 100 times with a random source node and a fixed number of randomly selected destinations for statistical convergence. The desired delivery probability is 0.8.
We use the following metrics to evaluate the performance of our proposed schemes: 1) cost, i.e., the average number of hops used for each destination to receive a data packet; 2) delivery ratio, i.e., the ratio of the number of delivered packets to the total number of packets generated; 3) success rate, i.e., the ratio of multicast jobs that meet the delay constraints to the total number of multicast jobs; 4) delay, i.e., the average delay for a destination to receive a data packet.
A. Simulation Under DieselNet Trace
We have evaluated our proposed schemes under several realworld traces. Fig. 4 shows the results based on DieselNet trace [58] , which comprises 33 buses, serving an area of approximately 150 square miles. Fig. 4 shows the simulation results of different schemes, including "Direct Delivery," where a data packet is only delivered from the source to the destinations directly; "Epidemic," where data packets are transmitted to the destinations via epidemic routing [59] ; "Social-Aware" multicast [38] , which selects relays according to social-based metrics for forwarding data to the destinations, and "Centralized" and "Distributed," which that stand for the proposed centralized and distributed schemes, respectively. Under the centralized algorithm, each source collects network information to compute a multicast tree. Note that the queue size is set to be infinite.
As illustrated in the Fig. 4 , Epidemic outperformes others. On the other hand, Direct Delivery performs the worst, since data packet is delivered only when two nodes meet. The proposed distributed algorithm performs better than Centralized and Social-Aware. Fig. 4(a) shows that it achieves significantly lower cost than other schemes. More specifically, its average cost is 72% of that of Social-Aware and 85% of that of the centralized algorithm. Although it appears antiintuitive to observe the lower performance of the centralized scheme, it is actually reasonable, since the centralized solution intends to apply a deterministic transmission strategy in a nondeterministic network by delivering all data packets via a predetermined tree. This is inefficient in a mobile opportunistic network. As shown in Fig. 4(b) , the distributed algorithm shows 22% increase in overall delivery ratio compared with the centralized algorithm and 27% increase compared with Social-Aware. Similar results are illustrated in Fig. 4(c) in terms of delay. The distributed algorithm shows over 14% decrease compared with the centralized algorithm and Social-Aware. Fig. 5 illustrates the performance of the proposed distributed online algorithm under different delay budgets. Increasing the delay budget results in more aggressively attempted transmissions, including longer paths, thus leading to higher average cost. At the same time, the delivery ratio and delay naturally increase with larger delay budget. However, when the delay budget is sufficiently large (e.g., larger than three days in these simulations), there are more options of data delivery paths. As a result, the algorithm is able to choose the ones with lower cost. Accordingly, the overall cost decreases. In addition, higher probability threshold γ generally results in higher cost, delay, and average delivery ratio, because it enforces the nodes to adopt more aggressive approaches for data delivery. However, we would like to point out that the success rate (i.e., the faction of multicast jobs that meet the delay requirements) decreases when γ increases, as shown in Fig. 5(d) . This is because it becomes more difficult to achieve Pr{τ d X ≤ δ} ≥ γ ∀d ∈ Φ, when γ is large. Fig. 6 illustrates the results when we vary the size of destination set with fixed delay budget of five days. In general, it is more challenging to achieve a delay-constrained multicasting for a larger destination set, thus leading to higher cost and longer delay. At the same time, the average delivery ratio and success rate both decrease, as shown in the figure.
B. Simulation Under Random Walk Mobility Model
Besides the above results based on traces, we have carried out simulations under random walk mobility model, which enables convenient study of performance trend with the variation of several network parameters. More specifically, the network is deployed in an area of 20 × 20. The default network parameters include a network of 100 nodes and a generation rate of 0.02 [or one packet per 50 time units (minutes)] per node.
In an opportunistic mobile network, the communication capacity highly depends on the meeting opportunities among mobile nodes. As shown in Fig. 7(a) , the delivery ratio grows with the increase of network density, because the nodes have more opportunities to meet each other and exchange their packets. The impact of traffic load is illustrated in Fig. 7(b) . While the delivery ratio keeps stable at the beginning under all schemes, it starts to drop when the generation rate exceeds 0.03. In general, with a higher packet generation rate, the overall traffic load increases, resulting in more frequent data overflow and, consequently, lower delivery ratio. Fig. 7(c) shows that a higher delivery ratio is achieved with the increase of queue size, because more packets can be kept in the queue until they are delivered. Note that due to given constraints on nodal queue size, the excessive redundancy created, and therefore, the performance of Epidemic is worse than the proposed Distributed, Centralized, and Social-Aware schemes.
VII. PROTOTYPE AND EXPERIMENT
To demonstrate the feasibility and efficiency of the proposed algorithms and to gain useful empirical insights, we have carried out a testbed experiment using off-the-shelf Nexus tablets. In this section, we first introduce our testbed setup and then present experimental results.
A. Prototype and Testbed Setup
The experiment is carried out under a mobile social network setting that involves 37 volunteers including faculty members, senior Ph.D. students (who do not have classes), and graduate students at the M.S. level (who go to classrooms regularly). A mobile social network is often created for a local community where the participants have frequent interactions, e.g., people living in a neighborhood, students studying at a college, or tourists visiting an archaeological site. It exploits Bluetooth and WiFi connections to form a sparse ad hoc network to support social networking. This is in a sharp contrast to web-based online social networks that rely on Internet infrastructure (including cellular systems) for communication.
The volunteers in this experiment have arbitrary and diverse mobilities. Every volunteer carries a Nexus 7 tablet at the campus [a photo of the tablets used in the experiment and the volunteers' campus map are illustrated in Fig. 8(a) and (b) , where the red human torsos represent that the volunteers visit the buildings frequently], which is powered by Android 4.4 KitKat. The mobile nodes communicate with each other via WiFi Direct as shown in Fig. 8(c) . More specifically, WiFi Direct allows WiFi devices to connect to each other and form groups. WiFi Direct essentially embeds a software access point ("Soft AP,") into any device that must support Direct to act as a Group Owner [60] , and the other devices, including non WiFi Direct enabled devices connect to Group Owner as clients. Note that if a device which has been in one WiFi Direct group intends to communicate with another device to form a new group, it needs to quit the former group before joining the new one. The study of multigroup communication is still on the way and out of the scope of our paper. In order to save power, a service is created which runs on background to adaptively adjust the scanning frequency. The default scanning interval is set to ten min during night and one min during daytime. A node generates 24 multicast events everyday with delay budgets randomly distributed between 0.5 to 5 days. Note that some applications in mobile opportunistic networks may tolerate long delay such as delivering used car deals. Since each tablet has 16 GB internal storage adequate to keep large amounts of experimental data, the queue size is set to be sufficient to hold as many packets as possible. The number of destinations and the destination nodes for each multicast is randomly selected. The experiment had run for 21 days, starting from Tuesday 11:00 A.M. in the first week to Tuesday 1:00 P.M. in the third week. The first week is used as a warm-up period for nodes to accumulate network information.
B. Experimental Results
In order to facilitate a fair comparison between different schemes, they should be tested under the same nodal mobility. However, it is obviously impractical to run multiple schemes simultaneously. Thus, we opt to run the distributed scheme in the experiment. At the same time, we extract the implementation codes and detailed mobility trace from the experiment, and run other algorithms based on the trace for performance comparison. Fig. 9 compares the performance of different schemes, which demonstrate a similar trend as the simulation results in Fig. 4 . As illustrated in the figure, Epidemic outperformes others, because each node can hold as many packets as possbile in the experiment; thus, the overflow of queue size can be negligible. On the other hand, Direct Delivery performs the worst, since data packet is delivered only when two nodes meet. Epidemic and Direct Delivery serve as two bounds for performance evaluation. The proposed distributed algorithm performs better than Centralized and Social-Aware. Fig. 9(a) shows it achieves significantly lower cost than other schemes. We observe the lower performance of the centralized scheme. As discussed earlier, the centralized solution intends to apply a deterministic transmission strategy in a nondeterministic network by delivering all data packets via a predetermined tree. This is inefficient in a mobile opportunistic network. As shown in Fig. 9(b) , the distributed algorithm shows higher overall delivery ratio compared with the centralized algorithm and Social-Aware. Similar results are illustrated in Fig. 9 (c) in terms of delay. The distributed algorithm shows over 20% decrease compared with the centralized algorithm and Social-Aware. Fig. 10(a) -(c) depict the performance variation among different days. In general, there are more communication opportunities during weekdays than weekends, due to the lower interactive activities between students and faculty on Saturday and Sunday. As a result, more packets are received during weekdays than weekends. The packets generated in weekends have longer delay compared with those in weekdays. The delay of packets generated on Friday is also high because no classes are scheduled on Friday afternoon and many offices are closed after 1:00 P.M. In addition, the cost is also lower during weekends, because nodal interaction is limited on weekends, and thus, packet delivery largely relies on direct delivery (where the source and destination are closely located). On weekdays, nodes meet more frequently, yielding more communication opportunities. Therefore, more packets are delivered, and many of them possibly go through multiple hops to reach their destinations. Fig. 10(d)-(f) further zoom in to show the results in each hour of a day. Delivery ratio is high during daytime and low at night, which again shows the packet delivery heavily depends on nodal mobility. Before 8:00 A.M., the data delivery rate is very low, largely limited to nodes in the same dormitory. After that, the nodal interaction increases, naturally resulting in more delivered data. The data delivery gradually decreases after evening. Likewise, as shown in Fig. 10(f) , the daytime delay is generally shorter than that at night, if packets are generated at night from 22:00 to 8:00, they are expected to experience longer latency since few communication opportunities are available until 8:00. On the contrary, packets generated during daytime can often be delivered more promptly. In Fig. 10(d) , the cost during night is generally lower than during the day. It is because only direct delivery is possible during night. In the daytime, the average cost is generally higher due to multihop transmissions.
The cost, delivery ratio and delay distributions are illustrated in Fig. 10(g)-(i) . In general, the performance of different multicast packets varies due to the randomness in nodal mobility. As can be seen, more than 65% packets reach destinations within 8 hr, and all packets are delivered within four hops.
VIII. CONCLUSION
In this paper, we have studied the problem of DCLC multicasting in mobile opportunistic networks. We have formally formulated the problem. Given its NP-hardness, we have first introduced a centralized heuristic algorithm that aims to discover a tree for multicasting, in order to meet the delay constraint and achieve low communication cost. Based on the observation that the centralized approach intends to apply a deterministic transmission strategy in a nondeterministic network by delivering all data packets via a predetermined tree, we have proved that the DCLC multicast problem can be formulated as an optimal stopping problem and developed a distributed online algorithm that makes an efficient decision on every transmission opportunity. Simulation results have been obtained under DieselNet trace and random walk mobility model to study scalability and performance trend. Moreover, to demonstrate the feasibility and efficiency of the proposed scheme, we have prototyped the proposed distributed online multicast algorithm using Nexus tablets and conducted an experiment that involved 37 volunteers that lasted 21 days.
