In this paper, we propose a novel technique for inferring the distribution of application classes present in the aggregated traffic flows between endpoints, which exploits both the statistics of the traffic flows, and the spatial distribution of those flows across the network. Our method employs a two-step supervised model, where the bootstrapping step provides initial (inaccurate) inference on the traffic application classes, and the graph-based calibration step adjusts the initial inference through the collective spatial traffic distribution. In evaluations using real traffic flow measurements from a large ISP, we show how our method can accurately classify application types within aggregate traffic between endpoints, even without the knowledge of ports and other traffic features. While the bootstrap estimate classifies the aggregates with 80% accuracy, incorporating spatial distributions through calibration increases the accuracy to 92%, i.e., roughly halving the number of errors.
INTRODUCTION
Accurate application inference is a prerequisite for many network management tasks, such as QoS, accounting and anomaly detection, etc. Service providers commonly infer application classes by means of traffic flow measurements provided by routers. Using either rule-based or machine learning based approaches [1, 2] , application classes are commonly attributed to flow records on the basis of the reported TCP/UDP port numbers, sometimes in conjunction with traffic features such as total packets, bytes, duration, or combinations thereof. However, the performance of such approaches often degrades when these flow measurements are either inaccurate or incomplete. For example, well-known ports may be mis-used or abused by other applications (e.g., some peer-to-peer applications use TCP port 80 to circumvent firewalls). In some cases, UDP/TCP ports and some or all other transport header information may even be absent from flow records, either because they are offset within the packet by encapsulation protocols and thus not reported (for example with GRE), or because they are obscured by encryption (such as by IPSec).
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Copyright is held by the author/owner(s). SIGMETRICS'10, June 14-18, 2010, New York, New York, USA. ACM 978-1-4503-0038-4/10/06. proach to application identification that can function with only what we term the basic flow features that are reported in flow records: source and destination IP addresses, as well as aggregate flow statistics of number of packets, their total bytes, and flow duration. To achieve better accuracy in this scenario, in this paper, we propose a machine learning approach to classify application traffic based upon both the traffic features and the spatial features of the traffic disposition. Such idea is inspired by the observation that the statistics of spatial features of the network flows of a given application, as characterized e.g., by the distribution of the number of different endpoints exchanging traffic with a given endpoint, depend strongly on the application class [3, 4] . Datasets. The datasets used for our study are network flow records from a large ISP over the time period of a year. Flow measurements comprise summary statistics that aggregate information derived from a flow's packet headers (including the key, aggregate packet and byte counts for the flow, and timing information) that are exported as IP flow records to a collector. The flow records are collected by special purpose traffic measurement devices operating at two geographically dispersed sites of the ISP. The datasets contain flow records from approximately 40,000 ISP network endpoints gathered at two sites, representing several hundred Terabytes of network traffic. Serving as the ground truth for both training and testing purposes, the flow records in the dataset are annotated with 12 broad "application class" labels 1 , which are then used to define edge types 2 , i.e., the dominant application between two endpoints.
METHODOLOGY
We formally define the application inference problem using both the spatial disposition of traffic between endpoints and the traffic statistics as follows. Let xij := {x
ij } be a set of m attributes associated with each edge eij (between two endpoints i and j). We assume that each edge eij ∈ E belongs to one of K pre-defined types (i.e., application classes), C k , 1 ≤ k ≤ K (with K = 12). However, which class eij belongs to is unknown and to be determined. Let L : E → {C k , 1 ≤ k ≤ K} denote the edge type mapping, L(eij) = C k for some k. Then our goal is to infer this edge type mapping L, given the collection of the edge attribute sets, {xij : eij ∈ E}, and the spatial distribution of edges. To solve this problem, we assume a supervised ma-1 These 12 application classes are: Business, Chat, DNS, FTP, FileSharing, Games, Mail, Multimedia, NetNews, SecurityThreat, VoIP, Web. Details of these application classes and flow-level features are presented in [4] . 2 An edge is defined as all the traffic between two endpoints during the observation period. In this paper, we assume each edge corresponds to only one application classes, which covers more than 99.5% of the cases in our study. In this paper, we propose a streamlined variant of the iterative classical collective classification algorithm [5] , which we call the two-step model. The first step, referred to as bootstrapping, treats edges as i.i.d. and infers edge types according to only the traffic attributes xij associated with each edge, regardless of any spatial disposition information of the edges. The initial labeling from the bootstrapping step isL0(eij ) := f0(xij). Bootstrapping provides us with the initial labels for all edges, though the accuracy of these labels depend on the available traffic information in different application scenarios and hence can be inaccurate in certain situations.
The second step, referred to as graph-based calibration or calibration in short, incorporates the inherent neighborhood and local properties of the edges in TAG to calibrate (re-enforce or re-label) the initial edge labeling provided by the bootstrapping step. For example, given an edge labeled as Games and all the neighborhood edges labeled as Web, the calibration step may change the edge label to Web according to the clustering rule learned from the training data. In addition, other rules describing the attractive/repulsive relationship between heterogeneous application classes can also be employed by the calibration process to revise the initial labeling (details are discussed in [4] ). The calibration process is expressed asL(eij ) := f1
. Therefore, the edge type mapping from the proposed model is expressed as a combination of the bootstrapping step and the calibration step 3 .
Implementation of the two-step model. Both f0 and f1 are trained using Adaboost algorithm with decision stumps as the weak learners 4 . f0 employs the available flow features associated with the edges, depending on the specific application scenarios. Given the fact that an edge may have an unbounded number of neighborhood edges connected to the end nodes, we encode the neighborhood information as histograms, i.e., the percentage of edges connected to each end host that are labeled as C k , which are used as the features for f1. Two additional features used by f1 are the degrees of the two end hosts of each edge.
EXPERIMENTAL RESULTS
Our evaluation uses only basic features from the flow records, namely, IP addresses, flow packets, bytes and duration. In particular, there are no fields related to the transport layer, such as protocol, port numbers or ToS bytes. The edge features derived from the basic features for the bootstrapping step are in Table 1 , which simulate the available features in the scenario of classifying portobfuscated traffic, e.g., IPv6 tunneling or IPSec. Accuracy and Stability. We evaluate the accuracy and stability of our method using a training dataset from 05/03/2008 10-11AM and four one-hour datasets for testing, which are 2 days, 1 week, 1 month and 1 year later from the time when the training data is collected, respectively. We also use a one-hour dataset collected at the second site with a one-month gap between the training data and the test data. We note that all the test datasets are from 6-7PM of the corresponding day. The results are displayed in Fig. 1 .
We first observe that the bootstrapping step is very stable across time and space. Within one month time period at the same site, the calibration process consistently reduces the error rate by 50% and boosts the accuracy from around 80% to above 90%. The calibration step still reduces significantly the error rate (by nearly 30%) after one year time period or at the second site. Per-class Accuracy. Fig. 2 displays the F1 scores for different traffic classes when a one-day dataset is used for training the calibration step. Obviously, the F1 scores are increased for all the traffic classes after calibration. This indicates that the enhancement of the overall accuracy is attributed to a universal accuracy increase of all traffic classes. Even when the F1 scores are low or close to zero for certain classes before calibration, such as Chat and FTP, the calibration step can still improve the per-class F1 scores significantly.
CONCLUSIONS
In this paper, we proposed a two-step supervised model for solving the application inference problem. The bootstrapping step provides initial labels of the edges based purely on available traffic statistics and the graph-based calibration step utilizes inherent neighborhood properties of edges to correct the initial labels to achieve a much better accuracy. We evaluated our approach using flow records from a large ISP network. In the application scenario of classifying the port-obfuscated traffic, the calibration step consistently reduced the error rate from the bootstrapping step by 50%.
