We observe that on the level of derived categories, representations of the Lie algebra of a semisimple algebraic group over a field of characteristic p > 2h − 2 (where h is the Coxeter number), with a given (generalized) central character are the same as the coherent sheaves on Springer fibers.
References 28 0. Introduction g-modules and D-modules. We are interested in representations of a Lie algebra g of a (simply connected) semisimple algebraic group G over a field k of positive characteristic. In order to relate g-modules and D-modules on the flag variety B we use the sheaf D B of "crystalline" differential operators (differential operators without divided powers)
The basic observation is a version of a Beilinson-Bernstein localization [BB] in positive characteristic. The center of the enveloping algebra U(g) contains the "Harish-Chandra part" Z HC def = U(g) G which is familiar from characteristic zero. U(g)-modules where Z HC acts by the same character as on the trivial g-module k are modules over the central reduction U 0 def = U(g)⊗ Z HC k. Abelian categories of U 0 -modules and of D B -modules are quite different. However, their bounded derived categories are canonically equivalent if the characteristic p of the base field k is sufficiently large, say, p > 2h − 2 for the Coxeter number h (theorem 3.2). D-modules and coherent sheaves. However, the sheaf D X of crystalline differential operators on a smooth variety X over k has a non-trivial center, canonically identified with the sheaf of functions on the Frobenius twist T * X (1) of the cotangent bundle (lemma 1.3.3).
Moreover D X is an Azumaya algebra over T * X (1) (theorem 2.2.4). Now, any closed subscheme Y of T * X defines a closed subscheme Y (1) of T * X (1) , and the restriction D X |Y (1) is an Azumaya algebra.
If X = G one recovers the well-known fact that the center of U(g) also has the "p-part" Z p = O(g * (1) ), the functions on the Frobenius twist of the dual of the Lie algebra. So, any χ ∈ g * defines a further central reduction U 0 χ def = U 0 ⊗ O(g * (1) ) k χ (1) . The study of irreducible g-modules reduces readily to the study of U 0 χ -modules for nilpotent χ ∈ g * ( [Ja] ). So let us fix a nilpotent χ and let B χ ⊆ T * B be the corresponding Springer fiber (the fiber at χ of the moment map for the action of G on T * B).
The second main observation is that the Azumaya algebra D X splits on the formal neighborhood B χ of the Springer fiber in the cotangent bundle, so the category of D B -modules is equivalent to the category of coherent sheaves (theorem 5.0.5). Together with the localization, this provides an equivalence of derived categories of U 0 -modules with a generalized Z p -character χ, and of coherent sheaves on T * B (1) supported on the Springer fiber B χ (1) .
Representations.
A representation theoretic consequence is the count of irreducible U 0 χmodules (theorem 5.2.2). This was known previously when χ is regular nilpotent in a Levi factor ( [FP] ), and the general case was conjectured by Lusztig ([Lu1] , [Lu] ). More precisely, there is a canonical isomorphism of Grothendieck groups of U 0 χ and of the Springer fiber B χ , and the last term is well understood. 0.0.1. Sections 1 and 2 deal with algebras of differential operators D X . Equivalence D b (mod f g (U 0 )) ∼ = − → D b (mod(D B )) is proved in §3. In §4 we specialize the equivalence to objects with the χ-action of the p-center Z p . In §5 we relate D-modules with the χ-action of Z p , to O-modules on the Springer fiber B χ . 0.0.2. The origin of this study was a suggestion of Jim Humphreys that the representation theory of U 0 χ should be related to geometry of the Springer fiber B χ . This was later supported by the work of Lusztig [Lu] and Jantzen [Ja1] , and [MR] . 0.0.3. We would like to thank Vladimir Drinfeld, James Humphreys, Cornelius Pillen, Michael Finkelberg, and Jens Jantzen for various information over the years. 0.0.4. Notation. We consider schemes over an algebraically closed field k of characteristic p > 0. For an affine S-scheme S q → S, we denote q * O S by O S/S , or simply by O S . For a closed subscheme Y⊆X we denote by F N X (Y) the formal neighborhood of Y in X. The inverse image of sheaves is denoted f −1 and for O-modules f * (the direct images are both denoted f * ). We denote by T X and T * X the sheaves of sections of the (co)tangent bundles T X and T * X.
1. Central reductions of the envelope D X of the tangent sheaf
We will describe the center of differential operators (without divided powers) as functions on the Frobenius twist of the cotangent bundle.
1.1. Frobenius twist.
1.1.1. Frobenius twist of a k-scheme. Let X be a scheme over an algebraically closed field k of characteristic p > 0. The Frobenius map of schemes X→X is defined as identity on topological spaces, but the pull-back of functions is the p-th power: Fr * X (f ) = f p for f ∈ O X (1) = O X . The Frobenius twist X (1) of X is the k-scheme that coincides with X as a scheme (i.e. X (1) as a topological space and O X (1) = O X as a sheaf of rings), but with a different k-structure: a ·
(1) f def = a 1/p · f, a ∈ k, f ∈ O X (1) . It makes Frobenius map into a map of k-schemes X Fr X −→ X (1) . We will use the twists to keep track of using Frobenius maps. Since F r X is a bijection on k-points, we will often identify k-points of X and X (1) . Also, since F r X is affine, we may identify sheaves on X with their (F r
1.1.3. Vector spaces. For a k-vector space V , k-scheme V (1) has a natural structure of a vector space over k, with the same kind of a twist a ·
We say that a map β : V →W between k-vector spaces is p-linear if it is additive and β(a · v) = a p · β(v), this is the same as a linear map V (1) →W . The canonical isomorphism of vector spaces (V * ) (1) ∼ = − →(V (1) ) * is given by α→α p for α p (v) def =α(v) p (V * (1) = V * as a set and (V (1) ) * consists of all p-linear β : V →k). For a smooth X, canonical k-isomorphisms T * (X (1) ) = [T * X] (1) and [T (X)] (1) ∼ = − →[T (X (1) )] are obtained from definitions.
1.2. The ring of "crystalline" differential operators D X . Assume that X is a smooth variety. The enveloping algebra D X = U O X (T X ) of the tangent Lie algebroid T X is generated by the algebra of functions O X , O X -module of vector fields T X , and the commu-
In terms of a local frame ∂ i of vector fields, D X = ⊕ I O X ·∂ I . The action of T X on O X extends to a D X -action which is not faithful. (This action provides a map from D X to the "true" differential operators D X ⊆ End k (O X ).)
Due to the absence of divided powers of vector fields in D X , for any closed subscheme Y ⊆ X, D X acts on the structure sheaf O X Y of the Frobenius neighborhood. This is a quotient of O X by the ideal I X Y ⊆ O X and T X preserves the ideal since it kills its generators -the p th -powers of functions in the ideal I Y .
1.3. The difference ι of p th power maps on vector fields. For any vector field ∂ ∈ T X , ∂ p ∈ D X acts on functions as another vector field which one denotes ∂ [p] . Then
As ι is p-linear, we consider it as a linear map ι : T X (1) →D X .
Next, by moving ∂'s to the right we get (x k+1 ∂) p = ⊕ 1≤ρ≤p c ρ (x)∂ ρ . The highest coefficient c p is obviously (x k+1 ) p . The above calculation for i = 1 shows that
1.3.2. Since X is smooth, any point a has a Zariski neighborhood with "coordinates at a" x 1 , ..., x n (i.e., functions such that dx i 's form a frame of T * X and x i (a) = 0). The dual frame ∂ 1 , ..., ∂ n of T X is characterized by ∂ i (x j ) = δ ij . 
Corollary. (a) In the presence of local coordinates:
, and therefore ι(f ∂) = f p ι(∂).
Proof. The claim is local, so we can use local coordinates x i and the corresponding vector fields ∂ i . Now observe that: (1) Fr X −1 O X (1) ⊆O X is the subsheaf generated by all f p , f ∈ O X , so it is killed by vector fields and therefore it lies in the center of D X = ⊕ I O X ∂ I , (2) similarly, ι(∂ i ) = ∂ i p kills functions, hence lies in the center of D X . This shows that ι : T X (1) → Z[D X ], and the 1.3.2b shows that ι extends to a map of O X (1) -algebras
The injectivity is clear since ∂ i → ∂ p i . The rest is standard. If d = f I ·∂ I ∈ D X commutes with functions then 0 = [x k , d] = I k ·f I ·∂ I−e k shows that for each I and k one has I k ·f I = 0, and therefore f I = 0 implies that I k is divisible by p. If d commutes with ∂ i 's then coefficients f I are p th powers. To see that we can replace X by the formal neighborhood of a point, then d = I c I,J x I ∂ J and the calculation is "symmetric" to the first one.
1.3.4. The p-center of enveloping algebras. If g is the Lie algebra of an algebraic group G over k then O(g * (1) ) ιg ֒→ Z[U(g)]. This is well known and contained in the lemma 1.3.3: left invariant functions on T * G (1) lie in the center of left invariant differential operators on G. The embedding O(g * (1) ) ιg ֒→ Z[U(g)] can again be described in terms of the restriction of the operation ∂ → ∂ [p] to a "p-power operation" on g (= left invariant vector fields). The image is denoted Z p (the "p-part" of the center). ¿From the construction of Z p we see that if G acts on a smooth variety X then g→ Γ(X, T X ) extends to U(g)→ Γ(X, D X ) and the constant sheaf (Z p ) X = O(g * (1) ) X is mapped into the center Z X = O T * X (1) . The last map comes from the moment map T * X→ g * .
Any χ ∈ g * defines a point χ of g * (1) and a central reduction u χ (g) def = U(g)⊗ Zp k χ .
1.4. Central reductions. For any closed subscheme Y⊆T * X one can restrict D X to
1.4.1. Restriction to the Frobenius neighborhood of a subscheme of X. A closed subscheme Y ֒→X gives a subscheme T * X|Y ⊆T * X, and the corresponding central reduction
is just the restriction of D X to the Frobenius neighborhood of Y , or alternatively, the enveloping algebra of the restriction T X |X Y of the Lie algebroid T X . Locally, it is of the form ⊕ I O X Y ∂ I . As a quotient of D X it is obtained by imposing f p = 0 for f ∈ I Y . One can say that the reason we can restrict Lie algebroid T X to the Frobenius neighborhood X Y is that for vector fields (hence also for D X ), the subscheme X Y behaves as an open subvariety of X.
A section ω of T * X over Y gives ω(Y )⊆ T * X|Y , and a further reduction
1.4.2. The "small" differential operators D X,0 . When Y is the zero section of T * X (i.e., X = Y and ω = 0), we get the algebra D X,0 by imposing in D X the relation ι∂ = 0, i.e., ∂ p = ∂ [p] , ∂ ∈ T X (in local coordinates ∂ i p = 0). The action of D X on O X factors thru D X,0 since ∂ p and ∂ [p] act the same on O X . Actually, D 0 is the image of the canonical map D X →D X from 1.2 (see 2.2.5).
Azumaya property of
Proof. The problem is local so assume that X has coordinates x i . Then D X = ⊕ O X ∂ I and
In local coordinates at a, 1.4.1 says D X,ζ = ⊕ I,J∈{0,1,...,p−1} n x J ∂ I , with x p i = 0 and ∂ p i = ω, ∂ i p .
2.2.1. If we identify the k-points of X and X (1) then we can think of a as a point in X and ζ as a point of T * ,1 X. This gives a D X -module δ a
2.2.2. Lemma. Central reductions of D X to points of T * X (1) are matrix algebras:
Proof. Let x 1 , ..., x n be local coordinates at a. Near a, D X = ⊕ I∈{0,...,p−1} n ∂ I ·A X , hence δ ζ = ⊕ I∈{0,...,p−1} n k∂ I . Since x i (a) = 0,
Irreducibility of δ ω a is now standard -x i 's act on polynomials in ∂ i 's by derivations, so for 0 = P = I∈{0,...,p−1} n c I ∂ I ∈ δ ζ and a maximal K with c K = 0, x K ·P is a non-zero scalar. Now multiply with ∂ I 's to get all of δ ζ . So δ ζ is an irreducible D X,ζ -module and dim D X,ζ = p 2 dim(X) = (dim δ ζ ) 2 .
2.2.3. Proposition. (Splitting of D X on T * ,1 X.) Consider D X as an A X -module (D X ) A X via the right multiplication. The left multiplication by D X and the right multiplication by A X give an isomorphism
So, both sides are vector bundles over T * ,1 X = Spec(A X ), and it suffices to check that the map is an isomorphism on fibers. However, the restriction of the map to a k-point ζ of T * ,1 X is the action of (D
Proof. One of characterizations of Azumaya algebras is that they are coherent as Omodules and become matrix algebras on a flat cover [MI] . The map T * ,1 X→T * X (1) is faithfully flat, i.e., a flat cover, since the Frobenius map X→X (1) is for smooth X (it is surjective and on the formal neighborhood of a point it is given by k
). If dim(X) > 0, D X is not a matrix algebra since locally it has no zero-divisors (because the same is true for gr(D X ) = O T * X ).
2.2.5.
Splitting on the zero section. A well known observation of Paul Smith says that the small differential operators, i.e., the restriction D X,0 of D X to X (1) ⊆ T * X (1) form a matrix algebra. In the notation above this is the observation that the action map
is an isomorphism by 2.2.2. So Azumaya algebra D X splits on X (1) and F r * X is an equivalence of modules for O X (1) and D X,0 .
Torsors.
A torsor X π − → X for a torus T defines a Lie algebroid T X def = π * (T X ) T with the enveloping algebra D X def = π * (D X ) T . Locally, any trivialization of the torsor splits the exact sequence 0→t→ T X →T X → 0 and gives D X ∼ = D⊗ Ut. So the map of the constant sheaf U(t) X into D X , given by the T -action, is a central embedding and
). Local trivializations again show that this is an isomorphism and that D X is Azumaya algebra on
In this case D λ X is identified with the sheaf L D X of differential operators on sections of the line bundle L associated to χ.
Localization of g-modules to D-modules on the flag variety
This crucial section extends the basic result of [BB] to positive characteristic.
3.1. Statement of results. We define relevant triangulated categories of g-modules and D-modules and the functors between them.
3.1.1. Semisimple group G. Let now G be a semisimple simply-connected algebraic group over k. Let B = T · N be a Borel subgroup with the unipotent radical N and a Cartan subgroup T , and let g, b, t, n be the corresponding Lie algebras. Let Λ⊇ R be the weight and root lattices with the dominant cone Λ + and the cone R + generated by positive roots (i.e., T -roots in n). Let W be the Weyl group N G (T )/T , and W af f def =W ⋉R⊆W ′ af f def =W ⋉Λ be the affine Weyl group and the extended affine Weyl group. We have the standard action of W on Λ, w : λ → w(λ), and the dot-action w : λ → w•λ centered at −ρ where ρ is the half sum of positive roots. Both actions extend to W ′ af f so that µ ∈ Λ acts by the pµ-translation.
Restrictions on the characteristic p.
Let h be the Coxeter number of G, i.e., h = ρ,α 0 + 1 whereα 0 is the longest coroot. Our basic result is obtained under the assumption p > 2h − 2, but some steps are known under weaker assumptions. The notion of a prime which is (very) good for G can be found in [Hu] and [MR1] , we only need a crude observation that 2h − 2 ≥ h, and that any prime p > h is (very) good (see 3.9 in [Hu] and
3.1.4. The "Harish-Chandra center" of U(g). Let now U = Ug be the enveloping algebra of g. The subalgebra of G-invariants Z HC def = (Ug) G is clearly central in Ug. It is described by the Harish-Chandra isomorphism (valid for simply-connected semisimple groups regardless of p, see 9.3 in [Ja] )
We can describe the map (Ug) G → St using a Borel subalgebra b, as the composition 1
3.1.5. Categories of D-modules and Ug-modules. For a quasicoherent O X -algebra A which is a coherent sheaf of rings what?? on a variety X, we denote by mod c (A) the category of coherent (i.e. locally finitely generated) A-modules (we also use notations
is a pro-object in algebra sheaves. By abuse of notation, we denote by mod c (A| Y) the full subcategory of coherent A-modules killed by some power of the ideal sheaf I Y . The following statement is standard.
3.1.6. Lemma. a) The tautological functor identifies the bounded derived category
ii) F is killed by a power of the ideal sheaf I Y , i.e. the tautological arrow I n Y ⊗ O F → F is zero for some n.
iii) The cohomology sheaves of F lie in mod c (A| Y).
1 To see the first inclusion in our setting, we denote for any B-module Y by Y 0 the sheaf of sections of the associated vector bundle on B,
The reason is that the graded version of the sequence gives Γ(B, [S(g)n] 0 )⊆ Γ(B, S(g) 0 ) = S(g), and the subgroup is zero since it consists of functions on g * ( ∼ = g) that vanish on all Borel subalgebras. Therefore,
To see that, use the opposite Borel b − , and identify the equality U (b − ) T = U (t) with [U (g)/U (g)n] T = [U (b)+U (g)n]/U (g)n (N acts trivially on the last term).
Proof. a) The category mod qc (A| Y) of quasi-coherent sheaves of A-modules supported on Y has enough injectives; moreover, they are also injective as objects of the larger category mod qc (A) (this follows from the corresponding statement for sheaves of O modules, since we can get an injective sheaf of A-modules from an injective sheaf of O-modules by coinduction). The statement follows e.g. by [H] , Proposition I.4.8. ??
, so an object of mod c ( D) belongs to mod c (D0) iff it is killed by a power of the augmentation ideal in Ut.
When working with the Lie algebra the natural categories are mod c (U λ )⊆mod c (Uλ)⊆mod c (U), where one considers U as an algebra over Spec(Z HC ) = t * //W and Uλ is the restriction to the formal neighborhoodλ of the image of 
. One can derive Γ D since the category mod c ( D) has enough objects acyclic for the functor of global
, are defined and compatible with the forgetful functors. Since the forgetful functors are exact and Γ has finite homological dimension, the above functors actually lend in the bounded derived categories.
3.2. Theorem. (The main result.) Suppose that p > 2h − 2. Then the global section functors provide equivalences of triangulated categories
(2)
Remark 1. In the characteristic zero case Beilinson-Bernstein ([BB] , see also [Mi] ), proved that the functor of global sections provides an equivalence between the abelian categories mod c (D 0 ) − →mod c (U 0 ). The analogue for crystalline differential operators in characteristic p is evidently false: for any line bundle L on B the line bundle L ⊗p carries a natural structure of a D-module (2.2.5); however R i Γ(L ⊗p ) may certainly be nonzero for i > 0.
(The trouble seems to be that the absence of divided powers makes it too easy to be a D-module.)
However, for a generic λ ∈ t * it is very easy to see that global sections give an equivalence of
Remark 2. The statement of the Theorem does not hold for p < h − 1. Indeed, for any line bundle L the line bundle L p ∼ = F r * (L) carries a structure of a D-module; however, for p < h − 1 we have RΓ(B, O −pα 0 ) = 0, where α 0 is the highest root. To see the latter equality we recall that RΓ(B, O λ ) = 0 if w · λ ∈ Λ + for all w ∈ W (see e.g. [A] , Proposition 2.3, or [Ja0] ); in particular, this happens if λ + ρ is a weight of the standard module with highest weight ρ and λ ∈ W · 0. For a positive root α and 0 < n < α, ρ the weight λ = −nα satisfies this condition because ρ − nα is then a non-extremal weight of the standard submodule under the SL(2) of type α generated by the highest weight vector.
(For G of type A n the Theorem also fails for p = n = h − 1 because RΓ(P n , O(−n)) = 0; this fact was pointed out to us by A. Braverman).
Remark 3. Beilinson had pointed out to us that it may be possible to give an alternative proof of the Theorem by adapting the method of [BD] , of expressing the homology of a Borel subalgebra with coefficients in the global sections of a D-module through the stalk at the corresponding point.
3.2.1. The strategy of the proof of Theorem 3.2. First we observe that the functor RΓ D :
] has a left adjoint (the localization functor L∆), and that they exchange U 0 and D. Now comes the main step: D generates D b (mod c (D)). As a consequence we find the remaining fact: U 0 generates D b [mod c (U 0 )] (i.e., U 0 has finite homological dimension).
3.3. The cohomology of D.
3.3.1. Proposition. If p is good, then R >0 Γ(D) = 0 and U 0 ∼ = − →Γ(D).
Proof. D carries an increasing filtration D ≤i by the order of the differential operator; let gr(D) denote the associated graded sheaf. The vanishing of R >0 Γ(D) for i > 0 follows from the same result for gr(D). However, gr(
is zero by [AJ] , Theorem 3.6(a). This also shows that R >0 Γ(D ≤i ) = 0 for i ≥ 0, hence gr(Γ(D))
Consider the standard filtration on Ug, and the induced filtrations on Z HC and U 0 . Then we have gr(Ug) ⊗ gr(
sends a function f ∈ O(N ) to its pull-back under the moment map T * B → N . The latter is an isomorphism since the fibers are connected and N is normal for p > h (see [Hu] 6.5), therefore gr(U 0 )
and it is immediate to see that the constructed isomorphism coincides with the map induced by functoriality of RΓ.
3.4. Generators of D b (mod c (D)). We will say that a set of objects S in a Karoubian triangulated category C, "K-generates C" (i.e., generates as a Karoubian triangulated category), if C has no proper strictly full triangulated Karoubian subcategories containing S; in other words, if any object of C can be obtained from ones in S by operations of taking cones and direct summands. Proof. In (a) we start with an exact triangle in D − (A), P ≥n → F → P <n → P ≥n [1]. The finiteness of homological dimension gives Hom(F , P <n ) = 0 for n << 0. Therefore, P ≥n [1] is a cone of a zero map, hence
follows -a standard argument shows that any F ∈ D b (A) is represented by a bounded above complex P of objects in B.
3.4.6. Lemma. For a smooth projective variety
Proof. This is a particular case of 3.4.5b since any coherent D-module is a quotient of D ⊗ O A for some coherent sheaf A.
3.5. Generators of D b (Coh(B) ). The following general result is usually attributed to Kontsevich.
3.5.1. Theorem. Let R be a Noetherian regular ring R, and X ⊂ P n R be a smooth closed subscheme. Then the objects O X (i), −n ≤ i ≤ 0 K-generate D b (Coh(X)).
Proof. Every coherent sheaf is a quotient of a sheaf of the form O X (k) ⊕m for some k, m; so using the Lemma 3.4.5, we deduce from finiteness of the homological dimension of Coh(X) that D b (Coh(X)) is K-generated by the line bundles O X (n). It remains to recall that for all k, the sheaf O P n (k) lies in the triangulated subcategory generated by O P n (i), −n ≤ i ≤ 0. This follows from the exactness of the Koszul complex, let V = R n+1 , then
For a weight λ ∈ Λ let O λ be the corresponding line bundle on B.
3.5.2.
Corollary. There exists a finite subset Λ 0 ⊂ Λ (independent of the base field k), such that the line bundles O λ , λ ∈ Λ 0 , K-generate D b (Coh(B) ).
Remark 4. It is also probably true that for an appropriate finite set Λ 0 the line bundles O λ , λ ∈ Λ 0 , generate D b (Coh(B) ) as a triangulated category (under the operation of taking cones but not direct summands). We neither prove nor use this fact.
3.5.3. Explicit generators for flag varieties. The following choice of generators will provide an effective lower bound on the characteristic of the base field for which our results hold. Let Λ + 0 be the set of all sums i∈J ω j , J⊆ I of fundamental weights ω i , and Λ 0 def = W ·Λ + 0 . Observe that Λ + 0 is the set of minimal representatives of dominant weights with a given stabilizer in the Weyl group: if λ is a dominant weight but not in Λ + 0 , there is a smaller dominant µ (in the sense that 0 (Coh(B) ).
Proof. For S ⊂ Λ let D b (Coh(B) ) S be the Karoubian triangulated subcategory in D b (Coh(B) ) generated by O λ , λ ∈ S. In view of Corollary 3.5.2 it is enough to check that O λ ∈ D b (Coh(B) ) Λ 0 for all λ ∈ Λ. For λ ∈ Λ let conv(λ) be the intersection of the convex hull of the orbit W ·λ with Λ, and let conv 0 (λ) be the complement to W ·λ in conv(λ). It is enough to prove that
If a weight λ is not in Λ 0 , then there are weights µ, ν in the same Weyl chamber w(Λ + ) for some w ∈ W , such that λ = µ + ν while W λ = W µ and ν = 0. and all O µ+η where η runs over weights of V ν different from ν. A standard weight geometry argument shows that for such weights η one has µ + η ∈ conv(λ) but µ + η ∈ W ·λ.
3.6. Combinatorics of weights. As an auxiliary tool, we choose a W -invariant inner product on Λ⊗ Z R.
3.6.1. Lemma. Let µ, ν ∈ Λ be weights such that µ ∈ W •ν and µ ≥ ν (i.e., µ − ν ∈ R + ). Then |µ| ≤ |ν| and |µ| = |ν| implies µ = ν.
where inequality comes from 2ρ·(µ − ν) ≥ 0 for µ − ν ∈ R + , and the last equality from µ ∈ W •ν. So |µ| = |ν| is the same as ρ·(µ − ν) = 0, and since µ − ν ∈ R + it implies µ = ν.
3.6.2. Lemma. conv(W ·ρ) contains J ω j for any J⊆I.
Proof. For K = I\J let ∆ K = ∆ ∩ span Z (K) be the corresponding root subsystem. Its Weyl group W K fixes ∆ + \∆ K while for ρ K = 1 2 0<α∈∆ K ∩∆ + α one has W K w·ρ K = 0. Since ρ I/K = ρ−ρ K is the half sum of ∆ + \∆ K , it is W K -fixed and equals 1
ǰ j; and ρ K ,ǰ ≤ 0 since the angles between simple roots are obtuse, 2ρ K ∈ span Z + (K) and j ∈ K.
So ω i ∈ conv(W ρ), i ∈ I, since conv(W ρ) ∋ 0 and the choice J = {i} shows that conv(W ρ) contains cω i for some c ≥ 1. Now for any J⊆I, conv(W ρ) contains J ω j since it contains J c j ω j with c j ≥ 1 and also −ω j for j ∈ J (since −ρ ∈ W ρ).
3.6.3. Let P be the set of all primes p such that µ, ν ∈ conv(W ·ρ) and ν ∈ W af f •µ implies ν ∈ W •µ.
3.6.4. Sublemma. For λ ∈ Λ let W λ be the set of weights in the standard G-module V λ with extremal weight λ. If ν ∈ W λ and w ∈ W is such that w•ν lies in the dominant cone C − ρ centered at −ρ, then again w•ν ∈ W λ .
Proof. Among all v ∈ W with v•ν = w•ν, choose one with the shortest length and let v = s i l · · ·s i 1 be a reduced expression. Then ν p def = s i l · · ·s i 1 •ν, 0 ≤ p ≤ l, satisfy ν p−1 < ν p = s ip ν p−1 in the standard partial order on weights. So it remains to observe that if i is a simple root and ν is a weight such that s i •ν ≥ ν, then s i •ν lies on the segment [ν,
3.6.5. Lemma. P contains all p ≥ 2h − 2.
Proof. A point ν in C − ρ lies in the fundamental alcove A if 0 ≤ α, ν + ρ ≤ p for the longest positive corootα. The last condition is satisfied by ν = ρ exactly when p ≥ 2h − 2, and then it is satisfied for all ν ∈ conv(W ·ρ). So, for p ≥ 2h − 2 the intersection conv(W ·ρ) ∩ (C − ρ) lies in A.
Let µ, ν ∈ conv(W ·ρ) and ν ∈ W af f •µ. For some w, y ∈ W one has w•µ, y•ν ∈ C − ρ. By the sublemma 3.6.4 they actually lie in conv(W ·ρ) ∩ (C − ρ), hence in the fundamental domain A of W af f . Therefore, w•µ = y•ν and µ = w −1 y•ν ∈ W •ν.
3.7. Elimination of small weights. For sufficiently large p the weights λ in Λ 0 are small enough so that one can use Z HC to analyze D⊗V λ as if we were in characteristic zero. (1) D⊗U acts on D⊗V λ and Z HC acts on a subquotient D⊗ ν O ν by ν − 2ρ.
Let g act on D using the right multiplication, for any B-module Y we will view D⊗ O Y 0 as a tensor product of sheaves of g-modules. Then the above filtration of D⊗V λ carries commuting actions of D and Ug. In particular, Z HC acts on this D-module and we denote by [D⊗ O Y 0 ]η the D-submodule on which Z HC acts by the generalized character given by η. (2) For µ, ν ∈ conv(W ·ρ), Z HC acts in the same way on D⊗ ν O ν and D⊗ ν O ν iff ν ∈ W µ. For any two weights µ, ν, the characters of Z HC given by µ − 2ρ and ν − 2ρ are the same iff ν − 2ρ ∈ W ′ af f •(µ − 2ρ). This can be written as ν ∈ W ′ af f µ if one denotes w µ def = w•(µ − 2ρ) + 2ρ = w(µ − ρ) + ρ. This is again a dot-action of W ′ af f , but this time we twist by −ρ i.e., the "ρ for the opposite Borel subgroup B − ".
We can twist the algebra sheaf D by any line bundle to
First, we observe that if p does not divide [Λ : R] (since |Λ/R| ≤ h, p > h suffices), then ν ∈ W af f µ, because for v ∈ W and η ∈ Λ such that ν = v ν + pη, one has pη ∈ R, and therefore also η ∈ R. The crucial assumption p ∈ P now gives ν ∈ W µ (the set P does not change if we replace •-action with the -action!).
(3) The set σ of weights φ of V λ such that Z HC acts on D⊗ O O φ in the same way as for φ = λ. By (2), this is the same as φ ∈ W λ. The weight combinatorics Lemma 3.6.1 (applied for ), shows that for µ, ν ∈ σ, if ν ≥ µ (i.e., µ is larger or equal to ν in the order given by B − ) then |ν| ≥ |µ|, and equality of lengths implies ν = µ.
(4) Filtration of the D-submodule S = [D⊗V λ ] λ−2ρ of D⊗V λ . We let V ′ be the sum of all weight spaces of V λ for weights φ such that φ ≤ ν for some ν ∈ σ ∩ W ·λ. Let V ′′ be the subspace obtained by removing the weight spaces for φ ∈ σ ∩ W ·λ. While V ′ is clearly B-invariant, to see that V ′′ is B-invariant we need to observe that there are no weights between two weights in σ ∩ W ·λ: if µ ≤ φ ≤ ν and µ, ν ∈ σ ∩ W ·λ, then µ = ν since µ, ν ∈ σ and we have both µ ≤ ν and |µ| = |ν|. This also shows that V ′ /V ′′ is a semisimple B-module.
and zero otherwise. By choosing the flag that passes through V ′′ and V ′ , we conclude that (i) 3.8. Localization. We construct a localization functor L∆ which turns U 0 -modules into sheaves of D-modules.
Proof. Regularity of 0 ∈ t * for the dot-action of W implies that D is a direct summand in D ⊗ U U 0
Moreover, all of this is true with the derived tensor products since U is free over the Harish-Chandra center Z HC (see the proof of 5.1.4), and D is locally free over its cen- Also for X ∈ D b (mod f g (U 0 )), F ∈ D b (mod c (D)) the arrow X→ RΓ D •L∆(X) induces an isomorphism Hom(RΓ D •L∆(X), RΓ D (F )) → Hom(X, RΓ D (F )), because we have (by adjointness and since RΓ D is fully faithful)
Thus the cone C of the canonical arrow X → RΓ D •L∆(X) satisfies Hom(C, RΓ D (F )) = 0 for all F ; in particular,
is zero, and this would imply that X = 0 if we knew that U 0 has finite homological dimension (then D 2 U 0 ∼ = id). However, U has finite dimension and we can pass from U 0 to U using identity
So it remains to check this identity. We first show that RHom U (U 0 , U)[dim(h)] ∼ = U 0 (this is the case C = U 0 of the identity). Denote T = T * 0 (t * //W ), then RHom U (U 0 , U) ∼ = RHom U (U⊗ Z HC k 0 , U) ∼ = RHom Z HC (k 0 , U). With the Koszul resolutions one rewrites it as
. Finally, when we replace U 0 by RHom U (U 0 , U)[dim(h)], the identity reduces to a standard one
The claim for D0 and U0 will be reduced to the first claim. First, the triangulated category D b (U0) is generated by the image of RΓ D : D b (mod c (D0)) → D b (mod f g (U0)). To see this we observe that in the diagram
the triangulated categories in the lower row are generated by the images of vertical maps, and in the top row we have an equivalence of categories by the first claim.
So it remains to check that
) is a full embedding. Now, D K-generates D b (mod c (D)) and therefore also D b (mod c (D0)), so it suffices to check that the map
is an isomorphism. The pull-back functor D b (mod c (D))→D b (mod c (D0)) has a left adjoint D0) ) is by definition a full subcategory of D b (mod c ( D))),
and similarly
So we are back in the setting of the first claim, and it suffices to see that the canonical
is an isomorphism. The cohomology modules in both sides equal U 0 tensored with the exterior algebras T or Z HC (k 0 , k 0 ) and T or St (k 0 , k 0 ), and ι comes from the canonical map T or Z HC (k 0 , k 0 ) − →T or St (k 0 , k 0 ) which is an isomorphism since 0 is a regular point of the map t * − →t * //W .
Localization with a generalized p-character
4.1. Localization on Springer fibers. For simplicity we often identify g and g * as G-modules, this is canonical up to a scalar when g is a simple g-module, and this is true for p > h (see in [Hu] 0.13). This will identify the nilpotent cones N in g and g * . 4.1.1. Springer fibers. Fix χ ∈ N ⊆ g * . In algebra, χ can be considered as an element of g * (1) , hence as a character of the p-center Z p ∼ = O(g * (1) ) of U(g). In geometry, χ defines 4.1.2. Restriction to a generalized character χ of the p-center. Recall that O(g * (1) ) is a central subalgebra of U(g) and that the map U(g)→ Γ D sends it to the central subalgebra O( T * B (1) ) of D (1.3.4). As in 3.1.5, if A is one of U, U 0 , D, D 0 , D, we will denote by A χ = A⊗ Zp k χ and by A χ the restrictions of the algebra sheaf A to χ (1) and to the formal neighborhood χ (1) of χ (1) in g * (1) . Then (ibid), mod c (A χ )⊆ mod c (A) and D b (mod c (A χ ))⊆D b (mod c (A)) denote the full subcategories of objects on which the pcenter acts by the generalized character χ. In the geometric case D χ and D χ = D 0 χ are restrictions of Azumaya algebras D|B χ
(1) and D| B χ (1) × t * (1) 0.
4.1.3. Lemma. The equivalences in the theorem 3.2 restrict for any χ ∈ N to
Proof. O(g * (1) ) acts on the categories mod c ( D) and mod f g (U) etc, and on their derived categories. The equivalences in the theorem 3.2 are equivariant under O(g * (1) ) and therefore they restrict to the full subcategories of objects on which the p-center acts by the generalized character χ.
4.1.4. Corollary. For χ ∈ N , localization gives a canonical isomorphism K(U 0 χ ) ∼ = K(D χ ).
Proof. By the lemma 4.1.3 localization gives isomorphism
. This simplifies to the desired isomorphism since
, the first isomorphism is the fact that the subcategory mod f g (U 0 χ ) generates Mod f g (U 0 χ ) under extensions, and the second is the equality of K-groups of a triangulated category (with a bounded t-structure), and of its heart. Similarly,
Splitting of the Azumaya algebra of crystalline differential operators on Springer fibers
We will view D as an Azumaya algebra over N (1) , and D as an Azumaya algebra over T * B (1) × t * (1) t * (see 2.3).
5.0.5. Theorem. a) Azumaya algebra D 0 χ = D| B χ (1) × t * (1) 0 splits, i.e. there is a vector
b) The functor F → M ⊗ O F provides equivalences
Proof. (b) follows from (a). For (a) we observe that for any λ ∈ Λ, the splitting of D λ χ and of D 0
(1) × t * (1) 0, with respect to an invertible module O B,λ for the algebra O B that acts on the D B -module V.) A splitting of D λ χ for λ = −ρ. will be provided by the theorem 5.1.4 bellow. 5.1. The singular Harish-Chandra character. It is well known that the representation theory is much simpler at the singular Harish-Chandra character −ρ. The G-module St def = Γ(B, O (p−1)ρ ) is called the Steinberg module, and it is well known that the principal block U 0 0 of U 0 is the matrix algebra End k (St) ([Ja0], sections 10.1-10.3).
Proof. (a) For any point p ∈ B the fiber of (F r B ) * O (p−1)ρ at p (1) ∈ B (1) is the space of sections of L on the Frobenius neighborhood F rN B (p). The restriction
Actually, this is an isomorphism since St is simple and the dimensions are the same: since (p−1)ρ is dominant one knows that dim(St) is given by the Weyl formula, so clearly it is p dim (B) .
since the twist is defined by the differential of a character. So we are reduced to The kernel K and the cokernel C are G-equivariant. The right exactness of fibers implies that the fibers of C on B (1) are zero. Now C = 0 by semi-continuity of fibers of coherent sheaves since the closure of any G-orbit in T * B contains B (zero is in the closure of any nilpotent orbit, regardless of p [Ja2] ). Similarly C = 0 -the fibers are exact on the sequence 0 − →K − →µ * U −ρ − →D −ρ − →0 since D −ρ is a vector bundle. 5.1.3. To state the theorem we need some notations. Let U −ρ be the completion of the enveloping algebra U at the singular Harish-Chandra character. The center of U −ρ is the algebra of functions on the formal scheme F N g * (N ) (1) (the formal neighborhood of N (1) in g * (1) ), and U −ρ is a coherent sheaf of algebras on F N g * (N ) (1) . Let q : F N T * B (T * B) (1) − → F N g * (N ) (1) be the natural projection (coming from the Grothendieck-Springer map). 5.1.4. Theorem. (a) U −ρ is an Azumaya algebra over F N g * (N ) (1) .
b) The Azumaya algebra U −ρ splits on the formal neighborhood F N g * (χ) (1) of any closed point χ ∈ N (1) .
Proof. First, we notice that (b) follows from (a). To the ind-scheme χ which is the inductive system of n th infinitesimal neighborhoods χ n , n ≥ 0; one can associate the scheme lim → χ n , and they are related by maps of ind-schemes χ n − → lim Let us now deduce (a) from the lemma 5.1.2. Observe that the lemma implies that all fibers of the coherent sheaf of algebras U −ρ are matrix algebras of the same dimension. It follows that U −ρ = U −ρ |N (1) is Azumaya. To conclude that U −ρ is Azumaya it suffices to check that it is locally free over F N g * (N ) (1) (cf. [MI] , IV.2.1b). However, this will follow from the known fact that its restriction
We will follow the maps
and we will use two facts that are known for very good p: (1) O(g * (1) ) is free over O(t * (1) //W ), ([MR1] , parts 3 and 4 of theorem 1), and (2) Ug is free over Z HC (this follows from the graded version which by [MR1] , part 2 of theorem 1, is the claim (1)).
Since the map σ is flat by (1), it is the same to show that U −ρ is flat over F N t * (1) //W (0).
Next, τ is an isomorphism since it is a restriction of the factorization t * //W ∼ = − →t * (1) //W of the Artin-Schreier map ι and ι(−ρ) = 0 is W -regular. So it remains to see that U −ρ is flat over F N t * //W (−ρ), but this follows by restricting claim (2) to the formal neighborhood of a point. 5.1.5. Remark. One can show that the following strengthening of Proposition 5.1.4(c) holds: U −ρ splits on the formal neighborhood of n (1) ⊂ N (1) . In fact, the Verma module
is easily seen to be a splitting module for U −ρ | n (1) . Then splitting on the formal neighborhood of n (1) follows, because the obstructions class lies in the second cohomology of the affine scheme n (1) with coefficients in a coherent sheaf, which is zero.
5.2.
Equivalence of derived categories. By putting together theorem 5.0.5(b) and equivalences of section 4.1.2, we get 5.2.1. Theorem. There are canonical equivalences
5.2.2.
Corollary. The number of irreducible U 0 χ -modules is the rank of K(B χ ) (for p > 2h − 2).
Remarks. (a)
The case when χ is regular nilpotent in a Levi factor this is a fundamental reult of Friedlander and Parshall ([FP] ), and the general case was conjectured by Lusztig ([Lu1] , [Lu] ).
(b) The theorem 5.0.5 provides a natural proof of the corollary 5.2.2, a construction of the isomorphism of K-groups. If one is only interested in this claim, one does not need the splitting (i.e., section 5). Indeed, one can show that for any Noetherian scheme X, and an Azumaya algebra A over X of rank d 2 , the forgetful functor from the category of A-modules to the category of coherent sheaves induces an isomorphism
K-theory of Springer fibers
We apologize for the preliminary character of this section.
In this section we show that for p > 3(h − 1) the rank of the Grothendieck group of Coh(B χ ) coincides with the dimension of the cohomology of the corresponding Springer fiber B χ over a field of characteristic zero. We deduce this from known favorable properties of K-theory and cohomology of Springer fibers using the Riemann-Roch Theorem.
We start with recalling some standard basic facts about the K-groups.
6.0.4. Specialization in K-theory. Let X be a Noetherian scheme, flat over a discrete valuation ring O let η, s be respectively the generic and the special point of Spec(O). We have the excision sequence
The composition i * s i s * : D b (Coh Xs ) → D b (Coh Xs ) induces the zero map on K-groups (this follows from the existence of an exact triangle F [1] → i * s i s * (F ) → F for F ∈ D b (Coh Xs )). Thus the functor i * s : D b (Coh(X)) → D b (Coh(X s )) induces the map sp : K(X η ) → K(X s ) (called the specialization map). 6.0.5. A lift to the formal neighborhood of p. Assume now that O is the ring of integers in a finite extension K of Q p , with and an embedding of the residue field into k. We can and will assume 2 that the Galois group Gal(K/K) acts trivially on the l-adic cohomology
χ be the corresponding Springer fiber.
The assumption on characteristic implies that χ lies in an sl 2 -triple, hence one has the standard normal slice S χ to the nilpotent orbit through χ and the restriction of the cotangent bundle to Σ χ is a resolution of Σ χ , the Slodowy variety S χ . Then X is flat over O.
We will use the rational K-groups K(X) Q def = K(X)⊗ Z Q where X is a Springer fiber over C, η, s or k. The main claim in this section is 6.0.6. Proposition. (a) The specialization sp :
− →K(B s χ ) Q identifies the K-groups over the generic and special point.
(b) The base change map identifies the K-groups over the special point and over k, also, for any embedding K ֒→ C the corresponding base change maps identifies K-groups over the generic point and over C:
6.0.7. Corollary. The number of irreducible U 0 χ -modules is the dimension of H * (B C χ ) (for p > 3(h − 1)).
Proof. It is shown in [DLP] that K(B C χ ) is a free abelian group of finite rank equal to dim H * (B C χ ). Thus dim K(B k χ ) Q = dim H * (B C χ ), so the statement follows from Corollary 5.2.2. 6.0.8. Proof of (7). The following Lemma is standard. 6.0.9. Lemma. Let L/K be a field extension. Let X be a scheme of finite type over K. Then the map bc = bc L K : K(X) Q → K(X L ) Q induced by the base change is injective. If L/K is a composition of a purely transcendental and a normal algebraic extension (e.g. if L is algebraically closed) then the image of bc is the space of invariants K(X L ) Gal(L/K) .
Proof. If L/K is a finite normal extension, then the direct image (restriction of scalars) functor induces a map res : K(X L ) → K(X), such that res • bc = deg(L/K) · id, and bc • res(x) = n · γ∈Gal(L/K) γ(x), where n is the inseparability degree of the extension L/K. This implies our claim in this case; injectivity of bc for any finite extension follows.
If L = K(α) where α is transcendental over K, then K(X) ∼ = − →K(X L ); this follows from the excision sequence t∈A 1 K(X t ) → K(X × A 1 ) → K(X K(α) ) → 0, where t runs over the set of closed points in A 1 K , and the isomorphism K(X) ∼ = − →K(X ×A 1 ).
If L is finitely generated over K, so that there exists a purely transcendental subextension K ⊂ K ′ ⊂ L with |L/K| < ∞, then injectivity follows by comparing the previous two special cases; if L/K ′ is normal we also get the description of the image of bc.
Finally, the general case follows from the case of a finitely generated extension by passing to the limit.
6.0.10. Proof (7). By [Fu] Corollary 18.3.2 the Chern character provides an isomorphism
The results of [DLP] show that the cycle map A i (B C χ ) → H i (B C χ , Z) is an isomorphism. By the comparison Theorem the map A i (B C χ )Q l → H i (B C χ ,Q l (±i)) is an isomorphism as well, where H i denotes −i-th cohomology of the dualizing sheaf. The latter map is compatible with the Galois action, and H i (B C χ ,Q l (±i)) is the dual space to H i (B C χ ,Q l (±i)) which is a trivial Gal(C/K) module by the assumption. 6.0.11. sp is injective. Let X be a proper variety over a field k, and i : X ֒→ Y be a closed embedding, where Y is smooth over k. We have a bilinear pairing Eul = Eul k : K(Y ) × K(X) → Z, where Eul([F ], [G]) is the Euler characteristic of Ext • (F , i * G).
Let us now return to the situation of 6.0.4, and assume that X is proper over O, and that i : X ֒→ Y is a closed embedding, where Y is smooth over O.
Then for a ∈ K(Y η ), b ∈ K(X η ) we have Eul s (sp(a), sp(b)) = Eul η (a, b).
In particular, if the pairing Eul η is non-degenerate in the second variable, then sp : K(X η ) → K(X s ) is injective.
We apply these considerations to the following: we set X = B O χ , and we let Y = S O χ be the Slodowy variety; thus S O χ is smooth (in particular, flat) over O by our assumption on p.
The pairing (Eul C ) Q : K(Y C ) Q × K(X C ) Q → Q is non-degenerate by [Lu] , II. Repeating the argument of the previous subsection we see that K(Y η ) ∼ = − →K(Y C ); hence the pairing Eul η is non-degenerate as well. Injectivity of sp is established.
Remark 5. Lemma 6.0.13 below can be used to give a proof that Eul k is non-degenerate for all k of positive characteristic, and to derive a proof that the pairing Eul C is nondegenerate, alternative to that of [Lu] . 6.0.12. Upper bound. To finish the argument we will need the inequality
The key step in the proof of (9) is as follows.
Besides the group K(X) = K(Coh X ) one can consider the group K 0 (X), the Grothendieck group of vector bundles (equivalently, of complexes of finite homological dimension) on X. When X is proper over a field we have the Euler characteristic pairing Eul X : K 0 (X) × K(X) → Z.
6.0.13. Lemma. The pairing Eul B k χ is non-degenerate.
Proof. If ι : X ֒→ X ′ is a nilpotent thickening, then the maps ι * : K(X) → K(X ′ ), ι * : K 0 (X ′ ) → K 0 (X) are easily seen to be isomorphisms; moreover, for X proper over a field they are adjoint with respect to the Eul pairing. Passing to the limit we see that for a closed embedding ι : X ֒→ Y we can identify K(X) with K(Coh X (Y )), while K 0 (X) is identified with the Grothendieck group of vector bundles on the formal neighborhood of X in Y .
A version of the Theorem 5.2.1 gives an equivalence of the derived category of coherent sheaves on the formal neighborhood of B χ in N and the derived category of U0 χ − Mod, the category of finitely generated modules over U 0 χ . Thus we get isomorphisms K(B k χ ) ∼ = K(U0 χ − mod); K 0 (B k χ ) ∼ = K(U0 χ − Mod). The algebra U 0 χ is a multilocal algebra of finite homological dimension, hence the Euler characteristic pairing between the Grothendieck groups of derived categories of finitely generated and of finite length modules over it is perfect (indecomposable projectives and irreducibles give dual bases). The Lemma is proved. 6.0.14. Lemma. If X is a projective variety over a field, such that the pairing Eul X is non-degenerate, then the composition ch : K(X) → A • (X) Q → H • (X, Q l ) is injective.
Proof. The pairing Eul factors through the above composition by the Riemann-Roch-Grothendieck Theorem. 6.0.15. Lemma. We have dim(H * (B k χ )) = dim(H * (B k χ ,Q l )) = dim(H * (B C χ ,Q l )).
Proof. The first equality is obvious, because the vector spaces in question are dual. The second one can can be proved by by an argument of Finkelberg based on deep results of Lusztig.
The decomposition of the Springer sheaf into irreducible perverse sheaves is independent of p. This reduces the calculation of the cohomology of Springer fibers (i.e., the stalks of the Springer sheaf), to the calculation of stalks of intersection cohomology sheaves of irreducible local systems on nilpotent orbits. However, Lusztig proved that the latter one is independent of p for good p.
6.0.16. Proof of (9). We compare the Lemmas 6.0.13, 6.0.14, 6.0.15. 6.0.17. End of proof of Proposition 6.0.6. We have seen that sp η s , bc k ks are injective. But (9) shows that dimension of the target space of bc k ks • sp η s is less or equal than that of the source. Hence both maps are isomorphisms.
