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Over the last decade, system integration has grown in popularity as it allows organisations to streamline business 
processes. Traditionally, system integration has been conducted through point-to-point solutions – as a new 
integration scenario requirement arises, a custom solution is built between the relevant systems. Bus-based 
solutions are now preferred, whereby all systems communicate via an intermediary system such as an enterprise 
service bus, using a common data exchange model. This research investigates the use of a common data 
exchange model based on open standards, specifically MIMOSA OSA-EAI, for asset management system 
integration. A case study is conducted that involves the integration of processes between a SCADA, maintenance 
decision support and work management system. A diverse number of software platforms are employed in 
developing the final solution, all tied together through MIMOSA OSA-EAI-based XML web services. The 
lessons learned from the exercise are presented throughout the paper. 
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1 INTRODUCTION 
Over the last decade, system integration has grown in popularity as it allows organisations to streamline business processes. 
Many companies are now automating their asset management workflows such that stock levels can be reordered based on 
RFID-scanned remaining quantities; work notifications can be triggered from condition monitoring prognoses; and work 
details and asset documents are automatically uploaded to PDAs for maintenance teams before they depart. System integration 
also supports business intelligence and data mining where data sets can be combined in non-traditional ways. This leads to 
scenarios such as visualising scheduled maintenance geographically; seeing failures times overlayed on charts of operation or 
condition parameters; or predicting future asset capacity based on reliability block diagrams, asset throughput specifications, 
and predicted availability. 
Traditionally, system integration has been conducted through point-to-point solutions – as a new integration scenario 
requirement arises, a custom solution is built between the relevant systems. It is now known that while point-to-point solutions 
offer good performance and relatively less development time, they are sorely lacking in scalability and ease of management. 
Bus-based solutions are now preferred, whereby all systems communicate via an intermediary system through adapters. The 
adapters convert data between the system’s native format to the bus’ format and back again. The enterprise service bus (ESB) 
is the result of this paradigm, with many of the larger IT vendors now offering competing products in this space. 
To streamline the transfer of data between a work management system, process control system, and an asset health 
management system in ANSTO, a nuclear research facility in Australia, a case study was conducted into developing a service 
bus approach using open standards. As opposed to an ETL (extraction, transformation, and loading) process conducted on a 
batch transfer basis, the service bus approach sends messages in real-time once they are collected or computed by the 
respective systems. The messages use the format of the MIMOSA (Machinery Information Management Open Systems 
Alliance) OSA-EAI (Open Systems Architecture for Enterprise Application Integration) [1] XML Schema internally, and are 
then converted to the native system formats through specially-designed adapters. As the goal is to move towards a service-
oriented architecture (SOA), all developed components (in particular, native data model to OSA-EAI data model mappings) 
are componentised for reuse. 
2 
2 BACKGROUND INFORMATION 
2.1 Enterprise Service Bus 
The enterprise service bus sits between information systems and facilitates the communications among them. Thus all 
messages pass through the bus, forming a hub-and-spoke architecture (see Figure 1) as opposed to a point-to-point architecture. 
The change in architecture leads to the number of potential connections reducing from n(n - 1)/2 to n – 1 (where n includes the 
ESB), decreasing complexity and increasing scalability. 
A bus system also leads to a decoupling between systems whereby systems request data, and receive an answer but not 
knowing from where it came. It also leads to a greater reliance on contract-based services as systems only know of the ESB 
and the services or interfaces it makes visible to a particular system. To assist the exchange of messages with consistent 
semantics, a canonical data model [2] (sometimes known as a canonical message model) is used to provide a common, singular 
data format. In this case study, the OSA-EAI forms the canonical data model. 
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Figure 1. Enterprise service bus approach mediating asset management information systems 
2.1.1 Adapters 
Adapters provide a mediation mechanism for data formats and accessibility between two systems. The adapter translates 
data models and reference data between the ESB’s canonical data model and the native system typically through primary key 
mappings. For example, the asset with ID 504493 in the work management system could map to the asset with primary key 
“0000000100000001”,”1” in the ESB model. As systems might be set up to use the same primary key, the mapping can be 
exposed to adapters through an ESB service (also following the SOA paradigm). Mappings can become more complex if 
entities in the native data model map other than 1:1 with the canonical data model (e.g. a person’s full name needing to be split 
into a first and last name). 
There are two options on where a mapping can be stored: either in the adapter itself, or in a service outside of the adapter. 
Storing it in the adapter is efficient when the data type is not used in another other integration scenario and there is a n:m 
mapping between the native and canonical data model. If the data type is used in multiple integration scenarios, and maps 
easily between the native and canonical format, then storing the mapping in an accessible service is preferred to enhance 
componentisation. 
Adapters can also assist in increasing the accessibility of systems in that data can be exposed through web services. Thus, 
the adapter takes a request, transforms the request into a form suitable for a file reader, database SQL query, or an API call, 
receives a result and returns the result to the original requester. 
2.2 MIMOSA OSA-EAI 
The MIMOSA OSA-EAI
1
 provides open data exchange standards for operations and maintenance data and is comprised of 
several layers including a conceptual model, physical model, reference data, and XML schema definition. The OSA-EAI has 
                                                          
1
 As MIMOSA OSA-EAI is a continually improving standard, this discussion is in reference to version 3.2.1 (the latest 
version at the time of writing). 
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been expounded in previous work and only the relevant sections are discussed below. These sections are the Application, 
Service and XML Definitions, and the Reference Data Library. 
The OSA-EAI supplies three methods of transferring data via XML: through the Tech-DOC, Tech-CDE, and Tech-XML 
specifications. Each of these approaches has their merits, and while at times they can appear as substitutes, it is important to 
select the right approach on a case-by-case basis. 
The Tech-DOC specification is a single XML Schema that represents all parts of the CRIS. Multiple CRIS entities as well 
as multiple rows of that entity can be transmitted in a single XML document. No connection metadata is stored in the file, and 
as such, it is binding independent compared to Tech-CDE and Tech-XML. 
The Tech-CDE specification comprises of three XML Schemas that include a query schema, write schema, and a common 
schema that contains CRIS and supporting structural message elements. The operations, set by parameters in the messages, 
closely align themselves with the CRUD (Create, Read, Update, and Delete) operations for databases. It covers all parts of the 
OSA-EAI, and multiple CRIS entities as well as multiple rows can be transmitted in a single XML document. Tech-CDE 
follows a request and acknowledgement model and contains a SOAP-based specification. 
The Tech-XML specification comprises of numerous XML Schemas split over ten different package areas (including a 
package for CRIS and supporting structural message elements). The package-based classification results in duplication of 
certain schemas (e.g. the CreateAsEvent schema exists in seven of the packages); however, these messages incorporate 
different element types resulting in non-interchangeable XML documents. The schemas are lightweight and specific to a 
certain operation and CRIS area. The semantics of the schemas are restricted to queries and inserts; neither edit nor delete 
schemas exist. Create messages are usually limited to a single row at a time – multiple rows are created by sending multiple 
messages. While all sections of the CRIS are covered by Tech-XML, not all entities in the CRIS are covered. As with Tech-
CDE, Tech-XML also follows a request and acknowledgement model and contains a SOAP-based specification. 
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Figure 2. MIMOSA OSA-EAI 3.2.1 layers 
With three different options for message formats, this research prioritises Tech-XML, followed by Tech-CDE, and then 
Tech-DOC. Tech-XML’s operational-based schemas with communication metadata suitably lend themselves to the SOA and 
ESB approach. Tech-CDE’s schemas also contain communication metadata, allows for edits and deletes, and multiple rows to 
be sent, but is not as specific as Tech-XML. Tech-DOC’s schema is a fallback if the other two do not fit technically or 
semantically. 
3 REQUIREMENTS AND DESIGN 
Four requirements influenced the design of the integration service. The first three were functional requirements, while the 
fourth was a technological limitation. These requirements were: 
1. Storing monthly-aggregated SCADA measurement data in the work management system for reporting purposes. 
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2. Using a maintenance decision support system to process SCADA measurement data and work management system 
failure/maintenance data to predict failures. 
3. Triggering potential work notifications from the maintenance decision support system to the work management 
system. 
4. The SCADA system cannot be directly accessed from any network due to a security requirement. 
From the requirements, the work management system and maintenance decision support system would require two-way 
communications, while the SCADA system would only require one-way (output) communication. The SCADA system data 
would be downloaded as a CSV (Comma Separated Value), which could then be distributed onto the company intranet. Three 
triggers were identified that would initiate integration processes and are shown in Table 1. 
As the maintenance decision support system is primarily condition data-driven, it was decided that once new SCADA 
measurement data was available (with the CSV collection interval determined by the organisation’s business rules), any new 
maintenance data would be acquired in real-time. Thus while new SCADA data was triggered by human action (bringing a 
CSV file to the system), the decision support system would invoke the process to acquire failure/maintenance data. Once a 
failure prediction and maintenance schedule was calculated by the maintenance decision support system, human action would 
be required to send the schedule to the work management system. 
Table 1 
Integration process triggers 
 
Trigger Initiator 
New SCADA measurement data was received as a CSV file Human 
The decision support system started a failure prediction process which required 
failure/maintenance data 
System 
A new maintenance schedule was calculated by the maintenance decision support system Human 
 
 
3.1 Sequence Diagrams 
The requirements were translated into sequence diagrams to describe the processes that occur after a trigger had occurred. 
The sequence diagrams are presented in Figures Figure 3, Figure 4, and Figure 5 and show the systems involved with the 
integration process, the message order, and the message format as mapped to the MIMOSA OSA-EAI. 
The first sequence diagram, Figure 3, sees the three required systems as well as a Data Aggregation Service, which 
performs the function of aggregating the SCADA data (recorded at hourly intervals) to monthly averages. Data is transferred 
using the Tech-DOC XML Schema
2
 as: 
 Tech-CDE’s queries and writes did not semantically fit with the design 
 The closest matching Tech-XML schema, CreateScalarDataAndAlarms from the TREND package, is designed for 
sending a single measurement point and becomes inefficient for larger datasets (increased CPU usage and latency due 
to the number of messages required – see Section 5 for details) 
The second sequence diagram, Figure 4, sees the querying of failure data by the decision support system. Such data is 
stored as notification records in the work management system, and the ESB is only used to forward the request and return the 
result from and to the decision support system. Data is transferred using the Tech-XML QuerySgCompWork schema from the 
WORK package as failure data is stored within the maintenance work order records. All completed work orders for each 
segment are returned. 
                                                          
2
 While using OPC’s standards would be the ideal means for acquiring data from the SCADA system, the physical network 
separation meant that this could not occur. 
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Figure 3. New SCADA CSV data event triggered process 
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Figure 4. Failure prediction process start event triggered process 
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Figure 5. Maintenance schedule calculated event triggered process 
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Figure 6. Overall solution architecture mapped to technologies 
The third sequence diagram, Figure 5, shows the integration process started by the calculation of a new maintenance 
schedule. As with the second sequence diagram, the ESB simply forwards the create request and returns the result. Data is 
transferred using the Tech-XML CreateAsRFWandWR schema from the WORK package. As the Tech-XML schema only 
allows one row to be sent per message, multiple messages may need to be marshalled and sent. As opposed to the first 
sequence diagram with transferring SCADA data, the number of messages in this scenario is extremely small and does not 
warrant the Tech-CDE or Tech-DOC capabilities of sending multiple rows. 
4 IMPLEMENTATION 
Both SOA and ESB paradigms are platform-agnostic, although most software has standardised on using SOAP-based web 
services. While MIMOSA OSA-EAI ultimately uses XML-based schemas, both Tech-CDE and Tech-XML are inclined 
towards SOAP bindings and thus this is the only platform restriction. A mixture of different platforms was selected in 
developing the integration scenarios including Microsoft .NET, Sun Microsystems Java EE, and VisualWorks Smalltalk. 
Figure 6 shows the platforms, the hosting mechanism, layers, and specific technologies used in implementing the solution. Due 
to the relatively small processing resources required, the entire system was deployed on a standard desktop machine. 
The SCADA CSV File Adapter is the only visible component of the system to users in the organisation, as it contains a 
user interface; the other components of the system, once installed and set up, run in the background. As per good architectural 
design, components are designed with clearly delineating layers in mind, promoting reusability and maintainability. 
As OSA-EAI business objects (automatically generated from XSD or WSDL documents) are used for all business layers, 
the reference data mapping service
3
 returns the appropriate OSA-EAI objects for a particular business object. The reference 
data mapping system forms a pseudo asset registry, as it contains all object and data mappings for all systems that wish to 
connect to the ESB. 
OpenESB was selected for the ESB component as it provided a free open-source platform that is also commercially 
supported. Internally, it uses Java Business Integration (JBI) standards for the implementation of its binding and service 
components such that it can easily interoperate with JBI components from other platforms. The three sequence diagrams were 
translated into BPEL (Business Process Execution Language) orchestrations using the graphical design tools within OpenESB. 
Access to the work management system was governed by a web service wrapper written using the Smalltalk Domain 
Modelling Environment (DoME). While the services provided by this component could have been replicated in the .NET or 
Java EE environments, the selection of the platform was outside the authority of this case study. 
                                                          
3
 Note that the data aggregation service is distinct from the reference data mapping service, but contains the same layered 
architecture, and is hence combined on the figure. 
7 
5 DISCUSSION 
The relatively small size of the case study might beg the question for using such a complicated design and architecture for a 
somewhat simple problem. A point-to-point solution could have been used that eliminated the ESB and MIMOSA OSA-EAI 
formats such that all components would communicate directly with other components, and transform data from their format to 
the target format. While this method would be quicker to develop and would most likely offer better performance, it cannot 
compete with the illustrated approach in terms of scalability, extensibility, and maintainability. 
The implementation of the design results in a number of platforms not from a technical restriction but from logistic and 
financial reasons. As two universities were engaged to develop the structure, both the .NET platform and Smalltalk platform 
were deemed to be the optimal choice given the different preferences and experience at the universities. Financial restrictions 
played into the selection of a free ESB platform, in which OpenESB was selected after a cost-benefit analysis was conducted. 
Nevertheless, the mixture of platforms highlights the benefits of working with a standard communication layer in that all 
components can interoperate despite using different underlying technologies. 
For the first integration sequence, a Tech-DOC schema was used for the transfer of SCADA measurement data, rather than 
a Tech-XML one. The reason was that of performance, and Table 2 shows that the Tech-DOC schema required half the time 
compared to the Tech-XML one for a particular dataset with 21168 measurement events. The difference is due to the time 
spent creating new objects in memory, marshalling/unmarshalling parameters into/from XML documents, and sending 
messages over the network, ceteris paribus. The difference in the amount of data sent as XML documents was not substantial, 
with the extra data composed of structural tags required by the XML Schema. 
As mentioned in previous literature involving MIMOSA OSA-EAI [3], documentation on the standard and best practices is 
sparse. While revisions have seen documentation improving with almost all CRIS fields and XML Schema documents being 
documented, the best practices in using the XML Schema documents remains a trial and error process. Efforts are being made 
in creating a software development kit which should alleviate certain implementation issues and provide guidance on how the 
standard should be interpreted. 
Table 2 
Transferring SCADA measurement data to the Maintenance Decision Support System 
 
 
Tech-DOC Tech-XML 
Number of measurement events 21168 
Number of messages sent 3 21168 
Total size of messages 54.510 MB 87.953 MB 
Elapsed time 22 mins, 45.372 secs 44 mins, 51.738 secs 
 
 
6 CONCLUSION 
The ability to automatically transfer data seamlessly between systems leads to a raft of possibilities for business process 
optimisation. Standards in data exchange for asset management, while not yet fully mature, are making headway in allowing 
organisations to develop flexible and reusable integration scenarios. MIMOSA OSA-EAI is a contending standard and despite 
some minor issues regarding documentation, its support of a large range of asset management data types allows it to be used in 
numerous asset management integration processes. While the benefits of standards-based interoperability for asset 
management organisations is clear, it can only be achieved through collaboration amongst software vendors and the standards 
community. 
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