*
for T l' the delete-l jackknifed version of T • as n + 00 , n, n (1.1) (n-l){ T n * -T } n,l C(F) almost surely (a.s.), where C(F) is a suitable functional of F to be defined more precisely later on.
Also, let V:,l be the usual (Tukey) jackknifed estimator of 0i ' the (asymptotic) mean square error of n,l p n even under weaker regularity conditions. Note further that (1.2) and (1.4) are first order properties, while (1.1) and (1.3) are second order ones.
The object of the present study is to focus on general delete-k jackknifed * estimators{T k' k > I} and the related versions of che Tukey variance estimators n, 2 (of 01 ), and to examine how farrthese first and second order properties hold?
In this context, we may note that for k > 2, one may have either a resampling scheme of [n/k] deletion of distinct sets of k observations from the basic saIll]?le or the more natural case of (~) possible subsamples of size n-k from the basic sample of size n. The first scheme has some arbitrariness in the partitioning, and we shall mainly consider the second case. Along with the preliminary notions, the proposed estimators are considered in Section 2. The main results are then presented in Section 3 and their derivations are sketched in Section 4. The last section deals with some useful remarks and general conclusions. 
Side by side,
The pseusovariables generated by the delete-k jackknifing are defined as
n,~n n-k -Then, the delete-k jackknifed estimator of 6 is defined as
we also introduce the variance functions Next, we introduce some regularity conditions on T(. 
and \(F;x), the 6i.M:t otr.dvc. c.ompllc.:t deJUva.tive of T(.) at F. may be so normalized .>e.c.ond OJr..dvr. c.ompact (Ha.da.mMd-) cli66vr.e.n,t{able. at F E:
where (2.14)
and T 2 (F;.), the J.>ec.ond O~vr. c.ompact d~va.tive. of T(.) at F,may be so normalized
(2.16)
Other notations will be introduced as and when necessary.
. !~~~~~~~~::~~~~:~. For the delete-k jackknifing, we may either s.et k to be an arbitrary positive number or may even allow k (=k ) to depend on the sample size n l-n n, in such a way that as n increases, k is o(n ), for some n > 0, so that n (3.1) k is nondecreasing with (n-l)/(n-k ) converging to 1, as n~00
n n First, we consider the following theorem relating to the first order properties. < (kIn) ,with probability 1, for every i E I However, this result is not strong enough for our purpose ( when we allow k to increase, subject to (3.1». For this reason, we consider the following Lemma.
l-n Lemma 4.1. Whenever k = k = o(n ), for some n > 0 ,
Proof. Parallel to (2.3), we define for every i E I ,
Then, from (2.3) and (4.3), we obtain that
Thus, the left hand side of (4.2) can be written as -2 n -1
Now, by the classical results on the Kolll)ogorov-Smirnoy goodness of fit s·tatistic, k = O«log log n ) 2 ) a.s., as n -+ 00 , nilF _F11 2 n while kIn = o(n-n), so that kilF -FI1 r .-uniformly in k~1.
As such. using the results in Sen and Ghosh (1981) The proof follows directly from (4.5) and the elementary moment inequality,
and hence, is omitted.
Let us now start with the proofs of the theorems. First, by an appeal to (2 10) (2 12) for G = F(9 .
-. , n=k and F = F ,we immediately obtain that for first n order differentiable T(.) ,
where (4.12)
In view of (2.12), the second term on the right hand side of (4.l1} can be expre--1 k saed as -(n-k) 2:. 1 Tl(F ;X. ) . Therefore, by (2.6) and (4.11), we have
n,l. n r: 1 n~j nn "' -From (2.7), (4.10) and (4.13), we obtain that (4.14)
in this context, it may be noted that by writing T1(n~= k-1~~1 T 1(F ;X. ), i E I ,~J= n~.
J
I by (2.12)], which accounts for the second term on the right hand side of (4.14).
(4.16)
It follows similarly that
... J n~.
J1"J .. 1 n~. n~.,
here I IF n -FI I~0 a.s., as n~00 , and hence, by the assumed Hadamard-continuity ** ** of T 1 (.), we obtain that T 1 (F n ) as k = 0(n 1 -n" for some n. > O.
Next, from (4.13) and (4.14), we obtain n -1 {(k) and (4.18) that under the hypothesis of Theorem 3.1, as n -+-00 -1 * 2 1-n k(n-1) (n-k) Vn,k~01 a.s., for every k: k = o(n ), for some n > O.
This completes the proof of Theorem 3.1.
Next, we consider the proof of (3.3), By using (2.13)-(2.15}, we obtain that 0, for every i(=l, ... ,n),
Further, note that by virtue of (Z.15), E~1 TZ(F ;X. ,X.) J= n 1. J and hence, by (Z.7), (4.Z0) and Lemma 4.1, we have
n~. 1 TZ(F ;X. ,X.)
s., as n + 00 n n n so that (4.Z1)
Again II F n -F I 1+ 0 a.s., as n + 00 , while by the assumed Hadamard-continuity As such, it suffices to show that (3.5) holds for the particular case of k I, and this has already been proved in Theorem Z.Z of Sen (1988) . Hence, we omit the details here. order n . Thus, upto the order n , there is no change in the bias reduction picture due to higher order delete-k jackknifing. In practice, bias of the order n-Z (or higher) are of not much interest.
As regards the Tukey form of the variance estimators are concerned, for delete-k jackknifing, one needs the adjustment factor k(n-1)/(n-k), and with that (3.2)
ensures their asymptotic (a.s.) equivalence upto the first order. On the other hand, from the computational aspect, de1ete-k jackknifing involves labor of the k order n ,and hence, with larger values of k, the computational complexities may increase rather abruptly. From all these considerations, it may be concluded that if jackknifing is to be condidered for bias reduction and variance estimation for an estimator of a smooth functional T(F), then there is not much attraction for adaptation of delete-k jackknifing. The picture may, however, change considerably if we deal with so called non-smooth functionals where (2.11) or (2.14) may not hold. Then, of course, a different method of attack may be necessary to study this relative picture.
