ABSTRACT. We begin by discussing various ways autoequivalences and stability conditions associated to triangulated categories can interact. Once an appropriate definition of compatibility is formulated, we derive a sufficiency criterion for this compatibility. We next apply this criterion to derived categories associated to Galois covers of the Weierstrass nodal cubic, known as n-gons and denoted by En. These are singular non-irreducible genus 1 curves naturally arising in variety of contexts, including as certain degenerations of elliptic curves.
INTRODUCTION
Triangulated categories appear throughout geometry, with the different incarnations containing varying geometric data. The most studied is D b (X), the bounded derived category of coherent sheaves on a (locally noetherian) scheme X. Generally, it is difficult to abstract geometric information from triangulated categories. This paper is centered on using interactions between stability conditions and exact autoequivalences to derive information about each other, revealing a great deal of geometric information about the underlying triangulated category in the process. In particular, we study when an autoequivalence and a stability condition are well adapted to each other.
The prominent example of of how a well adapted autoequivalence can elucidate structure in a triangulated category is the Fourier-Mukai transform on an elliptic curve, E. This is an autoequivalence obtained through the integral transform Φ P of D b (E) with the kernel P isomorphic to the Poincaré bundle. This autoequivalence does not preserve the geometric t-structure Coh(E), yet it is known (and can be verified using Theorem 3.13) that Φ P is compatible (to be defined below) with all stability conditions on D b (E), including classical slope stability. One can describe its action on D b (E) through the equality Φ P · (Z, P) = (Z, P) · e iπ/2 on the stability manifold (for any stability condition). This description allows one to reinterpret the method used in Atiyah's classification of the moduli of semistable vector bundles on E as a transitive action of SL(2, Z) (via Φ P and ⊗L for any principle polarization L) on the set of phases of (Z, P) [Ati57, BBDG06] .
We must describe what is meant by "interactions" between stability conditions and autoequivalences. As a consequence of their definition, stability conditions are refinements of bounded t-structures: if I = [a, a + 1) (or (a, a + 1]) and P(I) designates the extension closed subcategory generated by semistable objects F with φ(F ) ∈ I, then P(I) is the heart of a bounded t-structure. Therefore, a stability condition gives a R-indexed family of t-structures. This family yields an enhanced relationship between t-structures: two tstructures are "related" if they originate from one stability condition. This relationship can be rephrased as a "change of basis" using the GL + (2, R) action on the moduli of stability conditions.
Understanding when an autoequivalence takes one t-structure to a related one is the fundamental idea to our framework. Loosely, we define an autoequivalence Φ and a stability condition (Z, P) to be compatible if for each t-structure A originating from (Z, P), Φ(A) also originates from (Z, P); we will discuss the precise definition shortly. We developed the following criterion giving sufficiency conditions for compatibility.
Theorem 3.13. Let Φ ∈ Aut(T ), where T is a triangulated category. Given (Z, P) ∈ Stab(T ), a locally finite stability condition, one has the t-structure D ≤0 := P(0, ∞), with heart A. If Φ satisfies then Φ is compatible with (Z, P).
Here, im(Z) ef f,comp (defined in §3) is a minimal subset for which we must check that Φ strictly preserves the ordering. We note that the first condition is a necessary one. A fact that will be evident from the definitions. The beauty of this criterion is its ability to reduce compatibility to a series of linear algebra calculations.
To demonstrate the usefulness of our criterion we apply it to D b (E n ), where E n (n ∈ N >0 ) denotes a singular scheme, given by simple combinatorial data: E n is a singular reducible genus 1 curve that can be envisioned as a cycle of n projective planes with transverse intersections. They arise in many contexts, including as Galois covers of the Weierstrass nodal cubic, degenerations of elliptic curves, and in constructing Néron models. Our choice of a singular variety is appropriate: the pathologies in D b (X) presented by singular and non-irrreducible X have thwarted most attempts at understanding even the most basic examples. This makes the n-gon a good starting point to demonstrate why these techniques are an important contribution to our mathematical toolkit.
It is well known that given an elliptic curve E, Aut(D b (E)) is an extension of SL(2, Z). This fact is central to many of the nice results about the elliptic curves, their derived categories, and mirror symmetry. Using our criterion, we provide an analog for n-gons. Let Z cl : K(E n ) → C be defined by Z cl (F ) = −χ(F ) + i(Σ 0<i≤n rk i (F )). The function Z cl and heart Coh(E n ) form the stability condition σ cl (n) := (Z cl , P cl ) (see §2 for how this works). This stability condition is the obvious generalization of classical slope stability to the case of n-gons.
Theorem 5.11. Given n, let Aut cl (n) ⊂ Aut(D b (E n )) consist of all autoequivalences compatible with (Z cl , P cl ). Then
where Γ 0 (n) ⊂ SL(2, Z) and the group on the left is generated by Pic 0 (E n ), Aut(E n ), and the double shift [2] . Under the action of Aut cl (n) there are Σ d|n,d>0 φ((d, n/d)) equivalence classes of phases, where φ is Euler's function. This is a departure from the niceties of elliptic curves and nodal cubics: there is one equivalence class in those cases. Further, the modular groups Γ 0 (n) are not finitely generated for most n.
To demonstrate how compatible autoequivalences can reveal information about stability conditions, we provide an extension of Atiyah's classification to the n-gon. It can be shown that the semistable objects in (Z cl , P cl ) correspond to Simpson semistable objects for a polarization on E n [RMGP09, Sim94] . It therefore makes sense to classify the coarse moduli space of semistable objects of given phase a, M cl (n, a). Using the action of Aut cl (n), the analog of Atiyah's work is Theorem 6.1. Given a nontrivial slice P(a) of (Z cl , P cl ) on E n (n > 1), let M st cl (n, a) ⊂ M cl (n, a) denote the subscheme whose closed points correspond to stable objects and
Here we restrict to the case of n > 1 since for the nodal cubic it is known that M st cl (1, a) ∼ = E 1 [BK06a] . The case of n = 2 was calculated in [RMGP09] .
The disconnectedness of M st cl (n, a) is a result of the rigidness of indecomposable torsionfree, but not locally free, sheaves on E n . If a is such that locally free objects V ∈ M st cl (n, a) are line bundles, then these "rigid" elements correspond to line bundles restricted to s consecutive components. There is an action by the Galois group of π n :
cl (n, a) that cyclically permutes the rigid elements and factors through Gal(E s → E 1 ) on the positive dimensional component. Our classification, like Atiyah's, relies on the reduction of the problem to a finite number of specific cases. This is provided by Theorem 5.11. The shortcoming of Atiyah's method applied to the n-gon is now clear: for n > 4 taking quotients of semistable sheaves by trivial subbundles is not enough to reduce the classification problem to a finite number of cases. One must "reduce" by an infinite number of sheaves to get a finite number of classes. This highlights the importance of having a general criterion.
Although we restricted to stable objects in Theorem 6.1, the methods used can be extended to classify the entire coarse moduli space of semistable objects. This is done by comparing M cl (n, a) to M cl (s, 1) for a suitable s. The structure of the latter space is completely known: M cl (s, 1) ∼ = Sym r (E s ). Using this one should be able to write M cl (n, a) in terms of Sym r (E s ). This work should allow substantial progress in classifying moduli spaces obtained from other Simpson stability conditions and more general genus 1 curves.
We conclude this introduction with a quick discussion on the definition of a compatible autoequivalence, and how this definition influences Theorem 3.13. As a starting point, the most general compatibility between an autoequivalence and a stability condition is simply that our autoequivalence preserves semistable objects. Without more knowledge about the categorical structure of our triangulated category, finding easily verifiable conditions is not possible. Ideally, we want to avoid almost all knowledge of our triangulated category in the calculations. To obtain such low level conditions, one must consider more than just semistable sheaves. A stability condition gives a binary relation on semistable sheaves, induced by the charge on K(T ). To take this data into account, we define a compatible autoequivalence as a semistable preserving autoequivalence that preserves this binary relation. This new definition has the following strong consequence: if a := φ(Φ(F )) for any semistable object F ∈ P(1), then Φ induces an equivalence
To understand the origin of the criterion, observe that the equivalence gives Φ(P(0, 1]) ⊂ P(a, a + 1] ⊂ Φ(M, M − 2) for some M ∈ Z. Thus Φ(P(0, 1]) is concentrated in a maximum of 2 cohomological degrees (in the original t-structure). This shows that Theorem 3.13(i) is a necessary condition. Moreover, with (i) and (ii) in place, it is clear that a compatible autoequivalence will satisfy (iii). From this perspective, (ii) is the only strong assumption in our criterion. It is this assumption that allows one to use the full data supplied by the stability condition. This in turn allows us to ignore most categorical structure in our criterion.
The layout of this paper is as follows. §2 is an overview of stability conditions, the inherent group action on their moduli, and integral transforms. With these preliminaries out of the way, in §3 we begin our discussion of compatibility between an autoequivalence and a stability condition. We show some easy consequences of the definitions and begin formulating properties that we can expect compatible autoequivalences to have. These basic properties give the criterion in Theorem 3.13, and the section is concluded with the proof of Theorem 3.13. §4 contains a review of basic terminology and results about D b (E n ). With the terminology set, in §5 we use Theorem 3.13 to construct compatible autoequivalences of D b (E n ), study basic properties of the group they generate. Lastly, in §6 we use our compatible autoequivalences to understand aspects of the stability condition (Z cl , P cl ): the compactification of the moduli of stable objects of a given phase, and number of phases for a given n.
1.1.
A brief note on notation. Throughout this paper T will be a essentially small triangulated category. By Aut(T ) we mean the group of exact autoequivalences of T , i.e., autoequivalences that preserve the triangulated structure.
We let H denote {z ∈ C| Im z > 0} (the standard upper half plane) and H := H∪R <0 .
BACKGROUND.
2.1. Stability conditions. Stability conditions on triangulated categories were first defined and studied by Bridgeland in [Bri07] , [Bri09] . Although stability conditions are the culmination of a long standing attempt to extend geometric invariant theory (GIT) to the setting of triangulated categories, the original motivation for Bridgeland was to provide a mathematical basis for Douglas's Π-stability [Dou01, Dou02] .
2.1.1. Definition. Given a triangulated category T , we define the K-group K(T ) as the abelian group freely generated on Iso(T ) (isomorphism classes of objects of T ), subject to the relations
A stability condition (Z, P) on a triangulated category T consists of a group homomorphism Z : K(T ) → C called the central charge, and full additive subcategories P(φ) ⊂ T for each φ ∈ R, satisfying the following axioms:
for each nonzero object E ∈ T there is a finite sequence of real numbers
π Im log agrees with the phases in (0, 1]. We can use this log branch to assign phases to all objects in P(0, 1], including those that are unstable. This fact will be used extensively in our proof of Theorem 3.13.
An important feature of a stability condition is that we can recover our semistable objects given the abelian category P(0, 1] and the charge Z :
This viewpoint motivates the equivalent definition of a stability condition: the heart of a bounded t-structure A ⊂ T , and a homomorphism (called a stability function) Z : K(A) → H which satisfies a certain finiteness condition similar to Definition 2.1(d), oddly enough, called the Harder-Narasimhan property. All the stability functions/charges in this thesis will have this property.
Example 2.2. Let X be an smooth algebraic curve. Define Z(F) = −deg(F)+i rank(F). Then Coh(X) and Z define a stability condition on D b (X). The semistable objects are the same as those calculated by slope.
2.1.2. Group actions on the moduli of stability conditions. Let Φ ∈ Aut(T ). The relations on K(T ) depend only on the triangulated structure of T . Thus, it is clear that Φ descends to an automorphism [Φ] of K(T ). The following lemma explicitly details a commuting left/right group action on the moduli of stability conditions. We include the proof since this paper is partially concerned with relationships between these two actions.
Lemma 2.3 ([Bri07] Lemma 8.2). The moduli space of (locally finite) stability conditions Stab(T ) carries a right action of the group GL + (2, R), the universal covering space of GL(2, R), and a left action by the group Aut(T ) of exact autoequivalences of T . These two actions commute.
Proof. First note that the group GL + (2, R) can be thought of as the set of pairs (T, f ) where f : R → R is an increasing map with f (φ + 1) = f (φ) + 1, and T : R 2 → R 2 is an orientation-preserving linear isomorphism, such that the induced maps on S 1 = R/2Z = R 2 /R >0 are the same.
Given a stability condition σ = (Z, P) ∈ Stab(T ), and a pair (T, f ) ∈ GL + (2, R), define a new stability condition σ = (Z , P ) by setting Z = T −1 • Z and P (φ) = P(f (φ)). Note that the semistable objects of the stability conditions σ and σ are the same, but the phases have been relabeled.
For the second action, we know that an element Φ ∈ Aut(T ) induces an automorphism
−1 , P ), where P (t)=Φ(P(t)). The reader can easily check that this action is by isometries and commutes with the first.
We can think of the action of GL + (2, R) as a "change of coordinates": it is a change of basis on the range of our charge Z, followed by an appropriate reassigning of the phases so that Definition 2.1 is satisfied. An alternative way to understand the left group action is via the abelian subcategory/stability function viewpoint. In particular, our autoequivalence Φ ∈ Aut(T ) takes A to another abelian category, Φ(A). One then obtains a stability function on Φ(A) by pullback,
, thus giving us a new stability condition.
2.2. Integral transforms. Let X be a locally noetherian scheme. For any object K ∈ D b (X × X), using the natural projections
In the case that K is either perfect or flat over X (under the map ρ 1 ), we can restrict this to an endomorphism of D b (X), see [RMdS09] or [BK06b] . Given two integral transforms, we have the composition formula
The next proposition gives commutation relations between integral transforms and automorphisms of X. This result is well known, and proven by standard techniques.
COMPATIBLE AUTOEQUIVALENCES
Throughout this section we let Φ be an exact autoequivalence of a triangulated category T . Given a stability condition, we denote the heart of the t-structure D ≤0 = P(0, ∞) by A = P(0, 1]. We begin by defining compatibility and discussing its consequences. With the definition in place, we derive our criterion and prove its sufficiency.
3.1. Discussion of compatibility. We begin with a basic definition of a "nice" interaction between an autoequivalence and a stability condition:
Definition 3.1. Let Φ ∈ Aut(T ) and (Z, P) ∈ Stab(T ). Φ is semistable preserving with regard to (Z, P) if for every semistable object F , Φ(F ) is semistable. This definition has many drawbacks. First, the definition does not allow us to easily describe the action of Φ on T . Knowledge that Φ preserves semistable objects is not enough to specify (or formulate) coherence data between Φ(A) and any bounded t-structure originating from (Z, P). Without this data, our ability to describe Φ is severely limited. For instance, it is reasonable for an unstable object to be mapped to a stable object, showing that Φ −1 is not semistable preserving. Second, without specific information about Φ, (Z, P), and T , finding an easily verifiable criterion that tests if Φ is semistable preserving is nearly impossible.
The problem with our definition is its insensitivity towards additional structure supplied by a stability condition. Stability conditions dictate more than the class of semistable objects: semistable objects are grouped together into ordered slices. Additionally, these slices are adapted to a function on the K-group. To improve our definition, our compatibility will respect this additional structure. It will become clear in the next sections why this allows us to find a criterion. Definition 3.2. A semistable preserving autoequivalence Φ is compatible with (Z, P) if for every pair of semistable objects F and G,
We abbreviate these two conditions: φ(F )
The ordering of slices imparts a binary relation on semistable objects. By abuse of terminology, we will refer to this binary relation as an ordering. We can rephrase our definition of a compatible autoequivalence as a semistable preserving autoequivalence that strictly preserves the ordering. The following proposition helps convey why we chose "compatible" to describe this type of autoequivalence.
Proposition 3.3. Let Φ and (Z, P) be compatible. For all nontrivial slices P(a), Φ induces an equivalence Φ : P(a)
Proof. The conditions for compatibility ensure that Φ preserves our semistable objects, and strictly preserves the binary relation. We can recover the semistable objects of a particular slice via this relation (short of the zero object). Since slices are full subcategories, the result follows due to the fact that Φ is an equivalence.
The preceding proposition shows that the global behavior of a compatible autoequivalence can be explicitly described as an ordered phase rearrangement, enabling one to roughly describe its action in very simple terms. This allows us to understand relationships between different phases, helping to understand important symmetries in T and (Z, P). Many times this phase rearrangement can be extended to an element in Diff + (R). An important example of this is when the element of Diff + (R) is in fact obtained by a linear change of coordinates on C. More precisely, we would like to know if there exists an element g ∈ GL + (2, R) such that Φ · (Z, P) = (Z, P) · g. This will be our strongest form of compatibility.
Definition 3.4. Φ is strongly compatible if Φ·(Z, P) = (Z, P)·g for some g ∈ GL + (2, R).
We list several properties of compatible autoequivalences that will be used in latter sections. Proof. The first statement is obvious from the discussion above. For the second, stable objects of phase α are the simple objects in the abelian category P(α). By definition, Φ induces an equivalence of categories between the various slices in P. Since simple objects are categorically defined, the equivalence must preserve them. The last statement is clear if one views a compatible autoequivalence as a rearrangement of P.
3.2.
A criterion for compatibility. Now that we have made precise the definition of compatibility between autoequivalences and stability conditions, we want to derive some easily testable conditions, that when satisfied give an affirmative answer for compatibility. To reiterate our setup, Φ will be a compatible autoequivalence and (Z, P) ∈ Stab(T ). The criterion should be verifiable on the level of a t-structure obtained from (Z, P), and Kgroup. The first condition is a necessary condition; the other two conditions reduce the verification to linear algebra. Proposition 3.5 implies the existence of b ∈ R such that Φ(P(0)) ⊂ P(b). Chasing through definitions reveals Φ(P(1)) ⊂ P(b + 1). The order preserving manner in which Φ acts implies Φ restricts to a fully faithful map of subcategories: Φ(P(0, 1])) ⊂ P(b, b + 1], and that this is an equivalence. Thus, a compatible equivalence applied to A can be concentrated in a maximum of 2 consecutive cohomological degrees. By definition, this necessary condition is something that can be calculated on the level of the t-structure, and will be our starting point.
With Condition 1 in place, (Z, P) allows the choice of a log branch on C * with the property that the phases assigned by this branch agree with those in P(−M, −M +2]. This branch can be chosen so it is discontinuous at the positive real axis if M is even, or the negative real axis if M is odd. Our goal is to assign a phase φ f (Φ(F )) for all F ∈ A (we use the subscript f to emphasize that Φ(F ) may or may not be semistable, thus it is a "fake" phase). Condition 1 alone does not enable this: it is possible that Z(Φ(F )) = 0, F ∈ T with F = 0. However, if we assume
This motivates our second condition:
Remark 3.1. It seems plausible that this condition may be stricter than needed to prove compatibility. However, with a less stringent Condition (2) it is not likely that Condition (3) can be phrased in terms of K-group calculations.
We can now assign our "fake" phases:
To formulate our last condition, we must fix our log branch. To do this we will assume that M is even. In the case that M is odd, compose with the shift [1]. Our log branch will be compatible with the phases in A and discontinuous at the positive real axis. With this choice, our log branch gives two orderings on the semistable objects of A: prior and subsequent to the application of Φ. If Φ is compatible, these will be identical. Since these orderings solely rely on im(Z) := K(T )/ ker(Z) and the log branch, we will rephrase this in terms of a subset of im(Z). First, in order to limit these calculations, we restrict to the "effective" subset:
The discontinuity of our log branch has the unfortunate consequence of disallowing meaningfully comparison of the before and after orderings between all elements of im(Z) ef f . We want to restrict to the largest subset of im(Z) ef f for which this comparison is valid. To do so, we need to ensure that [[Φ]] doesn't move our objects past the discontinuity. Define
On im(Z) comp we can meaningfully compare the two aforementioned orderings. Our final condition is that these orderings are the same (i.e. the binary relation is strictly preserved under
The advantage of working with im(Z) is that we can ignore T and our stability condition. This is purely linear algebra. If im(Z) is finite rank, then this a straightforward condition to verify. Although there is no explicit mention of the log branch in Condition 3, our subset im(Z) comp is only meaningful for comparison when the log branch is at the positive real axis.
Condition 1 may seem redundant after Condition 3 and the discussion in §3.1, however, we needed the former to reliably define the latter.
3.3. Proof that the criterion implies compatibility. We will now assume the autoequiv-
From the definition of a stability condition, it is clear that the shift functor is a strongly compatible autoequivalence. This, combined with Proposition 3.5, shows we can assume M = 0 (in C1). Like above, our log branch will be discontinuous on R >0 and φ f (A) ∈ (0, 1] for A ∈ A.
We begin by understanding the information contained in C3. We first lift the order preserving requirement to the level of semistable objects.
The choice of log branch ensures the fake and real phases of F and G are equal. Assume that
im(Z) comp and applying C3 gives the result. In the case that F ∈ A and G ∈ A[1], we first note that C1 and the assumption
] ∈ im(Z) comp and applying C3 gives the result.
We would like to understand when Φ preserves cohomological purity (i.e. conditions on an object F ∈ A that guarantee H i (Φ(F )) = 0 for all but one i ∈ Z). We claim that the necessary condition is membership in one of two full subcategories that split A.
Notation. Denote by m A ∈ R the minimal phase such that if v ∈ im(Z) ef f ∩comp then φ f (v) ≤ m A + 1. When the heart A is clear, we will drop the subscript.
Clearly m A depends on both Φ and A. C3 ensures that m A has the following important property:
We first prove several key lemmas. The proposition is then an easy consequence of these lemmas. The first is adapted from [RMGP09] .
Lemma 3.10. Let F ∈ A,
Proof. We will prove the first statement; the second is shown by similar methods. Suppose the contrary:
The Harder-Narasimhan filtration of F gives a short exact sequence
The first inequality follows from the fact that F ∈ A. Applying Φ gives a long exact sequence
where the last 0 is due to C1. By Lemma 3.8, we have
The exactness of the above sequence then shows H 0 (Φ(F )) = 0, giving us our desired contradiction.
For an object F ∈ A, the condition 0 < φ f (F ) ≤ m is coarser that F ∈ P(0, m]. This allows us to work with objects without assuming membership a particular slice A i .
Lemma 3.11. [RMGP09] Let F ∈ A. Then there exists a short exact sequence
Proof. We will include our own proof. Let G := Φ(F ). We have the triangle
coming from the t-structure. Applying Φ −1 results in the long exact sequence:
The first isomorphism is a consequence of
, which can be seen from further up on the same sequence:
Clearly the left and right groups are zero, thus giving the result. A similar argument holds for the case of
We will now analyze how Φ acts on semistable objects of A.
Lemma 3.12. Let F ∈ A be semistable. Then, Φ(F ) is cohomologically pure, i.e., H i (Φ(F )) = 0 for all but one integer.
Proof. We separate the proof into two cases. 0 < φ(F ) ≤ m: Suppose that both H 0 (Φ(F )) = 0 and H −1 (Φ(F )) = 0. The exact sequence in Lemma 3.11 shows that
) is a subsheaf of F (and non-zero by assumption). F being semistable, combined with its assumed phase ensures
Proposition 3.9 is an easy consequence of Lemma 3.12 since it is generated from semistable elements through extension.
Proof of Proposition 3.9. Assume F ∈ A i , i ∈ {0, 1} and A j (F ) are the semistable objects in the Harder-Narasimhan filtration of F . By definition of A i , A j (F ) ∈ A i . Lemma 3.12 and Lemma 3.10 imply that Φ(A j (F )) is cohomologically pure and are concentrated in degree −i for all j (since −0 is 0). Since A and A[−1] are extension closed, we have that Φ(F ) is concentrated in degree −i, completing the proof.
From Lemma 3.12, we know that Φ(F ) is cohomologically pure. However, this tstructure was arbitrary. Since semistable objects are the objects that are cohomologically pure in every t-structure generated from (Z, P), one can show that Φ(F ) is semistable if Φ satisfies our conditions for all t-structures obtained from (Z, P). This motivates the proof of our main theorem. Before stating the next theorem, we recall the definition of two key subsets of im(Z):
Theorem 3.13. Let Φ ∈ Aut(T ). Given (Z, P) ∈ Stab(T ), a locally finite stability condition, one has the t-structure D ≤0 = P(0, ∞), with heart A. If Φ satisfies
; here φ f is the "implied phase" obtained from a log branch.
then Φ is compatible with (Z, P).
Proof. Let (Z θ , P θ ) be the stability condition (Z, P) · e iπθ , with heart A θ ∼ = P(θ, θ + 1] = P θ (0, 1]. We use the notation M θ , m θ , φ θ f , and im(Z) θ comp for the obvious objects associated to (Z θ , P θ ). Note that generally, im(Z) θ comp will not be equal to im(Z) 0 comp : the log branch will change, thus changing which elements of im(Z) are "comparable". We claim if Φ satisfies (i), (ii), and (iii) above for (Z, P), then it will also satisfy them for (Z θ , P θ ), θ ∈ R. Only (i) and (iii) are unclear. Once this is shown, it is easy to see that Φ is semistable preserving: if not, we can choose θ to ensure Φ(F ) is not cohomologically pure (in the t-structure with heart A θ ). The full compatibility easily follows.
To show that Φ satisfies (i), (ii), and (iii) with regard to (Z θ , P θ ) it is enough to assume that θ ∈ (0, 1], for the shift [1] is strongly compatible. We split the argument into the cases θ < m 0 and θ > m 0 . The main difficulty with the latter is showing (i) is satisfied: one encounters problems understanding Φ(P(m 0 , θ][1]). We first handle θ ≤ m 0 .
By definition, A θ is the extension-closed full subcategory of T generated by P(θ, m 0 ], P(m 0 , 1], and P(0, θ) [1] . Let m θ ∈ R be the maximal number such that for semistable F ∈ P(θ, 1], φ f (Φ(F )) > m θ (it exists for the same reason m θ exists). Our choice of θ and M 0 ensures 0 < m θ ≤ 1. If m θ ≥ θ, then by Proposition 3.9, and condition (iii)
Thus showing that Φ satisfies (i) in (Z θ , P θ ) with M θ = 0. On the other hand, if m θ < θ, then
Again showing that Φ satisfies (i) (M θ = 1) with respect to (Z θ , P θ ).
To show (iii) is satisfied; we only need to check the case of strict inequality since equality is clearly satisfied. Any choice of log branch splits C * into two symmetric pieces. H is adapted to the branch with discontinuity at the positive real axis. By definition, im(Z) θ comp is defined using H · e iπθ and a log branch with discontinuity at the ray of angle πθ (relative to the positive real axis). We can assume that on the positive real axis, the phases of the two branches agree. With this description, we can rephrase (iii) for im(Z) ef f ∩im(Z) To handle m θ < θ it suffices to prove (iii) for [1] • Φ. For this autoequivalence, identical arguments as above can be used.
We have now shown Φ satisfies (i), (ii), and (iii) with regard to (Z θ , P θ ) for θ ≤ m 0 . Consider the sequence ω 1 = m 0 , ω 2 = m ω1 , etc. The sequence has the property that Φ satisfies the conditions stated above for each (Z ωi , P ωi ). Note if the conditions are met for (Z ω , P ω ) with θ − ω ≤ m ω , then the above arguments ensure that it is true for θ. This implies if lim i→∞ ω i = ∞, then we are done. Thus to finish our claim that Φ satisfies (i), (ii), (iii) for all (Z θ , P θ ) it suffices to show if lim i→∞ ω i = κ < ∞ then Φ satisfies the condition for (Z κ+ρ , P κ+ρ ) for ρ ∈ [0, 1).
We first show show that Φ(P[κ, κ + 1)) ⊂ P[κ + 1, κ + 2). Let F ∈ P[κ, κ + 1) be a semistable object. Then for some j with ψ j small (or possibly zero), F ∈ A ωj and φ(F ) > m ωj . By Proposition 3.9,
, then there exists at least one semistable factor of Φ(F ) not contained B κ [1] . The definition of κ implies that we must have a k > j such that
The autoequivalence [−1] • Φ restricts to an element in Aut(P[κ, κ + 1)). Clearly this is enough to show [−1] • Φ satisfies (i) with respect to (Z κ , P κ ). For (iii), note that given v, w ∈ im(Z) κ comp , there exists ω l such that v, w ∈ im(Z) ω l comp . The condition is assumed true for v, w ∈ im(Z) ω l comp . We can choose our log branches for ω l and κ in a compatible manner such that φ We can therefore apply the above machinery to ρ ≤ m κ (with respect to
, it is clear that if m ω k = 1 and ρ > m κ then (Z κ+ρ , P κ+ρ ) and (Z κ+mκ , P κ+mκ ) differ only by a shift of "fake" phases. This proves our claim.
We will now show that Φ is compatible with (Z, P). Given F semistable in (Z, P) with φ(F ) = η, suppose that Φ(F ) is not semistable. The Harder-Narasimhan filtration of Φ(F ) gives φ − (Φ(A)) < φ f (Φ(F ) < φ 0 (Φ(A)). If we set θ = φ f (Φ(F ), in the stability condition (Z θ , P θ ), H 0 (Φ(F )) = 0 and H 1 (Φ(F )) = 0. From above, we know that Φ satisfies conditions (i), (ii), and (iii) for (Z θ , P θ ), allowing us to apply Lemma 3.12, and get a contradiction. Therefore Φ(F ) is semistable in (Z, P), with phase θ. We can therefore remove the "f" from φ f . Condition (iii) is then the condition for compatibility.
Corollary 3.14. If Φ is compatible with (Z, P) then it is compatible with (Z, P) · g for g ∈ GL + (2, R).
Corollary 3.15. Let Φ satisfy all conditions of Theorem 3.13. Then Φ is strongly compatible if and only if the induced automorphism on im(Z) extends to an orientation preserving R-linear automorphism of C.
In the case that K(T ) is finite rank, Theorem 3.13(ii) can be rephrased. Proof. The first statement is a consequence of the triangle axioms in the derived category of Z modules. For the second, it is clearly a necessary condition. For sufficiency, first note that the map is injective, so we just need to show surjectivity. If not surjective, there exists an element a ∈ ker(Z) / ∈ Φ(ker Z), thus Φ −1 (ker Z) ker Z. Our assumption can be rephrased as ker Z ⊂ Φ −1 (ker Z). The equivalence of rank (since both are finite rank) implies that Φ −1 (ker Z)/ ker Z is a torsion group. However, Φ −1 (ker Z)/ ker Z ⊂ im Z ∼ = im Z ⊂ C which has no torsion points, a contradiction. Thus Φ is an automorphism when restricted to ker(Z).
N-GONS
This chapter is a collection of facts and definitions about n-gons and their derived categories. We define the "classical" stability condition, which will be used throughout the rest of this paper.
4.1. The geometry of n-gons. Let E n , n ∈ N, denote the n-gon: projective singular reducible curves consisting of a cycle of n components, all isomorphic to P 1 , with nodal singularities (i.e. transverse intersections). E m is a Galois cover of E n if and only if n|m. In particular, n-gons are Galois covers of the Weierstrass nodal cubic. We fix a consistent choice of covering maps {π m,n } Z×Z (π m,n ∈ Hom(E m , E n )) and deck transformations {ι m,n } Z×Z (ι m,n ∈ Gal(E m , E n )) satisfying π m,n • π l,m = π l,n and π m,n ι m,l = ι n,l for l|n|m. Denote by ι m,n a consistent choice of generator for the Gal(E m , E n ) ∼ = (m)/(n) ∼ = Z l (where n = lm), We often times omit the second number when it is 1 e.g. π m for π m,1 . It is implicit in the above definitions that π 1 (E n ) ∼ = Z.
The normalization of E n is n P 1 . Obviously the normalization map η : n P 1 → E n is an isomorphism away from the singular locus. It will become important to refer to individual components. To do so, we index the components with Z/nZ by arbitrarily choosing the "first" component and continuing in a clockwise or clockwise manner, depending on our choice of ι m,n .
We will also need the projective genus 0 singular curves I m . These curves are a chain of m reducible components, all isomorphic to P 1 . They can be obtained as partial normalizations of the m-gon at any one of its singular points. 
K(D
b (E n )) and σ cl (n). To define our stability conditions, we need to calculate
. This is a well known calculation: Let σ cl (n) = (Z cl , P cl ) denote the stability condition with charge Z cl (F ) = −χ(F ) + i rk tot (F ), with heart Coh(E n ). Here rk tot designates the function 0<i≤n rank i . It is clear that ker(Z cl ) is finite rank and im(Z cl ) is rank 2. This stability condition is an extension of classical slope to the case of n-gons. Given a torsion free F ∈ Coh(E n ), one can define its slope ψ(F) := χ(F ) rktot(F ) . In the case that F is semistable (in σ cl (n)), the conversion between ψ(F), its slope, and φ(F), its phase, is given by ψ(F) = − cot(πφ(F)).
4.3.
Classification of torsion free sheaves.
Theorem 4.1 ([BBDG06] Theorem 1.3). With E n and I k as above, let E be an indecomposable torsion free sheaf on E n .
(1) If E is locally free, then there is anétale covering π nr,n : E nr → E n , a line bundle L ∈ P ic(E nr ), and a natural number m ∈ N such that
where F m is an indecomposable vector bundle on E nr , recursively defined by the sequences
(2) If E is not locally free then there exists a finite map p k : I k → E n and a line bundle
In this section we will apply Theorem 3.13 to the example of n-gons. This serves the purpose of showing how the conditions of Theorem 3.13 many times reduce to easily applicable and natural conditions. 5.1. Reduction of conditions in Theorem 3.13 for σ cl (n).
is in the kernel of Z cl if and only t = a 1 e 1 + . . . a n e n with Σa i = 0. We have Using the commuting relation of Φ and ι * n , we can write
Applying rk tot to the left and right yields 5.2. The autoequivalence group Aut cl (n). Using these reductions we will now produce the subgroup Aut cl (n) ⊂ Aut(D b (E n )) of autoequivalences compatible with σ cl (n). We obtain this subgroup by explicitly constructing autoequivalences of D b (E n ). This group will be an extension of Γ 0 (n) ⊂ SL(2, Z), the congruence subgroup consisting of elements that are upper triangular under reduction of coefficients SL(2, Z) → SL(2, Z/nZ). We begin by lifting autoequivalences of
Once this shown, we ascertain that these endomorphisms are strongly compatible autoequivalences.
This sheaf is unique up to the action of the covering transformations of (π n × id).
Proof. First, we need to understand how
, the isomorphism is provided by σ cl (1) and the natural right action on the stability manifold. The left action by Aut(D b (E 1 )) implies all autoequivalences are strongly compatible with all stability conditions. Since k(p), p ∈ E 1 , are stable in all stability conditions, this shows that
) is a shifted stable indecomposable vector bundle (torsion free sheaf) for p smooth (singular), with M , rank(V p ) = n and χ(V p ) = d uniform for all p. The assumption [Φ K ] ∈ Γ 0 (n) ensures d = 0. Without loss of generality, we can assume that M = 0 and by [Huy06, Lemma 3.31] that K is a sheaf. With these assumptions, it is clear that K| p×E1 = V p . For clarity, we will first handle the case that rank(V p ) = n. Once this is shown, we will comment on how the general case proceeds.
By Proposition 4.1, V p ∼ = π n * L p for some torsion free rank 1 bundle on E n . Using base change and the Cartesian diagram (since E n is a Galois cover)
Clearly, this isomorphism is trivially affected by the choice of L p : the choice was ambiguous up to the action of ι * n . From this description, the stability properties of V p gives
Temporarily, we assume d > 0 and surjectivity of the natural map Γ(V p ) ⊗ O E1 → V p for all p; this will be justified at the end of the proof. Letting ρ 1 designate the projection
is a surjection. We want to find a sheaf, F n on E n such π n * (F n ) ∼ = F. We will give F a natural π n (O En ) module structure, giving the existence of a lift. The algebraic nature of π n then ensures the existence of F n . One has the natural splitting π n * (O En ) ∼ = ⊕ µn O(ξ i ) where µ n are the nth roots of unity. Likewise, the Z/nZ action on F induces a decomposition by eigenbundles: F ∼ = ⊕ µn F(ξ i ). The natural module action is then described summand wise as the natural maps
The cartesian diagram
* (K) (using flat base change and adjunction). Adjunction again gives υ : (π n ×id) * ker(τ ) → ρ * n (F n ). Define K n := coker(υ). The flatness of π n × id gives an exact sequence
By comparing dimensions of fibers, this is an isomorphism. Thus (π n × id) * (K n ) ∼ = (id × π n ) * (K). We now justify our assumption on d. Letting ρ i 2 designate the projection of E 1 × E i onto the second factor, the ample nature of L(1; ω) implies the construction works for
. From this, it is clear how to find K n , thus justifying our assumption. We are done for the case that rank(K) = n.
Finally, the case that n < rank(V p ) = m. The adjustments are more of a technical inconvenience: we have
. Therefore, rather then having a fiberwise decomposition of (id × π n ) * V p into rank 1 sheaves, we decompose into n rank m n vector bundles (torsion free sheaves). Once this change is made, the construction proceeds in a straightforward manner.
Remark 5.1. The more natural way of viewing this construction (and the original motivation) is that (id × π n ) * K has the natural splitting fiberwise given above. This gives an explicit description for the monodromy associated to the generator of π 1 (E 1 ). This monodromy has order n and makes the choice of a summand in the fiberwise splitting a "cyclic vector". This implies that there is a natural lift on E n × E n that pushes forward to (id × π n ) * K. The argument given in the above proof has the benefit of not losing any data contained in K.
is constructed, we aim to understand Φ Kn . With this in mind, we prove some basic properties of K n .
Lemma 5.4. Let K be as in Proposition 5.3. Then K n has the following properties:
(1) π n * (K n | p×En ) ∼ = K| p×E1 , and therefore is a torsion free sheaf.
(2) for any two distinct p 1 , p 2 ,
Proof. The first property is clear from the construction. The second follows from the inclusion
We have two cases: p 2 = ι k n p 1 and p 2 = ι k n p 1 for some k. For the former, it follows from the original family K; for the latter, it follows from the stability properties of the fibers of K Lemma 5.5. K n is a sheaf and flat over E n with regards to projection onto the first factor.
Proof. From Lemma 5.4, Φ Kn (k(p)) is a torsion free sheaf for all p ∈ E n . However, letting ρ i denote the projections of E n × E n , we have
Since the left side is a torsion free sheaf uniformly concentrated in a single cohomological degree for all p, the result follows from [Huy06, Lemma 3.31].
It is now clear that K n inherits many nice properties from K. It is not surprising then that there is a nice relationship between Φ K and Φ Kn .
We have the following diagram
x x r r r r r r r r r r
x x r r r r r r r r r r σ2 6 6 r r r r r r r r r
where every square is Cartesian. The result is a calculation using the above diagram, base change, and the projection formula.
With this initial analysis done, we now show Φ Kn is strongly compatible with σ cl (n). In order to apply Theorem 3.13, we must first know Φ Kn is an equivalence. Once this is shown, it is simply a matter of verifying the reduced conditions derived in the previous section.
Proposition 5.7. Φ Kn is an equivalence.
. Proposition 5.3 constructs two (shifted) sheaves K n and K n corresponding to these two kernels. As noted above, there is some ambiguity in the definition of K n : there are in fact n choices that will satisfy the properties listed in Proposition 5.3. We will correct for this momentarily.
Lemma 5.6 gives an isomorphism of functors
n . Applying these isomorphisms to ⊕ 0≤k<n k(ι n (p)) for any p ∈ E n , yields the isomorphism
Correcting by some power of ι n we can ensure that ι
The geometric origin of our autoequivalence, the connectedness of E n , and the fact that {ι k n (p)} is a discrete subscheme combine to imply this identity holds for all p (here we are using the continuity properties that our kernel affords).
Thus we know ι j * n • Φ K n • Φ Kn acts as the identity on k(p) for all p ∈ E n . By [BK06b, Lemma 2.11] we know ι j * n • Φ K n • Φ Kn is isomorphic to an autoequivalence obtained by tensoring by a line bundle, thus the result.
Proposition 5.8. Φ Kn is strongly compatible with σ cl (n) on E n .
Proof. According to Theorem 3.13 and the reductions carried out in §5.1, we need to verify that (1)
(1) Without loss of generality, we can assume that M = 0. Let ρ i designate the i th projection E n ×E n ρi − → E n . By Lemma 5.5, K n is flat over ρ 1 , and therefore ρ *
Thus, the assertion reduces to showing Rρ j 2 * (G) = 0 for G ∈ Coh(E n × E n ), j > 1. This is true since ρ 2 is a fibration with fiber dimension 1.
(2) Proposition 2.4 shows the left side is isomorphic to Φ (ιn×id) * Kn and the right is isomorphic to Φ (id×ι
where q is coprime to n and a = 
. This reduces our calculation understanding how π * n affects rk tot and χ. Clearly the rank (restricted to each component) doesn't change, so rk tot (π * n F ) = n rk tot (F ). Further, by pulling back to the normalization, we see that χ(π * n (F )) = nχ(F ). Thus,
, showing that [Φ Kn ] descends to an orientation preserving automorphism.
We now have a large class of compatible autoequivalences. We are interested in the subgroup of Aut(D b (E n )) containing all autoequivalences compatible with σ cl (n). We will first define Aut cl (n) and give some of its important properties. In the next section we show that it is maximal.
and Aut triv (n).
Theorem 5.11. All autoequivalences of Aut cl (n) are strongly compatible with (Z cl , P cl ). Further, Aut cl (n) is an extension
Under the action of Aut cl (n), there are Σ d|n,d>0 φ((d, n/d)) equivalence classes of phases, where φ is Euler's function.
Proof. It is not difficult to see that all elements of Aut triv (n) act trivially on K(E n ). Further, it is easily shown that Aut triv (n) ∼ = Aut(E n )×Z×Pic 0 (E n ) ∼ = Z/nZ×C * ×Z×C * . We first show that the generators of Aut cl (n) are strongly compatible. From Definition 5.10 and Proposition 5.8, we are left to show this for elements in Aut triv (n). However, this is an easy application of Theorem 3.13: any autoequivalence acting trivially on K(D b (E n )) will clearly satisfy conditions (ii) and (iii). Our specific choice of autoequivalences shows they satisfy condition (i).
It is now clear that Aut cl (n) acts on im(Z) ∼ = Z 2 . Recall for a smooth projective variety X any autoequivalence Φ can be represented by Φ K for some object K ∈ D b (X × X). In the case of E 1 , although not smooth, the statement remains true [BK05] . Thus, by Proposition 5.3 and Proposition 5.8, if Φ ∈ Aut(D b (E 1 )) and [Φ] ∈ Γ 0 (n), then there exists an autoequivalence Φ n strongly compatible with σ cl (n) lifting Φ. These statements are enough to show that Aut cl (n) acts on Z 2 via Γ 0 (n). Let H be the kernel of Aut cl (n) acting on Z 2 . To obtain the exact sequence above, one just needs to show Aut triv (n) ∼ = H. One inclusion is clear. To show the other direction we will write any autoequivalence Φ ∈ H as a composition of generators of Aut triv (n). First, if a := φ(Φ(k(p)), then a is an odd integer. For if a was even, Φ would result in a nontrivial action on Z 2 . Let
Gabriel's theorem [Gab62] guarantees that Ψ 0 is generated by automorphisms of X and tensoring Coh(E n ) by line bundles. Since the latter elements are a normal subgroup of Aut(Coh(E n )), we can write this as a composition (⊗L) • α * . It is clear from this description that if L / ∈ Aut triv cl (n), then it will not preserve the kernel of Z cl . Thus, we have our description of Φ as the composition of elements in Aut triv (n). The last statement of the theorem follows from the well known computations for the number of cusps under the action of Γ 0 (n) on the upper half plane [Shi94] . More precisely, we use the shift [2] to reduce the computation to that of equivalence classes of slopes under the action of Γ 0 (n). In fact, a more precise statement can be made: as (redundant) representatives for the equivalence classes of phases under the action of Γ 0 (n), we can choose phases φ c 
THE MODULI OF STABLE BUNDLES ON E n
A sheaf F is semistable (stable) in σ cl (n) if and only if F is Simpson semistable (stable) with polarization L(1, . . . , 1; 1). The results of [Sim94] , shows the existence of a coarse moduli space M cl (n, a) of Obj(P cl (a)). The closed points correspond to equivalence classes of objects with equivalent Jordan factors (S-equivalence). This moduli is a projective scheme over C. As noted in the introduction, we restrict to the case n > 1.
Theorem 6.1. Given a nontrivial slice P(a) of σ cl (n) with n > 1, let M st cl (n, a) ⊂ M cl (n, a) denote the subscheme whose closed points correspond to stable objects and M st cl (a) its closure. Then M st cl (a) ∼ = E s Z/nZ where s|n and each component of M st cl (a) is a component of M cl (n, a). Proof. Through the action of Aut cl (n), we can assume that a is one of the specific (redundant) representatives given in the proof of Theorem 5.11: a = φ r s where s|n, r < n s and r, s are coprime. All other representatives of this form have the same denominator in the index. Since we are primarily concerned with the denominator our choice of representative will not affect the calculation. The coprimality of r, s ensures the existence of A ∈ SL(2, Z) such that in our preferred basis A = r * s * .
Clearly A ∈ Γ 0 (s). Proposition 5.3 and Proposition 5.8 construct Φ Ks ∈ Aut(D b (E s )) such that for smooth p, Φ Ks (k(p)) ∈ Pic(E s ). We are interested in the functor π * n,s • Φ Ks :
. By a calculation similar to Proposition 2.4, this is equivalent to Φ U where U = (id × π n,s ) * K s ∈ D b (E s × E n ). It is clear that for smooth p ∈ E s , Φ U (k(p)) ∈ Pic(E n ). A calculation similar to the one done in Proposition 5.8 shows for all p ∈ E s , φ f (Φ U (k(p))) = a. We claim that Φ U (k(p)) is stable: if it was not stable its rank only allows for Jordan factors consisting of torsion free indecomposable subbundles supported on strict subschemes of E n . This gives the existence of a torsion free, but not locally free, sheaf in the Jordan decomposition of π n,s * • Φ U (k(p)). This is not possible since π n,s * • Φ U (k(p)) is a direct sum of stable line bundles on E s .
The result of this is an inclusion E s,smooth
cl (n, a). We want to show that its image is the locus of all stable vector bundles. We denote this latter space as M st,vb cl (n, a). We do this by showing that if V is a stable vector bundle on E n with φ(V) = a then ι * n,s (V) ∼ = V (clearly Φ U (k(p)) satisfies this). Assume this to be true. One calculates directly that φ(π n,s * (V)) = a (in σ cl (s)) and that π n,s * (V) carries a fiberwise action of Z/ (n, a), by definition, consists of stable torsion free, but not locally free sheaves. Let F be such an object and suppose that G := π n,s * F is not stable (it is automatically semistable). In the Jordan decomposition G has a stable subbundle G . If G is not a vector bundle, there exists a F on E n with φ(F ) = a, π n,s * F ∼ = G , and F ⊂ F. This contradicts that F is stable. Alternatively, if G is a vector bundle, as noted above, it must be a line bundle. Thus F := π * n,s G is a stable line bundle on E n . By adjunction, there exists a non-trivial F → F between stable objects which is not an isomorphism, contradicting the stability of F and F .
The result of this is that if F is stable and not locally free, then π n,s * F is stable. On E s there are exactly s of these objects (corresponding to the image of singular skyscrapers
