In this article, we propose a space-time Multi-Index Monte Carlo (MIMC) estimator for a onedimensional parabolic stochastic partial differential equation (SPDE) of Zakai type. We compare the complexity with the Multilevel Monte Carlo (MLMC) method of Giles and Reisinger (2012) , and find, by means of Fourier analysis, that the MIMC method: (i) has suboptimal complexity of O(ε −2 | log ε| 3 ) for a root mean square error (RMSE) ε if the same spatial discretisation as in the MLMC method is used; (ii) has a better complexity of O(ε −2 | log ε|) if a carefully adapted discretisation is used; (iii) has to be adapted for non-smooth functionals. Numerical tests confirm these findings empirically.
Introduction
Stochastic partial differential equations (SPDEs) have become an area of active research over the last few decades. Several classes of methods have been developed to solve SPDEs numerically, including finite difference schemes [13, 11, 12, 5] , finite element schemes [28, 19] , and stochastic Taylor schemes [16, 17] . This article is motivated by Zakai SPDEs of the form (see [9] ), dv(t, x) = 1 2
where M is a standard Brownian motion and a, b and γ suitably chosen coefficient functions. This Zakai equation arises from a nonlinear filtering problem: given an observation process M and a signal process X, we want to estimate the conditional distribution of X given M . If X satisfies
where B and M are independent standard Brownian motions, and the distribution function has a density v, it is proved in [21] that v satisfies (1.1) with
The conditional (on M ) distribution function is then
and it is the goal of this article to estimate the expectation of functionals of this form.
For simplicity, we restrict ourselves to the special case dv = −µ ∂v ∂x dt + 1 2
where T > 0, M is a standard Brownian motion, and µ and 0 ≤ ρ < 1 are real-valued parameters. This is a special case of (1.1) where σ = √ 1 − ρ, γ = √ ρ, β = µ.
Moreover, v in (1.2) describes the limit empirical measure, as N → ∞, of a large exchangeable particle system [21] , dX
where W i t and M t are independent standard Brownian motions. A direct application of this model is the large portfolio credit model [3] . Assume the market consists of N different firms where X i t are "distance-to-default" processes. Then the functional of interest is the loss
i.e., the mass lost at the absorbing boundary. In the credit risk application of [2] , L describes the loss in a structural credit model, i.e., the fraction of firms whose values have crossed zero and which are considered defaulted. The values of credit products are often functions of the loss L t .
Generally, the solution to (1.1) is not known analytically and has to be approximated numerically. A survey of methods is given in [9] , and we focus here on recent applications of multilevel methods as they pertain to this article. Giles and Reisinger [8] used an explicit Milstein finite difference approximation to the solution of (1.2). By using Fourier analysis, this scheme can be shown to give first order of convergence in the timestep and second order in the spatial mesh size. One constraint in this paper is that the timestep needs to be small enough to ensure stability. Inspired by the numerical analysis of SDEs in [27, 1] , [25] extended the discretisation to an implicit method on the basis of the σ-θ time-stepping scheme, where the drift and the deterministic part of the double stochastic integral are taken implicit. Fourier analysis shows that the convergence order is the same as in the explicit Milstein scheme, however, this scheme is unconditionally mean-square stable under a constraint on the correlation ρ in (1.2) . This unconditional stability is essential for our application as detailed below.
In this paper, we compare a new Multi-index Monte Carlo (MIMC) scheme in the spirit of [14] , with the Multilevel Monte Carlo (MLMC) method of [6] . The MLMC method utilises a sequence of approximations P 0 , P 1 , . . . , P l * to a random variable P with increasing accuracy but also higher cost for increasing l. In the simulation of an SDE, l would typically be the refinement level of the time mesh, with 2 l time steps. The MLMC estimator is based on recursive control variates embedded in the identity
where l * is a maximum refinement level. The goal is to estimate E[P l * ] by independent estimation of the summands, in a way that the root mean square error (RMSE) is comparable to the bias, but with a much reduced computational complexity. If fewer samples are needed for higher levels, the total computational cost is much lower than when using the standard Monte Carlo method (see Theorem 1 in [7] ). In a second step, l * is adapted for a given RMSE target.
The MLMC method has been extended to SPDEs, in which case it gives even better savings due to the additional spatial dimensions. Giles and Reisinger [8] applied MLMC to simulate the SPDE (1.2) and the functional of its solution given in (1.4) . Both timestep k and mesh size h decrease geometrically on different levels of refinement l = 0, 1, . . . , l * , with fixed k/h 2 . Thus, the variance of the estimators for E P l − P l−1 is small for large l, compared to the estimator for E P l * . As a result, for a fixed accuracy ε, the cost can be reduced significantly to O(ε −2 ) instead of O(ε −7/2 ) by the standard Monte Carlo estimator.
The approach taken here is to approximate this SPDE (1.2) by multi-index Monte Carlo simulation as introduced in [14] . The goal of MIMC is to improve the total complexity for higher-dimensional problems, where the cost of each sample on higher levels increases faster than the variance of MLMC estimators decays, such that the optimal complexity of O(ε −2 ) is lost in MLMC. Multi-index Monte Carlo can be viewed as a combination of sparse grids [29] and MLMC methods. The level l is now a vector of integer indices, corresponding to the refinement level in the different dimensions. Sparse grids, and hence MIMC, use high order mixed differences instead of only taking first order differences to construct a hierarchical approximation. More specifically, for a d-dimensional problem, [14] first defines first order difference
where e i is the unit vector in direction i and P l is the estimator of level l. Then the telescoping sum becomes
The strategy is to neglect terms with large l where the cost is large and the contribution to the estimator is small. Instead of choosing an index l * as in MLMC, one now has to choose an index set I ⊂ N d of terms to include.
The main selling point of MIMC methods applied to higher-dimensional SPDEs, similar to sparse grid methods for high-dimensional PDEs, is that they can give a computational complexity with a fixed polynomial order multiplied by a log term, with an exponent which grows with the dimension d. Both the sparse grid combination technique and the MIMC framework are based on certain specific expansions of the discretisation error in the mesh parameters. These have been proven for a growing class of PDEs [23, 24, 10] ; [14] studies PDEs with random coefficients and refers to these PDE results in a path-wise sense, [7] analyses MIMC for nested simulation.
In this paper, we
• apply MIMC to the SPDE (1.2) on a space-time mesh with an implicit Milstein time-stepping scheme and central spatial differences;
• demonstrate that the expectation and variance of the multi-index estimators can be analysed by Fourier analysis, even if the required error expansions do not hold pathwise;
• show that an extra term appears in the error expansion which explodes for small spatial mesh sizes, but by a suitable adaptation of the MIMC estimator a theoretical complexity of O(ε 2 | log ε|) can be obtained, while the practically observed complexity is still O(ε 2 ) as in the MLMC method [8] ;
• give a seemingly innocuous variant of this approximation scheme, i.e., with the spatial approximation studied in [8] , and show that the "standard" assumptions on the error expansion are only satisfied with lower order, such that the MIMC estimator is less efficient with complexity O(ε −2 | log ε| 3 );
• give an example of a discontinuous functional and a simple approximation where we show that multiple leading order error terms appear, such that the optimal index set is not triangular, and demonstrate how MIMC can be adapted to this case.
Hence we show that although MIMC can be expected to work well in multi-dimensional situations compared to MLMC, this is not always true. In this paper, we only consider cases where MLMC gives optimal complexity order. Therefore, the results herein can be considered negative in the practical sense that worse performance, is obtained for MIMC than MLMC. In addition to these "negative" results being interesting in their own right, we provide a methodology to analyse MIMC estimators for a class of SPDEs. This method carries over to the higher-dimensional setting, where MIMC has complexity advantages over MLMC (as explained further in Section 8).
The rest of this article is structured as follows. We define two implicit Milstein finite difference schemes in Section 2, and the MIMC estimators in Section 3. The main theoretical result is provided in Section 4, where we analyse the convergence order of a MIMC estimator using Fourier analysis. Section 5 gives an "optimal index set" for this MIMC estimator and derives the total complexity for fixed accuracy. Section 6 derives further results for alternative approximations, while Section 7 shows numerical experiments confirming the above findings. Section 8 offers conclusions and directions for further research.
Two implicit Milstein finite difference schemes
Let (Ω, F, P) be a probability space, on which there is given a one-dimensional standard Brownian motion M . We study the parabolic stochastic partial differential equation
where T > 0, M is a standard Brownian motion, and µ and 0 ≤ ρ < 1 are real-valued parameters, subject to the Dirac initial data
where x 0 ∈ R is given. A classical result states that, for a class of SPDEs including (2.1), with initial condition in
. This does not include Dirac initial data (2.2), but in fact, the solution to (2.1) and (2.2) at time T is analytically known (see [8] ) to be the smooth (in x) function
Integrating (2.1) over a time interval [t, t + k], we have
We then use a spatial grid with uniform spacing h and a timestep k, and let V n j be the approximation to v nk, jh , n = 1, . . . , N , j ∈ Z, where N = T /k. We approximate v(0, x) by
Here [x] denotes the closest integer to x. To improve the accuracy of the approximation of v in the present case of Dirac initial data, we subsequently choose h such that x 0 is on the grid, then x 0 /h is an integer.
By an explicit Milstein scheme [8] with standard central difference approximation to the spatial derivatives, we have
where Z n are independent standard normal random variables, D 1 and D 2 are first and second central difference operators,
However, there is a condition for the mean-square stability of this explicit scheme (see [8] ), 1 + 2ρ 2 k h 2 ≤ 1. This is an obstacle for the use of the MIMC scheme where timestep and mesh size are varied independently. We can avoid the constraint on the timestep by using an implicit scheme instead [25] . Two implicit Milstein finite difference discretisations are conceivable for the SPDE (2.1):
1. Discretise the spatial derivatives first, then apply the Milstein scheme to the resulting system of SDEs, i.e.,
Apply the Milstein scheme first, then discretise the spatial derivatives. This gives
These two schemes have the same effect on the multilevel algorithm, and (2.6) is used in [8] . However, we will show that (2.6) is less efficient using the multi-index algorithm, as these two schemes result in different orders of variance for the MIMC estimators. Since the scheme (2.5) is more efficient, we will explore it in detail in Section 4, and the analysis of (2.6) in Section 6.1 is then similar.
The implicit schemes are unconditionally stable and converge in mean-square sense (ℓ 2 sense) under a constraint on the correlation [25] , as the following theorems describe for (2.6), and an analogous result holds for (2.5).
Theorem 2.1 (Theorem 2.1 in [25] ) The implicit Milstein scheme (2.6) is unconditionally stable in the mean-square sense, provided
The implicit Milstein scheme (2.6) has the error expansion, for Dirac initial data (2.2),
where x j = jh, E 1 , E 2 and R are random variables with bounded moments.
Proposition 2.1 Under the conditions of Theorem 2.2 but without fixed k/h 2 , then for h 2 ≥ k, Theorem 2.2 still holds; for h 2 < k, the implicit Milstein scheme (2.5) has the error expansion
7)
where N = T /k, 0 < θ < 1, and θ is independent of h and k.
Proof See Appendix A. ✷ Remark 2.1 If for some β > 0, and a constant C 0 > 0 independent of h and k, 8) or equivalently, 9) then the implicit Milstein scheme (2.5) has the error expansion We consider a specific linear functional of v for fixed T , the random variable 10) as discussed in the introduction, where v is the solution to (2.1) and (2.2).
By introducing integer multi-indices l = (l 1 , l 2 ) ∈ N 2 as the index of space and time separately, we denote L (l 1 , l 2 ) as the discrete approximations to L, with mesh size h = h 0 · 2 −l 1 , and timestep
where the integral is approximated by the trapezoidal rule and V N j is determined by (2.5).
Proposition 2.2 Let L : Ω → R + be the random variable given by (2.10). Let L (l 1 , l 2 ) : Ω → R + be the approximation to L given by (2.11). Assume 0 < ρ ≤ 1/ √ 2. Then there exists a real number C > 0, such that for any l * 1 ∈ N, any h 0 > 0, and any k 0 > 0 such that
where 0 < θ < 1, β > 0, C 0 > 0 are the same constants as in Remark 2.1, the following holds:
Proof Denote the trapezoidal approximation of 1 − ∞ 0 v(T, x) dx with mesh size h by
,
Since both L and L use the theoretical, smooth v(T, x), we have
From the proof of Theorem 2.2 in [25] , there exist random variables C j , and a constant C 1 > 0, all of which are independent of (l 1 , l 2 ), such that
Combining above equations, we have
Therefore, by choosing C =
Multi-index Monte Carlo discretisation on a space-time mesh
Following the idea in [14] , we introduce ∆ i , the first order difference operator along directions i = 1, 2, defined as
with e i being the canonical vectors in R 2 , i.e., (e i ) j = δ ij . Then define the first order mixed difference operator ∆ = ∆ 1 ⊗ ∆ 2 . Hence, for l 1 > 0, l 2 > 0, we have
A telescoping sum then gives, for any l * 1 , l * 2 ≥ 0,
.
However, this is not necessarily the most efficient way of approximating L, since the approximations L (l 1 , l 2 ) with (l 1 , l 2 ) close to (l * 1 , l * 2 ) are highly accurate but also costly to compute. Instead, we only compute the levels in a minimal index set I ⊂ I 0 (adapted to the convergence in h and k) which satisfies
for a given error ε 1 . Then it can be easily proved that
The MIMC estimator is now defined by (see [14] )
where I ⊂ N 2 is an index set, and M (l 1 ,l 2 ) is the number of samples for each (l 1 , l 2 ) ∈ I. The key point in the algorithm is that the quantity ∆L (l 1 , l 2 ) comes from four discrete approximations using the same Brownian path, therefore the variance of ∆L (l 1 , l 2 ) is small, in a sense made precise in Theorem 4.1. Thus the moments of ∆L (l 1 , l 2 ) are small not only if both k and h are small, but it suffices that either k or h is small. This allows the omission of computationally costly indices. The MIMC algorithm is based on a good choice of I and, for given (l 1 , l 2 ) ∈ I, M (l 1 , l 2 ) to balance bias and variance for a given accuracy target.
Denote
, and W (l 1 , l 2 ) the average work required for a realization of ∆L (l 1 , l 2 ) for a single path. Then the total work corresponding to the estimator is
As the paths are chosen independently for different (l 1 , l 2 ), the variance of the estimator is
The mean square error can be expressed as the sum of two contributions, bias and variance,
To achieve a root mean square error of ε, we split the accuracy as follows,
where 0 < α < 1. By optimising the total work with respect to M l given the variance constraint (3.8) and a fixed I, we can derive (see also [14] ) the optimal number of samples for each level l = (l 1 , l 2 ) to be
In the numerical implementation, we take the integer ceiling of M (l 1 , l 2 ) in (3.10), as a result we assume the bound
Therefore the total work is bounded by
where the second term is usually negligible.
In [14] , Theorem 2.2 shows the total computational cost using an optimal index set with the MIMC method given bounds on E (l 1 , l 2 ) and V (l 1 , l 2 ) . Based on these ideas, we first consider the Fourier analysis of each level ∆L (l 1 , l 2 ) , then find an index set I to achieve the optimal order of the total work. Though the complexity is the same for both schemes (2.5) and (2.6) when using the multilevel method, we will see that it is different using the multi-index method.
Fourier analysis of MIMC estimators
In this section, we show that the MIMC increments (3.2) for scheme (2.5) satisfy the moment conditions required for the analysis of [14] . We then derive the optimal index set and the resulting complexity of the MIMC estimator in Section 5. In what follows, we will use C to stand for generic positive real constants dependent only on model parameters, and their values may change between occurrences.
Main results
The following theorem is concerned with the first and second moments of ∆L (l 1 , l 2 ) with schemes (2.5) and (2.11).
Theorem 4.1 Consider L (l 1 , l 2 ) from (2.11) with the implicit Milstein scheme (2.5). Assume 0 < ρ ≤ 1/ √ 2. Then there exists a real number C > 0, such that for any l * 1 ∈ N, any h 0 > 0, and any k 0 > 0 such that
where
Proof See Section 4.3. ✷ Remark 4.1 The condition 0 < ρ ≤ 1/ √ 2 is the same already required for the mean-square stability in Theorem 2.1. It will be used for the damping of high wave number components (see Section 4.5).
Remark 4.2 In Theorem 4.1, to make sure the condition (2.8) holds, k 0 is not fixed. Instead, k 0 depends on l * 1 . It follows from Theorem 4.1 that the MIMC increments (3.2) (for scheme (2.5) and approximation (2.11) of L) satisfy
3)
where C * 1 , C * 2 , C * 3 are positive constants, and the constants will be used in the numerical implementation. These are the Assumptions 1, 2, 3 in [14] . We will follow their approach in Section 5 to construct the index set I, choose the number M (l 1 , l 2 ) of samples and derive the complexity.
Similar to the proof of Theorem 4.1, we have the following.
Then there exists a real number C > 0, such that for any l * 1 ∈ N, any h 0 > 0, and any k 0 > 0 such that
, the first order differences of L (l 1 , l 2 ) derived from (2.5) and (2.11) have the first and second moments
using the notation from (3.1).
In the remainder of this section, we give a proof of Theorem 4.1. The idea of the proof follows [4] .
Fourier transform of the solution
Define the Fourier transform pair
The Fourier transform of (2.1) yields 5) subject to the initial data v(0, γ) = e −iγx 0 from (2.2). We assume that µ = 0 in the following for simplicity, since the results will not change when a drift term appears. (See Remark 2.3 in [25] .)
The solution to (4.5) is then
For the discretised equation, we can use a discrete-continuous Fourier decomposition
for j 0 defined above (2.4), where
Since we approximate the Dirac initial data by (2.4), it follows that V 0 (γ) = 1. Then by linearity of the equation, we have
where we make the ansatz
We can write (2.5) as
Inserting in (4.9), a simple calculation gives
Following [15, 25] , we say that the implicit Milstein scheme is mean-square stable, provided
Therefore, by stationarity we need
i.e.,
This gives a condition on the correlation for mean-square stability (see [25] ), stated previously as Theorem 2.1. Now that the stability is ensured, we can approximate the functional of the solutions.
Fourier analysis of MIMC estimators (proof of Theorem 4.1)
From (2.11), (4.7) and (4.8), we can give a discrete approximation of the functional L(v(T, ·)) of the form
To simplify the notation, we define
where j 0 = x 0 /h as before. Note that χ is defined in a distributional sense, and it only appears multiplied by the smooth, fast decaying function X N and in integral form, hence this is well-defined. Then
has the form
Now we derive the leading order term of ∆L (l 1 , l 2 ) , assuming that ρ ≤ 1/ √ 2 holds.
Let N ′ = N/4 be the final timestep for level (l 1 , l 2 − 1). We write X N (γ) as X N , and from (4.13) we have
We introduce ∆ L (l 1 , l 2 ) (γ) as the integrand in (4.14),
Moreover, after some computation we have for
Following the analysis in [4] , we compare the numerical solution to the analytical solution by splitting the domain into two wave number regions. Assume p is a constant satisfying 0 < p < . Then we define the low wave number region by 18) and the high wave number region by
Then we have the following lemmas.
where R(T ) is a random variable with bounded first and second moments satisfying
Proof See Section 4.4. ✷ Lemma 4.2 (High wave region) There exists a real number C > 0, such that for any l * 1 ∈ N, any h 0 > 0, and any k 0 > 0 such that
where 0 < θ < 1, β > 0, C 0 > 0 are the same constants as in Remark 2.1, the following holds for
Proof See Section 4.5.
✷
Combining Lemma 4.1 and Lemma 4.2, we get
Hence there exists a constant C > 0 independent of (l 1 , l 2 ), such that the first and second moments of
This concludes the proof of Theorem 4.1. We will prove Lemma 4.1 and Lemma 4.2 in the remainder of this section.
Low wave number region (proof of Lemma 4.1)
First consider the case where γ is small, such that γ ∈ Ω low . To analyse the mean and the variance of ∆ L (l 1 , l 2 ) (γ) in (4.17), it suffices to analyse the mean and the variance of
From (4.6) it follows that the exact solution of X(t n+1 ) given X(t n ) is 20) where M t n+1 − M tn := W n is the Brownian increment.
Now we consider the numerical approximation of (4.20), written as
and e l 1 , l 2 n is the logarithmic error between the numerical solution and the exact solution introduced during [nk, (n + 1)k]. Aggregating over N timesteps, at t N = kN = T ,
From (4.21), we have
has the same form as in (4.10),
where a,â and c are as in (4.11).
In the following, for a small parameter k,
Then one can derive from Taylor expansion of log C
where we have
Moreover, this discretisation scheme satisfies
This is important since the term (a + 1 2 c 2 )ρk Z 2 n vanishes in this case, and it follows that
where φ 1 (·) is an odd degree polynomial function, φ 2 (·) is an even degree polynomial function, and r 0 (k) is a random variable with bounded second moments such that
Note that the level (l 1 , l 2 − 1) has mesh size h and timestep 4k, such that it has N ′ = N/4 time steps. To reduce the variance, we use the same Wiener process in these two levels, hence the Brownian increment Z n on level (l 1 , l 2 − 1) satisfies
As a result, we have
where lim
Therefore we derive
So we have
Here, for i = 1, 2,
is the numerical approximation to
Because of the exponential decay of X(T ) in γ, there exists C 0 independent of (l 1 , l 2 ), such that
Then there exists a constant C 1 > 0 independent of l 1 and l 2 , such that
where R 1 (T ), R 2 (T ) are random variables with bounded moments satisfying
Then Lemma 4.1 follows by letting
High wave number region (proof of Lemma 4.2)
Now we consider the case where γ is large, such that γ ∈ Ω high . By (4.10), we have
Note that u ∈ [4/π 2 , 1] when |hγ| < π. We have 26) and
Since we have assumed that 2ρ 2 ≤ 1, the numerator 1 − ρ cos 2 hγ 2 + 1 4 (1 − 2ρ 2 cos 4 hγ 2 )γ 2 ku is positive. When h 2 ≥ k, the high wave region is h −2p < |γ| < πh −1 .
In this case,
When h 2 < k, following the proof of Proposition 2.1 in Appendix A, we have
where C > 0, 0 < θ < 1 are constants independent of h and k. As k 0 satisfies the condition
by using (4.17) and a similar argument as in Appendix A, it follows that there exists C > 0 independent of h and k, such that for all r > 0,
since in (4.27) ,
This concludes the proof of Lemma 4.2.
Optimal index set and complexity
So far, we have derived the first and second moments of ∆L (l 1 , l 2 ) . Based on these, we now need to find an appropriate index set I for the MIMC estimator (3.6). We first do this for scheme (2.5) and approximation (2.11).
Finding the optimal (with respect to the computational cost required for a given prescribed accuracy αε) index set I is equivalent to solving the optimisation problem
where W is the total work as in (3.7) and L I the MIMC estimator for L as in (3.6), α ∈ (0, 1). From (3.5), we have
where ε 0 defined in (3.3) is the error between L (l * ,l * ) and L, and ε 1 defined in (3.4) is the error between two index sets. We let ε 0 = (αε) 1+r with r > 0, 0 < α < 1, and ε 1 = αε. Then the weak error between
and L has a higher order, and the dominant weak error of the MIMC estimator would be ε 1 = αε. Firstly we find the l * 1 , l * 2 and k 0 . From Proposition 2.2, we have
For
it is sufficient to have
Hence we have
We follow the idea in [14] , and introduce the term "profit" as
Here E l , defined as the expectation of ∆L l as before, can be regarded as the contribution to the solution (if included) or error (if not included) originating from level (l 1 , l 2 ). The denominator √ V l W l is proportional to the total work on level (l 1 , l 2 ), which is given by
from (3.10). This can be regarded as a knapsack problem, where we try to include those levels with small work and large bias. This gives rise to the following heuristic optimisation.
Following Lemma 2.1 in [14] , we define a candidate index set as {l ∈ N 2 : P l > ν} for some ν.
Note that this class may not contain the optimal index set, but we will see that it is sufficiently rich to obtain optimal complexity order. From (4.2) to (4.4), we deduce
for some constant C P > 0, where
We introduce strictly positive normalized weights as
Then δ 1 + δ 2 = 1.
Now the index set is denoted as
where l * can be derived from the bias constraint
We try to find the minimal l * such that this bias constraint holds. See Figure 1 . To this end, we approximate
. Inserting this in (5.7), we choose l * such that
Now we compute the computational cost under this index set. Recall from (3.11) that
Since the first term dominates the second one, we only need to compute
where C is a positive constant. Therefore, using discretisation (2.5) and L (l 1 , l 2 ) (2.11), the order of the total computational cost W is
Although theoretically there is a log term in the complexity, it usually does not affect the numerical tests, as θ is small, and θ N dominates h −1 .
6 Some sub-optimal approximations 6.1 The alternative discretisation (2.6)
Recall the alternative discretisation scheme given in (2.6), in which we apply the Milstein scheme first, then apply a second finite difference with step size h. This makes no difference in the convergence order of the multilevel scheme, of which the second moment of
in order to balance the bias, O(h 4 k) is a higher order term in (6.1). However, in the multi-index scheme, O(h 4 k) is no longer a higher order term due to the independence of h and k. This leads to the difference in complexity between the MLMC and MIMC methods.
Proposition 6.1 Consider the approximation (2.6) and (2.11). Assume ρ ≤ 1/ √ 2. Then there exists a real number C > 0, such that for any l * 1 ∈ N, any h 0 > 0, and any k 0 > 0 such that
, the first and second moments of
Proof In this discretisation scheme,
Following the previous analysis, in the low wave region (see Section 4.4) we can derive that
In this case,â + 
where r(k) satisfies
However,
for some constant C 0 . Hence similar to the proof of Theorem 4.1, there exists a constant C, such that
For γ in the high wave region, the proof is the same as in Theorem 4.1. ✷ By a similar computation to Section 5, the index set is now
and the total computational cost W satisfies
The corresponding numerical results are demonstrated at the end of Section 7.1.
An alternative functional approximation
Instead of approximating the loss by (2.11), consider a simpler approximation,
Using the discretisation from the previous subsection, we have the following results.
Proposition 6.2 Consider the approximation (2.6) and (6.4). Assume ρ ≤ 1/ √ 2. Then there exists a real number C > 0, such that for any l * 1 ∈ N, any h 0 > 0, and any k 0 > 0 such that
Proof Similar to the proof of Theorem 4.1.
✷
By the choice of h and k above, we get
As a consequence, the convergence rate varies between −2 and −3, depending on which refinement path is chosen.
The peculiarity of this scheme is that it has two leading terms of different orders in the variance, such that the assumptions of the framework in [14] (in this case, Assumption 2) are not satisfied. However, the fundamental principles of the MIMC concept still apply and we can split the domain into two parts:
, and the optimal index set is as shown in Figure 2 , where the analysis from Section 5 can be applied separately in the two parts. The total computational cost W satisfies
Figure 2: Optimal index set, with schemes (2.6) and (6.4).
Numerical implementation
Here, we present numerical tests for the schemes above to illustrate the theoretical convergence results and compare the complexity among MLMC and two MIMC schemes. Moreover we solve the SPDE on an interval (x min , x max ) with zero boundary conditions. We choose the parameters µ = 0.081, ρ = 0.2, x min = −10, x max = 20, and the initial density is v(0, x) = δ(x − x 0 ), where x 0 = 5. Figure 3 shows the values of θ from (2.7) corresponding to different correlation ρ, where θ is derived from the following equation
The proof of (7.1) is given in Appendix A. 
Mean and variance of ∆L
In this section, we conduct numerical tests for E ∆L (l 1 , l 2 ) and Var ∆L (l 1 , l 2 ) . The analysis shows that for (2.5) and (2.11),
. Table 1 shows log 2 E∆L (l 1 , l 2 ) with different levels of timestep and mesh size, using 10 4 Monte Carlo samples.
The data in Table 1 suggest that for l * 1 = 25 k 0 = 1/4, from given l := l 1 + l 2 to l + 1 (i.e., from one diagonal to the next), the values decrease by around 2, in line with (4.2). Figure 4(a) is the contour plot of the values of log 2 E∆L (l 1 , l 2 ) .
P P P P P P P P P l 1 (h) Table 1 : log 2 E∆L (l 1 , l 2 ) with h = h 0 · 2 −l 1 and k = k 0 · 2 −2l 2 , for approximation (2.5) and (2.11). Now we compare the results with the alternative discretisation scheme (2.6) but the same L (l 1 , l 2 ) from (2.11). The analysis in Section 6.1 shows that under that scheme, Figure 6 shows the contour plots of log 2 E∆L (l 1 , l 2 ) and log 2 Var[∆L (l 1 l 2 ) ] using the alternative discretisation scheme (2.6) and (2.11), with h = h 0 · 2 −l 1 and k = k 0 · 2 −2l 2 . (b) log 2 Var ∆L (l 1 , l 2 ) Figure 6 : Log values of mean and variance by the other discretisation scheme, given by (2.6) and (2.11).
We compute the optimal index set based on the profit (5.4). Figure 7 (a) shows the profit using scheme (2.5) and (2.11) . This provides the basis for the optimal index set (5.6). For scheme (2.6) and (6.4), there are two leading orders of variance, hence the index set is not triangular, as one can deduce from Figure  7 (b). (a) Profit of scheme (2.5) and (2.11). 
Complexity
The analysis shows that the total computational cost of the scheme (2.5) and (2.11) for a RMSE ε is W = O ε −2 log ε . As k 0 does not matter much in this problem, we can choose k 0 = 1/4 fixed for l * 1 ≤ 25, and the computational cost is expected to have the order O ε −2 . We test the total cost given different accuracy ε, and compare the results with the multilevel algorithm. The mean square error for the estimator can be expressed as the sum of the variance of the estimator and the square of the weak error, as in (3.9),
Since V (l 1 , l 2 ) W (l 1 , l 2 ) ∼ 2 −3l 1 −2l 2 , the variance decays more rapidly with the level than the cost increases, so that the dominant cost is on level 0. For each fixed accuracy, we find the global minimum of the total cost with respect to α and choose that optimal α * , thus reducing the total cost. Figure 8(a) shows how the total cost varies with α when ε = 10 −4 . Figure 8(b) plots the CPU time of ε 2 W of two multi-index and the multilevel algorithms. As k 0 does not affect much in this problem, the total computational costs of the MLMC algorithm and MIMC with schemes (2.5) and (2.11) are approximately proportional to ε −2 , hence ε 2 W should not vary much with different accuracy ε. However, the cost of the alternative discretisation scheme (2.6) with MIMC has the order ε −2 (log ε) 2 . We can see from the figure that ε 2 W is no longer a constant but is slightly increasing as ε → 0. The costs of the MLMC and MIMC schemes are very similar across a wide range of parameters (not reported here), which is to be expected as the dominant cost comes from the coarsest level. The MLMC scheme is slightly more efficient here, because it allows explicit time-stepping with a slightly lower computational cost. When an implicit scheme (2.5) is used for MLMC as well, giving better stability properties, the MIMC scheme outperforms. This is useful for locally refined meshes.
Conclusions and further work
We have analysed the accuracy and complexity of a MIMC estimator for a one-dimensional parabolic SPDE using Fourier analysis. Specifically, we analysed a functional L (v(·, T )) of the solution. We showed that, by using the implicit Milstein finite difference discretisation (2.5), the order of the first and second moments of
For a fixed RMSE ε, the theoretical complexity is O(ε −2 | log ε|). However, practically the order of complexity is still O(ε −2 ). Moreover, under a different discretisation (2.6), the first and second moments of ∆L (l 1 , l 2 ) are O(h 2 k) and O(h 4 k), and practically the total complexity of this scheme is O ε −2 (log ε) 2 . We further used a simpler approximation of L as (6.4) with discretisation (2.6). This gave two leading terms of different orders in the variance, which violated the simplest form of assumptions of the framework in [14] . After some adaptation, theoretically we achieved a complexity of O ε −2 |log ε| 3 .
Although MLMC has already achieved optimal complexity in this case, one shortcoming of MLMC is that the efficiency still depends on the dimensionality. For high-dimensional problems, when the level increases, the decay of the variance will be slower than the increase of the cost. In that case, the total computational cost is no longer O(ε −2 ). For example, consider a two-dimensional version of the SPDE,
with ρ x , ρ y ∈ [0, 1), ρ xy ∈ [−1, 1], µ x , µ y real parameters. Assuming second order convergence in both spatial directions and first order in time, the total MLMC cost given a fixed accuracy ε is expected to be O ε −2 (log ε) 2 . Although this is much lower than the O(ε −4 ) expected for the standard Monte Carlo method, the order is not optimal as in the one-dimensional case. Further work will include analysing high-dimensional SPDEs using the MIMC method. Preliminary results suggest that MIMC achieves a better complexity than the multilevel method.
Another further research is to apply an absorbing boundary condition to this Zakai type SPDE [3] . Now the particle system involves a barrier such that once the particle touches the barrier, the value would be zero afterwards. Then the density process of the system satisfies a SPDE with a zero boundary condition. Specifically, for the one-dimensional SPDE (2. The solution has a smooth density process and shows degeneracy near the absorbing boundary [22] . In this case, the convergence order of the finite difference scheme does not follow from the Fourier analysis of the unbounded case. The analysis of this type of SPDE with boundary conditions is still an open area for research, especially for higher dimensions. One possible way is to use combination technique which combines the Galerkin solutions on certain full tensor product spaces [10] .
So for γ ∈ Ω high and 0 < ρ ≤ 1/2, g(γ) decreases over the high wave region: g ′ (γ) < 0. ρ(2ρ−1) ≥ 2. We analyse separately the two parts, {k −p < |γ| < k −1/2 } and {k −1/2 < |γ| < π/h}.
1. When k −p < |γ| < k −1/2 , g(γ) is strictly decreasing. Similar to the previous analysis, we have 8k
. This is o(k r ) for any r > 0 as k → 0.
2. For k −1/2 < |γ| < π/h, g(γ) decreases first, then increases if γ * < π/h. Therefore, g(γ) < max{ g(k −1/2 ), g(π/h)}.
We will show both terms are strictly less than 1.
Similar to the previous analysis, g(k −1/2 ) = 1 + ρũ + On the other hand, g(π/h) = 1 + 4ρλ + 8ρ 2 λ 2 1 + 4λ + 4λ 2 , and this is strictly decreasing in λ and increasing in ρ, so g(π/h) ≤ 1 + 4ρλ + 8ρ 2 λ 2 1 + 4λ + 4λ 2 λ=1, ρ=1/ √ 2 < 0.8699 := θ 2 .
Therefore, if we let θ 0 = max{θ 1 , θ 2 } = θ 1 , we have 8πh
Consequently, for 0 < ρ ≤ 1/2, Numerical results confirm this as well. Figure 9 shows the integral over the high wave region with T = 1, k = 1/4 fixed, and h = 2 −l , l = 7, 8, . . . , 20. 
