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We derive pointwise bounds for solutions of linear reaction-diffusion systems in 
cases where estimates by invariant rectangles or two-sided bounds are not satisfac- 
tory and where other invariance statements or similar estimation techniques cannot 
be used since the diffusion coethcients are not equal. The bounds are explicit if 
certain Green’s functions can be estimated suitably. Via linearization, the results are 
used to obtain error estimations for approximate solutions of nonlinear reaction- 
diffusion systems. 8 1988 Academic Press, Inc. 
1. INTRODUCTION 
Our main object of consideration is the linear reaction-diffusion system 
g (x, t) + 6p[u](x, t) + qx, t) 24(x, t) = r(x, t) 
((x, t) E Q = Q x (0, 00 )), (1.1) 
B[u](x,t)=o((x,~)Es=aQx(o,CO)), 
u(x, 0) = U(x) (x E II). 
Here, the occurring quantities have the following meaning. Q is a bounded 
domain in R” with boundary LX2 of class C2 + a for some u E (0, 1). 
c: Q-myr: Q + R” and ii: 0 + R” are given continuous functions. The 
term L?[u] is defined by 
(~Z[cu])~=L~[u~] = -div(d,A(grad Us)‘) (i= 1 , . . . . n), 
where A = A’: D -+ [w”~ m is a uniformly positive definite matrix with com- 
ponents in C, +.(a) and the diffusion coefficients d,, . . . . d,, E C, +.(a) are 
positive throughout 0. Moreover, let D(x) denote the diagonal matrix with 
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diagonal elements d,(x), . . . . d,(x). The boundary operator B is either the 
identity or given by B[u] = (&/a~) + bo = (grad u) Av + bu. Here, v is the 
outer unit normal on %2 and b E Cl +,(X2) a nonnegative scalar function. 
Our aim is to derive pointwise bounds for the solution u* of problem 
(1.1). Such bounds are useful, for example, to obtain stability results or to 
treat nonlinear problems by linearization or similar techniques. 
In the case of equal diffusion coefficients d, z ... = d, there is a wide 
variety of well known theorems yielding the desired estimates: Invariance 
statements u*(x, t) E G (with a fixed set G c KY) are proved, for example, in 
[2, 3, 5, 16, 201. Many authors ([ 1,6, 9, 121 constitute a small selection) 
treat estimates by two-sided bounds (comparison theorems) (pi(x, t) 6 
u,*(x, t) d $;(x, t). Schriider investigates estimates by pointwise norm 
bounds (u*(x, t), u*(x, t))“*< $(x, t) (with an inner product (,) in KY’) 
and by the more general shape invariant bounds u*(x, t) E $(x, t) G in 
[ 18, 193. All these theorems require different assumptions especially on the 
matrix C(x, t). If, for example, the off-diagonal elements of C(x, t) are non- 
positive, the theorems on two-sided bounds are satisfactory. If C(x, t) has 
large rotational components, however, the results on pointwise norm 
bounds are more effective. If C is a constant matrix, the pointwise norm 
estimates are the best among the theorems mentioned in the sense that they 
yield the bounds with the smallest growth rate. (This fact is also well 
known in stability theory for ordinary differential systems.) 
Unfortunately, most of the above results, and especially the theorems on 
pointwise norm bounds, are not applicable in the case of unequal diffusion 
coefficients. If all diffusion coefficients are pairwise different (i.e., dj f dk for 
i#k), two-sided estimates are the only available results among those 
mentioned. Since these estimates (which we shall discuss in Section 3) are 
not satisfactory if C(x, t) has large rotational components, the question 
arises whether the results on pointwise norm bounds can be generalized to 
the case of unequal diffusion coefficients. 
We shall formulate and prove such a generalization in Sections 2 and 4 
without requiring any further restrictions on the diffusion coefficients. 
Using our theorem in the special case of equal diffusion coefficients we 
achieve bounds with the same growth rate as obtained by application of 
the pointwise norm estimates mentioned above. 
The only comparable results known to the author are those by Casten 
and Holland [4] and by Cosner [7] where conditions implying the 
exponential decay of u* (as t -+ co) are given. In [4], however, only 
constant diffusion coefficients and a constant matrix C are admitted. Thus, 
the applicability (especially to nonlinear problems) is restricted. To apply 
the results in [7] to problem (1.1) one has to require that r vanishes, C is 
t-independent, and that the boundary conditions are of Dirichlet type. 
Moreover, the conditions implying the decay of u* deduced from our 
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theorem are weaker than those required in [7]. Additionally, the bounds 
derived in [4] or in [7] are not known explicitly while our estimates are 
explicit if suitable bounds for certain Green’s functions are known. We 
derive such bounds in [13] and, in a more general context, in [15]. 
In Section 5 we shall discuss two linear examples which illustrate our 
results and show their advantages compared with two-sided estimates. 
Section 6 contains one possible application of our results on problem 
(1.1) to nonlinear problems. Via linearization, we estimate the error of an 
approximate solution whose “defects” are sufficiently small. Our approach 
also contains results on local asymptotic stability of steady-state solutions. 
In [ 143 we present a more extensive application of our linear theory to 
nonlinear problems. 
Some Notation 
For a matrix ME [w”, “, let Msym := t( M + M’) denote its symmetrization, 
M its associated Z-matrix defined by Mii := Mij, Mii := - ) M,l 
(i, j= 1 > .. . . n; i # j), 1 Ml 2 its spectral norm, and (for invertible M) 
cond,(M) its spectral condition number. For symmetric M, let ll,,,(M) or 
~minM denote its minimal eigenvalue. 
For u, w E R”, we write u < w iff ui < wi (i= 1, . . . . n). 
For kc hA,, cr~(O, l), the spaces L,(G), C,(a), C,+.(a), Ck+J%2), 
C,[O, co), C,(O, co), and C,(Q) are defined as usual. For Q and S as in 
(1,1), C,k+.,(Q) and C (k + %,(Q u S) are the spaces of all continuous 
functions U: Q + R! whose derivatives @+i’+ +imu/(dt)b (3~~)~’ ..-(a~,)~~ 
exist on Q or Q u S, respectively, for 2i, + i, + . . . + i, < k, are a-hdlder- 
continuous with respect to x1, . . . . x, and (u/2)-hbldercontinuous with 
respect to t for 2i, + i, + . . . + i, = k, and are (for k > 1 )( (1 + a)/2)-hiilder- 
continuous with respect o t for 2i, + i, + . . + i, = k - 1, each Holder con- 
dition being uniform on each compact subset of Q or Q u S, respectively. 
The corresponding spaces of P-valued functions are denoted by L;(Q), 
C;(D), etc. 
Let ( , ) and II IJz denote the canonical inner product and the 
corresponding norm in L;(sZ). For a (componentwise) positive WE C;(a) 
we define (I ~11, :=max{wi(X))l lui(x)l :xE~, i=l,...,n} (uEC;;(B)). 
Thus, for w E (1, . . . . l)‘, the norm 11 11 II,equals the usual maximum norm 
II II m in C;;(Q). 
2. THE MAIN RESULT 
We shall now formulate and discuss our main theorem, which can be 
regarded as a “natural” generalization of the pointwise norm estimates 
investigated by Schroder [18, 191 to the case of unequal diffusion coef- 
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licients. Thus, we avoid the disadvantages of two-sided estimates (discussed 
in the next section). 
We sharpen our smoothness conditions requiring that the components of 
r and C belong to C,,,(Q u S). Then, one derives from the results in 
[8, lo] that the (unique) solution U* of problem (l.l), if it exists (which we 
will assume from now on), belongs to C,,+JQ u S). 
Let A, denote the minimal eigenvalue of the eigenvalue problem 
-div(A(grad d)‘)(x) = Ad(x) (x E 52) l-q-f)](x) = 0 (x E cm). 
THEOREM 1. Let the components of C be bounded on Q. Let R E [w”~” be 
a regular matrix and o E C,[O, 00 ) a bounded function satisfying 
LmCR-‘D(x) R&n a0 (x E i-2); (2.1) 
a(t) f 4,,,nCR-‘t&D + C(x, t)) Rlsy, ((x, t) E Q), if0 is constant; 
a(t) d AO .A,i”[Rp’D(P) R]sym + ~rnln[RelC(x, t) Rlsym 
(Z E 0, (x, t) E Q), otherwise. 
Let I(/ E C, [0, co) denote the solution of the initial value problem 
F(t) + a(t) $(t) = II r( .) t)ll oo (od~<~),~(o)=/l~/I,. 
2.2) 
2.3) 
Then (I u*( ., t)ll a < K$(t) (0 d t < co), where K is a constant independent of 
r and ii. 
K can be computed expficitly (see Lemma 9 at the end of Section 4) if 
certain bounds for the Green’s functions belonging to (Li + ci, B) (with 
suitable constants ci) are known. For m E { 1,2, 3}, we derive such bounds 
in [13] (see also [lS]). 
The following corollary can be used to obtain results on asymptotic 
stability: 
COROLLARY 1. Let C, R and a satisfy the conditions required in 
Theorem 1. Moreover, let lim, _ ~ 1) r( ., t)ll m = 0 and, for some t, Z 0, 
a(t) 3 a0 > 0 (&)<f<oo). (2.4) 
Then lim, _ o. IIu*(., t)ll,=O. 
Proof. It suffices to show lim, _ 5c t)(t) = 0 for the solution II/ of (2.3). 
But this is true since for t, < t, d t < cc 
0 6 $t(t) < e-oo(r+‘l) $(tl) + s’ ecuo(‘-s)J II r( ., s)ll E ds 
11 
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In the special case of equal dijjf usion coefficients we may assume di= 1 
(i = 1, . . . . n), i.e., D = I. Thus, conditions (2.1) and (2.2) reduce to 
a(t)~AO+nfninCR-'C(x, t) R]sym ((4 tkQ) (2.5) 
which is (together with (2.3)) essentially the same condition as required for 
pointwise norm estimates. 
If, in addition, C(x, t) converges (uniformly in x E a) to some constant 
matrix C, for t + co, (2.4) and (2.5) are satisfied for some matrix R iff 
I, + Re A> 0 for each eigenvalue 1 of C, (For the choice of R, see [ 17, 
pp. 300/301].) Compare this condition also with the well known stability 
results on ordinary differential systems! 
If the diffusion coefficients are not equal but constant, we obtain in an 
analogous way that (2.2) and (2.4) hold for some matrix R iff 
Re;1>0 for each eigenvalue A of &D + C, . (2.6) 
But this condition (together with lim,, o. 1) r( ., t)ll cc = 0) is not sufficient o 
achieve lim,,, IIu*(., t)ll,=O since the matrix R may fail to satisfy the 
side condition (2.1)! This fact demonstrates the destabilizing influence of 
unequal diffusion coefficients (discussed, for example, in [4]). 
In the case of “nearly” equal diffusion coefficients, however, (2.1) is 
satisfied. For example, (2.1) holds if 
4(x) - 4(x) 4(x)+4(x) cond,( R) < 1 (x E 0; i, k = 1, . . . . n). 
3. TWO-SIDED BOUNDS 
In this section we apply the well known results on two-sided estimates 
cp(4 t)G u*tx, t) G 4% t) ((x, f,EQ, (3.1) 
to problem (1.1) and show that they are not satisfactory in many cases, 
compared with Theorem 1. Nevertheless, they will be used in the proof of 
Theorem 1. 
We restrict ourselves to the case $(x, t) = - cp(x, t) =x(t) w(x) which is 
representative in a certain sense. Here, w is an KY-valued and x a scalar 
function. If w is (componentwise) positive on 8, (3.1) therefore reads 
lIu*(., t)ll,Gx(t) (Odt<co). (3.2) 
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THEOREM 2. Let w = (wl, . . . . w,)‘E C;(Q) and p E C,[O, 00) satisfy 
Wj(X) > 0 (x E ssi), B[w,](x)>O (x~aQ)for i= 1, . . . . n; (3.3) 
p(t) w(x) Q ~[wl(x) + ctx tb(x) ((x9 t) E Q,. (3.4) 
Let x E C, [0, 00) denote the solution of the initial value problem 
x’(t) + p(t) x(t) = II 4 .T t)ll. (O<t<@J),X(O)= Il4l.. (3.5) 
Then (3.2) holds. 
Proof The assertion follows in a “standard” manner from Theorem 3.1 
in [ 17, p. 2601. One uses the “majorizing family” (AZ),,,, o. with z(x, t) = 
eN’((x) . (1, . . . . 1)’ ((x, t) E Q), where N is sufficiently large and i E C,(d) is a 
positive function satisfying B[[](x) >O (XE 8Q). For example, one may 
choose [ to be the solution of -Al(x) + c(x) = 1 (xESZ), B[c](x)= 1 
(XEcx2). 1 
The choice w = (1, . . . . 1)’ in Theorem 2 leads to 
COROLLARY 2. Let p E C,[O, 00) satisfy 
p(t) G c;;(x, t) - i I c&c t)l ((x, t)e 0; i= 1, . . . . n) (3.6) 
j= I 
i#i 
and let x E C,[O, 00) be the solution of problem (3.5) with /I I/ oc in place of 
I/ lIW. Then (3.2) holds with I\ 11 m in place of II /Iw. 
In analogy to Corollary 1 we obtain 
COROLLARY 3. Let w and p satisfy the conditions required in Theorem 2. 
Moreover, let lim, _ oc IIr(., t)JI,=O and, for some t,,aO, 
P(t)~Po>O (to< t < a). (3.7) 
Then lim, _ a3 llu*(., t)ll,=O. 
To compare the Corollaries 1 and 3 we again consider the case where D 
is constant and C(x, t) converges (uniformly in x E 0) to some constant 
matrix C, for t --+ co. 
LEMMA 1. Inequalities (3.3), (3.4), and (3.7) holdfor some w E Cl(a) and 
some p E C, [0, cc ) iff 
ReA>O for each eigenvalue A of A,, D + C,. (3.8) 
409 135 I-’ 
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Proof. If (3.8) holds, the matrix KD + C, is inverse-positive for some 
K < II, (see [ 17, p. 50, Corollary 2.14b]). Therefore, (KD + C,) z 3 2p,z 
for some positive vector ZE R” and some real constant p0 > 0. Now 
choose W(X) := wO(x) z (x~a), where w0 is the (scalar) solution 
of -div(A(grad w,)‘)(x) - ICW~(X) = 0 (XE Q), B[wJ(x) = 1 (x~ aa). 
Inequalities (3.3), (3.4), and (3.7) are now easily obtained. 
If, on the other hand, (3.3), (3.4), and (3.7) hold, then the operator M, 
defined by M,u(x) := Y[u](x)+ C,u(x)-AU(X) (xEQ)), M,u(x) := 
B[u](x) (XE LX2) is inverse-positive and hence invertible for A 60 
(see [ 17, Theorem 1.2, p. 3 11). Since M, is not invertible for each real 
eigenvalue 1 of I,D + C,, (3.8) follows with the help of Corollary 2.14b in 
117, P. 501). I 
It should be remarked that the results on more general two-sided bounds 
(3.1) do not lead to conditions weaker than (3.8). 
If C, is a Z-matrix, i.e., C, =C,, the conditions (2.6) and (3.8) are 
identical. Thus, the result of Corollary 1 does not exceed the one of 
Corollary 3. 
In many other cases, however, condition (3.8) is much stronger even 
than (2.1), (2.2), and (2.4) since rotational components of C, are not 
regarded in the “right” way in (3.8). If, for example, n = 2, A0 = 0 
(Neumann boundary conditions) and 
c = fi -y 
cc 
( 1 Y P’ 
then (3.8) requires B - 1 y 1 > 0, while (2.1), (2.2), and (2.4) are satisfied (for 
R = I) provided that /? > 0. (Compare Section 5.) 
4. PROOF OF THEOREM 1 AND COMPUTATION OF K 
The proof is essentially divided into three parts: 
Part I: Expanding U* into a series of eigenfunctions and using the 
Green’s function we obtain an inequality of the following type: 
5 
f-7 
Ilu*(., t)ll,<cr(t,t)++ o 8(, t s, ?)/I R-‘u*( ., s)llz ds 
+I’ r(t,~)ll~*(.,~)lI,d~. I--T 
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Part II: From the results in [19] we derive a bound for 
11 R- ‘u*( ., t)l12. Inserting this into the above inequality we obtain 
Part III: From this estimate we derive the desired bound for I/ u*( ., t)il m 
using a simple monotonicity argument and the results on two-sided 
bounds. 
Part I 
For i= 1, . . . . n, let A$) denote the minimal eigenvalue of the problem 
L;[d](x)=Q(x) (xEQ), B[$](x)=O (xE~Q), and let ci> --At) be a 
fixed number. Then the Green’s function Gi corresponding to (Lj + ci, B) 
exists and is symmetric and nonnegative. For k E N we introduce the 
iterated Green’s function Gik) defined by 
G:” = G;, Gik’(x, <) := j- Cl”- “(x, F) Gi(r, () dr (k 2 2; x, 5 E 8; x # 4). 
R 
From Theorem 11, I. in [ll, p. 241 we know that for each XE~ the 
function Gik)(x, .) belongs to the space L,(Q) and that its &-norm depends 
continuously on x if k > m/4. Let such a k be fixed from now on. Thus, we 
can define 
w 
Gi:=max 
0 
Gjk’(x, t)* d{ 
1 
(4.1) 
xc0 f2 
We consider the auxiliary problem 
g (x, f) + Y[cu](x, t) + w(t) u(x, t) = 7(x, t) ((A t)~ QL 
(4.2) 
EL-ul(x, t) = 0 ((x, t) E 9, u(x, 0) = U(x) (x E 0) 
with given functions o E C,[O, co) and T”E Co(e). Moreover, let z > 0 be a 
fixed number, G(z) := max {eTC’Gi: i = 1, . . . . n} and E(t) := exp(jb w(s) ds) 
(O<f<as). 
LEMMA 2. Assume w E Cl [0, GO ), FE C;,,( Q u S) and that problem (4.2) 
. ^ possesses a solution u E CT, + aJ (Q u S). Then, for T < t < 00, 
II fit.9 t)ll ,<ckkkeck@z)E(t)-’ Ilnl~~+~~-*E(s)lli(.,s)ll~ds] 
+J!qt)-’ ’ i E(s)ll f( .T s)ll m ds. t-T 
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Proof. It suffices to show the inequality for each (fixed) toe (T, cc). 
Given any EE (0, t, - t) we choose a function 0 E C,[O, co) satisfying 
B(t)=1 (Ogrdto-‘-&), O<@(t)<1 (I,-T-&Et<&--), @(t)=O 
(t, - r < t < co ) and consider the following two problems: 
g (x, t) + L?[u](x, t) + o(t) u(x, t) = Q(t) r”(x, t) ((4 t)E CL?), 
(4.3) 
Nulb, 1) = 0 ((x3 t) E a, 24(x, 0) = U(x) (x E sz) 
and 
~(X,I)+Y[UI(x,f)+W(t)U(x,o=(l-@(t))f(xJ) ((X? t)E e,, 
Nul(x, f) = 0 ((4 t) E a U(X,O)=O(XEa). (4.4) 
According to Theorems 5.2 and 5.3 in [ 10, p. 3201 problem (4.4) has a 
solution u(*) E CT, + .,(Q). Therefore, u(’ ) := li - u(*) E C” ~2+r~K2u S) is a 
solution of problem (4.3). 
Applying Corollary 2 to problem (4.4) we obtain 
II u(*)( .? to)ll cc Gw,)-’ j’%w -Qb))llr”(., s)ll, Lb 
0 
<E(t,)-’ j’” Hs)ll J( ‘3 s)ll3c ds. 
to-*-c 
We shall show 
Since a E u(‘) + u(‘) the assertion then follows by taking the limit E -+ 0. 
To prove (4.5) it suftices to show for i = 1, . . . . n and x E a 
Iuj’)(x, to)/ Q TCkkkepke7’l II Gjk)(x, .)l12 E(t,)-’ 
E(s)ll Fit., J)ll2 ds . 1 (4.6) 
For fixed ie { 1, . . . . n}, let (d,)rc N0 be a system of eigenfunctions of the 
problem &[#](x) = Q(x) (XE Q), B[~](x) = 0 (x E %,I), which is 
orthonormal and complete in L,(Q), and let (A?),. No denote the sequence 
of the corresponding eigenvalues. Moreover let u .=u$‘), q,(t) := 
Cut., 1),4,> to< t < ~0, ze No) and udx, r) :=T&L, cpdr)‘4,(x) ((x, t)~ &; 
NE NoI. Since Cud ., fO)lNE No converges to u( ‘, to) in L,(Q) we know from 
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measure theory that there exists a subsequence converging to u( ., to) 
almost everywhere in fi. Therefore, it is sufficient to prove (4.6) for each 
NE N, with v,,, in place of ZAP’). 
Since v E C,(Q) n C ,2+ .,(Q u S) satisfies the ith component of problem 
(4.3) we obtain for each IE N, using Green’s formula: (P,E C,[O, cc) n 
C,(O, co) and 
v;(f) + (~4’) + w(t)) cPr(f) = @(tK~,(., t), 9,) (0 < t < ‘CE ), 
cp,(O) = (49 9,). 
Solving this initial value problem and using the properties of 0 and the 
nonnegativity of the eigenvalues we derive 
To estimate the eigenfunctions 4, we write (IE kJ,) 
bC4,l(x) + cd,(x) = (4” + Ci) 9,(x) (x E Q), B[$,](x) = 0 (XE aa). 
Therefore, d,(x) = (Asi’ + ci) Jn Gi(x, 5) b,(r) d5 (x E a). 
Iterating this equation we obtain 
d/(x) = (I$’ + ~;)~(Gj~‘(x, .), 4,) (XEQ). (4.8) 
Since (E. + c~)~ e ” < T kkke kerr 2 ( - ci d A < r;o ) we derive from (4.7) and 
(4.8) for NE N, and XE~ 
I v,(x, to)1 d f I cp,(t,)l Id,(x)1 < r-kkke-ke”“E(t,)--’ 
I=0 
+ 
i 
‘o-7E(4 5 I(Glk’(x,.),~,)(~;(.,~),~,) Ids 
0 I=0 I 
Inequality (4.6) (with v,,, in place of a;‘)) now follows by application first of 
Schwarz’s and then of Bessel’s inequality to the occurring sums. 1 
We now return to the original problem (1.1). Its solution a* is a solution 
of problem (4.2) with 
qx, t) := r(x, t) + [o(t) I- C(x, t)] 24*(x, 1) ((x3 f) E e, 
and arbitrary o E Co[O, co). Thus we obtain from Lemma 2, again for each 
z>o: 
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LEMMA 3. Let p E COIO, co) satisfy condition (3.6) and let R be a regular 
matrix. Moreover, let o(t) 2 cii(x, t) ((x, t) E Q; i = 1, . . . . n). Then, for 
z<t<cc 
E(t)11 u*c., t)ll, 
+j;-; E(s) max 1 R-‘(o(s) I- C(x, s)) R II. )I R-‘u*( ., s)llz ds 
xes2 1 
+ jr E(s)ll r(., s)ll cc ds + 5’ ~W)(4s) - p(s))11 u*(., s)ll a3 ds. l--T l-T 
Proof: Since w E C,[O, co) can be approximated by C,-functions we 
may assume w E C1 [0, co). The result then follows from lemma 2 with the 
help of some estimates uch as 
IIC~(~)~-~~~,~)l~*~~,~~ll,~(~~~~-~P(~~~ll~*~~,~~ll~ (OGt<~). I 
Part II 
Our next aim is to derive a bound for II R-‘u*( ., t)llz (0 d t < co). Here, 
we use the results in [19]. 
THEOREM 3. Let R and CJE CJO, CD) satisfy the conditions (2.1), (2.2) 
required in Theorem 1. Let cp E C, [0, co) be the solution of the initial value 
problem 
v’(t) + a(t) v(t) = II R-‘r(., t)ll, (O<t<co), ‘p(O)=I/R-‘till,. (4.9) 
Then, 1) R-‘u*( ., t)ll, < cp(t) (0 < t < CD). 
ProoJ We shall show 
a(t) < I q(x)’ (R-l)’ R~‘[=YM(x) + C(x, t) v(x)1 dx (4.10) R 
for 0 < t < co and each q E C;(w) satisfying 11 R-‘q (I2 = 1, B[q](x) =0 
(x E 8Q). The assertion then follows from Theorem 3 (compare also 
Theorem 4) in 1191. 
Given any t E [0, co) and q E C;(a) with the above properties, we define 
i = R-‘q, A(x) =: (aik(x))i, k= i, ,,,, m and compute 
z(ll):=j~rl’(R~‘)‘R~l~[~]dx= - f j [‘-&(ajkR-‘DR~)dx 
j,k=l R 
=,~~j*ajk~R-‘OR~dx-j~~l.RIDR~dO. 
k 
(4.11) 
/ 
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Since A(x) is symmetric and positive definite for XE~, there exists a con- 
tinuous matrix-function B= (b,) on 0 satisfying B’Bs A. Thus, writing 
ajk = C;“=, bob, in the a-integral and using the boundary condition for [ in 
the &?-integral in (4.11), we see that the matrix R-‘DR in (4.11) may be 
replaced by [R - ‘DR],,, and in addition, that 
Since the last term in brackets equals 
we obtain with the help of (2.1) 
I(q) 3 A, .min i,i,[R-‘D(x) Rlsy,. 
XEJS 
Moreover, 
j $(R-‘)‘R-‘C(x, t) q dx=[ c’[R-‘C(x, t) RI,,,, cdx (4.12) 
R R 
amin n,i”[R-‘C(X, t) Rlsy,. 
xef2 
Thus, (4.10) follows from (2.2) if D is not constant. 
In the case of constant D we know from (2.1) that there exists a matrix F 
satisfying F’F = [R - ’ DR] sym. Inserting this into (4.11) (with [R-‘DR],,, 
in place of R-‘DR) we obtain 
2 &I I R UV FC dx = [ S’CR-‘(&D) RI,,, C dx. R 
Together with (4.12) and [I[ /I2 = 1 now (4.10) again follows from (2.2). m 
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Now we intend to insert the bound computed in Theorem 3 into the 
inequality given by Lemma 3. 
As required in Theorem 1, we now assume the boundedness of the 
components of C on Q. Let (2.1), (2.2), and (3.6) hold for some regular 
matrix R and bounded functions g, p E C,[O, co). Let A,, /1,, A2 be 
positive constants satisfying 
A,~IR-‘(C(x,t)-o(t)I)RI,, A I 2 c,,(x, t) - 4th Azb4l)-PP(l), 
(4.13) 
for (x, t) E Q and i = 1, . . . . n. For brevity, let A := /i r + /i, and 
M(r) :=zPkkke-‘d(r) cond,(R) ,/a (1 +/i;l.4,). 
Thus, we can use 
oJ(t):=fJ(t)+A, (O<l<acj) (4.14) 
in Lemma 3. 
LEMMA 4. Let II/ E C,[O, co) be the solution oj” problem (2.3) and let 
u(t) := E(t)jl u*( ., t)ll r (0 < t < m). Then, for z < t < CD, 
u(t)~M(t)-E(r-~)~(l--~)+j)‘~~ E(s)llr(.,s)ll, ds+A j’ z@)ds. 
1--T 
Proof: We have to show that the term in cornered brackets occurring 
in the inequality given by Lemma 3 can be estimated above by 
IR~112~~(1+n,‘n,)E(t-~)Il/(r-r) (t<t<co). The asser- 
tion then follows from Lemma 3 since o(t) - p(t) = o(t) - p(t) + A, < 
A,+A,=A(O6t<oo). 
Let cp E C, [0, co) be the solution of problem (4.9). Then, from (4.14), 
(~~)‘(t)-~,(E~)(t)=E(t)llR~‘r(.,t)ll,(O~t<~), 
(-&NO) = II R ~ ‘U II 2 
and thus, for rdt<co, 
s 
f--I 
E(s)cp(s)ds=A,’ E(r-T)rp(t-T)-IIR-%/), 
0 [ 
-.i 
I-T 
E(s)ll R-Id., s)/Iz ds . 
0 1 (4.15) 
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Moreover, ( RP’(o(t) I- C(x, t)) RI, d/i,+ A, ((x, t)~ Q). Therefore, we 
derive from Theorem 3 and (4.15) 
1 
I-* 
E(s)maxJR-‘(w(s)Z-C(x,s))Rl, liRP’u*(.,s)l/,ds 
0 ren 
<(l +A;lA,)E(t-r) cp(t-r)- llR--‘ull, 
-1 
l-i 
E(s)llR-‘r(.,s)ll,ds (t<t<co) 
0 
which gives the desired estimate since IIR -‘uI(~ G JR ‘I2 da ljull r 
(uEC;(~)) and thus, cp(r)~lR-‘I~~~)$(t) (Odt<m). 1 
Part III 
To derive a bound for u from Lemma 4 we use the following 
monotonicity result: 
LEMMA 5. Let v, WE C,[O, co), j>O. Moreover, let 
u(t)<w(t)(O<t<r), 
o(t)-B j,‘-, 4s) dsf w(t)-j3jlrpr w(s) ds (T< t < CKJ). 
Then u(t) d w(t) (0 d t < CXJ). 
Proof. We show u(t) f w(t) (0 < t d T) for each TE (q KI). Let &? 
denote the space of all functions u : [0, T] -+ R being uniformly continuous 
on [0, t) and on (T, T], endowed with the natural order relation < and 
the corresponding strict order relation 5. The operator A: PA! + 9 given 
by A’u(t):=u(t) (O<t<r), du(t):=u(t)-fl{S:-,u(s) ds (r<t<T) is 
weakly pre-inverse-positive. Moreover, z > 0 and AZ > 0 for z(t) := ep’ 
(0 6 t < T). Thus, A? is inverse-positive according to Theorem 1.2 in [ 17, 
p. 311. The assertion now follows since AU < Aw. 1 
From Corollary 2 and the Lemmata 4 and 5 we obtain at once: 
LEMMA 6. Let II/, x E C,[O, GO) be the solutions of the initial value 
problems (2.3) and (3.5) (with /I /Im in place of 11 II,), respectively. 
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Moreover, let w E C,[O, 00) satisfy 
w(t) 2 E(t) x(t) (0 < t < T), 
+A j’ w(s) ds (T<t<oO). 
I-T 
(4.16) 
(4.17) 
Then IIu*(., t)ll, <E(t)-’ w(t) (O<t< CD). 
We shall see that the conditions (4.16), (4.17) hold for 
w(t) := pM+(z) E(t) $(t) (O<t<m) (4.18) 
if the parameters p > 1 and T > 0 are chosen properly. Here, tj is the 
solution of problem (2.3) and M+(z) := max( 1, M(z)). Theorem 1 then 
holds with K := ,uM+(r), according to Lemma 6. 
LEMMA 7. LetzE:(O,A-‘)and~:=(l-tA)-l(l-rA,). 
Then, with w from (4.1 S), condition (4.17) holds. 
(4.19) 
Proo$ Defining 4(t) :=E(t) $(t) (O<t< co) we derive from (2.3), 
(4.14) 
~‘(t)--,~(t)=E(t)llr(., t)ll, (O<t<m), 40) = II u II m (4.20) 
and thus, ~~-.~(~)d~=~;‘C~(t)-~(t-~)-~~_,~(s)lIr(~,s)ll,ds]. 
Condition (4.17) (divided by PM+(~)) then reads 
+ l+$ C(&t)-(b(t-~)l 
( > 
(z,<t<cO). 
1 
Using M+(r) =max { 1, M(z)} we therefore obtain that the following 
inequality is suflicient for (4.17): 
(4.21) 
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From (4.20) we derive, for z < t < co, 
> e”‘(r-r) / 
Therefore, (4.21) is satisfied if [( 1 - (l/~))(/ii/A~) + l] e-*“I 3 1. 
Inserting p from (4.19) we obtain the inequality (1 - r/ii) - ’ e -‘Al > 1 
which is fulfilled sincef(y) := (1 - y)- ’ e --” is monotonically increasing on 
[0, l] andf(O)= 1. 1 
Now we choose the parameter z requiring the “critical” part 
(1 -r/t-’ rCk of the factor @M+(r) in (4.18) (with p from (4.19)) to be as 
small as possible. We obtain 
,=&A-l (4.22) 
and, inserting into (4.19) 
/L=l+k/i-‘A 2. (4.23) 
LEMMA 8. Let z and p be chosen according to (4.22), (4.23). Then, with 
w from (4.18), condition (4.16) holds. 
Proof. For e(t) :=E(t) x(t) (0~ t < co) we obtain from (3.5), (4.13) 
(4.14): e’(t)~(/i,+n,)e(t)+E(t)llr(.,t)ll, (OGt<oO), ~(O)=IlUll,. 
Thus, for 0 < t d r, 
‘e~‘“1’“2’“E(S)IIr(.rS)ll~ds 1 
fe-“lSE(s)llr(.,s)li,ds =eTnz*. 1 PM+(r) 
Here, for the last equation we used (4.18) and (4.20). Since M+(r)> 1 it 
suffices to show pe -“*> 1, i.e., (1+/c/i-‘A,)exp(-(k/(k+l))A-‘A,)>l. 
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But this condition is satisfied since f(y) := (1 + ky) exp( - (k/(k + I)) y) is 
monotonically increasing on [0, l] and f(0) = 1. m 
The Lemmata 6, 7, and 8 complete the proof of Theorem 1 and show 
how to compute the constant K. We compile the process of computation in 
the following 
LEMMA 9. Let the assumptions of Theorem 1 hold. Choose a bounded 
function p E C,,[O, co) satisfying (3.6) and positive constants A,, A,, A2 
satisfying (4.13); let A := A, + AZ. 
Let k E N, k > m/4. For i = 1, . . . . n, let A&” denote the minimal eigenvalue of 
the problem L;@](x) = A&x) (x E Q), B[rj](x) = 0 (XE &?), ci> -At) a 
fixed constant and Gik’ the (k - 1 )-times iterated Green’s function 
corresponding to (Li + c,, B). Moreover, define the numbers Gi by (4.1) and 
Then, the assertion of Theorem 1 holds for 
K:=(l+kA-‘A,)max{l,Ak(l+A~‘/lO) 
x G(d) Ja cond,(R)(k + l)k e-“j. (4.24) 
Remarks 
(1) The constant K can be estimated above explicitly if upper bounds for 
the numbers Gj defined in (4.1) are known. For m E (1,2, 3}, we derive 
such bounds in [ 13, 151 using explicit L,-estimates and some differential 
geometry. 
(2) The boundedness condition for the components of C required in 
Theorem 1 may be dropped if in (4.13) (and (4.24)) the constants Ai are 
replaced by monotonically increasing functions A,(t). Of course, now K 
depends on t, too. Nevertheless, the statement of Corollary 1 remains true 
in many cases. 
5. EXAMPLES 
We ask for estimates of the solution U* of problem (1.1) where r = 0, 
B = a/ap (Neumann boundary conditions), n = 2 and 
C(x, t) = 
( 
D(x, t) -Y(X, t) 
Y(X, 1) P(x, t) > 
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with bounded functions /I, y E C,(Q) n C,,,(Q u S). Defining p(t) := 
mind B(x, t), (P - I Y I )(d := mind2 {fl(x,t)-ly(x,t)l} (OGrta) we 
obtain from Theorem 1 choosing R = I 
llu*(., ~)ll,~Kll4l, ev( -J):/KsJds) (OGt<m) (5.1) 
and from Theorem 2 choosing w E (1, 1)’ (which is the best possible choice 
in the present example) 
Il~*~~~~~ll,~II~Il,~~p (0 < t < co). (5.2) 
The rotational component y does not occur in the exponent of the bound 
in (5.1). This seems “natural” with regard to the pointwise norm estimates 
derived in [ 18, 193 for equal diffusion coefficients or to the corresponding 
(diffusionless) ordinary problem with constants fl and y whose solution 
spirals around with circular frequency y while its (euclidean) norm is 
independent of y and proportional to eeP’ (0 d t < 03). 
In the bound (5.2) derived by two-sided estimates, however, the 
component y “spoils” the exponent in an unnatural way. r’ 
To obtain a bound for K in (5.1) we assume m EJ 1,2, 3) and, for sim- 
plicity, that /I does not depend on x. Let y> 0 be a constant satisfying 
I?> ly(x, t)l ((x, t)eQ). Thus, (4.13) reads A,>?, A, 20, /i,>jY Choosing 
A, = A, := 7, k := 1 and letting A i > 0 vary we obtain from Lemma 9 
.=(I +-&) max{l,(~,+~)2~~1G(~,+~)~~.2~e-‘). 
(5.3) 
In the case m = 1, i.e., &[u](x) = -(d/dx)(di(du/dx)) (without loss of 
generality we may assume A - 1) and Q =: (0, I) the results in 
[ 13, Corollary B.21 yield 
ci~4d1~2~Gi~2d-“4c~3’4 
I (5.4) 
for the constants Gi detined in (4.1). Here, d := min {di(x) : 0 Q x 6 1; 
i= 1,2}. To minimize the terms exp(+(A, +ji)’ ci) c,:~/~ occurring in 
G(A i + 7) we choose ci := $(A I + 7) (i = 1,2). Inserting in (5.3) and then 
minimizing [l+Y(nl+Y)~‘](nl+y)““n;’ we obtain ,4,=(3+Jr?)7 
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premise in (5.4) we have to 
8 
where 7 := max sup I r(x9 t)l1 dir= 
(x. r)tQ 3(4 + fi, 
and especially K < 5.32 if 1 y(x, t)l < #(4 + a)) ’ dld2 ((x, t) E Q). 
In the cases m = 2 and m = 3, similar bounds for K involving geometrical 
properties of Sz can be derived from the results in [13] or [ 151. 
In our second example we consider the case where lim, _ ocI 11 r( ., t)ll a = 0, 
B = a/ap, n = 2, d, f d,, and C(x, t) converges (uniformly in x E 0) to 
c, := 2 -+ 
( > 3 -1 
for t + co. We ask for conditions implying lim, _ o3 1) u*( ., t)ll o. = 0. 
The results on two-sided bounds (Corollary 3) cannot be used since C, 
has one negative eigenvalue (compare Lemma 1). 
From Corollary 1 we know that lim,, oc /I u*( ., t)ll r; = 0 if 
a,(R) := ;Im,“[R-lC,R],y, > 0, A,,,[R-‘D(x) Rlsy, 2 0 (XE 0) 
(5.5) 
for some regular matrix R. We cannot choose R = I since (Cco& has one 
negative eigenvalue. 
C, has the double eigenvalue $. Following the lines in [ 17, pp. 300-3011 
we compose R by taking an eigenvector and a principal vector of C, for its 
columns. Thus, for some E > 0 and some a E R, we choose 
and obtain a,(R) = f( 1 -E) which is positive for E < 1. The second 
condition in (5.5) is satisfied iff 
(x E 8). (5.6) 
To minimize the term in cornered brackets we choose u := -4s. Defining 
/I := max -:xE@i=1,2 
we find that (5.6) is satisfied iff EE [3(/I+ 1))’ (/I--l), 3(/I- 1))’ (fi+ l)]. 
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Choosing E :=3(/I+ 1))’ (/I-- 1) we obtain a,(R) = (fi + l)-’ (2 - p) 
which is positive iff b < 2. Thus, lim, _ ~ /( u*( ., ?)I[ co = 0 if 
I<!!!@<4 
4 4(x) 
(x E 0). 
Observe that o,(R) “nearly” equals $ (which is the eigenvalue of C,) if the 
diffusion coefficients are “nearly” equal. 
6. NONLINEAR PROBLEMS: ERROR ESTIMATION FOR 
AN APPROXIMATE SOLUTION 
In this last section we consider the nonlinear reaction-diffusion system 
2 (x, f) + YCul(x, t) +.0x, 6 4-C ?I) = 0 ((x7 f) E Qh 
(6.1) 
Nul(x, 1) = g(x, t) ((4 t) E v, u(x, 0) = U(x) (x E 0). 
Here, g: S -+ R” is continuous, and f is a continuous function on Q x R” 
with valuesflx, t, y) E R” whose partial derivatives aflay, exist and are con- 
tinuous on Q x R”. Moreover, assume that fi and afi/ay, are a-holdercon- 
tinuous with respect o x and y and a/2-holdercontinuous with respect o t, 
uniformly on each compact subset of (Q u S) x R” (i, k = 1, . . . . n). 
Suppose that u* E Co(Q) n C,,+ol,(Q u S) is a solution of problem (6.1) 
and that 4 E G(Q) n Ct2 +.,(Q u 9 is an approximate solution satisfying 
B[d](x, t) =g(x, t) ((x, t) E S). We wish to estimate the error u* := u* - qi 
u* is a solution of problem (1.1 ), where 
g(X&#4X,f))) , 
k i, k = 1, . . . . n 
r(x, t) :=441(x, t) + h(x, t, u*(x, t)), 
d[#](x, t) := - (4 t) + ~C4l(x, t) +f (x, 6 4(x, ?))I, 
4x3 t, Y) := - Cf (xv t, $(x, t) + y) -f (x, t, 4(x, t)) - C(x, t) yl, 
and with S[d] := U- #( ., 0) in place of U. From Taylor’s formula we 
know that there exists a continuous function H: [O, 00) x [0, co) + R 
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monotonically increasing with respect to its second variable and satisfying 
H(t,O)=O and 
Ih(x, 4Y)l,dmt, I YIco).I YIZ ((x, t)EaYER”). (6.2) 
Here, ( I a: denotes the maximum norm in R”. 
THEOREM 4. Suppose that the components of C defined above are 
bounded on Q. Let the conditions (2.1), (2.2) hoidfor some regular matrix R 
and some bounded function o E COIO, co ). Let K be defined as in Lemma 9. 
Let $ E C,[O, co) be a solution of the inequalities 
$‘(t) + [a(t) - K. Http K+(t))1 $(t) 2 II dCil( .j t)ll a (O<tcoc,), 
W) 2 II 841 II x . 
(6.3) 
Then IIu*(., t)ll, 6 K@(t) (OQ t < CD), 
Proof Let T>O and z(t) :=eN’ (OdtdT), where N=N(T)>O will 
be specified later. We shall show, for each A E (0, l] and each to E (0, T], 
defining $, := $I + AZ 
Then we can conclude as follows: From the second inequality in (6.3) we 
know that there exists an E E (0, T] such that )I u*( ., t)ll oc < KtiA(t) 
(0~ t < E). Let t,e (0, T] be the supremum of all these E. Then to= T since 
t, < T would contradict (6.4). The assertion of the theorem now follows by 
taking the limits II + 0 and T+ co. 
To prove (6.4), let its premise hold and let cp E C, [0, co) be the 
solution of the problem q’(t) + a(t) q(t) = )I d[b]( ., t) + h( ., t, u*( ., t))ll co 
(06t<~), do)= ll~c~III,. Theorem 1 yields 11 u*( ., t)ll a 6 Kqo(t) 
(0 < t < co). Since $1(0) > q(O), the inequality 
t&(t) + a(t) cl/i(t) > II 44X .) t)ll m + II 4 .y t, u*( .y t))ll m (OGt6tlJ) 
(6.5) 
is sufficient to achieve the conclusion in (6.4). Now define the function 
u#(x, t) := t)(t) IC/i(t)-lu*(x, t) (XE 0, 0 < t < to). From the premise in 
(6.4) we obtain )I u”( ., t)ll z d K+(t) (0 < t 6 to) and thus,, from (6.2) and 
(6.3), $‘(t)+dt)$(t)a IIdCdl(~> t)ll,+ IIN., 6 u’t.2 t))ll, V’Gt~bJ. 
Therefore, it suffices to show 
(N+dt))Lztt)> IIh(-, t, u*(-, t))-4.3 t, u#(-, t))ll, (0 d t < to) (6.6) 
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to prove (6.5). Since f is (globally) Lipschitz continuous with respect to 4’ 
on the set {(~,t,y):x~a,O~t~T,)yl,~~~*(x,t)l,}, so is h. 
Moreover, 11 u*( ., t) - u”( ., t)li o. <K. AZ(~) (0 d f < to). Thus, (6.6) holds if 
N = N(T) is sufficiently large. 1 
The advantages of Theorem 4 in comparison with two-sided estimates 
are the same as in the linear case: If f (and thus, C) has large rotational 
components, it is often more easy to satisfy conditions (2.1), (2.2) (6.3) 
than the corresponding inequalities posed in the theorem on two-sided 
bounds. 
To find a solution $ of (6.3), in general, one will have to require that the 
defects d[4] and S[$] of 4 are sufficiently small, and that condition (2.4) 
holds for some t, >, 0 which is “not too large.” For simplicity, we suppose 
that (2.4) holds for t, = 0, i.e., a(t) 2 (TV > 0 (0 Q t < co). Moreover, it is 
useful to assume that H(t,y)<@y) (O<t<co,O<~<co) for some 
monotonically increasing function I’?E C,[O, cc ) satisfying Z?(O) = 0. (This 
last condition is satisfied, for example, if 4 is bounded and f does not 
depend on t explicitly.) 
Under these hypotheses, we can proceed as follows: We define 
d:=max{o, IlS[~]11,,sup{jld[~](., t)lI,:O<t<co)} and choose some 
E > 0 satisfying 
(6.7) 
(Since fi(0) =0 such an E will exist if the defects d[4] and S[d] are 
sufficiently small.) Then we define tiO and $ to be the solutions of the 
following linear problems: 
Ii/b(t) + 41) I(/o(t) = d $0(O) = II X4lll cc 3 
ti’(t) + [a(t) - K. Wt, (1 + E) Kti,(t))l Ii/(t) = II dC41( .y 011 oc 3 
$(O)= ll~C4lll,~ 
LEMMA 10. +b satisfies the inequalities (6.3). Moreover, *(t) Q 
(l+e)$o(t) (O<t<co). 
Proof. It suffices to prove the second assertion and thus, to show 
$‘(t)+a(t)IC/(t)<(l +~)[~)b(t)+cr(t)$~(t)] (O<rtco) which is true if 
K.H(t, (1 SE) J+,(t)) $(t)<~d (06l<co). (6.8) 
Solving the initial value problem for rjO we obtain tJo(t) < 
II SC4111 Ix‘ co’ +c;ld(l-ep”o’)Qo; ‘d (0 d t < 00) and therefore, from 
(6.71, 
K.H(z,(~+E)K~~(~))~(~+E)-‘~~E (0 6 t < cc ). (6.9) 
409 I35 l-8 
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Now solving the initial value problem for tj and using (6.9) we derive 
This estimate together with (6.9) yields (6.8). 1 
We wish to remark that Theorem 4 can be used to derive existence 
results for problem (6.1) if the given data are sufficiently smooth and an 
approximate solution 4 with zero “boundary defect” and sufficiently small 
defects d[q5] and S[d] is known. 
If the functions f and g in (6.1) do not depend on t explicitly, Theorem 4 
yields results on local asymptotic stability of a solution U, of the 
corresponding steady-state problem (choose 4(x, t) := u,(x) (x, t) E 0)). 
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