ABSTRACT. We consider classes of functional differential equation models which arise in attempts to describe temporal delays in HIV pathogenesis. In particular, we develop methods for incorporating arbitrary variability (i.e., general probability distributions) for these delays into systems that cannot readily be reduced to a finite number of coupled ordinary differential equations (as is done in the method of stages). We discuss modeling from first principles, introduce several classes of nonlinear models (including discrete and distributed delays), and present a discussion of theoretical and computational approaches. We then use the resulting methodology to carry out simulations, perform parameter estimation calculations, and fit the models to experimental data. Results obtained suggest the statistical significance of the presence of delays and the importance of including delays in validating mathematical models with experimental data.
reduce viral load. Lloyd [12] shows that failing to include delays in models for HIV infection dynamics results in underestimates of the basic reproductive number Ê ¼ , which in turn results in overly optimistic conclusions about treatment efficacy. We remark that all of the previously cited papers represent the delays using a gamma distribution to describe the delay kernel, and reduce the resulting system of integro-differential equations to a system of (non-delayed) ordinary differential equations, which can easily be simulated using standard mathematical software. An alternative method (an implementation of which is a focus of this paper) that first converts a delay system into an abstract evolution equation (before numerical simulation) was described in [1, 2, 4] . This approach allows for simulation of systems with general kernels describing the delay distributions, and does not require that the model be reduced to a system of ODEs.
In this paper, we concentrate on the mathematical modeling of viral dynamics, focusing in particular on the mathematical aspects and biological nature of the delays. We also extend previous modeling work on HIV infection dynamics for in vitro laboratory experiments from the (continuous) delay differential equations developed in [5] , which in turn were based on a discrete dynamical system from [11] .
MODELS
We begin with a modification of the system of ordinary differential equations developed in [5] for ¼ Ø Ø with Ø finite, where the parameters and the compartments are described in Tables 1 and   2 , respectively, and Ø is the continuous independent time variable. In the first equation, the ÔÎ´ØµÌ´Øµ term is designed to account for the biological fact that upon infecting a cell, a virion is unable to infect additional target cells. Models possessing this term are inherently different from many in vivo models in which the (large) number of target cells is assumed to be constant. not have this situation, as the target cell population is not replenished and thus not held constant in the experiment. In other computational results (not reported on here), we omitted the ÔÎ´ØµÌ´Øµ term from the first equation of (2.1) and were also able to attain reasonable fits for our limited data set (albeit with different parameters in the models) along with statistically significant results analogous to those reported below.
This model, and all subsequent modifications, were designed with the goal of gaining a deeper understanding of in vitro experiments (such as those described in [20] ). Thus, our model and discussions here deal exclusively with the simulation of and goodness of fit to in vitro data. However, we also wish to develop approaches that may be used as an aid in understanding in vivo phenomena and thus our methods must be sufficiently flexible to accommodate information (from HIV infected subjects)
concerning inter-individual and intra-individual delay time variability.
We call attention in (2.1) to the terms describing the rates of change in the population of virions, acutely infected cells, chronically infected cells, and uninfected cells ( Î´Øµ, ´Øµ, ´Øµ, and Ì´Øµ, respectively, in (2.1)). In particular, we should comment on the form of the nonlinear terms (e.g.,
ÔÎ´ØµÌ´Øµ
). Terms such as ÔÎ´ØµÌ´Øµ are obviously only first approximations to the density dependent (on Î and Ì ) component of the rate of new infections. A more realistic model requires that this term, dependent on both Î´Øµ and Ì´Øµ, be bounded in the limit, i.e., saturation should be modeled in the nonlinear term so that in the limit it is (at least) affine in Î or Ì . While we use this term in our uncertainty analysis below, for well posedness considerations the term ÔÎ Ì is more appropriately replaced by a function Ô´Î Ìµ where Ü Ô´Üµ Ü ´Î Ìµ is globally Lipschitz (see [1] for the standard form of this assumption). However, for our initial purposes in modeling discussions, the simpler term will suffice.
The data from [20] is depicted on a log plot (note the exponential growth) in Figure 2 .1. Clearly the number of data points is insufficient to carry out (with any degree of confidence) rigorous inverse problem (delay parameter estimation) investigations or to perform a legitimate statistical analysis with models such as (2.1) and its extensions discussed below. However, to illustrate our methodology, we can still perform the inverse problem calculations (fully aware of their inadequacies) to obtain an estimate of the delays and then compare these calculated values with the experimentally accepted ones.
MODELING OF DELAYS AND VARIABILITY
As mentioned in Section 1, it is known that there exist temporal delays between viral infection and viral production and between productive acute infection and chronic infection.
A central focus of our modeling effort has been on attempting to obtain reasonable mathematical representations of these delays. The problem of how to mathematically represent these phenomena is decidedly nontrivial and includes issues such as how to account for intra-individual variability (e.g., intercellular variability arising within a single infected individual or laboratory assay) and/or inter-individual variability arising between individual subjects or data from multiple assays. In the present paper, we do not specifically address these different sources of variability, although our model is sufficiently flexible to account for either type. These issues are highly significant and dealing with the levels of variability and the resulting mathematical ramifications is a primary focus of this paper.
Let the delay in the first equation in (2.1) be modeled by treating the delay time between acute infection and viral production as a probabilistic quantity (i.e., a random variable) with distribution È ½´ µ so that the first equation in (2.1) is replaced by (see the appendix for a more detailed discussion of the foundations underlying such an equation)
Likewise, let the delay between acute infectivity and chronic infectivity (with distribution È ¾´ µ) be represented in altered forms of the second and third equations of (2. given above were performed using the methods described in Section 4. .1)). Both the undelayed system solutions and the delayed system solutions were computed using the method described in Section 4 for AE ¿ ¾ with the parameters described in Table   3 . Not surprisingly, the presence of nonzero delays has a dramatic effect upon the simulation. Issues relating to the exact nature of and whether or not it should be modeled as a fixed value for each cell or distributed across cells and how this distribution can be represented, are the focus of Section 3.1 and Appendix A. which is exactly the system (3.4). A simulation of this system is depicted in Figure 3 .1.
In order to overcome the (biologically untenable) assumption that each cell begins producing virus at a fixed time after infection, a number of authors have used a Gamma function as the distribution for the time to viral production of infected cells (see Section 1) . A Gamma distribution is just one example of a number of distributions which could be used to model this process. The primary advantage to using the Gamma distribution is that the distributed delay system can be rewritten as a system of ODE's and readily simulated using standard software packages. The derivation of this equivalent system of ODEs when the viral production delay is modeled with a Gamma distribution can be found in [13] .
In this work, we considered a variety of normalized kernels for density functions (i.e., the model given by (3.5)) which we tacitly assumed exist for all distributions of interest (except of course, the Dirac distribution with masses at ½ and ½ ¾ ). In particular, we considered simulations using density functions consisting of a triangular hat function and an inverted quadratic. Since these systems do not reduce to a system of ODE's, alternate numerical methods are required to simulate the dynamics of the modeled system. These are the subject of our discussions in Section 4.
The hat and inverted quadratic kernels (each of which have finite support) are described by preserve the normalization, the height of these kernels automatically scales with changes in the width . Moreover, the support for the hat kernel is always
· ¾ (which we have done in all the calculations reported on in this paper). We use the × ½ × ¾ notation in the kernel only for consistency in notation in comparing kernels below.
NUMERICAL IMPLEMENTATION
For those interested in the mathematical aspects of simulating an FDE system, this section contains the necessary mathematical and numerical analysis foundations. In Section 4.1, we describe the conversion of the FDE system to an abstract evolution equation (AEE) system as well as provide existence and uniqueness results for a solution to the FDE (proofs are given in Appendix B). Section 4.2 contains details on the numerical implementation along with the convergence results for our numerical method.
In order to approximate solutions to the systems described in (3.4) and (3.5), we first converted them to an AEE and then approximated in a space spanned by piece-wise linear splines (i.e., in a Galerkin approach). We were able to numerically calculate the generalized Fourier coefficients of approximate solutions relative to the splines, and with these coefficients, recover an approximation to the solutions of (3.4) or (3.5). Following the discussion in [1] regarding the existence and uniqueness of a solution to (4.1), we consider the following definitions and lemmas.
Abstract Evolution Equation
The norm on the space is defined as
Clearly, is a Hilbert space with inner product 
Proof. Given that all pertinent components of the equation (4.5) are differentiable, we can conclude that the function is differentiable. 
4.2.
The Abstract Evolution Equation Implementation. The system described by (4.5) can be written in a form that facilitates a discussion regarding its approximation which is developed fully in [4] and will only be summarized here. approximation to the solution of (4.5). Note that the characterization of the FDE system allows us to include both discrete and distributed delays in any modeling and simulation investigations.
NUMERICAL RESULTS

Results for the FDE Approach.
We carried out numerous simulations and inverse problem calculations using the methodology outlined above for problems with discrete and distributed delay systems.
The initial conditions for all our simulations weré
the parameters are those defined in Tables 1 and 3 , and all of the presented plots are from simulations run with AE ¿ ¾ basis elements.
Statistical Significance of the Delays. Employing ideas given in the discussions regarding a
statistical testing methodology for model comparisons in inverse problems in [3] , we examined the statistical significance of the presence of both types of delays in fitting the models (3.4) to experimental data provided by Dr. Michael Emerman. We used the data consisting of the total cells from [20] (sampled at time-points Ø ½ ¾ ½¼, denoted by the vector Ý, and depicted in Figure 2 .1). We We employed a cost function using a residual sum of squares formula Table 4 , with the optimal parameter values denoted by Ô £ , £ ½ , £ ¾ and the corresponding fit with the value Â´Õ £ µ by Â £ .
We then investigated the statistical significance by using the test described on page 523 of [3] . The reader should be aware that the statistics we used here are only asymptotically ¾ 's as the sample size becomes infinite. With only the ten data points we have to use here, one can rightfully question the legitimacy of our use of the tests given in [3] . None the less, we use these tests here to give some indications of the relevance of improved fits to data. We first considered a null hypothesis of no delay in the acutely infected to viral production step. This generated a test statistic of As expected, the presence of two delays also appears to be statistically significant. However, it is interesting to note that for a null hypothesis of only one delay (i.e., ¾ ¼ ), the improvement in the fit to data due to the addition of a second delay to the inverse problem is not significant (i.e., we can only reject the hypothesis ¾ ¼ at 95% or lower confidence levels). This suggests that the modeling of the delay between infection and production is somewhat more critical than modeling a delay between acute productivity and chronic infection in developing an accurate mathematical representation.
5.1.2.
Comparison to data. In Figure 5 .1 we compare experimental data and an AEE based simulation (generated using parameters from Tables 3 and 4) with two optimal discrete delays of £ ½ ¾ ¾¿ and £ ¾ ¾ . Clearly, our simulation (with the above parameters) is a very good fit to the experimental measurements. However, as mentioned before, we should be wary of drawing decisive conclusions given the sparsity of experimental observations.
Kernel Analysis.
Given our limited data and the results from Section 5.1.1, we further examined the nature of the delay by numerically simulating our system using the method described in Section 4 and the different kernels described in Section 3.1. Specifically, we studied the effect of different 's, Tables 3 and 4. different 's, and kernel smoothness upon the system, and only present here some of our findings from these investigations.
To assess the effect of the mean on the kernel ½ (the kernel from the Î equation), we let ½ and performed simulations for a variety of means, the results of which are depicted in Figure 5 .2. For this simulation, we let the second kernel ¾ , but kept its mean fixed at ¾ ½ ¿ (where ½ is the mean of ½ ). Note that as the mean varies, we observe a dramatic temporal shift in the peaks of various compartments. The simulations run using the hat kernel exhibited virtually identical sensitivity to the perturbation of . and simulated (3.5). As the decreases, the numerical solution calculated using the hat kernel rapidly approaches the one calculated using the Heaviside distribution. This coincides with the intuitive notion that as ¼, the hat kernel approaches a Dirac delta function. Indeed, from the graphs, it appears that changing the has little to no effect upon the simulation. We remark that the simulations computed using the inverted quadratic kernel with varying exhibit behavior virtually identical to those using the hat kernel and are thus not depicted here.
For´ ½ ¾ × ½ × ¾ µ ´ ¾ ¾ ½ ¼µ, the numerical simulations of (3.5), using the normalized hat kernel and the normalized inverted quadratic kernel are compared in Figure 5 .4. If we compare these behaviors with that of the discrete delay system depicted in Figure 3 .1, we observe that kernel shape does not appear to have a significant effect upon the simulation. Other simulations also confirmed that the qualitative behavior of solutions does not vary greatly between the discrete delay systems and systems with the continuous kernels , with mean equal to the discrete delay. of widths ( ). Both of these cases suggest that the dominant parameter is ½ . However, it is still possible that × ½ or × ¾ has a significant influence upon the system, since they determine the kernel support (at least in the case of ). It is not useful to study the support independent of when using ½´× µ ´× × ½ × ¾ µ, and thus we only examine the ramifications of varying the support of ½ .
Our interests were focused upon parameter ranges in which ½´ · ¾ µ ½´×¾ µ and ½´ ¾ µ ½´×½ µ to prevent interference between and the domain of the kernel support. Over a wide range of values for × ½ and × ¾ (that satisfied our criteria) there were negligible differences between the simulations, with the results being almost identical to those in Figure 5 .4. Clearly the dominant parameter in , from among ½ , , × ½ , and × ¾ , is the mean ½ .
CONCLUSIONS
We have mathematically modeled a biological system (using coupled functional differential equations) that arises in the study of HIV infection dynamics and offered a derivation supporting a nondeterministic mathematical treatment of the biological delays. We converted these equations to an abstract evolution equation to facilitate analysis and numerical approximation of the system. We used a ¾ statistical test to support our claim as to the significance of the presence of the delays in fitting experimental data. Additionally, our numerical sensitivity analysis for a distributed delay (i.e., FDE) approach yielded the information that the approximate system appears to be highly sensitive to the mean of the delay kernel but not to the width or the smoothness of the kernel. Next, we consider the delay between viral infection and viral production for the acutely infected cells ´Øµ. Again, it is unreasonable to expect the entire population of acutely infected cells to simultaneously commence viral production ½´ ½ ¼µ hours after infection. We suppose that the delay between infection and production (for acutely infected cells ´Øµ) varies across the population with probability distribution È ½ and corresponding density ½ . We also partition the expected total viral population Î into those virions Î produced by acutely infected cells and those virions Î produced by chronically infected cells so that
Î Î · Î
We then denote by Î ´Ø µ the subpopulation of virus which are produced by an acutely infected cell hours after being infected. Thus, the rate of change in this subgroup of virions is governed by Î ´Ø µ Î ´Ø µ · Ò ´Ø µ ÔÎ ´Ø µÌ´Øµ The first, third, and forth terms in the sum on the right hand side of (B. We have therefore now proven that there exists a unique solution (for Ö Ø ) to (4.7) and thus to (4.5), which is in fact absolutely continuous on ¼ Ø .
