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Abstract
Two simple interface relaxation techniques for solving elliptic differential equa-
tions are considered. Their theoretical analysis is carried out at the differential level
is carried out and "optimal" relaxation parameters are obtained for I-dimensional
model problems. A comprehensive experimental numerical study is also presented.
1 Introduction
Domain decomposition has proven an effective means of partitioning the task
of solving Differential Equation (DE) problems numerically. It is mainly an
algebraic approach and works by splitting the discrete DE domain into sub-
domains which can be coupled in many ways. The well established additive
and multiplicative Schwartz methods are examples of typical domain decom R
position approaches that have been analyzed extensively. Interface Relaxation
(IR) is a step beyond domain decomposition. IR methods are characterized
by the fact that they can be easily formulated as numerical procedures for
solving differential equation problems while all their actions involve continu-
ous data. They assume a splitting of the domain into a set of non~overlapping
subdomains and consider the associated DE problem defined on them. These
subproblems are coupled through relaxation mechanisms on the interfaces. IR
methods naturally apply to multi-physics problems when the DE may change
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from One subdomain to another; we do not consider this application here. For
a general introduction to the IR methodology the reader is refereed to [9,lD].
A review study of a large collection of IR methods can be found in [11]. The
convergence of these schemae depends, as expected, on the differential opera-
tor, the geometry of the original domain, and in addition on the geometry of
the subdomains chosen. This makes the selection of "optimum" values for the
relaxation parameters a hard and challenging problem. On the other hand, the
local subdomain discretization schemae do not affect the convergence proper-
ties of the IR schemae which gives these methods great versatility; one can
select the most appropriate discretization parameters Or numerical method for
the differential problem defined on each subdomain.
The development of an automated and adaptive procedure that dynamically
estimates "good" relaxation parameters, using automatic differentiation tech-
niques, for general differential operators and arbitrarily shaped subdomains is
underway [12]. Nevertheless, in order for this parameter selection procedure
to be effective, theoretical results for simple model problems are needed that
provide a better understanding of the convergence mechanisms involved.
The main objective of our study is to estimate values analytically for the pa-
rameters involved in two recently proposed and analyzed IR methods. Namely
we consider an averaging scheme [13,16,17] (denoted by AVE in the sequel)
and a Robin-type IR scheme [8] (denoted by ROB). We restrict ourselves
to Helmholtz boundary value problems. In both schemes the error involved in
each interface can be analytically given in terms of the error in the previous it-
eration. This leads us to a system of linear algebraic equations that represents
the relation between the errors on all interfaces in two consequent iterations.
Then we minimize the spectral radius of the iteration matrix involved using
a different approach for each method. For the AVE scheme we minimize the
area of the associated Gershgorin discs, which is equivalent of bounding the
max norm of the iteration matrix. The iteration matrix associated with the
ROB scheme is quite sparse, and so we were able to make its spectral radius
zero, by selecting appropriate values for the relaxation parameters involved.
The rest of this paper is organized as following. In the next section we for-
mulate the two IR schemae whose theoretical convergence analysis is given
in Section 3. Section 4 presents results from an experimental study numeri-
cally which confirm our theoretical results; they also show that these hold for
more general problems and presents various interesting characteristics of the
methods. Section 5 contains our conclusions.
2
2 Two interface relaxation methods
We consider the Helmholtz boundary value problem
Lu = -u"(x) +1'(x)'u(x) = j, x E n = [a,b] (1)
with a, b, 'Y E R, subject to boundary conditions on a and b which, for simplic-
ity, are taken to be homogeneous Dirichlet. Assume that n is decomposed into
the p non-overlapping subdomains nj = [Xj_ll Xi], i = 1, ... ,p with Xo = a,
x p = band Xi-l < Xi E n for i = 1, .. . ,p - L We denote the size of a sub-
domain ni by f i = Xi - Xi-l and the restrictions of L, f and -y in nj by L i ,
Ii, Ii, respectively. We further assume that -y(x) = 'Yi for X E ni , i = 1, .. . ,p,
where the ')'/s are real constants.
2.1 The ROB method.
The ROB scheme is defined, for the model problem under consideration, by
the following algorithm:
1. Define:
91 ~ d':E" I + A, u~~dx~x, }.
x(~)xl + " du~k)1 t = 1, ... ,p-1.g;+1=_dl A
X:==X, X:==:&",
2. Choose initial guesses u~O)(x) for the solutions on each subdomain ni , t -
1,2, ... ,po
3. Define the sequence of subdomain solutions u~k)(x), k = 1,2, ... as follows:
(1.:+1) . t"\Lpup = jp III H p
du~+I) I (k+1 l l - -P





LiUi = It in nj
_ du~k+l) I _ ~H1) 1 - !
dx +A'_lU, _. -9'-1
X:==Xi_l X_:&"._I
dlllk+l l ! (1.:+lll .
-----dz- + Ai u i = g~
x=x, X=Xi
3
i = 2, ... ,p - 1.
This scheme, first proposed in [8], is based on a simple relaxation technique that
involves the Robin interface conditions shown above. The DE problem is solved in
each subdomain where the boundary conditions are provided from the previously
computed solution and its normal derivative from the adjacent subdomains. The
relaxation parameter >'i controls the influence of the value of the function and/or
its normal derivative on the smoothing Robin interface conditions.
This method was first analyzed in [8] where, through energy estimates, the conver~
gence of the method at differential level has been established for arbitrary decompo-
sitions and elliptic operators. Later in [2,6] this method was been further analyzed at
discrete level in a finite element framework. Several variations of this method have
been also appeared. In [5] an ADI based modification is considered and analyzed at
discrete level for model problems and decompositions. A second variation of ROB
method that extends its applicability and frees it from the cross-point trouble is
formulated and analyzed in [I]. In [14] the addition of tangential derivatives in the
smoothing procedure is proposed and analyzed and, recently, in [18] a finite differ-
ence variation is presented and analyzed. In some of these studies optimal values
for the relaxation parameters have been obtained but only for model problems and
only assuming a discrete formulation of the method (i.e., first discretize and then
decompose the linear algebra problem). Therefore the determination of effective
choices for >';'s in the IR framework and for general domains and decompositions
is, in general, an open problem.
2.2 The two step average AVB method.
The AVE [11,13,16,17] IR method is a two-step iterative scheme described by the
following algorithm:
1. Choose initial guesses 'U~O)(x) for the solution on each subdomain ni, i
1,2, ... ,po






LjU~2kH) = Ii in OJ
dlL~:H) 1",=:1:;_1 = gt~
d (2k+l) I .\l:r: =gi
:r:=:r:;




(2kH)! _ 0Up -
:r:=:r:p
3. Define the even terms of the sequence of subdomain solution U~2k)(x) as follows:
j (2kH) I ( ) (2kH) I .hj=ajui :r:=:r:, + l- a i ui+l :1:=:1:;' 2=1, ... ,p-1.
(2k+2) . t"\
L1u1 = it III HI
(2k+2) I _0u , -
:1:=:1:0
(2k+2)I ' 1U I = L1
:1:=:1:1
for i = 2, ... ,p-l
(2k+2) .Ljui = Ii III OJ
(2k+2) I - hi-I
ui - i-I
::I:=:r:;_1
(2k+2)I .U· = h~
t :&=::1:, t
(2k+2) .Lpup = jp III Op
(2k+2) I _hP- 1
up - p-l
::I:=:r:,,_l
(2k+2) I - 0up -
:I:=::I:p
The relaxation parameters ai and (Jj are to smooth the function and its normal
derivative respectively and they both take values in (0,1). In the first step (odd
terms), the Dirichlet problem is solved for each subdomain. The boundary values are
computed as a convex combination of the previously computed solutions on adjacent
domains. Then a convex combination of the normal derivatives of the previously
computed solutions in each subdomain are used to smooth the derivatives on each
interface. Using these estimates of the normal derivatives, the Neumann problem is
solved in the second step (even terms) for all subdomains.
There are already several theoretical results concerning the above method which we
briefly list below. In [17J, two finite element approaches (a Galerkin and a hybrid
mixed) have been employed to analyze the convergence of the method at a discrete
level setting both relaxation parameters equal to 1/2. A convergence analysis of the
method at the differential level using Hilbert space techniques is given in [16J. A
simple model problem with a two subdomain decomposition is considered in [13J
where Fourier analysis at the differential level is used to obtain "good" values for
the interface relaxation parameter At while set equal to 1/2.
It is worth pointing out the inherent parallelism in both the A2 is algorithms. In each
one the PDE solver or interface task steps can be executed on different processing
elements. The only synchronization needed is a barrier at the end of each step
and then only data on the interfaces need to be communicated to the neighboring
processors.
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3 Selection of relaxation parameters
We start our analysis by stating the following simple lemma that can be easily
verified.
Lemma 1 The solution of the boundary values problem
Lu = 0 in (a, b), C}u/(a) + c2u(a) = VI and c3u'(b) + C4u(b) = V2
with Ci E JR, i = 1, ... ,4 is given by
u(x) = [(-(C31' +C4)e")'(b-Z) + (-C3/+c4)e-")'(b-z»)Vl+
(-(-cn + c2)e")'(z-a) + (cn + c2)e-")'(z-a))V2] (2)
[(cn + C2)(-C3/ +C4)e-oy(b-a) - (C3/ +C4)(-Cl / + c2)e")'(b-a)] -1 .
Let us now introduce notation for the sequence of values of the solutions, their
derivatives and their errors at the interface points: U~Y == u~/.:)(Xj), du~1 == d:t L=zj'
(k) ) _ (k) (k) _ {kj (k) _ (k) ,
Ei (x = ui (x) - u(x), Ei,j = ui,j - u(Xj) and dEi,j = dUi,j - U (Xj).
3.1 Optimum relaxation parameters for the ROB method
Consider the following differential problems associated with the error functions in
each subdomain which can be easily obtained from the ROB algorithm given in
the previous sedion.
L (k+1)( ) nlEI X = 0, x E HI,
(k+1) _ 0 d (/.:+1) + A (k+1) _ d (k) + A (k)
El,O -, El,l 1101,1 - E2,1 1€2,1'
for i = 2, ... ,p-l,
(k+1) ( )Li€i X = 0, x E Oi,
d (HI) A (k+1) _ d (k) A (k)
- Eii-l + i-l€ii-l -- €i-li-I + i-1Ei_1 i-I', , , ,
(k+1) (k+1) d (k) (k)
dEi,i + Ai€i,i = €i+1,i + AiEH1,j,
L (<+1)( ) npEp X = 0, x E Hp,
(1.:+1) _ (/.:+1) (k+l) _ (k) (k)





Using (2) we observe that these error functions are given by
(6)
for i = 2, ... ,p - 1,
,ik+1)(x) ~ [(-,i + Ai-,)(-,i + A;)e-"'; - ('i + Ai)hi+ Ai_,)e7,';r' (7)
[(-hi + Ai)el'i(Zi-Z) + (-')'i + Ai)e-l';(xi -x») (-dE~~I,i_l + Ai-lE~~.L_l) +
(-hi + Ai-I) e'1;(X-z i-tl + (-')'i + Ai_d e -l'i(Z-Xi-d) (d€~~l,i + Aic~~l,i)]
and
From these we obtain
where
By differentiating equations (6)-(8) we obtain expressions similar to the above that
1 (HI) (1.:+1) (k+l). .dHI) - .re ate del,l ,d£i,i-l' d£i,i ' t = 2, ... ,p - 1, and u.cP,P_l wIth assocIated values









Now we order the errors on the interface points to create a sequence of error vectors
as follows, for k = 0, 1, 2, ... ,
«
k) [(k) (k) (k) (k) (k) (k) (k) (k)
dEL,L' e1,I' e2,1' de2,1' dC2,2' 102,2' 103,2' d£3,2' ... ,
(k) (k) (k) (k) (k) (k) (k) (k)] T
dei,i ,Cj,i ,e i+ l ,;' dei+1,i' ... ,dep_l,p_l' cp_l,P_l' cp,p_l' dCp,p_1
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We obtain the following relation between the vectors of interface errors in the two
consecutive iteration steps k and k + 1.
~(k+l) = M~(k), k = 0,1, ... , (9)
where the iteration matrix M E 1R'l(p-l)X'l(p-l) has the form
0 M1,2 0 0 0 0 0
M2,1 0 0 M2,'l 0 0 0
M3 ,1 0 0 Ms,'l 0 0 0
0 0 M 4,3 0 0 M'l,6 0
0 0 Ms,s 0 0 M S,6 0
M~ (10)
0 0 0 M 2(p-l)_2,2(P_l)_3 0 0 M 2(p-l)-2,2(P-l)
0 0 0 M 2(p_l)_1,2(P_l)_3 0 0 M 2(p-l)-I,2(P-l)
0 0 0 0 0 M 2(p_I),2(P_I)_1 0
and where
and, for i = 2, ... ,p - 1,
Ai_1 (-y;ni + A,m,) ]
-'Yi).i-l('Yimj + ).ini) ,
and
2'Yi [A' -A'Ai_1]M 2(i-l)+l,2(i-l)-1 = y ,
t -1 >'i-I
8
For the rest of the analysis in this section we use a methodology similar to the one
found in [7]. In the following lemma we construct a matrix M E 1R2(p-I)X2(P-I) of
reduced size which is spectrally equivalent to the iteration matrix M and whose spe-
cial non-zero structtlIe lets us select optimum values for the relaxation parameters
Ai-
Lemma 2 The two matrices M and M have the same non-zero eigenvalues, i.e.,
u(M) ~ u(M) U 0, (11)
where
0 M 1,2 0 0 0 0 0
M 2,1 0 0 M2,4 0 0 0
M3,1 0 0 M 3,4 0 0 0
0 0 M4,3 0 0 M 4,6 0
0 0 M S,3 0 0 M S,6 0
M= (12) .
and
0 0 0 M 2(p-l)-2,2{p-l)-3 0
0 0 0 M 2(p_l)_1,2(p_l)_3 0




and where, for i = 2, ,p - 1,
M _ . _ Aj_l(,in i + Aimi) -'i('imi + Aini)
2(,-I),2(t-l)-1 - di I
M . _ _ Ai('nnj + Ai_lmj) -,i(fimi + Ai_l n i)
2{t-l)+l,2{t-I)+2 - d. '
,
- 4-riAi-l - 4'nAj
M2(i-l),2{i-l)+2 = rh ,M2(i-l)+1,2(i-l)-1 = ----;r-'
and
Froof We define the non-singular matrix
- T T TQ = d1.ag(Ql,QI ,Q2,Q2 ,···,Qp-L,Qp-l),
9
where
Q Q-ti= i = [
1 -Ai],
o -1
and consider the similarity transformation matrix Q-lMQ whose elements are spec-
ified by the following relations.
A simple comparison of the above relations with the elements of the matrix M and
the fact that there exists (Lemma 3.2 in [7]) a permutation matrix P such that
PTMP~[~~]'
complete the proof of the lemma. 0
We conclude this section with the main theorem that presents analytic expressions
for the relaxation parameters.
Theorem 3 Consider the model problem (1J and a non-overlapping decomposition
of Q into p subdomains Qj of length ii, i = 1, ... ,p. If the parameters Ai involved
in the ROB interface relaxation method are selected as follows:
A· = 'li(')'iJll,+Ai"i) . - _ 1 2 A :1.l!ie.
I-I l'i lli+A,Jni' 1. - P , ... " p-l = m p '
10
(13)
then the spectral radius of the iteration matrix M is zero.
Proof It can been seen (Lemma 3.2 in [7]) that if we set M2(i-l),2(i-l)-1 = a,i =
2, ... ,p, then we obtain that cr(M) = O. This leads to the following equations.
and
(14)
To conclude the proo~ we back solve for Ai, i = P - 1, ... ,land use the previous
Lemma. 0
3.2 Good relaxation parameters for the AVE method
Using the notation adopted in the previous section and the AVE algorithm given
in Section 2 we easily see that the error functions involved satisfy the following
differential equations:
For the odd steps the equations are:
(15)
and, for i = 2, ... ,p-l,
and
Lp(~2k+1)(X) = 0 x E np,
d(1~;~11) = {3p-ld(1~l,p-l + (1- {3p-ddf1~;~1'
(2k+I)(p,p = o.




L t €i2k+2)(X) = 0 x E nt,
(21.;+2) _ 0 (21.:+2) _ (21.:+1) + (1 __ »)21.:+1)
El,O - • El ,l - all:1,1 l.Ll "2,1 '




(2<+2) ( )Lp€p x =OxEnp ,
(21.:+2) (21.:+1) ( ) (21.:+1)




The solutions to the Neumann problems (15)-(17) are given by (see Lemma 1)
This solution to the Dirichlet problems (18)-(20) are given by
If, for k = 0, 1, . _. , we define the vectors
(k) _ [(k) (k) (k) ]T~ = £1,1'£2,2'··· ,cp_l,p_l and
then we get from the above that
(k) _ [(k) (k) (1.:)]TdE = dE 1,l,dE2,2, ... ,dEp _ 1,p_l (23)
12
(24)
where the Dirichlet and Neumann iteration matrices M D , M N E IR(p-l)X(p-l) are
tridiagonal with elements
MD _ o:,ffl, _ (1-0:.)712 MD = O:p 171p_l
1,1 - 'Illl'l ffl21'2' p-l,p-l mp_I'lp I
MP. = ami _ (l-o:,)n;+1 - 2 2
1,1 ffli1'i ffli±ll',±I' Z = , ... ,p - ,
MD ~ 2(1-0,) . - 2 1
i,i+l - ffli+ll',+l' 'I. - , ••• ,p - ,





MN _~ _ (l-lh)n21'2 MN _ .Bp-l 71p-ll'p-l
1,1 - ml m2' p-l,p-l - m p I
MN. = {3i 71q; _ (1-.Bi)n,±I'li±1 i = 2 p - 2
1,1 m; mi±l' , .. - , ,
M N - 2(1-.Bih+l - - 2 - 1ii+l- . ,t- ,---,p ,
, m,±1




For p = 2 it is easy to see (make the roots of the characteristic polynomial of M D
or M N be zero) that a = m27l!71 or f3 = m,71212 are optimum1 m2'1lI1'I+mln21'2 1 m,'ll2'12±m2n!71
values and imply immediate convergence. For p > 2 we were unable to solve for the
optimum parameters. Instead we obtain values for the relaxation parameters that
are optimum in the max-norm_
Theorem 4 Consider the iteration matrix M := M N M D of the AVE method as-
sociated with the model problem (1) and a non-overlapping decomposition of 0 into
p subdomains OJ of length ii, i = 1, ... ,p with Ii = I in i = 1, ... ,po The max-norm
of M is minimized by the relaxation parameters
(27)
and




(3- - mini±l . - 2 - 2I - '"i"i±l±mi±ln,' 'I. - ,- - -,p ,
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(30)
Provided that t· > In(1+..I2), ", i = 1," .. ,po
Proof To minimize the max-norm of the iteration matrix, it is sufficient to minimize
the quantity
!(Cii,f3i,{3i-l,(h+l) = 4'::~i~1 +
-'-10..13. l(mini l+rni_lrl,)-mi In; + (3.ai(mi±IRi+mmi±l)-miI1Hll +
mi I mi 1m; I mimi+l
1
_40;;(1-.6, d + t:l<;(m;±\r1i+mmi±d-mini±1.Bi(m1+1n,+mil1;±!l-mirli±1 _ 4(1-Ctf).oi+l1 +(31)
mf rnimi±l mimi±l mt±!
_2_1 Cti(mi±lni+m,nitl)-mini±J (1 - (3.) + .Bi±I(mi±2n Hl+mi±lniH)-rni±lni±2 (1- Ct-)I +
mi±l m,mi+l I mi±lmi±2 1
4{l-o,-){1-thll.
m;m;±1
One can determine values for O:'i, Pi, f3i-l and fJi+l that minimize f by an elementary
but very lengthly and tedious analysis which involves splitting the absolute values
and considering several different cases. We do not present this analysis here. Instead,
we give an indication why this theorem is true.
Set a' = a'!' = minHl (3. ~ (3~ = miRi±1 (3. = (3~ = mi IRi
1 1 - mi+lni+m;ni±I' 1 1 - mi±lRi+mini±I' 1-1 1-1 - m; lni+mini 1
and PHI = Pi+l =. mi+~_Ri±2 • Then the expressions in the absolute values
mi±IRi±2 mi+2R i+l
of (31) become zero and so we have
Under the constraint that £j > In{I~..I2) we have that mj > 2, j = i-I, i, i + 1,
and therefore we have
Continuing in the same way for the pL, 2nd , (P - 2)Lh and (P - I)Lh rows of the
iteration matrix, we get values for the relaxation parameters for all the interface
points. 0
4 Numerical experiments
The purpose of the numerical experiments performed in this study is twofold. First
to verify and elucidate our theoretically determined relaxation parameter values on a
class of l~dimensionalproblems and then to examine how effective these parameters
values are for 2·dimensional POEs with skyline domains. All experiments reported
here were performed on a SUN workstation using MATLAB. All MATLAB files
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we use to produce the data in this section are available through our web page 3.
Implementations of several other relaxation schemes also can be found there. We
use zero as initial guess and consider the following model problem:
u"(x) - 'r'U(X) ~ [(x), x E (0,1), u(O) = 0, u(l) = 0, (32)
where the right hand side function f is selected such that the true solution u(x) is
either
DPI u(x) = cosh(2x -1) - cosh(LO), or
DP2 u(x) ~ e'+'x(x -1)(x - .7).
In Table 1 we present the max norm of the error Ilu(k) - ull= and the computed
convergence factor
of the ROB method applied to the model problem (32). We assume the solution
DP1 with 'Y = 2 and that the domain is decomposed into p = 2,4,10,20 domains
of equal size. We use the 5-point-star difference approximation with two different
global discretization steps h = .01 and h = .005 to solve the DE. Similarly in Table 2
we consider the AVE method and set 'Y = 10. The rapid rate of convergence is
easily observed as one moves down along any column. Note that this convergence
is not immediate (1 iteration) as our theory might indicate. It can be shown [15]
that this is mainly due to the particular block structure of the Jordan form of
the iteration matrices but a formal analysis of this is beyond the scope for this
paper. It can be also observed that, as the computed convergence factors indicate,
the rate of convergence of both methods does not seem to depend on the finess of
the domain discretization. Nevertheless, the order h2 finite difference discretization
convergence rate is preserved. The rate of convergence does depend, as expected,
on both the number of subdomains and the PDE coefficient 'Y- Extensive numerical
experiments (some of them presented in Figure 3 below, and some others that are not
included in this paper) show that the rate of convergence increases as 'Y increases
for both methods but much more rapidly in the AVE case. The AVE method
diverges for 'Y = 10 and p = 20. This is in good agreement with the restriction
£i> In(l~V2), i = 1, ... ,p imposed by Theorem 4. This restriction seems to be
necessary as well as sufficient (see also our following discussion of the figures).
In Figures 1, 2 and 3 we consider the model problem (32)-DPl, with a splitting
of the domain n into 3 subdomains. We present the contour plots of the exper-
imentally determined number of iterations required to reduce the max norm
of the difference of two successive iterands smaller than 10-5 as a function of
the various relaxation parameters involved. The stars in these plots indicate
3http:yyu.cs.purdue.edu/homes!mav/projects!m£ode.html
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~ , -" ~ , .00' I, , I , • I ,
"
I , " , , I , • I , " I , ", 3.088-5 1.488-1 2.74&.1 3.878-1 7.83E_6 lAIIE-1 2.148-1 3.87&.1
(.2966) (.2997) (.2424) (.1811) (.2966) (.2902) (.2421) (.1809)
, 1.198-5 7.1118-2 1.728-1 3.00E_I 3.07&6 7.1118-2 1.72&.1 3.00E-1
(.4447) (.4635) (.4409) (.:lns) (.4447) (.4635) (.44118) {.J?2l
• 1.19&5 3.18E-2 1.42E-I 2.278-1 3.07E-6 3.188-2 1.42E-1 2,27£-1
(.5446) (.5524) (.5651) (.5106) (.5446) (.6524) (.5651) (.SIOS)
, 1.19E_5 1.41E_2 1.538-1 1.75E-l 3.07E-6 l.tIE-Z 1.538-1 1.75&.1
(.6150) (.6167) (.6425) (.6063) (.6150) (.IH66) (.0425) (.6003)
• 1.19E-5 6.118-5 7.258-2 1.048-1 3.07E_6 1.52E_5 7.248-2 1.64E-I
(.7379) (.7379) (.7494) (.7576) (.7379) (.7379) (.7494) (.7676)
"
1.198-5 0.148-5 2.0U:..S 7.43E-2 3.07E_6 1.52E-5 2.05E-3 7.41E-2
(.8590) (.8590) (.8590) (.8658) (.85\10) (,85(1(1) (.9590) (.9659)
"
1.19£..5 6.148-5 2,138-4 3.00£..2 3.078-6 1.528-5 5.2118-5 3.998-2
(.8855) (.8855) (.9955) (.1111113) (.11855) (.111155) (.8855) (.8883)
"
1.19E_5 6.14E_5 2.14E·4 2.23E-J 3.07E-6 I.UE-5 5.32E-5 2.188-3
(.9268) (.9268) (.9268) (.9268) (.0268) (.9269) (.9269) (.9269)
"
1.19E-5 6.14E-5 2.148-4 4.728-4 3.078-6 1.52E-5 5.32E-5 2.54E·4
(.9347) (.9347) (.9347) (.9347) (.93~7) (.93~7) (.93~7) (.9347)
Table 1
The max norm of the error and the computed values of the convergence factor of
the ROB method applied to model problem (32)-DPl (, = 2)_ In the first column
we have the iteration number, in the first row the discretization step-size and in the
second row the number of equal subdomains.
~ " ." ~ , .005 I, , I , • I , '" I , '" , , I , • I , " I , ", 1.39E-6 2.32E-~ 1.43E-2 1.03E-I 3.48E-7 2.34E-4 1.43E-2 1.04E-l
(.0065) (_0065) (.0066) (.0966) (.0965) (.0%5) (.0900) (.0968)
, 1.39E_0 5.23E-0 7.18E·3 2.23E_1 3..L8E-7 3.7IE·6 7.23E-3 2.25E_l
(.2103) (.2104) (.2097) (,2104) (,2103) (.2104) (,21J97) (.2104)
• 1.39E-6 1.90E-6 4.58E-3 5.39E-I 3.411E-7 4.65£..7 4.62E·3 5.44E_l
(.3106) (.:;1106) (.3113) (.3419) (.3IOG) (.3106) (.3113) (.3423)
, 1.39E_6 2.04E_6 3.15E_3 1.41E+0 3.48£..7 5.10£07 3,10£..3 1.43E+0
(,30H) (,30l4) (.3921J) (.4934) (.3924) (.3924) (.3920) (.4945)
• 1.30E-6 2.04&.6 1I.61E-4 4.22E+l 3.48E-7 5.09£..7 8.70E-4 4.32E+I
(.5573) (.5573) (.5574) (.9617) (.5573) (.5573) (.5571) (.96H)
"
1.398-6 2.04E-6 2.93E-5 5.18E+5 3.49£..7 5.00E-7 2.65E-5 5.43E+5
(,7465) (.B(5) (.7465) (1.830) (.7465) (.7465) (.74(5) (1.770)
"
1.39E-6 2.04E-0 9.1I1E·6 I.68E+6 3.48E-7 5.09E_7 5.58E·6 6.19E+7
(.7915) (.7915) (.7915) (1.993) (.7915) (.7915) (.7915) (2.001)
"
1.39E-6 2.04E_6 7.44E_6 2,68£+14 3A8&-7 5.09£07 1,96E-6 2,95£+14
(.8640) (.8(49) (.8649) (2.487) (,8641J) (.8649) (,8649) (2.491)
"
1.30E-6 2.04&.6 7.44E·(; 4.4IE+16 3.48E·7 5.09E-7 1.86E-6 6.29E+16
(,8761) (,8781) (.9812) (2.586) (.11781) (.8781) (.11749) (2.597)
Table 2
The max norm of the error and the computed values of the convergence factor of
the AVE method applied to model problem (32)-DPl (-y = 10). In the first column
we have the iteration number, in the first row the discretization step-size and in the
second row the number of equal subdomains.
the theoretically optimum relaxation parameters computed by using the for-
mulas (13) and (27) of the ROB and AVE methods respectively. In all plots
associated with the AVE method, we set 'Y = 2. The Neumann relaxation
parameters the /31 and /32 computed by formula (29) while we systematically
16
vary the Dirichlet parameters frl and 0:2 in (0,1). For the ROB method, we
set, = 2 while the relaxation parameters vary in it larger interval since there
no bounds for them. For this method we see that there is curve on the >'1>"2
plane with optimum values for the relaxation parameters. The stars in ROB
plots represent the optimum values computed using formula (13), which is lo-
cated at the intersection of the above curve and the solution of equation (14)
for p = 3, i.e.,
A, (-r,n, + A,m,) = 'Y'('Y,m, + A,n,).
We note that at the points indicated by stars in all the following graphs,
the experimentally observed number of iterations were always in the range
of 5 - 8 confirming the theoretical optimality of the parameter values. It is
also interesting to observe that this optimality seems to be independent of
the uniformity of the decomposition and of changes in the value of "{ in the
subdomains.
In particular in Figure 2, we have the same non-uniform decomposition as
in the bottom two plots in Figure 1, but here the coefficient of u in the DE
is discontinuous at the interface points. Specifically in the first subdomain
"{2 = 2, in the second "1 2 = 10 and in the third ,2 = 4. The right plot for AVE
is made using, as before, Neumann relaxation parameters ({3I, {32) computed
by formula 29 and letting 0:1 and 0:2 vary in (0,1).
In general, the AVE method seems to converge faster than ROB but Theo-
rem 4 imposes a restriction on its convergence region. In Figure 3 we experi-
mentally verify the results in Theorem 4 and we clearly see that the restriction
on the size of the subdomains imposed is not only sufficient but required too.
The restriction "If, > In(l + v'2) of Theorem 4 is, for the 6 cases in Figure
3, top row ('YIp = 2.24,1.19, .89 > .881) and bottom ('YIp = .913, 1.05, 1.17
> .881). The convergence region (the area where the spectral radius of the
iteration matrix is less than 1) shrinks as one either increases the number of
subdomains keeping 'Y constant or decreases "I assuming a constant number
of subdomains. The imposed bound on the size of subdomains seems to be a
sharp one since in all our experiments we observe divergence every time we
make ei'Yi slightly less than In(l + .../2) while we always obtained convergence
otherwise.
To obtain additional information on the convergence behavior of the two meth-
ods we now switch to the model problem (32)-DP2. In Figure 4 we set "12 = 20
and plot the true solution and the first three iterands. vVe observe that both
methods converge in a non~monotonc way, but AVE follows a much smoother
path.
Finally in Figure 5 we consider the model problem (32)-DP2, with a two
subdomain partition. We set all relaxation parameters equal to .5 and experi-
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Fig. 1. Contour plots for case DPI of the number of iterations required by the ROB
(top two plots) and AVE (bottom two plots) methods to make the max norm of the
difference of two successive iterands smaller than 10-5 as a function of associated
relaxation parameters. We assume a uniform 3 subdomain partition in the graphs
on the left and non-uniform partition with Xl = .2 and X2 = .7 on the right b = 2).









0.2 0.4 0.8 0.8 0.2 0.4 0.8 0.8
", ",
point have on the convergence rates for the two methods. We plot the log-
arithm of the max norm of the error (on the y-axis) versus the number of
iterations (on the x-axis). The interface point is fixed at .5 for the two plots
on the left of the figure while 1 2 = 20 for the two on the right. We observe
that the AVE method is significantly affected by both parameters while the
ROB method converges in a smoother but slower way.
5 Concluding remarks
We have presented a theoretical and experimental study of two interface re-
laxation methods. Although both methods were considered in several previous
18
Fig. 2. Contour plots for case DP1 of the number of iterations required by the ROB
(left) and the AVE (right) methods to make the max norID of the difference of two
successive iterands smaller than 10-5 as a function of the associated relaxation
parameters. We assume a uniform 3 subdomain partition in the graph on the left
and non-uniform partition with Xl = .2 and X2 = .7 on the right. Here the coefficient
of'U is 'l = 2 for the first subdomain, 72 = 10 for the second and ,2 = 4 for the









2 4 6 8 0.2 OA 0.6 0.8
"
",
Fig. 3. Contour plots for case DP1 of the upper bounds of the spectrat radius for
the uniform case for the AVE method. In the top three plots ,2 = 20 while the
number of subdomains is equal to 2 (left), 4 (middle) and 5 (right). In the bottom
three figures we fix the number of subdomains at p = 6 and ,2 is equal to 30 (left),
40 (middle) and 80 (right).
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studies more understanding is needed. The main objective of our study is to
provide to set up the background for
- The comprehensive analysis of these methods for arbitrary decompositions
19
Fig. 4. Convergence history for case DP2 with ,2 = 20 and a 4 subdomain uniform
decomposition. The graph shows the true solution and the first three iterants for
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Fig. 5. The effect of the coefficient, (left graph, = 1,10,20,30) and of the location
of the interface point (right, x = .2, A, .6, .8) on the convergence rates for the ROB
(top) and AVE (bottom) applied to case DP2. The y-axis is the max norm of the
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and complicated 2-D and 3-D PDE problems.
- The implementation and use of these methods in an agent [3] framework
that is already operational [4].
Our analysis is at the continuous level and our theoretical results have been
fully confirmed with extensive experimental data. We used simple mathemat-
ical tools to obtain interesting theoretical results. In particular, Theorem 3
20
gives optimum values of the relaxation parameters involved in ROB methods,
which are independent both of the particular discretization of the differential
operator, its domain and of the subdomain splitting. Furthermore, similar re-
sults were obtained for the AVE method in Theorem 4 where an important
relation between the size of the subdomains and the coefficient of the differen-
tial equation is established that determines the domain of convergence of this
method.
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