Let S be a smooth projective surface over the field of complex numbers C. Fix a closed point s ∈ S and a pair of positive integers r, d. [9] . The main result of this paper is the following extension of their results to the case r > 1:
Remark. The original results of Briançon and Iarrobino were used by Göttsche and Soergel in [8] to show that the natural map π : Hilb d (S) → Sym d (S) is strictly semismall with respect to the natural stratifications. This leads to a simple proof of Göttsche's formula for the Poincaré polynomials of Hilb d (S). Similarly, the Main Theorem above can be used to show that the natural map π : M G (r, d) → M U (r, d) from the Gieseker moduli space of stable rank r sheaves to the Uhlenbeck compactification of the instanton moduli space, is also strictly semismall (at least in the coprime and unobstructed case). This allows one to find a connection between some homological invariants of these spaces. A systematic treatment of this questions will appear in the author's forthcoming paper.
Punctual Hilbert scheme.
The result of this section is well known (cf. [1] , [2] , [9] ). The outline of the proof is given here for convenience of the reader. It is a slight modification of Corollary 1.2 in [4] .
Proof. First of all, we can assume that S = P 2 . There exists a C * -action on P 2 such that our point s is a zero-dimensional cell of the corresponding Bialynicki-Birula decomposition. It follows that Hilb 
It follows that any irreducible component of Hilb
has only one (d − 1)-dimensional cell, it can have only one irreducible component.
Proof of the Main Theorem.

Our strategy is to find a dense irreducible open subset
We define W as the set of all quotients To that end, we generalize Nakajima's construction (cf. [10] ) of the global Hilbert scheme Hilb d (C 2 ) to the Quot scheme. Once we do that, the existence of the irreducible curve will amount to an exercise in linear algebra (cf. Lemma 2.3). 
of them is given by a condition saying that some system of vectors in V has maximal rank).
Note thate the general linear group GL(V ) acts naturally on V r and it is easy to prove that U r is GL(V )-stable.
Since it is also preserved by B 1 , B 2 , we have Ker(1 − g) = V and therefore g = 1.
The following lemma gives an explicit construction of the punctual Quot scheme:
(ii) the fibers of π are precisely the orbits of
Proof. We can assume that S = C 2 = Spec C[x 1 , x 2 ] and s = 0 ∈ C 2 .
To construct π suppose that (B 1 , B 2 , v 1 , . . . , v r ) is a point in U r and consider a C[x 1 , x 2 ]-module structure on V in which x 1 acts by B 1 and x 2 acts by B 2 . We can view V as a quotient of a free C[x 1 , x 2 ]-module with generators v 1 , . . . , v r . Since B 1 and B 2 are nilpotent Ann(V ) = (x 1 , x 2 ). Therefore a coherent sheaf A on C 2 associated with V is a quotient of O ⊕r supported at s. Moreover, V ≃ H 0 (S, A) as vector spaces.
A different point in the same GL(V )-orbit defines an isomorphic quotient, hence the fibers of
Moreover, suppose that two points u 1 , u 2 of U r give rise to isomorphic quotients A 1 , A 2 . Then the induced isomorphism between H 0 (S, A 1 ) and H 0 (S, A 2 ) defines an element of GL(V ) taking u 1 to u 2 . Therefore, each fiber of π is precisely one GL(V )-orbit. This proves (ii).
To prove (i), suppose we have a quotient O ⊕r → A → 0 of length d supported at zero. Multiplication by x 1 and x 2 induces a pair of commuting nilpotent operators on H 0 (S, A). Choose a C-linear isomorphism H 0 (S, A) ≃ V . The generators of the free
Finally, (iii) follows from definitions of W and U 1 .
Now we want to show that any point in U r can be deformed to a point in the preimage of W . The above construction will allow us to construct this deformation using the following lemma . This lemma will be proved later. Now we will show how it can be used to give a
Proof of the Main Theorem:
Let x be a point of Quot [s] (r, d) and u 1 = (B 1 , B 2 , v 1 , . . . , v r ) be any point of π −1 (x) ⊂ U r . Choose a nilpotent operator B ′ 2 and a vector w ∈ V as in Lemma 2.3. Connect the points u 1 and u 2 = (B 1 , B ′ 2 , w, v 2 , . . . , v r ) with a straight line Φ(t), t ∈ C such that Φ(1) = u 1 and Φ(0) = u 2 . This Φ(t) is given by equation:
Note that for all t ∈ C, B 2 (t) = tB ′ 2 + (1 − t)B 2 is nilpotent and commutes with B 1 . Therefore the image of Φ(t) is a subset of
Hence the image π(Φ(C)) ⊂ Quot [s] (r, d) is an irreducible rational curve connecting x = π(u 1 ) with π(u 2 ) ∈ W . Note that π(Φ(C 1 )) ⊂ W . Therefore x belongs to the closure of W . Since by Theorem 1.1 W is irreducible of dimension (rd − 1), the scheme Quot [s] (r, d) is also irreducible of dimension (rd − 1). The Main Theorem is proved.
Proof of Lemma 2.3:
Step 1. We will find a basis e i,j of V , where 1 ≤ i ≤ k and 1 ≤ j ≤ µ i such that (a) B j−1 1 (e i,1 ) = e i,j for j ≤ µ i and B µ j 1 (e i,1 ) = 0 (i.e. B 1 has Jordan canonical form in the basis e i,j );
To that end, recall one way to construct a Jordan basis for a 1 +1,1 , e 2,1 , . . . , e a 2 ,1 in V 1 and set all µ a 1 +1 , . . . , µ a 2 equal to d − 1. Continue in this manner by choosing bases of the spaces W i+1 = V i /(B 1 · V i−1 + V i+1 ) and lifting them to V i . This procedure gives us vectors e 1,1 , e 2,1 , . . . , e k,1 and the formula (a) tells us how to define e i,j for j ≥ 2. It is easy to check that the system of vectors {e i,j } is in fact a basis of V .
If we want to have the property (b) we should be more careful with the choice of w i . Note that all the subspaces V i and B 1 · V i are B 2 -invariant. Therefore we have an induced action of B 2 on each W i . We can choose our basis (w a i−1 +1 , . . . , w a i ) of W i in such a way that B 2 (w i ) ∈ a i s=i+1 C w s for all i ∈ {a i−1 + 1, . . . , a i }. This ensures that (b) holds as well.
Step 2. Step 3. Note that both B 2 and B 2 are lower-triangular with zeros on the diagonal in the basis of V given by e 1,1 , e 2,1 , . . . , e k,1 , e 1,2 , e 2,2 , . . . e k,2 , . . . Hence any linear combination of B 2 and B ′ 2 as also lower-triangular and has zeros on the diagonal. Therefore αB 2 + βB ′ 2 is nilpotent for any complex α and β. This completes the proof of Lemma 2.3.
