This paper analyzes exponentially affine and non-affine stochastic volatility models with jumps in returns and volatility. Markov Chain Monte Carlo (MCMC) technique is applied within a Bayesian inference framework to estimate model parameters and latent variables using daily returns from the S&P 500 stock index. There are two approaches to overcome the problem of misspecification of the square root stochastic volatility model. The first approach proposed by Christoffersen, Jacobs and Mimouni (2008) suggests to investigate some non-affine alternatives of the volatility process. The second approach consists in examining more heavily parameterized models by adding jumps to the return and possibly to the volatility process. The aim of this paper is to combine both model frameworks and to test whether the class of affine models is outperformed by the class of non-affine models if we include jumps into the stochastic processes. We conclude that the non-affine model structure have promising statistical properties and are worth further investigations. Further, we find affine models with jump components that perform similar to the non affine models without jump components. Since non affine models yield economically unrealistic parameter estimates, and research is rather developed for the affine model structures we have a tendency to prefer the affine jump diffusion models.
Introduction
This paper analyzes exponentially affine and non-affine stochastic volatility models with jumps in returns, and jumps in returns and volatility. One of the main research topics in finance is to find models which fully capture the statistical properties of asset returns. In particular, the model framework for stock prices has evolved dramatically over the past decades. Staring from the fairly simple assumption of constant volatility in the Black-Scholes-Merton framework, model complexity and sophistication have increased in order to capture stylized facts of the data. These include for example crash events in stock markets, volatility clustering, smile patterns in options data, and the leverage effect. Including further risk factors such as stochastic volatility, jumps in returns and jumps in volatility allows the modeling of these stylized facts in a comprehensive way. A general framework that allows for jumps in returns, stochastic volatility, and jumps in returns and volatility can be found in Duffie, Pan and Singleton (2000) . This model nests the specifications analyzed by Merton (1976) , Heston (1993) , and Bates (1996) .
Empirical testing of these continuous time stock price processes has been carried out in several studies. Stochastic volatility models were analyzed in Rossi (1994, 2004) . Models with jumps in returns and stochastic volatility can be found in Pan (2002) , Bakshi, Cao and Chen (1997) and Chernov, Gallant and Ghysels (2003) . Conclusions drawn from these studies are that the Heston (1993) type stochastic volatility model is severely misspecified. Although models including additionally jumps in the return process have a better empirical performance compared to stochastic volatility models, it has been found by, e.g., Bakshi et al. (1997) , Bates (2000) , and Pan (2002) that these models are still potentially misspecified.
Recent work by Eraker, Johannes and Polson (2003) and Christoffersen et al. (2008) test two approaches to overcome the problem of misspecification. The first study uses the framework laid out by Duffie et al. (2000) and analyzes several models using the S&P 500 and the NASDAQ 100 stock market indices. The models under consideration are the stochastic volatility model, the stochastic volatility model containing jumps in returns, and two stochastic volatility models with jumps in returns and volatility. The first stochastic volatility model assumes that jumps in returns and volatility are correlated, whereas the second models assumes jump components to be independent. Eraker et al. (2003) find significant better performance of models including jumps in volatility compared to models without jumps in volatility.
The second approach proposed by Christoffersen et al. (2008) suggests to leave the class of the exponentially affine models by investigating some alternative non-affine specifications for the volatility process without considering jumps. They test several alternative specifications for the stochastic volatility process using the data of S&P 500 index returns. In particular, they change the speed of mean reversion and the diffusion term in the specification of the stochastic volatility process. They find significant improvements resulting in less misspecification and better empirical performance of stochastic volatility models when leaving the class of affine models.
A further distinctive feature of both studies is related to the estimation approach.
The study by Christoffersen et al. (2008) uses the Maximum Likelihood Importance Sampling (MLIS) algorithm for parameter estimation. This method uses a resampling algorithm for the particle filter developed by Pitt (2002) that yields a smooth likelihood function, and therefore ensures that standard numerical procedures can be used in the maximization routine. The study by Eraker et al. (2003) uses a bayesian framework for parameter estimation. They break down the high dimensional posterior distribution into a series of complete conditionals in order to use Markov Chain Monte Carlo (MCMC) methods to estimate the posterior moments.
The aim of this paper is to combine both model frameworks and to test whether the class of non-affine models still outperforms the class of affine models if we include jumps into the stochastic processes. In particular, we use a class of non-affine stochastic volatility (SV) models of Christoffersen et al. (2008) and extend it to a model class which includes jumps in returns or jumps in returns and volatility.
Incorporating jumps in the return process leads to the class of SVJ models. Incorporating jumps in returns and in volatility (which arrive contemporaneously and are correlated) constitutes the class of the SVCJ models. We would expect that a more heavily parameterized model with jumps will outperform a simple nested model. But the central question is how a non-affine parsimonious model (i.e. without jumps in returns and volatility) performs compared to an affine more heavily parameterized model? In other words, is it necessary to leave a class of the affine models after adding jumps in returns and in volatility?
We use the MCMC technique to estimate model parameters from SV, SVJ and SVCJ model classes. We choose MCMC for two reasons. First, MCMC approach allows to account for multivariate latent processes, whereas the resampling method used in the MLIS estimation procedure assumes that the latent process is univariate. By including jumps into the model, the latent variable process becomes multivariate, and thus, the resampling algorithm can no longer be applied. Second, as shown in a Monte Carlo study by Andersen, Chung and Sørensen (1999) , the MCMC approach outperforms several other estimation approaches, resulting in a smaller bias and a smaller root mean squared error.
For model comparison we choose the following methodology. The first procedure used to investigate model misspecification consists in inspection of the quantile-toquantile (QQ) plots of the return residuals. Further, Bayes factors are used as a test statistic in order to compare nested models, in particular jump models compared to SV models. Finally, to compare non-nested models we use the deviance information criterion (DIC) proposed by Spiegelhalter, Best, Carlin and van der Linde (2002) .
Based on the performance of the QQ plots and the DIC statistics we conclude that the non-affine stochastic volatility models provide a good fit to the data. The best performing non-affine models use a non-linear drift specification for the stochastic volatility. However, the non-linear drift specification is problematic, since it implies an long run mean of zero for the volatility. For the affine models we find that including jumps allows to reduce model misspecification and we observe no significant differences in the QQ plots compared to the best non-affine models. Further, Bayes factors and the DIC statistics clearly reject the SV model class in favor of model classes with jump diffusion specification. Since asset pricing literature is rather developed for the affine model structures, we tend to favor the affine jump diffusion models, even though they perform less well in terms of their DIC statistics compared to their non-affine counterparts.
The paper is organized as follows: Section 2 introduces the jump diffusion model used for modeling asset price and volatility dynamics. Section 3 discusses the MCMC estimation approach. Model selection criteria and model testing are developed in Section 4. Our empirical results using time series of the S&P 500 index daily returns are presented in Section 5. Finally, Section 6 summarizes the findings.
Model Description
Models with stochastic volatility and jumps in returns have been studied in many papers, e.g. Bakshi et al. (1997) , Bates (2000) , Pan (2002) , Duffie et al. (2000) .
While modeling of stochastic volatility and jumps in returns is crucial, Bakshi et al. (1997) and Pan (2002) found that an additional factor which drives conditional volatility movements is needed to avoid inconsistency with the diffusion specification.
Adding jumps to the diffusive component in the volatility process allows to model a rapidly moving and persistent conditional volatility of returns. Stochastic volatility models with jumps in the return process, as well in the volatility process have been studied by Eraker et al. (2003) . Recently, Christoffersen et al. (2008) proposed another approach to overcome the problem of misspecification of the Heston (1993) model which suggests to consider several alternative volatility specifications. We combine both approaches which leads to the following equations for modeling the logarithm of asset price Y t = log S t and the volatility process V t :
In ( It can be seen that in the case that V t hits zero both components (drift and diffusion) vanish. This implies a long run mean of zero, which is a problematic property from an economic perspective. Further, ρ denotes correlation between Brownian increments for stock and volatility and σ 2 v determines the variance of variance. Finally, parameter value a allows to specify a variance drift in the model: setting a equal to zero (one) leads to a variance drift which is linear (nonlinear) in the level of variance V t . Varying parameter value b allows to control diffusion in the model: setting b equal to 0.5, 1.0, or 1.5 leads to a square root, a linear, or a 3/2 diffusion, respectively. Thus, we think of six different models for all combinations of parameters a ∈ {0, 1} and b ∈ {1/2, 1, 3/2}. These models, named in accordance with their diffusion and variance drift specifications as SQR, SQRN, VAR, VARN, 3/2 and 3/2N, are indicated in Table 1 . In the following, SV, SVJ and SVCJ are referred to as model classes, 
where shocks to returns and volatility, ε 
and the unknown parameters ρ, κ, θ, σ v , µ. Now we introduce jumps in the return processes which constitutes the SVJ model class. The resulting discretized version is given by the following two equations system:
where J t+1 = N t+1 − N t indicates jump arrivals in the return process, this is a Bernoulli random variables with intensity λ. For the jump sizes ξ y we assume that these are normally distributed random variables: ξ y ∼ N (µ y , σ 2 y ). The set of latent variables to estimate includes {V t , J t , ξ y t } T t=1 , and the unknown parameters are ρ, κ, θ, σ v , µ, µ y , σ y , λ.
Compared to the SVJ model class, the SVCJ model class additionally includes jumps in the volatility process. The discretized SVCJ version is given by:
It assumes that the jump sizes in returns ξ y and volatility ξ v are correlated:
. J t+1 is a Bernoulli random variable with intensity λ. J t+1 = 1 indicates that a jump occurs between time t and t + 1. The set of latent variables to estimate extends to {V t , J t , ξ , and the unknown parameters are now given by ρ, κ, θ, σ v , µ, µ y , σ y , λ, µ v , ρ j .
The underlying discretization scheme may lead to some discretization bias, since we assume that at most one jump occurs per time period which is one day. However, the following example highlights that due to the fact, that jumps are rare events, the discretization bias is typically very small. Using P (N t+1 − N t = j) = exp{λ}λ j j! and assuming jump intensity to be λ = 0.1, the probability for observing more than one jump per day would be 0.0045. Note that our estimation results indicate estimates for λ smaller than 0.1.
Markov-Chain Monte-Carlo estimation
The underlying problem setup involves estimation of latent variables such as volatility, jump times and jump sizes. In a Bayesian context each of these unobserved variables is treated as a parameter to estimate. This leads to a high dimensional posterior distribution which is not known. In order to compute the moments of the posterior, we would have to compute a high dimensional integral, which is not feasible. Therefore, we rely on the Markov-Chain Monte-Carlo (MCMC) method to compute the moments of the parameter values and latent variables conditional on the observed data. These moments are used as a point estimator for the parameters and the latent variables. Bayesian MCMC method for stochastic volatility models have been developed in Jacquier, Polson and Rossi (2004) . MCMC generates samples from a given target distribution, in our case
the state variables {V, ξ y , ξ v , J}, given the observed returns. The basis for MCMC estimation is provided by the Hammersley-Clifford theorem which claims that under certain regularity conditions, the joint posterior distribution can be completely characterized by the complete conditional distributions. In order to compute the posterior distribution note that the joint distribution of (R t , V t ) follows a bivariate normal with the following parameters:
Given the normality of the joint distribution we can determine the conditional dis-
It follows a normal distribution with parameters
On the other hand, the conditional distribution
is also normal with parameters:
In general, the posterior is given by the following expression:
Assuming that the jump times and the jump sizes are independent and denoting θ V R = {µ, σ v , ρ, κ, θ} and θ ξ y t = {µ y , ρ j , σ 2 y }, we can rewrite (5) as follows:
where we used the fact that
In (7) we can write
by the Markov property. To update estimated parameters value in each iteration, MCMC algorithm draws from its posterior distribution conditional on the current values of all other parameters and state variables. Therefore, in order to reduce the influence of the starting point and to assure that stationarity is achieved, the general approach is to discard a burn-in period of the first h iterations. The iterations after the burn-in period provide a representative sample from the joint posterior, and averaging over the non-discarded iterations provides an estimate for posterior means of parameters and latent variables.
Sampling from the conditional posterior can be implemented by either using Gibbs sampler introduced by Geman and Geman (1984) or the Metropolis-Hasting algorithm, see Metropolis, Rosenbluth, Rosenbluth, Teller and Teller (1953) . Gibbs sampler is applied if the complete conditional distribution to sample from is known.
The MCMC algorithm with the Gibbs step samples iteratively drawing from the following conditional posteriors, see Gilks (1995) :
If some conditional distributions cannot be sampled directly, as in the case of the variance and the correlation ρ, we apply the Metropolis-Hasting algorithm. For details on the Metropolis-Hasting algorithm refer to Johannes and Polson (2006) .
To start the procedure running, we have to specify the prior distributions. When possible we assume so-called conjugate priors which after multiplying with the likelihood lead to a posterior distribution belonging to the same family of distributions as the prior itself. Wherever possible, we choose standard conjugate priors, which allow to draw from the conditional posteriors directly. For the model parameters we choose the following conjugate priors proposed by Eraker et al. (2003) : 
Model Testing
This section aims to present diagnostic tools which allow to quantify the model performance. Model comparison can be done using the fit of the model to the data and the complexity of the model as a penalty factor. The model fit is measure by a deviance statistic and the complexity is represented by the number of effective parameters. In a non-Bayesian setting deviance is used as a quantity which estimates the number of degrees of freedom in the underlying model: it refers to the difference in log-likelihoods between the fitted and the saturated model (that is, the one which yields perfect fit of the data). Obviously, increasing the complexity of the model by, e.g., incorporating jumps will lead to a better fit of the model to the data. Therefore, one should incorporate a penalty term for complexity.
In analogy, Dempster (1997) and Spiegelhalter et al. (2002) 3 have developed the deviance information criterion (DIC) as a Bayesian model choice criterion. DIC solves the problem of comparing complex hierarchial models when the number of parameters is not clearly defined.
Further, Bayes factors for nested models are used for calculation of posterior odds, which are applied to examine whether model classes with jumps (SVJ, SVCJ) provide better fit for the return data than the more parsimonious model class (SV). An overview on the calculation of DICs and Bayes factors is presented below.
Deviance information criterion
The DIC value consists of two components: a termD that measures goodness of fit and a penalty term p D accounting for model complexity:
The first term can be calculated as follows:
where R denotes the returns data and Θ is a vector of parameters. The better the model fits the data, the larger is the likelihood, i.e., smaller values ofD will indicate a better model fit. In fact, sinceD already includes a penalty term p D , it could be better thought of as a measure of "model adequacy" rather than a measure of fit, although these terms can be used interchangeably.
The second component measures the complexity of the model due to the effective number of parameters:
Clearly, since p D is considered to be the posterior mean of the deviance (average of log-likelihood ratios) minus the deviance evaluated at the posterior mean (likelihood evaluated at average), it can be used to quantify the number of free parameters in the model (the number of degrees of freedom). Further, defining −2 log f (R|Θ) to be the residual information in data R conditional on Θ, and interpreting it as a logarithmic penalty, or uncertainty, see Kullback and Leibler (1951) , Bernardo (1979) , p D can be regarded as the expected excess value of the true over the estimated residual information in the return data R conditional on Θ, and thus, can be thought of as the expected reduction in uncertainty.
From (9) we obtain:D = D(Θ)+p D , and thus, DIC can be rewritten as the estimate of the fit plus twice the number of effective parameters:
Computing the Bayes factors
Suppose we want to examine whether the richer parameter model class with jumps (SVCJ) provides better fit for the return data than the more parsimonious model class (SV), that is, we want to compare the posterior probabilities for both model classes conditioning on the observed return data R. If the model classes are nested (which is the case when comparing SV with SVJ, or SVCJ), this can be done by means of the posterior odds, see Eraker et al. (2003) :
In (9) the first term on the r.h.s. is known as the Bayes factor and the second term is the prior odds. If we have no prior preferences for any of model classes, we set prior odds equal to one. Eraker et al. (2003) showed that the odds ratio for the model class SV relative to the model class SVJ can be calculated as:
with B(α 0 , β 0 ) denoting the Beta function and G the number of non-discarded iterations in the MCMC sample. Clearly, the higher is the odds ratio, the stronger is the evidence against a model. Note however, that the odds ratio do not necessarily favor more complex models, since they contain a penalty for using more heavily parametrization. Following Kass and Raftery (1995) , the evidence against a model is positive if log odds ratio is between 2 and 6, strong if it is between 6 and 10, and very strong if it is grater than 10.
Empirical Analysis
Using a time series of continuously compounded daily returns of the S&P 500 ranging from January 2, 1986 to July 31, 2008, we compare parameter estimates for different models. To run the estimation procedure we set the number of draws equal 500,000
and choose a burn-in period of 200,000 iterations which guarantees the convergence of the algorithm for all models.
In order to compare the performance of the models we use a combination of the test statistics presented in Section 4. First, we consider the QQ plots of the return residuals in order to detect the degree of model misspecification for each of the estimated models. Second, models are compared for all combinations of a and b using the DIC statistic (see Section 4.1). To choose between jump diffusion and stochastic volatility models within each a and b specification we rely on log odds ratios (see Section 4.2). with a preference order (numbers in parentheses) in Table 2 . Our estimate of the parameter ρ which captures correlation between shocks to return and variance ranges between -0.5569 for the SV-SQR model and -0.3277 for the SV-3/2 model which is consistent with the results obtained by Eraker et al. (2003) . As discussed in Section (2) θ can be interpreted as long rund mean only for the models where a = 0.
The SV Model Class
Therefore we find for the SV-SQR, the SV-VAR and the SV-3/2 model a longrun mean of the variance which is close to one (ranges from 1.04 to 1.31). This corresponds to the annualized long-run volatility √ 252 · θ of 16.3 to 18.2 percent.
Similarly, the parameter κ is also not directly comparable between linear (a = 0) and nonlinear (a = 1) models. For a fixed value of a and increasing value of b we observe that the estimated values for κ and θ increase. The diffusion parameter σ v is comparable within a given diffusion specification (i.e. for a fixed b), but not across diffusion specification. For square root diffusion (b = 0.5) we observe σ v corresponding to roughly 0.08. It increases up to 0.247 for the 3/2 model.
We find that the SV-SQR model is misspecified, which is in line with the results of Eraker et al. (2003) and Christoffersen et al. (2008) . This can be seen by inspecting To analyze the differences in models in more details, we additionally examine volatility paths, annualized daily conditional leverage paths, and conditional volatility of the variance paths. In the following, we use DIC statistic to rank the models. Comparing DIC values across different models we observe that the SV-3/2N and the SV-VARN models with underlying nonlinear variance drift are ranked first, respectively second. The SV-SQR model is ranked fourth. Altogether, based on the QQ probability plots and the DIC values we conclude that the non square root diffusion provides a better fit for the returns data than the model with underlying square root diffusion. The parsimonious affine SV-SQR model without jumps is outperformed by the non-affine models such as SV-3/2N, SV-VARN and SV-VAR. This is in line with a conclusion made by Christoffersen et al. (2008) who suggest to leave the class of the affine stochastic volatility models. We observe that adding jumps to the square root diffusion models (SVJ-SQR and SVJ-SQRN), or to the linear diffusion models (SVJ-VAR and SVJ-VARN) allows to capture outliers in the low tail of the QQ plot (compare the upper and the middle panel of Figure 1 and Figure 5 ). However, increasing b to 3/2 (low panel of Figure   1 and Figure 5) shows that the more complex model with jumps fails to capture outliers at tails resulting in a strong deviation of the residual data from the 45 degrees line. This indicates that the assumption of residual normality is violated and thus, the SVJ-3/2 and the SVJ-3/2N models are misspecified. In particular, we note that a jump component in the SVJ-3/2N model worsens the model fit considerably compared to the case of the SV-3/2N model. This indicates that jumps in returns are not only a superfluous but even a destructive factor for this model. Comparing the SVJ models for different a and b values in terms of their DIC performance, we observe that the SVJ-3/2N model is ranked first, similar to the SV case. However, the inspection of the QQ plots indicates that the SVJ-3/2N model is misspecified. Thus, it is difficult to asses the reliability of the DIC statistic in this case. Regarding the affine SVJ-SQR model, it is ranked fourth based on its DIC value, yet we observe considerable improvement in its QQ plot after including jumps in the return process. Comparing the SVJ with the SV model class in terms of their DIC statistics, we observe a considerable improvement for all models within the SVJ model class. We conclude that adding jumps to the diffusion models from the SV class makes their performance better compared to their parsimonious counterparts without jumps. For the SVCJ model class, in addition to the set of parameters already included in the SVJ model class, we estimate two additional parameters which include the mean jump size in volatility µ v and the coefficient ρ j . We observe that the mean jump sizes in volatility range between 0.49 and 1.33 for different model specifications.
The SVJ Model Class

The SVCJ Model Class
Conditional on jumps in volatility, we observe that the mean jump size in return ξ y become less negative compared to the SVJ model class. Note that when interpreting the expected jump size for the return process, we have to take into account that conditional on the current jump size in volatility, mean jump size in return is given by µ y + ρ j ξ v . The unconditional expected value for the jump size in returns can be calculated as µ y +ρ j µ v , which leads to significantly negative values ranging from −3.7
to −1.8. Regarding other parameter estimates, we observe quantitatively similar results for the mean return µ and the correlation coefficient ρ. For all models except the SVCJ-3/2, the estimated values for κ increase and the parameter θ decreases compared to the SVJ case. We observe that the volatility of the variance σ v ranges between 0.07 and 0.24. Volatility of the return σ y decreases compared to the SVJ model class and the jump intensity λ increases for all models except the SVCJ-VARN model.
From the QQ plots in Figure 10 we observe that adding jumps to the volatility process allows to better capture outliers at tails, compared to the SV model class and to some model specifications of the SVJ model class. The SVCJ-SQRN and SVCJ-VAR models provide a clearly better fit than the corresponding models from the SVJ model class. Further, similar to the SVJ case, the SVCJ-3/2 and SVCJ-3/2N models perform worse compared to the corresponding models from the SV class.
We observe similar pattern for the volatility path, the leverage path, and the conditional volatility of the variance path (Figures 11-13 ) across and between the models.
However, spikes in the path patterns become more pronounced for the SVCJ class compared to the SVJ class.
Based on the DIC statistics we observe that the SVCJ-VARN model is ranked first, 
Model Comparison
To perform an overall comparison, we use the following criteria: the QQ plots, the DIC statistics, and the Bayes factors. Considering each criteria on its own leads to the following conclusions.
Comparing the QQ plots, we find that the SV-3/2N, the SVJ-SQR, and SVCJ-SQR models perform best compared to all other models. They sightly differ in capturing the normality assumption for the return residuals in the tail of the distribution:
the SV-3/2N model performs better in the lower tail whereas the SVJ-SQR and SVCJ-SQR models performs better in the upper tail.
In general, DIC statistics allow to compare complex hierarchical models. Overall, based on the DIC values we observe that the SV model class is outperformed by the SVJ and the SVCJ model classes. Table 5 shows that the SVCJ-VARN model with nonlinear variance drift is the best performing model, followed by the SVJ-3/2N and the SVCJ-3/2N models.
Model class choice for a given a and b specification can be performed based on the Based on the results obtained using each test criteria we can observe that the SV model class is outperformed by the SVJ and the SVCJ model classes. In particular, the Bayes factors clearly reject the SV model class, and the DIC statistic favors the SVCJ-VARN and the SVJ-3/2N models. Further, in order to judge on the model performance, we will not merely rely on the formal tests listed above, but we will additionally take into account other factors, e.g., economic plausibility 4 . Therefore, our main findings can be summarized as follows: In accordance with Christoffersen et al. (2008) we observe a good fit to the data of the non-affine SV-3/2N model. After adding jumps in returns or jumps in returns and volatility, the affine models SVJ-SQR and SVCJ-SQR show a good fit to the data also. The best models in terms of the Deviance Information Criterion are given by non-affine model specifications with nonlinear drift term (see Table ( 5)). Since these models imply an long run mean of zero for the volatility, the usage might be problematic in a finance context. This problem can be overcome by conditioning the process on not hitting zero, however, how this can be applied in the finance context gives rise to further research. In terms of QQ plots, the affine jump diffusion models have a similar performance as the non-affine models. Furthermore, the affine jump diffusion models have the second best DIC statistic when considering models with a linear drift specification. With respect the question to jump or not to jump we find that jump models are clearly preferred by Bayes factors as well as in terms of DIC statistics.
Provided the good statistical fit of the non-affine models based on the DIC, we would suggest to investigate further topics related to, e.g., option pricing implications, and the statistical and mathematical properties of non-affine models. Further, since asset pricing literature is rather developed for the affine model structures, we tend to favor the affine jump diffusion models, even though they perform less well compared to their non-affine counterparts in terms of their DIC statistics.
Conclusion
In this paper we combine two approaches to overcome the problem of misspecification of the Heston (1993) stochastic volatility model. The first approach, suggested by Christoffersen et al. (2008) , recommends to leave the class of exponentially affine stochastic volatility models. The second approach, investigated by Eraker et al. (2003) , improves on the Heston (1993) model by adding jumps to the return and to the volatility process. Both approaches lead to a satisfying statistical model fit. Our primary research question is how the non-affine stochastic volatility specifications perform after adding jumps to the return and volatility processes. This is of importance, since jumps constitute an important component in order to explain certain stylized facts in the data. In particular, we are interested in whether these models have a better performance compared to well studied affine models.
We consider stochastic volatility models with jump components in returns and in volatility (SVCJ model class), or just in returns (SVJ model class). The MCMC technique is applied within a Bayesian inference framework to estimate model parameters and latent variables using daily returns from the S&P 500 stock index.
When modeling stochastic volatility, we consider different specifications for the diffusion and the variance drift parameters. We leave the class of the exponentially affine models by choosing linear or 3/2 rather than square root diffusion, and specifying variance drift which is nonlinear in the variance level.
Overall our main findings can be summarized as follows: Using the QQ probability plots we identify the SV-3/2N as the less misspecified non-affine model and the SVJ-SQR and SVCJ-SQR as the less misspecified affine models, whereas, the performances are in the same range. Further, we use statistical (DIC, Bayes factors)
as well as economical criteria in order to rank the models according to their performance. Overall, we find that the SV model class is clearly rejected based on the DIC statistics and the Bayes factors in favor of jump diffusion models. In particular, we observe that the SVCJ-VARN and the SVJ-3/2N models are ranked first, respectively second in terms of DIC statics. But since these models have a nonlinear drift specification , which implies a long run mean of zero for the volatility, it is not clear how applicable these models can be for theoretical finance applications. Further, using the QQ probability plots we identify the SV-3/2N as the best performing non-affine model and the SVJ-SQR and SVCJ-SQR models as the best performing affine models.
We conclude that the non-affine models possess promising statistical properties and are worth of further investigation. Moreover, we find affine models with jump components (SVJ-SQR, SVCJ-SQR) that perform well compared to the best non-affine model (SVCJ-VARN, SVJ-3/2N). Since asset pricing literature is rather developed for the affine model structures, we tend to favor the affine jump diffusion models. 
