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Abstract— Ensemble models are powerful model building
tools that are developed with a focus to improve the accuracy
of model predictions. They find applications in time series fore-
casting in varied scenarios including but not limited to process
industries, health care, and economics where a single model
might not provide optimal performance. It is known that if mod-
els selected for data modelling are distinct (linear/non-linear,
static/dynamic) and independent (minimally correlated models),
the accuracy of the predictions is improved. Various approaches
suggested in the literature to weigh the ensemble models use a
static set of weights. Due to this limitation, approaches using
a static set of weights for weighing ensemble models cannot
capture the dynamic changes or local features of the data
effectively. To address this issue, a Reinforcement Learning
(RL) approach to dynamically assign and update weights of
each of the models at different time instants depending on the
nature of data and the individual model predictions is proposed
in this work. The RL method implemented online, essentially
learns to update the weights and reduce the errors as the time
progresses. Simulation studies on time series data showed that
the dynamic weighted approach using RL learns the weight
better than existing approaches. The accuracy of the proposed
method is compared with an existing approach of online Neural
Network tuning quantitatively through normalized mean square
error(NMSE) values.
I. INTRODUCTION
Model building is a fundamental step in understanding
a process, estimating the optimal parameters, making pre-
dictions, fault detection, safety and economic aspects of
any process. There are 2 primary approaches to modelling
(i) first-principles models, where the mathematical model
of the process is derived from fundamental physical laws,
and (ii) data-driven models, where the model that describes
the dynamics of underlying process is estimated from the
data. In this paper, we focus on the latter approach for time
series forecasting. Although there exists different data-driven
methods and model structures [1]–[4], forecasting industrial
data using a single model structure may not be sufficient to
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achieve the desired performance which brings out the two
questions as below.
1) Which is the best model amongst all models built for
the given data?
2) Will all the models built in 1 provide a similar perfor-
mance on entire data set?
To answer the first question, generally a trial and error
approach is employed. Different sets of models are built
and are validated using predictions on the test data. Model
with least prediction error is naturally selected as the best
one. However, it doesn’t mean that the chosen model is able
to capture the data characteristics well. If the data contains
different local features such as linear/periodic etc., different
types of models are required to capture them. However,
identifying all the features in the data is strenuous owing
to complex nature of data. Hence it is difficult to compare
models built in (A), which answers the second question. In
order to improve the performance of the resulting model,
recently, building an ensemble of individual models has
gained attention. However, the accuracy of an ensemble
model depends on the weights given to the individual models
since the contribution of models may vary based on the local
features of the data. Hence, it is important to decide how to
select weights for the different models under consideration.
There are various ways in which the ensemble models are
generated.
Ensemble models in the literature are predominantly built
based on two approaches: i) serial and ii) parallel. The serial
approach involves dividing the training data into subsets and
building different models for each split. For instance, Zhang
et.al. [5] has provided an approach for predicting exchange
rates using a serial ensemble of neural network models.
To use this method, some primary knowledge about local
features and data trend is essential to split into different
regions for model building. On the other hand, the parallel
approach ensemble models are built on the entire training
data [6], i.e., many relevant models are built for the entire
set of data. In both the approaches, the predictions obtained
from individual models are combined to arrive at a single
prediction.
A straightforward ensemble would be to use the first modal
value or a simple average of predictions of all models for
a regression problem or a majority vote for a classification
problem. An alternate approach is to compute a weighted
average of individual models by solving an optimization
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problem to minimize the overall prediction error for a regres-
sion problem or to minimize the misclassification rate in the
case of a classification problem. The disadvantage of these
approaches is that they use constant value of weights through
out the entire training data for the different models under
consideration. However, this may not be correct since the
models’ performance depends on local features of the data.
Based on the individual model performance, the weights of
the ensemble models are required to be updated when a new
sample arrives. To address the same, in this work we resort to
using Reinforcement Learning (RL) to dynamically estimate
the weights of the ensemble model.
RL derive their foundations from the aspects of optimal
control. The basic aim of RL is to maximize the reward
(which is measure of how good your system performs)
obtained by performing the actions (input in control terminol-
ogy) such that the system moves from one state to another
state (direction that yields good reward). For more details
on RL, reader is directed to a book by Sutton and Barto
[7]. Few works in literature have also reported the usage of
RL techniques for pruning of ensemble models [8], [9]. In
these works, RL techniques are used for ensemble pruning
i.e. to select which model is performing better for the current
sample in the case of classification problem. The action space
(weights of individual model) and state space (prediction
error) as considered as discrete, specifically binary. However,
for the case of forecasting, the state space and action space
should be infinite since the error and weights can take any
real value. For the ease of solving the problem, we assume
the action space is infinite and state space is finite. More
details on this is explained in the Section II.
Addressing the challenges as above, the novel contri-
butions of the work are i) to pose the problem of time
series forecasting as weighted ensemble model, ii)to compute
weights of the ensemble model dynamically by using RL
technique assuming infinite action space. It is to be kept in
mind that RL is not directly used for the model predictions.
The advantage of this approach is that RL can dynamically
learn the different model weights depending on the local
features of the training data at each instant of time. This
can help us in time series forecasting or missing data
identification after sufficient training using RL. The method
at each instant, rewards or penalizes each model depending
on the prediction at previous instant(s), which in turn is an
aggregate of the past prediction errors.
The remainder of the paper is organized as follows.
Section II focuses on explaining the proposed approach using
the RL methodology and a Neural Network based dynamic
weighting of ensemble models with which the results are
compared. Section III provides the results on a time series
data set and discussion on the performance of the proposed
approach. This is followed by Section IV providing the
contributions of the proposed approach and the possible
extensions to future work.
II. PROBLEM FORMULATION
A general description of ensemble model prediction is
explained below. Let y be an univariate time series data in
Rn and the prediction of the time series data at an instant
of time t using a model i is given by yˆ[t]i. The predictions
from different models is combined linearly as in Eq. (1).
yˆp[t] =
M∑
i=1
wiyˆ
i[t] (1)
where y ∈ RN is uni-variate time series data, M is the
number of models, yˆi[t] represents the prediction from the
ith model at time instant t and wi represents the weights
used to combine predictions. The individual predictions are
weighted averaged out to obtain the combined prediction
yˆp[t] as per Eq. (1). The individual weights are chosen to be
between [0, 1] and the sum of the weights amounting to 1.
One can solve this as optimization problem and we compute
the static set of weights for entire training data. However, the
formulation has the disadvantage that the individual models
can perform differently across the entire stretch of training
data.
Hence it is better to dynamically identify the weights
of the model depending on the local features of the data.
The RL method can learn new data trends to effectively
modify weights to improve the forecast. Having described
the problem statement, we will focus on the interpretation
of the RL terminologies with respect to the problem under
consideration and the challenges and solution methods.
The important terminologies in RL are the reward, policy,
states and actions which are explained as follows.
1) States : States describe the output of the system i.e.
the system response. Here states are considered as the
normalized form of the combined prediction error of
the ensemble of models expressed as percentage. If we
consider the number of models are M for training the
system. Then the current state is given by
St =
(y[t]−
M∑
i=1
wi[t]yˆi[t])2
y[t]2
× 100 (2)
where y[t] is the true value of prediction at time t and
yˆ[t]i is the prediction of the ith model at time t weighted
by the factor wi at time t.
As already mentioned in Section I, the computational
cost of the RL methods depends on number of states
and actions of the process. Here, the prediction error is
considered as state of the process and can take infinite
values. Hence, we choose to discretize the prediction
error into n categories to make the states finite. The
finite state given as Sft = LB when LB ≤ St ≤ UB
and the LB and UB are the obtained by dividing
[0,100] to n intervals. The process is considered as a
Markov Decision process wherein the next state depends
only on the state action pair at the current instant of
time.
2) Actions : Actions represent the movement from one
state to another. With respect to this work actions are
the weights assigned to each of the M models. The
actions are considered to be an infinite variable in this
approach. Although, this results in high computational
cost, there is no way we can discretize them as a small
change in weight can lead to large changes in error of
the predictions. Hence, the actions/weights to each of
the ensemble models is a continuous value ranging from
0 to 1. Weight wi[t] in Eq. (2) is denoted as action At
for the RL problem.
To summarise, the prediction error forms the state and
the assignment of weights become the actions. Next we
will look into the concepts of the reward function which
forms the objective in the RL framework.
3) Reward and Return : Return is the total discounted
reward obtained due to the current action performed to
move the system output from current to the next state.
The objective of the work is to apply actions such that
the system is moved to a state which yields maximum
return. In RL, the return at the current instant depends
not only on the instantaneous reward obtained but also
on the future rewards. This can be described as
Gt = Rt+1 + γRt+2 + γ
2Rt+3 · · · =
∞∑
k=1
γkRt+k+1
(3)
where Rt is the reward at current time t and γ is a scalar
between [0, 1]. γ is known as the discounting factor and
is used to give importance to the contribution of reward
to the future states due to the current action. In other
words, if γ is close to 1, we give more importance to the
future states and if the γ is close to 0, lower importance
is given to the farther states. For the proposed method,
the reward at an instant t is computed as
Rt = St−1 − St (4)
where St is representative of the prediction error at
instant t. Naturally, it is required to lower the prediction
error and hence this reward function is put to use.
More the decrease in the prediction error, better is the
reward. Different reward forms like inverse of predic-
tion error (1/|St|), inverse of difference of prediction
error (1/|St − St−1|) can also be used. However, from
simulations, Eq. (4) was found to perform better.
4) Policy : Policy provides the distribution of actions for
the current state. A policy pi is given by
pi(a|s) = P[At = a|St = s]. (5)
It is required to identify the optimal policy to maximize
the rewards. Using the distribution of actions we can
come up with state and action value functions which
give us the long term value of states and expected
reward to move from current state and action following
the policy function. The state value function is given by
vpi(s) = Epi[Gt|St = s]. (6)
and the action value function is given by
qpi(s, a) = Epi[Gt|St = s,At = a]. (7)
The optimal state/action value function is given as
the maximum of the state/action value function. The
objective of the RL is to find optimal policy which
generates total maximum reward.
There are two types of policy learning methods in
literature [7] (i) off-policy learning, like Q-learning
where the value function is learned from executing the
actions of another policy and (ii) on-policy learning,
like SARSA, where the value function is learned from
executing actions of same policy. For detailed analysis
of these methods, readers are advised to read [7]. In
this work, we used online policy learning to update the
policy over the episodes.
Delving into to the major challenges in using RL, in
certain cases it is not trivial to arrive at reward function as the
system can be a black box model. In such cases, we resort
to deep-RL where the reward function is modeled using
a deep neural network. The deep network is trained with
states as input and actions and rewards as the output. The
deep neural network solves a regression problem to estimate
best action which generates high reward for a given state.
The regression problem ensures mapping the infinite action
space which translates to infinite choice of weights. The
weights of the network are updated based on the predicted
value function from the Bellman equation and actual reward
obtained from the network. In this way, the proposed method
helps in identifying the weights of the proposed method.
The methodology of the weight updation using RL can be
explained using Fig. 1. The following steps are performed in
order to compute the predictions using the proposed approach
1) y ∈ RN is divided into ytrain ∈ RK to train the
ensemble models and RL and ytest ∈ RN−K to test
the predictions yp
2) Fit M different models for ytrain and estimate the
predictions yˆi ∀ i ∈ 1, 2, · · · ,M for N −K samples.
3) Formulate the RL problem and use episodic RL
learning with P episodes by dividing ytrain as
[ytrain,1ytrain,2 · · ·ytrain,P ]T where ytrain,i ∈ RKb
and Kb = NP ,Kb ∈ Z. Selection of Kb depends on the
size of training data.
4) The output of the RL model will be a dynamic set of
weights for the ensemble models on each instant of
training data in each episode. Reset the system after
each episode.
5) Use the learned RL model to predict the instant by
instant of the first sample of the testing data and
compute the prediction error.
6) Input the error to the RL model and obtain the new set
of weights which is used to predict next instant of the
test data.
7) Repeat steps 5-6 until all the test data is predicted.
An interpretation of the proposed method can be seen as
online model which updates weights of ensemble models at
Fig. 1. Proposed methodology using Reinforcement Learning
every instant of time. The weights of the ensemble models
are updated not only based on the previous instant prediction
error but also on the instants before that. The weights of
ensemble models can be seen as non-linear function of
the prediction errors of previous instants and function is
continuously updated at every instant. For demonstrating the
efficacy of the method, we compare the results of proposed
method with another famous non-linear approximation (neu-
ral network (NN)) to update the weights of ensemble models.
More details on the results is discussed in next section of the
paper.
III. RESULTS AND DISCUSSION
The proposed approach has been tested on the benchmark
CATS (Competition on Artificial Time series) dataset [10]
which was released as part of IJCN 2004 Time series
prediction problem. The total length of the time series data
is 5000 samples out of which 100 data points are considered
missing and these missing samples are grouped into 5 blocks
as 981 to 1000, 1981 to 2000, 2981 to 3000, 3981 to 4000
and 4981 to 5000.
The goal of this problem is to predict those 20×5 missing
data points. Since, we are trying to solve this problem using
time series forecasting approach, we predict those samples
only using the previous samples. For the sake of comparison,
we also predict the missing values in the dataset using the
online learning NN method where the weights are updated
at every sample since the proposed method with RL also
updates the weights at every sample. In general, this may not
be efficient as updating the weights for a batch of samples
which can lower the computational level. This is because,
the features of data may not change from sample to sample.
However, this is beyond the scope of this work and can be
solved by adding batch size as one of the hyperparameters
to the problem.
The ensemble of models selected for this data are a linear
regression model, Long Short Term Memory (LSTM) model,
Artificial Neural Networks (ANN) and Random forest. The
different models selected ensure that it can capture linear
trends if the data is linear (linear regression) and to capture
lower order non linearity (ANN with 2 hidden layers), LSTM
model to take the past data into effect and the random forest
as it can give a good performance with least interpretation.
As discussed, 20 data points are missing for every 1000
samples and hence we consider every 980 samples as training
data and subsequent 20 samples as test data. These 980 sam-
ples are considered as individual samples and which means
we have 980 × 5 samples as training data and intermediate
missing 20×5 form test data. For each 980×1 samples, we
fit 4 different models as mentioned above. Similarly, we fit
for every set of training data to obtain five sets of 4 different
types of models. The parameters of the models for different
sets of data are averaged to obtain the 4 different types of
models representing the entire training data.
Coming to the computation details of the problem, each of
the 980 samples are considered as single episode in RL and
total training samples (980×5) are considered as 5 episodes.
We run the RL for 100 episodes which is equivalent to
running through the entire training data 20 times. The reward
obtained across each episode is summed up and total reward
is plotted with respect to episodes in Fig. 2. It can be seen
from the Fig. 2 that as the number of episodes increase, the
reward value obtained also tends to increase. This is because
the system is learning to modify the coefficients (weights)
such that the prediction error decreases with every episode.
Fig. 2. Smoothed reward function over different episodes
Though the purpose of the work is not to use different
models for different regions of data, it was observed that
different models performed better in different regions of data.
The performance is decided by observing the sum of weights
given to the various models in different bands (considered
here as 1000 samples) of data. We have considered the model
which has the maximum weightage in each band as the
dominant model. It was observed that in the samples 0−1000
the Neural Network model worked better whereas in the
region 1001−2000 the Linear model worked better. Similarly
in the region 2001 − 3000, the LSTM model was better
and in 3001 − 4000, the Neural Network model was again
dominant. Finally, in the region 4001 − 5000 the Random
Forest performed well. All these model identification are not
visually evident from the data but a few can be inferred. For
instance, it can be observed from Fig. 3 that in the region
around 1400 − 2000 there seems to be a linear trend and
hence the Linear model performing well in that region is
anticipated.
As explained at the beginning of the section, the weights
for the purpose of comparison has been obtained by using
online NN. To explain, the same set of 4 ensemble models
are built for each of the 980 samples and the corresponding
model coefficients are averaged to come up with a single
model for each ensemble models. Then, we formulate the
NN with two hidden layers with 4 nodes each with tanh
activation function and 4 input nodes corresponding to the
number of ensemble models and 4 output nodes with weights
of the models. Initially, the network is initialized to random
weights and use the stochastic gradient descent to update
the weights of the model. The loss function here takes the
estimated output (weights of the ensemble model), computes
the prediction at that instant and compares with the true data
at that instant. The updation happens at every sample and
with every sample we obtain new set of weights which is
used to predict the next sample. In the case of the test data,
the final updated set of weights are used to predict each
sample in contrast to the RL technique where the set of
weights are updated even when progressing through the test
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Fig. 3. Comparison of predictions of true data to RL based proposed
approach and Online NN
TABLE I
NMSE SCORES FOR DIFFERENT MODELS
Model NMSE scores
LSTM 0.478
ANN 0.26
Linear regression 0.75
Random Forest 0.84
Online NN 0.256
Proposed approach 0.143
data. The reason is becasue of the udpated nature of the RL
method.
Figure 3 compares the true value of time series data with
that of predictions obtained from the proposed methodology
and online NN. From the plot, it is evident that the pro-
posed methodology gives predictions closer to the true data
when compared with online NN approach. To quantify the
performance, we used the NMSE metric to compare both the
methods. The metric is computed as
NMSE =
ntest∑
t=1
(yt − yˆt)2
ntest∑
i=1
y2t
(8)
where ntest is the number of test data samples, and yˆ and y are
the predicted and the true value of the time series data at time
instant t. To check the usability of these models on the testing
data, we computed NMSE only for the testing samples. Table
I provides the NMSE scores obtained from the two methods
and the individual model performances on the test data i.e.,
on 100 samples. From the table it is evident that the proposed
ensemble approach with RL outperforms individual models
as well as online NN method in terms of the NMSE scores.
It can be observed from Table I that ANN model has the
maximal accuracy among individual models. The proposed
method has a better NMSE of 0.14 which could be tuned
to obtain better scores by modifying the hyperparameters of
the RL model. For a clear picture on the performance of the
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Fig. 4. Comparison on the test data
two methods on the test data, Fig. 4 has been included. It
is to be observed that the index refers to the indices of the
missing variables amounting to 100 samples.
The computational complexity of the proposed method is
equivalent to that of online NN counterpart. In this case
study, it took an average of 0.2 seconds to compute the
weights using the RL based technique and 0.14 seconds to
estimate weights for online NN method. These results are
obtained when the code is run on local machine with MAC
OS with 16GB RAM and i9 processor with no GPU. From
the computational time taken, it can be seen that the proposed
method can be employed in online applications even with
lesser sampling time i.e. less than that of 0.2 seconds. From
the results, it can be concluded that the proposed method with
RL gives good and accurate predictions when compared with
the online counterparts.
IV. CONCLUSIONS
In this paper, a method based on RL is proposed to
estimate the weights of an ensemble model dynamically for
time series forecasting. Simulation results showed that the
proposed method performs well when compared to the exist-
ing methods that use NN based dynamic weighting. Further,
the proposed method can handle local features of the time
series data since the weights are computed dynamically. An
added advantage of the proposed method is that the user will
be able to identify the predominant model at any instant of
time based on the computed weights. The NMSE scores for
different models in modeling the benchmark CATS data set
illustrate that the proposed RL-based approach outperforms
the existing static weighting methods and online learning
methods.
Future work includes the extension of the proposed
method for modeling and forecasting of multivariate time
series. Modeling multivariate time series is not an easy task
due to the existence of multicollinearity and cross-correlation
among predictors. The possible scope of the improvement to
the proposed method in modeling univariate time series is
that the number of episodes of RL can be reduced using
better reward value, which is also an interest of future work.
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