In this paper we give an answer to the fundamental questions about the Painlevé equations. Where do the Bäcklund transformations come from? Our approach depends on the geometry of the projective surface constructed by Okamoto and reviewed in [U2].
for an appropriate polynomial H J of q, p and t (I ≤ J ≤ V I). We also clarify where the polynomial H J comes from and why it is uniquely determined. This point is a geometric interpretation of [ST] and [MMT] . It is interesting to notice that our theory provides us a lot of pairs (U, V ) of algebraic varieties defined over C such that U and V are not isomorphic as algebraic varieties but they are isomorphic as complex manifolds (cf §11). (The idea in §11 is developed further in the direction of deformation theory of Okamoto-Painlevé pairs and its relation to Painlevé equations in [STT] . ) We work with the second Painlevé equation P II to illustrate the general case. Our argument is given in a form easily applicable to the other Painlevé equations (cf. [STT] ). Through out the paper, the ground field in C. The most natural setting seems to be, however, over the ring Z[ ]. We should mention that a recent work of Sakai [Sakai] is also working on the discrete and differential Painlevé equations related to the geometry of rational surfaces and symmetries of affine Weyl groups.
The authors express gratitude to Professor Kei-ichi Watanabe. The discussions with him was indispensable to write §9. §1. Construction of a family of rational surfaces.
The second Painlevé equation is an ordinary differential equation
y ′′ = 2y 3 + ty + α of the second order, where t is the independent variable, y ′′ = d 2 y/dt 2 and α ∈ C is a parameter. The extended affine Weyl group G of type A
(1) 1 appears as the symmetry of P II (α). Namely if y is a solution of P II (α), then T + (y) = −y − α + 1 2
is a solution of P II (α + 1),
is a solution of P II (α − 1) and I(y) = −y is a solution of P II (−α). The automorphisms i, t + , t − of the affine line A 1 with coordinate system α, i.e. A 1 = Spec C[α], given by t + (α) = α + 1, t − (α) = α − 1, i(α) = −α generate the (extended) affine Weyl group G of type A
1 . So the group G operates on the affine line A 1 . We extend the operation of G on the affine plane A 2 with coordinate system (t, α) so that G leaves t invariant. We consider the affine space A 4 with coordinate system (t, α, y, y ′ ) and the projection p 12 : A 4 → A 2 , (t, α, y, y ′ ) → (t, α). Through the transformations T + , T − , I regarded as birational automorphism of the affine space A 4 , the extended affine Weyl group G operates birationally on A 4 such that the projection p 12 : A 4 → A 2 is G-equivariant. For example the birational automorphism of A 4 induced by T + is given by Namely if we use a more rigorous notation, the birational automorphism of A 4 is defined by In other words, if we consider an isomorphism
(t, α, y, y ′ ) → t, c, y, y ′ − y 2 − t 2 , then ϕ transforms δ(α) to D(c). The system S 2 (c) is a Hamiltonian form. In fact if we take H(t, c, q, p) = q 2 p + dq dt = ∂H ∂p dp dt = − ∂H ∂q .
We explain now how to projectify the fibration p 12 : A 4 → A 2 . We take a point (t 0 , c 0 ) ∈ A 2 fixed once for all and show how to projectify the fiber X[t 0 , c 0 ] := p −1 12 (t 0 , c 0 ) of the morphism p 12 := A 4 → A 2 , (t, c, q, p) → (t, c). The fiber X[t 0 , c 0 ] is isomorphic to the affine plane A 2 . We need four copies W i (1 ≤ i ≤ 4) of A 2 with coordinate system (y i , z i ). We glue together the W i ' s by the following rule to get a rational ruled surface Z[t 0 , c 0 ]. (i) A point (y 1 , z 1 ) ∈ W 1 and a point (y 2 , z 2 ) ∈ W 2 are identified if y 1 = y 2 and z 1 z 2 = 1.
(ii) A point (y 1 , z 1 ) ∈ W 1 and a point (y 3 , z 3 ) ∈ W 3 are identified if y 1 y 3 = 1 and z 1 = c 0 y 3 − y 2 3 z 3 .
We notice that the latter condition is equivalent to z 3 = c 0 y 1 − y 2 1 z 1 .
(iii) A point (y 3 , z 3 ) ∈ W 3 and a point (y 4 , z 4 ) ∈ W 4 are identified if y 3 = y 4 and z 3 z 4 = 1.
The projections So Z[t 0 , c 0 ] is a P 1 -bundle over P 1 on Z[t 0 , c 0 ] is a rational ruled surface. We have, as is easily seen
It is apparent that the construction of Z[t 0 , c 0 ] depends only on c 0 and not on t 0 . We identify the fiber X[t 0 , c 0 ], which is the affine plane with coordinate system (q, p), with W 1 that is the affine space with coordinate system (y 1 , z 1 ) by sending a point (q, p) of X[t 0 , c 0 ] to the point (y 1 , z 1 ) = (q, p) of W 1 . We thus constructed a projectification Z[t 0 , c 0 ] of the fiber X[t 0 , c 0 ] but this is not the desired projectification. To get the projectification X[t 0 , c 0 ], we have to blow-up the rational ruled surface Z[t 0 , c 0 ] eight times, the centers being carefully chosen infinitely near points of (y 4 , z 4 ) = (0, 0) ∈ W 4 . The centers depend not only on c 0 but also t 0 so that the projectification X[t 0 , c 0 ] depends on c 0 and t 0 . The center a 1 of the first blowingup is the point (y 4 , z 4 ) = (0, 0) on W 4 . For 1 ≤ i ≤ 8, we denote by π i :
is a section of the ruled surface π : Z[t 0 , z 0 ] → P 1 and the self-intersection number S 2 = 2. For 2 ≤ i ≤ 8 the center a i ∈ Z i−1 [t 0 , c 0 ] is always on the exceptional divisor E i−1 of the previous blowing-up. For i = 2, 3, 4, the center a i ∈ Z i−1 [t 0 , c 0 ] is the intersection point of E i−1 and the proper transform of S by the morphism
is equivalent to the minimal resolution of the rational map Remark. F is not regular on X[t 0 , c 0 ]. For, it has a base point (y 2 , z 2 ) = 0 on W 2 . This point outside W 4 is left untouched in the construction of X[t 0 , c 0 ].
We denote by D 0 the proper transform of the curve S ⊂ Z[t 0 , c 0 ] by the morphism Fig.(1.3) . Fig.(1.4) simplify the notation, we use D i [t 0 , c 0 ], only when we emphasize the dependence on t 0 and c 0 . So far we fixed (t, c) = (t 0 , c 0 ). The above construction works globally on the fibration π : A 4 → A 2 and gives us a fiber space
and a divisor D on X such that for a point (t 0 , c 0 ) ∈ A 2 , the fiber
where p 2 : A 2 → A 1 is the projection onto the second factor so that p 2 (t, c) = c for a point (t, c) ∈ A 2 . We denote the fiber ψ −1 (c 0 ) by X[c 0 ] for a point c 0 ∈ A 1 . Then ϕ gives a morphism
is the affine line with coordinate system t, we have a morphism [U2]). In terms of coordinate system (t, c, q, p) of the affine space A 4 , the affine extended Weyl group G is generated by rational maps
and
The corresponding birational map induced respectively by J (resp. I) on a variety Z over A 2 , which is A 2 -birational to p 12 : A 4 → A 2 , will be denoted by J Z (c, −1 − c) (resp. I Z (c, −c)). In this context, when we specialize the parameter c to c 0 ∈ C, we denote the thus obtained birational map by J Z (c 0 , −1 − c 0 ), I Z (c 0 , −c 0 ). We proved in [U2] that when the parameter c takes a fixed value c 0 ∈ C, the Bäcklund transformations give the following isomorphisms that commute with the foliations.
Moreover we have
Remark (1.12). J X ; X → X is a regular automorphism and the morphism ϕ : X → A 2 is compatible with automorphism j :
On the other hand, I X : X → X is not biregular. 0] is the base locus of the rational map I X : X → X. We proved in [U2] that if we denote by X the blowing-up of X along the surface t 0 ∈C C ′ 2 [t 0 , 0], then I X : X → X is a biregular automorphism. We explain §3 the reason why we have to blow up X to make I X biregular. The birational maps
In fact there exists a curve
induced by I X is the identity, when c 0 = 0. So they are biregular. Hence strictly speaking in the proofs of Propositions (1.10), (1.11) we must treat the case c 0 = 0 separately. For every integer n, there is curve C[t 0 , n] isomorphic to P 1 on X[t 0 , n]\D. We blow up X along the surfaces t 0 ∈C C[t 0 , n] for every n ∈ Z. We get a manifold Y, a projective limit of a scheme over Proof. If c 0 = 0, then the ruled surface Z[t 0 , c 0 ] is P 1 × P 1 . Let X be the blownup of P 1 × P 1 at a point P = (x 1 , x 2 ) and let C 1 , C 2 be respectively the proper transform of x 1 × P 1 , P 1 × x 2 under the blowing down morphism ϕ : X → P 1 × P 1 . Then C 1 and C 2 are disjoint −1-curves so that we can collapse C 1 and C 2 on X to get P 2 . If the parameter c 0 = 0, then the ruled surface Z[t 0 , c 0 ] is isomorphic to F 2 . We blow-up F 2 at a point P on the section S of π : F 2 → P 1 with S 2 = 2 to get a surface X. So we have the blowing-down morphism ϕ : X → F . Since F 2 \S = Z[t 0 , c 0 ]\S is a line bundle over P 1 , we can find a section S 0 of π : F 2 → P 1 such that S 2 0 = −2and (S.S 0 ) = 0. Let C 1 be the proper transform of the fiber of the ruled surface Z[t 0 , c 0 ] passing through the point P and let C 2 be the proper transform of S 0 under ϕ : X → F 2 . Then since C 2 1 = −2, C 2 2 = −2 and (C 1 .C 2 ) = 1, we can collapse successively C 1 and C 2 to get P 2 . The surface X[t 0 , c 0 ] is obtained by blowing-up the ruled surface Z[t 0 , c 0 ] 8 times. the first blowing-up is one of the blowing-ups described above according as c 0 = 0 or c 0 = 0. Hence we can blow-down the surface X[t 0 , c 0 ] to P 2 .
Corollary (2.2). The Picard lattice Pic X[t 0 , c 0 ] is isomorphic to the lattice 10 i=1 Ze i of rank 10 such that
Proof. This is an immediate consequence of Lemma (2.1).
We have seen in §1 that on the rational surface X[t 0 , c 0 ] there exists the divisor
1 with self-intersection number −2 and their dual graph is E 
, of which the bilinear form is given by minus of the Cartan matrix of the affine root system of type E (1) 7 . We denote by abuse notation, this subgroup of L with the induced bilinear form by L(E
Our aim is to prove Theorem (2.24) and (2.31). We introduced the curves D i , 0 ≤ i ≤ 7 on the algebraic surface X[t 0 , c 0 ]. To prove Theorem (2.24), we need some more curves on X[t 0 , c 0 ]. On the ruled surface π : Z 0 [t 0 , c 0 ] → P 1 , we have the following curves. All the irreducible components of the curves are isomorphic to
which is a fiber of π. HereĀ denotes the Zariski closure of a subset
1 for c 0 = 0, and the union of 2 curves isomorphic to P 1 for c 0 = 0. Namely we have
which is isomorphic to P 1 if c 0 = 0 and, which is the union of 2 curves isomorphic to P 1 if c 0 = 0.
is irreducible if c 0 = −1 and if c 0 = −1, it has 2 irreducible components:
We denote by C 3 [t 0 , c 0 ] the exceptional divisor E 8 of the last or the eighth blowup Proof. This follows from the definition of the curve C 0 6 and the coordinate transformations among
Lemma (2.6). Assume c 0 = 0 so that C 0 2 is isomorphic to P 1 . Let C 
2 ∩ E 1 and the center a 2 ∈ E 1 are three distinct points on E 1 .
Proof. (i) follows the fact that the curves C is the proper transform of C 0 6 under the birational map π 1 :
Corollary (2.7). If c 0 = 0, then the configuration of the curves D i (0 ≤ i ≤ 7) and C 1 , C 2 is as in Fig.( 
Proof. In fact, the centers a i for 2 ≤ i ≤ 8 are infinitely near points of a 2 . So C 1 , C 2 are total transform of C Similarly we can prove the following
is as in Fig. (2.8.1).
Proof. If c 0 = 0, then a point (y 1 , z 1 ) ∈ W 1 and a point (y 3 , z 3 ) ∈ W 3 are identified if y 1 y 3 = 1 and z 3 = −y 1 z 1 so that Z[t 0 , 0] ≃ F 2 and we have 2 disjoint sections of the ruled surface Z[t 0 , 0]. Namely
is the total transform of S 0 that coincides with its proper transform because S 0 does not pass through the center a 1 of the first blowing-up and consequently any centers a j , 2 ≤ j ≤ 8. In particular C Proof. This is a consequence of Lemma (2.9) and Sublemma (3.6) of [U2].
Corollary (2.11). (i)
Since for a given y 1 , the equation 2y Therefore (C 7 4 ) 2 = −1 by Lemma (2.10). (iii) and (iv) follow from (ii) and Lemma (2.10).
Corollary (2.12). If c 0 = −1, (i) C 4 is an irreducible curve, (ii) we have (C 3 ) 2 = (C 4 ) 2 = −1 and (iii) the configuration of the curves D i (0 ≤ i ≤ 7) and C 3 , C 4 is as Fig.(2.12.1) .
Proof. This is a direct consequence of Lemma (2.10) and Corollary (2.11).
Corollary (2.13).
Proof. The decomposition of C 4 follows from Lemma (2.10). Since C 3 is the exceptional curve of the first kind on
The last assertion follows from the definition of C ′ 4 and C 6 .
Corollary (2.14). If c 0 = −1, the configuration of the curves D i (0 ≤ i ≤ 7) and C 3 , C ′ 4 is as in Fig.(2. 14.1).
Fig.(2.14.1)
Proof. By Lemma (2.5) and Corollary (2.11) (ii) We also have
We have to study the curves C 5 and C 6 . We have the following lemmas.
Lemma (2.19). We have
We prove only Lemma (2.20). Then Lemma (2.19) is proved by a similar method or once we have Lemma (2.20) , by the isomorphism at (y 4 , z 4 ) = 0 is 1, we have (C 6 . C 2 ) = 3. Other multiplicities are calculate in a similar way starting from (2.23).
⊥ is isomorphic to Z ⊕2 with the inner product given by minus of Cartan matrix
of the affine root system of type A
(1)
Proof. We denote by [C] the linear equivalence class of a curve, which we often denote by abuse of notation simply by C. We set
by Corollary (2.7), Lemma (2.8), Corollaries (2.12) and (2.14). Moreover ( Lemma (2.4) . Therefore the inner product on M is given by minus of the Cartan matrix of the affine root system of type A
(1) 1 . It follows from Lemma (2.6), (2.8), Corollaries (2.12), (2.14)
To prove (i), we have to show that if 
we may argue as above. Namely
with a 1 ∈ Q, we have to show that if F ∈ Pic X[t 0 , c 0 ], then a i ∈ Z. Since (C 1 . F ) ∈ Z which is equal to a i by Corollary (2.7) and Lemma (2.8), so a 1 ∈ Z. Similarly using C 3 , we conclude a 7 ∈ Z. Now (C 5 . F ) ∈ Z which is equal to a 1 + a 0 by Lemma (2.19) so that a 1 + a 0 ∈ Z and consequently a 0 ∈ Z. Now since
we conclude a 2 , a 6 ∈ Z. We have further
Writing X[t 0 , c 0 ] by X, we have an exact sequence of homology
By the Poincaré duality, we have
Since X is a non-singular, projective rational surface Pic X ≃ H 2 (X, Z). So it follows from the exact sequence (2.25) and (2.28), (2.29) that
Let i : C(t, c, ) → C(t, c) be the C(t)-automorphism of the field C(t, c) sending c to −c. Similarly, let j : C(t, c) → C(t, c) be the C(t)-automorphism of the field C(t, c) such that j(c) = −1 − c. So the subgroup < i, j > of the automorphisms group of the field C(t, c) generated by i and j is isomorphic to the extended affine Weyl group G. The group W a operates on Spec C(t, c) . The group G also operates on X C(t,c) := X ⊗ C[t,c] C(t, c) in such a way that the morphism X C(t,c) → Spec C(t, c) is G-equivariant. A −1-curve C on a surface is a curve isomorphic to P 1 with C 2 = −1.
Theorem (2.31). For every (t 0 , c 0 ) ∈ C 2 , there are infinitely many −1-curves on X[t 0 , c 0 ].
Proof. First we assume that c 0 is not an integer. Then we have an isomorphism
So in particular the isomorphism
. For a positive integer n, the iteration By Proposition (2.16) and (2.17), we have
Let us express the linear equivalence class of C 2 as a linear combination of C 1 , C 3 and the D i 's. Namely we set
and determine the integers a 1 , a 3 and b j 's. We have linear equations
We solve this system of linear equations to get
In particular, we have
is invariant under I X and J X by Proposition (1.10) and hence by T + , it follows from (2.34) and (2.35),
. So Γ 1 and Γ 2 are distinct curves on X[t 0 , c 0 ]. Similarly we have 
Proposition (3.1). There exists a flat family ϕ
Proof. We consider a C[t, c]-morphism
c).
The morphism f 1 extends to a rational map
which turns out as we can check it easily, to be a morphism. We recall that Z 0 [t, c] is the starting family of ruled surfaces in the construction of X[t, c]. For example, we have on W 3 × Spec C[t, c],
(y 3 , z 3 ; t, c) → (1, z 3 , c − 2y 3 z 3 , y 3 (c − y 3 z 3 ); t, c).
Moreover f 3 factors through a family of quadratic surface 
(cf. Proposition (1.11)). Then f has the required properties. We proved in [U2] that we have an isomorphism
is isomorphic to
This shows that the involution I X [t; c, −c] arises form the rational double point of type A 1 . Namely if we fix t = t 0 ∈ C, the birational involution
comes from the automorphism of the singular quadratic surface
sending (x 0 , x 1 , x 2 ; c) to (x 0 , x 1 , x 2 ; −c). So the birational map is the simplest example of flop between 3 dimensional varieties and hence this is why I is not an isomorphism (cf.
[U2] and [K] , 12.1. Example). Similarly the cycle C 4 − C 3 is the vanishing cycle around c = −1. §4. Regular functions on X[t 0 , c 0 ]\D.
We begin with a lemma. an is an algebraic family of curves defined over the field K. We may assume that the field is closed under the derivation d/dt. Let F (y 1 , z 1 ) = 0 be a defining equation
Lemma (4.1). If there exists a complete curve
∈ Z and the curve C arises from the Riccati equation and C 2 = −2.
Lemma (4.3).
The canonical divisor K of X[t 0 , c 0 ] is given by a divisor −F , where
Proof. The lemma follows from the following two observations and the construction of X[t 0 , c 0 ]. First, the canonical divisor
F is the null vector of the Cartan matrix C of A 1 . Namely C t (2, 1, 2, 3, 4, 3, 2, 1) = 0.
Proposition (4.4).
Then there exists an effective divisor H linearly equivalent to −K and distinct of F . Let H = H 1 + H 2 be a decomposition into two effective divisors such that the support of H 1 is a subset of {D i | 0 ≤ i ≤ 7} and such that no irreducible component of H 2 is D i , 0 ≤ i ≤ 7. We show H 2 = 0. Let us assume H 2 = 0. Since we blow up the ruled surface Z 0 [t 0 , c 0 ] 8 times, i=0 D i . If we assume H 2 = 0, then the above argument shows H 2 = nC for an appropriate integer n ≥ 0. Since C is a −2-curve,
So we conclude H 1 = 0 and the argument above leads us to a contradiction.
Corollary (4.7). (to the proof.) For every integer
Proof. The assertion being trivial for m = 0, we may assume m > 0. Then the argument of the proof of Proposition (4.4) allows us to prove the corollary. We can formulate Corollary (4.7) in another form.
Corollary (4.8).
Proof. Since −K ∼ 2D 0 + D 1 + 2D 2 + 3D 3 + 4D 4 + 3D 5 + 2D 6 + D 7 , this result follows from Corollary (4.7). §5. Takano coordinate systems. Fig.(1.3) ). So we start from W 1 ∪ W 3 ∪ W 4 . We use the notation of §2, [U2]. We have to resolve the rational map 
So (y 8 , v 8 ) = (0, 2) is the singular point of F in (5.7). We blow up W ′ 8 (z) at (y 8 , v 8 ) = (0, 2) to resolve the rational map F given by (5.7). We set v 8 − 2 = y 9 z 9 , y 8 = y 9 . (5.8) On W 9 = A 2 with coordinate system (y 9 , z 9 ), we have F : W 9 → P 1 , (y 9 , z 9 ) → (y 3 9 , −z 9 + ty 9 + (2c + 1)y 2 9 ). (5.9)
The singular point of F in (5.9) is (y 9 , z 9 ) = (0, 0). We blow up W 9 at this point. So we set y 10 = y 9 , z 9 = y 9 z 10 . (5.10) On W 10 = A 2 with coordinate system (y 10 , z 10 ), we have
The singular point of F in (5.11) is (y 10 , z 10 ) = (0, t). We blow up W 10 at (0,t). So we set y 11 = y 10 , z 10 − t = y 11 z 11 . (5.12) On W 11 = A 2 the coordinate system (y 11 , z 11 ), we have
The singular point of (5.11) is (y 11 , z 11 ) = (0, 2c + 1). We blow up W 11 at (0, 2c + 1). So we set y 12 = y 11 , z 11 − (2c + 1) = y 12 z 12 .
(5.14)
On W 12 = C 2 with coordinate system (y 12 , z 12 ), we have .
Proof. It is sufficient to see that (ii) is a consequence of (i) and (iii). We can check this by an easy calculation.
Corollary (5.22). 2-forms dy 1 ∧ dz 1 on W 1 , dy 3 ∧ dz 3 on W 3 and dy 12 ∧ dz 12 on W 12 coincide on the intersections W i ∩ W j and thus define a symplectic structure on
Proof. This is an immediate consequence of Theorem (5.21).
Remark (5.23).
If we notice the relation (iii) follows from (i) and (ii), we have a symmetry
which sends as a consequence z 1 +2y
The open surface X[t 0 , c 0 ]\D is covered by three copies W 1 , W 3 , W 12 of A 2 . As Corollary (5.23) shows, the 2-forms dy 1 ∧ dz 1 , dy 3 ∧ dz 3 , dy 12 ∧ dz 12 glue together and
Proposition (5.24).
Proof. We show the first equality. If c = 0, C 2 − C 1 is a complete curve on X[t 0 , c 0 ]\D so that
because ω is a holomorphic 2-form. So we may assume c = 0. Since y 3 = y 4 , z 3 = 1/z 4 , we have on
Blowing up W 4 at (y 4 , z 4 ) = (0, 0), we get a morphism W 4 → W 4 . The surface W 4 is covered by W 4 (y) and W 4 (z) that are isomorphic to A 2 . We have coordinate
and on W 4 (z) by
The curves C 1 and C 2 are defined on W 4 respectively by
joining the points (c, 0) and (0, 0). Let τ be a closed tublar neighborhood of γ. We set
Since ∂τ is homologous to
The isomorphism 
Proof. Since we have a non-degenerate 2-form ω on X[t 0 , c 0 ]\D, the sheaf Θ is isomorphic to Ω 1 . So we have to prove
. It follows from Proposition (4.4) that we can find a complex number λ such that dη = λω. By Corollary (5.25), λ = 0 or dη = 0. The algebraic surface X[t 0 , c 0 ]\D is covered by three copies W 1 , W 2 , W 12 of A 2 so that we can find ϕ i ∈ H 0 (W i , O) for i = 1, 3, 12 such that dϕ i = η on W i for i = 1, 3, 12. Hence {ϕ i − ϕ j } W i ∩W j is a 1-cocycle or is an element of Z 1 ( W i , C). Since H 1 zar (X[t 0 , c 0 ]\D, C) = 0, we can find constants k i ∈ C for i = 1, 3, 12 such that
In other words the functions ϕ i −k i glue together to give an element of H 0 (X[t 0 , c 0 ]\D, O). Now it follows from Corollary (4.8) that this function is constant k. Therefore we
This is what we had to show. §6. Hamiltonian system.
We worked in §5 on X[t 0 , c 0 ] for a fixed t 0 and c 0 . We can apply this argument to the relative case X/Spec C [t, c] . In theory of Painlevé equations, however we have to study X/Spec C[c]. We have three copies of C 4 :
A point (y 1 , z 1 , t 1 , c 1 ) ∈ W 1 and a point (y 3 , z 3 , t 3 , c 3 ) ∈ W 3 and identified if (t 1 , c 1 ) = (t 3 , c 3 ), y 1 y 3 = 1 and if z 1 = y 3 (c − y 3 z 3 ). A point (y 1 , z 1 , t 
glue together and define a 2-form on X\D over Spec C [c] .
, y 3 (c − y 3 z 3 )) is a polynomial in t, c, y 3 , z 3 .
( Proof. The lemma is proved by a simple calculation.
Lemma (6.3). We have
Proof. These formulas are consequences of the identification rule of W 1 , W 2 and W 12 . Proof. We have to show
Proposition (6.4). Closed 2-forms
on W 3 ∩ W 12 . (6.5.1) follows from (6.3.1) and the fact that H 1 = H 3 (cf. Lemma (6.2), (ii)). On the other hand (6.5.2) follows from Lemma (6.2), (ii) and (6.3.2). 
Theorem (6.7). The Hamiltonian functions
12 are polynomials such that the 2-forms in (6.1) glue together, then 
. Then ξ i,j ∈ C and {ξ ij } is a 1-cocycle with coefficients in C. (Precisely speaking ξ ij depends on t and c.) Since H 
Since we have a flow of the second Painlevé equation on X c 0 \D c 0 so that analytically the fibration (7.1) is trivial. If we take a point t = t 0 , then
Now we consider the Kodaira-Spencer map
associated with the fibration (7.1). 
In our case, we have The 1-cocycle {θ i,j } is cohomologous to 0. Since we have a symplectic structure on
The 1-cocycle {ω ij } with coefficients in Ω 1 corresponding {θ i,j } by isomorphism (7.2) is ω 1,3 = −ω 3,1 = 0, ω 1,12 = −ω 12,1 = 0
If we consider ω j = dH j on W j (j = 1, 3, 12), then ω j − ω k = ω ik by Lemma (6.2). So the cohomology class determined by χ(Θ X ) = −10.
Proof. Since X is a rational surface, χ(O X ) = 1. For a vector bundle E of rank 2 over X, the Riemann-Roch theorem tells us
and hence
If we take Θ X as E,
Since c 1 (Θ X ) = −K, c 1 (Θ X ) 2 = 0 and hence
It follows from Noether's formula
Now the lemma follows from (8.2) and (8.3).
Proposition (8.4).
Proof. By the Serre duality
and hence we have to calculate h 1 (X, K ⊗ Ω Proposition (10.2). The spectral sequence
degenerates at the E 2 -terms and we have the exact sequence
Proof. Since Y is locally a complete intersection, the projective dimension of Ω
is supported on the singular point P . Lemma (10.1) shows E 0,2 2 = 0. So the spectral sequence degenerates at the E 2 -terms. Thus Ext
, O Y ) = 0 and we have an exact sequence
which is nothing but the exact sequence of the proposition. 
Proof. Again we denote D[t 0 , c 0 ] by D. The theorem says that the KodairaSpencer map
is an isomorphism of vector spaces, where T C 2 ,P is the tangent space of (Spec C[t, c]) an = C 2 at a point P = (t 0 , c 0 ). It follows from Proposition (8.4) that we have to show that the image of Kodaira-Spencer map is of dimension 2. As we have show in We assume that a linear combination λa + µb, which is aČech 1-cocycle with coefficients in Θ(− log D), is cohomologous to 0 for complex numbers λ, µ and we show that λ = µ = 0. We recall that X[t 0 , c 0 ]\D is covered by W 1 , W 3 and W 12 . We have a canonical map The image of aČech 1-cocycle f = {f i,j } under this map is denoted byf = {f i,j }. Since as we have seen in §7,b is cohomologous to 0, it follows from the assumption that λā = λā + µb is cohomologous to 0. By the coordinate transformation between W 1 and W 3 given in §5, we get On the other hand, we have the symplectic structure on X[t 0 , c 0 ]\D = W 1 ∪ W 2 ∪ W 3 given by dy 1 ∧ dz 1 = dy 3 ∧ dz 3 = dy 12 ∧ dz 12 so that we have an isomorphism ϕ : Θ ≃ Ω 1 (11.5) on X[t 0 , c 0 ]\D = W 1 ∪ W 2 ∪ W 3 . Under this isomorphism ∂/∂y i corresponds to dz i and ∂/∂z i to −dy i . We setᾱ i,j := ϕ(ā i,j ) ∈ H 0 (W i ∩ W j , Ω 1 ) for i, j = 1, 3, 12. In fact we have explicitlyᾱ In view of (11.6) and (11.7), dᾱ 1 = dᾱ 3 = dᾱ 12 glue together and define a 2-form on X[t 0 , c 0 ]\D. So by Corollary (4.7), dᾱ 1 = dᾱ 3 = dᾱ 12 = νω for a complex number ν. Since ω is not exact by Corollary (5.26), we have ν = 0 and dᾱ 1 = dᾱ 3 = dᾱ 12 = 0. Now since W i ≃ A 2 , by a theorem of Grothendieck, there exist polynomials f 1 ∈ C[y 1 , z 1 ], f 3 ∈ C[y 3 , z 3 ], f 12 ∈ C[y 12 , z 12 ] such that df i =ᾱ i for i = 1, 3, 12. So it follows from (11.7) The image of a 1-Čech cocycle f = {f i,j } under this map will be denoted by f = { f i,j }. We calculated b for i = 1, 3, 12 in §6. We recall the coordinate transformation between W 1 and W 2 , which are a part of coverings of the starting ruled surface in the construction of X[t 0 , c 0 ], is given by y 1 = y 2 and z 1 = 1/z 2 (cf. §1). It follows from the definition of the Kodaira-Spencer map b 1,2 = 0. Since µb is cohomologous to 0, µ b is cohomologous to 0 too. We can find b i ∈ H 0 (W i , Θ(− log D)) for i = 1, 2, 3, 12 such that Since as we noticed above b 1,2 = 0, we have It is an interesting problem to give a pair of algebraic varieties (U, V ) defined over C such that the algebraic varieties U and V are not isomorphic one another but the associated analytic spaces U an and V an are isomorphic. A well-known example due to Serre is related with algebraic groups(See [H] , Chapter VI, §3). 
