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Методичні вказівки з навчальної дисципліни “Вища математи-
ка ІІ” призначені для студентів заочної форми навчання за напря-
мом підготовки 6.030509 “Облік і аудит”. Крім загальних рекомен-
дацій щодо роботи над засвоєнням курсу, вони містять короткі тео-
ретичні відомості з теорії степеневих рядів і рядів Фур’є, кратних і 
криволінійних інтегралів, чисельних методів. Для сприяння в опа-
нуванні практичної частини даного курсу наведені приклади розв’я-
зання типових задач, які не тільки ілюструють відповідні теоретичні 
питання програми, але й служать зразками розв’язання й оформлен-
ня задач модульної контрольної роботи. Методичні вказівки допов-
нено завданнями для практичних аудиторних занять та модульної 
контрольної роботи. У кінці наведено орієнтовний список літерату-
ри.  
Критичні зауваження і пропозиції щодо запропонованих мето-
дичних вказівок надсилайте на кафедру вищої математики за адре-
сою:  
61002, Україна, Харків, вул. Революції, 12, ХНАМГ,  
каф. ВМ;  
e-mail:   vm_kolosov@ksame.kharkov.ua  
 4 
Загальні рекомендації  
При заочній формі основним видом навчання служить самос-
тійна робота студента над навчальним матеріалом, що полягає в 
опрацюванні теоретичних положень та їх застосувань за підручни-
ками та посібниками, розв’язуванні різнопланових задач, що роз-
кривають суть і застосування теоретичних відомостей, самоконтро-
лі ступеня засвоєння понять, законів, правил і алгоритмів, виконан-
ні контрольних робіт, здійсненні їх аналізу та, при необхідності, їх 
доробка після рецензування. Завершальним етапом вивчення курсу 
“Вища математика ІІ” є захист контрольної роботи і складання залі-
ку відповідно до навчального плану.   
Робота з навчальною літературою. Вивчаючи навчальний ма-
теріал за книгою, треба проводити на папері всі необхідні обчис-
лення (також і ті, що для стислості пропущені у книзі) і відтворюва-
ти всі наведені креслення. Переходити до наступного питання слід 
тільки після вірного розуміння попереднього,  
Особливу увагу треба зосереджувати на визначеннях основних 
понять. Заочник повинен ретельно розбирати приклади, що пояс-
нюють такі означення і знаходити аналогічні приклади самостійно.  
При вивчені теорем корисно складати схеми їх доведення. Ві-
рному розумінню багатьох теорем сприяє розгляд прикладів мате-
матичних об’єктів, для яких справджуються і не справджуються 
умови теореми.  
Вивчаючи навчальний матеріал за книгою, треба вести конс-
пект, в який рекомендується записувати означення, формулювання 
теорем, формули, рівняння і т.п. Поля конспекту служать для помі-
ток. На них записують питання, призначені для одержання письмо-
вої чи усної консультації викладача.  
Записи в конспекті повинні вестись чисто, акуратно і роз-
міщуватися в певному порядку. Якісне зовнішнє оформлення конс-
пекту не тільки привчає до необхідного в роботі порядку, а й дозво-
ляє уникнути численних помилок, що виникають через неохайність 
і безладність записів.  
Результуючі формули рекомендується виділяти певним тоном 
чи рамкою, щоб при перечитуванні конспекту вони краще запа-
м’ятовувалися. Багатьом заочникам допомагає складання таблиць 
найважливіших і часто вживаних формул, що можуть слугувати до-
відниками з відповідних розділів.  
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Розв’язування задач. Читання навчальних книг повинно су-
проводжуватися розв’язуванням задач, для чого рекомендується ве-
сти спеціальний зошит.  
Розв’язуючи задачу, треба обґрунтовувати кожний етап, спи-
раючись на теоретичні положення. Коли проглядається декілька 
шляхів розв’язування, то треба порівняти їх і вибрати найкращий. 
Корисно перед початком розрахунків скласти короткий план.  
Розв’язання задач і прикладів треба записувати докладно, в 
строгому порядку, відділяючи допоміжні обчислення від основних 
розрахунків. Креслення можна виконувати від руки, проте акуратно 
й у відповідності з заданими умовами. Розв’язування кожної задачі 
треба доводити до відповіді, що вимагається в її умові, по можли-
вості в загальному вигляді. Потім в одержану формулу підставити 
конкретні числові дані, якщо вони вказані. У проміжних обчислен-
нях не треба вводити наближенні значення коренів, логарифмів і 
т.п. Одержану відповідь треба перевіряти способами, що виплива-
ють з суті даної задачі. При можливості розв’язати задачу декілько-
ма способами корисно порівняти одержані результати.  
Розв’язування задач певного типу треба продовжувати до на-
буття твердих навичок.  
Самоперевірка. Після вивчення певного змістового модулю за 
книгами і розв’язування достатньої кількості задач рекомендується 
відтворити по пам’яті означення, формулювання теорем запис фор-
мул і т.п. При необхідності треба ще раз розібратися з начальним 
матеріалом, розв’язати ряд задач.  
Інколи недостатність засвоєння того чи іншого питання стає 
очевидною лише при вивченні подальших розділів курсу. Тоді тре-
ба повернутися назад і повторити погано засвоєний матеріал.  
Важливим критерієм засвоєння теоретичних положень є вмін-
ня розв’язувати задачі. Проте вдале розв’язування задач само по со-
бі не гарантує якості засвоєння теорії, оскільки часто правильне роз-
в’язання задачі одержується в результаті застосування механічно 
завчених формул, без розуміння їх суті.  
Контрольні роботи. У процесі вивчення дисципліни “Вища ма-
тематика ІІ” заочник повинен виконати модульну контрольну робо-
ту (КР) за варіантом, номер якого співпадає з останньою цифрою 
номеру залікової книжки (цифра 0 відповідає варіанту №10).  
Не рекомендується розпочинати виконання чергового завдан-
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ня КР, не розв’язавши достатньої кількості типових задач, що йому 
відповідають.  
Контрольна робота повинна виконуватися самостійно. Неви-
конання цієї вимоги призводить до поганого засвоєння навчального 
матеріалу, у результаті чого студент не набуде необхідних знань і 
виявиться неготовим до складання заліку.  
Виконана КР передається на рецензію викладачеві.  
При її оформленні необхідно дотримуватися наступних пра-
вил:  
роботу виконують в окремому зошиті у клітинку, залишаючи 
на кожній сторінці широке поле (не менше 3 см) для поміток рецен-
зента;  
на титульній сторінці повинно бути чітко написане прізвище 
студента і його ініціали, номер залікової книжки і відповідного ва-
ріанту, дата подання роботи, звичайна поштова й електронна адреси 
для зв’язку зі студентом;  
задачі, їх умови і розв’язання варто розташовувати у тому ж 
порядку, в якому вони наведені у завданні, зберігаючи їх нумера-
цію; перед розв’язанням кожної задачі треба повністю привести її 
умову; коли задача має загальне формулювання, треба при записі її 
умови замінити загальні дані конкретними з відповідного варіанту;  
не допускається заміна задач свого варіанту на інші;  
перехід від умови задачі до її розв’язання виділяється словом 
“Розв’язання”; розв’язання задачі повинне супроводжуватися необ-
хідними поясненнями і посиланнями на теоретичні положення; фор-
мули, що використовуються, потрібно приводити у загальному ви-
гляді з поясненням використаних позначень; розв’язання треба ви-
кладати докладно й акуратно, приводити необхідні креслення; на-
ближені обчислення треба виконувати, дотримуючись відповідних 
правил;  
у кінці КР через один порожній рядок привести список вико-
ристаної літератури (для кожного джерела вказати авторів, назву, 
місто, видавництво, рік видання, кількість сторінок).  
Одержавши прорецензовану КР (як допущену до захисту, так і 
ні), студент повинен у найкоротший термін виправити вказані ре-
цензентом помилки і недоліки (наприклад, рецензент пропонує пе-
реробити в роботі ті чи інші задачі чи надати більш докладне роз-
в’язання), якщо такі є, виконати всі його пропозиції й повернути КР 
викладачеві. Якщо в роботі наявні лише окремі недоліки, то потріб-
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ні виправлення слід робити у кінці того ж зошита після запису “Ро-
бота над помилками”. У випадку наявності позначки ”Не допущена 
до захисту” вся КР повинна бути виконана заново. Повторну роботу 
треба подати у новому зошиті з додатковими приписами на титуль-
ній сторінці ”Повторна” і ”Не допущена до захисту рецензентом 
)( рецензентапрізвище
”. При поданні виправленої роботи разом з нею 
повинна знаходитися прорецензована раніше робота.  
Без наявності прорецензованої КР, що має позначку ”Допуще-
на до захисту”, заочника не допускають до її захисту і складання 
заліку.  
Захист контрольної роботи проводиться у вигляді співбесіди. 
У процесі захисту заочник повинен підтвердити самостійність ви-
конання КР. Після успішного захисту контрольна робота вважається 
зарахованою і студент допускається до складання заліку. Під час 
співбесіди перевіряється самостійність виконання КР, виясняється 
знання основних теоретичних положень курсу, що відображені у 
завданнях КР, вміння розв’язувати подібні задачі. Тому до співбесі-
ди рекомендується детально розібрати методи розв’язування задач і 
повторити відповідний теоретичний матеріал, основні формули. 
При позитивному результаті співбесіди КР зараховується і на об-
кладинці зошита викладач робить відповідний запис. Зараховані 
роботи відбираються і не повертаються.  
Залік з дисципліни “Вища математика ІІ”, як правило, прово-
диться у письмовій формі. На заліку виясняється достатність за-
своєння всіх теоретичних і практичних питань програми і вміння 
застосовувати одержані знання до розв’язування задач. Визначення, 
теореми, правила повинні формулюватися точно і з розумінням сут-
ті справи. Розв’язування задач у найпростіших випадках повинно 
виконуватися без помилок і впевнено. Письмові завдання повинні 
бути виконанні акуратно і чітко.  
При підготовці до заліку рекомендується:  повторити навчаль-
ний матеріал за книгами і конспектом; розібрати розв’язування ти-






      Змістовий модуль 1.  
ІНТЕГРАЛЬНЕ  ЧИСЛЕННЯ  ФУНКЦІЙ  БАГАТЬОХ  
ЗМІННИХ.   ФУНКЦІОНАЛЬНІ  РЯДИ  
 
1.1. Кратні  інтеграли  
 
1.1.1. Подвійний  інтеграл   
 
Подвійний інтеграл від функції ),( yxf  по області D  ви-
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де x  і y  – змінні інтегрування;  ),( yxf  – підінтегральна функ-
ція;  dS  – елемент (диференціал) площі;  dSyxf ),(  – підінтег-
ральний вираз;  D  – область інтегрування.  
Геометричний зміст:  якщо функція ),( yxfz   невід’ємна, то 
подвійний інтеграл від неї чисельно дорівнює об’єму V  циліндрич-
ного тіла, нижньою основою якого є область D , верхньою – части-
на поверхні 0),(  yxfz , що проектується в D , а бічна поверх-
ня – циліндрична з твірними, паралельними осі Oz , і напрямною L  
– межею області D :   D dSyxfV ),( .   
У декартовій прямокутній системі координат Oxy  диферен-
ціал площі набуває вигляду  dxdydS   і подвійний інтеграл можна 
подати у формі  D dxdyyxf ),( .  
Якщо область інтегрування D  – правильна в напрямі осі Oy  
(рис. 1) і може бути подана у вигляді  
 ),()(),(: 21 xyyxyyxD  ];[],;[ baDbax Oy ,  
то подвійний інтеграл зводиться до двократного повторного інтег-
рала за формулою  
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),(),( .                    (1)  
Якщо область D  – пра-
вильна в напрямі осі Ox  (рис. 2) 
і може бути подана у вигляді  
 ),()(),(: 21 yxxyxyxD    
];[],;[ dcDdcy Ox ,  
то подвійний інтеграл зводиться 
до двократного повторного інте-
грала за формулою (змінні x  і 
y  міняються ролями)  
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dyyxf  за 
внутрішньою змінною y  в 
припущенні, що зовнішня змін-
на x  фіксована. У результаті 
обчислення внутрішнього інте-
грала в межах від )(1 xy  до 
)(2 xy  одержуємо певну функ-
цію )(xS  однієї змінної x .  
Зауваження 2. Якщо область D  правильна в напрямах обох 
осей Ox  і Oy , то подвійний інтеграл можна звести до повторного 
будь-яким з указаних способів. Значення подвійного інтеграла не 
залежить від порядку інтегрування:   



























bx   ax   cx   
)(1 xyy   
)(2 xyy   
D  










dy   
cy   
ay   
)(1 yxx   
)(2 yxx   
D  
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Перехід від лівої частини цього співвідношення до правої і навпаки 
називається зміною порядку інтегрування.  
Зауваження 3. Якщо область D  неправильна, то вона розбива-
ється на правильні частини. Для цього, звичайно, застосовують 
прямі, що паралельні координатним осям.   






, де D  – 
квадрат 10,10  yx . 
□  Область D  (рис. 3) є правильною у напрямі як осі Oy , так і 
осі Ox . Тому для обчислення даного інтеграла можна користува-
тись як формулою (1), так і формулою (2).  
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 yarctg .   
Зауважимо, що у цьому прикладі при обох способах переходу 
до повторного інтеграла внутрішній інтеграл має сталі межі інте-
грування і тому дорівнює сталій величині. У такому випадку по-
двійний інтеграл перетворюється на добуток двох визначених інте-
гралів.    ■  
Приклад 2. Знайти межі інтегрування для подвійного інтеграла 
  y 








dxdyyxf ),( , якщо область D  є трикутник, обмежений лініями: 
0,2,0  xxyy . 
□  Область D  (рис. 3) є правильною у напрямі як осі Oy , так і 
осі Ox .  











),(),( .  











),(),( .  ■  
Приклад 3. Змінити порядок ін-










□  Область інтегрування D  
(рис. 5) обмежена лініями 0x , 
xyxyx  2,,1 . З остан-
ніх двох рівнянь маємо: 
2yx  , 
yx  2 .  
Область D  є неправильною у напрямі осі Ox . Пряма 1y  
розбиває її на дві правильні у напрямі осі Ox  частини  1D  і 2D , де  
2
1 0,10: yxyD  ,   yxyD  20,21:2 . 












dxyxfdydxyxfdyI .   ■  
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xy  2  
Рис. 4  
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.  ■ 




dydxyxI )35( 2 ,  
де область D  обмежена лініями 
xyxyxx  ,,1,0 2 . 
□  Область D  зображена на рис. 6. 
Вона правильна у напрямі як осі Oy , так 
і осі Ox .  
За формулою (1) маємо:   















































632   xxxdxxxx .  ■  
Приклад 6. Обчислити подвійний 
інтеграл   D dxdyxI )1(
2
, де об-
ласть інтегрування D  обмежена лі-
ніями 
2xy   і 22 xy  .  
□  Область D  (рис. 7) є правиль-
ною у напрямі осі Oy . За формулою 












ydxdxI   
Рис. 6  
  y 
 x О 
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xx .   ■ 
 
1.1.2. Потрійний  інтеграл  
Нехай V – деяка замкнена обмежена просторова область (про-
сторове тіло), а плоска область xyD - її проекція паралельно осі Oz  
на координатну площину Oxy  (рис. 8). Область V  називається 
правильною (стандартною) в напрямі осі Oz , якщо виконуються 
наступні умови:  1) межа L  проекції xyD  складається зі скінчен-
ного числа неперервних кривих;  2) довільна пробна пряма, що про-
ходить хоча б через одну внутрішню точку області V  паралельно 
осі Oz  і в тому ж напрямі, перетинає її межу тільки у двох точках – 
по одній на ближній поверхні входу 1  і дальній поверхні виходу 
2 ;  3) рівняння кожної з поверхонь 1  і 2  задається в явному ви-
гляді, розв’язаному відносно z , причому тільки однією формулою 
відповідно ),(1 yxzz   і ),(2 yxzz  , де функції ),(1 yxz , ),(2 yxz  












),(: 22 yxzz 
),(: 11 yxzz 
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Така просторова область V  має вигляд вертикального цилінд-
ричного тіла. Як множину точок її можна подати у вигляді  
 xyOzxy DVDyxyxzzyxzzyxV  ,),(),,(),(),,(: 21 .  
Аналогічно вводиться означення просторової області V , що 
правильна (стандартна) в напрямі осі Ox  чи Oy , відповідно  
 yzOxyz DVDzyzyxxzyxzyxV  ,),(),,(),(),,(: 21   
і  
 xzOyxz DVDzxzxyyzxyzyxV  ,),(),,(),(),,(: 21 .  
Потрійний інтеграл від функції ),,( zyxf  по області V  ви-
значається як границя  інтегральної суми за формулою  








),,(lim),,( ,       (3) 
де x , y  і z  – змінні інтегрування;  ),,( zyxf  – підінтегральна 
функція;  dxdydzdV   – елемент (диференціал) об’єму;  
dxdydzzyxf ),,(  – підінтегральний вираз;  V  – область інтегру-
вання.  
Нехай просторова область V  – правильна в напрямі осі Oz  (є 
вертикальним циліндричним тілом, зображеним на рис. 8), і може 
бути подана у вигляді  
 xyOzxy DVDyxyxzzyxzzyxV  ,),(),,(),(),,(: 21 , 
причому її проекція xyD  на площину Oxy  є правильною в напрямі 
осі Oy  плоскою областю (рис. 1) і може бути подана у вигляді  
 ];[],;[),()(),(: 21 baDbaxxyyxyyxD Oyxy  ,  

















dzzyxfdydxdxdydzzyxf ,   
яка зводить потрійний інтеграл до трикратного повторного інтегра-
ла.   
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Зауваження 1. За цією формулою спочатку обчислюється са-
мий внутрішній інтеграл по внутрішній змінній z  при фіксованих 
зовнішніх змінних x  і y . Потім знаходиться проміжний інтеграл 
по y  при фіксованому x . В останню чергу обчислюється зовнішній 
інтеграл по x .   
Зауваження 2. Можна одержати повторний інтеграл з іншим 
порядком інтегрування. Його доцільність залежить як від розташу-
вання області V  відносно прийнятої системи координат Oxyz  та її 
форми, так і від вигляду підінтегральної функції ),,( zyxf .   
Приклад 1. Обчислити потрійний інтеграл, що поданий як три-































































44   xdxxdxxxx .   ■  
Приклад 2. Обчислити потрійний інтеграл 
V
dxdydzxI 2 , 
де V  – трикутна піраміда, що обмежена координатними площина-
ми та площиною 0622  zyx . 
□  Піраміда V – правильна в напрямі осі Oz  просторова об-
ласть (рис. 9), що обмежена знизу поверхнею входу – площиною 
0z , а зверху поверхнею виходу – площиною yxz 226  . 
Проекцією D  тіла V  на площину Oxy  служить AOB  – правиль-
на в напрямі осі Oy  плоска область (рис. 10), для якої ]3;0[x  і y  






















































543  xxx .   ■  
Приклад 3. Обчислити потрійний інтеграл від функції 
)(),,( zyxzyxf   по просторовій області V , що обмежена пара-
болічним циліндром yx 22   і площинами 0z , 042  zy .  
□  Просторова область V є правильною в напрямі осі Oz  
(рис. 11). Вона обмежена знизу поверхнею входу – площиною 
0z , а зверху поверхнею виходу – площиною yz 24 . Проек-
цією D  тіла V  на площину Oxy  служить параболічний сегмент  – 






















]2;2[x  і y  змінюється від лінії 















































































.   ■  
 
1.1.3. Застосування  кратних  інтегралів  
Площа плоскої фігури. Якщо в подвійному інтегралі 
D dydxyxf ),(  підінтегральну функцію прийняти тотожно рів-
ною одиниці 1),( yxf , то його значення чисельно дорівнюватиме 
площі області інтегрування D :   D dydxS .  
Приклад 1. За допомогою подвійного інтеграла обчислити 


















прямою 0 yx .   











знаходимо точки перетину ліній, що 
обмежують область:  )0,0(O  і )3,3(M . 
Зображення області D  подано на 
рис. 13. Вона є правильною в напрямі 
осі Oy :  D : 30  x , xyxx  22 .  






















2   xxdxxxx 2
9
  (кв. од.).  ■   
Приклад 2. За допомогою подвійного інтеграла обчислити 
площу плоскої області D , що обмежена параболою 2xy  , півко-
лом  
22 yx    і віссю Ox .   
□ На рис. 14 область D  
подана як правильна в напря-
























2 uydyydyydyyy     
  ;2arcsin;cos22;cos2 2 yuuyduudx    
Рис. 13 
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21 cos24/22arcsin;00arcsin duuuu   















2/3 uuduuy   
12/)23(3/22/14/    (кв. од.).  ■  
Об'єм тіла. Нехай правильне у напрямі осі Oz  просторове тіло 
V , яке обмежене знизу і зверху поверхнями входу ),(1 yxzz   і 
виходу ),(2 yxzz  , проектується на площину Oxy  в область xyD . 
Тоді його об’єм обчислюється за формулою  
  
xyD
dxdyyxzyxzV ),(),( 12 .   
Зауваження 1. Якщо тіло V  – правильне в напрямі осі Ox  чи 
Oy , то його об’єм обчислюється за аналогічними формулами. При 
цьому змінні  x , y  і z  міняються ролями.   
Приклад 3. За допомогою подвійного інтеграла обчислити 
об’єм тіла V , що задане системою нерівностей:  
2240 yxz  ;      220 yyx  .  
□  На рис. 15 тіло V  подане як правильне в напрямі осі Oz . 
Воно обмежене знизу координатною площиною 0z , зверху – па-
раболоїдом обертання 
224 yxz  , спереду – параболічним ци-
ліндром  
22 yyx  , ззаду – координатною площиною 0x . Йо-
го проекцією на площину Oxy  служить область D  – параболічний 
сегмент, обмежений параболою 
22 yyx   і віссю Oy . На рис. 16 
область D  зображена як правильна в напрямі осі Ox . Тоді  
    DD dxdyyxdxdyyxzyxzV )4(),(),(
22

























4365432 )2)3/1(24)3/8(48( dyyyyyyyyy   
   
2
0
























234567 yyyyyy   
7/24448)3/4(16)6/7(32   (куб. од.).   ■   
Зауваження 2. Згідно геометричного змісту потрійного інтег-
рала об’єм просторової області V  також можна обчислити за фор-
мулою     VV dxdydzdVV .  
Приклад 4. За допомогою потрійного інтеграла обчислити 
об’єм тіла V , що обмежене знизу координатною площиною 0z , 
зверху – параболоїдом обертання 
222 yxz  , а збоку – круговим 
циліндром 422  yx .  
□  На рис. 17 тіло V  подане як 
правильне в напрямі осі Oz . Його 
проекцією на площину Oxy  служить 
область D  – круг, обмежений колом 
422  yx . На рис. 18 область D  






































осі Oy . Тоді  


























































































   
;2/)1arcsin(;)2/(arcsin;cos24 1





















































































































1.2. Криволінійні  інтеграли  
 
1.2.1. Криволінійний  інтеграл  за  довжиною  
Криволінійний інтеграл за довжиною (першого роду) від 
функції  ),( yxf  по плоскій дузі ABL  визначається як границя ін-













),(lim),( ,  
де dl  – диференціал (елемент) довжини дуги.  
Якщо покласти 1),( ухf , то криволінійний інтеграл 

ABL
dlyxf ),(  чисельно дорівнює довжині l  дуги ABL :  
ABL
dll  
(геометричний зміст криволінійного інтеграла за довжиною).  
Зауваження 1. При 0),( ухf  криволінійний інтеграл 

ABL
dlyxf ),(  чисельно дорівнює площі cS  частини вертикальної 
циліндричної поверхні (рис. 19) з напрямною ABL  і паралельними 
осі Оz  твірними, що розміщена між координатною площиною 
0z  і поверхнею ),( ухfz  :  

ABL
c dlyxfS ),( .  
Зауваження 2. Криволіній-
ний інтеграл за довжиною не за-
лежить від напряму руху по дузі:   
 
ABBA LL
dlyxfdlyxf ),(),( . 
Інші властивості цього інтеграла 
аналогічні властивостям звичай-
ного одновимірного інтеграла.   
Зауваження 3. Поняття криволінійного інтеграла за довжиною 
поширюється на випадок дуги ABL  просторової лінії L , розміщеної 

















),,(lim),,( .  
Обчислення криволінійного інтеграла за довжиною здійс-
нюється зведенням його до одновимірного інтеграла методом замі-
ни змінної. Розглянемо найбільш важливі випадки задання кривої 
L  і відповідний перехід до визначеного інтеграла.  













. Тоді  







Приклад 1. Обчислити   L dlyxxI
22 16 , якщо  L  – дуга 
еліпса, розміщена в першій чверті: tx cos4 ;  ty sin2 ;  
2/0  t .   
□  Обчислимо:  tx sin4'  ; ty cos2' ;  
    dtttdtttdl 2222 cossin42cos2sin4  .  
Підставимо в інтеграл:  
     
 2/
0
































22   uuduuduuu .   ■   
Випадок 2. Нехай плоска дуга ABL  задана в прямокутних ко-





)('1))(,(),(   .  
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Приклад 2. Обчислити інтеграл  L
ydlxeI , де L  – дуга 
плоскої кривої xy ln  при 21  x .  
□  Знайдемо диференціал довжини дуги  
xy /1' ;  dxxdxyld 22 /11)'(1  ;  



































.  ■   
Приклад 3. Обчислити інтеграл 
  L dlyxI )42( , де L  – контур 
трикутника ABO :  )0;2(A , )4;0(B , 
)0;0(O  (рис. 20).  
□   L dlyxI )42(   
  BOAB yxdlyx 2()42(   
  OA dlyxdl )42()4 .    
Обчислимо кожний інтеграл окремо:  

























; 42  xy ; 2' y ;  













  xdxx ;    
б) 0: xBO ;  0'x ;  dydydyxld  22 01)'(1 ;   
O x
4 















2  yy ;  
в) 0: yOA ;  0'y ;  dxdxdxyld  22 01)'(1 ;   









2  xx .  
Отже   205812858)42(  L dlyxI .   ■   
Випадок 3. Нехай просторова дуга ABL  задана параметрични-
ми рівняннями  )(txx  ;  )(tyy  ;  )(tzz  ,   t . Тоді  






)(')(')(')(),(),(),,( .  
Приклад 4. Обчислити інтеграл   L dlzyxI )1232( , де 
L  – відрізок прямої між точками  )2;1;3(1 M  і )1;3;5(2 M .  






















































;  32  tx ;  12  ty ;  2 tz .    
Тоді  
2'x ;  2' y ;  1'z ;         dttztytxld 222 )(')(')('   
dtdt 31)2(2 222  ;  03323 11  ttx ;  
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  ttdttdtt .   ■   







, де L  – 
перший виток конічної гвинтової лінії: ttx cos ; tty sin ; 
tz 3 ,  20 t .  
□  Оскільки tttx sincos'  , ttty cossin'  , 3'z , то 










































.   ■  
 
1.2.2. Криволінійний інтеграл за координатами. Формула Гріна   
Криволінійний інтеграл за координатами (другого роду) від 
вектор-функції jyxQiyxPyxF

),(),(),(   по плоскій дузі ABL  
визначається як границя  інтегральної суми за формулою  
          
ABL








),(),(lim .  
Криволінійний інтеграл другого роду також називають цирку-
ляцією вектора F














   
– вектор диференціала (елемента) довжини плоскої дуги.  
Якщо лінія L  замкнена, то інтеграл по ній записується так   
  LL dyyxQdxyxPldyxF ),(),(),(

.  
Зауваження 1. Поняття криволінійного інтеграла за координа-








  – вектор диференціала (елемента) дов-
жини просторової дуги.  
Зауваження 2. При зміні напрямку інтегрування криволінійний 






Інші властивості криволінійного інтеграла за координатами анало-
гічні властивостям звичайного визначеного інтеграла.  
Обчислення криволінійного інтеграла за координатами здійс-
нюється зведенням його до одновимірного інтеграла методом замі-
ни змінної. Розглянемо найбільш важливі випадки задання кривої 
L  і відповідний перехід до визначеного інтеграла.  
Випадок 1. Нехай jyxQiyxPF

),(),(   і ABL  – плоска ду-
га, що задана в прямокутній системі координат параметричними 
рівняннями:  )(txx  ;  )(tyy  , причому початку дуги A  відпові-
дає значення параметра  , а кінцю дуги B  – значення параметра 
 . Тоді  dttxdx )(' ;  dttydy )(' . У криволінійному інтегралі 






    


 dttytytxQtxtytxP )(')(),()(')(),( .  
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Приклад 1. Обчислити інтеграл  
ABL
dyxdxxyI 23/1 5  по 
дузі кривої  txLAB cos3:  ;  ty
3sin ,  2/6/  t .  
□  dttdx sin3 ;  dtttdy cossin3 2 ;   
ABL



































3  uuu .    ■   
Випадок 2. Нехай jyxQiyxPF

),(),(   і ABL  – плоска ду-
га, що задана в прямокутній системі координат в явному вигляді:  
)(xyy  , bxa  , причому коли x  змінюється на відрізку 
];[ ba , біжуча точка );( yx  на кривій L  рухається від точки A  до 
точки B . Можна використати попередній спосіб, записавши рів-























   
     dxxyxyxQxyxP
b
a  )(')(,)(, .  
Приклад 2. Обчислити циркуляцію плоского векторного поля 
jyxiyxF

)/(4 33   по дузі гіперболи xyLAB /1:   від точки 
)1;1(A  до точки )2/1;2(B .  
□  
1/1:  xxyLAB , 21  x ;  














 xdxxdxxxx .    ■    
Приклад 3. Обчислити інтеграл 

L
ydyxedxxyI )/(  по 
дузі  xyL ln:    від точки )0;1(A  до точки )1;(eB .  






























I .■  
Випадок 3. Розглянемо просторове векторне поле 
kRjQiPF

 . Нехай просторова дуга ABL  задана в парамет-
ричній формі  )(txx  ;  )(tyy  ;  )(tzz  ,   t , причому 
початку дуги A  відповідає значення параметра  , а кінцю дуги B  
– значення параметра  . . Тоді dttxdx )(' ;  dttydy )(' ;  
dttzdz )(' . У криволінійному інтегралі робимо заміну змінної і 









 )(')(),(),(),,( txtztytxPdzzyxR    
    dttztztytxRtytztytxQ )(')(),(),()(')(),(),(  .  
Приклад 4. Обчислити циркуляцію просторового векторного 
поля kzyxjyzixzF

)2(   по дузі гвинтової лінії ABL : 
tx cos3 ; ty sin3 ; tz 4 , 2/0  t .  



































4cos12sin122sin368 tttdtttdtt   
















dtttt   





t .   ■   
Зв'язок між подвійним інтегралом по плоскій області D  та 
криволінійним інтегралом по межі L  цієї області відображається 





















),(),( .  
Зауваження 3. З формули Гріна випливає наступне співвідно-
шення для площі DS  плоскої області D , що обмежена контуром 
L :    LD dyxdxyS )2/1( .  
Приклад 5. Знайти площу області D , що обмежена еліпсом  
L : 19/16/ 22  yx , користуючись криволінійним інтегралом за 
координатами.  
□  Перейдемо до параметричних рівнянь еліпса L : tx cos4 ; 
ty sin3  cos ; sinx a t y b t  . Додатному обходу контуру 
L  відповідає зміна параметра t  від 0  до 2 . Тоді  












tdtdttttt . ■  
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1.3. Степеневі  ряди  
 
1.3.1. Степеневі  ряди  та  їх  збіжність  
Степеневим рядом за степенями двочлена 0хx   називають 








ххаххааxxa ,   
де  х  – дійсна змінна (аргумент);  0х  – дійсне фіксоване число 
(центр розвинення або опорна точка);  ...,,...,, 10 пааа  – дійсні 
сталі (коефіцієнти).  







ється при деякому 01  хx , то він абсолютно збігається при 






 розбігається при деякому 2хx  , то він розбігається 
при всіх значеннях х , для яких |||| 2хx  . 
Існує таке невід’ємне число  R , яке називають радіусом збіж-






, що при Rх ||  ряд абсолют-
но збіжний, а при Rх ||  – розбіжний (рис. 27). Симетричний ін-
тервал );( RR  називають інтервалом збіжності цього степенево-
го ряду.  
Зауваження 1. На кінцях інтервалу збіжності, тобто при 
Rx  , питання про збіжність розв'язується окремо для кожного 







 може відрізнятись від інтервалу );( RR  не біль-
ше ніж двома точками Rx  .   
Зауваження 2. Інтервал збіжності степеневого ряду можна зна-
йти безпосередньо за ознакою Даламбера або за радикальною озна-
кою Коші, застосовуючи їх до ряду, складеного з модулів членів 
даного ряду. Для дослідження кінців інтервалу використовуються 
більш “сильні” ознаки.  
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nxa  можна почленно 
диференціювати та інтегрувати в інтервалі збіжності );( RR . Оде-
ржаний ряд має той самий інтервал збіжності. Але при цьому може 
змінитися збіжність ряду на кінцях цього інтервалу.  
Приклад. Знайти інтервал і область збіжності даного степене-






































































































































;   
1|1|32 5x ;  32/1|1| 5x ;  2/1|1| x ;  2/112/1  x ;  
2/12/3  x .  
Таким чином,  )2/1;2/3(   – інтервал збіжності даного ряду 
і 2/12/))2/3(2/1( R  – його радіус збіжності. 
Дослідимо збіжність цього ряду на кінцях одержаного інтер-





























u .  





 дослідимо за допомо-















|)2/3(|  – розбіжний узагальне-


































, то ряд є умовно 
збіжним за ознакою Лейбниця.   
























u ,  
який співпадає з рядом з модулів при 2/3x , що розбігається.  
Отже, областю збіжності даного ряду є півінтервал 
)2/1;2/3[  .  






















u   
Оскільки 10   при всіх дійсних значеннях x , то інтервалом і 
областю збіжності ряду є вся числова пряма );(   і його радіус 
збіжності R .   






















































































Отже,  інтервалом і областю збіжності ряду є тільки одна точ-
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ка 1x  і його радіус збіжності 0R .   




































































































;   
1|2| x ;  121  x ;  31  x .  
Таким чином,  )3;1(  – інтервал збіжності даного ряду і 
12/)13( R  – його радіус збіжності. 
Дослідимо збіжність цього ряду на кінцях одержаного інтер-

























u .  





 дослідимо за 




















































, то ряд є 
умовно збіжним за ознакою Лейбниця.   






















u ,  
який співпадає з рядом з модулів при 1x , що розбігається.  
Отже, областю збіжності даного ряду є півінтервал )3;1[ .   ■  
 
 
1.3.2. Ряди  Тейлора  і  Маклорена.  
Застосування  степеневих  рядів  до  наближених  обчислень   
Нехай функція )(xf  визначена в околі деякої точки 0х  і в цій 
точці нескінченне число разів диференційовна. Ряд Тейлора для 














































Якщо в ряді Тейлора покласти  00 х , то отримаємо  ряд  






























xf .  
Розвинення функцій в степеневі ряди в загальному випадку 
ґрунтується на використанні рядів Тейлора чи Маклорена. На прак-
тиці найчастіше для цього застосовують спосіб формальних пере-
творень – без знаходження виразів для похідних довільного поряд-
ку, а за допомогою формальних перетворень стандартних (уже 
відомих) розвинень. Тоді залишається обґрунтувати збіжність і саме 
до даної функції отриманого розкладу на певному проміжку.  
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за степенями двочлена 2x  та знайти область збіжності отрима-
них рядів.  
□  Спочатку подамо функцію )43/(1)(  xxf  через нову 
змінну 2 xz  – відхилення від центру розвинення 20  xx :   

















 .  








nnnn xxxx ,  )1;1(x ,  





























xf .  
Поклавши 2 xz , повернемося до початкової змінної x  і 













xf .  
Дослідження отриманого ряду на збіжність здійснимо за озна-




























   
1|2|)2/3(  x ;  2/322/3  x ;  2/72/1  x .   





















nu , що розбі-
гаються, оскільки для них не виконується необхідна ознака збіжно-
сті.  Отже, )2/7;2/1(  – область збіжності одержаного ряду.   ■   
Степеневі ряди широко застосовують у наближених обчислен-
нях, зокрема, для:  обчислення значень функцій;  обчислення інтег-
ралів;  розв’язування диференціальних рівнянь.  
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I  з точністю до 000001,0 . 
□  Розвинемо підінтегральну функцію в степеневий ряд, вико-




























де замість x  підставимо x , потім віднімемо 1 і почленно поділи-





































,  );( x .  
Оскільки проміжок інтегрування ]2/1;0[  лежить в інтервалі 
збіжності );(  , то цей степеневий ряд можна почленно проін-




















































   
  ...2!)2(1...)23!6(1)22!4(1 32  nnn .   
Шуканий інтеграл дорівнює сумі збіжного знакопочергового 
ряду. З’ясуємо, скільки перших членів отриманого ряду треба взяти, 
щоб виконувалася задана точність 000001,0 .  
Для заданої точності 0001,0  наближення маємо   
0000005,02/000001,02/21  .  
З ознаки Лейбниця дістанемо оцінку модулю n -го залишку:  
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   11 2)1(!))1(2(1|||| nnn nnuR   
 12)1(!))22(1  nnn .   
Підберемо n  так, щоб виконувалася умова  
  0000005,02)1(!))22(1 11  nn nnR :  
2n :    0000005,000006,023!61 132 R ;  
3n :    0000005,00000004,024!81 143 R .  
Отже, досить взяти три перших члени ряду.   
Тепер визначимо кількість k  вірних десяткових знаків, які по-
винні мати залишені члени ряду після округлення:   
0000005,03105,0105,0 2 
 kk n ; 00000033,010 k ;   
00000033,0lg k ;  833lg  k ;     33lg8k ; 7k .  











SI    
4948496,00000579,00052083,05000000,0  .     
Остаточно  494850,0I .   ■  











I  з точністю до 0001,0 . 
□  Розвинемо підінтегральну функцію в степеневий ряд, взяв-
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.    Тут   
)1;1(x .  
В одержане розвинення замість x  підставимо 3x , потім від-
німемо його від 1 і почленно поділимо на 


























































































де )1;1(x .  
Оскільки )1;1(]4/1;0[  , то цей степеневий ряд можна про-












































































































































.    
Таким чином, шуканий інтеграл дорівнює сумі збіжного зна-
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кододатного ряду. З’ясуємо, скільки перших членів отриманого ря-
ду треба взяти, щоб виконувалася задана точність 0001,0 .  
Для заданої точності 0001,0  наближення маємо   
00005,02/0001,02/21  .  


































































































































































































Тут у кінці скористалися формулою суми нескінченно спадної 
геометричної прогресії зі знаменником 
3)4/3(q .  



























R ;  








R ;  








R .  
Отже, досить взяти часткову суму до п’ятого члена включно.  
Тепер визначимо кількість k  вірних десяткових знаків, які по-
винні мати залишені члени ряду після округлення:   
00005,05105,0105,0 2 
 kk n ; 00002,010 k ;   
00002,0lg k ;  52lg  k ;     2lg5k ; 5k .  
00005,02105,0 2 
k
; 00005,010 k ;  20000lgk ; 5k .  




































   
38635,000005,0  .     Остаточно  3864,0I .      ■  
Приклад 4. Знайти у вигляді степеневого ряду до перших 
п’яти членів включно частинний розв’язок диференціального рів-
няння xyyy ln' 3  , що задовольняє початковій умові 1)1( y . 
□  Шукаємо розв’язок )(xyy   у вигляді ряду Тейлора з цент-











yxy   











,   
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де згідно умови задачі явно виписані перші п’ять членів.  
За умовою 1)1( y . Підставляючи 1x  і 1)1(  yy  у 
диференціальне рівняння, знаходимо  
11ln44)1()1(' 3 y .  
Далі диференціюємо послідовно диференціальне рівняння по 
x  і в отримані вирази підставляємо відомі на даному кроці величи-
ни.  Одержуємо похідні )1(''y , )1('''y  і )1()4(y :  
x
y

































































 .   















1)( xxxxy     











)1()1(1 432  xxxx .   ■     
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1.4. Ряди  Фур’є   
 
1.4.1. Розкладання  періодичних  функцій  у  ряди  Фур'є.  
Достатні  умови  збіжності  ряду  Фур'є  
Функції )(xf  і )(xg , що неперервні на відрізку ];[ ba , нази-





Скінченну чи нескінченну систему функцій )(0 x , )(1 x , 
)(2 x , …, )(xn , …, які неперервні на відрізку ];[ ba  і не дорів-
нюють тотожно нулю, називають ортогональною на цьому відріз-
















)()(   ),1,0;,1,0(   nm .  
Оскільки базисні тригонометричні функції мають спільний пе-
ріод  2T , то сума ряду теж періодична з періодом  2T .  
Нехай )(xf  – задана періодична функція з періодом  2T . 








nxbnxaaxf ,  
де  0a , na , nb  ( ...,2,1n ) – коефіцієнти Фур’є, які обчислюються 




 dxxfa )()/1(0 ;  






 dxnxxfbn sin)()/1( ,  ...,2,1n ,  
називають рядом Фур’є функції )(xf .   
Зауваження 1. Інтеграли у формулах для коефіцієнтів Фур’є 
можна обчислювати на довільному проміжку ]2;[ aa , довжина 
якого дорівнює періоду  2T  функції )(xf .  
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Теорема Діріхле (достатня ознака розвинення функції в ряд 
Фур'є).  Якщо функція )(xf  має період  2T  і на відрізку 
];[   неперервна або має скінченне число точок розриву першого 
роду і відрізок ];[   можна розбити на скінченне число частин 
так, що всередині кожної з них функція монотонна, то її ряд Фур'є 
збігається на всій числовій осі, причому сума ряду )(xS  в точках 
неперервності функції )(xf  дорівнює їй самій )()( xfxS  , а у 
кожній точці розриву 0x  функції )(xf  – середньому арифметич-
















При цьому збіжність ряду Фур'є рівномірна на будь-якому відрізку, 
що належить інтервалу неперервності функції )(xf .  
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□  Задана функція задовольняє умовам теореми Діріхле 
(рис. 21), тому її можна розкласти в ряд Фур'є. Отже, задача зво-





























x ;   













































































































































































































































































































































































































xf    













.  ■  
Зауваження 2. Ряд  Фур'є для 2 -періодичної парної функції 












cos)()/2( dxnxxfan .  
Аналогічно, ряд  Фур'є для 2 -періодичної непарної функції )(xf  












sin)()/2( dxnxxfbn .  
Приклад 2.  Розвинути в ряд Фур'є  2 -періодичну непарну 












xf   
□  Задана функція задовольняє умовам теореми Діріхле, тому 
може бути розвинена в ряд Фур’є. Графік функції подано на рис. 22. 
Оскільки ця функція непарна, то одержимо ряд синусів. Обчислимо 











































































xf .    ■  
 
 
Зауваження 3. Нехай функція )(xf  є періодичною з довіль-
ним періодом lT 2 , 0l  і на цьому відрізку задовольняє умовам 
































































Зокрема, розвинення парних та непарних періодичних функцій з 
періодом lT 2 , 0l  відповідно у ряди косинусів і синусів набу-
вають наступного вигляду:   






































,  ...,2,1n ;  

































Приклад 3. Розвинути в ряд Фур'є періодичну функцію )(xf , 
що задана на відповідному відрізку ];[ ll  довжиною в період 












xf   
□  Задана функція задовольняє умовам теореми Діріхле, тому 
може бути розвинена в ряд Фур’є. Графік функції подано на рис. 23.  
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У точці 4/2/  lx  дана функція )(xf  неперервна, тому  
22)4/cos()4/()4/(  fS .   ■   
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1.4.2. Розвинення  в  ряд  Фур'є  неперіодичних  функцій  
Для розвинення в ряд Фур'є неперіодичної функції )(xf , що 
задана на скінченному проміжку ];[ ba , треба її продовжити періо-
дичним способом на всю числову вісь, потім отриману періодичну 
функцію подати рядом Фур'є, сума якого на відрізку ];[ ba  співпа-
дає з даною функцією )(xf  у всіх її точках неперервності, а в точ-
ках розриву всередині проміжку ];[ ba  і на його кінцях вона дорів-
нює півсумі односторонніх границь функції )(xf .   
У поширеному випадку, коли неперіодична функція )(xf  за-
дана на відрізку ];0[ l , 0l , найчастіше використовують парне чи 
непарне продовження функції )(xf , ];0[ lx  на проміжок ]0;[ l , 
яке потім періодично продовжують на всю числову пряму з періо-
дом lT 2 . У результаті одержують неповний ряд Фур'є, а саме:   
















xf , ];0[ lx ,  





















, ...,2,1n ;  












bxf , ];0[ lx ,  













, ...,2,1n . 
Приклад. Дану функцію )(xf , визначену на відповідному від-
різку ];0[ l , розвинути:  а) в ряд косинусів  і  б) ряд синусів. Для 
цього спочатку продовжити її відповідним чином на симетричний 
відрізок ];[ ll , а потім довизначити до періодичної функції з пері-
одом lT 2 . Побудувати на окремих рисунках в одному масштабі 
графіки продовжених періодичних парної та непарної функцій на 
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□  Задана функція задовольняє умовам теореми Діріхле, тому 
може бути розвинена в ряд Фур’є. Маємо 4l .   
а) При парному продовженні дана функція )(xf  розкладаєть-







































































































































































































xf ,  ]4;0[x .   












б) При непарному продовженні дана функція )(xf  розкла-
















































































































































































xf ,  ]4;0[x .   
Графік непарного продовження зображено на рис. 25.   ■   
 
 
Зауваження. Розвинення однієї й тієї ж заданої функції )(xf , 
];0[ lx   при різних продовженнях можуть мати різні характерис-
тики, наприклад, щодо швидкості спадання модулів коефіцієнтів. У 
наведеному вище прикладі парне продовження, на відміну від не-
парного, має лише усувні розриви, тому ряд косинусів збігається 










  Змістовий модуль 2.  
ЧИСЕЛЬНІ МЕТОДИ В ЕКОНОМІЧНИХ ДОСЛІДЖЕННЯХ  
 
2.1. Наближені  числа.  Похибки  та  їх  обчислення  
 
2.1.1. Наближені  числа.  Абсолютна  та  відносна  похибки.  
Форми  запису  наближених  даних  
Наближеним числом x  називається таке, що несуттєво від-
різняється від точного числа X  і замінює останнє в обчисленнях.  
Нехай X  – точне значення деякої величини, а x  – її відоме 
наближене значення.  
Під похибкою наближеного числа x  розуміють величину, що 
характеризує точність наближення і дорівнює різниці між відповід-
ним точним числом X  та його наближенням x :  xXx  .  
У більшості випадків знак похибки x  невідомий, тому вво-
диться поняття абсолютної похибки x  як модуля похибки x :  
|||| xXxx  .  
Як правило, точне значення X  невідоме й абсолютну похибку 
x  знайти неможливо. Тому для оцінки зверху x  використову-
ється поняття граничної абсолютної похибки 
 x , яка визначається 
з нерівності  
 xx .   
Нехай 0X . Важливою характеристикою точності набли-
ження є абсолютна похибка, що припадає на одиницю величини чи-
сла X , – відносна похибка x . Вона дорівнює відношенню абсо-
лютної похибки x  до модуля точного числа X :   || Xxx  .  
Верхньою оцінкою для x  служить гранична відносна похиб-
ка 
x , що визначається з нерівності 
 xx .  
Звідси  
 xx X || ;  
 xx X || . Отже, можна покласти 
  xx X || . Оскільки  xX   з достатньою для практики точніс-
тю, то звичайно приймають  
  xx x || . Аналогічно xx x  ||  .  
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На практиці звичайно користуються формулою  || xxx
  .  
Аналогічно  || xxx  .  






mmmx   
називаються всі цифри в його запису, починаючи з першої ненульо-
вої зліва, включаючи всі нулі справа, що є представниками збере-
жених розрядів. Решта нулів, що входять у його запис та служать 
лише для позначення його десяткових розрядів, не зараховуються 
до значущих цифр.  
Наприклад, у числах 12,709314, 0,00093217, 0,00610426000, 
8410000, 0,502300·107 тільки підкреслені цифри є значущими.  
Точність подання наближеного числа x  залежить від кількості 
його значущих цифр.  
Значуща цифра i  називається вірною (правильною) (у вузь-
кому сенсі), якщо абсолютна похибка 
 x  числа x  не перевищує 
половини одиниці ( 1 im )-го розряду, що відповідає цій цифрі. У 
противному разі цифра i  називається сумнівною.  
Якщо цифра n  вірна, то усі попередні до неї цифри теж вір-
ні. Отже, при умові  
1105,0105,0   nmx
nm
, за визначенням, 
перші n  значущих цифр i , ni ,1  є вірними, а всі інші – сумнів-
ними. При цьому можна покласти  
1105,0   nmx .  
Точне число X  через його наближення x  можна записати у 
різному вигляді:   
– з використанням межових значень  21 xXx  , де 
 xxx1   і  
 xxx2 , наприклад,  380,21372,21  X ;   
– з використанням абсолютної похибки 
 xxX , напри-
клад,  004,0376,21 X , тобто  
                                     004,0376,21004,0376,21  X ;   
– з використанням відносної похибки )1(  xxX , напри-
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клад,  )0002,01(376,21 X   або  %)02,01(376,21 X .  
Приклад. Скільки вірних значущих цифр має дане число x , 
якщо:  
а) 58190,274x  і 008,0x ;   б) 3882401,48x  і 
5104  x ;  
в) 009317243,0x  і 0007,0x ;  г) 000008,01(8494,213 x .  
□  а) Маємо 
122 105,0108,0105,0   x . Отже, у чи-
сла x  вірними є чотири значущі цифри 5,4,7,2 , а цифри 0,9,1,8  – 
сумнівні.  
б) Оскільки 
447 105,0104,0105,0   x , то x  має 
вірні чотири значущі цифри після коми, тобто вірними будуть шість 
значущих цифр 2,8,8,3,8,4 ,  а цифри 1,0,4  – сумнівні.  
в) Маємо  
233 105,0107,0105,0   x . Отже, у числа 
x  немає ні однієї вірної значущої цифри, всі вони сумнівні.  
Гранична відносна похибка 000008,0x , тоді гранична аб-
солютна похибка 0017,0000008,08494,213||   xx x . Ос-
кільки 
223 105,01017,0105,0   x , то x  має п’ять вірних 
значущих цифр 4,8,3,1,2 ,  а цифри 4,9  – сумнівні.    ■   
 
2.1.2. Похибки  округлення  
Заокруглюванням називається заміна числа наближеним чис-
лом з меншою кількістю значущих цифр. При цьому виникає по-
хибка округлення. Щоб вона була мінімальною, треба застосовува-
ти наступне правило симетричного заокруглювання:  
якщо цифра старшого розряду, що відкидається, менше 5, то 
попередня до нього цифра не змінюється;   
якщо цифра старшого розряду, що відкидається, дорівнює 
або більше 5, то попередня до нього цифра збільшується на 1.  
При використанні цього правила абсолютна похибка округ-
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до p  значущих цифр не перевищує половини одиниці розряду 
останньої залишеної цифри p , тобто за граничну абсолютну по-
хибку округлення 
 окрx  можна взяти  
1105,0   pmокрx .  
Під час заокруглювання наближеного числа 1x  отримуємо но-
ве наближене число 2x , абсолютна похибка 2x  якого визначається 
за формулою:   окрxxx 212  , де  1x  – абсолютна похибка 
числа 1x ;  || 212 xxокрx   – абсолютна похибка округлення чис-
ла 2x . 
Аналогічною формулою зв’язані граничні значення цих похи-
бок:  
  окрxxx 212 .  
Приклад 1. Нехай задані числа  
а) 349571021,6171 x    і   б) 9532657,75311 x .  
Заокруглити ці числа, відкидаючи t  ( 10...,,3,2,1t ) останні циф-
ри.  
□  Відповідно дістанемо:   
1t :  а) 34957102,6172 x    і   б) 953266,75312 x ;   
2t :  а) 3495710,6172 x    і   б) 95327,75312 x ;   
3t :  а) 349571,6172 x    і   б) 9533,75312 x ;   
4t :  а) 34957,6172 x    і   б) 953,75312 x ;   
5t :  а) 3496,6172 x    і   б) 95,75312 x ;   
6t :  а) 3540,6172 x    і   б) 0,75322 x ;  7t :  а) 35,6172 x     
і   б) 75322 x ;     8t : а) 6172 x    і   б) 
1
2 10753 x ;  
9t : а) 12 1062 x    і   б) 
2
2 1075 x ;   
10t : а) 22 106 x    і   б) 
3
2 108 x .     ■  
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Приклад 2. Округлити сумнівні цифри даного числа 1x  і знай-
ти абсолютну 
2x
  і відносну 
2x
  похибки результату 2x :   
а) 00082,0369,5381 x ;    б) )000013,01(563,2741 x . 
а) 021,0124,341 x ;    б) )0000082,01(735,911 x . 
□  а) Наближене число 1x  має п’ять вірних цифр: 5, 3, 8, 3, 6, 
тому що 005,000082,00005,0
1
 x . Використовуючи прави-
ло заокруглювання, знайдемо наближене значення 2x , зберігаючи 
вірні десяткові знаки:  37,5382 x . Обчислимо похибку округлен-
ня окрx2 , абсолютну 2x  і відносну 2x  похибки числа 2x :  
001,0|37,538369,538||| 212  xxокрx ;  
0018,0001,000082,0
212
 окрxxx ;   
0000033,0|37,538|0018,0|| 222  xxx .  
Оскільки 005,00018,00005,0
2
 x , то всі значущі циф-
ри числа 2x  вірні. Отже, 0018,037,538 X .  
б) Оскільки відносна похибка 000013,0
1
x , то абсолютна 
похибка 0036,0000013,0563,274||
11 1
 xx x . Значить, чи-




  x . Знайдемо наближене зна-
чення 2x  з п’ятьма десятковими знаками, використовуючи правило 
заокруглювання:  56,2742 x . Обчислимо похибку округлення 
окрx2
 , абсолютну  
2x
  і відносну 
2x
  похибки числа 2x :  
003,0|56,274563,274||| 212  xxокрx ;  
0066,0003,00036,0
212
 окрxxx ;   
4
2 1024,0|56,274|0066,0||22





  x , то вірними зна-
чущими цифрами числа 2x  є тільки перші чотири 2, 7, 4, 5, а остан-
ня цифра 6 – сумнівна. Отже, 0066,056,2742 x .    ■  
 
2.1.3. Похибка  функції.  Похибки  арифметичних  операцій   
За наближене значення функції )(XfY   можна взяти 
)(xfy  . При цьому абсолютну похибку y  можна розглядати як 
модуль її приросту, викликаного приростом аргументу x . З дос-
татньою точністю можна використовувати лінійні оцінки:  
xy xf  |)('|   і  
  xy xf |)('| .   
Ці формули безпосередньо узагальнюються на випадок  функ-
































.   
На основі одержаного наближеного значення функції та ліній-
ної оцінки її абсолютної похибки дістанемо лінійні оцінки відносної 
похибки y  та її граничного значення 
 y .   












 .  
б) У випадку функції n  змінних  ),...,,( 21 nxxxfy  :  
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Використовуючи одержані формули, можна визначити лінійні 
оцінки похибок результатів арифметичних операцій як окремих ви-
падків функції двох змінних.  
а) Похибка суми.  Нехай 2121 ),( xxxxfy  . Оскільки 
1),( 21  ixxxf  і )(1),(ln 2121 xxxxxf i  , 2,1i , то діста-
немо   
21 xxy















  .  
Абсолютна похибка суми дорівнює сумі абсолютних похибок 
доданків.  
Аналогічно знаходяться похибки для інших результатів ариф-
метичних операцій.  
б) Похибка різниці.   2121 ),( xxxxfy  .   
21 xxy















  .  
Абсолютна похибка різниці дорівнює сумі абсолютних похи-
бок зменшуваного і від’ємника.  
в) Похибка добутку.   2121 ),( xxxxfy  .  
21
|||| 12 xxy xx    і  21 xxy   .  
Відносна похибка добутку дорівнює сумі відносних похибок 
співмножників.  











   і  
21 xxy
  .  
Відносна похибка частки дорівнює сумі відносних похибок ді-
леного і дільника.  
Правила підрахунку цифр:  
1) При знаходженні суми й різниці наближених чисел у ре-
зультаті слід зберігати стільки десяткових знаків, скільки їх моє 
компонент операції з найменшим числом десяткових знаків.  
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2) При знаходженні добутку й частки наближених чисел у ре-
зультаті слід зберігати стільки значущих цифр, скільки їх моє ком-
понент операції з найменшим числом значущих цифр.  
Приклад 1. Знайти абсолютну u  і відносну u  похибки об-
числення значення функції 
23 yzxu  ,  якщо 005,043,0 x , 
01,017,3 y ,  008,036,2 z .  
□  За формулою для лінійної оцінки абсолютної похибки ре-




















































31083,000083,00000633,0000118,0  .  
Знайдемо наближене значення функції:  
019,00187,017,336,243,0 23 u .     
Тоді    044,00187,01083,0 3  |u|uu .       ■  
Приклад 2. Твірна  l  та радіус основи  R  конуса виміряні з 
точністю до %03,0 . Яка відносна похибка при обчисленні бокової 
поверхні  S  конуса, якщо взято  142,3 ?  
□  RlS  . Для числа   більш точне значення 
14159265,3 . Тоді 31041,0|142,314159265,3|   , а 
%013,01013,014,3/1016,0 32   . За формулою відносної 
похибки добутку дістанемо:  
%07,0%03,0%03,0%013,0   hRS .    ■  
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2.2. Чисельні  методи  знаходження  дійсних  коренів  
скінченних  рівнянь  
Рівнянням з однією змінною x  називається рівність  
0)( xf ,  
яка справджується при певних значеннях x , що називаються коре-
нями рівняння. Вважають, що корінь 
x  має кратність k , якщо  
0)(...)('')(')( )1(   xfxfxfxf k , але 0)()( xf k .  
Розв’язування рівняння полягає в знаходженні його коренів.  
 
2.2.1. Дослідження  рівняння  і  відокремлення  коренів  
Наближене обчислення кожного з дійсних коренів складається 
з наступних етапів:  
а) дослідження кількості й розташування коренів на числовій 
прямій, з’ясування їх кратності; виділення області пошуку D  коре-
нів, яка відповідає умовам поставленої задачі;  
б) відокремлення (ізоляція, локалізація) кореня 
x , тобто 
знаходження як можна меншого відрізку ];[ ba  з області пошуку 
D , в межах якого лежить один і тільки один цей корінь, і вибір йо-
го початкового наближення 0x ;  
в) уточнення значення кореня 
x , тобто обчислення його з 
необхідною точністю.   
Найчастіше відокремлення коренів здійснюється аналітичним 
чи графічним способами.  
При аналітичному способі формують таблицю, в яку зано-
сять послідовно розміщенні на осі Ox  точки ix , ...,2,1i  з досить 
малим кроком iii xxx  1  і обчислені в них значення )( ixf  лі-
вої частини рівняння 0)( xf . Потім у таблиці вибирають ті пари 
сусідніх значень аргументу ix  і 1ix , між якими функція )(xf  змі-
нює знак.  
При графічному способі будують графік функції )(xfy   і 
приблизно виявляють ділянки його перетину з віссю Ox . Або, пе-
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ретворивши вхідне рівняння 0)( xf  до вигляду )()( 21 xfxf  , 
будують графіки двох функцій )(1 xfy   та )(2 xfy   і приблизно 
визначають проміжки, яким належать абсциси їх точок перетину 
між собою.  
Приклад 1. Графічно знайти проміжки ізоляції коренів рівнян-
ня  01)2( 2  xex .  
□ Областю допусти-
мих значень є промінь 
);(  . Подамо рівнян-
ня у вигляді 
xex  22 . 
Тоді корені можуть бути 
знайдені як абсциси точок 
перетину параболи 
22 xy   і експоненти 
xey  . Побудуємо ці 







Приклад 2. Для рівняння 05,122 23  xexxx  знайти 
інтервали ізоляції його коренів, що лежать на проміжку ]3;2[ , 
аналітичним способом, а потім проконтролювати результат графіч-
ним методом.  
□  Побудуємо таблицю значень функції )(xfy  , де  
xexxxxf  5,122)( 23 .  
 
x  - 2 - 1,5 - 1 - 0,5 0 
y  - 23,1 - 11,1 - 4,1 - 0,6 0,5 
 
x  0,5 1 1,5 2 2,5 3 
y  0,2 - 0,6 - 1,0 - 0,2 2,5 7,9 
значимо кількість коренів та інтервали їх ізоляції.  
З рис. 26 видно, що коренів два: 1x  знаходиться на відрізку 
]0;1[ ,  а 2x  – на відрізку ]2;1[ .  
Якщо взяти по осі Ox  менший крок, то і проміжок локалізації 












З таблиці значень видно, що відрізку ]3;2[  функція 
)(xfy   тричі змінює знак, тому можна припустити, що рівняння 
має три корені, проміжки локалізації яких ]0;5,0[ , ]1;5,0[  і 
]5,2;2[ .  
Для контролю розв’яжемо задачу графічно. Подамо рівняння у 
вигляді 
xexxx  5,122 23  і побудуємо графіки лівої 
22 23  xxxy  та правої xey  5,1  частин (рис. 27). Пере-
тин графіків на рис. 27 показує, що коренів три і вони розміщені на 









),,,( 110  kkk xxxx  , ...,2,1k )   
значень ...,...,,, 21 kxxx , що наближаються до кореня 
x :  
2.2.2. Методи  уточнення  наближених  значень  коренів.  
Метод поділу навпіл. Метод простих ітерацій. Метод Ньютона  
На етапі уточнення кореня 
x  рівняння 0)( xf  обчислю-
ють його наближене значення з заданою точністю.  
Для цього використовують різні ітераційні методи (методи 
послідовних наближень), суть яких полягає у послідовному обчис-
ленні, виходячи з початкового наближення 0x , за однією й тією ж 




















 (це забезпечується вибором k ). 
Критеріями закінчення ітераційного процесу служать:  
а) досягнення заданої точності за аргументом:   *xxk , де 
0  – задана гранична абсолютна похибка знаходження наближе-
ного значення kx  кореня 
x ;  
б) досягнення заданої точності за функцією:  )( kxf , де 
0  – задана гранична абсолютна похибка знаходження наближе-
ного нульового значення )( kxf  функції )(xf ;  
в) досягнення заданого максимально допустимого числа ітера-
цій maxk :  maxkk  .  
Далі наведемо розрахункові схеми деяких найпоширеніших 
ітераційних методів уточнення наближеного значення кореня:  
а) Метод дихотомії (бісекції, поділу навпіл):   
2)( 11   kkk bax ;  0)()( 11  kk bfaf ,  ...,2,1k ,  
де kx  – наближення до шуканого кореня 
x ; ];[ 11  kk ba  – поперед-
ній проміжок ізоляції кореня. Якщо 0)( kxf , то покласти kxx 

  
і закінчити обчислення. Якщо 0)()( 1  kk afxf , то покласти 
kk xa  ; 1 kk bb , інакше – kkkk xbaa   ;1 . Далі присвоїти 
1:  kk  і продовжити обчислення.  
б) Модифікований метод простих ітерацій:  
...,2,1),( 11   kxfxx kkk ,  
де   – параметр, значення якого підбирається експериментально 
так, щоб справджувалася умова збіжності 1|)('1|  xf  (звичай-
но, з діапазону 11,0||  ). За початкове наближення кореня 0x  
можна прийняти довільне значення x  з проміжку ізоляції ];[ 00 ba  
(зокрема, за 0x  можна взяти середину 2)( 00 ba   проміжку лока-
лізації ];[ 00 ba  або один з його кінців 0a  чи 0b ).   
в) Модифікований метод Ньютона (дотичних або лінеари-
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зації):      )(')( 111   kkkk xfxfxx , ...,2,1k ,  
де    – параметр, значення якого підбирається експериментально 
(звичайно, з діапазону 11,0  ). За початкове наближення коре-
ня 0x  прийняти довільне значення x  з проміжку ізоляції ];[ 00 ba , 
для якого виконується умова 0)('')( 00  xfxf   (зокрема, за 0x  
можна прийняти один з кінців відрізка локалізації  ];[ 00 ba ,  де до-
держується вказана умова). 
Приклад. Дано рівняння 0)( xf . Виконати наступне:  
1. Подати задане рівняння у вигляді )()( 21 xfxf  . Знайти най-
менший за модулем дійсний корінь 
x  рівняння наближено графіч-
но як абсцису gx  найближчої до осі Oy  точки перетину графіків 
)(1 xfy  , )(2 xfy   і вказати проміжок ізоляції ];[ 00 ba  цього ко-
реня, де  0)()( 00  bfaf .  
2. Уточнити найменший за модулем корінь рівняння  0)( xf  вка-
заним далі методом. Задано точність (за аргументом)   обчислення 
кореня:  1kk xx . Задано точність (за функцією)   обчислення 
кореня: )( kxf . Виконати maxk  ітерацій. Знайти наближене 
значення 
maxk
x  цього кореня та досягнуті характеристики його точ-
ності 1maxmaxmax  kkk xx  і  maxmax kk xf . Якщо обидві задані 
характеристики точності   і   досягнуті, то вказати найменшу дос-
татню для цього кількість ітерацій достk .  
а) Методом поділу навпіл.  б) Модифікованим методом простих іте-
рацій.  в) Модифікованим методом Ньютона.  
)1ln(5,02)( 23 xxxf  ;  01,0 ;  01,0 ;  10max k .  
Вказівки. 1. Усі проміжні обчислення проводити з точністю не мен-
ше шести десяткових знаків після коми. 2. Проміжок локалізації 
];[ 00 ba  шуканого кореня 
x  визначити так, що його кінці 0a  і 0b  – 
цілі числа, причому 100  ab  і  0)()( 00 bfaf . 3. У модифіка-
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ціях методу простих ітерацій і методу Ньютона за значення пара-
метра спочатку взяти відповідно ))()(sgn( 00 afbf   і 1 ,  
де  }01,00,01{sgn  xприxприxприx .  Якщо при 
цьому ітераційний процес розбігається, то способом проб, послі-
довно зменшуючи за модулем значення   з кроком 1,0 , знай-
ти достатнє для збіжності відмінне від нуля значення параметра  .  
□  1. Подамо дане рівняння у вигляді )1ln(5,02 23 xx  . 
Дослідимо перетин графіків 
35,02 xy   і )1ln( 2xy    
(рис. 28). У результаті одержимо, що найменший за модулем дійс-
ний корінь 
x  (у даному випадку він єдиний) лежить на відрізку 




Досягнуті характеристики його точності  
01,01098,0 3
max
 k   і  01,01034,0
3
max
 k .  
Достатня для досягнення заданих характеристик точності 










Судячи з графіків, за наближене значення цього кореня можна 
прийняти 2,1gx . На кінцях відрізка 0806853,0)1( f    і   
0609438,3)2( f .  
2. Уточнимо найменший за модулем корінь рівняння.  
а) Метод поділу навпіл.  Результати обчислень наведені у на-
ступній таблиці.  Наближене значення кореня 27,1
max












k  0 1 2 3 
kx   1,500000 1,250000 1,375000 
)( kxf   -0,866155 0,082454 -0,361277 
1 kkk xx    0,250000 0,125000 
ka  1,000000 1,000000 1,250000 1,250000 
kb  2,000000 1,500000 1,500000 1,375000 
)( kaf  0,806853 0,806853 0,082454 0,082454 
)( kbf  -3,609438 -0,866155 -0,866155 -0,361277 
 
k  4 5 6 7 
kx  1,312500 1,281250 1,265625 1,273438 
)( kxf  -0,132101 -0,023036 0,030151 0,003668 
1 kkk xx  0,062500 0,031250 0,015625 0,007813 
ka  1,250000 1,250000 1,265625 1,273438 
kb  1,312500 1,281250 1,281250 1,281250 
)( kaf  0,082454 0,082454 0,030151 0,003668 
)( kbf  -0,132101 -0,023036 -0,023036 -0,023036 
 
k  8 9 10 
kx  1,277344 1,275391 1,274414 
)( kxf  -0,009656 -0,002987 0,000342 
1 kkk xx  0,003906 0,001953 0,000977 
ka  1,273438 1,273438 1,274414 
kb  1,277344 1,275391 1,275391 
)( kaf  0,003668 0,003668 0,000342 




б) Модифікований метод простих ітерацій.  За початкове на-
ближення кореня взято 5,12)( 000  bax . За початкове значен-
ня параметра прийнято 1))()(sgn( 00  afbf . Способом пі-
дбору знайдено достатнє для збіжності значення параметра 4,0 .  
Результати обчислень наведені у наступній таблиці, де 
)()( xfxx  . Наближене значення кореня 27,1
max
kx . Досяг-
нуті характеристики його точності 01,01040,0 4
max
 k  і 
01,01036,0 4
max
 k . Достатня для досягнення заданих ха-
рактеристик точності 01,0  і 01,0  кількість ітерацій 
5достk .  
 
k  0 1 2 3 
kx  1,500000 1,153538 1,308088 1,261495 
)( kxf  -0,866155 0,386375 -0,116484 0,044062 
)( kx  1,153538 1,308088 1,261495 1,279120 
1 kkk xx   0,346462 0,154550 0,046593 
 
k  4 5 6 7 
kx  1,279120 1,272827 1,275125 1,274292 
)( kxf  -0,015732 0,005746 -0,002082 0,000757 
)( kx  1,272827 1,275125 1,274292 1,274595 
1 kkk xx  0,017625 0,006293 0,002299 0,000833 
 
k  8 9 10 
kx  1,274595 1,274485 1,274525 
)( kxf  -0,000275 0,000100 -0,000036 
)( kx  1,274485 1,274525 1,274511 
1 kkk xx  0,000303 0,000110 0,000040 
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в) Модифікований метод Ньютона.  На відрізку локалізації 
]2;1[  справджується нерівність 0)1(25,1)(' 22  xxxxf , 
тобто похідна )(' xf  зберігає знак. Тому на цьому проміжку функ-
ція )(xf  монотонна (спадна) і рівняння має єдиний корінь. Друга 
похідна 
222 )1()1(23)('' xxxxf  . Оскільки виконується 
умова 0)5,1('')5,1( ff , то взято 5,10 x . За початкове значення 
параметра прийнято 1 , яке не змінюється, оскільки забезпечує 
збіжність ітераційного процесу. Результати обчислень наведені у 
наступній таблиці.   
 
k  0 1 2 3 
kx  1,500000 1,298478 1,274817 1,274515 
)( kxf  -0,866155 -0,082718 -0,001031 0,000000 
)(' kxf  -4,298077 -3,495902 -3,408969 -3,407866 
1 kkk xx   0,201522 0,023661 0,000303 
 
k  4 5 6 7 
kx  1,274515 1,274515 1,274515 1,274515 
)( kxf  0,000000 0,000000 0,000000 0,000000 
)(' kxf  -3,407866 -3,407866 -3,407866 -3,407866 
1 kkk xx  0,000000 0,000000 0,000000 0,000000 
 
k  8 9 10 
kx  1,274515 1,274515 1,274515 
)( kxf  0,000000 0,000000 0,000000 
)(' kxf  -3,407866 -3,407866 -3,407866 
1 kkk xx  0,000000 0,000000 0,000000 
 
Наближене значення кореня 27,1
max
kx . Досягнуті характе-




 k    і   01,010
15
max
 k .   
Достатня для досягнення заданих характеристик точності 
01,0  і 01,0  кількість ітерацій  3достk .  
Отже, шукане значення кореня 01,027,1 x .   ■ 
 
2.3. Апроксимація  функцій 
Задача апроксимації (наближення) функцій полягає у тому, 
щоб для заданої функції )(xfy   побудувати апроксимуючу (на-
ближену) функцію (модель)  )(xFy  , значення якої достатньо 
близькі до значень даної функції. Відхилення )()()( xFxfxR   
характеризує якість наближення.  
 
2.3.1. Інтерполяційний  многочлен  Лагранжа  
Нехай досліджувана функція )(xf  задана на відрізку ];[ ba  
своїми значеннями в 1n  (у загальному випадку, нерівновіддале-
них) вузлах  bxxxa n  ...10   і  )( kk xfy  , nk ,0 . Розг-
лядається інтерполяційна задача: побудувати многочлен  )(xLn  
(степеня не вище за n ), значення якого в 1n  точках nxxx ,...,, 10  
співпадали би зі значеннями в них функції )(xf :   
kkn yxP )( ,   де  )( kk xfy  ,  nk ,0 . 


















)( ,  
яку називають інтерполяційним многочленом (формулою)  Лаг-
ранжа. Інтерполяційний многочлен )(xLn  можна записати у стис-














)( .  
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Приклад. Для функції )(xfy  , що задана таблицею 
k  0 1 2 3 
kx  -4 -2 1 2 
ky  -2 0,5 1,5 3 
знайти інтерполяційний многочлен Лагранжа )(xLy n . Обчисли-
ти значення цього інтерполяційного многочлена на відрізку ]4;4[  
з кроком 5,0h , скласти відповідну таблицю і побудувати його 
графік.  
Вказівка.  Усі проміжні обчислення проводити з точністю не менше 
шести десяткових знаків після коми. Значення коефіцієнтів Лагран-
жа подати з округленням до чотирьох десяткових знаків після коми.  
□ Степінь многочлена Лагранжа при 1n  вузлах дорівнює n . 
Для нашого прикладу 3n , тобто многочлен Лагранжа має третій 
















































































   
 )10/1()23)(4)((48/1()1)(4)(30/1( 22 xxxxx   
 xxxxxxxx 4)(30/1()2)(4)(8/1()4)(4( 2322   
 )1644)(10/1()810)(48/1()4 2323 xxxxxx   
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 100000,0020833,0033333,0()825)(8/1( 23 xxx   
 )625000,0400000,0020833,0033333,0()125000,0 3x   
 xx )250000,0400000,0208333,0133333,0(2   
 3079166,0)000000,1600000,1166667,0133333,0( x   
 900000,0308334,0212500,0 2 xx   
9000,03083,02125,00792,0 23  xxx .  ■  
Складемо таблицю значень )(3 xLy  :  
 
k  0 1 2 3 4 5 6 7 8 
kx  -4 -3,5 -3 -2,5 -2 -1,5 -1 -0,5 0 
)(3 kxL  -2,00 -0,96 -0,24 0,23 0,50 0,65 0,73 0,79 0,90 
 
k  9 10 11 12 13 14 15 16 
kx  0,5 1 1,5 2 2,5 3 3,5 4 
)(3 kxL  1,12 1,50 2,11 3,00 4,24 5,87 7,97 10,60 
 
Графік інтерполяційного полінома Лагранжа )(3 xLy   зо-








-3 -2 -1 
0 





2.3.2. Апроксимація  за  методом  найменших  квадратів 
Нехай вхідна функція )(xfy   задана таблицею значень 
)( kk xfy  , nk ,0  для скінченної множини точок nxxx ,...,, 10 . 
Припускаємо, що значення функції ky , nk ,0  відомі з похибка-
ми.  
У цьому випадку  використання  інтерполяційної  формули  
невиправдане, оскільки призведе до відтворення апроксимуючою 
функцією )(xFy   всіх цих похибок і спотвореного ними характе-
ру поведінки вхідної функції )(xfy  . Більш обґрунтованим є за-
стосування апроксимації за методом найменших квадратів (МНК).  
При цьому на практиці за апроксимуючу функцію часто при-
ймають звичайний алгебраїчний многочлен m -го степеня  
m
mm xaxaaxPxF  ...)()( 10 ,  
де  maaa ...,,, 10  – невідомі коефіцієнти.  
Найпростішою (при 1m ) є залежність  xaaxF 10)(   – 
лінійна регресія. Близькість експериментального розподілу точок 
);( 000 yxM , );( 111 yxM , …, );( nnn yxM  до лінії регресії – прямої 
xaay 10   легко проглядається після їх побудови в одній прямо-
кутній системі координат.  
Оптимальні МНК-оцінки коефіцієнтів 0a  і 1a  визначаються 






























Точність лінійної апроксимації за МНК оцінюється на основі 
досягнутого мінімального значення суми квадратів відхилень 






10102 )(),(   або відповідного 
середньоквадратичного відхилення  






10 )()1/(1 .  
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Приклад. Функція )(xf  задана таблицею  
 
k  0 1 2 3 
kx  -3 -1 1 2 
)( kk xfy   -2 1 1 2 
 
Знайти апроксимацію цієї функції )(xf  лінійною регресією 
xaaxF 10)(   за методом найменших квадратів. Обчислити зна-
чення отриманої лінійної регресії xaay 10   на кінцях відрізка 
]4;4[ , скласти відповідну таблицю і побудувати графік. Знайти 
середньоквадратичне відхилення sy  лінійної регресії від заданих 
значень вхідної функції.  
Вказівка.  Усі проміжні обчислення проводити з точністю не менше 
шести десяткових знаків після коми. Значення коефіцієнтів лінійної 
регресії подати з округленням до чотирьох десяткових знаків після 
коми.  
□ Застосуємо лінійну апроксимацію xaaxF 10)(  . Прове-
демо попередні обчислення і заповнимо таблицю  
 
k  kx  )( kxf  
2
kx  )( kk xfx  
0 -3 -2 9 6 
1 -1 1 1 -1 
2 1 1 1 1 
3 2 2 4 4 
  -1 2 15 10 
 
Складемо і розв’яжемо (за формулами Крамера) систему для 






































 ;  
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6780,059/40)1(0 a ;    7119,059/42
)2(
1 a .      
Отже, xy 7119,06780,0   – шукана лінійна регресія.  
Обчислимо значення отриманої 
лінійної апроксимації та складемо від-
повідну таблицю:  
Побудуємо графік – лінію регресії 
xy 7119,06780,0   (рис. 30).  
Знайдемо середньоквадратичне 
відхилення sy :  
      20 210 )4577,12()2/1()()1/(1
n
k kks
xaayny   
 0775,1)1018,22()3899,11()0339,01( 2/1222  .   ■   
 
2.4. Чисельне  диференціювання  та  інтегрування  функцій  
 
2.4.1. Чисельне  диференціювання   
Нехай на сітці }...:{ 10 bx ...x xxax nkk   з рів-
номірним кроком constxxh kk  1 , nk ,1  у всіх вузлах kx , 
nk ,0   відомі значення )( kk xfy  , nk ,0  вхідної функції 
)(xfy  . Використовуючи інтерполяцію многочленом Лагранжа 
другого порядку (за шаблоном з трьох вузлів 1kx , kx  і 1kx ), діс-
танемо формулу:  
),('),(')(' 2 hxRhxFxf kkk  ,   
де    )2()(),(' 11 hyyhxF kkk    – апроксимація   похідної   за   
допомогою центральної різниці;  )(''')6/(),('
2
2 kk cfhhxR   – 
похибка цієї апроксимації, що має порядок точності 2r  від-
x  -4 4  










носно h  ( )(),('2
r
k hOhxR  );  kc  – деяка невідома точка з інтер-
валу );( 11  kk xx .   
За методом Рунге (методом подвоєння кроку) можна оціни-
ти абсолютну похибку апроксимації похідної  |),('|1 hxR :   
)12()2,('),('1 
rhxFhxF    (перша формула Рунге) 
і знайти уточнене значення похідної з підвищеним порядком точ-
ності 1r :    
  )()12()2,('),('),(')(' 1 rr hOhxFhxFhxFxf   
(друга формула Рунге).  
Приклад. Функція )(xfy   задана на відрізку ];[ ba , де 
1a  і 8,1b , наступною таблицею значень )( kk xfy  , 
nk ,0  ( 8n ) у рівновіддалених вузлах kx , nk ,0  з кроком 
35,0/)(  nabh :  
 
k  0 1 2 3 4 5 6 7 8 
kx  -1 -0,65 -0,3 0,05 0,4 0,75 1,1 1,45 1,8 
ky  -1,2 -0,95 -0,6 -0,4 -0,15 0,55 0,8 1,15 1,45 
 
Знайти наближене значення )(' 5xf  похідної )(' xf  у вузлі 5x  за 
формулою )2()(),(')(' 11 hyyhxFxf kkkk   , що має поря-
док точності 2r , з кроком 35,0h . Користуючись методом Рун-
ге (подвоєнням кроку), оцінити абсолютну похибку апроксимації 
1  та уточнити значення похідної )(' 5xf .  
Вказівка.  Усі проміжні обчислення проводити з точністю не менше 
шести десяткових знаків після коми. Уточнене значення похідної 
подати з округленням до двох десяткових знаків після коми.  
□  При кроці 35,0h  маємо:  
36,1357143,1)2()(),(')(' 6455  hyyhxFxf .  
Згідно з методом Рунге обчислимо наближене значення 
)(' 5xf  за тією ж формулою при подвоєному кроці 7,02 h :  
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107143,1)4()()2,(')(' 3755  hyyhxFxf .  
Далі знайдемо оцінку абсолютної похибки 1  і уточнене зна-
чення похідної:  
   )12()2,('),('),(' 5551
rhxFhxFhxR   
  08,0083333,0)12(107143,1357143,1 2  ;   
   )12()2,('),('),(')(' 5555
rhxFhxFhxFxf   
44,1440476,1083333,0357143,1  .   ■  
 
2.4.2. Чисельне інтегрування функцій. Метод   
прямокутників. Метод трапецій. Метод Симпсона   
Нехай необхідно знайти наближене значення )( fIn  визначе-
ного інтеграла  
b
a
dxxffI )()( , де підінтегральна функція )(xf  
задана своїми значеннями )( kk xfy  , nk ,0  у вузлах рівномір-
ної сітки }...:{ 0 bx ...xxax nkk   зі сталим кроком h .   
Наведемо найпростіші квадратурні формули знаходження 
наближення )( fIn  у вигляді лінійної комбінації значень підінтег-
ральної функції у вузлах kx , nk ,0 :   
а) Метод прямокутників:  




Ryyynabdxxf   )...)(/)(()( 110 , де nR  – похибка;  




Ryyynabdxxf  )...)(/)(()( 21 ,  де   nR  – похибка.  
Абсолютну похибку || nn R  обчислення інтеграла за цими 
формулами можна оцінити граничною абсолютною похибкою 
n  
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за допомогою співвідношення:  
1
2 ))2/()((|| MnabR nnn 





 .  
Тобто, формули прямокутників характеризуються першим поряд-
ком точності:  )( rn hO

, де 1r .  




Ryyyynabdxxf   )2/...2/()/)(()( 110  ,  
де nR  – похибка.  Абсолютну похибку || nn R  обчислення інтег-
рала за формулою трапецій можна оцінити граничною абсолютною 
похибкою 
n  за допомогою співвідношення: 
2
23 ))12/()((|| MnabR nnn 





 .  
Тобто, формула трапецій характеризується другим порядком точно-
сті:  )( rn hO

, де 2r .  
в) Метод Симпсона (парабол):  
  )...(4())3/()(()( 1310 nn
b
a
yyyyynabdxxf   
nn Ryyy   ))...(2 242 ,  де nR  – похибка; n  – парне.  
Абсолютна похибка || nn R  обчислення інтеграла за фор-
мулою парабол оцінюється граничною абсолютною похибкою 
n  
так:   
4







 .  
Тобто, формула Симпсона характеризується четвертим порядком 
точності:  )( rn hO

, де 4r .  
Зауваження.  Згідно з методом подвоєння кроку за першою 




hhn II , а за другою формулою Рунге можна уточ-
нити значення інтеграла:    )12(2 
r
hhhут IIII . Тут  hI  і 
hI2  – наближені значення інтеграла, обчислені за вибраною квадра-
турною формулою відповідно при кроці h  і h2 ;  r  – порядок точ-
ності цієї квадратурної формули ( 1r  – для формул лівих і правих 
прямокутників, 2r  – для формули трапецій,  4r  – для форму-
ли Симпсона).   










I .  
Виконати наступне:  
1. Обчислити заданий інтеграл аналітично. Прийняти результат ана-
літичного розрахунку aI  за точне значення інтеграла.  
2. Розбити відрізок інтегрування  ]4;1[];[ ba  на 12n  рівних 
частин з кроком  25,0/)(  nabh   точками  kx ,  nk ,0 . Об-
числити відповідні значення )( kk xfy  , nk ,0  підінтегральної 
функції )116ln()/1()( 2/3  xxxf , скласти відповідну таблицю і 
побудувати графік цієї функції.  
3. Обчислити наближено заданий інтеграл, застосовуючи при 
12n   формули:  а) лівих прямокутників,  б) правих прямокутни-
ків,  в) трапецій,  г) Симпсона.  Користуючись методом Рунге (под-
воєнням кроку), для кожної вказаної квадратурної формули оцінити 
граничну абсолютну похибку 
n  одержаного наближення hI  і 
знайти уточнене наближене значення інтеграла утI . Для кожного 
методу знайти відносну похибку   %100 aaутут III  уточ-
неного наближення інтеграла утI  порівняно з точним aI .  
Вказівка.  Усі проміжні обчислення проводити з точністю не менше 
шести десяткових знаків після коми. Уточнені наближені значення 
інтеграла подати з округленням до чотирьох десяткових знаків піс-
ля коми.  








































































































  3490552,3)27/35(ln8)7/25(ln)5/3(ln)9/7(ln8  .  
2. Розіб’ємо відрізок інтегрування ]4;1[];[ ba  на 12n  рів-
них частин з кроком  25,0/)(  nabh  точками kx , nk ,0  і 
обчислимо відповідні значення  )( kk xfy  , nk ,0  підінтеграль-
ної функції )116ln()/1()( 2/3  xxxf . Складемо таблицю:  
 
k  0 1 2 3 4 5 6 
kx  0 0,25 0,5 0,75 1 1,25 1,5 
ky  2,708050 2,106869 1,706747 1,423668 1,214098 1,053436 0,926816 
 
k  7 8 9 10 11 12 
kx  1,75 2 2,25 2,5 2,75 3 
ky  0,824760 0,740961 0,671072 0,612003 0,561502 0,517892 
 
і побудуємо графік підінтегральної функції )(xfy   (рис. 31).  
3. Обчислимо наближено заданий інтеграл, застосовуючи при 
12n  вказані квадратурні формули. Для кожного методу знайдемо 
відповідні характеристики точності.   
а) Знайдемо наближені значення інтеграла hI  і hI2  за форму-
лою лівих прямокутників:   
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637495,3)...( 1110  yyyhIh ;  
954337,3)...(2 104202  yyyyhI h .  
Тоді за першою формулою Рунге  
316842,0)12( 12 

hhh II .    
Знайдемо уточнене значення інтеграла утI  за другою форму-
лою Рунге:    3207,3320653,3)12( 12  hhhут IIII .  
Обчислимо відносну похибку ут  уточненого наближеного 
значення інтеграла утI  порівняно з точним aI :  
  %8481,0%100  aaутут III .  
б) Знайдемо наближені значення інтеграла hI  і hI2  за форму-
лою правих прямокутників:   
089956,3)...( 1221  yyyhIh ;  
859258,2)...(2 126422  yyyyhI h .  
Тоді за першою формулою Рунге  
230698,0)12( 12 

hhh II .    
Знайдемо уточнене значення інтеграла утI  за другою форму-
лою Рунге:     3207,3320653,3)12( 12  hhhут IIII .  
y





)116ln()/1()( 2/3  xxxf
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Обчислимо відносну похибку ут  уточненого наближеного 
значення інтеграла утI  порівняно з точним aI :  
  %8481,0%100  aaутут III .  
в) Знайдемо наближені значення інтеграла hI  і hI2  за форму-
лою трапецій:   
363726,3)2/...2/( 1211210  yyyyyhIh ;  
406798,3)2/...2/(2 12104202  yyyyyhI h .  
Тоді за першою формулою Рунге  
014357,0)12( 22 

hhh II .    
Знайдемо уточнене значення інтеграла утI  за другою форму-
лою Рунге:     3494,3349368,3)12( 22  hhhут IIII . 
Обчислимо відносну похибку ут  уточненого наближеного 
значення інтеграла утI  порівняно з точним aI :  
  %0093,0%100  aaутут III .  
г) Знайдемо наближені значення інтеграла hI  і hI2  за форму-
лою Симпсона:   
  )...(4)3/( 1131120 yyyyyhIh   
 349368,3)...(2 1042  yyy ;     1202 )3/2( yyhI h   
 353054,3)(2)...(4 841042  yyyyy .  
Тоді за першою формулою Рунге  
000246,0)12( 42 

hhh II .    
Знайдемо уточнене значення інтеграла утI  за другою форму-
лою Рунге:     3491,3349122,3)12( 42  hhhут IIII .  
Обчислимо відносну похибку ут  уточненого наближеного 
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значення інтеграла утI  порівняно з точним aI :  
  %0020,0%100  aaутут III .   ■  
 
2.5. Чисельні  методи  розв’язування  задачі  Коші  
для  звичайних  диференціальних  рівнянь  
 
2.5.1. Загальні поняття про чисельні методи  
розв’язування задачі Коші   
Нехай звичайне диференціальне рівняння першого порядку 
0))(),(,(  xyxyxF  можна подати у нормальній формі  
))(,()( xyxfxy  . 
Його розв’язком є диференці-
йовна функція )(xy , що при підста-
новці в рівняння перетворює його у 
вірну тотожність. На рис. 32 наведе-
но графік розв’язку диференціально-
го рівняння, який називається інтег-
ральною кривою.  
Задача Коші полягає у тому, 
щоб відшукати функцію )(xyy  , 
яка задовольняє рівнянню 
))(,()( xyxfxy   і початковій умові 00)( yxy  . Геометричний 
зміст цієї задачі:  знайти інтегральну криву )(xyy  , що прохо-
дить через задану точку ),( 00 yxМ . Звичайно визначають розв’язок 
задачі Коші на відрізку, який розташований праворуч від початко-
вого значення 0x , тобто для ],[ 0 Xxx , де 0xX  .  
Чисельні методи розв’язування задачі Коші діляться на: одно-
крокові та багатокрокові, явні та неявні. 
Однокроковий метод використовує дані про розв’язок )(xy  
тільки в одній попередній точці. Проте деякі з них передбачають 
обчислення значень правої частини ),( yxf  у проміжних точках.  










розв’язку ky  потребує даних про розв’язок у m  попередніх точках 
ikx  , mi ...,,2,1 ,  1m .  
В явних методах поточне значення розв’язку виражається в 
явній формі і знаходиться безпосередньо через його відомі значення 
на попередніх кроках за допомогою скінченного числа операцій. (Ці 
методи не потребують ітерацій).  
У неявних методах знаходження поточного значення розв’яз-
ку зводиться до наближеного розв’язування скінченного рівняння. 
Звичайно, для цього застосовують метод простих ітерацій або метод 
Ньютона.  
Нехай )(xy   точний розв’язок задачі Коші, а ky , nk ,...,1,0  
 її наближений чисельний розв’язок. Глобальною похибкою (або 
просто похибкою) чисельного методу називають сіткову функцію 
kkk yxyR  )( , nk ,0 , задану у вузлах kx  сітки n , nk ,0 .  






 .   
Локальною похибкою на k -му кроці однокрокового методу нази-
вають )(~ kkk xyyl  , де ky
~   чисельний розв’язок, отриманий при 
умові, що за наближення 1ky  до розв’язку на попередньому кроці 
взято його точне значення: )( 11   kk xyy . Локальною похибкою 
на k -му кроці m -крокового методу називають величину 
)(~ kkk xyyl  ,  де  ky
~   чисельний розв’язок, одержаний при 
умові, що за наближення iky  , mi ...,,2,1  до розв’язку на m  по-
передніх кроках взято його точні значення: )( ikik xyy   , 
mi ...,,2,1 .  
Для оцінки якості наближення на відрізку ];[ 0 nxx  також ви-
користовується середньоквадратичне відхилення n  наближених 
значень ky  розв’язку від точних )( kxy , яке обчислюється за фор-





2))(()/1( .  
Чисельний метод має r -й порядок точності ( 0r ), якщо 
для абсолютної похибки n  справджується оцінка 
r
n Ch , де C  
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 деяка додатна стала.  
Зауваження. Похибка наближеного розв’язку тим чи іншим 
чисельним методом виражається через похідні шуканого розв’язку, 
які наперед невідомі. На практиці у випадку рівномірної сітки двічі 
проводять розрахунки за однією й тією ж схемою r -го порядку точ-
ності при кроках h  і h2 . Як результат отримують відповідно два 
наближення ),( hxy  і )2,( hxy  до точного розв’язку )(xy . Викори-
стовуючи першу формулу Рунге, для оцінки граничної абсолютної 
похибки 
n  наближеного розв’язку ),( hxy  на густішій сітці можна 
дістати співвідношення  






де максимум береться за всіма співпадаючими вузлами x  обох сі-
ток.  
 
2.5.2. Явні  однокрокові  методи  Ейлера  і  Рунге  Кутта  
Нехай треба розв’язати задачу Коші ),( yxfy  , 00)( yxy   
на відрізку ],[ 0 Xxx , де 0xX  . Візьмемо сталий крок 
nxXh /)( 0  і побудуємо рівномірну сітку з вузлами 
khxxk  0 ,  nk ,...,2,1,0 .  
У кожному вузлі 1kx , nk ,...,1  замінимо похідну y  скін-
ченною різницею вперед hyyy kkk /)( 11   , а праву частину 
),( yxf  обчислимо в точці ),( 11  kk yx . Отримаємо  
),( 111   kkkk yxfhyy  ( nk ,...,1 ) – різницеве рівняння, що 
служить наближенням даного диференціального рівняння з локаль-
ною похибкою другого порядку: )( 2hOlk  . Абсолютна похибка 
має перший порядок:  )(hOn  .  
Додаючи початкову умову )( 00 xyy  , одержимо різницеву 
задачу Коші, що апроксимує відповідну диференціальну задачу.  
Явний однокроковий метод Ейлера задається розрахункови-
ми формулами:  
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kkk yyy  1 , ),( 11  kkk yxfhy ,  nk ,...,1   
і забезпечує перший порядок точності ( 1r ).  
Серед методів високої точності одним з найпоширеніших є 
метод Рунге  Кутта. Він базується на розвиненні шуканого 
розв’язку )(xy  в ряд Тейлора в околі точки kxx   до членів r -го 
порядку включно. Розрахункові формули явного однокрокового 
методу Рунге  Кутта четвертого порядку точності ( 4r ) для 
випадку сталого кроку інтегрування мають вигляд:  
kkk yyy  1 ,  6)22( 4321 KKKKyk  ;   
),( 111  kk yxfhK ;  )2/,2/( 1112 KyhxfhK kk   ;  
)2/,2/( 2113 KyhxfhK kk   ;  
),( 3114 KyhxfhK kk   ,  ...,3,2,1k .  
 
2.5.3. Явний  чотирикроковий  метод  Адамса.  
Метод  прогнозування  і  корекції  Хеммінга  
Замінюючи праву частину диференціального рівняння 
),(' yxfy   інтерполяційним многочленом третього порядку, мож-
на одержати розрахункові формули явного чотирикрокового ме-
тоду Адамса  
kkk yyy  1 ;      59),(55)24/( 11 kkk yxfhy   
),(9),(37),( 443322   kkkkkk yxfyxfyxf , ...,5,4k , 
що має четвертий порядок точності.  
У методах прогнозування та корекції (предиктор – корек-
тор) кожний крок розбивається на два етапи:  спочатку явним ме-
тодом (предиктор) знаходять його грубе наближення 
)0(
ky  в новому 
k -му вузлі (прогнозування), а потім неявним методом (коректор), 




ky , ... (корекція).  
На практиці часто застосовують чотирикроковий метод про-
гнозування і корекції Хеммінга:  
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   ),(),(2)3/4( 22114
)0(
kkkkkk yxfyxfhyy   
),(2 33  kk yxf ;              )8/3()9()8/1( 31 hyyy kkk   
 ),(),(2),( 2211)0(   kkkkkk yxfyxfyxf ;   ...,6,5,4k , 
де корекція обмежується однією ітерацією. Він має четвертий поря-
док точності.  
Зауваження. Для запуску багатокрокових методів Адамса і 
Хеммінга потрібно додатково визначити 1y , 2y  і 3y , наприклад, 
тим же методом Рунге  Кутта.  
Приклад.  Поставлено задачу Коші:  знайти частинний розв’я-
зок диференціального рівняння ),(' yxfy  , який задовольняє по-
чатковій умові  0)1( yy  .  Виконати наступне:  
1. Розв’язати дану задачу Коші аналітично. Прийняти результат 
аналітичного розрахунку )(xyy   за точний розв’язок. Обчислити 
значення )( kxy  отриманого аналітичного розв’язку на відрізку 
]2;1[  у 10n  рівновіддалених вузлах  hxx kk  1 , 10 x , 
nk ,...,2,1  з кроком  0,1h  .  Скласти відповідну таблицю і по-
будувати графік цього розв’язку )(xyy  .  
2. Чисельно розв’язати задачу Коші на відрізку ]2;1[  з кроком  
0,1h   вказаним далі способом:  а) методом Ейлера;  б) методом 
Рунге – Кутта;  в) методом Адамса;  г) методом Хеммінга. Для кож-
ного способу отримані наближені значення ky ; nk ,...,1,0  занес-
ти у відповідну таблицю і побудувати графік наближеного розв’яз-
ку )(xyy  . Користуючись методом подвоєння кроку, знайти оцін-





 граничної абсолютної 
похибки 
n  одержаного наближеного розв’язку ),( hxyy   на гус-





2))(()/1(  – середньок-
вадратичне відхилення наближених значень ky  розв’язку від точ-
них )( kxy .  
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2/3/2),( xxyyxf  ;    20 y .  
Вказівка. 1. Усі проміжні обчислення проводити з точністю не мен-
ше шести десяткових знаків після коми. Наближені значення роз-
в’язку подати з округленням до шести десяткових знаків після ко-
ми.  2. Необхідні для запуску чотирикрокових методів Адамса та 
Хеммінга, окрім початкової умови )1(0 yy  , ще три значення 1y , 
2y  і 3y  попередньо знайти за допомогою однокрокового методу 
Рунге – Кутта (використати результати пункту  2.б).  
□  1. Розв’яжемо дану задачу Коші аналітично:  
2/3/2' xxyy   – лінійне рівняння;  uvy   – підстановка  
Бернуллі;  ''' uvvuy  ;  2/3/2'' xxuvuvvu  ;  





2 ;   
xv ln2ln  ;  2xv  ;  22 /3' xxu  ;  Cxdxxu  
343 ;   
23 )( xCxuvy    – загальний розв’язок;   
2)1( y :   21)1( 23  C ;  1C ;  223 /1)1( xxxxy     
– розв’язок задачі Коші.   
Розіб’ємо заданий відрізок ]2;1[  на 10n  рівних частин з 
кроком  0,1h   точками kx , nk ,0  і обчислимо відповідні зна-
чення  )( kk xfy  , nk ,0  аналітичного розв’язку 
2/1 xxy  . 
Складемо таблицю:  
 
k  0 1 2 3 4 5 
kx  1 1,1 1,2 1,3 1,4 1,5 
)( kxy  2,000000 2,119091 2,273333 2,459231 2,674286 2,916667 
 
k  6 7 8 9 10 
kx  1,6 1,7 1,8 1,9 2 
)( kxy  3,185000 3,478235 3,795556 4,136316 4,500000 
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і побудуємо графік цього розв’язку )(xyy   (рис. 33).  
2. Розв’яжемо задачу Коші наближено на відрізку ]2;1[  з кро-
ком  0,1h   вказаним далі способом. Для кожного методу знайде-
мо відповідні характеристики точності отриманого чисельного 
розв’язку.   
 
а) Проведемо обчислення за методом Ейлера й отримані зна-
чення запишемо у таблицю:  
 
k  0 1 2 3 4 5 
kx  1 1,1 1,2 1,3 1,4 1,5 
ky  2,000000 2,100000 2,233884 2,397865 2,589253 2,806085 
 
k  6 7 8 9 10 
kx  1,6 1,7 1,8 1,9 2 
ky  3,046896 3,310570 3,596243 3,903233 4,230997 
 
Аналогічно провівши розрахунки наближеного розв’язку з по-
двоєним кроком 2,02 h , за формулою Рунге дістанемо оцінку 
граничної абсолютної похибки   
11027,2  n .  













значень ky  розв’язку )(xyy   від точних )( kxy , які візьмемо з 
пункту 1. Дістанемо  
11055,1 n .  
б) Проведемо обчислення за методом Рунге  Кутта й отрима-
ні значення запишемо у таблицю:  
 
k  0 1 2 3 4 5 
kx  1 1,1 1,2 1,3 1,4 1,5 
ky  2,000000 2,119085 2,273322 2,459215 2,674266 2,916643 
 
k  6 7 8 9 10 
kx  1,6 1,7 1,8 1,9 2 
ky  3,184972 3,478203 3,795518 4,136274 4,499953 
 
Аналогічно провівши розрахунки наближеного розв’язку з по-
двоєним кроком 2,02 h , за формулою Рунге дістанемо оцінку 
граничної абсолютної похибки   
21076,8  n .  
Знайдемо середньоквадратичне відхилення n  наближених 
значень ky  розв’язку )(xyy   від точних )( kxy , які візьмемо з 
пункту 1. Дістанемо  
51093,2 n .  
в) З умови задачі 20 y , а з пункту 2.б додатково маємо ще 
три значення  119085,21 y ,  273322,22 y   і  459215,23 y , 
одержані за методом Рунге – Кутта.  
Далі проведемо обчислення за розрахунковими формулами 
методу Адамса й отримані значення занесемо у таблицю:  
 
k  0 1 2 3 4 5 
kx  1 1,1 1,2 1,3 1,4 1,5 
ky  2,000000 2,119085 2,273322 2,459215 2,674418 2,916938 
 
k  6 7 8 9 10 
kx  1,6 1,7 1,8 1,9 2 
ky  3,185364 3,478683 3,796087 4,136928 4,500692 
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Аналогічно провівши розрахунки наближеного розв’язку з по-
двоєним кроком 2,02 h , за формулою Рунге дістанемо оцінку 
граничної абсолютної похибки   
21079,8  n .  
Знайдемо середньоквадратичне відхилення n  наближених 
значень ky  розв’язку )(xyy   від точних )( kxy , які візьмемо з 
пункту 1. Дістанемо  
41095,3 n .  
г) З умови задачі 20 y , а з пункту 2.б додатково маємо ще 
три значення  119085,21 y ,  273322,22 y   і  459215,23 y , 
одержані за методом Рунге – Кутта.  
Далі проведемо обчислення за розрахунковими формулами 
методу прогнозування і корекції Хеммінга й отримані значення за-
пишемо у таблицю:  
 
k  0 1 2 3 4 5 
kx  1 1,1 1,2 1,3 1,4 1,5 
ky  2,000000 2,119085 2,273322 2,459215 2,674268 2,916645 
 
k  6 7 8 9 10 
kx  1,6 1,7 1,8 1,9 2 
ky  3,184975 3,478207 3,795523 4,136279 4,499959 
 
Аналогічно провівши розрахунки наближеного розв’язку з по-
двоєним кроком 2,02 h , за формулою Рунге дістанемо оцінку 
граничної абсолютної похибки   
21076,8  n .  
Знайдемо середньоквадратичне відхилення n  наближених 
значень ky  розв’язку )(xyy   від точних )( kxy , які візьмемо з 
пункту 1. Дістанемо  
51059,2 n .     ■  
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Завдання для практичних занять  
і модульної контрольної роботи  
Завдання 1. Для подвійного інтеграла D dxdyyxf ),(  вка-
зано підінтегральну функцію ),( yxf  і область інтегрування D , 
яка задана рівняннями ліній, що її обмежують, або системою нерів-
ностей. Необхідно:  
1. Зобразити область інтегрування D  у прямокутній системі 
координат Oxy .  
2. Подати область інтегрування D  як правильну в напрямі осі 
Oy , при необхідності розбиваючи її на частини, і зробити відповід-
ний рисунок. Обчислити даний подвійний інтеграл переходом до 
двократного повторного інтеграла із зовнішнім інтегруванням за 
змінною x  і внутрішнім інтегруванням за змінною y .  
3. Подати область інтегрування D  як правильну в напрямі осі 
Ox , при необхідності розбиваючи її на частини, і зробити відповід-
ний рисунок. Обчислити даний подвійний інтеграл переходом до 
двократного повторного інтеграла із зовнішнім інтегруванням за 
змінною y  і внутрішнім інтегруванням за змінною x .  
 
№ в-та  Завдання 
1 yxyxf 22),(  ;     09,04:
2  xyxD  
2 4/6),( yxyxf  ;                   3,,1:  xxyxyD  
3 xyyxf 6),(  ;    0,02: 22  yxyxD  
4 xyxyxf  32),( ;  22 5,3: xyxyD   
5 yxyxf 23),(  ;   0,02,: 3  yyxxyD  
6 34),( yxyxf  ;            4,,1:  xxyxyD  
7 yxyxf 23),(  ;   1,03: 22  xyxyD  
8 xyyxf 6),(  ;  33/2,9: 22  xyyxD  
9 yxyxf 2),(  ;         0,8,: 3  xyxyD   
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10 yxyxf  2),( ;           1,2,: 33  xxyxyD   
11 36),( yxxyxf  ;   02,012: 2  yxyxD  
12 2/6),( xyyxf  ;           4,4,:  xxyxyD  
 
 
Завдання 2. Обчислити вказаний криволінійний інтеграл за 































, L – дуга синусоїди xy sin , 2/0  x   
5 
L

































dlyx )2( 3/13/1 , L – дуга астроїди tx 3cos , ty 3sin , 























x dlye 21 , L – дуга експоненти xey  , 10  x  
 
Завдання 3. Обчислити вказаний криволінійний інтеграл за 












ydyxdxyxx 222 )( , L – дуга кола tx cos , ty sin , 












dyyxdxy )(cos2 22 , L – дуга синусоїди xy sin , 




dyxydxxy cossin1 2 , L – дуга тангенсоїди xtgy  ,    




dydxyx )( 3/23/2 , L – дуга астроїди tx 3cos , ty 3sin ,  









, L – дуга еліпса tx cos2 , ty sin , 






















dyyxdxyx )/()ln2( 22 , L – дуга експоненти xey  , 




dyyxxydxxy )4( 22 , L – дуга еліпса tx cos2 , 




dyxydxxy cossin2 23 , L – дуга косинусоїди xy cos ,  
2/0  x  
 
Завдання 4. Знайти радіус, інтервал і область збіжності степе-
невого ряду.  
 























































































































































Завдання 5. Наближено обчислити даний визначений інтеграл 
з граничною абсолютною похибкою 0001,0 , розкладаючи підін-
тегральну функцію в степеневий ряд і потім інтегруючи його поч-
ленно.  
 









































































































Завдання 6. Розвинути в ряд Фур’є періодичну функцію 
)(xfy  , що задана на відрізку ];[   довжиною в період 
 2T . Побудувати на окремих рисунках в одному масштабі гра-
фік даної функції )(xfy   і графік суми )(xSy   одержаного її 
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Завдання 7. Для заданої функції ),,( zyxfu   вказані значен-
нях її аргументів  xxX  , yyY  , zzZ  . Знайти на-
ближене значення u  цієї функції, а також лінійні оцінки його абсо-











24 )( yzxu  ,  
0005,0543,1 x , 
02,087,1 y ,  
006,014,2 z   
7 
32 )( yyzxu  ,  
03,015,2 x , 
005,0593,1 y ,  
008,027,0 z  
2 
223 xyxzu  ,  
007,0391,5 x , 
005,072,3 y ,  
02,068,1 z  
8 
323 xzzyu  ,  
03,048,1 x , 
0005,09326,0 y ,  
008,024,1 z  
3 
224 yxxzu  ,  
004,0629,3 x , 
009,013,2 y ,  
05,097,1 z  
9 
322 yxyzu  ,  
02,016,4 x , 
005,039,2 y ,  
0006,07182,0 z  
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4 
zxxzyu 22 )(  ,  
006,0153,4 x , 
0005,0274,2 y ,  
03,024,1 z  
10 
23 )( zxxzyu  ,  
02,026,1 x , 
0005,08514,0 y ,  
008,039,1 z  
5 
zxzxyu  )( 22 ,  
0007,04839,0 x , 
05,062,1 y ,  
003,0826,0 z  
11 
zyzxyzu  )(2 ,  
0003,08716,0 x , 
06,059,1 y ,  
005,063,1 z  
6 
24)( yzxyu  ,  
005,0157,3 x , 
007,038,2 y ,  
04,075,1 z  
12 
yzxyu 42  ,  
003,0825,0 x , 
08,089,1 y ,  
005,078,0 z  
 
Завдання 8. Дано рівняння 0)( xf . Виконати наступне:  
1. Подати задане рівняння у вигляді )()( 21 xfxf  . Знайти най-
менший за модулем дійсний корінь 
x  рівняння наближено графіч-
но як абсцису gx  найближчої до осі Oy  точки перетину графіків 
)(1 xfy  , )(2 xfy   і вказати проміжок ізоляції ];[ 00 ba  цього ко-
реня, де  0)()( 00  bfaf .  
2. Уточнити найменший за модулем корінь рівняння  0)( xf  вка-
заним далі методом. Задано точність (за аргументом)   обчислення 
кореня: 01,01  kk xx . Задано точність (за функцією)   об-
числення кореня: 01,0)( kxf . Виконати maxk  ітерацій. Знай-
ти наближене значення 
maxk
x  цього кореня та досягнуті характерис-
тики його точності 1maxmaxmax  kkk xx  і  maxmax kk xf . Якщо 
обидві задані характеристики точності   і   досягнуті, то вказати 
найменшу достатню для цього кількість ітерацій достk .  
а) Методом поділу навпіл.  б) Модифікованим методом простих іте-
рацій.  в) Модифікованим методом Ньютона.  
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Вказівки. 1. Усі проміжні обчислення проводити з точністю не мен-
ше шести десяткових знаків після коми. 2. Проміжок локалізації 
];[ 00 ba  шуканого кореня 
x  визначити так, що його кінці 0a  і 0b  – 
цілі числа, причому 100  ab  і  0)()( 00 bfaf . 3. У модифіка-
ціях методу простих ітерацій і методу Ньютона за значення пара-
метра спочатку взяти відповідно ))()(sgn( 00 afbf   і 1 , 
де  }01,00,01{sgn  xприxприxприx .  Якщо при 
цьому ітераційний процес розбігається, то способом проб, послі-
довно зменшуючи за модулем значення   з кроком 1,0 , знай-










1 05,0cos1,03,0 3  xxx  7 06,0cos1,02,0 3  xx  
2 05,0sin1,02,0 3  xxx  8 06,0sin1,03,0 3  xx  
3 05,0sin1,04,0  xxx  9 05,021,04,0  xx  
4 05,0sin1,02,0 3  xx  10 04,0cos1,02,0  xxx  
5 06,021,03,0 3  xx  11 06,021,04,0   xx  
6 05,0sin1,03,0  xx  12 04,0sin1,02,0 3  xxx  
 
 
Завдання 9. Досліджувана функція )(xf  задана своїми зна-
ченнями в 1n  вузлах bxxxxa nn  110 ...   згідно по-
даної таблиці, де 3n . У прямокутній системі координат Oxy  зо-
бразити наведені в таблиці точки ),( kk yx , )( kk xfy  , nk ,0 . 
Виконати наступне:  
1. Знайти для заданої функції )(xf  інтерполяційний многочлен Ла-
гранжа )(3 xLy  . Обчислити значення цього інтерполяційного 
многочлена на відрізку ]4;4[  з кроком 5,0h , скласти відповід-
ну таблицю і побудувати його графік.  
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2. Знайти апроксимацію цієї функції )(xf  лінійною регресією 
xaaxF 10)(   за методом найменших квадратів. Обчислити зна-
чення отриманої лінійної регресії xaay 10   на кінцях відрізка 
]4;4[ , скласти відповідну таблицю і побудувати графік. Знайти 
середньоквадратичне відхилення sy  лінійної регресії від заданих 
значень вхідної функції.  
Вказівка. 1. Усі проміжні обчислення проводити з точністю не мен-
ше шести десяткових знаків після коми. Значення коефіцієнтів інте-
рполяційного многочлена і  лінійної регресії подати з округленням 
до чотирьох десяткових знаків після коми. 2. Усі графіки побудува-
ти в одній системі координат Oxy .  
 
№ в-та k  0 1 2 3 
1 
kx  -2 0 1 4 
ky  -2,5 -1,3 2,5 1,5 
2 
kx  -3 -1 2 3 
ky  -1,5 -2,5 1,7 2,2 
3 
kx  -4 -3 0 2 
ky  -2,1 -1,5 1,4 2,6 
4 
kx  -2 0 3 4 
ky  1,5 2,3 -2,1 1,2 
5 
kx  -3 -2 1 3 
ky  2,5 1,4 -2,5 0,6 
6 
kx  -4 -3 0 3 
ky  -1,5 -2,5 1,8 -1,2 
7 
kx  -2 -1 2 4 
ky  1,5 -2,1 -1,4 1,7 
8 
kx  -3 -1 2 3 
ky  -2,5 -1,5 1,3 2,3 
 101 
9 
kx  -4 -3 0 2 
ky  -2,3 -1,8 0,5 1,2 
10 
kx  -2 1 3 4 
ky  -1,8 0,7 1,3 2,1 
11 
kx  -3 -1 2 3 
ky  -0,8 -1,5 1,7 2,1 
12 
kx  -4 -3 0 2 




Завдання 10. Функція )(xfy   задана на відрізку ];[ 0 nxx  
таблицею значень )( kk xfy  , nk ,0  ( 5n ) у рівновіддалених 
вузлах 0x , hxx kk  1 , nk ,1  зі сталим кроком nabh /)(  .  
Знайти наближене значення )(' 3xf  похідної )(' xf  у вузлі 3x  за 
формулою )2()(),(')(' 11 hyyhxFxf kkkk   , що має поря-
док точності  2r , з кроком h .  Користуючись методом Рунге  
(подвоєнням кроку), оцінити абсолютну похибку апроксимації 1  
та уточнити значення похідної )(' 3xf .  
Вказівка.  Усі проміжні обчислення проводити з точністю не менше 
шести десяткових знаків після коми. Уточнене значення похідної 
подати з округленням до двох десяткових знаків після коми.  
 
№ в-та 
k  0 1 2 3 4 5 
kx  0,1 0,2 0,3 0,4 0,5 0,6 
1 ky  1,24 0,95 0,62 0,47 0,35 0,23 
2 ky  1,13 0,87 0,72 0,53 0,38 0,25 
3 ky  1,37 1,45 1,67 1,89 2,15 2,28 
4 ky  3,14 2,75 2,36 2,17 1,85 1,62 
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5 ky  2,93 2,71 2,38 2,04 1,92 1,54 
6 ky  2,83 2,64 2,32 2,01 1,87 1,68 
7 ky  2,75 2,36 2,18 1,97 1,52 1,34 
8 ky  3,12 2,96 2,59 2,34 2,05 1,87 
9 ky  2,79 2,55 2,31 2,07 1,85 1,56 
10 ky  0,85 1,15 1,36 1,52 1,83 2,04 
11 ky  0,36 0,58 0,84 1,03 1,25 1,38 
12 ky  1,53 1,37 1,18 1,07 0,85 0,63 
 
Завдання 11.  Дано визначений інтеграл  
b
a
dxxffI )()( .  
Виконати наступне:  
1. Обчислити заданий інтеграл аналітично. Прийняти результат ана-
літичного розрахунку aI  за точне значення інтеграла.  
2. Розбити відрізок інтегрування  ];[ ba  на 12n  рівних частин з 
кроком  nabh /)(    точками  kx ,  nk ,0 . Обчислити відповід-
ні значення )( kk xfy  , nk ,0  підінтегральної функції )(xfy  , 
скласти відповідну таблицю і побудувати графік цієї функції.  
3. Обчислити наближено заданий інтеграл, застосовуючи при 
12n  формули:  а) лівих прямокутників,  б) правих прямокутни-
ків,  в) трапецій,  г) Симпсона.  Користуючись методом Рунге (под-
воєнням кроку), для кожної вказаної квадратурної формули оцінити 
граничну абсолютну похибку 
n  одержаного наближення hI  і 
знайти уточнене наближене значення інтеграла утI . Для кожного 
методу знайти відносну похибку   %100 aaутут III  уточ-
неного наближення інтеграла утI  порівняно з точним aI .  
Вказівка.  Усі проміжні обчислення проводити з точністю не менше 
шести десяткових знаків після коми. Уточнені наближені значення 
інтеграла подати з округленням до чотирьох десяткових знаків піс-
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Завдання 12. Поставлено задачу Коші:  знайти частинний роз-
в’язок диференціального рівняння ),(' yxfy  , який задовольняє 
початковій умові  0)1( yy  .  Виконати наступне:  
1. Розв’язати дану задачу Коші аналітично. Прийняти результат 
аналітичного розрахунку )(xyy   за точний розв’язок. Обчислити 
значення )( kxy  отриманого аналітичного розв’язку на відрізку 
]2;1[  у 10n  рівновіддалених вузлах  hxx kk  1 , 10 x , 
nk ,...,2,1  з кроком  0,1h  .  Скласти відповідну таблицю і по-
будувати графік цього розв’язку )(xyy  .  
2. Чисельно розв’язати задачу Коші на відрізку ]2;1[  з кроком  
0,1h   вказаним далі способом:  а) методом Ейлера;  б) методом 
Рунге – Кутта;  в) методом Адамса;  г) методом Хеммінга. Для кож-
ного способу отримані наближені значення ky ; nk ,...,1,0  занес-
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ти у відповідну таблицю і побудувати графік наближеного розв’яз-
ку )(xyy  . Користуючись методом подвоєння кроку, знайти оцін-
ку граничної абсолютної похибки 
n  одержаного наближеного 
розв’язку ),( hxyy   на густішій сітці.  Знайти середньоквадратич-
не відхилення n  наближених значень ky  розв’язку від точних 
)( kxy .  
Вказівка. 1. Усі проміжні обчислення проводити з точністю не мен-
ше шести десяткових знаків після коми. Наближені значення роз-
в’язку подати з округленням до шести десяткових знаків після ко-
ми.  2. Необхідні для запуску чотирикрокових методів Адамса та 
Хеммінга, окрім початкової умови )1(0 yy  , ще три значення 1y , 
2y  і 3y  попередньо знайти за допомогою однокрокового методу 
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