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Recently, audio, video and image processing app1ications a四 requiredin many devices such as 
digital cameras, mobile phones, robots, televisions and even motor vehicles. These app1ications 
are called media pr∞essing app1ications. The media processing app1ications contain both complex 
control processing and simple data processing. They also proωss a huge amount of data. 
Therefore, high performance LSIs are required. Many media pr∞essing app1ications are used in 
mobile devices. Thereゐre， the LSIs must be low-power. However, designing full-custom LSI for 
each media processing app1ication is a very costly task. Thereあre ， heterogeneous multicore 
architectures with reconfigurable accelerator cores and programmable CPU co陀sare introduced. 
Since media processing involves with a huge amount of data, the implementation of the 
data -paralle1ism is important. There are two types of parallel data processing: SIMD 
(Single-Instruction Multiple-Data) pfi∞:essing and MIMD 偽rIultiple-Instruction Multiple-Data) 
pr∞essing. To implement these two successfully, two types of reconfigurable accelerator core 
a四悩旬ctures; SIMD l-dimensional (SIMD-ID) a民hitecture and MIMD 2-dimensional 
ωr[lMD-2D) architecture are considered. 
In this research, two main problems in the accelerator cores in heterogeneous multicore 
proce錨ors are considered. The first one is the large data transfer time in SIMD-ID and 
MIMD-2D architectures due to the data dup1ication in the accelerator core. To solve this 
problem, addressing-function-constrained memory allocation for SIMD-ID and 阻MD-2D
architectures is proposed. The second problem is the low hardware utilization in MIMD-2D 
architectures. To solve this problem, a partially reconfigurable MIMD-2D architecture is 
proposed. 
Chapter 2: SIMD-ID ALU-Array Architecture and i旬 Addressing-Function-Constrained 
Memory Allo<泡tion
One major problem in heterogeneous multicore pr∞essors is the difficulty of exploiting the ful 
potential of al the pr∞目的，rcores collectively. The performanωofthe pr'ω:essor hugely depends 
on the skills ofthe programmers. In order to program effectively, the programmers must have an 
extensive knowledge about the hardware of the processor. However, GPGPU (General Purpose 
computing on Graphic Processing Unit) programming techniques such as CUDA (Compute 
Unified Devise Architecture) have made this task easier. GPUs have an architecture which is 
capable of SIMD operations. The CUDA coding is quite similar to the “C language" used in 
general purpose computing in CPUs. The CUDA programming model contains a basic unit called 
thread which i臼s a simple 
threads which a詑 mut伽uallyindependent and run in S回IMDmanner.
In this research, an FPGA oriented heterogeneous multi-core architecture with a CPU core and 
SIMD accelerator cores are proposed. The proposed architecture is easy 加 use in a CUDA-like 
environment, consumes a small amount ofpower, configurable あreach application and capable of 
parallel processing. The key difIerence in the proposed heterogeneous multi-core pr∞essor 
compared to the GPU is the dedicated addressing generation units (AGUs). The address 
generation units reduce the workload of the data-pr∞:essing units and inctease the processing 
speed. However, the “addressing function" implemented in AGUs limits the memory access 
pat旬rns. As a result, the same dat~ have to be duplicated in many memory modules and that 
increases the data amount and the data transfer time. To solve this problem, 
addressing-function -constrained memory all∞ation is proposed. 
According to the Evaluation, the proposed memory allocation reduces the data amountω1% 
あrthe proposed AGU compared to the linear and stride access. Moreover, the power consumption 
is less than 2W in the proposed architecture and the power-efficiency is signi五cant1y increased 
compared to a GPu. 
Chapter 3: Addressing-Function-Constrained Memory All∞ation for MIMD-2D ALU Array 
Architecture 
Many accelerator cores in heterogeneous multi∞re processors have a hierarchical memory 
architecture. It contains a large memory module (global memory) placed outside the accelerator 
core and several small memory modules <Iocal memory) placed inside the accelerator core. Since 
the memory capacities of the local memories a陀 small， data a問 copied 仕omthe global memory to 
the local memories many times. To access the local memories, the relative addresses have to be 
created in each control step. In accelerators ofheterogeneous multicore processors, the addresses 
are created in AGUs. These AGUs are only capable of creating simple addressing pat臼rns.
Inab出tyto create complex addressing pat旬rnsgives many problems in image processing such as 
large data transfer time and data duplication. 
This research considers window-based image pr∞essing where an image is scanned by a 
square-shaped window. Many image processing applications such as mathematical morphology 
and s胞reomatching based on SAD calculations contain window-based processing. Window-based 
image processing needs repeated access to the same data and that increases the data duplication 
signi五cantly. In this research, the minimization ofthe memory capacity under stride-addressing 
function constrain あr MIMD-2D accelerators is proposed. The proposed memory allocation is a 
heuristic one that uses the window scanning patterns to maximize the data sharing and thus, 
decreasing the memory capacitテ
According 加 the comparisons with other memory allocation methods the proposed method 
reduces the memory capacity by 50% to 90%. As a result, the total processing time is also reduced 
significantly. U sing the proposed memory allocation, a commercial heterogeneous multicore 
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pr∞es回r ca11ed “Hitachi RPl" gives performan田 similàr to an Intel Core2Duo processor with a 
power consumption of only 1.4W. 
Chapter 4: MIMD-2D Architecture Based on Pa此阻l Re∞nfiguration
The accelerator co陀s in heterogeneous multicore processors do not perform general purpo田
computing. They are specialized to do simple operations such as additions and multiplications in 
para11el. Thereあre， accelerator co陀s in heterogeneous multicore pr∞essors contain only 島w tens 
of PEs (Processing Elements) and a ve巧r sma11 control circuit. For example, FE-GA [4] in RPl 
processor has only 32 PEs. Due to this feature , the area and power consumption of the accelerator 
cores in heterogeneous multicore processors are very sma11. Since the number ofPEs is sma11, it is 
ve巧r important 加 getthe fu11 use of a1 the PEs. In SIMD-ID accelerators, the ce11 utilization ratio 
reaches 100% very often. However，あr the MIMD-2D architectures, there are situations that 
many cells are not been utilized. U sually, sma11er tasks decrease the logic and interconnect 
utilization and the redundant tasks decrease the con宣guration memory by duplicating the same 
entries in the con宣gur叫lon memory. 
This research proposes a partially recon五gurable MIMD-2D accelerator architectu即 to run 
tasks in both sequential and parallel. Therefore, the sma11er but mutually independent tasks run 
together in para11el while the dependent ones run in sequential. However, to do this efIectively, 
the MIMD-2D accelerator must be partia11y recon宣gurable， so that a new task can be assigned to 
apa此 ofthecell array without interrupting the cur即nttask. 
A 民stchip is fabricated using 90nm 6・metal l-poly CMOS desi伊 rules. The designed chip has 
a lOx 10 ce11 a町ay. The measured delay for 100 ce11s connected in series is 2.03ns. The context 
switching delay is only 2.26ns. For stereo matching, the processing time is reduced by 30% in the 
proposed architecture compared to a typical MIMD-2D architecture. 
Chapter 5: ConcIusion 
In this dissertation, two main problems in the accelerators in heterogeneous multicore 
processors have been discussed. The 直rstproblem is the large data transfer time due to the data 
duplication. Chapters 2 and 3 proposed an address-function-constrained memory a11ocation to 
回lve this problem. The second problem is the low hardware utilization in MIMD-2D accelerator 
∞凹. Chapter 4 proposed a partia11y reconfigurable MIMD-2D architecture to solve this problem. 
Moreover, CUDA programming environment used in Chapter 2 has increased the 
programmability of the heterogeneous multicore prl∞essors. 
For the future works, tasks partitioning and task a11ocation onto di飴rent co陀s has to be 
considered. In the conventional task a11ocation, simple operations with high para11elism a児
a110cated to the accelerators and the complex operations and serial operations are allocated to the 
CPU cores. However, if two data-dependent tasks a四 mapped to difIerent cores, the data has 句
be transferred 仕'Omone co回 to another. Therefore , the data transfer time increases. To solve this 
problem, it is important 句 use a single core for many data -dependent tasks. Therefore, 
accelerator-centric task a11ocation has 加 be considered. In accelerator-centric task a11ocation, 
complex operations are converted to a set of simple operations. This is called algorithm 
transformation. After the algorithm transformation, the new algorithm can be executed in 
accelerator cores. As a result, the data transfer time decreases and that reduces the total 
processing time. Therefore, the future works of algorithm transformations and accelerator-centric 
task a11ocation are very important for heterogeneous multicore computing. 
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Moreover, the heterogeneous computing languages such as OpenCL (Open Computing 
Language) have to be considered. OpenCL is introduced as a ∞mmon platform (or a 仕amework)
for heterogeneous computing. Therefore, the same code can be used for di品開nt CPUs and 
accelerators. However, the OpenCL hardware model is very simi1ar to the CUDA hardware model. 
Therefore, it is possible to introduce the OpenCL model あrthe architecture proposed in Sec.2 in 
this dissertation. In futu目 works，OpenCL could be applied for the other heterogeneous multicore 
platforms such as RPl. In OpenCL, the task partitioning and allocation is done entirely manually. 
However, a庇erthe task allocation is fi.nished, the allocated tasks are mapped ωdifferent devices 
automatically. In future works, the manual task allocation process can be replaced by the 
automatic acceleratorcentric task allocation. It is al印 important to integrate the memory 
allocations proposed in this dissertation to OpenCL. 
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論文審査結果の要旨
ヘテロジニアスマルチコアプロセッサの高速化・低電力化を実現するためには、データや制御情報の転送
に起因するボトルネックを解消することが重要となる。著者は、メモリとリコンフィギャラブルアクセラレ
ータ間のデータ転送を最小イヒする最適メモリアロケーション手法と共に、演算器・相互結合網への制御情報
の転送を効率よく行うアーキテクチャを考案し、その有用性を実証した。本論文はその成果をとりまとめた
もので全文 5 章からなる。
第 l 章は、緒言である。
第 2 章では、アクセラレータの全ての演算器が同ーの命令で動作するSIMDアーキテクチャを取り上げ、ア
ドレッシング関数のパラメータを自由度とする最適メモリアロケーション問題の定式化を行っている。 SIMD
向きのウインドウ並列・画素直列スケジューリングに基づき、最適メモリアロケーションの解析解を与える
手法を提案し、従来手法と比べデータ転送量を大幅に削減できることを示している。これは、高性能化・低
消費電力化の基礎を与える有用な成果である。
第 3 章では、アクセラレータの全ての演算器が異なる命令で並列に動作するMIMDアーキテクチャを取り上
げている。アドレッシング関数のパラメータを動的に変更できるアドレス生成ユニットのパラメータを自由
度とする最適メモリアロケーション問題の定式化を行っている。 MIMD向きのウインドウ直列・画素並列スケ
ジ、ューリングの規則性に基づき、最適メモリアロケーションの解析解を与える手法を提案し、データ転送量
を大幅に削減できることを示している。これは、メディアプロセッサの高性能化・低消費電力化を達成する
上で重要な成果である。
第4章では、リコンフィギャラブルアクセラレータにおいて、演算器機能と共に相互結合網の接続情報を
分割セクション毎に切り替えることにより、演算器・相互結合網の稼働率を向上できるアーキテクチャを提
案している。制御情報とデータの転送路の共有化により、制御情報転送のためのハードウェア量も大幅に削
減できることを明らかにしている。これは、メディアプロセッサの高性能化を達成するアーキテクチャとし
て有用な成果である。
第 5 章は、結言である。
以上要するに本論文は、ヘテロジニアスマルチコアプロセッサにおける転送ボトルネックを解消するため
に、最適メモリアロケーション手法と共に、制御情報の転送を効率よく行うリコンフィギャラブルアクセラ
レータの革新的アーキテクチャを考案し、高性能化に有用であることを明らかにしたもので、情報基礎科学
の発展に寄与するところが少なくない。よって、本論文は博士(情報科学)の学位論文として合格と認める。
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