We present new consistent goodness-of-fit tests for exponential distribution, based on the Desu characterization. The test statistics represent the weighted L 2 and L ∞ distances between appropriate V-empirical Laplace transforms of random variables that appear in the characterization. In addition, we perform an extensive comparison of Bahadur efficiencies of different recent and classical exponentiality tests. We also present the empirical powers of new tests.
Introduction
To justify the use of more complicated models for lifetime data, one of the first steps is to reject the most simple one, the exponential. For this purpose numerous tests have been developed and are available in the literature. 
F(t)) = −
is the approximate Bahadur slope of T n . Its limit when θ → 0 is called the local approximate
Bahadur efficiency.
The tests we consider may be classified into three groups according to their limiting distributions: asymptotically normal ones; those whose asymptotic distribution coincides with the supremum of some Gaussian process; and those whose limiting distribution is an infinite linear combination of independent and identically distributed (i.i.d.) chi-squared random variables.
For the first group of tests, the coefficient a T is the inverse of the limiting variance. For the second, it is the inverse of the supremum of the covariance function of the limiting process (see [24] ). For the third group, a T is the inverse of the largest coefficient in the corresponding linear combination (see [49] ), which is also equal to the largest eigenvalue of some integral operator.
The goal of this paper is twofold. First, we propose two new classes of characterization based exponentiality tests. One of them is of weighted L 2 -type, and the other, for the first time, is based on L ∞ distance between two V -empirical Laplace transforms of the random variables that appear in the characterization.
Secondly, we perform an extensive efficiency comparison. Unlike for the remaining two, for the third group of tests, the efficiencies have not been calculated so far. This is due to the fact that the largest eigenvalue in question usually cannot be obtained analytically. We overcome this problem using a recently proposed approximation procedure from [6] .
The rest of the paper is organized as follows. In Section 2 we propose new tests and explore their asymptotic properties. In Section 3 we give a partial review of test statistics for testing exponentiality, together with their Bahadur slopes. Section 4 is devoted to the comparison of efficiencies. In Section 5 we present the powers of new tests. All proofs are given in Appendix A and B, while Appendix C contains the tables of Bahadur efficiencies.
New test statistics
In this section we present two new exponentiality tests based on the following characterization from [9] .
Characterization 2.1 (Desu (1970) ). Let X 1 and X 2 be two independent copies of a random variable X with pdf f (x). Then X and 2 min(X 1 , X 2 ) have the same distribution if and only if for some λ > 0 f (x) = λ e −λ x , for x ≥ 0.
Let X 1 , X 2 , ..., X n be a random sample from a non-negative continuous distribution. To test the null hypothesis that the sample comes from the exponential distribution E(λ ), with an unknown
n (t), of V-empirical Laplace transforms of X and 2 min(X 1 , X 2 ).
Clearly, if null hypothesis is true, the difference L 
n (t) will be small for each t.
Taking this into account we propose the following two classes of test statistics, with their large values considered significant:
where
The sample is scaled to make the test statistic ancillary for the parameter λ and the purpose of the tuning parameter a is to magnify different types of deviations from the null distribution.
Asymptotic properties under H 0
Notice that M D n,a is a V-statistic with estimated parameterλ , i.e. it can be represented in the form
where H is a symmetric function of its arguments, andλ n is the reciprocal sample mean.
Similarly, for a fixed t, the expression in the absolute parenthesis of the statistics L D n,a is a V-statistics that can be represented as
where Φ is a symmetric function of its arguments.
The asymptotic behaviour of M D n,a is given in the following theorem.
, is the sequence of eigenvalues of the integral operator A defined by Aq
The asymptotic behaviour of L D n,a is given in the following theorem. 
, s,t ≥ 0.
Approximate Bahadur slope
Let G = {G(x; θ ), θ > 0} with corresponding densities {g(x; θ )} be a family of alternative distribution functions with finite expectations, such that G(x, θ ) = 1 − e −λ x , for some λ > 0, if and only if θ = 0, and the regularity conditions for V-statistics with weakly degenerate kernels from 2)
Proof. See Appendix A.
To calculate the slope of M D n,a , one needs to find the largest eigenvalue δ 1 . Since it cannot be obtained analytically, we use the approximation introduced in [6] . The procedure utilizes the fact that δ 1 is the limit of the sequence of the largest eigenvalues of linear operators defined by
when m tends to infinity and F(B) approaches 1.
Other exponentiality tests -a partial review
In this section we present test statistics of some classical and some recent goodness-of-fit tests for the exponential distribution, along with their Bahadur local approximate slopes. For some of the test statistics, the Bahadur local approximate slope (or exact slope which locally coincides with the approximate one) is available in the literature and for the others we derive them in Appendix B.
As indicated in Introduction, we classify the tests according to their asymptotic distribution.
The first group contains asymptotically normally distributed statistics.
• The test proposed by [10] based on the expected value of the exponential density, with test
Its approximate Bahadur slope is
• The score test for the Weibull shape parameter proposed by [7] CO n = 1
Its approximate slope is
• A test based on Gini coefficient from [11] 
The approximate slope is (see [33] )
• The score test for the gamma shape parameter proposed by [31] and [45] 
Its approximate slope is (see [45] )
• Characterization based integral-type tests Let the relation
where X 1 , . . . , X max{m,p} are i.i.d. random variables, characterize the exponential distribution. Then the following types of test statistics have been proposed:
(t) are V -empirical distribution functions of ω 1 and ω 2 , respectively, and F n is the empirical distribution function, and
Laplace transforms of ω 1 and ω 2 , respectively, applied to the scaled sample, and a > 0 is the tuning parameter.
From these groups of tests we take the following representatives
n,k , proposed in [20] , based on the Arnold and Villasenor characterization, where
n , proposed in [29] , based on the Milošević-Obradović characterization, where
n , proposed in [27] , based on the Obradović characterization, where
n , proposed in [47] , based on the Yanev-Chakraborty characterization, where [48] ).
-J D n,a , proposed in [28] , based on the Desu Characterization 2.1;
-J P n,a , proposed in [28] , based on the Puri-Rubin characterization, where ω 1 (X 1 ) = X 1 and ω 2 (X 1 , X 2 ) = |X 1 − X 2 | (see [41] ).
Since these statistics are very similar, we give general expressions for their Bahadur approximate slopes.
Statistics I n are non-degenerate V-statistics with some kernel Ψ and their approximate slope is (see [37] )
Statistics J n,a are, due to the sample scaling, non-degenerate V-statistics with estimated parameters. Nevertheless, the formula (6) is applicable here also, with Ψ being the kernel of the test statistic as if the scaling were done using the real value of λ (see [28] for details).
The second group contains statistics whose limiting distribution is the supremum of some centered Gaussian process.
• Lilliefors modification of the Kolmogorov-Smirnov test
The approximate slope is (see [34] )
• Characterization based supremum-type tests
Using the characterizations of the type (4), another proposed type of test statistics is
From this group of tests we take the following representatives:
n,k , proposed in [20] ; D (2) n , proposed in [29] ; D
n , proposed in [27] ; D (4) n , proposed in [47] , based on the same characterizations as for the respective integral-type statistics.
Statistics from this group are asymptotically distributed as a supremum of some nondegenerate V-empirical processes, and the expression in the absolute parenthesis, for a fixed t is a V-statistic with some kernel Ψ(X 1 , . . . , X max{m,p} ;t). Their approximate slopes is (see [32] )
where ψ(x;t) = EΨ(·;t|X 1 = x).
The third group contains statistics whose limiting distribution is an infinite linear combination of i.i.d. chi-squared random variables. Each of the presented statistics, except the last one, is of the form
where U n (t;μ) is an empirical process of order 1 with estimated parameter. It also can be viewed as a weakly degenerate V-statistics with estimated parameters, with some kernel Φ(X 1 , X 2 ;μ), where µ = E θ X 1 . Then, the Bahadur approximate slope of such statistic is
where δ T is the largest eigenvalue of the integral operator Aq(s)
is the limiting covariance function.
Hence it suffices to present only the kernels and limiting covariance functions of test statistics.
We consider the following tests:
• Lilliefors modification of the Cramer-von Mises test
Its kernel is
and the covariance function is
• Lilliefors modification of the Anderson-Darling test
• A test proposed by [5] BH
where ψ n (t) is the empirical Laplace transform. Its kernel is
• The test proposed by [15] 
• The test proposed by [16] 
Its kernel is
.
• Two tests proposed by [17] HM
where ω 1 (t) = e −at i ω 2 (t) = e −at 2 . Their kernels are
; and the covariance function is
• Characterization based L 2 -type test proposed by [8] .
Its slope is
Comparison of efficiencies
In this section we calculate approximate local relative Bahadur efficiencies of test statistics introduced in Sections 2 and 3 with respect to the likelihood ratio test. Likelihood ratio tests are known to have optimal Bahadur efficiencies and they are therefore used as benchmark for comparison.
The alternatives we consider are the following:
• a Weibull distribution with density
• a gamma distribution with density
• a linear failure rate (LFR) distribution with density
• a mixture of exponential distributions with negative weights (EMNW(β )) with density 
t. LRT for a EMNW(3) alternative
Another general conclusion is that the ordering of the tests depends on the alternative and that there is no most efficient test to be recommended in any situation.
The CO and MO tests are known to be locally optimal for Weibull and gamma alternatives, respectively, so they are the most efficient in these cases. However, there are quite a few other tests that perform very well in there cases. In the case of the LFR alternative, the most efficient are EP and HM (1) n,a and HM (2) n,a . It it interesting that for other alternatives the latter two tests are among the least efficient.
In the case of the EMNW alternative, the integral and supremum-type tests based on the characterizations via Laplace transforms, as well as most of the L 2 test reach, for some value of the tuning parameter, an efficiency close to one.
Powers of new tests
In this section we present the simulated powers of our new tests against different alternatives.
The list of alternatives is chosen to be in concordance with the papers with extensive power comparison studies. The alternatives are:
• a Weibull W (θ ) distribution with density (9);
• a gamma Γ(θ ) distribution with density (10);
• a half-normal HN distribution with density
2 , x ≥ 0;
• a uniform U distribution with density
• a Chen's CH(θ ) distribution with density
• a linear failure rate LF(θ ) distribution with density (11);
• a modified extreme value EV (θ ) distributions with density
• a log-normal LN(θ ) distribution with density
• a Dhillon DL(θ ) distribution with density
The powers, for aforementioned alternatives, and different choices of the tuning parameter are estimated using the Monte Carlo procedure with 10000 replicates at the level of significance 0.05.
The results are presented in Tables 1 and 2 . In addition, we provide the bootstrap power estimate for data-driven optimal value of the tuning parameter (see [2] for details). We can see from tables that all the sizes of our tests are equal to the level of significance, and that the powers range from reasonable to high. In comparison to the other exponentiality tests (see [8] and [46] ) we can conclude that our tests are serious competitors to the most powerful classical and recent exponentiality tests.
Conclusion
In this paper we proposed two new consistent scale-free tests for the exponential distribution. In addition, we performed an extensive comparison of efficiency of recent and classical exponentiality tests.
We showed that our tests are very efficient and powerful and can be considered as serious competitors to other high quality exponentilaity tests.
From the comparison study, the general conclusion is that there is no uniformly best test, since the performance is different for different alternatives. However, the tests based on integral converges to
Since √ n( λ n − λ ) is stochastically bounded, it follows that statistics √ nV n (t; λ n ) and √ nV n (t; 1)
are asymptotically equally distributed. Therefore, nM n,a ( λ n ) and nM n,a (λ ) will have the same limiting distribution. Hence we need to derive limiting distribution of nM n,a (λ ).
First notice that M n,a (λ ) is a V -statistic with symmetric kernel H. Also, since the distribution of M n,a (λ ) does not depend on λ we may assume that λ = 1.
It is easy to show that its first projection of kernel H on X 1 is equal to zero. After some calculations, we obtain that its second projection on (X 1 , X 2 ) is given by
t dt is the exponential integral. The function h 2 is non-constant for any a > 0. Hence, kernel h is degenerate with degree 2.
Since the kernel H is bounded and degenerate, from the theorem on asymptotic distribution of U-statistics with degenerate kernels [23, Corollary 4.4.2] , and the Hoeffding representation of V -statistics, we get that, M n,a (1), being a V -statistic of degree 2, has the following asymptotic distribution nM n,a (1)
where {δ k } are the eigenvalues of the integral operator M a defined by
and {W k } is the sequence of i.i.d. standard Gaussian random variables. |V n (t; λ )e −at |, where {V n (t; λ )} is a V −empirical process introduced in the proof of Theorem 2.2. We have shown that statistics √ nV n (t; λ n ) and √ nV n (t; λ ) are asymptotically equally distributed, and that their distribution does not depend on λ . Hence, √ nV n (tl λ n )e −at converges in D(0, ∞) to a centered Gaussian process {η(t)} (see [43] ), with covariance function
Therefore L D n,a converges to sup t>0 |η(t)|. This completes the proof.
Proof of Lemma 2.4 . Using the result of [49] , the logarithmic tail behavior of limiting distribu-
Therefore, a M a = 1 6δ 1
. The limit in probability
The expression for b M (θ ) is derived in the following lemma.
Lemma 6.1. For a given alternative density g(x; θ ) whose distribution belongs to G, we have that the limit in probability of the statistic M n,a ( λ n ) is
Proof. For brevity, denote x x x = (x 1 , x 2 , x 3 , x 4 ) and G G G(x x x; θ ) = ∏ 4 i=1 G(x i ; θ ). Since X n converges almost surely to its expected value µ(θ ), using the Law of large numbers for V -statistics with estimated parameters (see [19] 
We may assume that µ(0) = 1 since the test statistic is ancillary for λ under the null hypothesis.
After some calculations we get that b ′ M (0) = 0 and that
Expanding b M (θ ) into the Maclaurin series we complete the proof.
Now we pass to the statistic L D n . The tail behaviour of the random variable sup t>0 |n t | is equal to the inverse of supremum of its covariance function, i.e. the a L = 1 sup t>0 K(t,t) (see [24] ). Similarly like before, since X n converges almost surely to its expected value µ(θ ), using the Law of large numbers for V -statistics with estimated parameters (see [19] ), V n (t, a;λ )e −at converges to
Expanding b L (θ ) in the Maclaurin series we obtain
where ϕ 1 (x,t; a) = E(Φ(X 1 , X 2 ,t; a, 1)|X 1 = x 1 ). According to the Glivenko-Cantelli theorem for V-statistics ( [14] 
where Φ(x; γ) is continuously differentiable with respect to γ at point γ = µ. It was shown that the limiting distribution of √ nT n is zero mean normal with variance σ 2 Φ (see [10] and [7] ). Hence, the coefficient a T is equal to
Further, we have
Then it holds that
From this we obtain the expression for c T (θ ).
Proof. Approximate local Bahadur slope of statistics BH, HE, Wn, HM, ω 2 and AD Let T be the one of considered statistics. It was shown that the limiting distribution of nT n is 
Next, the limit in probability of T n / √ n is b T (θ ) = b T (θ ). Statistic T n can be represented as
As before, we may assume that µ(0) = 1. Since the sample mean converges almost surely to its expected value, by using the Law of large numbers for V -statistics with estimated parameters (see [19] ), we can conclude that the limit in the probability of statistic T n is equal to the one of
We get that b ′ T (0) = 0 and that 
