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Abstract
In this paper we look for a generalization of a property of matrix pairs, to quadruples of
matrices. It is known that it is possible to analyze the feedback equivalence of matrix pairs in
terms of the similarity of the square matrices belonging to sets related to the pairs. We will
determine when it is possible to analyze the equivalence of matrix quadruples in terms of the
feedback equivalence of matrix pairs.
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1. Introduction
Throughout this paper F denotes an arbitrary field. For a pair of matrices (A,B) ∈
Fn×n × Fn×m the extension set of (A,B) is
Ext(A,B) =
{[
A B
X Y
]
: X ∈ Fm×n, Y ∈ Fm×m
}
.
The possible similarity classes that may occur in Ext(A,B) were given in [8].
With the help of this result, one can provide (see [4,9]) a characterization of the
feedback equivalence of matrix pairs in terms of the matrices in their corresponding
extension sets. Such a characterization is as follows (see [4]):
Theorem 1. Let (Ai, Bi) ∈ Fn×n × Fn×m be two matrix pairs, for i = 1, 2. The
following conditions are equivalent:
(a) The two pairs are feedback equivalent.
(b) Each matrix in Ext(A1, B1) is similar to a matrix in Ext(A2, B2) and con-
versely, each matrix in Ext(A2, B2) is similar to a matrix in Ext(A1, B1).
On the other hand, for F an infinite field and for a given quadruple (A,B,C,D) ∈
Fn×n × Fn×m × Fp×n × Fp×m, necessary and sufficient conditions were given in
[10], for the existence of matrices X ∈ Fn×p and Y ∈ Fp×p in order for the pair([
A X
C Y
]
,
[
B
D
])
to be in a prescribed feedback equivalence class. This result was proved to be valid
for an arbitrary field in [7].
If we define, for a given quadruple (A,B,C,D), its extension set as
ε(A,B,C,D) =
{([
A X
C Y
]
,
[
B
D
])
: X ∈ Fn×p, Y ∈ Fp×p
}
,
the following problem arises in a natural way:
Problem 1. Let (Ai, Bi, Ci,Di) ∈ Fn×n × Fn×m × Fp×n × Fp×m be two matrix
quadruples, for i = 1, 2. How should the quadruples be in order that the following
conditions are equivalent?
(a) The quadruples (Ai, Bi, Ci,Di), for i = 1, 2, are feedback-injection equivalent.
(b) Each pair in ε(A1, B1, C1,D1) is feedback equivalent to a pair in ε(A2, B2, C2,
D2) and conversely, each pair in ε(A2, B2, C2,D2) is feedback equivalent to
a pair in ε(A1, B1, C1,D1).
The aim of this work is to solve this problem. The paper is organized as follows:
In Section 2 we will give basic concepts about equivalence of matrix quadruples,
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partitions of integers and some results that we will use in the proofs, and in Section
3 we will present the main results.
2. Preliminaries and previous results
We define first the equivalence of matrix quadruples:
Definition 1. Two quadruples (A1, B1, C1,D1) and (A2, B2, C2,D2) in Fn×n ×
Fn×m × Fp×n × Fp×m are feedback-injection equivalent, or simply equivalent, if
and only if there exist nonsingular matrices
U =
[
P R
0 Q
]
and V =
[
P−1 0
S T
]
with P ∈ Fn×n, Q ∈ Fp×p and T ∈ Fm×m such that
U
[
A1 B1
C1 D1
]
V =
[
A2 B2
C2 D2
]
.
It is well-known (see [2] or [3]) that a complete system of invariants for this rela-
tion is given by the column minimal indices, the row minimal indices, the invariant
factors and the exponents of the infinite elementary divisors. Moreover, there exists
a canonical form for this relation associated with these invariants, the Kronecker
canonical form.
If c1  c2  · · ·  cr > 0 are the nonzero column minimal indices, f1  f2 
· · ·  fs > 0 are the nonzero row minimal indices, α1 | · · · | αn are the invariant
factors and e1  · · ·  eq > eq+1 = · · · = eq+t = 1 are the exponents of the infinite
elementary divisors of a quadruple, then the Kronecker canonical form correspond-
ing to this quadruple is:
[
Ac Bc
Cc Dc
]
=


C 0 0 0 E 0 0 0
0 D 0 0 0 F 0 0
0 0 R 0 0 0 0 0
0 0 0 N 0 0 0 0
0 G 0 0 0 0 0 0
0 0 H 0 0 0 0 0
0 0 0 0 0 0 It 0
0 0 0 0 0 0 0 0


,
where
C = Diag{C1, C2, . . . , Cr}, and Ci =
[
0 Ici−1
0 0
]
∈ Fci×ci ,
D = Diag{D1,D2, . . . , Dq}, and Di =
[
0 Iei−2
0 0
]
∈ F(ei−1)×(ei−1),
R = Diag{R1, R2, . . . , Rs}, and Ri =
[
0 Ifi−1
0 0
]
∈ Ffi×fi ,
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E = Diag{E1, E2, . . . , Er }, and Ei = [0 · · · 0 1]t ∈ Fci×1,
F = Diag{F1, F2, . . . , Fq}, and Fi = [0 · · · 0 1]t ∈ F(ei−1)×1,
G = Diag{G1,G2, . . . ,Gq}, and Gi = [1 0 · · · 0] ∈ F1×(ei−1),
H = Diag{H1, H2, . . . , Hs}, and Hi = [1 0 · · · 0] ∈ F1×fi ,
N is a matrix in a canonical form associated to the invariant factors.
(The columns and rows equal to 0 correspond to the column and row minimal
indices which are equal to 0, if there exist.)
For matrix pairs the equivalence of quadruples reduces to the feedback equiva-
lence of matrix pairs: Two pairs of matrices (Ai, Bi) ∈ Fn×n × Fn×m, for i = 1, 2,
are said to be feedback equivalent if there exist R ∈ Fm×n and nonsingular matrices
P ∈ Fn×n and Q ∈ Fm×m such that
[A2 B2] = P−1[A1 B1]
[
P 0
R Q
]
.
A complete system of invariants for this equivalence relation is given by the con-
trollability indices and the invariant polynomials, (see [3,8]), where the invariant
polynomials of a pair (A,B) are defined as the invariant factors of the n× (n+m)
polynomial matrix [λI−A −B].
We will denote by d(·) the degree of a polynomial.
As usual, we will say that (A,B) is controllable if rankC(A,B) = n, where
C(A,B) := [B AB · · · An−1B] ∈ Fn×nm is the controllability matrix of (A,B).
All along the paper we will work with partitions. A partition is a finite or infinite
sequence of nonincreasing nonnegative integers almost all zero:
m = (m1, m2, . . .).
The conjugate partition of m, m¯ = (m¯1, m¯2, . . .) is defined by:
m¯k := Card{i : mi  k}.
We will use the symbol ≺ to mean majorization in the Hardy–Littlewood–Polya
sense (see [5] or [6]); that is to say, if a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn)
are two partitions, then
a ≺ b ⇔
{∑k
i=1 ai 
∑k
i=1 bi, 1  k  n− 1,∑n
i=1 ai =
∑n
i=1 bi.
In the proof of our results we will use the following lemmas:
Lemma 1 [10, Corollary 3.5]. Let (A,B,C,D) ∈ Fn×n × Fn×m × Fp×n × Fp×m be
a quadruple with only infinite elementary divisors. Let e1  · · · eq > eq+1 =
· · · = eq+t = 1 be their exponents. Let k1  · · ·  km and γ1 | · · · | γn+p be non-
negative integers and monic polynomials, respectively. Then, there exist matrices
X ∈ Fn×p, Y ∈ Fp×p such that
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A X
C Y
]
,
[
B
D
])
has γ1 | · · · | γn+p as invariant factors and k1  · · ·  km as controllability indices
if and only if the following conditions hold:
γi = 1, i = 1, . . . , n+ p (1)
ki = 0, i = q + t + 1, . . . , m (2)
(k1, . . . , kq+t ) ≺ (e1, . . . , eq+t ). (3)
The previous lemma provides a characterization of the feedback-equivalence in-
variants of all the pairs belonging to an extension set of a quadruple when it only
has infinite elementary divisors. The following lemma also covers the opposite case:
when the quadruple has no infinite elementary divisors:
Lemma 2 [10, Theorem 3.1]. Let (A,B,C,D) ∈ Fn×n × Fn×m × Fp×n × Fp×m be
a quadruple with α1 | · · · | αn as invariant factors, c1  · · ·  cm as column mini-
mal indices and f1  · · ·  fp as row minimal indices. Suppose that the quadruple
does not have infinite elementary divisors. Let k1  · · ·  km and γ1 | · · · | γn+p
be nonnegative integers and monic polynomials, respectively. Then there exist X ∈
Fn×p, Y ∈ Fp×p such that([
A X
C Y
]
,
[
B
D
])
has k1, . . . , km as controllability indices and γ1, . . . , γn+p as invariant factors if and
only if the following conditions hold:
k1 + · · · + km + d(γ1 · · · γn+p) = n+ p, (4)
γi | αi | γi+p, i ∈ {1, . . . , n}, (5)
ki = ci, i ∈ {1, . . . , m}, (6)
(f1 + 1, . . . , fp + 1) ≺ (d(νp)− d(νp−1), . . . , d(ν1)− d(ν0)), (7)
where
νj =
n+j∏
i=1
lcm(αi−j , γi), j ∈ {0, . . . , p}.
The following lemma presents the general result. It was proved in [10] for infinite
fields (see [1] for a slight, but important, generalization) and it was shown to hold
true for arbitrary fields in [7]. We will use the notation of [10].
Lemma 3 [10, Theorem 3.4]. Let (A,B,C,D) ∈ Fn×n × Fn×m × Fp×n × Fp×m be
a quadruple with c1  · · ·  cr > cr+1 = · · · = cm−q−t = 0 as column minimal
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indices, f1  · · ·  fs > fs+1 = · · · = fp−q−t = 0 as row minimal indices, e1 
· · ·  eq > eq+1 = · · · = eq+t = 1 as the exponents of their infinite elementary divi-
sors and α1 | · · · | αn+q+t as invariant factors. Let k1  · · ·  kr+q+t > kr+q+t+1 =
· · · = km = 0 and γ1 | · · · | γn+p be nonnegative integers and monic polynomials,
respectively. Then there exist X ∈ Fn×p, Y ∈ Fp×p such that([
A X
C Y
]
,
[
B
D
])
has k1, . . . , km as controllability indices and γ1, . . . , γn+p as invariant factors if and
only if the following conditions hold:
m∑
j=1
kj +
n+p∑
j=1
d(γj ) = n+ p, (8)
γi | αi | γi+p, i ∈ {1, . . . , n+ q + t}, (9)
(f1 + 1, . . . , fp−q−t + 1) ≺ (g + d(εp−q−t ), . . . , d(ε1)), (10)
ki+q+t  ci, i ∈ {1, . . . , m− q − t}, (11)
hu∑
j=1
(rj − sj − u) 
q+t−u∑
j=1
(eq+t−j+1 + d(σj )), u ∈ {0, . . . , q + t}, (12)
where
(i) εj =
∏n+q+t+j
i=1 lcm(αi−j ,γi )∏n+q+t+j−1
i=1 lcm(αi−j+1,γi )
, j ∈ {1, . . . , p − q − t}.
(ii) σj =
∏n+p+j
i=1 lcm(γi−j ,αi−p)∏n+p+j−1
i=1 lcm(γi−j+1,αi−p)
, j ∈ {1, . . . , q + t}.
(iii) (r1, . . . , rn) and (s1, . . . , sn) are the conjugate partitions of (k1, . . . , km)
and (c1, . . . , cr ) respectively.
(iv) hu := max{i : ri − si  u}, u ∈ {0, . . . , q + t}.
(v) g := n+ p −∑rj=1 cj −∑q+tj=1 ej −∑n+pj=1 d(lcm(γj , αj−p+q+t ))  0.
(vi) γi := 0 for i > n+ p, and αi = γi := 1 for i < 1.
3. Results
If (A1, B1, C1,D1) and (A2, B2, C2,D2) are feedback-injection equivalent then
it is well-known (see [10]) that each pair in ε(A1, B1, C1,D1) is feedback equivalent
to a pair in ε(A2, B2, C2,D2), and conversely. Thus, we will analyze under what
conditions the converse holds true. We will deal with some special cases.
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3.1. Quadruples with only infinite elementary divisors
Theorem 2. Let (Ai, Bi, Ci,Di) ∈ Fn×n × Fn×m × Fp×n × Fp×m, for i = 1, 2, be
two matrix quadruples such that only have infinite elementary divisors. If each pair
in ε(A1, B1, C1,D1) is feedback equivalent to a pair in ε(A2, B2, C2,D2) and con-
versely, each pair in ε(A2, B2, C2,D2) is feedback equivalent to a pair in ε(A1, B1,
C1,D1), then the quadruples are feedback-injection equivalent.
Proof . Let e(i)1  · · ·  e(i)qi > e(i)qi+1 = · · · = e
(i)
qi+ti = 1 be the exponents of the
infinite elementary divisors of (Ai, Bi, Ci,Di), for i = 1, 2.
We can observe that in this case qi + ti = m, for i = 1, 2.
Let us define (k(1)1 , . . . , k
(1)
m ) := (e(1)1 , . . . , e(1)m ).
These numbers satisfy the conditions of Lemma 1. So, there will exist matrices
X1 ∈ Fn×p, Y1 ∈ Fp×p such that([
A1 X1
C1 Y1
]
,
[
B1
D1
])
is a controllable pair with k(1)1 , . . . , k
(1)
m as controllability indices.
By hypothesis there exist matrices X2 ∈ Fn×p, Y2 ∈ Fp×p such that([
A2 X2
C2 Y2
]
,
[
B2
D2
])
is feedback equivalent to the previous pair. That is, this pair is controllable and
k
(1)
1 , . . . , k
(1)
m are its controllability indices. By Lemma 1(
k
(1)
1 , . . . , k
(1)
m
) = (e(1)1 , . . . , e(1)m ) ≺ (e(2)1 , . . . , e(2)m ).
Analogously, we can prove the other majorization, starting with the exponents of the
infinite elementary divisors of the second quadruple. That is to say(
e
(2)
1 , . . . , e
(2)
m
) ≺ (e(1)1 , . . . , e(1)m ).
So, e(1)i = e(2)i , for i = 1, . . . , m, and the quadruples are feedback-injection equiva-
lent. 
3.2. Quadruples with no infinite elementary divisors
Theorem 3. Let (Ai, Bi, Ci,Di) ∈ Fn×n × Fn×m × Fp×n × Fp×m, for i = 1, 2, be
two matrix quadruples having no infinite elementary divisors. If each pair in ε(A1,
B1, C1,D1) is feedback equivalent to a pair in ε(A2, B2, C2,D2) and conversely,
each pair in ε(A2, B2, C2,D2) is feedback equivalent to a pair in ε(A1, B1, C1,D1),
then the quadruples are feedback-injection equivalent.
360 M. Asuncio´n Beitia, I. Zaballa / Linear Algebra and its Applications 401 (2005) 353–369
Proof . Let α(i)1 | · · · | α(i)n be the invariant factors, c(i)1  · · · c(i)ri > c(i)ri+1 = · · · =
c
(i)
m = 0, the column minimal indices, and f (i)1  · · ·  f (i)si > f (i)si+1 = · · · = f
(i)
p =
0, the row minimal indices of (Ai, Bi, Ci,Di), for i = 1, 2.
Let us define for i = 1, 2, (k(i)1 , . . . , k(i)m ) := (c(i)1 , . . . , c(i)m ), and let δ(i)1 | · · · | δ(i)p
be monic polynomials prime with α(j)n , for j = 1, 2, and with degrees d(δ(i)j ) =
f
(i)
p−(j−1) + 1, j = 1, . . . , p. Assume that α(i)j = δ(i)j = 1 for j < 1, and define
γ
(i)
j := α(i)j−pδ(i)j−n, for j = 1, . . . , n+ p. These numbers and polynomials satisfy
conditions (4), (5) and (6) of Lemma 2.
If we define for i = 1, 2
ν
(i)
j =
n+j∏
k=1
lcm
(
α
(i)
k−j , γ
(i)
k
)
, j ∈ {0, . . . , p},
we have that ν(i)j =
∏n
k=1 α
(i)
k
∏j
k=1 δ
(i)
k . So,
d
(
ν
(i)
j
)− d(ν(i)j−1) = d(δ(i)j ) = f (i)p−(j−1) + 1, j ∈ {1, . . . , p}, (13)
and condition (7) of Lemma 2 trivially holds.
For i = 1, 2 and according to Lemma 2 there exist matrices X1i ∈ Fn×p and Y 1i ∈
Fp×p such that the pair([
Ai X
1
i
Ci Y
1
i
]
,
[
Bi
Di
])
has k(i)1 , . . . , k
(i)
m as controllability indices and γ (i)1 , . . . , γ
(i)
n+p as invariant factors.
By hypothesis each pair in ε(A1, B1, C1,D1) is feedback equivalent to a pair
in ε(A2, B2, C2,D2) and conversely, each pair in ε(A2, B2, C2,D2) is feedback
equivalent to a pair in ε(A1, B1, C1,D1). Thus, there exist matrices X22−i+1 ∈ Fn×p,
Y 22−i+1 ∈ Fp×p such that the pair([
A2−i+1 X22−i+1
C2−i+1 Y 22−i+1
]
,
[
B2−i+1
D2−i+1
])
has k(i)1 , . . . , k
(i)
m as controllability indices and γ (i)1 , . . . , γ
(i)
n+p as invariant factors.
Now we apply again Lemma 2 to the case i = 1; i.e. to the pair([
A2 X
2
2
C2 Y
2
2
]
,
[
B2
D2
])
,
whose feedback invariants are: k(1)1 , . . . , k
(1)
m as controllability indices and γ (1)1 , . . . ,
γ
(1)
n+p as invariant factors. Then we have that k
(1)
i = c(2)i . But by definition k1i = c1i .
So:
c
(1)
i = c(2)i , i ∈ {1, . . . , m}.
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Also
γ
(1)
i | α(2)i | γ (1)i+p, i ∈ {1, . . . , n}.
But according to the definition of the polynomials γ (1)j for j = 1, . . . , n+ p, and
δ
(1)
j for j = 1, . . . , p, and taking into account that the latter are prime with α(i)n for
i = 1, 2, we can conclude that
α
(2)
j | α(1)j , j ∈ {1, . . . , n}. (14)
Applying Lemma 2 in a similar manner to the case i = 2 we conclude that
α
(1)
j | α(2)j , j ∈ {1, . . . , n}. (15)
And from (14) and (15) we get α(1)j = α(2)j for j = 1, . . . , n.
Moreover, if we define µ(i)j =
∏n+j
k=1 lcm(α
(i)
k−j , γ
(2−i+1)
k ), j = 0, . . . , p, condi-
tion (7) of Lemma 2 guarantees that:(
f
(i)
1 +1, . . . , f (i)p +1
) ≺ (d(µ(i)p )− d(µ(i)p−1), . . . , d(µ(i)1 )− d(µ(i)0 )).
(16)
As α(1)i = α(2)i , i = 1, . . . , n , we have that the polynomialsµ(1)j = ν(2)j andµ(2)j =
ν
(1)
j , j = 0, . . . , p. Now conditions (16) and (13) yield
f
(1)
i = f (2)i , i ∈ {1, . . . , n}.
Therefore the quadruples have the same invariants, and so, they are feedback-
injection equivalent. 
3.3. Quadruples with no column minimal indices
Theorem 4. Let (Ai, Bi, Ci,Di) ∈ Fn×n × Fn×m × Fp×n × Fp×m, for i = 1, 2, be
two matrix quadruples such that have no column minimal indices. If each pair in
ε(A1, B1, C1,D1) is feedback equivalent to a pair in ε(A2, B2, C2,D2) and con-
versely, each pair in ε(A2, B2, C2,D2) is feedback equivalent to a pair in ε(A1, B1,
C1,D1), then the quadruples are feedback-injection equivalent.
Proof . Let α(i)1 | · · · | α(i)n+qi+ti be the invariant factors, e(i)1  · · ·  e(i)qi > e(i)qi+1 =
· · · = e(i)qi+ti = 1 the exponents of the infinite elementary divisors, and f (i)1  · · · 
f
(i)
si > f
(i)
si+1 = · · · = f
(i)
p−qi−ti = 0 the row minimal indices of (Ai, Bi, Ci,Di), for
i = 1, 2.
We can observe that in this case qi + ti = m, for i = 1, 2.
For i = 1, 2 put (k(i)1 , . . . , k(i)m ) := (e(i)1 , . . . , e(i)m ) and let δ(i)1 | · · · | δ(i)p−m be monic
polynomials prime with α(j)n+m for j = 1, 2 and with degrees d(δ(i)j ) = f (i)p−m−(j−1) +
1, j = 1, . . . , p −m. Assume that α(i)j = δ(i)j = 1 for j < 1 and define γ (i)j :=
α
(i)
j−p+mδ
(i)
j−n−m, j = 1, . . . , n+ p.
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These numbers and polynomials satisfy conditions (8)–(10) and (12) of Lemma 3
because in this case we have that (for i = 1, 2):
ε
(i)
j =
∏n+m+j
k=1 lcm
(
α
(i)
k−j , γ
(i)
k
)
∏n+m+j−1
k=1 lcm
(
α
(i)
k−j+1, γ
(i)
k
) = δ(i)j , j ∈ {1, . . . , p −m}
σ
(i)
j =
∏n+p+j
k=1 lcm
(
γ
(i)
k−j , α
(i)
k−p
)
∏n+p+j−1
k=1 lcm
(
γ
(i)
k−j+1, α
(i)
k−p
) = 1, j ∈ {1, . . . , m}
g(i) = n+ p −
m∑
j=1
e
(i)
j −
n+p∑
j=1
d
(
lcm
(
γ
(i)
j , α
(i)
j−p+m
))
= n+ p −
m∑
j=1
e
(i)
j −
n+m∑
j=1
d
(
α
(i)
j
)− p−m∑
j=1
d
(
δ
(i)
j
) = 0,
and condition (10) of Lemma 3 becomes
(
f
(i)
1 + 1, . . . , f (i)p−m + 1
)≺ (d(ε(i)p−m), . . . , d(ε(i)1 ))
= (f (i)1 + 1, . . . , f (i)p−m + 1),
and it holds trivially.
We have also that condition (12) becomes:
h
(i)
u∑
j=1
(
r
(i)
j − u
) = m−u∑
j=1
e
(i)
m−j+1, (17)
with h(i)u = max{j : r(i)j  u}, for u = 0, . . . , m, and this equality holds true because
(r
(i)
1 , r
(i)
2 , . . .) and (e
(i)
1 , e
(i)
2 , . . .) are conjugate partitions.
Hence, according to Lemma 3 there will exist matrices X1i ∈ Fn×p and Y 1i ∈
Fp×p such that the pair([
Ai X
1
i
Ci Y
1
i
]
,
[
Bi
Di
])
has k(i)1 , . . . , k
(i)
m as controllability indices and γ (i)1 , . . . , γ
(i)
n+p as invariant factors.
By hypothesis each pair in ε(A1, B1, C1,D1) is feedback equivalent to a pair
in ε(A2, B2, C2,D2) and conversely, each pair in ε(A2, B2, C2,D2) is feedback
equivalent to a pair in ε(A1, B1, C1,D1). Thus, there exist matrices X22−i+1 ∈ Fn×p,
Y 22−i+1 ∈ Fp×p such that the pair
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A2−i+1 X22−i+1
C2−i+1 Y 22−i+1
]
,
[
B2−i+1
D2−i+1
])
has k(i)1 , . . . , k
(i)
m as controllability indices and γ (i)1 , . . . , γ
(i)
n+p as invariant factors.
Now we apply again Lemma 3 to the case i = 1; i.e. to the pair([
A2 X
2
2
C2 Y
2
2
]
,
[
B2
D2
])
,
whose feedback invariants are: k(1)1 , . . . , k
(1)
m as controllability indices and γ (1)1 , . . . ,
γ
(1)
n+p as invariant factors. Then we have:
γ
(1)
i | α(2)i | γ (1)i+p, i ∈ {1, . . . , n+m}.
Moreover, if we define
ε
(2,1)
j :=
∏n+m+j
i=1 lcm
(
α
(2)
i−j , γ
(1)
i
)
∏n+m+j−1
i=1 lcm
(
α
(2)
i−j+1, γ
(1)
i
)
= δ(1)j
∏n+m+j
i=1 lcm
(
α
(2)
i−j , α
(1)
i−p+m
)
∏n+m+j−1
i=1 lcm
(
α
(2)
i−j+1, α
(1)
i−p+m
) , j ∈ {1, . . . , p −m},
and
g(2,1) := n+ p −
m∑
j=1
e
(2)
j −
n+p∑
j=1
d
(
lcm
(
γ
(1)
j , α
(2)
j−p+m
))
= n+ p −
m∑
j=1
e
(2)
j −
n+p∑
j=1
d
(
lcm
(
α
(1)
j−p+mδ
(1)
j−n−m, α
(2)
j−p+m
))
,
then condition (10) of Lemma 3 guarantees that:(
f
(2)
1 + 1, . . . , f (2)p−m + 1
) ≺ (g(2,1) + d(ε(2,1)p−m), . . . , d(ε(2,1)1 )). (18)
Finally by defining
σ
(2,1)
j :=
∏n+p+j
i=1 lcm
(
γ
(1)
i−j , α
(2)
i−p
)
∏n+p+j−1
i=1 lcm
(
γ
(1)
i−j+1, α
(2)
i−p
)
=
∏n+m
i=1 lcm
(
α
(1)
i , α
(2)
i−m+j
)
∏n+m
i=1 lcm
(
α
(1)
i , α
(2)
i−m+j−1
) j = 1, . . . , m,
by condition (12) of Lemma 3 we can assure that for u ∈ {0, . . . , m}:
h
(1)
u∑
j=1
(r
(1)
j − u) 
m−u∑
j=1
(
e
(2)
m−j+1 + d
(
σ
(2,1)
j
))
. (19)
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Next we apply Lemma 3 to the case i = 2. That is to say to the pair:([
A1 X
2
1
C1 Y
2
1
]
,
[
B1
D1
])
whose feedback invariants are: k(2)1 , . . . , k
(2)
m as controllability indices and γ (2)1 , . . . ,
γ
(2)
n+p as invariant factors. In a similar manner as in the case i = 1 we have that
γ
(2)
i | α(1)i | γ (2)i+p, i ∈ {1, . . . , n}.
And if we define
ε
(1,2)
j :=
∏n+m+j
i=1 lcm
(
α
(1)
i−j , γ
(2)
i
)
∏n+m+j−1
i=1 lcm
(
α
(1)
i−j+1, γ
(2)
i
)
= δ(2)j
∏n+m+j
i=1 lcm
(
α
(1)
i−j , α
(2)
i−p+m
)
∏n+m+j−1
i=1 lcm
(
α
(1)
i−j+1, α
(2)
i−p+m
) , j ∈ {1, . . . , p −m},
and
g(1,2) := n+ p −
m∑
j=1
e
(1)
j −
n+p∑
j=1
d
(
lcm
(
γ
(2)
j , α
(1)
j−p+m
))
= n+ p −
m∑
j=1
e
(1)
j −
n+p∑
j=1
d
(
lcm
(
α
(2)
j−p+mδ
(2)
j−n−m, α
(1)
j−p+m
))
condition (10) of Lemma 3 assures that:(
f
(1)
1 + 1, . . . , f (1)p−m + 1
) ≺ (g(1,2) + d(ε(1,2)p−m), . . . , d(ε(1,2)1 )). (20)
Put now
σ
(1,2)
j :=
∏n+p+j
i=1 lcm
(
γ
(2)
i−j , α
(1)
i−p
)
∏n+p+j−1
i=1 lcm
(
γ
(2)
i−j+1, α
(1)
i−p
)
=
∏n+m
i=1 lcm
(
α
(2)
i , α
(1)
i−m+j
)
∏n+m
i=1 lcm
(
α
(2)
i , α
(1)
i−m+j−1
) , j = 1, . . . , m,
Condition (12) of Lemma 3 guarantees that:
h
(2)
u∑
j=1
(
r
(2)
j − u
)

m−u∑
j=1
(
e
(1)
m−j+1 + d
(
σ
(1,2)
j
))
, u ∈ {0, . . . , m}. (21)
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From (17), (19) and (21) we get
m−u∑
j=1
e
(1)
m−j+1 
m−u∑
j=1
(
e
(2)
m−j+1 + d
(
σ
(2,1)
j
))
, u ∈ {0, . . . , m}
and
m−u∑
j=1
e
(2)
m−j+1 
m−u∑
j=1
(
e
(1)
m−j+1 + d
(
σ
(1,2)
j
))
, u ∈ {0, . . . , m}.
Hence d
(
σ
(2,1)
j
) = d(σ (1,2)j ) = 0 , j = 1, . . . , m, and
m−u∑
j=1
e
(1)
m−j+1 =
m−u∑
j=1
e
(2)
m−j+1, u ∈ {0, . . . , m}.
From this we can conclude that
e
(1)
j = e(2)j , j ∈ {1, . . . , m},
i.e., (A1, B1, C1,D1) and (A2, B2, C2,D2) have the same infinity elementary divi-
sors.
On the other hand from the definitions of g(1,2) and g(2,1) we get
g(2,1) = n+ p −
m∑
j=1
e
(2)
j −
p−m∑
j=1
d
(
δ
(1)
j
)− n+m∑
j=1
d
(
lcm
(
α
(1)
j , α
(2)
j
))
= n+ p −
m∑
j=1
e
(1)
j −
p−m∑
j=1
(
f
(1)
j + 1
)− n+m∑
j=1
d
(
lcm
(
α
(1)
j , α
(2)
j
))
 0.
As, d
(
lcm
(
α
(1)
j , α
(2)
j
))
 d
(
α
(1)
j
)
, for all j , we have that
n+m∑
j=1
d
(
lcm
(
α
(1)
j , α
(2)
j
))

n+m∑
j=1
d
(
α
(1)
j
)
.
Thus,
g(2,1)  n+ p −
m∑
j=1
e
(1)
j −
p−m∑
j=1
(
f
(1)
j + 1
)− n+m∑
j=1
d
(
α
(1)
j
) = 0.
That is to say g(2,1) = 0. Similarly g(1,2) = 0 and
n+m∑
j=1
d
(
lcm
(
α
(1)
j , α
(2)
j
)) = n+m∑
j=1
d
(
α
(1)
j
) = n+m∑
j=1
d
(
α
(2)
j
)
.
Then, conditions (18) and (20) become:(
f
(2)
1 + 1, . . . , f (2)p−m + 1
) ≺ (d(ε(2,1)p−m), . . . , d(ε(2,1)1 )) (22)
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and (
f
(1)
1 + 1, . . . , f (1)p−m + 1
) ≺ (d(ε(1,2)p−m), . . . , d(ε(1,2)1 )). (23)
Taking into account that d(ε(2,1)j )  d(δ
(1)
j ) = f (1)p−m−(j−1) + 1 and d(ε(1,2)j ) 
d(δ
(2)
j ) = f (2)p−m−(j−1) + 1, it follows from conditions (22) and (23) that
p−m∑
j=1
f
(2)
j 
p−m∑
j=1
f
(1)
j and
p−m∑
j=1
f
(1)
j 
p−m∑
j=1
f
(2)
j .
Consequently we will have that
∑p−m
j=1 f
(1)
j =
∑p−m
j=1 f
(2)
j , ε
(2,1)
j = δ(1)j and ε(1,2)j =
δ
(2)
j . Therefore
f
(1)
j = f (2)j , j ∈ {1, . . . , p −m}.
Both quadruples have the same row minimal indices. We prove finally that they also
have the same invariant factors.
In fact from σ (1,2)m = 1 and σ (2,1)m = 1 we get∏n+m
i=1 lcm
(
α
(2)
i , α
(1)
i
)
∏n+m
i=1 lcm
(
α
(2)
i , α
(1)
i−1
) = 1 (24)
and ∏n+m
i=1 lcm
(
α
(1)
i , α
(2)
i
)
∏n+m
i=1 lcm
(
α
(1)
i , α
(2)
i−1
) = 1. (25)
We pay attention to condition (24). As α(1)i−1 | α(1)i it follows that lcm(α(2)i , α(1)i−1) |
lcm(α(2)i , α
(1)
i ), i = 1, . . . , n+m and so
lcm
(
α
(2)
i , α
(1)
i−1
) = lcm(α(2)i , α(1)i ), i ∈ {1, . . . , n+m}.
Moreover, as α(1)0 := 1, we have that lcm(α(2)1 , α(1)1 ) = lcm(α(2)1 , α(1)0 ) = α(2)1 . This
means that α(1)1 | α(2)1 . Now lcm(α(2)2 , α(1)2 ) = lcm(α(2)2 , α(1)1 ) = α(2)2 , since α(1)1 |
α
(2)
1 | α(2)2 . Thus α(1)2 | α(2)2 . And so on.
If we repeat this process, we can prove that α(1)i | α(2)i , i = 1, . . . , n+m.
Reasoning in the same way on the fraction in (25), we can prove that α(2)i | α(1)i ,
i = 1, . . . , n+m. Hence
α
(1)
i = α(2)i i ∈ {1, . . . , n+m},
and the quadruples have the same invariants factors. Since they have also the same
infinite elementary divisors, the same row minimal indices and no column minimal
indices, we conclude that they are feedback-injection equivalent, and the theorem
follows. 
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3.4. Quadruples with column minimal indices and infinite elementary divisors
Condition (b) of Problem 1 is not sufficient for the equivalence of the quadru-
ples when they have simultaneously column minimal indices and infinite elementary
divisors as the following example shows:
Let us consider the quadruple (A1, B1, C1,D1) in Kronecker canonical form and
with column minimal indices (c1, c2) = (2, 1) and exponents of the infinite elemen-
tary divisors (e1, e2) = (3, 1). For all X and Y we have that
[
A1 X B1
C1 Y D1
]
=


0 1 0 0 0 x11 x12 0 0 0 0
0 0 0 0 0 x21 x22 1 0 0 0
0 0 0 0 0 x31 x32 0 1 0 0
0 0 0 0 1 x41 x42 0 0 0 0
0 0 0 0 0 x51 x52 0 0 1 0
0 0 0 1 0 y11 y12 0 0 0 0
0 0 0 0 0 y21 y22 0 0 0 1


is a controllable pair.
The controllability matrix of this pair is
C
([
A1 X
C1 Y
]
,
[
B1
D1
])
=


0 0 0 0 1 0 0 x12 0 0 0 . . .
1 0 0 0 0 0 0 x22 0 0 0 . . .
0 1 0 0 0 0 0 x32 0 0 0 . . .
0 0 0 0 0 0 1 x42 0 0 0 . . .
0 0 1 0 0 0 0 x52 0 0 0 . . .
0 0 0 0 0 0 0 y12 0 0 1 . . .
0 0 0 1 0 0 0 y22 0 0 0 . . .


.
Then, the possible controllability indices of this pair are:
(k1, k2, k3, k4) =


(3, 2, 1, 1) if y12 = 0
or
(2, 2, 2, 1) if y12 /= 0.
Let now (A2, B2, C2,D2) be a quadruple with (c1, c2) = (3, 1) as column mini-
mal indices and (e1, e2) = (2, 1) as the exponents of the infinite elementary divisors.
For all X and Y we have that
[
A2 X B2
C2 Y D2
]
=


0 1 0 0 0 x11 x12 0 0 0 0
0 0 1 0 0 x21 x22 0 0 0 0
0 0 0 0 0 x31 x32 1 0 0 0
0 0 0 0 0 x41 x42 0 1 0 0
0 0 0 0 0 x51 x52 0 0 1 0
0 0 0 0 1 y11 y12 0 0 0 0
0 0 0 0 0 y21 y22 0 0 0 1


is a controllable pair.
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The controllability matrix of this pair is
C
([
A2 X
C2 Y
]
,
[
B2
D2
])
=


0 0 0 0 0 0 0 x12 1 . . .
0 0 0 0 1 0 0 x22 0 . . .
1 0 0 0 0 0 0 x32 0 . . .
0 1 0 0 0 0 0 x42 0 . . .
0 0 1 0 0 0 0 x52 0 . . .
0 0 0 0 0 0 1 y12 0 . . .
0 0 0 1 0 0 0 y22 0 . . .


Then, the possible controllability indices of this pair are:
(k1, k2, k3, k4) =


(3, 2, 1, 1) if x12 = 0
or
(2, 2, 2, 1) if x12 /= 0.
Obviously these two quadruples are not equivalent. However condition (b) of our
problem holds true.
As a conclusion we have that the following condition:
Each pair in ε(A1, B1, C1,D1) is feedback equivalent to a pair in ε(A2, B2,
C2,D2) and conversely, each pair in ε(A2, B2, C2,D2) is feedback equivalent
to a pair in ε(A1, B1, C1,D1),
is always necessary for the feedback-injection equivalence of the quadruples (A1, B1,
C1,D1) and (A2, B2, C2,D2). It is also sufficient provided that the given quadruples
do not have simultaneously column minimal indices and infinite elementary divisors.
But there are quadruples satisfying the above condition which are not feedback-
injection equivalent. The reason seems to be that both, the column minimal indices
and the infinite elementary divisors, contribute indistinguishably to the formation of
the controllability indices of the pair obtained by extending the given quadruple.
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