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Abstract
The paper is devoted to exterior squares of polynomials and matrices over the finite field Fq for
large q. We find the limit as d→∞ of the probability that a monic polynomial f ∈ Fq [t] of degree
d has root-free exterior square. We also find the limit as d →∞ of the probability that a matrix
X ∈GL(d, q) has eigenvalue-free exterior square. This should be useful in recognising GL(V ) in its
action on V ∧ V , when V is a d-dimensional vector space over Fq .
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Let f be a monic polynomial of degree d over a field F with roots λ1, . . . , λd in its
splitting field over F . Then the exterior square of f is denoted by f ∧2 and defined by
f ∧2(t)=
∏
1i<jd
(t − λiλj ).
Let V be a d-dimensional vector space over the field F with standard basis e1, . . . , ed .
The exterior square of V , denoted by V ∧ V , is the vector space defined by
V ∧ V = (V ⊗ V )/ sp({v⊗ v: v ∈ V }).
For v,w ∈ V , the image of v⊗w in the natural homomorphism
ρ :V ⊗ V → V ∧ V
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S = {ei ∧ ej | 1 i < j  d}
forms a basis for V ∧ V which we shall call the standard basis.
Let f :V → V be any linear map. Then the map
v ∧w → (vf )∧ (wf )
is linear and we denote it by f ∧2. If X is the matrix of f with respect to the standard basis
of V , then the exterior square of X, denoted by X∧2, is the matrix of f ∧2 with respect to
the standard basis of V ∧ V .
In this paper, we prove the following theorem.
Theorem 1.1. Let p(d, q) be the probability that a monic polynomial f ∈ Fq [t] of degree
d has an exterior square with no root in Fq . Then
lim
d→∞p(d, q)= 2e
−3/2 +O(q−1).
This result might be viewed as an analogy to the fact that
lim
d→∞Prob
[
σ ∈ Sym(d) is a derangement on unordered pairs]= 2e−3/2.
(I have been unable to find a reference for this but it is well known to many people.)
Building on Theorem 1.1, we prove
Theorem 1.2. Let P(d, q) denote the probability that a matrix in GL(d, q) has an exterior
square with no eigenvalue in Fq . Then
lim
d→∞P(d, q)= 2e
−3/2 −O(q−1).
This result should be of use in designing algorithms to recognise GL(V ) in its action on
V ∧ V .
2. Root-free exterior squares
In this section, we prove Theorem 1.1. Specifically, we prove
Theorem 2.1.
2e−3/2 − 0.88q−1 < lim
d→∞p(d, q) < 2e
−3/2 + q−1.
A better bound, more useful for small values of q , is given by the following theorem.
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W(q)= 2
(
1+ 1
q
)−q(
1+ 1
q2
)−q(q−1)/2(
1− 1
q
)
.
Then (
1− 4
7
q−1
)
W(q)− 2
3
e−3/2q−2 < lim
d→∞p(d, q) <W(q)+ q
−1.
Indeed, Theorem 2.1 follows immediately from Theorem 2.2. We postpone the proof of
these theorems.
For irreducible polynomials f and g in Fq [t], define f ∼ g if and only if g has a root
cα for some c ∈ Fq where α is a root of f in its splitting field. Then ∼ is an equivalence
relation on the set of irreducible polynomials and the size of each equivalence class divides
q − 1. This is because we can define an action of F∗q on any equivalence class as follows.
If f has root α and c belongs to F∗q , then f c is the minimal polynomial of cα.
Let S be the set of all irreducible polynomials in Fq [t] whose exterior square has a
linear factor and let S be the set of all equivalence classes of polynomials in S. Let sd(q)
be the number of polynomials of degree d in S.
Let us now find sd (q). Recall that the Möbius function µ is defined as follows. For an
integer d ,
µ(d)=
{1 if d = 1,
(−1)k if d is a product of k distinct primes,
0 if d has a repeated prime factor.
We shall prove the following theorem.
Theorem 2.3. If d is odd, sd (q)= 0.
If d is a power of 2 but not equal to 2 and q is odd then
sd (q)= q − 1
d
(
qd/2 − 1).
In all other cases
sd (q)= q − 1
d
∑
a|d
a odd
µ(a)qd/(2a).
We begin with some useful lemmas.
Lemma 2.4. Let f ∈ Fq[t] of degree n be irreducible. Suppose f ∧2 has a root c ∈ Fq
where say c= ααqr (α being a root of f in its splitting field ). Then n is even and r = 1n.2
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αΨ = cα−1. It follows that αΨ 2 = α and so Ψ has order 2. Since Ψ 2 = 1, Ψ = 1 and Φ
has order n, it follows that Ψ =Φn/2 and so r = 12n. ✷
Corollary 2.5. Let f be irreducible of degree 2r and suppose f ∧2 has a root c in Fq .
Suppose c is the product of the roots α and αqr of f in its splitting field. Then α belongs
to the cyclic subgroup of order (q − 1)(qr + 1) of the multiplicative group F∗
q2r
.
Lemma 2.6. Let f ∈ Fq [t] be a monic irreducible polynomial of degree 2r . If f ∧2 has a
root c, then for any root α of f in its splitting field
αq
r = cα−1.
Proof. Since f ∧2 has a root c ∈ Fq , we must have αq
r
0 = cα−10 for some root α0 of f in the
splitting field of f (in virtue of Lemma 2.4). Let j be an arbitrary integer and let α = αqj0 .
Then
αq
r = (αqj0 )qr = (αqr0 )qj = (cα−10 )qj = c(αqj0 )−1 = cα−1. ✷
Lemma 2.7. Let α generate Fq2r (as an extension of Fq ) and let fα be the minimal
polynomial of α. Then (fα)∧2 has a root in Fq if and only if α belongs to the cyclic
subgroup of F∗
q2r
of order (q − 1)(qr + 1).
Proof. Corollary 2.5 and Lemma 2.6 give us the ‘only if’ statement. If α belongs to the
cyclic subgroup of F∗
q2r
of order (q − 1)(qr + 1) then (α(qr+1))(q−1) = 1 so αqr+1 = c for
some c ∈ Fq . Hence c is a root of (fα)∧2. ✷
We are now in a position to prove Theorem 2.3.
Proof of Theorem 2.3. From Lemma 2.4, it follows that for d odd, sd (q)= 0.
Let d = 2r and define wb(q) to be the number of α in Fqb such that α(qr+1)(q−1) = 1.
So
wb(q)= hcf
(
qb − 1, (q − 1)(qr + 1)).
Let ub(q) be the number of α ∈ Fqb which generate Fqb (as an extension of Fq ) and satisfy
α(q
r+1)(q−1) = 1. (1)
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of Fqd which lie in proper subfields of Fqd from our list of elements which satisfy (1). This
gives
ud(q)=
∑
a|d
µ(a)wd/a(q) and sd (q)= 1
d
ud(q).
Firstly, to avoid complications in the rest of the proof, let us deal with the case where d
is a power of 2. In this case
sd (q)= 1
d
(
wd(q)−wr(q)
)
and it is quickly seen that this equals
q − 1
d
∑
a|d
a odd
µ(a)qd/(2a)
if q is even or d = 2 and
q − 1
d
(
qd/2 − 1)
if q is odd and r is even.
Henceforth, assume d is not a power of 2. Define S1 and S2 to be the sets of even and
odd positive integers respectively which divide d and are square-free. Note that
ud(q)=
∑
a∈S1
µ(a)wd/a(q)+
∑
a∈S2
µ(a)wd/a(q).
Suppose a belongs to S1. Let d1 = d/a. Then d1 | r . Hence
wd1(q) = hcf
(
qd1 − 1, (q − 1)(qr + 1))= (q − 1)× hcf(qd1 − 1
q − 1 ,2
)
=
{
q − 1 if d1 is odd or q is even,
2(q − 1) if d1 is even and q is odd.
Define v2(d) to be the greatest integer n such that 2n | d . Since a is square-free, d1 (which
we recall equals d/a) is odd if v2(d)= 1 and it is even if v2(d) > 1. Hence
∑
µ(a)wd/a(q)= (q − 1))
∑
µ(a) (2)a∈S1 a∈S1
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not a power of 2)
∑
a∈S1
µ(a)=
∑
a|d
a even
µ(a)= 0.
Hence, from (2),
∑
a∈S1
µ(a)wd/a(q)= 0 and so ud(q)=
∑
a∈S2
µ(a)wd/a(q).
Henceforth, we shall assume that a belongs to S2. Let d2 = d/a. Then d2 is even so let
d2 = 2r2.
Suppose firstly that q is odd. Then
wd2(q) = hcf
(
qd2 − 1, (q − 1)(qr + 1))
= 4× hcf
(
qr2 − 1
2
× q
r2 + 1
2
,
q − 1
2
× q
r + 1
2
)
.
Note that (qr2 + 1)/2 and (qr2 − 1)/2 differ by 1 and so are coprime. Hence
wd2(q)= 4× hcf
(
qr2 − 1
2
,
q − 1
2
× q
r + 1
2
)
× hcf
(
qr2 + 1
2
,
q − 1
2
× q
r + 1
2
)
.
Note that a = d/d2 = r/r2 and a is odd. Hence (qr2 + 1)/2 divides (qr + 1)/2. Therefore
wd2(q) = 4× hcf
(
qr2 − 1
2
,
q − 1
2
× q
r + 1
2
)
× q
r2 + 1
2
= (q − 1)(qr2 + 1).
Hence for q odd,
ud(q)=
∑
a∈S2
µ(a)wd/a(q)= (q − 1)
∑
a∈S2
µ(a)
(
qd/(2a)+ 1)= (q − 1)∑
a∈S2
µ(a)qd/(2a)
because ∑
a∈S2
µ(a)= 0.
A similar argument holds for q even. ✷
Let nd(q) denote the number of monic irreducibles of degree d over Fq . We have the
following well-known lemma.
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d1
(
1− (z/q)d)nd (q) = 1− z.
Proof. The set of all monic polynomials is equal to the set of all products of powers of
irreducible monic polynomials. Hence
1
1− qz =
∞∏
d=1
(
1
1− zd
)nd (q)
.
Inverting both sides of this equation, we obtain
1− qz=
∞∏
d=1
(
1− zd)nd (q).
Replacing the variable z with the variable z/q now gives us the required result. ✷
From Lemma 2.8, it follows easily that
Lemma 2.9.
∏
d1
(
1+ (z/q)d)nd (q) = 1− z2/q
1− z .
This completes our general preparatory work. We now embark on the proof of
Theorem 2.1. We know that all irreducible quadratic polynomials belong to S and that
all polynomials in S have even degree. Define p1(d, q) to be the probability that f ∈ Fq [t]
of degree d is separable, has a factor in S and has no factors of degree 2. Define p2(d, q)
to be the probability that f ∈ Fq [t] is separable and has a factor of degree 2. (Note that we
define a polynomial to be separable if it has no repeated roots in its splitting field.) Define
p3(d, q) to be the probability that f ∈ Fq [t] of degree d is separable, has no factors in S,
has no factors of degree 2 and has an exterior square with a linear factor. Define ps(d, q)
to be the probability that f ∈ Fq[t] of degree d is separable and has a root-free exterior
square. Then
1− q−1 − ps(d, q)= p1(d, q)+ p2(d, q)+ p3(d, q).
This follows from the fact that the probability of a polynomial f ∈ Fq [t] of degree d being
separable is 1− q−1 (see, for example, [3]).
We shall begin by considering p2(d, q). Define p′2(d, q) to be the probability that
f ∈ Fq [t] of degree d is separable and has no factor of degree 2. Let nr(q) denote the
number of monic irreducible polynomials of degree r over Fq . And let us denote by
[zi]g(z) the coefficient of zi in the Maclaurin expansion of g(z). We have the following
lemma.
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1+
∞∑
d=1
p′2(d, q)zd = (1+ z)
∏
r3
(
1+ (z/q)r)nr (q).
Proof. Let I denote the set of all irreducible polynomials in Fq [t]. The probability of
f ∈ Fq [t] of degree d being separable is
[
zd
]∏
g∈I
(
1+
(
z
q
)degg)
.
It follows that the probability that f of degree d is separable with no linear or quadratic
factor is equal to
[
zd
] ∏
g∈I
degg3
(
1+
(
z
q
)degg)
= [zd]∏
r3
(
1+
(
z
q
)r)nr (q)
. (3)
The probability of a polynomial of degree d being separable with no quadratic factor
and exactly one linear factor equals the probability of a polynomial of degree d − 1 being
separable and having no linear or quadratic factor, hence is
[
zd−1
]∏
r3
(
1+
(
z
q
)r)nr (q)
or
[
zd
]
z
∏
r3
(
1+
(
z
q
)r)nr (q)
. (4)
The lemma now follows from (3) and (4). ✷
Recall that
W(q)= 2
(
1+ 1
q
)−q(
1+ 1
q2
)−q(q−1)/2(
1− 1
q
)
.
It will be useful to prove the following three lemmas.
Lemma 2.11. For q  2, W(q) is a strictly increasing function.
Proof. We shall show that U(q) := 12W(q) is strictly increasing. Note that
logU(q)=−q log(1+ q−1)− 1
2
q(q − 1) log(1+ q−2)+ log(1− q−1).
Set x = q−1. Note that 0 < x  1/2. Then
logU(q)=−x−1 log(1+ x)− 1x−1(x−1 − 1) log(1+ x2)+ log(1− x).
2
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g1(x) := log(1− x)− x−1 log(1+ x) and g2(x) := −12x
−1(x−1 − 1) log(1+ x2).
Then logU(q)= g1(x)+ g2(x).
Writing out the Taylor series for −x−1 log(1+ x) and log(1− x), we find that
g1(x) =
(
−1+ 1
2
x − 1
3
x2 + 1
4
x3 − · · ·
)
−
(
x + 1
2
x2 + 1
3
x3 + · · ·
)
= −1− 1
2
x − 5
6
x2 +
∞∑
n=3
(
1
n+ 1 −
1
n
)
xn
= −1− 1
2
x − 5
6
x2 −
∞∑
n=3
anx
n
where an > 0 for all n. Treating g2(x) similarly, we find that
g2(x)=−12 +
1
2
x + 1
4
x2 − 1
2
∑
n3
(
xn
n
+ x
n+1
n+ 1 −
xn+2
n+ 2 −
xn+3
n+ 3
)
where the sum is over n≡ 3 mod 4. Hence
logU(q)=−3
2
− 7
12
x2 −
∞∑
n=3
anx
n − 1
2
∑
n3
(
xn
n
+ x
n+1
n+ 1 −
xn+2
n+ 2 −
xn+3
n+ 3
)
where an > 0 for all n and the rightmost sum is again over n≡ 3 mod 4. Clearly
xn
n
+ x
n+1
n+ 1 −
xn+2
n+ 2 −
xn+3
n+ 3
decreases as x decreases. It follows that logU(q) increases as x decreases, that is, as q
increases. Hence U(q) is a strictly increasing function. ✷
Lemma 2.12.
e−3/2 <W(q) < 2e−3/2 and lim
q→∞W(q)= 2e
−3/2.
Proof. Let q be a prime power. We have
e−1 <
(
1+ 1
)−q
and e−1/2 <
(
1+ 12
)−q2/2
.
q q
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e−3/2 <W(q).
It is straightforward to show that
lim
d→∞W(q)= 2e
−3/2,
and this provides a strict upper bound since W(q) is strictly increasing. ✷
Lemma 2.13. With W(q) defined as above,
2e−3/2 −W(q) 0.4q−1.
Proof.
(
1+ q−1)−q = e−q log(1+q−1).
Hence
e−1+q−1/2−q−2/3 
(
1+ q−1)−q  e−1+q−1/2.
It follows from this that
e−1
(
eq
−1/2−q−2/3 − 1) (1+ q−1)−q − e−1  e−1(eq−1/2 − 1). (5)
Note that, for 0 < x < 2,
1+ x  ex  1+ x +
1
2x
2
1− 12x
.
Applying this, Eq. (5) becomes
e−1
(
1
2
q−1 − 1
3
q−2
)

(
1+ q−1)−q − e−1  e−1(1
2
q−1 + 1
7
q−2
)
from which it follows that
1
3
e−1q−1 
(
1+ q−1)−q − e−1  4
7
e−1q−1. (6)
In a similar manner, we can show that
1
e−1/2q−1 
(
1+ q−2)−q(q−1)/2 − e−1/2  20e−1/2q−1. (7)2 27
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W(q)= 2(e−1 + aq−1)(e−1/2 + bq−1)(1− q−1)
where
1
3
e−1  a  4
7
e−1 and 1
2
e−1/2  b 20
27
e−1/2.
We can rewrite this as
W(q)= 2e−3/2 + f (q),
where
f (q)= 2e−3/2((a′ + b′ − 1)q−1 + (a′b′ − a′ − b′)q−2 − a′b′q−3),
where 1/3 a′  4/7 and 1/2 b′  20/27. It follows that
W(q)= 2e−3/2 − g(q),
where g(q) 0.4q−1. ✷
Recall (see, for example, [1, Chapter 5, Section 2.2, pp. 189–191]) that the product∏∞
n=1(1+ an) converges if an = −1 for all n and there exists l = 0 such that
lim
k→∞
k∏
n=1
(1+ an)= l.
To show that
∏∞
n=1(1+ an) converges, it is sufficient to show that it converges absolutely,
that is, to show that
∏∞
n=1(1+ |an|) converges. We have the following useful lemma.
Lemma 2.14. If the sum ∑∞i=1 an converges absolutely then the product ∏∞n=1(1 + an)
converges absolutely.
Lemma 2.15. If the Maclaurin series of f (z) has radius of convergence greater than 1,
then
lim
d→∞
[
zd
] f (z)
1− z = f (1).
Proof. Suppose f (z) has Maclaurin expansion
∑∞
i=0 cizi . Then
[
zd
] f (z)
1− z =
d∑
ci.i=0
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lim
d→∞
[
zd
] f (z)
1− z = f (1). ✷
Theorem 2.16. Recall that p′2(d, q) is the probability that f ∈ Fq [t] of degree d is
separable and has no factor of degree 2. We have
lim
d→∞p
′
2(d, q)=W(q).
Proof. From Lemma 2.10
1+
∞∑
d=1
p′2(d, q)zd = (1+ z)
∏
r3
(
1+
(
z
q
)r)nr (q)
. (8)
Invoking Lemma 2.9, we see that
1+
∞∑
d=1
P ′2(d, q)zd = (1+ z)
1− z2/q
1− z
(
1+ z
q
)−q(
1+ z
2
q2
)−(q2−q)/2
. (9)
This equals
g(z)
1− z (10)
where
g(z)= (1+ z)
(
1+ z
q
)−q(
1+ z
2
q2
)−(q2−q)/2(
1− z
2
q
)
.
Clearly, g(z) is analytic for |z|< q . Hence we may apply Lemma 2.15. Doing so, we find
that
lim
d→∞p
′
2(d, q)= g(1)= 2
(
1+ 1
q
)−q(
1+ 1
q2
)−(q2−q)/2(
1− 1
q
)
=W(q). ✷
Now we need to turn to p1(d, q). Recall that S is the set of all irreducible polynomials
in Fq [t] whose exterior square has a linear factor.
Theorem 2.17. Let p1(d, q) be the probability that a polynomial f ∈ Fq [t] of degree d is
separable, has no quadratic factor but has a factor in S. Then
lim
d→∞p1(d, q) <
4
7
W(q)q−1 < 8e
−3/2
7
q−1.
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[
zd
](−1+ ∏
g∈S
degg4
(
1+
(
z
q
)degg))
is the probability that a polynomial f = 1 of degree d is a product of distinct factors from
S each of degree at least 4. Hence
[
zd
](
1+
∞∑
r=1
p′2(r, q)zr
)(
−1+
∏
g∈S
degg4
(
1+
(
z
q
)degg))
(11)
is an upper bound on the probability p1(d, q) that f of degree d is separable, has no
quadratic factor but has at least one factor from S. From this and Lemma 2.10, we see that
p1(d, q)
[
zd
]
(1+ z)
(∏
r1
(
1+ (z/q)r)nr (q))(−1+∏
r4
(
1+ (z/q)r)sr (q)).
From (9) in the proof of Theorem 2.16, this equals
[
zd
]
(1+ z)
(
1+ z
q
)−q(
1+ z
2
q2
)−(q2−q)/2
(1− z2/q)
1− z ×
(
−1+
∏
r4
(
1+ (z/q)r)sr (q)).
Note that
∑
r4
∣∣sr (q)∣∣∣∣(z/q)r ∣∣<∑
r4
zr
q(r/2)−1
which converges provided |z|< q1/2. It follows from Lemma 2.14 that
∏
r4
(
1+ (z/q)r)sr (q)
converges for |z|< q1/2 and hence
(1+ z)
(
1+ z
q
)−q(
1+ z
2
q2
)−(q2−q)/2(
1− z
2
q
)
×
(
−1+
∏
r4
(
1+ (z/q)r)sr (q))
converges provided |z|< q1/2. Hence we can invoke Lemma 2.15. Doing so, we see that
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d→∞p1(d, q) = 2
(
1+ 1
q
)−q(
1+ 1
q2
)−(q2−q)/2(
1− 1
q
)
×
(
−1+
∏
r4
((
1+ (1/q)r)sr (q))).
Define
C(q)=−1+
∏
r4
(
1+ (1/q)r)sr (q).
Then
lim
d→∞p1(d, q)W(q)×C(q). (12)
Let
E(q) := 1+C(q)=
∏
r4
((
1+ (1/q)r)sr (q)).
Recall from Theorem 2.3 that sd (q)= 0 for d odd. Hence
E(q)=
∏
r2
((
1+ (1/q)2r)S2r (q)).
Also, from Theorem 2.3, we have that
s2r (q) <
qr+1
2r
.
Therefore
E(q) <
∏
r2
((
1+ (1/q)2r)qr+1/2r).
Hence
logE(q) <
∑
r2
qr+1
2r
log
(
1+ 1
q2r
)
<
∑
r2
1
2r
q1−r < 1
2
q−1.
It follows that
E(q) < eq
−1/2.
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C(q) <−1+ eq−1/2 < 1
2
q−1 + 1
7
q−2 < 4
7
q−1. (13)
It follows from (12), (13), and Lemma 2.12 that
lim
d→∞p1(d, q)W(q)×C(q) <W(q)×
4
7
q−1 < 8e
−3/2
7
q−1. ✷
Finally, we must consider p3(d, q). Recall that p3(d, q) is the probability that f ∈ Fq [t]
of degree d is separable, has no factors in S, has no factors of degree 2 and has an exterior
square with a linear factor. Recall that S is the set of equivalence classes of polynomials
in S. The equivalence classes not in S can be grouped into pairs ψ± := {ψ,ψ−1} where ψ
is the class of the minimal polynomial of α and ψ−1 the class of the minimal polynomial
of α−1. Note that ψ /∈ S implies that ψ =ψ−1. We shall refer to the degree of ψ meaning
the degree of those polynomials belonging to ψ .
Theorem 2.18.
0 lim
d→∞p3(d, q) <
2e−3/2
3
q−2.
Proof. A separable polynomial f ∈ Fq [t] with no factors in S has an exterior square with
a linear factor if and only if there is an equivalence class φ /∈ S such that f has at least one
factor from each of φ and φ−1.
Consider a pair φ± of classes {φ,φ−1} (where φ /∈ S). Note that
[
zd
]∏
g∈φ
(
1+
(
z
q
)degφ)
(14)
is the probability that f is monic and separable of degree d with only irreducible factors
from φ. This equals
[
zd
](
1+
|φ|∑
k=1
(|φ|
k
)
zk degφ
qk degφ
)
.
Hence
[
zd
] |φ|∑(|φ|
k
)
zk degφ
qk degφ
k=1
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from φ and at least one factor from φ. Therefore
[
zd
]( |φ|∑
k=1
(|φ|
k
)
zk degφ
qk degφ
)( |φ−1|∑
k=1
(|φ−1|
k
)
zk degφ
qk degφ−1
)
= [zd]
( |φ|∑
k=1
(|φ|
k
)
zk degφ
qk degφ
)2
is the probability that f is monic, separable and has only irreducible factors from φ and
φ−1 and at least one factor from each.
It follows that
[
zd
]( |φ|∑
k=1
(|φ|
k
)
zk degφ
qk degφ
)2 ∏
ψ /∈S∪{φ,φ−1}
degψ3
(
1+
|ψ |∑
k=1
(|ψ|
k
)
zk degψ
qk degψ
)
(15)
is the probability that f ∈ Fq [t] of degree d is monic, separable, has no factors from S, has
no linear factors and has at least one factor from each of φ and φ−1. Define
F(z)=
∏
ψ /∈S
degψ3
(
1+
|ψ |∑
k=1
(|ψ|
k
)
zk degψ
qk degψ
)
.
Then the expression at (15) equals [
zd
](
g(z)× F(z))
where
g(z) =
( |φ|∑
k=1
(|φ|
k
)
zk degφ
qk degφ
)2/(
1+
|φ|∑
k=1
(|φ|
k
)
zk degφ
qk degφ
)2
=
(
1−
(
1+
(
z
q
)degφ)−|φ|)2
.
The probability that a polynomial of degree d is monic, separable, has no factors from
S, has exactly one linear factor and has at least one factor from each of φ and φ−1 is equal
to the probability that a polynomial of degree d−1 is monic, separable, has no factors from
S, has no linear factors and has at least one factor from each of φ and φ−1. This equals
[
zd−1
](
1−
(
1+
(
z
q
)degφ)−|φ|)2
F(z)
or
[
zd
]
z
(
1−
(
1+
(
z
)degφ)−|φ|)2
F(z). (16)
q
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separable, has no factor from S, has at most one linear factor and has at least one factor
from each of φ and φ−1 equals
[
zd
]
(1+ z)
(
1−
(
1+
(
z
q
)degφ)−|φ|)2
× F(z).
We shall call this probability Pφ±(d, q).
Similarly, for n fixed distinct equivalence class pairs φ±1 , . . . , φ±n , the probability that a
monic polynomial of degree d is separable, has no factor from S, has at most one linear
factor and has, for all i in 1 i  n, one factor from each of φi and φ−1i is
[
zd
]
(1+ z)F (z)
n∏
i=1
(
1−
(
1+
(
z
q
)degφi)−|φi |)2
.
We shall call this probability Pφ±1 ,...,φ±n (d, q).
Consider
∑
(1+ z)
(
1−
(
1+
(
z
q
)degφ)−|φ|)2
F(z) (17)
where we sum over all symbols φ± where φ /∈ S. It follows from our argument above that
the coefficient of zd in (17) is
∑
φ±
Pφ±(d, q).
This coefficient is not equal to p3(d, q) since we have overcounted. If f of degree d has
factors from φ,φ−1,ψ and ψ−1 (for some distinct classes φ,ψ), then it has been counted
twice. Applying the Inclusion-Exclusion Principle, it is quick to see that
p3(d, q) =
∞∑
n=1
(−1)n+1
∑
φ±1 ,...,φ
±
n
Pφ±1 ,...,φ
±
n
= (1+ z)F (z)
∞∑
n=1
(−1)n+1
∑
φ±1 ,...,φ
±
n
n∏
i=1
(
1−
(
1+
(
z
q
)degφi)−|φi |)2
where the inner sum is over sets of distinct equivalence class pairs. Observe that
∞∑
n=1
∑
φ±,...,φ±
n∏
i=1
(
1−
(
1+
(
z
q
)degφi)−|φ|)2
1 n
D. Brydon / Journal of Algebra 262 (2003) 226–252 243equals
1−
∏
φ±
(
1−
(
1−
(
1+
(
z
q
)degφ)−|φi |)2)
.
Hence
p3(d, q)= (1+ z)F (z)
(
1−
∏
φ±
(
1−
(
1−
(
1+
(
z
q
)degφ)−|φi |)2))
. (18)
In order to find limd→∞p3(d, q), we want to write this in the form
a(z)
1− z
where a(z) has Maclaurin series with radius of convergence greater than 1.
Well,
F(z) =
∏
ψ /∈S, degψ3
(
1+
|ψ |∑
k=1
(|ψ|
k
)
zk degψ
qk degψ
)
=
∏
d3
(
1+
(
z
q
)d)nd (q)−sd(q)
=
∏
d3
(
1+
(
z
q
)d)nd (q) ∏
d3
(
1+
(
z
q
)d)−sd (q)
.
Noting that s1(q)= 0 and s2(q)= n2(q), we see that
F(z) =
(
1+ z
q
)−q ∏
d1
(
1+
(
z
q
)d)nd (q) ∏
d1
(
1+
(
z
q
)d)−sd(q)
=
(
1+ z
q
)−q 1− z2/q
1− z
∏
d1
(
1+
(
z
q
)d)−sd(q)
. (19)
Note that
∏
d1
(
1+
(
z
q
)d)−sd(q)
converges provided |z|< q1/2 because
∑
sd (q)
∣∣∣∣
(
z
q
)d ∣∣∣∣<∑
∣∣∣∣ zdqd/2
∣∣∣∣
d1 d1
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F(z)= b(z)
1− z (20)
where b(z) has radius of convergence at least q1/2.
Now we consider
c(z)=
(
1−
∏
φ±
(
1−
(
1−
(
1+
(
z
q
)degφ)−|φi |)2))
(21)
where the product is over all pairs of equivalence classes not in S. This converges if
s(z)=
∑
φ±
(
1−
(
1+
(
z
q
)degφ)−|φi |)2
converges absolutely, where the sum is over all pairs of equivalence classes not in S. Let
Md,s be the number of equivalence classes of degree at least 3 not in S of size s and
degree d . Then
s(z) = 1
2
∑
d1
q−1∑
s=1
Md,s
∣∣∣∣∣
(
1−
(
1+
(
z
q
)d)−s)2∣∣∣∣∣ .
Note that
q−1∑
s=1
Md,s
∣∣∣∣
(
1−
(
1+
(
z
q
)d)−s)2∣∣∣∣ <
q−1∑
s=1
Md,s
∣∣(1− e−s(z/q)d )2∣∣
<
q−1∑
s=1
Md,ss
2
∣∣∣∣
(
z
q
)2d ∣∣∣∣
provided |z| < q2/3. This holds because e−x > 1 − x for 0 < x < 1 and |szd/qd | < 1
provided |z|< q2/3. Now note that
q−1∑
s=1
(Md,ss)s
∣∣∣∣
(
z
q
)2d ∣∣∣∣ <
q−1∑
s=1
(Md,ss)q
∣∣∣∣
(
z
q
)2d ∣∣∣∣= (nd(q)− sd(q)) |z2d |q2d−1
<
1 |z2d |
d−1 . (22)d q
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∑
d1
1
d
|z2d |
qd−1
converges provided |z|< q1/2. It follows that the sum s(z) converges absolutely and hence
the product c(z) converges provided |z|< q1/2.
Now, from (18), (20), and (21), we have that
p3(d, q)= (1+ z)
(1− z)b(z)c(z)=
d(z)
1− z
where we know from the argument above that d(z) converges provided |z|< q1/2. Hence,
invoking Lemma 2.15, we know that the limit
lim
d→∞p3(d, q)
exists and equals d(1).
Let us write
∑
adz
d 
∑
bdz
d
to mean that ad  bd for all d . Then
∞∑
d=1
p3(d, q)z
d  (1+ z)F (z)
∑
ψ±
Pφ±
where the righthand sum is over all pairs of equivalence classes not in S and of degree at
least three. Continuing we have that
∞∑
d=1
p3(d, q)z
d  (1+ z)F (z)
∑
ψ±
(
1− 1
(1+ (z/q)degψ)|ψ |
)2
= (1+ z)
(
1+ z
q
)−q 1− z2/q
1− z
∏
d1
(
1+
(
z
q
)d)−sd (q)
×
∑
ψ±
(
1− 1
(1+ (z/q)degψ)|ψ |
)2
from (19). Define
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(
1+ z
q
)−q(
1− z
2
q
)
×
∏
r1
(
1+ (z/q)r)−sr (q)∑
ψ±
(
1− 1
(1+ (z/q)degψ)|ψ |
)2
.
Following the same argument, mutatis mutandis, used to show that d(z) converges
provided |z|< q1/2, we find thatH(z) also converges for |z|< q1/2. Invoking Lemma 2.15,
we have
lim
d→∞p3(d, q) < H(1).
Recall that sd (q)= 0 for d odd and s2(q)= 12 (q2 − q) and note that
sr (q) >
q − 1
r
(
qr/2 − qr/6).
Hence
lim
d→∞p3(d, q) < 2
(
1+ (1/q))−q(1− (1/q))(1+ (1/q)2)−(q2−q)/2
×
∏
r4
r even
(
1+ (1/q)r) q−1r (qr/6−qr/2)∑
ψ±
(
1− 1
(1+ (1/q)degψ)|ψ |
)2
= W(q)×
∏
r2
(
1+ (1/q)2r) q−12r (qr/3−qr )∑
ψ±
(
1− 1
(1+ (1/q)degψ)|ψ |
)2
.
Clearly
∏
r2
(
1+ (1/q)2r) q−12r (qr/3−qr )  1.
Therefore,
lim
d→∞p3(d, q) <W(q)×
∑
ψ±
(
1− 1
(1+ (1/q)degψ)|ψ |
)2
. (23)
Note that in the sum above, we have degψ±  3. This is because if f had factors from ψ
and ψ−1 where either degψ = 1 or degψ = 2 then f would have a quadratic factor. The
same argument used for s(z) gives us that
∑
±
(
1− 1
(1+ (1/q)degψ)|ψ |
)2
<
1
2
∑ q1−d
d
.ψ d3
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∑
ψ±
(
1− 1
(1+ (1/q)degψ)|ψ |
)2
<
1
3
q−2. (24)
From (24), (23), and Lemma 2.12,
lim
d→∞p3(d, q) <W(q)×
1
3
q−2 < 2e
−3/2
3
q−2. ✷
Proof of Theorem 1.1. Recall that ps(d, q) is the probability that a polynomial f ∈ Fq [t]
of degree d is separable and has a root-free exterior square. Note that
1− q−1 − ps(d, q)= p1(d, q)+ p3(d, q)+
(
1− q−1 − p′2(d, q)
)
.
Hence
lim
d→∞ps(d, s)= limd→∞
(
p′2(d, q)− p1(d, q)− p3(d, q)
)
.
It follows from Theorems 2.16–2.18 that
(
1− 4
7
q−1
)
W(q)− 2e
−3/2
3
q−2 < lim
d→∞ps(d, q) <W(q)
and
2e−3/2 − 0.88q−1 < lim
d→∞ps(d, q) < 2e
−3/2.
Finally note that the proportion of monic polynomials of degree d in Fq [t] which are
nonseparable is q−1. ✷
3. Eigenvalue-free exterior squares
In this section, we prove Theorem 1.2. Specifically we show the result
Theorem 3.1. Let P(d, q) be the probability that a matrix X ∈ GL(d, q) has an exterior
square with no eigenvalue in Fq . Then
lim
d→∞P(d, q)= 2e
−3/2 − h(q)
where h(q) 15q−1.
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denote the characteristic polynomial of X. We require the following lemma which is well
known.
Lemma 3.2. Let X ∈M(d,F ). Then cX∧2(t)= c∧2X (t).
Proof of Theorem 3.1. Let R(d) be the set of monic polynomials in Fq [t] of degree d
whose exterior square has a root in Fq and let SR(d) be the set of polynomials in R(d)
which are separable. Note that
P(d, q) = 1− Prob[X ∈GL(d, q) has X∧2 with an eigenvalue]
= 1−
∑
f∈R(d)
Prob
[
X ∈GL(d, q) has cX = f
]
= 1−
∑
f∈SR(d)
Prob
[
X ∈GL(d, q) has cX = f
]−O(q−1), (25)
since the proportion of matrices in GL(d, q) which are nonseparable is O(q−1) (see [4]).
Specifically, we have that this proportion is strictly bounded above by q−1 + 24316 q−2
and strictly bounded below by q−1 − 24316 q−2 (obtained by setting c = 3/2 and k = 1 in
Eq. (6.21) of [4]).
Let E1(d) be the set of monic separable polynomials in Fq [t] that have no quadratic
factor but do have an irreducible factor g of degree at least 3 such that g∧2 has a root.
Define E2(d) to be the set of monic separable polynomials in Fq [t] that have a quadratic
factor. Define E3(d) to be the set of polynomials in SR(d) which are neither in E2(d) nor
E1(d). Then
SR(d)=E1(d) ∪˙E2(d) ∪˙E3(d).
Hence
∑
f∈SR(d)
Prob
[
X ∈GL(d, q) has cX = f
]= 3∑
i=1
∑
f∈Ei(d)
Prob
[
X ∈GL(d, q) has cX = f
]
.
We will firstly consider
PE1(d, q)= Prob
[
X ∈GL(d, q) is separable with cX ∈E1(d)
]
.
Let R(n) be the set of irreducible polynomials of degree n whose exterior square has a root
in Fq . From Theorem 2.3, we have that
∣∣R(n)∣∣= Sq(n) < 1
n
qn/2+1.
Recall that σ(d − n) is the set of separable polynomials of degree d − n in Fq [t]. Then
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∞∑
n=4
∑
h∈R(n)
∑
g∈σ(d−n)
1
qn(1− q−n)∏sgi=1(1− q−di,g )
<
∞∑
n=4
q1−n/2
(1− q−n)
∑
g∈σ(d−n)
1∏sg
i=1(1− q−di,g )
<
∞∑
n=4
q1−n/2
(1− 2−4) Prob
[
X ∈GL(d, q) is separable]
< 3.7q−1 ×
(
1− q−1 − 243
16
q−2
)
< 3.7q−1.
Now we consider
PE3(d, q)= Prob
[
X ∈GL(d, q) is separable with cX ∈E3(d)
]
.
For c ∈ F∗q , define Ic(n) to be the set of pairs of polynomials (h1, h2) ∈ (Fq [t])2 each of
degree n such that h1 is the minimum polynomial of some α ∈ F∗qn and h2 is the minimum
polynomial of cα−1. Note that |Ic(n)| 1nqn. Hence
PE3 (d, q) <
∑
c∈F∗q
∞∑
n=3
∑
Ic(n)
∑
g∈σ(d−2)
1
q2n(1− q−n)
1∏sg
i=1(1− q−di,g )
<
∞∑
n=3
q1−n
n(1− 2−3)2
∑
g∈σ(d−2n)
1∏sg
i=1(1− q−di,g )
<
1
3
× 64
49
∞∑
n=2
q−n
∑
g∈σ(d−2n)
1∏sg
i=1(1− q−di,g )
 128
147
q−2 × Prob[X ∈GL(d − 2n,q) is separable]
<
128
147
q−2 ×
(
1− q−1 − 243
16
q−2
)
<
128
147
q−2.
Therefore
∑
f∈SR(d)
Prob
[
X ∈GL(d, q) has cX = f
]
=
∑
f∈E2(d)
Prob
[
X ∈GL(d, q) has cX = f
]+O(q−1).
Hence
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d→∞
∑
f∈SR(d)
Prob
[
X ∈GL(d, q) has cX = f
]
= lim
d→∞
∑
f∈E2(d)
Prob
[
X ∈GL(d, q) has cX = f
]+O(q−1).
Substituting into (25), we have
lim
d→∞Pe(d, q)= 1− limd→∞
∑
f∈E2(d)
Prob
[
X ∈GL(d, q) has cX = f
]−O(q−1).
But
1− lim
d→∞
∑
f∈E2(d)
Prob
[
X ∈GL(d, q) has cX = f
]
is the limit as d tends to infinity of P ′2(d, q), the probability that X ∈GL(d, q) is separable
and that cX has no quadratic factor. So
lim
d→∞Pe(d, q)= limd→∞P
′
2(d, q)−O
(
q−1
)
. (26)
In fact we have
lim
d→∞Pe(d, q)= limd→∞P
′
2(d, q)− a(q)
where a(q) < 12.8q−1. (Note that 12.8> 3.7+ 64/147+ 1+ 243/32.)
It is well known that
Prob
[
X ∈GL(d, q) is separable]= [zd] ∏
f∈I+
(
1+ z
degf
qdegf − 1
)
.
(See, for example, [2].) The probability that X ∈GL(d, q) is separable and that cX has no
linear or quadratic factors is
[
zd
](
1+ z
q − 1
)1−q(
1+ z
2
q2 − 1
)−(q2−q)/2 ∏
f∈I+
(
1+ z
degf
qdegf − 1
)
.
The probability that X ∈ GL(d, q) is separable and has cX with exactly one linear factor
but no quadratic factors is the probability that X ∈ GL(d − 1, q) is separable and has cX
with no linear or quadratic factors, that is
[
zd−1
](
1+ z
q − 1
)1−q(
1+ z
2
q2 − 1
)−(q2−q)/2 ∏
+
(
1+ z
degf
qdegf − 1
)f∈I
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[
zd
]
z
(
1+ z
q − 1
)1−q(
1+ z
2
q2 − 1
)−(q2−q)/2 ∏
f∈I+
(
1+ z
degf
qdegf − 1
)
.
Hence
P ′2(d, q)=
[
zd
]
(1+ z)
(
1+ z
q − 1
)1−q(
1+ z
2
q2 − 1
)−(q2−q)/2 ∏
f∈I+
(
1+ z
degf
qdegf − 1
)
.
It follows from this and Lemma 2.15 that
lim
d→∞P
′
2(d, q) = lim
d→∞
[
zd
]
(1+ z)
(
1+ z
q − 1
)1−q
×
(
1+ z
2
q2 − 1
)−(q2−q)/2 ∏
f∈I+
(
1+ z
degf
qdegf − 1
)
= lim
d→∞
[
zd
]
(1+ z)
(
1+ z
q − 1
)1−q(
1+ z
2
q2 − 1
)−(q2−q)/2
×1− z/q
1− z
∏
f∈I+
(
1+ z
degf
qdegf − 1
)(
1− z
degf
qdegf
)
= 2
(
1+ 1
q − 1
)−(q−1)(
1+ 1
q2 − 1
)−(q2−q)/2(
1− 1
q
)
= Y (q)
say. Using the same method adopted to deal with W(q), we can show that Y (q) =
2e−3/2 − g(q) where g(q) 2.1q−1. Substituting this into (26), we find that
lim
d→∞Pe(d, q)= 2e
−3/2 − h(q)
where h(q) 15q−1. ✷
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