Abstract. This paper is concerned with mean-variance portfolio selection problems in continuoustime under the constraint that short-selling of stocks is prohibited. The problem is formulated as a stochastic optimal linear-quadratic (LQ) control problem. However, this LQ problem is not a conventional one in that the control (portfolio) is constrained to take nonnegative values due to the no-shorting restriction, and thereby the usual Riccati equation approach (involving a "completion of squares") does not apply directly. In addition, the corresponding Hamilton-Jacobi-Bellman (HJB) equation inherently has no smooth solution. To tackle these difficulties, a continuous function is constructed via two Riccati equations, and then it is shown that this function is a viscosity solution to the HJB equation. Solving these Riccati equations enables one to explicitly obtain the efficient frontier and efficient investment strategies for the original mean-variance problem. An example illustrating these results is also presented.
Introduction. Research on portfolio selection dates back to the 1950s with
Markowitz's pioneering work [24] on mean-variance efficient portfolios for a singleperiod investment. The most important contribution of Markowitz's work is the introduction of quantitative and scientific approaches to risk management and analysis. When short-selling of stocks is not allowed, efficient portfolios are obtained computationally via solving a quadratic programming problem. Later, Merton [26] derived an analytical solution to the single-period mean-variance problem under the assumption that the covariance matrix is positive definite and short-selling is allowed.
While it is natural to extend Markowitz's work to multiperiod and continuoustime portfolio selections, these extensions have, by and large, taken a somewhat different tack to Markowitz's original formulation; see, e.g., [1, 10, 14, 27, 28] for the multiperiod case and [4, 7, 8, 13, 17, 25] for the continuous-time case. Specifically, rather than treating the Var X(T ) and EX(T ) of a portfolio as separate quantities and finding the relationship between them, a single quantity, the expected utility of terminal wealth EU (X(T )), is considered instead. The utility function U commonly has a power, log, exponential, or quadratic form. One disadvantage of this approach is that the relationship between risk and return is contained only implicitly in the utility function. Hence, it is less clear in general what relationship exists between the risk and the return of the derived policy. It should be noted that mean-variance analysis and expected utility formulation are two different tools for dealing with portfolio selections. As a consequence, optimal portfolios determined by utility functions are usually not mean-variance efficient. One exception is the case of the quadratic utility function; see Duffie and Richardson [7] , where this relationship is shown in the setting of the related mean-variance hedging problem. For comparisons of the performance of the mean-variance versus utility approaches, the reader is referred to [11, 12, 14, 31, 36] .
One difficulty in extending Markowitz's idea to the multiperiod or continuoustime settings is that the variance Var X
(T ) involves a term [EX(T )]
2 that is hard to analyze due to its nonseparability in the sense of dynamic programming; see [37, p. 20] for a more detailed discussion on this point. Only recently have Li and Ng [20] faithfully extended Markowitz's mean-variance model to the multiperiod setting by using the idea of embedding the problem in a tractable auxiliary problem.
In the paper by Zhou and Li [37] , the continuous-time mean-variance problem in which short-selling of stocks is allowed is studied by incorporating the embedding technique used in Li and Ng [20] . However, the main contribution of [37] is not the explicit mean-variance efficient frontier it obtained per se; rather it is the unifying framework, namely, that of the stochastic linear-quadratic (LQ) optimal control, that it introduced in order to solve certain finance problems including mean-variance portfolio selection. The so-called indefinite stochastic LQ control theory has been developed extensively in recent years (see, e.g., [2, 3, 21, 34] ), and this in turn provides a powerful tool for solving some finance problems that are linear-quadratic in nature [19, 22, 37] .
The objective of this paper is to investigate continuous-time mean-variance portfolio selection in the case where short-selling of stocks is not allowed. (However, shorting the riskless asset-the bond-is still allowed.) This belongs to the realm of so-called constrained portfolio selection, which essentially renders the market incomplete. In the past decade, the constrained portfolio selection problem has been extensively studied (see, e.g., [6, 16, 30, 32, 33] ). However, again the expected utility model has been mainly adopted. In particular, Xu and Shreve in their two-part paper [32, 33] investigated a utility maximization problem with a no-shorting constraint using a duality analysis. In [6, 18] , the duality results of [32, 33] are extended to a general class of portfolio selection problems in incomplete markets, including those with constraints. The main results in [6, 18] establish the existence of a solution to the dual problem and show how it can be used to construct a solution of the original portfolio optimization problem. One important difference between the approach we adopt and the duality methods in [6, 18] is that existence and optimality of the candidate portfolio in this paper are established using the theory of viscosity solutions and the viscosity verification theorem in [38] . This enables us to sidestep the considerable technicalities encountered in [6, 18] when studying existence through convex duality.
In this paper we continue to use stochastic LQ control as the framework for studying the constrained mean-variance portfolio problem. Compared with [22, 37] , the distinctive feature of this paper is that shorting is prohibited. As a consequence, a major difficulty in the present case is that the control (portfolio) is constrained, while the LQ theory typically requires the control to be unconstrained (the reason is that the optimal control constructed through the Riccati equation may not satisfy the control constraint). This means that the elegant Riccati approach does not apply directly. We sidestep this problem by studying the Hamilton-Jacobi-Bellman (HJB) equation. (Recall that the Riccati equation is essentially the HJB equation after separating the time and spatial variables.) However, the HJB equation has no classical (i.e., smooth) solutions in our case due to the presence of the control constraint. To cope with this difficulty, we first conjecture a continuous solution to the HJB equation via two Riccati equations, and then show that it is indeed the viscosity solution to the equation. Further, using the viscosity verification theorem established in [38] , we explicitly obtain the optimal strategy along with the efficient frontier.
The outline of this paper is as follows. In section 2, we formulate the meanvariance portfolio problem under a short-selling prohibition. In section 3, we study a stochastic LQ control problem of which portfolio selection is a special case, and we obtain the viscosity solution to the corresponding HJB equation along with the optimal feedback control. Section 4 is devoted to the derivation of the efficient investment strategies and efficient frontier for the portfolio selection problem. In section 5, we present a numerical example to illustrate the results obtained. Finally, section 6 concludes the paper. : the subset of R n consisting of elements with nonnegative components. The underlying uncertainty is generated by a fixed filtered complete probability space (Ω, F, P, {F t } t≥0 ) on which is defined a standard
. Given a probability space (Ω, F, P) with a filtration {F t |a ≤ t ≤ b}(−∞ ≤ a < b ≤ +∞), and a Hilbert space H with the norm · H , define the Banach space
Problem formulation.
We consider a financial market where m + 1 assets are traded continuously on a finite horizon [0, T ]. One asset is a bond, whose price P 0 (t), t ≥ 0, evolves according to the differential equation
where r(t) (> 0) is the interest rate of the bond. The remaining m assets are stocks, and their prices are modeled by the stochastic differential equations
where b i (t)(> r(t)) is the appreciation rate and σ ij (t) is the volatility coefficient. Denote b(t) := (b 1 (t), . . . , b m (t)) and σ(t) := (σ ij (t)). We assume throughout that r(t), b(t), and σ(t) are deterministic, Borel-measurable, and bounded on [0, T ]. In addition, we assume that the nondegeneracy condition
where δ > 0 is a given constant, is satisfied. Also, we define the relative risk coefficient
where 1 is the m-dimensional column vector with each component equal to 1.
Suppose an agent has an initial wealth X 0 > 0, and the total wealth of his position at time t ≥ 0 is X(t). Then it is well-known that X(t), t ≥ 0, follows (see, e.g., [37] )
where u i (t), i = 0, 1, . . . , m, denotes the total market value of the agent's wealth in the ith bond/stock. We call u(t) := (u 1 (t), . . . , u m (t)) the portfolio (which changes over time t). An important restriction considered in this paper is the prohibition of short-selling the stocks, i.e., it must be satisfied that u i (t) ≥ 0, i = 1, . . . , m. On the other hand, borrowing from the money market (at the interest rate r(t)) is still allowed; that is, u 0 (t) is not explicitly constrained.
Mean-variance portfolio selection refers to the problem of finding an allowable investment policy (i.e., a dynamic portfolio satisfying all the constraints) such that the expected terminal wealth satisfies EX(T ) = d while the risk measured by the variance of the terminal wealth
is minimized. We impose throughout this paper the following assumption. r(s)ds , which coincides with the amount that he/she would earn if all of the initial wealth were invested in the bond for the entire investment period. Clearly, this is a reasonable assumption, for the solution of the problem under
.2. The mean-variance portfolio selection problem is formulated as the following optimization problem parameterized by
Moreover, the optimal control of (2. Since (2.6) is a convex optimization problem, the equality constraint EX(T ) = d can be dealt with by introducing a Lagrange multiplier µ ∈ R. In this way the portfolio problem (2.6) can be solved via the following optimal stochastic control problem (for every fixed µ):
where the factor 2 in front of the multiplier µ is introduced in the objective function just for convenience. Clearly, this problem is equivalent to
in the sense that the two problems have exactly the same optimal control.
A general constrained stochastic LQ problem.
The problem A(µ) formulated in the previous section is a stochastic optimal LQ control problem. This problem has two features which distinguish it from conventional LQ problems. One is that the running cost of this problem is identically zero; that is, it is an indefinite stochastic LQ control problem, the theory of which has been developed extensively in recent years (see, for example, [2, 3, 21, 34, 35] ). The other feature, which also gives rise to the main difficulty of the problem, is that the control is constrained. Therefore, the conventional "completion of squares" approach to the unconstrained LQ problem, which involves the Riccati equation, will no longer apply. In this section, we solve a class of constrained, indefinite stochastic LQ problems of which A(µ) is a special case.
Consider the controlled linear stochastic differential equation
where A(t) and f (t) ∈ R are scalars, B(t) ∈ R m + and D j (t) ∈ R m (j = 1, . . . , m) are column vectors. In addition, we assume that the matrix
The class of admissible controls associated with (3.1) is the set
Our objective is to find an optimal u(·) that minimizes the quadratic (terminal) cost function
The value function associated with the LQ problem (3.1)-(3.2) is defined by
HJB equation.
Since the Riccati equation approach is not applicable in this case, we study the corresponding HJB equation instead, which is the following partial differential equation:
where 
The Kuhn-Tucker conditions for the minimization of s in (3. Remark 3.1. It should be noted that the vectorξ is independent of the parameter α. Now let us come back to the LQ problem (3.1)-(3.2). Let
Note thatξ(t) is a column vector independent of x. Let P (t), g(t), and c(t), respectively, denote the solutions of the following differential equations (the first being a special Riccati equation
2 , c(T ) = 0, (3.13) and P (t), g(t), and c(t), respectively, denote the solutions of the following differential equations (the first being another special Riccati equation)
(3.14)
In the next subsection, we shall show that (3.17)
is a viscosity solution of the HJB equation (3.4), and
is the associated optimal feedback control. Remark 3.2. Equations (3.11)-(3.13) appear naturally in stochastic LQ problems with nonhomogeneous terms in the dynamics. They can be derived by conjecturing the value function to be a quadratic function (as in (3.17)), plugging in the HJB equation (3.4) , and then comparing the terms of x 2 , x, and the constant, respectively. See [35, pp. 317-318] for a detailed derivation.
Value function and optimal control.
This subsection is devoted to verifying the aforementioned results. First we show that V constructed in (3.17) is a viscosity solution to the HJB equation (3.4) .
We start with (3.11). Clearly
is the solution of (3.11). Note, in particular, that the constraint P (t) > 0 is automatically satisfied. Defining η(t) :=
g(t) P (t)
, it follows from (3.11) and (3.12) thaṫ
Solving this equation with η(T ) = 0 yields
η(t) = e − T t A(s)ds T t f (z)e T z A(s)ds dz. (3.20) Hence, g(t) = P (t)η(t) = e T t (A(s)− ξ (s) 2 )ds T t f (z)e T z
A(s)ds dz.
Substituting these expressions into (3.13), we obtaiṅ
Therefore,
A(s)ds dzdv.
Now we define the region Γ 1 in the (t, x)-plane as
In Γ 1 , V as given by (3.17) is sufficiently smooth for the terms in (3.4) to be welldefined, with
Substituting these into the left-hand side (LHS) of (3.4), we obtain
+ġ(t)x +ċ(t) + [P (t)x + g(t)][A(t)x + f (t)]
+ inf 
P (t)u D(t) D(t)u + [P (t)x + g(t)]B(t)u
= 1
2Ṗ (t) + A(t)P (t) x 2 + ġ (t) + A(t)g(t) + f (t)P (t) x + ċ (t) + f (t)g(t)
+ P (t) inf 
D(t) D(t)u + [x + η(t)]B(t)u . (3.21) By using Lemma 3.2 with α = −[x + η(t)] > 0, it follows that the minimizer of (3.21) is achieved by
u * (t, x) = −D(t) −1ξ (t)[x + η(t)] = −D(t) −1ξ (t) x + e − T t A(s)ds T t f (z)e T z
A(s)ds dz . (3.22)
Substituting u * (t, x) back into (3.21) and noting (3.11), (3.12), and (3.13), it immediately follows that the LHS = 0. This implies that V satisfies the HJB equation (3.4) in Γ 1 .
Remark 3.3. Although the minimizer (3.22) of (3.21) involves the parameterξ(t), as defined by (3.9) and (3.10), it is important to recognize thatξ(t) does not depend on x. In particular, this means that P (t), g(t), and c(t), which also depend onξ(t), do not depend on x. Hence, the expressions for V t (t, x), V x (t, x), and V xx (t, x) do not involve terms of the form P x (t), g x (t), and c x (t), etc. It is precisely for this reason that closed form expressions for the value function can still be obtained.
Remark 3.4. Although the expression ofξ(·) is not explicitly analytical as it involvesz(·), it can easily be obtained numerically via solving the quadratic program in (3.9) off line.
Next we proceed to the region Γ 2 defined by
Similar to the derivations for the previous case, we obtain
In Γ 2 , V is once again sufficiently smooth for the derivatives in (3.4) to be well-defined, and
Substituting into the LHS of (3.4), we obtain Finally, the switching curve Γ 3 defined by
is where the nonsmoothness of V occurs. First, a direct calculation shows that
is continuous at (t, x) ∈ Γ 3 . In addition, we also easily obtain
That is, V (t, x) is also continuously differentiable at points on Γ 3 . However, V xx does not exist on Γ 3 , since P (t) ≡ P (t). This means that V does not possess the necessary smoothness properties to qualify as a classical solution of the HJB equation (3.4) . For this reason, we are required to work within the framework of viscosity solutions. From Definition 6.1 in the appendix, it can be shown that for any (t, x) ∈ Γ 3 ,
For the HJB equation (3.4), we define G(t, x, u, p, P ) = p[A(t)x + B(t)u
Therefore, V is a viscosity subsolution of the HJB equation (3.4) . On the other hand, for (q, p, P ) ∈ D 1, 2, − t, x V (t, x), where (t, x) ∈ Γ 3 , we have
Therefore, V is also a viscosity supersolution of the HJB equation (3.4) . Finally, it is easy to see that the terminal condition V (T, x) = 1 2 x 2 is satisfied. Hence, it follows from Definition 6.1 that V (t, x) is a viscosity solution of the HJB equation (3.4). Moreover, for any (t, x) ∈ Γ 3 , take (q
It then follows from the verification theorem in [38, Theorem 3.1] that u * (t, x) defined by (3.18) is the optimal feedback control.
Remark 3.5. We mention, once again, that our proof that the control (3.18) is optimal for the problem (3.1)-(3.2) is based on the viscosity verification theorem from [38, Theorem 3.1] . This enables us to solve the constrained LQ problem (3.1)-(3.2) without the technicalities of the duality analysis in [6, 18] .
Efficient strategies and efficient frontier.
In this section we apply the general results established in the previous section to the problem A(µ) formulated in section 2. Set
Problem A(µ) is equivalent to the following problem:
Now, corresponding to (3.9) and (3.10), set
4.1. An optimal strategy. Before analyzing the efficient frontier of the original portfolio selection problem (2.6), we first present the optimal investment strategy for the problem A(µ). The optimal control obtained in (3.18) translates into the following strategy:
Theorem 4.1. An optimal investment strategy to the problem A(µ) is given by (4.6).
Efficient frontier.
In this subsection, we derive the efficient frontier for the portfolio selection problem (2.6), i.e., we specify the relation between the variance and the expected value of the terminal wealth for every efficient strategy. First of all, note that
Hence, for every fixed µ, we have
where P (·), g(·), and c(·) are eitherP (·),ḡ(·), andc(·) orP (·),g(·), andc(·), respectively, depending on whether or not
r(s)ds ≤ 0 (see (3.17) ). Now, if
r(s)ds ≤ 0, we have a concave quadratic function in µ
Therefore we conclude that under the optimal investment strategy (4.6) the optimal cost for problem (2.7) is (4.7)
Note that the above value still depends on the Lagrange multiplier µ. To obtain the optimal value (i.e., the minimum variance Var X(T )) and optimal strategy for the original portfolio selection problem (2.6) one needs to maximize the value in (4.7) over µ ∈ R according to the Lagrange duality theorem [23] . A simple calculation shows that (4.7) attains its maximum value
(Note that in the calculation we made use of the fact that Moreover, the efficient frontier is
Remark 4.1. The form of the efficient strategy (4.8) suggests that it should put all the money in the bond if the current wealth is large enough.
Remark 4.2. The so-called mutual fund theorem, due originally to Tobin [31] for single-period investment, is a natural consequence of the mean-variance theory and is the foundation of the CAPM (Capital Asset Pricing Model; Sharpe [29] ). It basically asserts that any mean-variance efficient portfolio is a convex combination of the riskless asset and a prescribed portfolio containing only the risky assets. (The latter is called the tangent fund.) As an immediate consequence, in all the efficient portfolios the allocations among the risky assets have constant proportions-the same as those in the tangent fund. In particular, it implies that those proportions should not depend on the total wealth of the investor. It then follows from (4.8) that the mutual fund theorem does not hold under the short-selling prohibition, because the fraction of wealth in stocks in an efficient portfolio does depend on the wealth of the agent. However, we see that a modified form of the mutual fund theorem still holds true in the present case. Specifically, we now have two modes depending on whether
r(s)ds ≤ 0. In each mode the allocations among the stocks keep constant proportions.
Remark 4.3. The efficient frontier in the mean-standard deviation diagram is still a straight line, as with the single-period mean-variance setting (see, e.g., [24] ). To be specific, let σ X(T ) be the standard deviation of the terminal wealth; then (4.9) gives
which is also called the capital market line.
5. An example. In this section, a numerical example is presented to demonstrate the results in the previous section. Let m = 3. The interest rate of the bond and the appreciation rate of the m stocks are r = . Therefore, Theorem 4.2 implies that an efficient strategy is 6. Conclusion. This paper investigates a continuous-time mean-variance portfolio selection problem where short-selling is not allowed. The efficient strategies and efficient frontier are derived explicitly based on stochastic LQ control technique and viscosity solution theory. This also demonstrates that stochastic LQ control is a powerful framework to treat some finance problems.
An immediate open problem is to extend the results in this paper to the case in which all the market coefficients are random processes. This is a challenging problem because the HJB equation becomes a backward stochastic partial differential equation due to the randomness of coefficients for which viscosity solution theory is still largely unexplored.
Appendix: Viscosity solutions. We list here some basic terminologies from the theory of viscosity solutions which are referred to in the paper. Let G(t, x, u, p, P ) = 
where g : R n → R. Clearly the HJB equation (3.4) is a special case of (6.1). It is well-known that (6.1) does not in general have classical (smooth) solutions. A generalized concept of solution, called a viscosity solution, is introduced in [5] . The main result in [35] is that under certain mild conditions there exists a unique viscosity solution in the first-order case. In the second-order case, uniqueness is proven in [15] . See also [9, 35] for more details about the viscosity solution and its application in stochastic control. for all (t, x) ∈ [0, T ) × R n . In particular, v is called a viscosity subsolution if it satisfies (6.4)-(6.5), and a viscosity supersolution if it satisfies (6.4) and (6.6).
