In the first paper of this series, we propose a multi-resolution theory of Fourier spectral estimates of finite duration signals. It is shown that multi-resolution capability, achieved without further observation, is obtained by constructing multi-resolution signals from the only observed finite duration signal. Achieved resolutions meet bounds of the uncertainty principle (Heisenberg inequality). In the forthcoming parts of this series, multi-resolution Fourier performances are observed, applied to short signals and extended to time-frequency analysis.
Introduction
Analyzing single realization of noisy short-time signals (short data records), multi-resolution and space-frequency or time-frequency approaches, estimating frequencies of multiple signals in noise, reduction of noise variance, recovery of missing parts of signals and so on, are important topics in many areas of sciences and industries (radar and sonar data processing, communications, geophysical and seismic exploration, biomedical engineering, non destructive testing, and so on). In pertinent literature, multi-resolution analysis is now considered as a standard tool by researchers in image and signal processing. One finds, for example, that resolving sinusoidal signals in noise with nearby frequencies is of special interest [1] [2] [3] [4] [5] . An other example of this importance is the well known development of various parametric spectral estimation methods [6, 7] and wavelet theories [8] [9] [10] .
In real-world applications, one acquires only finite duration signals. These signals can be viewed as being obtained by windowing infinite signals with boxcar functions. Obtained signals are therefore assumed to vanish outside the observation interval. Many problems of the Fourier spectral estimation are traced to this assumption made about the data outside the observation interval. The overall transform includes a convolution of the desired transform with that representing the window function. The main lobe width between 3-dB levels of the window transform, approximately the inverse of the time interval T, determines the frequency resolution. Although important works proposed solutions that limit the impact of time windowing effects [11, 12] and others that provide minimum-error band-limited approximation of non band-limited signals [13] , performance limitations and their consequences as poor frequency and amplitude estimations remain non-recoverable. Moreover, the important frequency extent (multiple of the reciprocal of the observation interval) of spectral leakage perturbs amplitude estimation and masks weak components. Skillful selection of windows reduces only its amplitudes with no effect on its spectral extent.
Parameter identification approach (autoregressive (AR), moving average (MA), ARMA) was used to avoid deficiencies of Fourier spectral estimation since unrealistic assumption about the nature of the signal (zero or cyclic) outside the observation interval is eliminated. Important improvements over Fourier spectral estimation is reported by pertinent literature especially for short finite duration signals (higher resolution and lack of side-lobes). However, well known drawbacks of this approach are excessive sensitivity to observation noise (resolution varies as a function of the signal-to-noise ratio), important computation times with respect to FFT analysis, computational complexity [14] [15] [16] , multiplicity of algorithms estimating model parameters and the necessity of subjective judgement in the selection of the order [17] . Contamination of parametric spectra by spu-rious peaks is an inherent problem to parametric modeling. In [18] , we proposed AR modeling of signal defined for low signal-to-noise ratios with an adapted model order selection. We have shown that sensitivity to observation noise of AR modeling is drastically reduced whereas computation times remain important.
Pisarenko harmonic decomposition, extended Prony's method and Prony spectral line decomposition [19] [20] [21] depict analysis modelings similar to those of the parameter identification approach (ARMA or AR processes). Performances are dependent on the order, usually unknown, and remain sensitive to high level of observation noise. Deficiencies, mentioned above, are therefore encountered by these methods. On the other hand, the algorithm "MUSIC" for "Multiple Signal Classification" [22] detects frequencies in a signal by performing an eigen decomposition on the covariance matrix of a data vector of samples obtained from the samples of a considered signal. MUSIC assumes known the number of samples and the number of frequencies. This algorithm is attractive provided the available signal-to-noise (SNR) is high to resolve two distinct peaks in the estimated spectrum. One finds, however, that devised various methods [23] to overcome drawbacks such as weak robustness to both modeling errors and the presence of a strong background noise add to computational complexity and requires high enough SNRs.
An alternative non parametric approach for the resolution of mentioned problems is developed by wavelets. It is well known that wavelet transforms have remarkable resolution properties but trail some drawbacks: 1) wavelets capture only few oscillations and therefore act as local magnifiers independently of the nature of the signal under analysis (stationary, quasi-stationary or not); 2) the necessity of skillful selection of appropriate wavelets to the signal under analysis; 3) the problem of interpretation of wavelets spectra is made quite difficult since the Fourier spectrum of a wavelet is in itself a complex one. Let us note that Fourier coefficients are not only concepts but have physical evidence; 4) information on frequency is only approximative since a wavelet does not have a pure frequency as a sine wave. Characterization of a precise frequency content is therefore not suitable by means of wavelets; 5) when treating extraction of signals from noise [24] we have shown in [25] that wavelet denoising, fail or yield notably perturbed results when spectral densities of colored noise (Gaussian or not) and the signal overlap.
In this work, we propose multi-resolution theory of Fourier spectral estimates. The key idea is based on the fact that observed signals carry information on their unobserved or missing parts and the difficulty of the task is to let these signals reveal this hidden information by using the simplest possible theory. Our main effort, described here, is to construct signals from the only observed one able to reveal in the frequency domain resulting transforms whose main lobe-widths between 3-dB levels, and therefore resolutions, decrease as lengths of constructed signals increase. The number of resolution levels is defined as a function of the length of the corresponding multi-resolution signal in order to depict detailed or global views. Multi-resolution signals can be viewed as wavelets composed of versions of the signal itself analyzed by means of FFT spectral estimation. Advantages of the proposed approach are:
1) Resolution at any desired level is applied simultaneously to all corresponding points of the frequency axis. The whole frequency axis is magnified.
2) Contraction of spectral leakage and improvement of frequency estimation proportionally to levels of multiresolution signals (second part of this series).
3) Easier and efficient implementation since the popular FFT algorithm remains used for all computations. Important reduction of computation times are expected when compared to those required by parametric or wavelet approaches.
4) Reduction of the spectral variance of resolved noisy spectral estimates as a function of the applied resolution level. This helps simple and efficient denoising of a single noisy realization of a short signal (third part of this series).
5) Unlike models based on estimation of correlation lags, here, phase information is not destroyed. Inverse transformation recovers missing parts of observed signals (second part of this series).
6) Performances of the denoising tools [24] [25] [26] [27] based on FFT algorithm can be used for extraction of buried resolved spectral estimates (third part of this work). 7) Extension of obtained results to a novel time-frequency analysis is proposed in the fourth part of this work. 8) Extraction of buried time-varying spectra in noise is treated in the fifth part of this work. 9) One can also apply the theory to a novel image processing.
It is crucial to notice that our main focus of attention in the first part of this work is to derive expressions of multi-resolution signals. In section III, we precise basics of multi-resolution Fourier analysis by constructing double resolution signals and generalizing the theory to higher frequency resolution levels. Resolution properties, contraction of spectral leakage, improvement of frequency estimation and recovering of missing parts of short signals are discussed and observed in the forthcoming parts of this series.
Signal Representation
Consider a continuous-time real signal   x t for <  and let < t    X  be its bandpass spectrum defined by,
where min  and max  are the bounds of the spectral support of
where is the rectangular time window whose
length T is denoted by its lower script. The notion of resolution used here is related to the ability of the developed theory to discriminate between two or more pure sinusoids. It is well known that within the framework of the definition given by (2), two sinusoids of respective angular frequencies 1
Sinusoids are discriminated if they are more than
apart in the frequency domain and similarly, this discrimination is achieved in the time domain if sinusoids are more than apart. In other words, the signal and its Fourier transform cannot be both highly concentrated. The uncertainty principle (3) is called also "Rayleigh criterion" [1] .
T
In this work, given the time interval , we are interested in signals for which two angular frequency components
However, according to the indeterminacy principle (or Heisenberg inequality widely known for its applications in quantum mechanics [28] , signal processing [29] and various other theories [30] ) the resolution in angular frequency and observation time cannot be arbitrarily small, i.e., 1 2 T    .
Multi-Resolution Fourier Analysis

Double Resolution Fourier Analysis
Here, we use the only observed signal  
T x t T
to construct a double resolution signal for which =    is satisfied. This double resolution ability requires an angular frequency axis whose locations are separated by the mutual distance T  . How to create these locations by using the only available time interval, ? We propose hereafter a two-step procedure using the "onepoint" interpolation followed by zeros insertion in the frequency domain. This helps to derive expression of the double resolution window, describe its properties and represent double resolution signals. 
where x t . An equivalent form of (6) using
 
2T
x t is therefore given by,
One can see easily that (7) can be put under the form,
where 
Zeros Insertion in the Frequency Domain
The transform of the tailed-window constructed above defines the angular frequency locations
 The second step in the construction aims at eliminating angular frequency representation of the signal at these locations. This means that sought transform of the constructed window depicts zeros at these locations.
We propose to double the length of the interval in which   2 T T x t is defined by substituting 4T for 2T in the subscripts of (8) . As the signal   
By using (8), we can write,
where,
and,
One can see easily that angular frequency axis of the transform of the signal  
4
T T x t depicts angular frequency locations separated by the mutual distance π/T as follows: each angular frequency interval [nL, (n + 1)L], where n is an integer and L = 2π/T, is divided into four sub-intervals defined by the locations, 
where     Here some algebra yields
. This means that this extremum is achieved at the midway bounds defining the interval
The bandwidth is defined here as the main lobe width between 3-dB or 1 2 levels of the resulting transform of the window. According to (14) and (16),
It follows that the bandwidth of ) (
where Bw   
Double Resolution Properties
Here, we derive the bandwidth of the constructed overall signal as defined by (10) . Hence, by considering (10) in the frequency domain, we can write,
where the second argument   W  yields a window with the broadest of the two bandwidths. According to (18) , this gives,
where the bandwidth of
is given by its second argument T  . By using (20) , (19) 
This defines the frequency resolution,
It is crucial to notice that the true spectrum
as shown in the second part of this series. .
Expression of Double Resolution Signals
Components of the overall signal (22) are   T x t and its translated version
Notice that for resolving potential ambiguities [6] or smoothing the appearance of the spectral estimates, one can apply zero-padding to the double resolution signal as defined by (22) and not to the signal depicted by (7) (see the second part of this series).
Fourfold Frequency Resolution
Quadruple Resolution Window
It can be seen immediately that the quadruple resolution window can be obtained from the double resolution one (13) by substituting 8T for 4T in the lower scripts and 2T for T in upper scripts. The expression corresponding overall signal of length is given by,
Conclusions in the frequency domain for this quadruple resolution window are therefore straightforward and one finds easily that the frequency resolution is given by, = 2 T    . The main concern hereafter is to find the expression in the time domain of the quadruple resolution signal as a function of the only observed one   T x t .
The Overall Signal
The half-period restriction (in the interval [0 ) of (24) yields,
As the window
imposes zeros in the interval [2 , then, the overall signal , 4 T   
 x t x t q t T z t T
where   
 
T q t is an unknown signal.
Signal Identification
Now, the difficulty of the task depicted by (26) 
By using (26) , (27) 
 
T q t by using its amplitude and phase spectra together with the sign of its angular frequency.
Amplitude Spectrum
The spectrum of   T q t , as defined by (29) , is given by, 
