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Abstract
Percolation models describe the inside of a porous material. The theory emerged timidly
in the middle of the twentieth century before becoming one of the major objects of interest in
probability and mathematical physics. The golden age of percolation is probably the eighties,
during which most of the major results were obtained for the most classical of these models,
named Bernoulli percolation, but it is really the two following decades which put percolation
theory at the crossroad of several domains of mathematics. In this short (and very partial)
review, we propose to describe briefly some of the recent progress as well as some famous
challenges remaining in the field. This review is not intended to probabilists (and a fortiori
not to specialists in percolation theory): the target audience is mathematicians of all kinds.
1 A brief history of Bernoulli percolation
1.1 What is percolation?
Intuitively, it is a simplistic probabilistic model for a porous stone. The inside of the stone is
described as a random maze in which water can flow. The question then is to understand which
part of the stone will be wet when immersed in a bucket of water. Mathematically, the material
is modeled as a random subgraph of a reference graph G with (countable) vertex-set V and
edge-set E (this is a subset of unordered pairs of elements in V).
Percolation on G comes in two kinds, bond or site. In the former, each edge e ∈ E is either
open or closed, a fact which is encoded by a function ω from the set of edges to {0,1}, where
ω(e) is equal to 1 if the edge e is open, and 0 if it is closed. We think of an open edge as
being open to the passage of water, while closed edges are not. A bond percolation model then
consists in choosing edges of G to be open or closed at random. Site percolation is the same as
bond percolation except that, this time, vertices v ∈ V are either open or closed, and therefore
ω is a (random) function from V to {0,1}.
The simplest and oldest model of bond percolation, called Bernoulli percolation, was intro-
duced by Broadbent and Hammersley [20]. In this model, each edge is open with probability p
in [0,1] and therefore closed with probability 1 − p, independently of the state of other edges.
Equivalently, the ω(e) for e ∈ E are independent Bernoulli random variables of parameter p.
Probabilists are interested in connectivity properties of the random object obtained by taking
the graph induced by ω. In the case of bond percolation, the vertices of this graph are the vertices
of G, and the edges are given by the open edges only. In the case of site percolation, the graph
is the subgraph of G induced by the open vertices, i.e. the graph composed of open vertices and
edges between them.
Let us focus for a moment on Bernoulli percolation on the hypercubic lattice Zd with vertex-
set given by the points of Rd with integer coordinates, and edges between vertices at Euclidean
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distance 1 of each other. The simplest connectivity property to study is the fact that the
connected component of the origin is finite or not. Set θ(p) for the probability that the origin
is in an infinite connected component of ω. The union bound easily implies that the probability
that the origin is connected to distance n is smaller than (2dp)n (simply use the fact that one of
the less than (2d)n self-avoiding paths of length n starting from the origin must be made of open
edges only, as well as the union bound). As a consequence, one deduces that θ(p) = 0 as soon
as p < 1/(2d). This elementary argument was described in the first paper [20] on percolation
theory. On Z2, Harris drastically improved this result in [55] by showing that θ(12) = 0.
A slightly harder argument [53] involving Peierls’s argument (left to the reader) shows that
when d ≥ 2 and p is close to 1, then θ(p) is strictly positive. This suggests the existence of a
phase transition in the model: for some values of p, connected components are all finite, while for
others, there exists an infinite connected component in ω. One can in fact state a more precise
result [20]. For Bernoulli percolation on transitive1 (infinite) graphs, there exists pc(G) ∈ [0,1]
such that the probability that there is an infinite connected component in ω is zero if p < pc(G),
and one if p > pc(G) (note that nothing is said about what happens at criticality). This is an
archetypical example of a phase transition in statistical physics: as the parameter p (which can
be interpreted physically as the porosity of the stone) is varied continuously through the value
pc(G), the probability of having an infinite connected component jumps from 0 to 1.
Figure 1: A sampled configuration ω of Bernoulli bond percolation on the square lattice Z2 for
the values of the parameter p < 1/2, p = 1/2 and p > 1/2.
1.2 The eighties: the Golden Age of Bernoulli percolation
The eighties are famous for pop stars like Michael Jackson and Madonna, and a little bit less for
probabilists such as Harry Kesten and Michael Aizenman. Nonetheless, these mathematicians
participated intensively in the amazing progress that the theory underwent during this period.
The decade started in a firework with Kesten’s Theorem [60] showing that the critical point
of Bernoulli bond percolation on the square lattice Z2 is equal to 1/2. This problem drove most
of the efforts in the field until its final solution by Kesten, and some of the ideas developed in
the proof became instrumental in the thirty years that followed. The strategy is based on an
important result obtained simultaneously by Russo [74] and Seymour-Welsh [77], which will be
discussed in more details in the next sections.
1A graph is transitive if its group of automorphisms acts transitively on its vertices.
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While the two-dimensional case concentrated most of the early focus, the model is, of course,
not restricted to the graph Z2. On Zd, Menshikov [64] at the same time as Aizenman and Barsky
[1] showed that not only the probability of being connected to distance n is going to 0 when
p < pc(Zd), but that in fact this quantity is decaying exponentially fast, in the sense that there
exists c > 0 depending on p (and d) such that
θn(p) def= Pp[0 is connected to distance n] ≤ exp(−cn)
for every n ≥ 1. This result, known under the name of sharpness of the phase transition, provides
a very strong control of the size of connected components. In particular it says that, when p < pc,
the largest connected component in a box of size n is typically of size logn. It is the cornerstone
of the understanding of percolation in the subcritical regime p < pc, and as such, represents an
important breakthrough in the field.
Properties of the supercritical regime p > pc(Zd) were also studied in detail during this period.
For instance, it is natural to ask oneself whether the infinite connected component is unique or
not in this regime. In 1987, Aizenman, Kesten and Newman [3] showed that this is indeed the
case2. The proof relied on delicate properties of Bernoulli percolation, and did not extend easily
to more general models. Two years later, Burton and Keane proposed a beautiful argument [21],
which probably deserves its place in The Book, showing by ergodic means that a large class of
percolation models has a unique infinite connected component in the supercritical regime. A
consequence of this theorem is the continuity of p↦ θ(p) when p > pc(Zd). Of course, many other
impressive results concerning the supercritical regime were obtained around the same period,
but the lack of space refrains us from describing them in detail.
The understanding of percolation at p = pc(Zd) also progressed in the late eighties and in the
beginning of the nineties. Combined with the early work of Harris [55] who proved θ(1/2) = 0 on
Z2, Kesten’s result directly implies that θ(pc) = 0. In dimension d ≥ 19, Hara and Slade [54] used
a technique known under the name of lace expansion to show that critical percolation exhibits
a mean-field behavior, meaning that the critical exponents describing the phase transition are
matching those predicted by the so-called mean-field approximation. In particular, the mean-
field behavior implies that θ(pc) is equal to 0. Each few years, more delicate uses of the lace-
expansion enable to reduce the dimension starting at which the mean-field behavior can be
proved: the best know result today is d ≥ 11 [71].
One may wonder whether it would be possible to use the lace expansion to prove that θ(pc)
is equal to 0 for every dimension d ≥ 3. Interestingly, the mean-field behavior is expected to hold
only when d ≥ 6, and to fail for dimensions d ≤ 5 (making the lace expansion obsolete). This
leaves the intermediate dimensions 3, 4 and 5 as a beautiful challenge to mathematicians. In
particular, the following question is widely considered as the major open question in the field.
Conjecture 1 Show that θ(pc) = 0 on Zd for every d ≥ 3.
This conjecture, often referred to as the “θ(pc) = 0 conjecture”, is one of the problems that Harry
Kesten was describing in the following terms in his famous 1982 book [61]:
“ Quite apart from the fact that percolation theory had its origin in an honest applied problem,
it is a source of fascinating problems of the best kind a mathematician can wish for: problems
which are easy to state with a minimum of preparation, but whose solutions are (apparently)
difficult and require new methods. ”
It would be unfair to say that the understanding of critical percolation is non-existent for
d ∈ {3,4,5}. Barsky, Grimmett and Newman [4] proved that the probability that there exists
2Picturally, in two dimensions, the infinite connected component has properties similar to those of Zd and can
be seen as an ocean. The finite connected components can then be seen as small lakes separated from the sea by
the closed edges (which somehow can be seen as the land forming finite islands).
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an infinite connected component in N×Zd−1 is zero for p = pc(Zd). It seems like a small step to
bootstrap this result to the non-existence of an infinite connected component in the full space
Zd... But it is not. More than twenty five years after [4], the conjecture still resists and basically
no improvement has been obtained.
1.3 The nineties: the emergence of new techniques
Percolation theory underwent a major mutation in the 90’s and early 00’s. While some of the
historical questions were solved in the previous decade, new challenges appeared at the periphery
of the theory. In particular, it became clear that a deeper understanding of percolation would
require the use of techniques coming from a much larger range of mathematics. As a consequence,
Bernoulli percolation took a new place at the crossroad of several domains of mathematics, a
place in which it is not just a probabilistic model anymore.
1.3.1 Percolation on groups
In a beautiful paper entitled Percolation beyond Zd, many questions and a few answers [13],
Benjamini and Schramm underlined the relevance of Bernoulli percolation on Cayley graphs3 of
finitely generated infinite groups by proposing a list of problems relating properties of Bernoulli
percolation to properties of groups. The paper triggered a number of new problems in the field
and drew the attention of the community working in geometric group theory on the potential
applications of percolation theory.
A striking example of a connection between the behavior of percolation and properties of
groups is provided by the following conjecture, known as the “pc < pu conjecture”. Let pu(G)
be the smallest value of p for which the probability that there exists a unique infinite connected
component is one. On the one hand, the uniqueness result [21] mentioned in the previous section
implies that pc(Zd) = pu(Zd). On the other hand, one can easily convince oneself that, on an
infinite tree Td in which each vertex is of degree d+1, one has pc(Td) = 1/d and pu(Td) = 1. More
generally, the pc < pu conjecture relates the possibility of infinitely many connected components
to the property of non-amenability4 of the underlying group.
Conjecture 2 (Benjamini-Schramm) Consider a Cayley graph G of a finitely generated (in-
finite) group G. Then
pc(G) < pu(G) ⇐⇒ G is non-amenable.
The most impressive progress towards this conjecture was achieved by Pak and Smirnova
[69] who provided a group theoretical argument showing that any non-amenable group possesses
a multi-system of generators for which the corresponding Cayley graph satisfies pc < pu. This is
a perfect example of an application of Geometric Group Theory to probability. Nicely enough,
the story sometimes goes the other way and percolation shed a new light on classical questions
on group theory. The following example perfectly illustrates this cross-fertilization.
In 2009, Gaboriau and Lyons [45] provided a measurable solution to von Neumann’s (and
Day’s) famous problem on non-amenable groups. While it is simple to show that a group
containing the free group F2 as a subgroup is non-amenable, it is non-trivial to determine
whether the converse is true. Olsanski [68] showed in 1980 that this is not the case, but Whyte
[85] gave a very satisfactory geometric solution: a finitely generated group is non-amenable if
and only if it admits a partition into pieces that are all uniformly bi-lipschitz equivalent to the
3The Cayley graph G = G(G,S) of a finitely generated group G with a symmetric system of generators S is
the graph with vertex-set V = G and edge-set given by the unordered pairs {x, y} ⊂ G such that yx−1 ∈ S. For
instance, Zd is a Cayley graph for the free abelian group with d generators.
4G is non-amenable if for any Cayley graph G of G, the infimum of ∣∂A∣/∣A∣ on non-empty finite subsets A of
G is strictly positive, where ∂A denotes the boundary of A (i.e. the set of x ∈ A having one neighbor outside A)
and ∣B∣ is the cardinality of the set B.
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Figure 2: A large connected component of ω for critical bond percolation on the square lattice
Z2 (simulation by Vincent Beffara).
regular four-valent tree T3. Bernoulli percolation was used by Gaboriau and Lyons to show the
measurable counterpart of this theorem, a result which has many important applications in the
ergodic theory of group actions.
1.3.2 Complex analysis and percolation
The nineties also saw a renewed interest in questions about planar percolation. The impressive
developments in the eighties of Conformal Field Theory, initiated by Belavin, Polyakov and
Zamolodchikov [10], suggested that the scaling limit of planar Bernoulli percolation is confor-
mally invariant at criticality. From a mathematical perspective, the notion of conformal invari-
ance of the entire model is ill-posed, since the meaning of scaling limit depends on the object
under study (interfaces, size of connected components, crossings, etc). In 1992, the observa-
tion that properties of interfaces should also be conformally invariant led Langlands, Pouliot
and Saint-Aubin [63] to publish numerical values in agreement with the conformal invariance
in the scaling limit of crossing probabilities; see Section 3.1 for a precise definition (the authors
attribute this conjecture to Aizenman). The same year, the physicist Cardy [23] proposed an
explicit formula for the limit of crossing probabilities in rectangles of fixed aspect ratio.
These two papers, while numerical (for the first one) and physical (for the second one),
attracted many mathematicians to the domain. In 2001, Smirnov [78] proved Cardy’s formula for
critical site percolation on the triangular lattice, hence rigorously providing a concrete example of
a conformally invariant property of the model. In parallel, a major breakthrough shook the field
of probability. In 2000, Schramm [76] introduced a random process, now called the Schramm-
Loewner Evolution, describing the behavior of interfaces between open and closed sites. Very
shortly after Smirnov’s proof of Cardy’s formula, the complete description of the scaling limit of
site percolation was obtained, including the description of the full “loop ensemble” corresponding
to the interfaces bordering each connected component by Camia and Newman [22], see [9] for
more references on this beautiful subject.
Smirnov’s theorem and the Schramm-Loewner Evolution share a common feature: they both
rely on complex analysis in a deep way. The first result uses discrete complex analysis, i.e. the
study of functions on graphs that approximate holomorphic functions, to prove the convergence
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of certain observables of the model to conformal maps5. The second revisits Loewner’s deter-
ministic evolutions (which were used to solve the Bieberbach conjecture) to construct random
processes whose applications now spread over all probability theory.
1.3.3 Discrete Fourier analysis, concentration inequalities... and percolation
The end of the nineties witnessed the appearance of two important new problems regarding
Bernoulli percolation. Häggström, Peres and Steif [52] introduced a simple time dynamics in
Bernoulli percolation obtained by resampling each edge at an exponential rate 1. More precisely,
an exponential clock is attached to each edge of the lattice, and each time the clock of an edge
rings, the state of the edge is resampled. It turns out that dynamical percolation is a very
interesting model which exhibits quite rich phenomena.
As mentioned above, it is known since Harris that θ(1/2) = 0 on Z2. Since Bernoulli per-
colation is the invariant measure for the dynamics, this easily implies that for any fixed time
t ≥ 0, the probability that dynamical percolation at time t does not contain an infinite connected
component is zero. Fubini’s theorem shows a stronger result: with probability 1, the set of times
at which the configuration contains an infinite connected component is of Lebesgue measure 0.
Nonetheless, this statement does not exclude the possibility that this set of times is non-empty.
In 1999, Benjamini, Kalai, and Schramm [12] initiated the study of the Fourier spectrum
of percolation and its applications to the noise sensitivity of the model measuring how much
connectivity properties of the model are robust under the dynamics. This work advertised
the usefulness of concentration inequalities and discrete Fourier analysis for the understanding
of percolation: they provide information on the model which is invisible from the historical
probabilistic and geometric approaches. We will see below that these tools will be crucial to the
developments of percolation theory of dependent models.
We cannot conclude this section without mentioning the impressive body of works by Garban,
Pete and Schramm [46, 47, 48] describing in detail the noise sensitivity and dynamical properties
of planar percolation. These works combine the finest results on planar Bernoulli percolation
and provide a precise description of the behavior of the model, in particular proving that the
Hausdorff dimension of the set of times at which there exists an infinite connected component
is equal to 31/36.
At this stage of the review, we hope that the reader gathered some understanding of the prob-
lematic about Bernoulli percolation, and got some idea of the variety of fields of mathematics
involved in the study of the model. We will now try to motivate the introduction of more compli-
cated percolation models before explaining, in Section 3, how some of the techniques mentioned
above can be used to study these more general models. We refer to [50] for more references.
2 Beyond Bernoulli percolation
While the theory of Bernoulli percolation still contains a few gems that deserve a solution wor-
thy of their beauty, recent years have revived the interest for more general percolation models
appearing in various areas of statistical physics as natural models associated with other random
systems. While Bernoulli percolation is a product measure, the states of edges in these per-
colation models are typically not independent. Let us discuss a few ways of introducing these
“dependent” percolation models.
5Nicely enough, the story can again go the other way: Smirnov’s argument can also be used to provide an
alternative proof of Riemann’s mapping theorem [81].
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2.1 From spin models to bond percolation
Dependent percolation models are often associated with lattice spin models. These models have
been introduced as discrete models for real life experiments and have been later on found useful
to model a large variety of phenomena and systems ranging from ferromagnetic materials to
lattice gas. They also provide discretizations of Euclidean and Quantum Field Theories and are
as such important from the point of view of theoretical physics. While the original motivation
came from physics, they appeared as extremely complex and rich mathematical objects, whose
study required the developments of new tools that found applications in many other domains of
mathematics.
The archetypical example of the relation spin model/percolation is provided by the Potts
model and FK percolation (defined below). In the former, spins are chosen among a set of q
colors (when q = 2, the model is called the Ising model, and spins are seen as ±1 variables),
and the distribution depends on a parameter β called the inverse temperature. We prefer not to
define the models too formally here and refer to [29] for more details. We rather focus on the
relation between these models and a dependent bond percolation model called Fortuin-Kasteleyn
(FK) percolation, or random-cluster model.
FK percolation was introduced by Fortuin and Kasteleyn in [44] as a unification of different
models of statistical physics satisfying series/parallel laws when modifying the underlying graph.
The probability measure on a finite graph G, denoted by PG,p,q, depends on two parameters –
the edge-weight p ∈ [0,1] and the cluster-weight q > 0 – and is defined by the formula
PG,p,q[{ω}] ∶= p∣ω∣(1 − p)∣E∣−∣ω∣qk(ω)
Z(G, p, q) for every ω ∈ {0,1}E, (1)
where ∣ω∣ is the number of open edges and k(ω) the number of connected components in ω.
The constant Z(G, p, q) is a normalizing constant, referred to as the partition function, defined
in such a way that the sum over all configurations equals 1. For q = 1, the model is Bernoulli
percolation, but for q ≠ 1, the probability measure is different, due to the term qk(ω) taking into
account the number of connected components. Note that, at first sight, the definition of the
model makes no sense on infinite graphs (contrarily to Bernoulli percolation) since the number
of open edges (or infinite connected components) would be infinite. Nonetheless, the model can
be extended to infinite graphs by taking the (weak) limit of measures on finite graphs. For more
on the model, we refer to the comprehensive reference book [51].
As mentioned above, FK percolation is connected to the Ising and the Potts models via what
is known as the Edwards-Sokal coupling. It is straightforward to describe this coupling in words.
Let ω be a percolation configuration sampled according to the FK percolation with edge-weight
p ∈ [0,1] and cluster-weight q ∈ {2,3,4, . . .}. The random coloring of V obtained by assigning to
connected components of ω a color chosen uniformly (among q fixed colors) and independently
for each connected component, and then giving to a vertex the color of its connected component,
is a realization of the q-state Potts model at inverse temperature β = −12 log(1 − p). For q = 2,
the colors can be understood as −1 and +1 and one ends up with the Ising model.
The relation between FK percolation and the Potts model is not an exception. Many other
lattice spin models also possess their own Edwards-Sokal coupling with a dependent percolation
model. This provides us with a whole family of natural dependent percolation models that are
particularly interesting to study. We refer the reader to [24, 70] for more examples.
2.2 From loop models to site percolation models
In two dimensions, there is another recipe to obtain dependent percolation models, but on sites
this time. Each site percolation configuration on a planar graph is naturally associated, by the
so-called low-temperature expansion, with a bond percolation of a very special kind, called a loop
model, on the dual graph G∗ = (V∗,E∗), where V∗ is the set of faces of G, and E∗ the set of
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Figure 3: Simulations by Vincent Beffara of the three-state planar Potts model obtained from
the FK percolation with parameter p < pc, p = pc and p > pc. On the right, every vertex of the
infinite connected component receives the same color, therefore one of the colors wins over the
other ones, while this is not the case at criticality or below it.
unordered pairs of adjacent faces. More precisely, if ω is an element of {0,1}V (which can be seen
as an attribution of 0 or 1 to faces of G∗), define the percolation configuration η ∈ {0,1}E∗ by
first extending ω to the exterior face x of G∗ by arbitrarily setting ωx = 1, and then saying that
an edge of G∗ is open if the two faces x and y of G∗ that it borders satisfy ωx ≠ ωy. In physics
terminology, the configuration η corresponds to the domain walls of ω. Notice that the degree
of η at every vertex is necessarily even, and that therefore η is necessarily an even subgraph.
But one may go the other way: to any even subgraph of G∗, one may associate a percolation
configuration on V by setting +1 for the exterior face of G∗, and then attributing 0/1 values to
the other faces of G∗ by switching between 0 and 1 when crossing an edge. This reverse procedure
provides us with a recipe to construct new dependent site percolation models: construct first a
loop model, and then look at the percolation model it creates.
When starting with the Ising model on the triangular lattice (which is indeed a site per-
colation model: a vertex is open if the spin is +1, and closed if it is −1), the low-temperature
expansion gives rise to a model of random loops on the hexagonal lattice, for which the weight of
an even subgraph η is proportional to exp(−2β∣η∣). This loop model was generalized by Nienhuis
et al [28] to give the loop O(n) model depending on two parameters, an edge-weight x > 0 and a
loop-weight n ≥ 0. It is defined on the hexagonal lattice H = (V,E) as follows: the probability of
η on H is given by
µG,x,n[{η}] = x∣η∣n`(η)
Z(G, x, n)
(where `(η) is the number of loops in η) if η is an even subgraph, and 0 otherwise.
From this loop model, one obtains a site percolation model on the triangular lattice resem-
bling FK percolation. We will call this model the FK representation of the dilute Potts model
(for n = 1, it is simply the Ising model mentioned above).
We hope that this section underlined the relevance of some dependent percolation models,
and that the previous one motivated questions for Bernoulli percolation that possess natural
counterparts for these dependent percolation models. The next sections describe the developments
and solutions to these questions.
3 Exponential decay of correlations in the subcritical regime
As mentioned in the first section, proving exponential decay of θn(p) when p < pc was a milestone
in the theory of Bernoulli percolation since it was the key to a deep understanding of the
subcritical regime. The goal of this section is to discuss the natural generalizations of these
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statements to FK percolation with cluster-weight q > 1. Below, we set θn(p, q) and θ(p, q) for
the probabilities of being connected to distance n and to infinity respectively. Also, we define
pc(q) def= inf{p ∈ [0,1] ∶ θ(p, q) > 0},
pexp(q) def= sup{p ∈ [0,1] ∶ ∃c > 0,∀n ≥ 0, θn(p, q) ≤ exp(−cn)}.
Exponential decay in the subcritical regime gets rephrased as pc(q) = pexp(q). Exactly like in the
case of Bernoulli percolation, the result was first proved in two dimensions, and then in higher
dimensions, so that we start by the former. Interestingly, both proofs (the two-dimensional one
and the higher dimensional one) rely on the analysis of functions on graphs (discrete Fourier
analysis and the theory of randomized algorithms respectively).
3.1 Two dimensions: studying crossing probabilities
Bernoulli percolation Let us start by discussing Bernoulli percolation to understand what
is going on in a fairly simple case. It appeared quickly (for instance in [55]) that crossing
probabilities play a central role in the study of planar percolation. For future reference, let
Hn,m(p) be the probability that there exists a crossing from left to right of the rectangle [0, n]×[0,m], i.e. a path of open edges (of the rectangle) from {0} × [0,m] to {n} × [0,m], which can
be written pictorially as follows
Hn,m(p) def= Pp[ n m ].
It is fairly elementary to prove that:
• there exists ε > 0 such that if Hk,2k(p) < ε for some k, then θn(p) decays exponentially
fast. In words, if the probability of crossing some wide rectangle in the easy direction is
very small, then we are at a value of p for which exponential decay occurs. This implies
that for any p > pexp, Hk,2k(p) ≥ ε for every k ≥ 1.
• there exists ε > 0 such that if H2k,k(p) > 1 − ε, then θ(p) > 0. Again, in words, if the
probability of crossing some wide rectangle in the hard direction tends to 1, then we are
above criticality. This implies that when p < pc, H2k,k(p) ≤ 1 − ε for every k ≥ 1.
In order to prove that the phase transition is sharp, one should therefore prove that there cannot
be a whole interval of values of p for which crossings in the easy (resp. hard) direction occur
with probability bounded away uniformly from 0 (resp. 1). The proof involves two important
ingredients.
The first one is a result due to Russo [74] and Seymour-Welsh [77], today known as the RSW
theory. The theorem states that crossing probabilities in rectangles with different aspect ratios
can be bounded in terms of each other. More precisely, it shows that for any ε > 0 and ρ > 0,
there exists C = C(ε, ρ) > 0 such that for every p ∈ [ε,1 − ε] and n ≥ 1,
Hn,n(p)C ≤Hρn,n(p) ≤ 1 − (1 −Hn,n(p))C .
This statement has a direct consequence: if for p, probabilities of crossing rectangles in the
easy direction are not going to 0, then the same holds for squares. Similarly, if probabilities of
crossing rectangles in the hard direction are not going to 1, then the same holds for squares.
At the light of the previous paragraph, what we really want to exclude now is the existence of
a whole interval of values of p for which the probabilities of crossing squares remain bounded
away from 0 and 1 uniformly in n.
In order to exclude this possibility, we invoke a second ingredient, which is of a very different
nature. It consists in proving that probabilities of crossing squares go quickly from a value close
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to 0 to a value close to 1. Kesten originally proved this result by hand by showing that the
derivative of the function p↦Hn,n(p) satisfies a differential inequality of the form
H′n,n ≥ c logn ⋅Hn,n(1 −Hn,n). (2)
This differential inequality immediately shows that the plot of the function Hn,n has an S shape
as on Fig. 4, and thatHn,n(p) therefore goes from ε to 1−ε in an interval of p of order O(1/ logn).
In particular, it implies that only one value of p can be such thatHn,n(p) remains bounded away
from 0 and 1 uniformly in n, hence concluding the proof.
In [15], Bollobás and Riordan proposed an alternative strategy to prove (2). They suggested
using a concept long known to combinatorics: a finite random system undergoes a sharp threshold
if its qualitative behavior changes quickly as the result of a small perturbation of the parameters
ruling the probabilistic structure. The notion of sharp threshold emerged in the combinatorics
community studying graph properties of random graphs, in particular in the work of Erdös and
Renyi [43] investigating the properties of Bernoulli percolation on the complete graph.
Historically, the general theory of sharp thresholds for discrete product spaces was developed
by Kahn, Kalai and Linial in [58] in the case of the uniform measure on {0,1}n, i.e. in the case of
Pp with p = 1/2 (see also an earlier non-quantitative version by [75]). There, the authors used the
Bonami-Beckner inequality [7, 18] together with discrete Fourier analysis to deduce inequalities
between the variance of a Boolean function and the covariances (often called influences) of this
function with the random variables ω(e). Bourgain, Kahn, Kalai, Katznelson and Linial [19]
extended these inequalities to product spaces [0,1]n endowed with the uniform measure (see
also Talagrand [82]), a fact which enables to cover the case of Pp for every value of p ∈ [0,1].
Roughly speaking, the statement can be read as follows: for any increasing6 (boolean) func-
tion f ∶ {0,1}E → {0,1},
Varp(f) ≤ c(p)∑
e∈E
Covp[f , ω(e)]
log(1/Covp[f , ω(e)]) , (3)
where c is an explicit function of p that remains bounded away from 0 and 1 when p is away
from 0 and 1.
Together with the following differential formula (which can be obtained by simply differen-
tiating Ep[f])
d
dp
Ep[f] = 1
p(1 − p)∑e∈ECovp[f , ω(e)] (4)
for the indicator function f of the event that the square [0, n]2 is crossed horizontally, we deduce
that
H′n,n ≥ 4c(p) log(1/maxeCovp[fn, ω(e)]) ⋅Hn,n(1 −Hn,n). (5)
This inequality can be used as follows. The covariance between the existence of an open path
and an edge ω(e) can easily be bounded by the fact that one of the two endpoints of the edge e
is connected to distance n/2 (indeed, for ω(e) to influence the outcome of fn, there must be an
open crossing going through e when e is open). But, in the regime where crossing probabilities
are bounded away from 1, the probability of being connected to distance n/2 can easily be proved
to decay polynomially fast, so that in fact H′n,n ≥ c logn ⋅Hn,n(1 −Hn,n) as required.
FK percolation What survives for dependent percolation models such as FK percolation?
The good news is that the BKKKL result can be extended to this context [49] to obtain (3).
Equation (4) is obtained in the same way by elementary differentiation. It is therefore the RSW
result which is tricky to extend.
6Here, increasing is meant with respect to the partial order on {0,1}E defined by ω ≤ ω′ if ω(e) ≤ ω′(e) for
every edge e ∈ E. Then, f is increasing if ω ≤ ω′ implies f(ω) ≤ f(ω′).
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Figure 4: Left. The randomized algorithm is obtained as follows: pick a distance k to the
origin uniformly and then explore “from the inside” all the connected components intersecting
the boundary of the box of size k. If one of these connected components intersect both 0 and
the boundary of the box of size n, then we know that 0 is connected to distance n, if none of
them do, then the converse is true. Right. The S shape of the function p ↦ Hn+1,n(p). The
function goes very quickly from ε to 1 − ε (∆p(ε) is small).
While mathematicians are in possession of many proofs of this theorem for Bernoulli perco-
lation [15, 16, 17, 74, 77, 83, 84], one had to wait for thirty years to obtain the first proof of this
theorem for dependent percolation model.
The following result is the most advanced result in this direction. Let Hn,m(p, q) be the
probability that [0, n] × [0,m] is crossed horizontally for FK percolation.
Theorem 3.1 For any ρ > 0, there exists a constant C = C(ρ, ε, q) > 0 such that for every
p ∈ [ε,1 − ε] and n ≥ 1,
Hn,n(p, q)C ≤Hρn,n(p, q) ≤ 1 − (1 −Hn,n(p, q))C .
A consequence of all this is the following result [8] (see also [33, 35]).
Theorem 3.2 Consider the FK model with cluster weight q ≥ 1. Then, for any p < pc, there
exists c = c(p, q) > 0 such that for every n ≥ 1,
θn(p, q) ≤ exp(−cn).
3.2 Higher dimensions
Bernoulli percolation Again, let us start with the discussion of this simpler case. When
working in higher dimensions, one can still consider crossing probabilities of boxes but one is
soon facing some substantial challenges. Of course, some of the arguments of the previous
section survive. For instance, one can adapt the two-dimensional proof to show that if the
box [0, n] × [0,2n]d−1 is crossed from left to right with probability smaller than some constant
ε = ε(d) > 0, then θn(p) decays exponentially fast. One can also prove the differential inequality
(5) without much trouble. But that is basically it. One cannot prove that, if the probability of
the box [0,2n]×[0, n]d−1 is crossed from left to right with probability close to one, then θ(p) > 0.
Summarizing, we cannot (yet) exclude a regime of values of p for which crossing probabilities
tend to 1 but the probability that there exists an infinite connected component is zero7.
7It is in fact the case that for p = pc and d ≥ 6, crossing probabilities tend to 1 but θ(pc) = 0. What we wish
to exclude is a whole range of parameters for which this happens.
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We are therefore pushed to abandon crossing probabilities and try to work directly with θn.
Applying the BKKKL result to θn implies, when p < pc, an inequality (basically) stating
θ′n ≥ c logn ⋅ θn(1 − θn).
This differential inequality is unfortunately not useful to exclude a regime where θn would decay
polynomially fast. For this reason, we need to strengthen it. In order to do this, we will not rely
on a concentration inequality coming from discrete Fourier analysis like in the two-dimensional
case, but rather on another concentration-type inequality used in computer science.
Informally speaking, a randomized algorithm associated with a boolean function f takes
ω ∈ {0,1}E as an input, and reveals algorithmically the value of ω at different edges one by one
until the value of f(ω) is determined. At each step, which edge will be revealed next depends
on the values of ω revealed so far. The algorithm stops as soon as the value of f is the same no
matter the values of ω on the remaining coordinates.
The OSSS inequality, originally introduced by O’Donnell, Saks, Schramm and Servedio in
[67] as a step toward a conjecture of Yao [86], relates the variance of a boolean function to the
influence and the computational complexity of a randomized algorithm for this function. More
precisely, consider p ∈ [0,1] and n ∈ N. Fix an increasing boolean function f ∶ {0,1}E Ð→ {0,1}
and an algorithm T for f . We have
Varp(f) ≤ 2∑
e∈E δe(T)Covp[f , ω(e)], (OSSS)
where δe(T) is the probability that the edge e is revealed by the algorithm before it stops. One
will note the similarity with (3), where the term δe(T) replaces −1 divided by the logarithm of
the covariance.
The interest of (OSSS) comes from the fact that, if there exists a randomized algorithm for
f = 1[0 connected to distance n] for which each edge has small probability of being revealed,
then the inequality implies that the derivative of Ep[f] is much larger than the variance θn(1−θn)
of f . Of course, there are several possible choices for the algorithm. Using the one described in
Fig. 4, one deduces that the probability of being revealed is bounded by cSn/n uniformly for
every edge, where Sn ∶= ∑n−1k=0 θk. We therefore deduce an inequality of the form
θ′n ≥ c′ nSn θn(1 − θn). (6)
Note that the quantity n/Sn(p) is large when the values θk(p) are small, which is typically the
case when p < pc. In particular, one can use this differential inequality to prove the sharpness of
the phase transition on any transitive graph. Equation (6) already appeared in Menshikov’s 1986
proof while Aizenman and Barsky [1] and later [42] invoked alternative differential inequalities.
FK percolation As mentioned in the previous paragraph, the use of differential inequalities
to prove sharpness of the phase transition is not new, and even the differential inequality (6)
chosen above already appeared in the literature. Nonetheless, the existing proofs of these differ-
ential inequalities all had one feature in common: they relied on a special correlation inequality
for Bernoulli percolation known as the BK inequality, which is not satisfied for most depen-
dent percolation models, so that the historical proofs did not extend easily to FK percolation,
contrarily to the approach using the OSSS inequality proposed in the previous section.
Indeed, while the OSSS inequality uses independence, it does not rely on it in a substantial
way. In particular, the OSSS inequality can be extended to FK percolation, very much like [49]
generalized (4). This generalization enables one to show (6) for a large class of models including
dependent percolation models or so-called continuum percolation models [36, 38]. In particular,
Theorem 3.3 ([37]) Fix q ≥ 1 and d ≥ 2. Consider FK percolation on Zd with cluster-weight
q ≥ 1. For any p < pc, there exists c = c(p, q) > 0 such that for every n ≥ 1,
θn(p, q) ≤ exp(−cn).
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Exactly as for Bernoulli percolation, one can prove many things using this theorem. Of
special interest are the consequences for the Potts model (and its special case the Ising model):
the exponential decay of θn(p, q) implies the exponential decay of correlations in the disordered
phase.
The story of the proof of exponential decay of θn(p, q) is typical of percolation. Some proofs
first appeared for Bernoulli percolation. These proofs were then made more robust using some
external tools, here discrete analysis (the BKKKL concentration inequality or the OSSS inequal-
ity), and finally extended to more general percolation models. The next section provides another
example of such a succession of events.
4 Computation of critical points in two dimensions
It is often convenient to have an explicit formula for the critical point of a model. In general,
one cannot really hope for such a formula but in some cases, one is saved by specific properties
of the model, which can be of (at least) two kinds: self-duality or exact integrability.
4.1 Computation of the critical point using self-duality
Bernoulli percolation One can easily guess why the critical point of Bernoulli percolation
on Z2 should be equal to 1/2. Indeed, every configuration ω is naturally associated with a dual
configuration ω∗ defined on the dual lattice (Z2)∗ = (12 , 12) +Z2 of Z2: for every edge e, set
ω∗(e∗) def= 1 − ω(e),
where e∗ is the unique edge of the dual lattice crossing the edge e in its middle. In words, a
dual edge is open if the corresponding edge of the primal lattice is closed, and vice versa. If ω
is sampled according to Bernoulli percolation of parameter p, then ω∗ is sampled according to a
Bernoulli percolation on (Z2)∗ of parameter p∗ ∶= 1 − p. The value 1/2 therefore emerges as the
self-dual value for which p = p∗.
It is not a priori clear why the self-dual value should be the critical one, but armed with the
theorems of the previous section, we can turn this observation into a rigorous proof. Indeed, one
may check (see Fig. 5) that for every n ≥ 1,
Hn+1,n(12) = 12 .
Yet, an outcome of Section 3.1 is that crossing probabilities are tending to 0 when p < pc and to
1 when p > pc. As a consequence, the only possible value for pc is 1/2.
FK percolation The duality relation generalizes to cluster-weights q ≠ 1: if ω is sampled
according to a FK percolation measure with parameters p and q, then ω∗ is sampled according
to a FK percolation measure with parameters p∗ and q∗ satisfying
pp∗(1 − p)(1 − p∗) = q and q∗ = q.
The proof of this fact involves Euler’s relation for planar graphs. Let us remark that readers
trying to obtain such a statement as an exercise will encounter a small difficulty due to boundary
effects on G; we refer to [29] for details how to handle such boundary conditions. The formulas
above imply that for every q ≠ 0, there exists a unique point psd(q) such that
psd(q) = psd(q)∗ = √q
1 +√q .
Exactly as in the case of Bernoulli percolation, one may deduce from self-duality some estimates
on crossing probabilities at p = psd(q), which imply in the very same way the following theorem.
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Figure 5: Left. If [0, n + 1] × [0, n] is not crossed from left to right, then the boundary of the
connected components touching the right side is a dual path going from top to bottom. Right.
The domain Ω with its boundary ∂Ω. The configuration ω corresponds to the interfaces between
the gray and the white hexagons. The path γ runs from a to z without intersecting ω.
Theorem 4.1 ([8]) The critical point of FK percolation on the square lattice with cluster-weight
q ≥ 1 is equal to the self-dual point √q/(1 +√q).
4.2 Computation via parafermionic observables
Sometimes, no obvious self-duality relation helps us identify the critical point, but one can
be saved by a second strategy. In order to illustrate it, consider the loop O(n) model with
parameters x > 0 and n ∈ [0,2] and its associated FK representation described in Section 2.2.
Rather than referring to duality (in this case, none is available as for today), the idea consists in
introducing a function that satisfies some specific integrability/local relations at a given value
of the parameter.
Take a self-avoiding polygon on the dual (triangular) lattice of the hexagonal lattice; see
Fig. 5. By definition, this polygon divides the hexagonal lattice into two connected components,
a bounded one and an unbounded one. Call the bounded one Ω and, by analogy with the
continuum, denote the self-avoiding polygon by ∂Ω.
Define the parafermionic observable introduced in [80], as follows (see Fig. 5): for a mid-edge
z in Ω and a mid-edge a in ∂Ω, set
F (z) = F (Ω, a, z, n, x, σ) def= ∑
ω,γ⊂Ω
ω∩γ=∅
e−iσWγ(a,z)x∣γ∣+∣ω∣n`(ω)
(recall that `(ω) is the number of loops in ω), where the sum is over pairs (ω, γ) with ω a loop
configuration, and γ a self-avoiding path from a to z. The quantityWγ(a, z), called the winding
term, is equal to pi3 times the number of left turns minus the number of right turns made by the
walk γ when going from a to z. It corresponds to the total rotation of the oriented path γ.
The interest of F lies in a special property satisfied when the parameters of the model are
tuned properly. More precisely, if σ = σ(n) is well chosen (the formula is explicit but irrelevant
here) and
x = xc(n) def= 1√
2 +√2 − n,
the function satisfies that for any self-avoiding polygonC = (c0, c1, . . . , ck = c0) on T that remains
within the bounded region delimited by ∂Ω,
∮
C
F (z)dz def= k∑
i=1(ci − ci−1)F ( ci−1+ci2 ) = 0. (7)
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Above, the quantity ci is considered as a complex number, in such a way that the previous
definition matches the intuitive notion of contour integral for functions defined on the middle of
the edges of the hexagonal lattice.
In words, (7) means that for special values of x and σ, discrete contour integrals of the
parafermionic observable vanish. In the light of Morera’s theorem, this property is a glimpse
of conformal invariance of the model in the sense that the observable satisfies a weak notion of
discrete holomorphicity. This singles out xc(n) as a very peculiar value of the parameter x.
The existence of such a discrete holomorphic observable at xc(n) did not really come as a
surprise. In the case of the loop O(n) model with loop-weight n ∈ [0,2], the physicist Nienhuis
[66] predicted that xc(n) is a critical value for the loop model, in the following sense:
• when x < xc(n), loops are typically small: the probability that the loop of the origin is of
length k decays exponentially fast in k.
• when x ≥ xc(n), loops are typically large: the probability that the loop of the origin is of
length k decays slower than polynomially fast in k.
Physically, this criticality of xc(n) has an important consequence. As (briefly) mentioned in
Section 1.3.2, Bernoulli percolation and more generally two-dimensional models at criticality are
predicted to be conformally invariant. This prediction has a concrete implication on critical mod-
els: some observables8 should converge in the scaling limit to conformally invariant/covariant
objects. In the continuum, typical examples of such objects are provided by harmonic and
holomorphic solutions to Boundary Value Problems; it is thus natural to expect that some
observables of the loop O(n) model at criticality are discrete holomorphic.
Remark 4.2 Other than being interesting in themselves, discrete holomorphic functions have
found several applications in geometry, analysis, combinatorics, and probability. The use of
discrete holomorphicity in statistical physics appeared first in the case of dimers [59] and has
since then been extended to several statistical physics models, including the Ising model [26, 27]
(see also [40] for references).
The definition of discrete holomorphicity usually imposes stronger conditions on the function
than just zero contour integrals (for instance, one often asks for suitable discretizations of the
Cauchy-Riemann equations). In particular, in our case the zero contour integrals do not uniquely
determine F . Indeed, there is one variable F (z) by edge, but the number of independent linear
relations provided by the zero contour integrals is equal to the number of vertices9. In conclusion,
there are much fewer relations than unknown and it is completely unclear whether one can extract
any relevant information from (7).
Anyway, one can still try to harvest this “partial” information to identify rigorously the
critical value of the loop O(n) model. For n = 0 (in this case there is no loop configuration and
just one self-avoiding path), the parafermionic observable was used to show that the connective
constant of the hexagonal lattice [41], i.e.
µc
def= lim
n→∞#{self-avoiding walks of length n starting at the origin}1/n
is equal to
√
2 +√2. For n ∈ [1,2], the same observable was used to show that at x = xc(n), the
probability of having a loop of length k decays slower than polynomially fast [31], thus proving
8Roughly speaking, observables are averages of random quantities defined locally in terms of the system.
9Indeed, it is sufficient to know that discrete contour integrals vanish for a basis of the Z-module of cycles
(which are exactly the contours) on the triangular lattice staying in Ω to obtain all the relations in (7). A natural
choice for such a basis is provided by the triangular cycles around each face of the triangular lattice inside ∂Ω,
hence it has exactly as many elements as vertices of the hexagonal lattice in Ω.
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part of Nienhuis prediction (this work has also applications for the corresponding site percolation
model described in Section 2.2).
Let us conclude this section by mentioning that the parafermionic observable defined for the
loop O(n) model can also be defined for a wide variety of models of planar statistical physics;
see e.g. [56, 57, 72]. This leaves hope that many more models from planar statistical physics can
be studied using discrete holomorphic functions. For the FK percolation of parameter q ≥ 4, a
parafermionic observable was used to show that pc(q) = √q/(+√q), thus providing an alternative
proof to [8] (this proof was in fact obtained prior to the proof of [8]). Recently, the argument
was generalized to the case q ∈ [1,4] in [65].
In the last two sections, we explained how the study of crossing probabilities can be combined
with duality or parafermionic observables to identify the critical value of some percolation models.
In the next one, we go further and discuss how the same tools can be used to decide whether the
phase transition is continuous or discontinuous (see definition below).
5 The critical behavior of planar dependent percolation models
5.1 Renormalization of crossing probabilities
For Bernoulli percolation, we mentioned that crossing probabilities remain bounded away from 0
and 1 uniformly in the size of the rectangle (provided the aspect ratio stays bounded away from
0 or 1). For more complicated percolation models, the question is more delicate, in particular
due to the long-range dependencies. For instance, it may be that crossing probabilities tend
to zero when conditioning on edges outside the box to be closed, and to 1 if these edges are
conditioned to be open. To circumvent this problem, we introduce a new property.
Consider a percolation measure P (one can think of a FK percolation measure for instance).
Let Λn be the box of size n around the origin. We say that P satisfies the (polynomial) mixing
property if
(Mix) there exist c,C ∈ (0,∞) such that for every N ≥ 2n and every events A and B depending
on edges in Λn and outside ΛN respectively, we have that∣P[A ∩B] − P[A]P[B]∣ ≤ C( nN )c ⋅ P[A]P[B].
This property has many implications for the study of the percolation model, mostly because it
enables one to decorrelate events happening in different parts of the space.
It is a priori unclear how one may prove the mixing property in general. Nonetheless, for
critical FK percolation, it can be shown that (wMix) is equivalent to the strong box crossing
property: uniformly on the states of edges outside of Λ2n, crossing a rectangle of aspect ratio ρ
included in Λn remains bounded away from 0 and 1 uniformly in n. Note that the difference with
the previous sections comes from the fact that we consider crossing probabilities conditioned
on the state of edges at distance n of the rectangle (of course, when considering Bernoulli
percolation, this does not change anything, but this is not the case anymore when q > 1).
The mixing property is not always satisfied at criticality. Nevertheless, in [39] the following
dichotomy result was obtained.
Theorem 5.1 (The continuous/discontinuous dichotomy) For any q ≥ 1,
• either (wMix) is satisfied. In such case:
– θ(p, q) tends to 0 as p↘ pc;
– There exists c > 0 such that cn−1 ≤ θn(pc, q) ≤ n−c.
– Crossing probabilities of a rectangle of size roughly n remain bounded away from 0
and 1 uniformly in the state of edges at distance n of the rectangle;
– The rate of exponential decay of θn(p, q) goes to 0 as p↗ pc.
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Figure 6: Simulations, due to Vincent Beffara, of the critical planar Potts model with q equal
to 2, 3, 4, and 9 respectively. The behavior for q ≤ 4 is clearly different from the behavior for
q = 9. In the first three pictures, each color seems to play the same role, while in the last three,
one color wins over the other ones. This is coherent since the phase transition of the associated
FK percolation is continuous for q ≤ 4 and discontinuous for q ≥ 5.
• or (wMix) is not satisfied and in such case:
– θ(p, q) does not tend to 0 as p↘ pc;
– There exists c > 0 such that for every n ≥ 1, θn(pc, q) ≤ exp(−cn);
– Crossing probabilities of a rectangle of size roughly n tend to 0 (resp. 1) when condi-
tioned on the state of edges at distance n of the rectangle to be closed (resp. open);
– The rate of exponential decay of θn(p, q) does not go to 0 as p↗ pc.
In the first case, we say that the phase transition is continuous in reference to the fact
that p ↦ θ(p, q) is continuous at pc. In the second case, we say that the phase transition
is discontinuous. Interestingly, this result also shows that a number of (potentially different)
definitions of continuous/discontinuous phase transitions sometimes used in physics are in fact
the same one in the case of FK percolation.
The proof of the dichotomy is based on a renormalization scheme for crossing probabilities
when conditioned on edges outside a box to be closed. Explaining the strategy would lead us
too far, and we refer to [34, 39] for more details. Let us simply add that the proof is not specific
to FK percolation and has been extended to other percolation models (see for instance [31, 34]),
so one should not think of this result as an isolated property of FK percolation, but rather as a
general feature of two-dimensional dependent percolation models.
5.2 Deciding the dichotomy
As mentioned above, critical planar dependent percolation models can exhibit two different types
of critical behavior: continuous or discontinuous. In order to decide which one of the two it is,
one needs to work a little bit harder. Let us (briefly) describe two possible strategies. We restrict
to the case of FK percolation, for which Baxter [5] conjectured that for q ≤ qc(2) = 4, the phase
transition is continuous, and for q > qc(2), the phase transition is discontinuous; see Fig. 6.
To prove that the phase transition is discontinuous for q > 4, we used a method going back
to early works on the six-vertex model [30]. The six-vertex model was initially proposed by
Pauling in 1931 in order to study the thermodynamic properties of ice. While we are mainly
interested in its connection to the previously discussed models, the six-vertex model is a major
object of study on its own right; we refer to [73] and Chapter 8 of [6] (and references therein)
for the definition and a bibliography on the subject.
The utility of the six-vertex model stems from its solvability using the transfer-matrix for-
malism. More precisely, the partition function of a six-vertex model on a torus of size N times
M may be expressed as the trace of the M -th power of a matrix V (depending on N) called
the transfer matrix. This property can be used to rigorously compute the Perron-Frobenius
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eigenvalues of the diagonal blocks of the transfer matrix, whose ratios are then related to the
rate of exponential decay τ(q) of θn(pc, q). The explicit formula obtained for τ(q) is then proved
to be strictly positive for q > 4. We should mention that this strategy is extensively used in the
physics literature, in particular in the fundamental works of Baxter (again, we refer to [6]).
In order to prove that the phase transition is continuous for q ≤ 4, one may use the same
strategy and try to prove that τ(q) is equal to 0. Nevertheless, this does not seem so simple to
do rigorously, so that we prefer an alternative approach. The fact that discrete contour integrals
of the parafermionic observable vanish can be used for more than just identifying the critical
point. For q ∈ [1,4], it in fact implies lower bounds on θn(pc, q). These lower bounds decay at
most polynomially fast, thus guaranteeing that the phase transition is continuous thanks to the
dichotomy result of the previous section. This strategy was implemented in [39] to complete the
proof of Baxter’s prediction regarding the continuity/discontinuity of the phase transition for
the planar FK percolation with q ≥ 1.
Let us conclude this short review by mentioning that for the special value of q = 2, the
parafermionic observable satisfies stronger constraints. This was used to show that, for this value
of q, the observable is conformally covariant in the scaling limit [79] (this paper by Smirnov had
a resounding impact on our understanding of FK percolation with q = 2), that the strong RSW
property is satisfied [32], and that interfaces converge [11, 25]. This could be the object of a
review on its own, especially regarding the conjectures generalizing these results to other values
of q, but we reached the end of our allowed space. We refer to [40] for more details and relevant
references.
Remark 5.2 The strategy described above is very two-dimensional in nature since it relies on
planarity in several occasions (crossing probabilities for the dichotomy result, parafermionic ob-
servables or transfer matrix formalism for deciding between continuity or discontinuity). In
higher dimensions, the situation is more challenging. We have seen that even for Bernoulli per-
colation, continuity of θ(p) had not yet been proved for dimensions 3 ≤ d ≤ 10. Let us mention
that for FK percolation, several results are nevertheless known. One can prove the continuity of
θ(p,2) [2] using properties specific to the Ising model (which is associated with the FK percolation
with cluster-weight q = 2 via the Edwards-Sokal coupling). Using the mean-field approximation
and Reflection-Positivity, one may also show that the phase transition is discontinuous if d is
fixed and q ≥ qc(d) ≫ 1 [62], or if q ≥ 3 is fixed and d ≥ dc(q) ≫ 1 [14]. The conjecture that qc(d)
is equal to 2 for any d ≥ 3 remains widely open and represents a beautiful challenge for future
mathematical physicists.
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