Abstract. A quasi-measure is a non-subadditive measure defined on only open or closed subsets of a compact Hausdorf space. We investigate the nature of irreducible partitions as defined by Aarnes and use the results to construct quasi-measures when g(X) = 1. The cohomology ring is an important tool for this investigation.
Introduction
Let X be a compact Hausdorff space and C(X) the space of real-valued continuous functions on X. A function ρ : C(X) → R is called quasi-linear if it is linear on each singly generated closed subalgebra of C(X). In [1] , Aarnes constructed the first example of a quasi-linear functional which is not linear. He did this by establishing a representation theorem of quasi-linear functionals in terms of "integrals" with respect to quasi-measures.
A quasi-measure on X is a positive set function, µ, defined on A, the collection of sets which are either open or closed, such that It is important to emphasize that the third condition only applies when A ∈ A. In general, it is impossible to consistently define a quasi-measure on sets outside of A. In fact, a quasi-measure extends to a measure on a sigma-algebra only if sets of the form C ∩ U can be consistently measured where C is closed and U is open.
In [2] , Aarnes obtained a general construction procedure for quasi-measures which we now outline. We will assume from now on that X is both connected and locally connected as well as being compact. Our ultimate goal is to use Aarnes' procedure to construct new quasi-measures.
Definition 1.
A subset A ⊆ X is said to be solid if both A and X \A are connected. An irreducible partition P = {C i } n 1 ∪ {U α } α∈A is a collection of disjoint solid sets such that:
(1) Each C i is closed and each U α is open, 
Proposition 2. If C ⊆ X is solid and C ⊆ U is open, then there is an open solid set W and a closed solid set K with
The main result of [2] is the following theorem.
Theorem 4. Every solid set function extends uniquely to a quasi-measure on X.
Typically, the first two conditions in the definition of a solid set function are straightforward to check, but the third causes difficulties because the irreducible partitions of X must be known. For this reason, most known examples of quasimeasures occur in spaces such as the sphere or unit square where g(X) = 0. However, Knudsen managed to find a quasi-measure on the torus, where g(X) = 1. See [4] for details.
Our main goal, achieved in the last section of this paper is to give an explicit construction of solid set functions on a variety of spaces with g(X) = 1. While this may seem like a modest task, the examples of this paper are the only quasimeasures known for spaces with g(X) = 1 except for those that are images from spaces with g(X) = 0. The amount of work expended to produce these examples seems, at this time, to be necessary.
Irreducible partitions
In this section we present some basic properties of irreducible partitions. Our primary goal is to find a simpler way of determining g(X) for a given space X. In particular, we show that g(X) is related to the "sidedness" of solid sets.
Proof. Suppose that C i and U α are disjoint. Then the boundary of U α is contained
This contradicts that P is an irreducible partition. 
, then {x α } α∈A cannot have a limit point in any U α , nor in any W i . Since these sets cover X, we have a contradiction if A is infinite.
Thus there is a certain amount of symmetry between the open sets and the closed sets in an irreducible partition. We will see more examples of this as we proceed. Now we give a fundamental definition for our investigation.
Definition 8. Let C be a closed solid set in X. We say that C has at least n sides if there is an open set C ⊆ U such that whenever W is open with C ⊆ W ⊆ U , then W \ C has at least n connected components. If C has exactly n sides, we write sd(C) = n. In this case, there is an open set U containing C such that whenever W is a connected open subset with C ⊆ W ⊆ U , W \ C has exactly n connected components. We let s(X) denote the largest number of sides of any closed, solid set in X. We allow s(X) to be infinite, but we do not distinguish between different infinite cardinalities. Finally, if U is an open solid set, we define the number of sides of U to be the same as the number of sides of X \ U .
As an example, the set [0, 1] × {x} is two-sided in the annulus [0, 1] × S 1 for every x ∈ S 1 . On the other hand, the sets {0} × S 1 and {1} × S 1 are one-sided in the annulus. There is a 3-sided solid set in the two-holed annulus.
There are spaces where s(X) = +∞ yet every closed, solid set has only finitely many sides. Such a space can be obtained by considering the join of n-holed annuli, one for each n.
We can now construct a solid set function on fairly general spaces. Let F ⊆ X be a closed subset such that F ∩ C = ∅ whenever sd(C) ≥ 2. For example, if
Let p ∈ F be any point of X. We may define a set function on solid sets µ by µ(A) = 1 if F ⊆ A or if p ∈ A and A∩F = ∅. Define µ(A) = 0 otherwise. It is easily seen that µ then defines a solid set function and hence extends to a quasi-measure on X. Notice that if g(X) = 0, the condition on F trivializes. The first example of a non-linear quasi-linear functional was obtained from a quasi-measure of this type. See [1] for details. It is crucial to point out that for a general closed set, it is possible for µ(C) = 1 even if p ∈ C and C ∩ F = ∅. The above definition only applies to solid sets. 
Theorem 14. Suppose that {C
If U j has finitely many sides, we may choose D j so that U j \D j has sd(U j ) components. In any case, we can obtain that U j \ D j is disconnected. We will show that {D j } m 1 generates an irreducible partition with the required properties. First notice that
V jk be the decomposition into connected components where each V jk is solid. Then, again by proposition 5, we have
generates an irreducible partition of X. Since X \ m 1 D j has at least n components, there are at least n open solid sets in this partition. We may list these components so that
The only remaining issue is whether there are more than n components to
Corollary 15. We have g(X)
= o(X) = s(X) − 1.
Corollary 16. The quantity g(X) + 1 is equal to the maximum number of components of a set of the form V ∩ W where V and W are open solid sets with
Proof. This is easily seen from proposition 11 by letting C = X \ V and C = X \ W .
As we shall see, this characterization allows the use of algebraic topological techniques to evaluate g(X).
be an irreducible partition of X where all sets are finitely sided. Then
We call the common value the trace of the partition and denote it by tr(P).
Proof. This follows immediately from the theorem by noticing that
Cohomology and irreducible partitions
It is worthwhile at this point to consider what is involved when determining the irreducible partitions of a space X, or even the value of g(X). For example, if X = [0, 1] 2 , then g(X) = 0, although even this simple fact is not obvious and requires some algebraic topology. In [4] , it was shown that for CW-complexes, g(X) = 0 if and only if the cohomology module H 1 (X) = 0. This is what justifies the heavy reliance on the cohomology ring in this paper.
In this section, we will assume that X is locally path connected in addition to being connected and compact. We will be primarily interested in the cohomology modulesH 0 (V ) and
It is also assumed that all coefficient rings are principal ideal domains. We start with a definition.
Here, α ∪ β is the cohomology cup product of α and β. We let d(X) be the maximum rank of an isotropic submodule of H 1 (X).
. We need one crucial, but elementary, fact about cup products. If V and W are open sets of X with V ∪ W = X, and if i V , i W are the maps on cohomology induced by the inclusions, then α ∪ β = 0 whenever α ∈ ker i V and β ∈ ker i W . This follows easily from the naturality properties of the cup product on pairs of spaces. In particular, then ker i V ∩ ker i W is an isotropic submodule.
Theorem 19. We have s(X) ≤ 1 + d(X).
Proof. Let C be any closed solid set and let W be an open solid set containing C. Let V = X \ C. Then V ∪ W = X, so the Mayer-Vietoris sequence is exact:
Since V and W are solid, they are connected, soH 0 (V ) =H 0 (W ) = 0. Thus the boundary map fromH 0 (V ∩ W ) to H 1 (X) is injective. By exactness, the image is the kernel L = ker i V ∩ ker i W . But L is an isotropic submodule. Since the rank of H 0 (V ∩ W ) is one less than the number of components of V ∩ W , we see that the number of components of
Corollary 20. We always have g(X) ≤ d(X).
Using corollary 16 and a calculation as in the proof of the theorem, we see that g(X) is the maximum value of rank(ker i 
Proof. In this situation, we may apply the Künneth formula to see that an element of H 1 (X × Y ) is of the form α × 1 + 1 × β, where α ∈ H 1 (X) and β ∈ H 1 (Y ). The cup product is given by the formula
By the independence parts of the Künneth formula, this can be 0 only when α 1 ∪ α 2 = 0, β 1 ∪β 2 = 0, and α 1 ×β 2 = α 2 ×β 1 . But this requires either that α 1 ×1+1×β 1
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is a scalar multiple of α 2 × 1 + 1 × β 2 , or that β 1 = β 2 = 0, or α 1 = α 2 = 0. This gives the required result.
Examples.
a) If H 1 (X) = 0, we see that g(X) = 0. This, and the converse for CW-complexes, was proved by Knudsen in [4] . b) If X is a compact, 2-dimensional manifold without boundary, we take coefficients in the ring Z/(2). Since H 2 (X) = Z/(2), the cup product on H 1 (X) induces an alternating bilinear form. It is a well-known consequence of Poincaré duality that this form is non-degenerate. A subspace is isotropic under our definition if and only if it is isotropic under this bilinear form, see [3] . This justifies our terminology. In this setting, d(X) is called the Witt index of H 1 (X). It is known that this index is less than half the dimension of H 1 (X) over Z/(2). In particular, if X is the oriented 2-manifold of genus n, then g(X) ≤ n. If X is the non-oriented manifold obtained by attaching n crosscaps to the sphere, then g(X) ≤ [n/2]. Examples of closed solid sets with the required number of sides show both of these are equalities. c) If X is the n-holed annulus, rank H 1 (X) = n, so g(X) ≤ n. Here, it is easy to construct an irreducible partition of X with n closed sets. 
This provides another way to see that g(X) ≤ d(X), since if {C
is a non-trivial irreducible partition of X, each s i ≥ 2 and {C i } n−1 1 satisfies the conditions of the proposition.
Proof. Let
Then V is connected and W has n components. Also, W ∪ V = X and W ∩ V = n 1 (W i \ C i ). Using the Mayer-Vietoris sequence, we obtain the exact sequence
Thus we have, by taking the alternating sum of the ranks, that
Since ker i V ∩ ker i W is an isotropic submodule, we have
If we now let W i shrink down to C i , the left hand side is 
Also, both V and W are connected, so
gives the result. On the other hand, if X is a Witt space with g(X) = 2, then two 2-sided closed sets need not disconnect, but three automatically do. In the latter case, each open set must have at least three sides, so by using the trace, there must be two such open sets. Continuing in this manner, it is possible to classify all the possible irreducible partitions for spaces with small values of g(X). This, however, does not easily yield quasi-measures since the containment properties of the sets must also be considered.
We define a space X to be a Witt space for a coefficient ring if g(X) = d(X)
We next turn to a more detailed analysis of how closed solid sets are positioned in the overall space.
If C is any closed set, we may construct the Alexander cohomology of C by the direct limitȞ
where V ranges over the open sets containing C. If C is solid, the open solid sets are cofinal in the collection of all open sets containing C, so we may obtainȞ k (C) by taking the direct limit over only open solid sets. Another interesting cohomology module associated with C is the direct limiť
We call this module the cohomology of the sides of C. This cohomology module is sensitive to the area near C. In fact,Ȟ 0 s (C) is free with as many generators as C has sides. Both of the cohomology modules above have analogous reduced cohomology modules.
Proposition 25. Let C ⊆ X be solid. There is an exact sequence
which can be initiated with reduced cohomology modules.
Since W ∩ V = W \ C, we obtain the result by taking direct limits.
In particular, if i C : H 1 (X) →Ȟ 1 (C) is the map induced by inclusion, and V = X \ C, we see that the rank of L = ker i C ∩ ker i V is one less than the number of sides of C. Furthermore, L is an isotropic submodule of H 1 (X). In fact, if α ∈ ker i C and β ∈ ker i V , there is a solid set W containing C with i W (α) = 0. Since V ∪ W = X, α ∪ β = 0. We call L the isotropic submodule associated with C.
Theorem 26. Let X be a Witt space with g(X) = 1 and let C 1 and C 2 be two disjoint closed solid, two-sided sets. If L 1 and L 2 are the isotropic submodule associated with
has rank one by the comments after proposition 25. Let α ∈ L 1 and β ∈ L 2 . Since V 1 ∪ V 2 = X, α ∈ ker i V1 and β ∈ ker i V2 , we must have that α ∪ β = 0. We also have that
Thus L 1 + L 2 has rank one. Now assume that the coefficient ring is a field of characteristic not 2 and let α ∈ ker i V1 and β ∈ ker i V2 . As before, α ∪ β = 0. But now α ∪ α = β ∪ β = 0 because the field is not of characteristic two. Thus, the space spanned by α and β is isotropic. Since d(X) = 1, we must have that α is a scalar multiple of β. Since this happens for all α and β, we must have that ker i V1 = ker i V2 . But this means that both of these subspaces are one dimensional since ker
Now suppose that α ∈ ker i C1 . Then there is an open solid set W containing C 1 such that α ∈ ker i W . By definition of two sidedness, we may assume that W \C 1 has two components. Thus {C 1 , X \ W } generates an irreducible partition of X. By the above, we have that ker i V1 = ker i W contains α. Thus keri C1 ⊆ ker i V1 ⊆ ker i C1 . This completes the proof.
Thus, we may classify the closed solid sets in X by considering the associated isotropic subspaces. We also see that every set in an irreducible partition has the same associated subspace. This will ultimately allow the construction of some interesting quasi-measures. The basic idea is to have solid sets with different associated isotropic subspaces be measured by different measures. The details are the substance of the next section.
Quasi-measures when g(X) = 1
In this section we will asssume that X is a compact, connected, locally connected Hausdorff space with g(X) = 1. We will also assume that whenever C and C are disjoint closed, solid, two-sided sets, then {C, C } generates an irreducible partition of X.
This last condition is non-trivial. For example, if X consists of two tangent circles, we have that g(X) = 1, but closed solid sets in different circles will not disconnect the space. However, if X is any locally path connected Witt space with g(X) = 1, our hypothesis is satisfied by proposition 22.
We let C s denote the collection of all closed solid sets in X. Similarly, we let C s1 (resp. C s2 ) denote the collection of all one-sided (resp. two-sided) closed solid sets. Since s(X) = 1 + g(X) = 2, C s = C s1 ∪ C s2 . Our basic assumption for this section is that whenever C 1 and C 2 are disjoint elements of
In this situation, we define an equivalence relation on C s2 by letting C ∼ C if there is a sequence of two-sided closed sets
In other words, each pair of adjacent C i 's disconnect the whole space and hence generate an irreducible partition. Let E be the collection of equivalence classes in C s2 under this equivalence relation. Notice that solid sets in different equivalence classes must intersect.
Our procedure for constructing a quasi-measure on X is to use a different measure for each equivalence class of two-sided closed sets. We also want to assign measures to the one-sided sets so that we obtain a solid set function. To do this, we need to classify the types of one-sided closed solid sets.
Let
Proof. We need only show that X \ (C ∪ C ) is disconnected since then {C, C } generates an irreducible partition of X. Since C 1 and C 2 are disjoint two-sided sets, our assumption on X shows that
, we see that X \ U 1 is disconnected, contradicting the solidity of U 1 .
Lemma 28. We have
Proof. Assume that C ∈ C s1 \(B ∪F). Then C ∩C = ∅ for every C ∈ C s2 . Suppose that C ⊆ V where we may assume that V is solid. [2] for details). Then D is a closed, solid set contained in V and containing C ∪ D. We claim that D ∈ C s1 which shows that D ∈ T 1 . This will show that C ∈ T . But if D ∈ C s2 , there is a disjoint element D ∈ C s2 by proposition 11. Then D ∩ C = ∅, which shows that C ∈ B, a contradiction. Clearly, F and B are disjoint. Suppose that C ∈ F. Then there is a C ∈ C s1 which intersects every two-sided closed set and is disjoint from C. Then V = X \ C contains C, but no two-sided set. Hence C ∈ T . Thus F and T are disjoint. Now suppose that C ∈ B ∩ T . There is a two-sided closed set D with
The preceding lemma shows that C ∈ C s2 , which contradicts that C ∈ T .
As an example, the subset {0} × S 1 of the annulus [0, 1] × S 1 is an element of F . On the other hand, it may be shown that if X is the torus, F = ∅. If C is the closed subset of the annulus that consists of the outside circle and an infinite spiral from the inside to the outside, then C is in T but not the related set T 1 .
Lemma 29. Suppose that
Proof. a) Suppose that C ⊆ V where we may assume that V is open and solid. Since C ⊆ V , there is a C ∈ T 1 with C ⊆ C ⊆ V . We may find D closed and solid with
c) If C is two-sided and C ∈ S ∈ E, then C ∈ S ∪ B.
Proof. a) In the definition of T , let V = X \ C . We obtain a closed solid set D ∈ T 1 with D ∩ C = ∅. Since D contains an element of C s2 , we must have that C ∈ C s2 ∪ B. If C ∈ C s2 , the lemma 27 shows that D ∈ C s2 also, which contradicts that D ∈ T 1 . Thus C ∈ B. b) By definition of F , C ∈ C s2 . But C ∈ T by the previous part. c) If C is one-sided, then, by definition, C ∈ B. Otherwise, C ∈ C s2 , so C ∼ C .
Thus C is in the same equivalence class, S, as C.
Finally, we need a lemma that will be used to show regularity for the sets in B. Since 2 } is an irreducible partition, this contradicts proposition 5.
We now proceed to our construction of a family of quasi-measures on X. Pick ν a quasi-measure on X and for each equivalence class S ∈ E, let µ S be a quasimeasure on X. We assume that ν(X) = µ S (X) = 1 for all S ∈ E. In particular, any of the quasi-measures ν, or µ S may be chosen to be measures on X. For any closed, solid set C, we define
