Because of their high accuracy, aircraft profile measurements are used for comparison with satellite data, but these measurements are limited in frequency and spatial density. Recently, the CONTRAIL (Comprehensive Observation Network for TRace gases by AIrLiner) project, by using commercial airplanes, has succeeded in measuring frequent and vertically dense data over a number of airports (Machida et al., 2008) . CO 2 mixing ratios recorded during takeoff and landing can be used to calculate XCO 2 above airports.
Another XCO 2 data set useful for validating satellite data is from the Total Carbon Column Observing Network (TC-CON, Wunch et al., 2010 Wunch et al., , 2011a Morino et al., 2011; Schneising et al., 2012) , a ground-based FTS network. The measurement uncertainty of the FTS system, which has been certified by aircraft measurements, is similar to that of aircraft measurements, and this FTS network covers a wider area, but the number of aircraft measurements sites is greater than that of the TCCON sites. Araki et al. (2010) reported XCO 2 values calculated over Tsukuba, Japan, from CONTRAIL data obtained at Narita Airport and ancillary data sets. They also estimated the uncertainty derived from the assumptions made about the air density profile, the tropopause height, and the CO 2 profile near the surface.
In this study, we report the results of XCO 2 calculations carried out with data provided by CONTRAIL, measurements made by the US National Oceanic and Atmospheric Administration (NOAA) and Japan's National Institute for Environmental Studies (NIES) at 53 sites between 2007 and 2009. The method used in this study is similar to that of Araki et al. (2010) , but the treatment of the stratospheric vertical profile has been improved. Section 2 briefly describes the measurements by CONTRAIL, NOAA, and NIES. Section 3 presents details of the calculation of XCO 2 and estimation of its uncertainty. In Sect. 4, the results of the calculation of XCO 2 temporal behavior are presented and their uncertainties are discussed.
Observations
Aircraft measurements obtained by CONTRAIL, NOAA, and NIES between 2007 and were used in this study. Details of each project have been reported elsewhere (Machida et al., 2001 (Machida et al., , 2008 Tans et al., 1996 ; ESRL/GMD CCGG Aircraft Program, 2011) and are only described briefly here. The locations of the CONTRAIL, NOAA, and NIES observations are shown in Fig. 1 , and they are listed along with their three-letter site codes in Table 1 .
The CONTRAIL project takes advantage of the numerous flights made by commercial airlines worldwide to acquire frequent measurements of CO 2 at a relatively large number of sites. Automatic air sampling equipment for discrete sampling and continuous CO 2 measuring equipment (CME) for in situ observations are installed on board aircraft operated by Japan Airlines. XCO 2 is calculated from the data obtained by CME upon departure from and arrival at 28 different airports. These profiles differ from those obtained by the NOAA and NIES aircraft because the commercial aircraft move horizontally over a few hundred kilometers during their takeoff and landing. The data are typically collected at altitudes between a few kilometers and 10 km (Machida et al., 2008) . Measurements are not carried out at regular time intervals at all locations. For example, there were 10 flights in May 2007 and only 2 flights in April 2007 at Schiphol Airport (AMS, Amsterdam, the Netherlands). The CME observations are calibrated on board the airplane with standard gases based on NIES 09 CO 2 scale, which is close to World Meteorological Organization (WMO) standards (Machida et al., 2011) at 10 min intervals during ascending and descending and at 40 min intervals during cruising. The uncertainty of the CME observations is estimated to be about 0.2 ppm (Machida et al., 2008) .
The NOAA measurements are from an aircraft observation network of 21 sites operated by the Global Monitoring Division of the Earth System Research Laboratory (GMD/ESRL). Flask sampling observations are performed several times a month, and the reported uncertainty is ∼0.15 ppm. The typical altitude range is from a few hundred meters to 5-8 km above ground level (ESRL/GMD CCGG Aircraft Program, 2011; http://www.esrl.noaa.gov/ gmd/ccgg/aircraft/index.html).
The measurements by NIES are made by flask sampling at three sites in Russia and one site in Japan. Sampling frequency is once or twice a month. Typical observing altitudes are 0.5-7 km. The uncertainty is estimated to be 0.2 ppm, which takes into account the scale difference between standard gases (Machida et al., 2001) .
Method
The calculation method used in this study is basically equivalent to that used by Araki et al. (2010) in their analysis, with Atmos. Chem. Phys., 13, 5265-5275, 2013
www.atmos-chem-phys.net/13/5265/2013/ the following modifications, mainly to make the method applicable to places anywhere in the world. The vertical profiles of the CO 2 mixing ratios in dry air are calculated from aircraft measurements made over a limited altitudinal range. Therefore, to calculate XCO 2 , additional information is needed: (1) supplemental vertical profiles of CO 2 in the altitude range where observation data are not available, and (2) vertical profiles of the dry air number density above the sites. In this study, similar to Araki et al. (2010) , these two types of profiles (CO 2 mixing ratio and the dry air number density) were prepared from ground level to 85 km above the ground.
To construct stratospheric profiles, Araki et al. (2010) used an empirical model of CO 2 profiles at mid-latitudes in the Northern Hemisphere. In this model, the concentration is assumed to be constant above 20 km and values between the tropopause and 20 km are obtained by linear interpolation. In this study, profiles derived from the modeled "age of air" were used to calculate XCO 2 at various latitudes. The age of air was obtained from simulations by the atmospheric general circulation model-based chemistry-transport model (ACTM) of the Center for Climate System Research/NIES/Frontier Research Center for Global Change (CCSR/NIES/FRCGC) (Patra et al., 2009) . Before deriving vertical CO 2 concentrations, we attempted to evaluate and correct the modeled age of air by observations. Although several gaseous species such as hydrogen fluoride (HF) and nitrous oxide (N 2 O) are available for tracers of motion (Loewenstein et al., 1989; Russell III et al., 1996) , here we utilized sulfur hexafluoride (SF 6 ), which is one of the inert tracers most widely used to derive mean age (Stiller et al., 2012) . The modeled age of air was compared with ages estimated by using several vertical profiles of sulfur hexafluoride (SF 6 ) in the upper troposphere and stratosphere in the latitude range of 17-70 • N, based on measurements made by balloon-borne instruments (Harnisch et al., 1996; Patra et al., 1997) , to obtain correction factors at each profile location. The correction factors at each profile location were then interpolated and applied to all model grid cells between the equator and the North Pole. The mirror image was used for the Southern Hemisphere under the assumption that the age of air in the stratosphere is determined by vertical mixing at the equator (e.g., Andrews et al., 2001; Austin and Li, 2006) . The ages were converted to CO 2 mixing ratios by assuming that the tropospheric concentration (corresponding to 0-yr-old mixing ratio) in 2006 was 381.2 ppm and that the annual increasing trend was 1.9 ppm yr −1 at every site (WMO, 2006) . This study estimated the mean age to be about 5-6 yr in the mid-latitude stratosphere (24-50 km). This result is consistent with the findings of other recent studies on the age of stratospheric air (e.g., Ishidoya et al., 2008; Engel et al., 2009 ). Zhu et al. (2000) showed that the mean age of air is about 6.5 yr, even at 80 km, by using a globally balanced two-dimensional middle atmosphere model. The amount of CO 2 above 50 km is so small that assumptions about the profile above 50 km do not affect the results within the uncertainties. Therefore, the modeled profile was used up to 50 km, and above 50 km the mixing ratio was assumed to be constant at the 50 km value. The CO 2 profiles derived from the age of air have been compared with measurements of CO 2 made by balloon-borne instruments over Japan from 1987 to 2007 at Sanriku (39.1 • N, 141.8 • E) (Nakazawa et al., 1995) . These data show an increasing trend of 1.52 ppm yr −1 , so all data were normalized to 1 January 2007 using this value. The trend obtained at Sanriku differs from the world-average trend of 1.9 ppm yr −1 in the 2000s because it was determined by data collected over a different period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . The normalized data were averaged within each altitude range: 15-20, 20-25, 25-30 , and above 30 km. The uncorrected model clearly underestimated the age of air at most heights, particularly in the lower stratosphere (Fig. 2) . When the SF 6 -corrected model ages were used, the age-based CO 2 reconstruction successfully reproduced the observed rate of decrease for CO 2 with increasing altitude in the stratosphere within a deviation of about 1.3 ppm (root mean square). In this study, monthly averaged ACTM profiles were used after interpolating to the site location.
When the top measurement height was below the tropopause, the concentration measured at the highest altitude was assumed to be maintained up to the tropopause. The local tropopause height was obtained from the US National Centers for Environmental Prediction (NCEP) Global Forecast System (GFS), a global spectral numerical model based on primitive dynamical equations that includes a suite of parameterizations for atmospheric physics (Sela, 1980; Kalnay et al., 1990) . The model is under constant development and evaluation (e.g., Yang et al., 2006) .
To extrapolate profiles to the surface, tower data obtained at the Meteorological Research Institute (Tsukuba, 36.1 • N, 140.1 • E), the LEF, WBI, and WGC towers were used for aircraft measurements obtained over Narita Airport (Japan, NRT), Park Falls (Wisconsin, LEF), West Branch (Iowa, WBI) and Walnut Grove (California, WGC), respectively (Inoue and Matsueda, 1996; Andrews et al., 2011) . Tower data for NOAA sites were acquired from the NOAA website (GMD Data Archive).
The concentration at the lowermost observation above the planetary boundary layer (PBL) was assumed to hold from that point to the top of the PBL. When there were observed data within the PBL, the concentration at the highest observation height within the PBL was extended to the PBL top, and that at the lowest observation height was extended to ground level. When there were no observation data within the PBL, the concentration of the lowermost observation above the PBL was assumed to hold to ground level. Local PBL heights for each site were obtained from NCEP GFS. Figure 3 shows a schematic example of a profile constructed with these assumptions. Discontinuities between the observed profiles and ACTM stratospheric profiles were at most a few ppm (mean ∼1 ppm, standard deviation ∼1 ppm).
No correction was applied to resolve this discontinuity, but it is considered to be a source of uncertainty in the assumed profile, as discussed in Sect. 4.
The profiles of dry air number density were calculated by using the data sets of monthly mean climatological temperature and pressure of the Committee on Space Research (COSPAR) International Reference Atmosphere (CIRA)-86 (e.g., Fleming et al., 1988 Fleming et al., , 1990 , which are given at 5 • latitude intervals between 80 • N and 80 • S for altitudes of 0 to 120 km. Values at each observation site were obtained by linear interpolation of CIRA-86 data between two 5 • grid points. Monthly mean values were adopted without interpolation in time.
XCO 2 was calculated by numerical integration of CO 2 dry mole fractions weighted by the dry air density within 100 m layers from the ground up to 85 km. It was assumed that the atmosphere was well mixed within each layer. Column abundance above 85 km was roughly estimated to be less than 0.01 %, which is small enough to be neglected in this study. If the CO 2 mixing ratio (mole CO 2 /mole air) and dry air number density in the i-th layer are n(i) and N(i), respectively, XCO 2 can be represented as
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where N is the total column abundance of dry air, N(i) is calculated by logarithmic interpolation of the vertical profile of CIRA-86 data with a vertical resolution of 2 km, and n(i) is calculated by linear interpolation between two neighboring observed or constructed data points. Araki et al. (2010) used only clear sky data for their analysis, whereas no screening by the weather conditions was done in this study. The uncertainty of the XCO 2 calculation caused by the profile assumptions was estimated for each flight. In this study, the focus is on the upper limit of the uncertainty, because that value is most important for the validation of satellite observations. Because XCO 2 is the weighted mean of CO 2 concentrations calculated by the dry air abundance in each layer, its uncertainty was determined by the assumed uncertainties of the partial XCO 2 values and their weights. In this study, the uncertainty was defined as the standard deviation. We did not take into account the uncertainty of the dry air number density N(i) (i.e., no variance) in this study because the XCO 2 values calculated by using the CIRA-86 number densities agreed with rawinsonde values obtained over Tsukuba within 0.1 ppm (Araki et al., 2010) . The profiles were divided into four domains, within each of which the uncertainty of the data was treated as uniform: domain I, inside the PBL; domain II, region above the PBL with observed data; domain III, troposphere above the PBL without observed data; and domain IV, stratosphere without observed data. The uncertainty of total XCO 2 is represented as follows:
where σ (j ) and N(j ) are the assumed uncertainty of partial XCO 2 and the partial dry air number density in the jth domain, respectively, and N is the total sum of N(j ). It is difficult to determine the σ (j ) for each site from variance of the observed data because the amount of data is not enough for some sites. Therefore, we assumed the maximal σ (j ) common for all sites based on analysis of the observed data, which will be discussed in Sect. 4. σ (I) was assumed to be 15 ppm for flights with no data in the PBL or 2.89 ppm (corresponding to a uniform distribution within ± 5 ppm) for flights with data in the PBL. σ (II) was assumed to be 0.4 ppm, and σ (III) and σ (IV) were assumed to be 1.73 ppm (corresponding to a uniform distribution within ± 3 ppm) ( Table 2 ). The total uncertainty was determined from the height of the tropopause and the PBL, the uppermost and lowermost observation altitudes, the partial dry air abundances N(j ), and the uncertainties of partial XCO 2 σ (j ). The values of σ (j ) are critical for the estimation of total uncertainty, and their validity is discussed in Sect. 4. 
where a 1 is the intercept at the zero time point (1 January 2007) without sinusoidal variations, a 2 represents the yearly trend of XCO 2 , a 3 and a 5 are the amplitudes of sinusoidal variations with a period of one year and a half year, respectively, and a 4 and a 6 are the phases of each sinusoidal variation. Annual sinusoidal variations and their latitudinal dependence are clearly seen. The amplitude of the seasonal cycle decreases from about 10 ppm at high latitudes in the Northern Hemisphere to 2 ppm or less in the tropics and the Southern Hemisphere. Compared with XCO 2 at NRT in 2007, calculated by Araki et al. (2010) , the temporal behavior of XCO 2 is typically the same within our uncertainties. The uncertainty estimation can be validated by comparing the partial XCO 2 value calculated from the observed profile with the fitted profile for each domain. For domain I (PBL), the data sets containing observed data in the PBL were chosen and the CO 2 concentrations at 5 km and 200 m were compared with the partial XCO 2 in the PBL. The concentration at 5 km corresponds to the partial XCO 2 assumed when a profile has no observed data in the PBL. The concentration at 200 m corresponds to the partial XCO 2 assumed when a profile has only one observed datum in the PBL. For this analysis, sites that had sufficient observations in the PBL to evaluate the "true" partial XCO 2 in the PBL were chosen. Therefore, sites with tower data were used for this analysis. The root mean square (RMS) of the deviation of the assumed partial XCO 2 from the observed partial XCO 2 was calculated. These comparisons show that the RMS in domain I was less than 3 ppm for flights with PBL data observations, and it was at most 15 ppm for flights without PBL data. These values agree with our assumptions about partial uncertainties.
For domain II (observation region above the PBL), the reported standard deviation of the measurements was typically 0.2 ppm. Here, we assumed that σ (II) was 0.4 ppm, which corresponds to 2σ .
For domain III (troposphere without observations above the PBL), the data sets containing observed data from the top of the PBL to the tropopause were chosen to evaluate the "true" partial XCO 2 of the whole troposphere above the PBL; the CO 2 concentrations at 5 km were compared with the partial XCO 2 calculated from the observed profile. Here, the CO 2 concentration at 5 km was assumed to be the partial XCO 2 when only one observation was available in the troposphere above the PBL. This analysis can determine the upper limit of uncertainties in domain III because nearly all data sets include many observations in the troposphere above the PBL. The comparison showed that the uncertainty in domain III was at most 1.5 ppm, so the assumption of 1.73 ppm (the standard deviation corresponding to a uniform distribution within ± 3 ppm) is a good approximation, though slightly high.
For domain IV (stratosphere without observation data), it is difficult to obtain an "observed" partial XCO 2 , so the difference between the uppermost observed data in the stratosphere and the nearest corrected age of air estimate from the ACTM was used. The standard deviations of the errors were from 1.5 to 2.0 ppm, so the assumption of 1.73 ppm appears reasonable.
The total uncertainties calculated (Eq. 2) from all of the profile assumptions were at most 2 ppm and typically between 0.5 and 1.0 ppm. The uncertainty values strongly depended on whether observations from the PBL were available. They were large at CONTRAIL sites where the lowermost observation altitudes were relatively high, often above the top of the PBL. At NRT, the use of Tsukuba tower data (Meteorological Research Institute) reduced the uncertainty to less than 1 ppm. When tower data were not available, the uncertainty at NRT was large. The uncertainties at NOAA and NIES sites were basically uniform with values less than 1 ppm. At the NOAA sites with the largest uncertainties (AAO, LEF, SGP, and WGC), the uncertainties were nearly 1 ppm. At these sites, the uppermost observation altitude was typically ∼4000 m, which is lower than at the other sites and caused the uncertainties to be larger. At PFA, the uncertainties were also large, in this case because the height of the lowermost observation was often above the top of the PBL. It is difficult to detect any seasonal behavior of the uncertainties at CONTRAIL sites, where the uppermost observation altitude was relatively high. For reference, frequency distributions of the estimated uncertainties at NRT, NGO, BNE (NOAA), SGP, and SUR are shown in Fig. 5 . Araki et al. (2010) estimated the uncertainties derived from the CIRA-86 dry air number density data and the NCEP tropopause height data by comparing their results obtained with NCEP and CIRA-86 data with those obtained by using rawinsonde measurement data instead. They estimated the uncertainty from the CIRA-86 data to be 0.08 ppm, which is relatively insignificant compared with our estimated total uncertainties. They did not report the uncertainties from the NCEP tropopause heights, but they estimated the uncertainties from both the NCEP tropopause height and their assumptions about profiles near the surface to be 0.92 ppm (Araki et al., 2010). Therefore, the uncertainties from the NCEP tropopause height were also small because the uncertainties from the profiles near the surface were dominant and can be treated as part of the uncertainties derived from the profile assumptions, as described above. In addition, we investigated the statistics of the PBL heights and the impact of the PBL heights on the XCO 2 calculation. For instance, an average and one standard deviation of PBL heights at AMS are 816 ± 434 m. The maximum and minimum are 1902 m and 159 m, respectively. Based on these results, the differences between "XCO 2 where PBL heights are true values (PBL true XCO 2 )" and "XCO 2 where they are assumed to be 1500 m (PBL 1500 XCO 2 ) or 200 m (PBL 200 XCO 2 )" are estimated at NRT, AMS, SYD, and HNL sites. At AMS, the differences between PBL true XCO 2 and PBL 1500 XCO 2 (PBL true XCO 2 minus PBL 1500 XCO 2 ) are less than ± 0.21 ppm at most, and average of the differences and one standard deviation are 0.00 ± 0.03 ppm. On the other hand, the differences between PBL true XCO 2 and PBL 200 XCO 2 (PBL true XCO 2 minus PBL 200 XCO 2 ) at AMS are less than ± 0.20 ppm at most and 0.00 ± 0.03 ppm on average. Also, we found that the impact of PBL heights on the aircraft-based XCO 2 calculation is not large at other sites.
Conclusions
XCO 2 at 53 sites in the world was calculated from aircraft measurement data obtained by CONTRAIL, NOAA, and NIES between 2007 and 2009 along with tower data obtained at the surface and the ACTM simulated age of air to estimate profiles in the stratosphere. The amplitudes of seasonal cycles decreased from north to south. The estimated upper limits of the uncertainties of XCO 2 were typically less than 1 ppm, suggesting that this data set is suitable for evaluation of XCO 2 estimates by satellites.
Recently, XCO 2 has been derived from data obtained by satellites, such as GOSAT (Yokota et al., 2009) , the Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY; Bovensmann et al., 1999) on board ENVISAT, and the Atmospheric Infrared Sounder (AIRS; Crevoisier et al., 2004) on board NASA's Aqua platform. These satellite data are considered useful for decreasing the flux estimation errors in global atmospheric transport models and for investigating CO 2 sources and the carbon cycle in more detail. However, it is necessary to validate these data for such scientific applications. The profile data of aircraft measurements cannot be directly compared with the columnaveraged data from satellites. In this work, we therefore propose a method for converting the profile data from aircraft to column-averaged data and for estimating the uncertainties of the calculated values. Our analysis suggests that the uncertainties are small enough for the aircraft data to be used for primary validation of satellite data. When comparing XCO 2 derived from the satellite measurements such as GOSAT with the aircraft data, the column averaging kernels (CAKs) of satellite measurements should be taken into account. Although much attention needs to be paid to using this XCO 2 data set since it is not calculated with consideration of CAKs, it is very useful within the scientific community. Therefore, we would like to provide the XCO 2 data set without applying CAKs on request. Furthermore, it should be possible to extend the method to other species such as methane using tracer-tracer correlation method or climatology of satellite data.
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