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Abstract
The lowest order quantum corrections to the effective action arising from
quantized massive fermion fields in the Randall-Sundrum background space-
time are computed. The boundary conditions and their relation with gauge
invariance are examined in detail. The possibility of Wilson loop symmetry
breaking in brane models is also analyzed. The self-consistency requirements,
previously considered in the case of a quantized bulk scalar field, are extended
to include the contribution from massive fermions. It is shown that in this
case it is possible to stabilize the radius of the extra dimensions but it is
not possible to simultaneously solve the hierarchy problem, unless the brane
tensions are dramatically fine tuned, supporting previous claims.
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I. INTRODUCTION
The idea of extra dimensions was originally introduced in order to provide a unified
description of the electromagnetic and gravitational interactions [1,2] and further generalised
to more than one extra dimension in order to allow the incorporation of non-abelian gauge
fields [3]. More recent interest was generated in connection with supergravity and string
theory [4–6].
In the past few years this idea is having a novel rejuvenation, particularly in relation with
the resolution of the hierarchy problem. In addition, extra dimensions have also provided an
interesting link between string theory and particle physics, motivating the construction of
low energy effective theories with possible experimental signatures, and suggesting possible
resolutions of many long standing problems of particle physics and cosmology.
This new perspective on higher dimensional theories was first pointed out in [7], where,
in contrast to the standard belief that extra dimensions must be associated with extremely
small length scales, it was noted that the extra dimensions could be as large as a millimeter,
bringing the fundamental Planck scale closer to the electroweak scale and thus providing
an explanation for the relative weakness of gravity with respect to the other forces. Un-
fortunately, this scenario with large extra dimensions suffers from an important drawback.
It trades, in fact, a large ratio between the Planck scale and the electroweak scale for a
large ratio between the compactification scale and the electroweak scale, not providing a
satisfactory explanation to the hierarchy problem.
A brane model, with the interesting feature of having all the parameters of the theory
of the same magnitude while still generating a very large hierarchy, was devised by Randall
and Sundrum [8]. Their model is based on a 5-dimensional spacetime with the extra spatial
dimension having an orbifold compactification. Two
3-branes with opposite tensions sit at the orbifold fixed points. The line element is
ds2 = e−2kr|φ|ηµνdx
µdxν − r2dφ2 (1)
with xµ the usual 4-dimensional coordinates, |φ| ≤ π with the points (xµ, φ) and (xµ,−φ)
identified. of The 3-branes sit at φ = 0 and φ = π. k is a constant of the order of the Planck
scale (the natural scale for the theory), and r is an arbitrary constant associated with the
size of the extra dimension. The interesting feature of the Randall-Sundrum model is that
it can generate a TeV mass scale from the Planck scale in the higher dimensional theory. A
field with a mass m0 on the φ = π brane will have a physical mass of m ≃ e−πkrm0. By
taking kr ≃ 12, and m0 ≃ 1019 GeV, we end up with m ≃ 1 TeV.
Another interesting aspect of brane models is related to their field content. In the original
version of the Randall-Sundrum model all of the standard model particles were confined
on the brane, with only gravity moving throughout the bulk spacetime. Alternatives to
confining particles on the brane have been investigated and a different number of reasons
seem to suggest the necessity of new bulk physics [9–19].
Particularly relevant is the role of higher dimensional bulk fermions, primarily in relation
with string theory, as they arise as superpartners of gravitational moduli and are inevitable
in any string theory realisation of the brane world idea. In the context of particle physics
phenomenology and string inspired model building some study has been devoted to include
bulk fermions, but apart from a few exceptions, attention has been mostly concentrated on
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the massless case. However bulk fermion masses constitute an important feature which has
to be taken into account for a different number of reasons.
In order to study possible phenomenological signatures, massless [16] and massive [17]
bulk fermions have been considered. Interestingly, in [17] the resulting phenomenology is
shown to be highly dependent on the value of the five dimensional fermion mass. In [12] a
new way for obtaining small Dirac neutrino masses, without invoking a see-saw mechanism,
was outlined. Within an effective field theory approach, massless chiral fermions and loop
corrections to the effective action have been investigated [20,21]. In [22] a comprehensive
study of five dimensional brane models for neutrino physics has been presented.
Motivation for introducing massive bulk fermions also come from the need to localise
fermion zero modes in the extra dimensions. In [24] a modification of the Dirac equation via
a pseudo-scalar Yukawa coupling term of the form mχ(y)Ψ¯Ψ, with χ ∝ ǫ(y) and ǫ(y) the
sign function, has been considered and it was shown that in this way it is possible to ensure
both localisation and chirality. Non-chiral theories of fermions have been discussed in [23],
where we stressed the fact that the fermion representations of the full Lorentz group in five
dimensions have eight, rather than four, components.
The radius r of the extra dimensions is assumed to be the vacuum expectation value
of a scalar field, called the radion. In the scenario proposed by Randall and Sundrum, the
radion has zero potential and consequently r is not determined by the dynamics of the model.
Therefore for this scenario to be physically acceptable, it is necessary to find a mechanism
for generating such a potential which would stabilize the size of the extra dimensions.
Goldberger and Wise have suggested a solution to this problem [9]. They proposed the
introduction of a bulk scalar field with appropriate interaction terms on the branes as a
means to induce a stabilizing potential 1. Although this model provides a solution to the
problem, it can be viewed as being very artificial and hence it is important to seek more
natural alternatives.
The older Kaluza-Klein theories, based on factorisable geometries, homogeneous space)
were affected by a similar difficulty. In that context, it was realised by Candelas and Wein-
berg that quantum effects from matter fields or gravity could be used to fix the size of
the extra dimensions, stimulating the study of quantum effects in such scenarios [26–29].
Analogously to that example it seems reasonable to investigate if the radius of the extra
dimensions can be determined by quantum effects. Motivated by this analogy, the role of
quantum effects has received some recent attention [30–33,23,34,35].
In [30] massless and conformally coupled fields obeying untwisted boundary conditions
have been analysed. Massive scalar fields minimally coupled to the scalar curvature with
untwisted boundary conditions have been considered in [31,32]. In [33] massive scalar fields
obeying twisted and untwisted boundary conditions with a non-minimal coupling have been
investigated and a self-consistency relation has been obtained. In [33] the importance (in
principle) for the inclusion of the induced gravity term has been pointed out and it has
been computed in both the twisted and untwisted case. Massless fermion fields have been
1Note that the Goldberger and Wise model has to include the backreaction on the metric and the
fine tuning of the cosmological constant, in order to satisfy the consistency conditions derived in
[25]
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investigated in both [30] (for untwisted field configurations) and in [23] (for twisted as well
as untwisted field configurations). Also in [23] it has been pointed out that the boundary
condition structure it can be enlarged when considering a gauge symmetry. The main
conclusion of [30–33,23] is that a severe fine tuning of the brane tensions is essential for
the radius to be stabilized via quantum effects and the hierarchy problem to be solved
simultaneously. The one-loop Casimir energy in five dimensional S1/Z2 and six dimensional
T 2/Zk orbifolds has been considered in [34]. Some related work in M theory has been
done in [35], where the Casimir energy is evaluated for a non-supersymmetric E8 × E¯8
compactification of M theory on S1/Z2.
In the present paper we try to amplify the previous considerations and compute the radia-
tive corrections to the effective action on a five dimensional classical background spacetime
with an orbifold compactification including the contribution coming from massive Fermi
fields. The next section is devoted to introducing the general framework and compute the
one-loop vacuum energy for a single 4-component fermion. The relation between the bound-
ary condition structure and gauge invariance is clarified in section 3 and the vacuum energy
is computed for a fermion and scalar multiplet under general boundary conditions. The
massless, conformally coupled case is discussed in section 4, as it provides a useful check on
the method used. The possibility of Wilson loop symmetry breaking is deferred to section 5.
In section 6 we discuss the self-consistency requirements in the model when quantum effects
are included. Our conclusions are drawn in the last part of the paper.
II. EFFECTIVE ACTION
In this section we will evaluate the quantum corrections to a classical theory specified by
a single massive bulk fermion on the Randall-Sundrum background spacetime. We follow the
general method outlined in [31], which we will briefly review. It consists of first expanding
the higher dimensional fields in terms of a complete set of modes and then integrating out
the dependence on the extra dimension leaving an equivalent four dimensional theory with
an infinite number of fields with masses quantized in some way:
S =
∑
n
Sn . (2)
Sn represents the dimensionally reduced theory for the n
th−mode, with differential operator
given by Dn. Having done this, the effective action is simply given by the sum over the
modes:
Γ(1)n =
1
2
∑
n
ln det
(
ℓ2Dn
)
. (3)
Since the one-loop effective action is expressed as the logarithm of the determinant of Dn,
it turns out to be advantageous to adopt a heat kernel method, namely writing the effective
action in terms of a non-local kernel function Kn(s, x, x
′):
Γ(1) = −1
2
∑
n
∫
dDx|g|1/2
∫
ds
s
TrKn(s, x, x) , (4)
where
4
− ∂
∂s
Kn(s, x, x
′) = DnKn(s, x, x′) , (5)
Kn(0, x, x
′) = δ(x, x′) . (6)
It is now possible to use an asymptotic expansion for the heat kernel, in order to obtain an
expansion in powers of the curvature:
Kn(s, x, x) ∝ s−D/2
∞∑
k=0
(is)kak(x) , (7)
where the heat kernel coefficients ak(x) depend on geometrical invariants only.
The coefficients ak(x) are known for a wide class of differential operators defined on
manifolds with and without boundaries with different types of boundary conditions (see
[3,36–38] and references therein), and recently the spectral geometry of operator of Laplace
type on manifolds with singular surfaces has been considered also in connection with brane
models [39–41].
The leading term, given by a0(x), represents the Casimir energy contribution to the cos-
mological constant. The next term is proportional to the four dimensional curvature and
gives a gravity term induced by quantum effects. This term has received little attention in
brane models, but it played a major role in the study of the self-consistency of the older
Kaluza-Klein theories [42]. Additionally, the induced gravity term is essential if we wish to
identify the physical value of the Newtonian gravitational constant in terms of the bare one.
The next term in the expansion, proportional to a3(x), contains higher curvature terms and
becomes important when considering higher derivative gravity models on brane backgrounds
[43–49].
Strictly speaking, in the Randall-Sundrum scenario, where the 3-branes are flat, these
terms are absent, however they make their appearance when curved branes are considered.
In our analysis, we are simply after the vacuum energy and therefore these next-to-leading
terms won’t be reported, although they are obtainable at ease with simple modifications of
our calculation.
The result for the quantum corrections to the effective action is found to be divergent
and needs to be regulated in some way. Here, following the procedure of [33], we choose to
use dimensional regularisation.
A. Kaluza-Klein reduction
The Kaluza-Klein reduction has been performed in a number of references (see for exam-
ple [12]) and the details won’t be repeated here. Only in order to fix the notation and discuss
few points of importance for the present work, we outline the essential steps. Initially, we
consider a single chiral fermion on the spacetime described by (1) and whose action is given
by
S =
∫
d4x
∫
dy|g|1/2
(
iΨ¯γMDMΨ−m · ǫ(y)Ψ¯Ψ
)
. (8)
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For notational convenience, the coordinate y describing the extra dimension is
reparametrised by
y = rφ , (9)
The Kaluza-Klein reduction can be performed by decomposing the field Ψ in its left and
right components,
Ψ(xµ, y) =
∑
n
(
Ψ
(n)
R (xµ)g
(n)
R (y) + Ψ
(n)
L (xµ)g
(n)
L (y)
)
(10)
and then integrating over the extra dimension. This leaves us with
S =
∑
n
∫
d4x
(
iψ¯n 6∂ψn −mnψ¯nψn
)
, (11)
where ψn(x) = Ψ
(n)
L (x) + Ψ
(n)
R (x). The dependence of Ψ on the extra dimension can be
expressed as a combination of Bessel functions:
G
(n)
L (zn) = z
1/2
n
(
a
(n)
L J1/2+ν(zn) + b
(n)
L J−1/2−ν(zn)
)
, (12)
G
(n)
R (zn) = z
1/2
n
(
a
(n)
R J1/2−ν(zn) + b
(n)
R J−1/2+ν(zn)
)
, (13)
where G
(n)
(R,L) = e
−2k|y|g
(n)
(R,L), zn = mne
k|y|/k and ν = m/k.
The coefficients a
(n)
L , b
(n)
L , a
(n)
R , b
(n)
R can be found by imposing some boundary conditions.
The possible boundary conditions are related to the parity of the spinor field Ψ under a
chiral transformation. A possibility, which we will call I, is that the field Ψ is even:
γ5Ψ(xµ,−y) = +Ψ(xµ, y) , (14)
implying that the mass eigenvalues are quantized according to the following transcendental
equation:
J1/2+ν(
mn
ka
)J−1/2−ν(
mn
k
)− J1/2+ν(mn
k
)J−1/2−ν(
mn
ka
) = 0 , (15)
where a = e−krπ. The other possibility, which we will call II, is given by:
γ5Ψ(xµ,−y) = −Ψ(xµ, y) , (16)
leading to
J−1/2+ν(
mn
ka
)J1/2−ν(
mn
k
)− J−1/2+ν(mn
k
)J1/2−ν(
mn
ka
) = 0 . (17)
It is worth commenting a bit further on the two types of parity conditions, and the mass
term chosen in (8). Generally we would expect that because of the Z2 identification of the
extra dimension, we could have
Ψ(x,−y) = BΨ(x, y) (18)
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for some matrix B. The requirements that the action, or Hamiltonian, remain invariant
under the Z2 identification place certain constraints on B, which are easily shown to be
B†B = I (19)
[γ0γi, B] = 0, i = 1, 2, 3 (20)
{γ0γ5, B} = 0 (21)
where {, } is the anticommutator. The only way to solve these relations occurs if
B = eiδγ5 (22)
for some arbitrary phase factor δ. Finally we use the fact that B as defined in (18) must
provide a representation of the group Z2, which requires
B2 = I . (23)
(This is just a fancy way of saying that two reflections gives us back the identity.) This fixes
δ to be 0 or π, and hence
B = ±γ5 (24)
are the only two possibilities.
Regarding the mass term, the identification of y with −y on the fields with B = ±γ5
does not leave the mass term invariant if m is a constant. Choosing m ∝ ǫ(y) is the
simplest possibility for an invariant mass term. (A constant mass term can be used with
eight component spinor representations [23]).
B. Evaluation of the vacuum energy
We want to compute the vacuum energy for the theory described by the action (11).
The fact that type I and type II boundary conditions differ only for the order of the Bessel
functions simplifies the subsequent analysis and allows to deal with both cases at once. In
what follows we define
µ = 1/2 + ν, for type I boundary conditions (25)
and
µ = 1/2− ν, for type II boundary conditions . (26)
Following [33], we use the form for the heat kernel described in [50]. After some well known
manipulation the one-loop effective action can be expressed as
Γ(1) = − i
2
∑
ln det
(
ℓ2(✷+
1
4
R +m2n)
)
. (27)
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Now using the heat kernel expansion for the previous operator we have:
Γ(1) =
∫
d4x|g|1/2LFΛ , (28)
with
LFΛ = −
1
2
(4π)−2 lim
D→4
Γ(−D/2)∑
n
mDn . (29)
The masses mn are quantized according to the following eigenvalue equation:
Pµ(xn) = Jµ(xn)J−µ(axn)− Jµ(axn)J−µ(xn) = 0 , (30)
where, for convenience, we have defined
mn = kaxn . (31)
Introducing ǫ = D − 4, we find
LFΛ = −
1
32π2
lim
ǫ→0
(ka)4+ǫv(ǫ) , (32)
where
v(ǫ) = Γ(−2− ǫ/2)∑
n
x4+ǫn . (33)
The method we use to compute the previous sum is a simple modification of the technique
developed in [51,52], which allows to evaluate the ζ−function using only the basic properties
of the eigenvalue equation.
A simple application of the residue theorem permits to convert the previous sum into a
contour integral:
v(ǫ) =
Γ(−2 − ǫ
2
)
2πi
∮
C
dz z4+ǫ
d
dz
ln Pν(z) , (34)
where C is any contour which encloses the positive zeros of Pν(z). After some manipulations,
with an appropriate choice for the contour C, v(ǫ) can be recast in the following form:
v(ǫ) =
1
Γ(3 + ǫ/2)
∫ ∞
0
dyy4+ǫ
d
dy
lnQµ(y) , (35)
with
Qµ(y) = Iµ(y)Kµ(ay)− Iµ(ay)Kµ(y) . (36)
Expression (35) can be rearranged in order to isolate the divergent contributions and ex-
ploiting the dependence on a. The analytical continuation of (35) to ℜ(ǫ) > 2 can be carried
out noting that the impediment to the convergence of (35) comes from the behaviour of
Qµ(z) at large z. Analogously to the scalar field case, we will define
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Iν(z) =
ez√
2πz
Σ(I)(z) , (37)
Kν(z) =
√
π
2z
e−z Σ(K)(z) . (38)
For large z the asymptotic expansions for the Bessel functions show that
Σ(I)(z) ≃
∞∑
k=0
αk z
−k , (39)
where
αk =
(−1)k Γ(ν + k + 1
2
)
2k k! Γ(ν − k + 1
2
)
, (40)
and
Σ(K)(z) ≃ Σ(I)(−z) . (41)
With these positions, after some manipulations of (35), we end with
v(ǫ) = J(a) + A+ a−4−ǫB − 4d4
ǫΓ(3 + ǫ/2)
(1 + a−4−ǫ) , (42)
where
J(a) =
1
Γ(3 + ǫ/2)
∫ ∞
0
dyy4+ǫ
d
dy
ln
(
1− Kµ(y)Iµ(ay)
Kµ(ay)Iµ(y)
)
, (43)
A =
1
Γ(3 + ǫ/2)
{∫ ∞
1
dyy4+ǫ
d
dy
(
lnΣ(I)(y)−
N∑
n=1
dny
−n
)
+
∫ ∞
1
dyy4+ǫ
d
dy

 N∑
n=1,n 6=4
dny
−n

+
+
∫ 1
0
dyy4+ǫ
d
dy
ln Iµ(y) +
∫ ∞
1
dyy4+ǫ
d
dy
ln
ez√
2πz
}
, (44)
B =
1
Γ(3 + ǫ/2)
{∫ ∞
1
dyy4+ǫ
d
dy
(
ln Σ(K)(y)−
N∑
n=1
(−1)−ndny−n
)
+
+
∫ ∞
1
dyy4+ǫ
d
dy

 N∑
n=1,n 6=4
(−1)−ndny−n

+
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+
∫ 1
0
dyy4+ǫ
d
dy
lnKµ(y) +
∫ ∞
1
dyy4+ǫ
d
dy
ln
(
e−z
√
π
2z
)}
. (45)
The coefficients dn, which determine the pole structure of the vacuum energy are given by
the large-z behaviour of Σ(I)(z):
ln Σ(I)(z) ≃
∞∑
k=1
dk z
−k , (46)
and are immediately evaluated using a Taylor expansion.
The unrenormalized one-loop vacuum energy can, finally, be written as
LFΛ = −
(ka)4
64π2
∫ ∞
0
dyy4
d
dy
ln
{
1− Kµ(y)Iµ(ay)
Kµ(ay)Iµ(y)
}
−
− (ka)
4+ǫ
32π2
(
A+ a−4−ǫB − 4d4
ǫΓ(3 + ǫ/2)
(1 + a−4−ǫ)
)
. (47)
The previous expression is found to be divergent and needs to be renormalized. The renor-
malization can be performed by using the brane tensions. In a previous work [33] we have
found that when pushing the heat kernel expansion to higher orders there is the need to
augment the brane tension with terms proportional to powers of the curvature in order to
remove the pole terms. The same happens in the fermion case. However, in this calculation
we truncated the expansion to first order and we don’t need to consider this possibility.
Proceeding as in the scalar case, one can write the brane sector of the action as
Sbrane = −
∫
d4x|g|1/2
{
Vh + a
4Vv
}
, (48)
and express the bare quantities in terms of the renormalized ones:
Vv,h = V
R
v,h + δVv,h , (49)
where
δVv,h =
δV −1v,h
ǫ
+ δV 0v,h , (50)
with δV −1v,h and δV
0
v,h independent of ǫ. By using (47), (49), (50) the renormalization is
straightforward leading to the following counterterms:
δV −1h = δV
−1
v =
k4
16π2
d4 , (51)
δV 0h = −
k4
32π2
B , (52)
δV 0v = −
k4
32π2
A . (53)
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In performing finite renormalizations, the a dependence of the effective action has been
crucial. In fact, all the terms in LFΛ , except for J(a), have the same functional dependence
of the brane part of the action. Using the freedom to perform finite renormalizations we
have absorbed in the counterterms everything apart from J(a). This leaves the following
expression for the renormalized vacuum energy:
LFΛ = −V Rh − a4V Rv +
(ka)4
16π2
∫ ∞
0
dyy3 ln
{
1− Kµ(y)Iµ(ay)
Kµ(ay)Iµ(y)
}
. (54)
The result is plotted in figure (1). It qualitatively resembles the result for massless fermions
given by Garriga at al. [30]. Note that replacing µ by −µ leaves the result unchanged appart
from a shift in V Rv , and therefore results with type II boundary conditions with mass m are
equivalent to results for type I boundary conditions with mass m− k.
III. GAUGE SYMMETRY AND BOUNDARY CONDITIONS
In the following we extend the previous considerations in order to discuss the most
general boundary conditions consistent with the orbifold symmetry and the homogeneity
of the spacetime. The interplay between gauge invariance and boundary conditions is also
investigated. Once the boundary conditions are specified, the vacuum energy for a fermion
and scalar multiplet, described by
S = SS + SF , (55)
where
SS =
1
2
∫
d4xdy|g| 12
{
gµν∂µΦ
∗
I∂νΦI −m2SΦ∗IΦI − ξR2Φ∗IΦI
}
, (56)
SF =
∫
d4xdy|g| 12
{
iΨ¯Iγ
MDMΨI −mF ǫ(y)Ψ¯IΨI
}
, (57)
is computed for a variety of boundary conditions. We use the label I to index the field
multiplets.
A. Homogeneous boundary conditions
It was pointed out many years ago that the boundary conditions of a quantum field
become very rich as soon as the spacetime upon which it is based has a non-trivial topological
structure [53,54]. Specifically, if the spacetime is multiply connected, the fields need not be
single valued, being, in fact, required to obey weaker boundary conditions. It was also
noted that the homogeneity of the spacetime and gauge symmetries produced non trivial
constraints on the boundary structure of the fields.
A similar situation occurs in the Randall-Sundrum model, where the boundary conditions
can be altered from the ones considered in the previous section, according to the symmetries
of the action.
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The boundary conditions have to be specified in order to relate the fields at identified
points along the extra dimension and since they have to ensure that the action is single
valued, we have the freedom to impose weaker boundary conditions on the fields. We
assume that the manifold upon which the quantum field theory is homogeneous, meaning
that that the physics is the same at every point.
The most general boundary conditions we can write are
ΦI(xµ,−y) = ΣbIJΦJ (xµ, y) , (58)
ΨσI (xµ,−y) = ∆bIJΛσρb ΨρJ(xµ, y) . (59)
b = v, h, means that we can have different boundary conditions at the two branes2. Σ and
∆ are global gauge transformations and ∆2 = 1, Σ2 = 1. The requirement that the action
is invariant under (58), (59) results in the following conditions:
∆b∗IJ∆
b
JK = δIK , (60)
Λ†γ0γµΛ = γ0γµ , (61)
Λ†γ0Λ = −γ0 , (62)
Σb∗IJΣ
b
JK = δIK . (63)
Relations (61), (62) are satisfied uniquely by choosing
Λ = ±γ5 . (64)
These are a generalization of the results for B we wrote down earlier. The boundary con-
ditions can be further constrained when taking into account the gauge symmetries of the
theory. If the theory is gauge invariant, it would be expected that fields in the same gauge
equivalence class satisfy the same boundary conditions, which, in other words, means that
boundary conditions should be preserved under a gauge transformation. To exploit this,
insert at each brane a gauge transformation U ∈ G, where G is the gauge group:
Φ′I(xµ, y) = U
b
S(xµ, y)ΦI(xµ, y) , (65)
Ψ′I(xµ, y) = U
b
F (xµ, y)ΨI(xµ, y) . (66)
Requiring that the primed fields satisfy the same boundary conditions as the unprimed fields
together with the requirement that the gauge transformation be single-valued gives:
2This is a very important difference with respect to [53,54], in which the manifold S1 did not have
boundaries
12
[U bS(xµ, y),Σ
b] = 0 , (67)
[U bF (xµ, y),∆
b] = 0 . (68)
Relations (67), (68) represent the symmetries of the boundary conditions [54].
Some comments are now in order. We have seen that the boundary conditions the fields
are required to obey are weaker the larger is the symmetry of the theory and are constrained
by the gauge invariance and Z2−symmetry of the action. Among these constraints are
the commutation relations given above. These commutation relations cannot be satisfied
for any choice of the matrices ∆ and Σ, meaning that if we want to keep the boundary
conditions general, we have to restrict the original symmetry of the theory, which in turn
means breaking the gauge symmetry at classical level. If we want to maintain the original
symmetry of the classical theory, we are forced to restrict the matrices ∆ and Σ in order to
satisfy the constraints found, i.e. they must belong to the center of the gauge group G.
It is instructive to see how this work in simple cases. If we consider a single scalar field,
relation (63) implies that Σ = ±1 (the commutation relations are trivially satisfied in this
case). This gives:
φ(xµ,−y) = ±φ(xµ, y) , (69)
where the + sign gives the untwisted field configuration considered in [30–33,23], and the −
sign gives the twisted configuration considered in [33,23]. In the single fermion case Λ = ±γ5
and ∆ = eiθ. The boundary conditions are then
Ψ(xµ,−y) = ±eiθΨ(xµ, y) , (70)
and the condition ∆2 = 1 implies θ = 0, which gives the fields configurations considered in
the previous section.
B. Effective action
In this section we will evaluate the effective action for situations in which a richer bound-
ary structure is possible.
A first simple choice is to take a single real scalar field obeying different boundary
conditions at the two branes. Two possibilities arise: the field is even at y = 0 and odd at
y = πr or viceversa. We call these two cases ‘twisted’ and label them TI and TII respectively.
The boundary conditions can be applied in a straighforward manner giving for the eigenvalue
equation (the functions jν , yν, iν , kν in the scalar case are the ones defined in [33]):
jν(axn)Yν(xn)− yν(axn)Jν(xn) = 0 , (71)
for type TI and
jν(xn)Yν(axn)− yν(xn)Jν(axn) = 0 , (72)
for type TII . The computation of the vacuum energy is no different from the previous case
and the renormalized quantum corrections can be written as
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LSΛ =
(ka)4
64π2
∫
dyy4g(TI , TII )ν (y) , (73)
where
gTIν (y) = 1−
iν(ay)Kν(y)
kν(ay)Iν(y)
, (74)
and
gTIIν (y) = 1−
kν(y)Iν(ay)
iν(y)Kν(ay)
. (75)
Another simple possibility is to consider a single fermion field obeying different boundary
conditions at the two branes. There are two possibilities:
Ψ(xµ,−y) = +γ5Ψ(xµ, y) at y = 0 , (76)
Ψ(xµ,−y) = −γ5Ψ(xµ, y) at y = πr , (77)
and the reversed one:
Ψ(xµ,−y) = −γ5Ψ(xµ, y) at y = 0 , (78)
Ψ(xµ,−y) = +γ5Ψ(xµ, y) at y = πr . (79)
The mass eigenvalue equation is
J−µ(axn)jµ(xn)− Jµ(axn)j−µ(xn) = 0 , (80)
with µ = 1/2 + ν for the first case and µ = ν − 1/2 for the second case. For convenience,
we have defined
jµ(z) =
(
1
2
− ν
)
Jµ(z) + zJ
′
µ(z) , (81)
kµ(z) =
(
1
2
− ν
)
Kµ(z) + zK
′
µ(z) . (82)
The evaluation of the vacuum energy goes along the same lines as before and the renormalized
contribution is found to be:
LFΛ =
(ka)4
16π2
∫ ∞
0
dyy3 ln
{
1− kµ(y)Iµ(ay)
Kµ(ay)iµ(y)
}
. (83)
The problem of computing the radiative corrections becomes more complicated, when a
gauge symmetry is considered, due to the enlarged complexity of the boundary conditions.
We have seen that, in order to maintain the gauge symmetry at classical level, the boundary
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conditions have to satisfy certain symmetries, specifically ∆ and Σ have to belong to the
center of the gauge group G.
As an example, let us consider G = SU(N). ∆ belongs to the center of SU(N). This
modifies the boundary conditions in a simple way: the boundary conditions that each fermion
component has to obey can be of type I, II, TI or TII . This can be incorporated in the
evaluation of the vacuum energy in a straightforward manner, giving:
LFΛ =
∑
κ∈(I, II, TI , TII)
NFκ LFΛ(κ) , (84)
where NFκ represents the number of components satisfying type κ boundary conditions and
LFΛ(κ) is the vacuum energy for each component obeying type κ boundary conditions.
Another simple example is to consider an SO(N) scalar theory, for which the situation
is similar to the previous one, giving:
LSΛ =
∑
κ∈(I, II, TI , TII)
NSκ LSΛ(κ) , (85)
where NSκ represents the number of scalar components satisfying type κ boundary conditions
and LSΛ(κ) is the vacuum energy for each component obeying type κ boundary conditions.
All this can be generalised to a general gauge group whose center is trivial. In this case
the boundary conditions scalar and fermion fields ought to satisfy are still of the same type
as before, giving:
LΛ = LSΛ + LFΛ =
∑
κ∈(I, II, TI , TII )
{
NFκ LFΛ(κ) +NSκLSΛ(κ)
}
. (86)
IV. CONFORMALLY COUPLED CASE
The massless, conformally coupled case (studied in [30] for untwisted field configurations
and in [23] for both the twisted and untwisted case) is worth of some special attention and
provides a useful check on the general method used in the previous sections.
For type I and type II boundary conditions µ = 1/2, (43) can be expressed in terms of
elementary functions and the integrals are now evaluated at ease, giving for the renormalized
one-loop vacuum energy:
LFΛ = −
3k4a4
128π2
ζ(5)(1− a)−4 . (87)
Similarly, for type TI and TII boundary conditions µ = 1/2 and a straightforward calculation
of (73) leads to
LFΛ =
15
16
3
128π2
k4a4
(1− a)4 ζ(5) . (88)
The previous results can be also dealt with by direct summation of the mass eigenvalues
mn, which are, in general, given by
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mn =
ka
1− a(nπ ± θ) , (89)
where θ = 0 gives the untwisted field configuration, and θ = π
2
gives twisted one. The
sum over the modes in LFΛ can be performed by using the properties of the ζ−function and
without the need of any renormalization:
LFΛ = − lim
D→4
1
32π2
(πka)D
(1− a)DΓ(−D/2)
(
∞∑
n=1
(n+ θ)D +
∞∑
n=1
(n− θ)D
)
. (90)
The previous result can be expressed in terms of the Hurwitz ζ− function:
LFΛ = − lim
D→4
1
32π2
(πka)D
(1− a)DΓ(−D/2) (ζH(−D, θ) + ζH(−D, 1− θ)) , (91)
which, by using basic properties of ζH , can be recast in the form
LFΛ = −
3
128π2
(ka)4
(1− a)4
∑ cos 2nθ
n5
. (92)
Immediate inspection of (92) reproduces (87) for θ = 0 and (88) for θ = π/2, as it must be.
V. TOPOLOGICAL SYMMETRY BREAKING
An interesting feature of the boundary conditions on the branes is the possibility of
breaking bulk gauge symmetries. The residual symmetries are those which commute with
the two matrices Σh and Σv introduced in section 3.1. The symmetry breaking mecha-
nism is similar to the Wilson-loop symmetry breaking mechanism in non-simply connected
spacetimes [53–58].
There are two equivalent ways to describe this type of symmetry breaking. The non-
trivial boundary conditions are useful for evaluating and comparing the effective action for
different symmetry breaking schemes, as we shall do below. Alternatively, it is possible to
simplify the boundary conditions by performing a gauge transformation which introduces a
pure gauge field stretching between the two branes. This ‘Wilson line’ is the analog of the
Wilson loop in the Wilson loop mechanism. If the field strength vanishes, the line integral
of the gauge field along a loop is conserved. This need not be true for the Wilson line and
the symmetry breaking becomes associated with a set of moduli fields.
We shall concentrate on the possible symmetry breaking schemes fields with an SU(N)
gauge symmetry. The matrices Σh and Σv satisfy (Σh)2 = (Σv)2 = I, the unit matrix. By
considering the eigenspaces of [Σh,Σv]2, it is easy to show that there is a basis in which the
matrices take the block-diagonal form
Σh = diag{±1, . . . ,∓1, σ3, . . . , σ3} , (93)
Σv = diag{±1, . . . ,±1, σθ1, . . . , σθn} , (94)
where σ1, σ2, σ3 are the Pauli matrices and
σθ = σ3 cos 2θ + σ1 sin 2θ . (95)
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The residual symmetry group is then
SU(n1)× SU(n2) . . .× SU(np)× U(1)q. (96)
There are SU(n) factors for each of the four combinations of the ±1 entries along the
diagonals of the matrices and further SU(n) factors for each repeated value of θ.
For example, if G is the group SU(5), we can take
Σh = diag{−1,−1,−1, σ3} , (97)
Σv = diag{−1,−1,−1, σθ} . (98)
The group reduces to G→ SU(4)×U(1) if θ = 0 or π/2 and G→ SU(3)×U(1) otherwise.
The action (56) or (57) splits into separate terms, with one term for each of the block
diagonal entries (94). Each term gives a contribution to the effective potential. The ±1
entries correspond to the type I and II, twisted and untwisted boundary conditions consid-
ered in section 3.2. The σθ entries correspond to the following boundary conditions on the
fermion modes at the hidden brane y = 0 and the visible brane y = rπ,
GR(0) = σ3GR(0) , (99)
G′R(0) = −σ3G′R(0) , (100)
GR(rπ) = σθGR(rπ) , (101)
G′R(rπ) = −σθG′R(rπ) . (102)
The boundary conditions for GL modes and scalar field modes have an equivalent form.
The fermion mode functions were given in equations (12) and (13). Substituting these
modes into the boundary conditions gives the values for the masses mn. Introduce
pν = Jν
(
mn
k
)
Yν
(
mn
ka
)
− Jν
(
mn
ka
)
Yν
(
mn
k
)
, (103)
qν = Jν
(
mn
k
)
Y ′ν
(
mn
ka
)
− Jν
(
mn
ka
)
Y ′ν
(
mn
k
)
, (104)
rν = J
′
ν
(
mn
k
)
Yν
(
mn
ka
)
− J ′ν
(
mn
ka
)
Yν
(
mn
k
)
, (105)
sν = J
′
ν
(
mn
k
)
Y ′ν
(
mn
ka
)
− J ′ν
(
mn
ka
)
Y ′ν
(
mn
k
)
. (106)
The values of mn are given by
pν+1/2sν+1/2 cos
2 θ + qν+1/2rν+1/2 sin
2 θ = 0. (107)
For θ = 0, this reduces to the previous cases pν+1/2 = 0 (for type I boundary conditions)
and sν+1/2 = 0 (for type II boundary conditions).
In the massless fermion and the conformally invariant scalar field theories the Bessel
functions become trigonometric functions and the values of mn are given by (89). The
vacuum energy from one θ ‘block’ can be expressed in terms of Hurwitz zeta functions and
evaluates to
LV = ±3gk
4a4
128π2
(1− a)−4
∞∑
n=1
cos(2nθ)
n5
(108)
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where the upper sign is for fermions, the lower for bosons and g is the dimension of the
fermion representation. The vacuum energy is extremised for θ = 0 and θ = π/2, where the
result reduces to the untwisted and twisted results respectively. This remains the case for
massive fields because of the symmetries θ → −θ and θ → π − θ in the formula for the mn
(107).
The full effective action will include, not only potential terms, but also induced kinetic
terms for the moduli fields. Their presence can be inferred from the form of the a5/2 heat
kernel coefficient, which depends on the boundary conditions and includes derivatives of the
matrices Σh and Σv. The symmetry breaking mechanism is therefore truly dynamical, and
differs from the usual Wilson loop mechanism in this respect. The closest analogy is to the
symmetry breaking associated with quantum wormholes [58].
VI. RADIUS STABILIZATION AND SELF-CONSISTENT SOLUTIONS
In a previous paper [33], by looking at the quantum corrected Einstein equations, we
have examined the conditions for self-consistency of the Randall-Sundrum spacetime and
obtained a self-consistency relation, which the radius had to satisfy. Specifically, if
Γ = SG −
∫
dvx F (a) , (109)
denotes the full quantum corrected effective action, the requirements are(
δΓ
δgµν
)
gµν=ηµν
= 0 , (110)
(
δΓ
δa
)
gµν=ηµν
= 0 . (111)
The first forces the Randall-Sundrum solution to be a solution of the quantum corrected
Einstein’s equations, the second being a requirement for the radius to be an extremum of
the effective potential. When quantum corrections are included
F (a) = Vh + a
DVv + f(a) , (112)
the following relation is obtained
0 = DaD(Vv + Vh) + (1− aD)af ′(a) +Daf(a) . (113)
In [33], we studied these consistency requirements for quantized bulk scalar fields. In that
case, the conclusion was that when the balancing condition between the brane tension is
forced to hold at quantum level also, quantum effects were offering no self-consistent radius
stabilization mechanism. When the balancing condition was relaxed, it was possible to find
self-consistent solutions only at the price of fine tuning the brane tensions to a considerable
degree. This was found to be in agreement with [30,23].
Including fermions in the analysis might give some hope to find a self-consistent solution
with a less degree of fine tuning. If one defines
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f(a) = LSΛ + LFΛ , (114)
one finds that, if Vv + Vh = 0 is required to hold, than there is no self-consistent solution
for which the hierarchy problem is simultaneously solved. If this condition is relaxed then
a severe fine tuning of the brane tensions is still required in order to satisfy (114). Unfortu-
nately, one has to resort to a numerical approach to verify this, nevertheless in some special
cases it is possible to see this analytically. For example in the massless case one has (cs and
cf are irrelevant numerical factors):
0 = (Vv + Vh)(1− a)4 + (cs − cf)(1 + a2 − a6) . (115)
It is now straighforward to see that in order to have a solution to (115) and simultaneously
solve the hierarchy problem (a ≃ 10−18) a dramatic fine tuning of the parameters in (115)
is required.
VII. CONCLUSIONS
We have evaluated the one-loop radiative corrections to the effective action arising from
a massive bulk fermion quantized on the Randall-Sundrum background spacetime. As in the
scalar field case, it is not possible to obtain an exact result for general curved membranes,
but it is possible to resort to a heat kernel expansion and compute the effective action to
any desirable order. The vacuum energy density, which is the first term in the expansion,
has been recognized to play a role in the Randall-Sundrum model for its contribution to
the stability of the branes separation which is related to the gauge hierarchy problem. We
showed that the fields can obey different boundary conditions from the ones considered in
[30–33,23] and this gives rise to modifications in the vacuum energy.
We have clarified the relation between gauge invariance and boundary conditions and
showed how these are constrained by the gauge invariance, having to obey to what Hosotani
called the symmetries of the boundary conditions [54]. This richer boundary structure has to
be taken into account when scalar or fermion multiplets are considered and in this case the
vacuum energy is calculated for SU(N) fermions, SO(N) scalars and generally for situations
in which the center of the gauge group is trivial.
The massless (conformally coupled) case is dealt with by direct summation of the eigen-
values and as a limiting case of the general result. This has provided a check on both our
general method and a comparison with previous results.
The possibility of breaking the bulk gauge symmetries by using a mechanism similar to
the Wilson loop symmetry breaking in non-simply connected spacetimes has been analyzed.
We concentrated on the possible breaking schemes when the gauge group is SU(N) and
showed that the residual symmetry group is always of the form SU(n1)×...×SU(np)×U(1)q.
The vacuum energy depends on a set of moduli fields θ and is generally extremised for θ = 0
or θ = π/2. It would be interesting to investigate the dynamical implications of these moduli
fields. There may also be a connection with the wormhole symmetry breaking mechanism
[58].
The self-consistency, discussed for quantized scalar fields [33], has been examined when
massive fermion are included. It is shown that in this case also it is not possible to stabilize
the radius and simultaneously solving the hierarchy problem without a considerable degree
of fine tuning, supporting the previous claims of [30–33,23].
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FIG. 1. The fermion vacuum energy plotted against a = exp(−pikr) for various fermion masses
and type I boundary conditions. The vacuum energy is in units of 103k4 and shifted to vanish at
a = 0 to aid comparison. The brane tension Vv is kept constant.
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