than four or five. In the past, the goodness of a regression model was evaluated by its capacity to describe the data set in terms of R 2 , a dimensionless statistical parameter which measures the fraction of the response variance explained by The prediction of a protein structure solely from knowledge the model. However, over the last decade the need for more of its sequence remains one of the more elusive goals of rigorous validation regression models has become clear (Wold, molecular biology. Although recent success in using multiple 1991). This is because it is difficult to avoid the overfitting of sequence data has been encouraging (Rost et al., 1993) , for regression models (including too many variables in a MLR single sequences prediction accuracy remains, for most model or hidden neurons in NN), using traditional validation methods, at only 60-70%; this is despite the application of criteria based on the variance explained and degrees of freedom many powerful computational techniques, including machine used. Overfitting results in models that fit too well (high R 2 ) learning (Muggleton et al., 1992) , Bayesian statistics (Stolorz with poor predictive power. This stems from the peculiarity et al., 1992) and artificial neural networks (Qian and Sejnowski, of chemometric datasets, due to the inherent clustering of the 1988). Others have sought to refocus efforts by reformulating data in the property space, which renders the true degrees of the problem. Some have redefined the goal of prediction, by freedom of the dataset usually much lower than those counted scoring success on secondary structure elements rather than on a numerical basis. In principle, the best validation of a residues for example (Rost et al., 1994) , while others have model obtained from members of the training set is to make sought a simplification of the problem by trying to predict predictions for members of a wholly separate test set not used structural class (all α-helical, all β-sheet, α ϩ β or α/β) in it's derivation. However, the selection of the test set with (Chandonia and Karplus, 1995; Chou, 1995) or secondary respect to the training set is always a subjective choice, and structure content (Krigbaum and Knutton, 1973; Muskal and may give overoptimistic results if the two sets are well mixed Kim, 1992; Eisenhaber et al., 1996) . in the experimental domain, and give poor results if the two The last of the approaches above seeks to predict a reduced sets are far apart from each other. representation of a protein structure, the percentage of residues Because of this, new methods were developed in order to defined as helix or strand, from a reduced representation of check the goodness of regression models in terms of selfits sequence, the proportion of each of the 20 different amino consistency. The common feature of these methods is to acids. Muskal and Kim (1992) used Neural Networks (NN) to evaluate the number of reduced models, where some of the relate amino acid composition to percentage structure type and cases are held out from the modelling phase and their responses compared it with using multiple linear regression (MLR).
predicted on the basis of the models drawn with a reduced Their method utilizes two neural networks placed in tandem number of cases. The Q 2 values measure the goodness of the to predict secondary structure content: they claim that these predictions of the held out cases exactly in the same way as two networks together produce prediction errors as low as 5.0 R 2 does with the cases included in the modelling phase. But and 5.6% for helix and strand content, respectively, on a set R 2 is always lower and may be even negative if the predictions of protein crystal structures reported to show little sequence are worse than just using the average value of the response. homology to those used in network training. They state that
The Q 2 value should be at least 0.3-0.4 in order to assess that their tandem NN scheme out performs other methods for the model has a statistically significant prediction ability. predicting secondary structure content including MLR, a non-
The most common such method is cross-validation, where hidden node network, and a secondary structure assignment the data set is divided into a number of groups and each group analysis. This success seems counter-intuitive: that knowledge is excluded from the analysis until each compound has been of sequence information is not necessary for accurate predicheld out once. When the number of groups is equal to the tions of protein secondary structure content, the amino acid number of cases the cross-validation procedure is called leavecomposition being the important determinant.
one-out, since each case is held out individually from the As part of a programme to apply alternative rigorous multivariate statistical methods to protein structure prediction, modelling phase and predicted thereafter from the model M.Clementi et al. derived from all cases except it. This procedure is widely used favorable estimation of predictivity), 0.31 with five groups and 0.29 with two groups only (the most demanding approach, because it is computationally fast and it gives reproducible results.
where half of the proteins are predicted by the other half).
The positive values of Q 2 should not be taken as good results, However, our experience showed that on keeping just one case at a time out of the analysis the model is still rigid enough since the corresponding SDEP values are all around 0.17. This is not a significant improvement with respect to 0.20, where to give fairly good predictions, and therefore it is evaluated under overoptimistic conditions. Indeed the Generating all predictions are taken as equal to the mean value of y. For comparison the MLR model on auto-scaled data checked in Optimal Linear PLS Estimations (GOLPE) procedure (Baroni et al., 1993) was suggested to validate PLS regression models leave-one-out gave a Q 2 of 0.29 with a SDEP of 0.17. The results for strands are even worse: with respect to in a much more severe way. The data set is divided into a small number of groups, but the group formation is repeated absence of model (R 2 ϭ0.0, SDEPϭ0.17), we obtained R 2 of 0.27 and Q 2 of 0.17 with non-scaled data, 0.15 with autorandomly, a number of times, in order to avoid it affecting the results. The option of two groups only is highly recommended scaled data and leave-one-out, 0.14 with five groups, and 0.11 with two groups only, the SDEP values becoming only 0.16. and represents the toughest test, but when there are sufficiently many cases, using five groups is an appropriate choice.
Consequently, according to the validation criteria used in GOLPE, there is no statistically significant PLS model, and Together with Q 2 , GOLPE computes the parameter Standard Deviation of Error of Prediction (SDEP), which can be therefore relationship, between amino acid composition and percentage secondary structure type. seen as the experimental uncertainty of each prediction. The validation criterion on which GOLPE was predicated is quite NN computing often provides a set of parameters that perform very well on the database of learning examples, but demanding, because of the sound internal validation procedure described above, and therefore is aimed at providing reliable more poorly on examples outside the training set. Muskal and Kim (1992) test their NN model by using it to predict the predictions. The present problem is particularly appropriate for such a treatment, being a problem of quantitative prediction structure content of a small set of proteins, which they state has little sequence homology to the training set. This assertion rather than a classification problem, such as predicting secondary structure state on a residue by residue basis.
is questionable. The sequence similarity of the test set to the training, and its small size, may be responsible, in part at least, We applied PLS to a set of 184 proteins, selected to be dissimilar at the sequence level, derived from that of Hobohm for the apparent success of their results. It is also worth noting that the prediction parameters are the amino acid percentages; et al. (1992) . Secondary structures were defined using the program FOLD (Flower, 1995) , using default parameters. low similarity of aligned sequences does not preclude possession of similar proportions of amino acids. It is not clear that Output from the program was converted into SIMCA format (SIMCA, version 6.0, UMETRI AB, Umea, Sweden, 1996) the structural or amino acid percentages of the training set are significantly different from the test set. The inherent similarity and imported into GOLPE. For each protein this input took the form of the residue percentage for each amino acid, the of the residue composition of sequences makes the generation of a rigorous partition between training and test sets difficult, total number of amino acids and the percentage helix and strand.
Exploratory analysis of the data set was carried out using suggesting the need for internal validation. NN is a typically non-linear method where one has to SIMCA. For both cases-% helices and % strands-the fitted models are very poor as indicated by the low variance explained choose the number of hidden layers, the number of neurones per layer, the connections between layers and the transformation and the non-significance of the models according to the crossvalidation criterion used in SIMCA. Figures 1 and 2 show function, which is typically sigmoidal. The problem with NN, as with all non-linear methods, including all non-linear versions clouds of points and no good relationships.
On applying our GOLPE procedure, in no instance were we of PLS, is that they are more appropriate for fitting existing data than for predicting new data: the phenomenon of memorisation able to find a predictive model. The results show that for helices, with respect to absence of model (R 2 ϭ 0.0, SDEP ϭ (Manallack and Livingstone, 1994a; Tetko et al., 1995) . Because they overfit the training set data, this leads us to 0.20), we obtained R 2 ϭ 0.40 and Q 2 of 0.34 with non-scaled data, 0.32 with auto-scaled data and leave-one-out (the most question the reliability of NN modeling for certain applications. The prediction error of 13% for MLR suggests that the Muskal,S.M. and Kim,S.-H. (1992) J. Mol. Biol., 225, 713-727. model generated by Muskal and Kim was not properly valid- Qian,N. and Sejnowski,T.J. (1988) J. Mol. Biol., 262, 865-884. ated. Because of the inherent clustering of datasets such as Rost,B., Sander,C. and Schneider,R. (1994) J. Mol. Biol., 235, 13-26. Rost,B., Schneider,R. and Sander,C. (1993) Trends Biochem. Sci., 18, 120-123. these, it seems to us that only projection methods, such as Stolorz,P., Lapedes,A. and Xia,Y. (1992) J. Mol. Biol., 225, 363-377. PCA and PLS, can handle, in an appropriate way, these special Tetko,I.V., Livingstone,D.J and Luik,A.I. (1995) results appeared to be similar, but the PLS models were sounder Wold,S. (1991) Quant. Struct. Act. Relat., 10, 191-193. and more easily interpretable (Bro, 1995 validation criteria are developed.
Received December 12, 1996; revised March 14, 1997; accepted March Another drawback with this problem arises from using 19, 1997 percentages of amino acids: since percentages are closed numbers they give rise to the so called 'closure problem', a well known chemometric problem with normalized data that can induce spurious correlation (Butler, 1981) . In order to check the importance of these spurious correlations, among many possible transformations of the percentage data we decided to unlock the raw data by excluding, for each protein in the set, glycine and alanine, which are, chemically, the simplest of the amino acids, and renormalizing all other amino acid proportions. The validated models obtained by GOLPE under standard conditions (five groups) on the auto-scaled transformed data are worse, the Q 2 values being 0.25 instead of 0.31 for helices and 0.07 instead of 0.14 for strands. This implies that the apparent significance of the percentage models is partly due to these spurious correlations, and the existence of a sound relationship between secondary structure content and amino acid percentages cannot be claimed. This study has investigated the quantitative relationship between the amino acid composition of a protein and its structure using robust multivariate statistical methods. We have shown, in contradiction to earlier results (Muskal and Kim, 1992; Eisenhaber et al., 1996) , that no obvious relationship exists, at least in a predictive sense. Our observations hold, in a general way, for prediction problems with a quantitative aspect: PLS, and related methods, offers the opportunity to address aspects of the protein structure prediction problem in a new and statistically rigorous way.
