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ABSTRACT
We perform a comparison between the smoothed particle magnetohydrodynamics
(SPMHD) code, Phantom, and the Eulerian grid-based code, Flash, on the small-
scale turbulent dynamo in driven, Mach 10 turbulence. We show, for the first time,
that the exponential growth and saturation of an initially weak magnetic field via the
small-scale dynamo can be successfully reproduced with SPMHD. The two codes agree
on the behaviour of the magnetic energy spectra, the saturation level of magnetic en-
ergy, and the distribution of magnetic field strengths during the growth and saturation
phases. The main difference is that the dynamo growth rate, and its dependence on
resolution, differs between the codes, caused by differences in the numerical dissipation
and shock capturing schemes leading to differences in the effective Prandtl number in
Phantom and Flash.
Key words: turbulence – magnetic fields – MHD – ISM: magnetic fields – shock
waves – methods: numerical
1 INTRODUCTION
Supersonic turbulence regulates star formation (Mac Low &
Klessen 2004; McKee & Ostriker 2007; Hennebelle & Fal-
garone 2012; Padoan et al. 2014), producing the dense fila-
ments that permeate molecular clouds along which dense
cores and protostars form (e.g., Larson 1981; Hartmann
2002; Elmegreen & Scalo 2004; Hatchell et al. 2005; Andre´
et al. 2010; Peretto et al. 2012; Hacar et al. 2016; Feder-
rath 2016; Kainulainen et al. 2016). That molecular clouds
are magnetised cannot be ignored. Magnetic fields are no
longer thought to prevent gravitational collapse altogether,
but may still determine the rate and efficiency of star for-
mation, even with weak magnetic fields, via super-Alfve´nic
turbulence (Nakamura & Li 2008; Lunttila et al. 2009; Price
& Bate 2008, 2009; Padoan & Nordlund 2011; Federrath
& Klessen 2012; Federrath 2015). Therefore, it is vital to
understand processes which determine the magnetic field
strength inside molecular clouds. These processes involve
highly non-linear dynamics making analytic study difficult
(though see Sridhar & Goldreich 1994; Goldreich & Srid-
har 1995), while observations of magnetic fields in molec-
ular clouds are time consuming and only yield field direc-
tions in the plane of the sky and magnitudes along the line
? E-mail: ttricco@cita.utoronto.ca
of sight (e.g., Crutcher 1999; Bourke et al. 2001; Heiles &
Troland 2005; Troland & Crutcher 2008; Crutcher et al.
2010; Crutcher 2012). Numerical simulations can comple-
ment analytics and observations, and it is important to com-
pare results from different codes to establish the conditions
under which those results are representative of the physical
processes involved. In this work, we focus on the small-scale
turbulent dynamo as a mechanism for magnetic field ampli-
fication in molecular clouds, comparing calculations using
smoothed particle magnetohydrodynamics (SPMHD) with
those using grid-based methods.
1.1 Small-scale turbulent dynamo
The small-scale dynamo grows magnetic fields in a turbulent
environment by the conversion of kinetic energy into mag-
netic energy. Operating near the dissipation scale, it is there
that the smallest motions can efficiently grow the magnetic
field through rapid winding and twisting of the magnetic
field lines, with the magnetic energy growing exponentially
via a reverse cascade of energy from small to large scales
(see review by Brandenburg & Subramanian 2005).
The exponential growth rate is determined primarily by
the physical viscosity and magnetic resistivity of the plasma,
which can be expressed as dimensionless numbers: the kine-
matic Reynolds number (Re = V L/ν, where V is the ve-
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locity, L is the characteristic length, and ν is the kinetic
dissipation), the magnetic Reynolds number (Rm = V L/η,
where η is the resistive dissipation), and the ratio of the two,
the ‘magnetic Prandtl number’, Pm = Rm/Re (Schekochi-
hin et al. 2004a; Brandenburg & Subramanian 2005; Schober
et al. 2012a,b; Bovino et al. 2013; Federrath et al. 2014).
Using a large set of numerical simulations, Federrath et al.
(2011) found that the dynamo growth rate is also depen-
dent upon the compressibility of the plasma, parameterised
by the turbulent Mach number, and is more efficient for tur-
bulence driven by solenoidal (rotational) flows rather than
compression.
The magnetic field will saturate first at the dissipa-
tion scale, after which the dynamo enters a slow linear or
quadratic magnetic energy growth phase (Cho et al. 2009;
Schleicher et al. 2013). This occurs due to the back-reaction
of the Lorentz force on the turbulent flow as it begins to
resist the winding of the magnetic field (Schekochihin et al.
2002; Schober et al. 2015). The magnetic field on larger spa-
tial scales will continue to slowly grow through reverse cas-
cade of magnetic energy. Thus the small-scale dynamo can
be considered as progressing through three distinct phases: i)
the exponential growth phase, ii) the slow linear or quadratic
growth phase once the magnetic energy is saturated at the
dissipation scale, and iii) the saturation phase once the mag-
netic field has saturated on all spatial scales.
1.2 Previous turbulence comparisons
Simulating magnetised, supersonic turbulence is challenging
due to the range of flow conditions present and the need to
uphold the divergence-free constraint of the magnetic field.
Comparing results between different numerical methods is
the best way to be confident in their results, and there
have been several major code comparison projects related
to supersonic turbulence. Tasker et al. (2008) compared two
grid codes (Enzo, Flash) and two smoothed particle hy-
drodynamics (SPH) codes (Gadget2, Hydra) on simple
test problems involving strong hydrodynamic shocks, find-
ing comparable results when the number of particles were
roughly equal to the number of grid cells. Kitsionas et al.
(2009) studied decaying, supersonic, hydrodynamic (non-
magnetised) turbulence, comparing four grid codes (Enzo,
Flash, TVD, Zeus) and three SPH codes (Gadget, Phan-
tom, Vine). They found similar velocity power spectra and
density probability distribution functions (PDFs) when the
number of resolution elements were comparable, though the
particle codes were found to be more dissipative. Kritsuk
et al. (2011b) compared decaying, supersonic turbulence
with magnetohydrodynamics (MHD) using nine different
grid codes: Enzo, Flash, KT-MHD, LL-MHD, Pluto,
PPML, Ramses, Stagger, and Zeus. They found that
all methods produced physically consistent results, with
the quality of results improved with higher-order numerical
solvers, and by exactly rather than approximately maintain-
ing the divergence-free constraint on the magnetic field.
A key limitation of both the Kitsionas et al. (2009) and
Kritsuk et al. (2011b) comparisons is that they studied de-
caying turbulence. Interpolating the initial conditions ob-
tained by driving the turbulence in one code introduced dis-
crepancies between codes before the numerical experiments
even started. Those discrepancies in the initial conditions
were most severe between grid and particle methods, but
also for different grid discretisations (e.g. staggered vs. un-
staggered meshes), and is problematic in the MHD case since
one must enforce ∇·B = 0. Furthermore, it is difficult to ob-
tain a statistically significant sample of simulation snapshots
in the absence of a statistical steady-state, given that super-
sonic turbulence decays within a few crossing times. This
limitation means that intermittent, intrinsic fluctuations of
the turbulence largely exceeded systematic differences in the
numerical schemes, which we want to quantify.
Price & Federrath (2010) (hereafter PF10) addressed
these issues in a hydrodynamic comparison by using driven
instead of decaying turbulence, allowing time-averaged sta-
tistical comparisons. They compared two codes: the grid
code, Flash, and the SPH code, Phantom. The calculations
started from a well-defined initial state of uniform density
gas at rest, and both codes used exactly the same turbulence
driving routine and force sequence to prevent any bias from
different implementations. They found similar resolution re-
quirements to previous studies, but that grid-based methods
were better at resolving volumetric statistics at a given res-
olution, while SPH better sampled density-weighted quanti-
ties. However, this comparison was limited to hydrodynamic
turbulence.
Recently, Tricco & Price (2012) developed a new diver-
gence cleaning method for SPMHD that maintains ∇·B = 0
to sufficient accuracy for a wide range of problems, such as
the simulation of jets and outflows during protostar forma-
tion (Price, Tricco & Bate 2012; Bate, Tricco & Price 2014;
Lewis, Bate & Price 2015; Wurster, Price & Bate 2016). The
best prior approach to maintain the divergence-free con-
straint was the Euler potentials, defining B = ∇α × ∇β
(Price & Bate 2007; Rosswog & Price 2007). However, this
excludes dynamo processes by construction because the Eu-
ler potentials cannot represent and follow wound-up mag-
netic field structures (Price & Bate 2008; Brandenburg
2010; Price 2012). By directly evolving the magnetic field
and enforcing the divergence-free constraint with the con-
strained hyperbolic divergence cleaning method (Tricco &
Price 2012), it is now possible to simulate magnetohydrody-
namic turbulence and MHD dynamos with SPMHD. Fur-
thermore, Tricco & Price (2013) improved the magnetic
shock-capturing algorithm, particularly when dealing with
weak magnetic fields in strong shocks.
1.3 Outline
This paper presents a code comparison on the small-scale
dynamo amplification of a weak magnetic field from driven,
supersonic turbulence. For our comparison, we use the same
hydrodynamic codes, driving routine and Mach number as
the PF10 comparison, so that any differences arise only from
the MHD implementation. We investigate the three phases
of small-scale dynamo amplification: exponential growth of
magnetic energy, slow linear or quadratic growth as the mag-
netic field approaches saturation, and the fully saturated
phase of the magnetic field. In order to capture these phases
completely, the calculations are evolved for one hundred
crossing times, in contrast to only ten in PF10. This is also
intended to allow for high quality time-averaged statistics to
be obtained so that a meaningful comparison can be made.
The paper is structured as follows: Section 2 describes
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the details of the comparison. Results of the calculations are
analysed in Section 3 and summarised in Section 4.
2 COMPARISON DETAILS
We compare the codes Phantom (SPMHD) and Flash
(grid). Both solve the ideal MHD equations but with funda-
mentally different numerical approaches: Flash discretises
all fluid variables into fixed grid points, whereas Phantom
discretises the mass of the fluid into a set of Lagrangian par-
ticles that move with the fluid velocity. The calculations are
performed for a series of resolutions, using 1283, 2563, and
5123 resolution elements (grid points and particles, respec-
tively).
2.1 Magnetohydrodynamics
We solve the ideal MHD equations, namely
dρ
dt
= −ρ∇ · v, (1)
dv
dt
= −1
ρ
∇
(
P +
B2
2µ0
)
+
1
µ0ρ
∇ · (BB) , (2)
dB
dt
= (B · ∇)v −B(∇ · v), (3)
where d/dt = ∂/∂t + v · ∇ is the material derivative, ρ is
the density, v is the velocity, P is the pressure, B is the
magnetic field, and µ0 is the permeability of free space. The
continuum equations have zero viscous and resistive dissipa-
tion (hence ideal). Since the growth rate of magnetic energy
by small-scale dynamo amplification is set by dissipation,
the growth rate in these calculations is set by the numeri-
cal dissipation present in the schemes. In Eulerian grid-based
methods, numerical dissipation is introduced by the discreti-
sation of the advection term in the material derivative. By
contrast, Lagrangian particle-based methods compute the
material derivative exactly. The shock-capturing scheme is
the other primary source of numerical dissipation. Modern
grid-based methods use Riemann solvers, introducing nu-
merical dissipation related to the accuracy of the shock re-
construction. The approach in particle methods is to ex-
plicitly add artificial viscous and resistive terms in order to
capture shocks, using switches to tune the dissipation to the
relevant discontinuity.
2.2 Initial conditions
The initial state is chosen to be simple so that both codes
start from conditions which are identical. The initial den-
sity field is uniform with ρ0 = 1, the velocity field is zero
throughout (v = 0), and the calculation is performed in a pe-
riodic box of length L = 1. An isothermal equation of state,
P = c2sρ, is used to calculate the pressure with sound speed
cs = 1. The magnetic field is set to
√
2×10−5 in the z - direc-
tion. With µ0 = 1, this yields an initial plasma beta, the ra-
tio of thermal to magnetic pressure, of β = P/Pmag = 10
10.
This initial magnetic field is certainly not representative of
actual magnetic fields in molecular clouds, but is intention-
ally chosen to be weak to observe the exponential growth of
magnetic energy via the small-scale dynamo.
Table 1. Input parameters for the turbulence driving routine.
Parameter Value
spectral form 1 (Parabola)
solenoidal weight 1
stirring energy 8.0
autocorrelation time 0.05
minimum wavenumber 6.28
maximum wavenumber 18.90
original random seed 1
2.3 Turbulent driving routine
As in PF10, supersonic turbulence was initiated and sus-
tained at a root mean square (rms) Mach number ofM = 10
by an imposed driving force generated from an Ornstein-
Uhlenbeck process (Eswaran & Pope 1988; Schmidt et al.
2009; Federrath et al. 2010). This is a stochastic process with
a finite autocorrelation timescale. The driving force can be
decomposed in Fourier space into longitudinal and solenoidal
modes. We assume purely solenoidal driving, so that the
turbulence is driven primarily by vorticity rather than com-
pression (c.f. Federrath et al. 2011; Federrath 2013). How-
ever, one third of the kinetic energy will still be contained
in compressive modes due to the high Mach number of the
turbulence (Pan & Scannapieco 2010; Federrath et al. 2010).
Consistency of the driving pattern between codes
was achieved by pre-generating the time-sequence of the
Ornstein-Uhlenbeck modes, with both codes reading the pat-
tern from file. The acceleration from the driving pattern is
reconstructed at each individual cell or particle location by
direct summation over all Fourier modes. The driving is at
large scales, with a parabolic weighting of modes between
kmin = 1 and kmax = 3, with smaller structures forming
through turbulent cascade. The autocorrelation timescale is
1tc, with tc as defined in Equation 4. The driving routine was
developed by Federrath et al. (2010), and both the driving
routine and the pattern file used in the paper are publicly
available1 with the input parameters used to generate the
pattern file specified in Table 1. The stirring energy is used
to obtain the variance of the Ornstein-Uhlenbeck process,
corresponding to the autocorrelation time and energy input
rate.
The relevant physical timescale is the turbulent crossing
time, which we define according to
tc ≡ L
2Mcs , (4)
corresponding to tc = 0.05 in code units. The turbulence was
simulated for 100 crossing times, covering the full growth
phase of the dynamo up until the magnetic energy reaches
its saturation level, with at least half of the total time spent
in the saturation phase.
1 The turbulent driving routine is bundled as part of
the Flash code (http://flash.uchicago.edu/site/flashcode/), and
the pattern file used for these simulations is available at
http://cita.utoronto.ca/∼ttricco/mhdturbulence/.
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2.4 Phantom – SPMHD
Phantom is a smoothed particle magnetohydrodynamics
(SPMHD) code. The MHD equations (Equations 1–3) are
implemented as described in Price & Monaghan (2004a,b,
2005) and Price (2012), using Børve, Omang & Trulsen
(2001)’s method of subtracting B(∇ ·B) from the momen-
tum equation to keep the magnetic tensional force stable.
This implementation of momentum and induction equations
resolves issues related to non-zero ∇ · B in a manner that
is equivalent to the Powell 8-wave approach (Powell 1994;
Powell et al. 1999). In addition to this, we employ the con-
strained hyperbolic divergence cleaning method of Tricco &
Price (2012), which is an SPMHD adaptation and improve-
ment of the cleaning algorithm by Dedner et al. (2002). The
cleaning wave speed is set to the local fast MHD wave speed.
During the course of this work, it was found that if the wave
speed included the term involving the relative velocity of
particles (as in the artificial viscosity), then the individual
timestepping scheme could introduce significant errors to the
magnetic field. This occurred when particles were interact-
ing on timestep bins that were spaced too far apart. Using
a timestep limiter (i.e., Saitoh & Makino 2009) can prevent
these errors, but for these calculations we simply reduce the
cleaning speed by excluding the relative velocity.
Shocks are captured by adding an artificial viscosity, as
described by Price & Monaghan (2004a, 2005) and based on
the Monaghan (1997) formulation. It is important that the
signal velocity, defining the characteristic speed of informa-
tion propagation, includes a term involving the relative mo-
tion of particles to prevent particle interpenetration (Mon-
aghan 1989), and as found by Price & Federrath (2010), it is
necessary to increase this by setting the dimensionless con-
stant to βAV = 4 for Mach 10 shocks (as opposed to the
common βAV = 2). We use the Morris & Monaghan (1997)
switch to reduce dissipation away from shocks.
Discontinuities in the magnetic field are treated with an
artificial resistivity (Price & Monaghan 2004a, 2005). Phan-
tom uses a new switch we have recently developed to reduce
dissipation of the magnetic field away from discontinuities
(Tricco & Price 2013). This switch solves problems with the
switch proposed by Price & Monaghan (2005), namely that
it is able to capture shocks when the sound speed is sig-
nificantly higher than the Alfve´n speed (i.e., in the super-
Alfve´nic regime when the magnetic field is very weak). This
is done by using the dimensionless quantity h|∇B|/|B|,
which measures the relative strength of the discontinuity
in the magnetic field.
The smoothing length (resolution length), h, of each
particle is calculated in the usual manner by iteration of the
density summation with h = 1.2(m/ρ)1/3 using a Newton-
Raphson solver (Price & Monaghan 2004b, 2007). This
means that the numerical resolution scales with the den-
sity. For these set of simulations, the resolution increases by
4–8× in the highest density regions, with a decrease in reso-
lution of about 2× in the lowest density regions. Timesteps
are set individual to each particle in a scheme that is block
hierarchical in powers of two, with each particle setting its
timestep based on its local Courant condition. Second order
leapfrog time integration is used.
2.5 Flash – Grid code
Flash2 is a grid-based code using a finite volume scheme
for solving the MHD equations (Fryxell et al. 2000; Dubey
et al. 2008). Although Flash can be used with adaptive
mesh refinement (AMR, Berger & Colella 1989), our simu-
lations employ a fixed and uniform cartesian grid for simplic-
ity. We here use Flash with the HLL3R approximate Rie-
mann solver for ideal MHD, based on a MUSCL-Hancock
scheme (Waagan, Federrath & Klingenberg 2011). This is
a predictor-corrector scheme and is second-order accurate
in both space and time. Waagan et al. (2011) further show
that this MHD scheme maintains ∇ ·B ∼ 0 to within neg-
ligible errors, by using divergence cleaning in the form of
the parabolic cleaning method of Marder (1987) (see also
Dedner et al. 2002). The MHD solver is particularly effi-
cient and robust because it uses a relaxation technique that
guarantees positive density and gas pressure and thus avoids
unphysical states, by construction.
2.6 Computational cost
The Flash calculations used 90, 1600, and 40 000 cpu-hours
for the 1283, 2563, and 5123 simulations. The Phantom cal-
culations used 2700 and 44 000 cpu-hours for the 1283 and
2563 simulations, and 280 000 cpu-hours for the 5123 calcu-
lation from t = 0→ 40tc. It is expected that each factor of 2
increase in resolution should increase the computational ex-
pense by 16×, since there are 8× more resolution elements
and the Courant condition should reduce the timestep by
half. Both codes exhibit a scaling behaviour that is close to
this. For Phantom, the particles are spread over ∼ 6, 7,
and 8 individual timestep bins for the 1283, 2563, and 5123
resolution calculations, respectively. Approximately 35% of
the computational expense in the Phantom calculations is
spent on neighbour finding. The driving routine adds negli-
gible computational expense (∼ 2% of overall cpu-hours).
Flash uses distributed memory parallelisation via MPI
(message passing interface), with the 1283, 2563, and 5123
resolution calculations performed on 8, 64, and 512 cores,
respectively. At the time these calculations were performed,
the MPI implementation in Phantom was not finalised, so
the Phantom calculations used shared memory paralleli-
sation via OpenMP, using 40 cores on a single node for all
calculations. The Flash calculations required 11, 25, and 80
wall clock hours, respectively, representing modest increases
with resolution even though the cpu-hour cost increased by
20–25× for each factor two increase in resolution. The 1283
resolution Phantom calculation required 68 wall clock hours
to be run to completion, but 1060 wall clock hours (∼ 6
weeks) for the 2563 calculation. The difference in wall clock
times between the two codes results from the differing paral-
lelisation methods, since Phantom, unlike Flash, could not
use additional cores for the higher resolution calculations in
order to reduce the wall clock time. Overall, we find that,
at comparable resolution, the Phantom calculations take
roughly 30× more cpu-hours than the Flash calculations,
and that, as in PF10, the 2563 Phantom calculation takes
2 http://flash.uchicago.edu/site/flashcode
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approximately an equivalent amount of computational time
as the 5123 Flash calculation.
2.7 Analysis methods
2.7.1 Power spectra
Power spectra are calculated using the same analysis tool
for both codes to ensure that results are comparable. The
Flash data is directly analysed with this tool, while the
power spectrum of Phantom data is obtained by interpo-
lating the particles to a grid of double the particle resolution
(i.e., 2563 particles are interpolated to 5123 grid points). A
higher resolution grid is chosen in order to represent the en-
ergy contained in the highest density structures, which are
up to 4–8× higher than the initial resolution. Appendix A
investigates the effect of the resolution of the interpolated
grid, in addition to the difference between mass and volume
weighted interpolation. We found that the magnetic field
was satisfactorily represented by a grid which has twice the
resolution of the particle calculation.
2.7.2 Probability distribution functions
Computing a volume-weighted PDF from grid methods in-
volves binning the cells according to the value of the quan-
tity and normalizing such that the integral under the PDF
is unity. For SPH this is more complicated since the res-
olution is tied to the mass rather than the volume. PF10
computed the PDF directly from the SPH particles by
weighting the contribution of each particle, i, by the vol-
ume element mi/ρi. Price, Federrath & Brunt (2011) later
found that this was inaccurate at high Mach number be-
cause
∑
imi/ρi has no requirement that it equals the total
volume. Instead, one should interpolate to a fixed volume
using the SPH kernel W , since mi/ρi is only meaningful
when multiplied by the kernel (since SPH is derived assum-
ing
∑
imi/ρiW (r − ri, h) = 1). However, interpolation to
a fixed grid (e.g. Kitsionas et al. 2009) is also problematic
since the resolution in our simulations is 4–8× higher in the
densest regions compared to a fixed grid with the same num-
ber of resolution elements. Hence, sampling the high density
tail of the SPH calculation would require a commensurably
high resolution grid. We follow Price et al. (2011) in using an
adaptive mesh to compute the PDF from the SPH particles,
where the mesh is refined until the cell size is smaller than
the smoothing length. The SPH PDF is then computed and
normalised directly from this adaptive mesh.
3 RESULTS
We focus of the analysis of our calculations on effects pro-
duced by the small-scale dynamo. Since this comparison uses
the same codes, initial conditions, and turbulent driving rou-
tine as the hydrodynamic turbulence comparison of PF10,
analyses performed by PF10 have only been repeated where
the addition of magnetic fields would be expected to alter
the result (i.e., for the density PDF).
We analyse the three phases of small-scale dynamo am-
plification throughout this section: i) the steady, exponential
growth of magnetic energy, ii) the slow linear or quadratic
1283 2563 5123
Flash
Phantom
1283 2563 5123
Flash
Phantom
Figure 1. Slices of ρ (top) and |B| (bottom) in the z = 0.5 mid-
plane at t/tc = 1 during the initial formation of the turbulence.
The results from Flash (top row) and Phantom (bottom row)
are shown for resolutions of 1283, 2563, and 5123 (left to right).
As the resolution is increased, the shock lines become more well
defined. The regions with highest magnetic field strength are in
the dense shocks.
growth of magnetic energy once the magnetic field is sat-
urated on the smallest scales, and iii) the fully saturated
phase of magnetic energy. Since we assume ideal MHD, the
numerical dissipation varies with resolution thus the kinetic
and magnetic Reynolds numbers are not constant. This af-
fects the growth rate and saturation level of magnetic energy,
which enable us to contrast the scaling behaviour of the two
methods.
3.1 Formation of the turbulence; t/tc . 2
The simulations begin with a brief transitory phase while
the turbulence is formed by the driving routine. Fig. 1 shows
slices of ρ and |B| at z = 0.5 for t/tc = 1, shortly after large
shocks have been formed by the driving routine and started
MNRAS 000, 1–17 (2016)
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Figure 2. Growth and saturation of the magnetic energy for
Flash and Phantom at resolutions of 1283, 2563, and 5123 grid
points and particles. The steady, exponential growth of magnetic
energy by the small-scale dynamo can be clearly seen in all calcu-
lations, along with the slow turnover of magnetic energy growth
as the dynamo begins to saturate the magnetic energy and it en-
ters the linear or quadratic growth phase. Both codes saturate
the magnetic energy at similar levels. Flash has similar mag-
netic energy growth rates across the resolutions simulated, while
Phantom exhibits faster growth rates with increasing resolution.
This resolution dependence is a consequence of the artificial dis-
sipation terms used for shock capturing. The top lines are the
kinetic energy for the six calculations, kept at a steady level by
the turbulent driving routine.
to interact. The magnetic field is strongest in regions where
the density is highest due to compression of the magnetic
field in the shocks. Conversely, the low density regions ex-
hibit relatively weaker magnetic fields.
Approximately half a crossing time is required for the
kinetic energy to saturate (see Fig. 2), since the large-scale
shocks contain the bulk of the kinetic energy, though it takes
another turbulent crossing time before the turbulence is fully
developed at smaller spatial scales. The magnetic energy is
amplified by two orders of magnitude during the transient
phase while the turbulence is developing (Fig. 2). This oc-
curs in two steps. First, for t/tc . 1, a sharp rise in mag-
netic energy is caused by the formation of large-scale shocks
(Fig. 1). Second, from t/tc ≈ 1–2, the magnetic energy in-
creases exponentially during the generation of small-scale
structure in the density and magnetic fields caused by the
interaction of the shocks, but at a rate higher by a factor
of 2–3 than the measured rate in the exponential growth
phase (Section 3.3). Once the turbulence is fully developed
on all spatial scales, the magnetic field enters the steady,
exponential growth phase of the small-scale dynamo.
The initial transient growth of the magnetic field is reso-
lution dependent, with higher resolutions resulting in higher
magnetic energy by the time the turbulence is fully devel-
oped. For example, the magnetic energy in the 5123 Phan-
tom calculation is increased by an additional 3–4 orders
of magnitude compared to the other calculations. We have
investigated whether this growth is merely a numerical arte-
fact of the timestepping by re-doing the initial phase with
a reduction in the Courant factor, and also by using global
Table 2. The growth rate (Γ) of magnetic energy during the
exponential growth phase, defined ∝ exp(Γt/tc), and the time-
averaged saturation values of kinetic and magnetic energy.
Calculation Γ 〈Ek〉sat 〈Em〉sat
Flash 1283 0.69 51.11 ± 5.51 1.20 ± 0.31
Flash 2563 0.75 51.19 ± 4.81 1.46 ± 0.20
Flash 5123 0.74 52.17 ± 5.15 2.36 ± 1.02
Phantom 1283 0.47 50.30 ± 4.80 1.52 ± 0.48
Phantom 2563 0.78 51.17 ± 5.34 2.31 ± 0.47
Phantom 5123 1.63 51.79 ± 3.94 2.98 ± 0.35
timesteps instead of individual timesteps. These did not al-
ter our results. Additionally, we checked if this growth is
driven by spurious generation of divergence of the magnetic
field by both turning off the hyperbolic divergence cleaning
(no divergence control), and conversely by increasing the hy-
perbolic cleaning wave speed by a factor of 10 (matching the
rms velocity; see the over-cleaning method in Tricco 2015).
These showed the same fast transient magnetic field growth,
so this is not caused by unphysical magnetic field growth in
the form of high∇·B. Hence, the growth of magnetic energy
in the Phantom simulations appears to be physical, orig-
inating from the explicitly added dissipation terms rather
than occurring due to numerical error or instability.
3.2 Column integrated density and magnetic field
strength
Fig. 3 shows a time sequence of column density and col-
umn integrated |B| from t/tc = 2–8, comparing Flash (top
figure) and Phantom (bottom figure) calculations at 2563
since the growth rates are similar at this resolution (c.f.
Fig. 2 and Table 2). Both codes show similar patterns in
column density and magnetic field for the first few crossing
times (left two columns), but eventually the patterns diverge
due to the chaotic, non-deterministic nature of turbulence
(right two columns) This was also found in PF10.
There exists a definite correlation between the high den-
sity regions with the regions of strongest magnetic field when
compared at a fixed time for each code individually. This is
caused in part due to the compression of the gas, as sim-
ilarly evidenced during the initial formation of the turbu-
lence (Section 3.1). Despite the high density regions having
the highest magnetic field strength, the mean magnetic field
strength throughout the domain can be seen to be increas-
ing with time, a signature of the small-scale dynamo. This
is quantitatively examined in Section 3.6 by computing the
power spectrum of the magnetic energy.
3.3 Exponential growth rate of magnetic energy
The evolution of the magnetic energy as a function of time is
shown in Fig. 2 for the calculations from both Phantom and
Flash using 1283, 2563 and 5123 resolution elements (see
legend). To compare the exponential growth rate of mag-
netic energy between the calculations, the magnetic energy
in Fig. 2 during the exponential growth phase, defined be-
tween t/tc = 3 and the onset of the slow growth phase, was
fitted to Em ∝ exp(Γt/tc) where Γ is the growth rate. The
growth rates are given in Table 2. The Flash results all have
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Figure 3. z-column integrated ρ and |B|, defined < B >= ∫ |B|dz/ ∫ dz, for Flash (top) and Phantom (bottom) at resolutions of
2563 for t/tc = 2, 4, 6, 8. The density field has similar structure in both codes at early times, but diverge at late times due to the non-
determinstic behaviour of the turbulence. The magnetic field is strongest in the densest regions, while the mean magnetic field strength
throughout the domain increases with time.
similar growth rates. In contrast, the Phantom results have
growth rates that increase with resolution by nearly a factor
of two for each doubling of resolution.
Analytic studies of the exponential growth rate of the
small-scale dynamo have shown that for Pm 1, the growth
rate scales with Rm1/2, while for Pm  1, it scales with
Re1/2 (Schober et al. 2012a; Bovino et al. 2013). Theoretical
predictions of the growth rate for Pm ∼ 1, which is the
Prandtl number regime for numerical codes in the absence of
explicit dissipation terms, are more uncertain. The growth
rate in the transition region between 0.1 < Pm < 10 was
probed by Federrath et al. (2014) using Flash simulations
with explicit viscous and resistive dissipation. They found
that the magnetic energy growth rate for Pm . 1 exhibited
a steep dependence on Pm and only agreed qualitatively
with the analytical expectations of Schober et al. (2012a)
and Bovino et al. (2013). Conversely, the growth rate for
Pm & 1 quantitatively agreed with analytical expectations,
with, by comparison, relatively little variation with respect
to Pm.
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Figure 4. A 1283 Phantom calculation where the artificial vis-
cosity and resistivity parameters are systematically increased (no
switches are used). With increasing dissipation, the growth rate
decreases, producing the same behaviour consistent with changes
in resolution.
Federrath et al. (2011) measured the effective Prandtl
number in Flash through comparison with calculations with
physical dissipation terms, finding that Pm ∼ 2. This is in
agreement with similar experiments by Lesaffre & Balbus
(2007). For Phantom, the effective Prandtl number can be
estimated analytically from the artificial dissipation terms,
for which we find that Pm ∼ 1 for these calculations (see
Appendix B for further discussion). Though the theory for
the growth rate around Pm ∼ 1 is still uncertain, our results
appear to be in agreement with those of Federrath et al.
(2014).
To further understand the dependence of the growth
rate on resolution for Phantom, a series of calculations were
performed where the dimensionless parameters α and αB
in the artificial viscosity and resistivity terms were fixed to
different values. We found that the growth rate depended on
the amount of artificial dissipation applied, and produced an
effect equivalent to changing the resolution (Fig. 4). Since
the dissipation in Phantom is proportional to resolution, we
conclude that the growth rates obtained in our comparison
are consistent with the expected resolution scaling of the
artificial dissipation terms. We comment that using αB = 8
for a resolution of 1283 particles would produce a magnetic
Reynolds number of Rm ∼ 160 (c.f. Appendix B), below
estimates of the critical magnetic Reynolds number needed
to support dynamo amplification (Schober et al. 2012a).
3.4 Magnetic energy saturation level
The mean magnetic energy of the saturated magnetic field
is approximately 2–4% of the mean kinetic energy for all
calculations (Table 2). This is consistent with theoretical
predictions (Schober et al. 2015) and prior numerical stud-
ies (Federrath et al. 2011, 2014) of the small-scale dynamo in
compressible, high Mach number turbulence. We note that
incompressible turbulence has a higher saturation value, ap-
proaching 10–40% of the kinetic energy (Brandenburg et al.
1996; Haugen et al. 2004; Cho et al. 2009).
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Flash 5123
Phantom 1283
Phantom 2563
Phantom 5123
Figure 5. Time evolution of the rms Alfve´n speed and Alfve´nic
Mach number. For all calculations, the time averaged rms Alfve´n
speed in the saturation phase is vA ∼ 2cs. The rms Alfve´nic
Mach number is MA ∼ 20, as calculated per cell or particle. This
noticeably differs from the rms velocity divided by the rms Alfve´n
speed (∼ 5).
The mean magnetic energy exhibits a trend of increas-
ing with resolution, with the 5123 calculations twice as high
as the corresponding calculations at 1283 (for both Flash
and Phantom), though remains within the standard devi-
ation. We note that the 5123 Phantom calculation is aver-
aged over a shorter time (20tc compared to 50–70tc), which is
reflected by its smaller standard deviation. The 5123 Flash
calculation shows a long-term variation, with a 50% increase
in mean energy above 80tc. This is reflected in the wider
standard deviation in this calculation (∼ 1.0 compared to
0.2–0.3 in the 1283 and 2563 calculations). Overall, while
the statistical ranges of mean energy overlap between resolu-
tions, it appears that Phantom yields higher mean magnetic
energy during the saturation phase than Flash at compa-
rable resolution.
A set of Phantom calculations were performed keep-
ing the same artificial viscosity parameters but turning off
the Tricco & Price (2013) switch for artificial resistivity (i.e.
using a constant artificial resistivity parameter, αB = 1),
thereby increasing the amount of resistive dissipation and
lowering the magnetic Reynolds number. This reduced the
mean magnetic energy in the saturation phase at all three
resolutions (1283: 1.52 to 1.01, 2563: 2.31 to 1.32, 5123: 2.98
to 1.57). Considering that the Prandtl number in Flash
should be nearly constant with varying resolution (Ap-
pendix B), this suggests that the magnetic Reynolds number
determines the saturation level of the magnetic field.
3.5 Alfve´nic Mach number
Fig. 5 shows the time evolution of the rms Alfve´n speed, vA,
and rms Alfve´nic Mach number,MA for all six calculations.
The initial rms Alfve´nic Mach number is MA ∼ 106, which
decreases as the dynamo amplifies the magnetic energy and
the rms Alfve´n speed throughout the domain increases. In
the saturation phase, the rms Alfve´n speed is approximately
twice the sound speed (vA ∼ 2cs) and the rms Alfve´nic Mach
MNRAS 000, 1–17 (2016)
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Figure 6. Spectra of the magnetic energy during the growth
phase for Flash (left) and Phantom (right) for resolutions of
1283, 2563, and 5123 (top to bottom). Each spectral line is sam-
pled at intervals of 5t/tc up to t/tc = 50, except for the 5123
Phantom run which is sampled every t/tc (from t/tc = 2–12).
The magnetic field grows equally at all spatial scales for all calcu-
lations. The saturation of the magnetic energy occurs first at the
smallest scales, with a time delay before the larger scales saturate.
number isMA ∼ 20. In other words, the turbulence remains
super-Alfve´nic even once the magnetic field has reached sat-
uration. The Aflve´nic Mach number in Fig. 5 is calculated
by taking the rms of the local MA as calculated per grid
cell or particle. This differs by a factor of four to that cal-
culated by dividing the rms velocity (10) by the rms vA (2),
yielding ∼ 5, suggesting a correlation between the velocity
and magnetic field.
3.6 Magnetic energy power spectra
That the total magnetic field is growing in strength — and
not just in isolated regions — may be quantified by exam-
ining the power spectra of the magnetic energy, P(B). The
magnetic energy spectra during the growth phase for the six
calculations is presented in Fig. 6. The magnetic energy can
be seen to grow uniformly at all spatial scales in all six calcu-
lations (indicated by the translation of the power spectrum
along the y-axis in the plots with minimal change in the
shape), behaviour consistent with the small-scale dynamo
(Maron et al. 2004; Schekochihin et al. 2004c; Brandenburg
& Subramanian 2005; Cho et al. 2009; Bhat & Subramanian
2013; Federrath et al. 2014).
All of the spectra have the same general shape, with a
decrease in spectral energy at and above the driving scale
(k ≤ 3) and a more-or-less flat spectrum (P(B) ≈ constant)
between 3 < k < 10 for the 1283 calculations, extending
to k ∼ 20 and k ∼ 40 for the 2563 and 5123 calculations.
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Figure 7. Spectra of the magnetic energy at the k = 5, 40, and
100 bands as a function of time for the 2563 resolution calcu-
lations of Flash (black lines) and Phantom (red dashed lines).
The growth rate at these different wave numbers is nearly iden-
tical. The saturation level is the same between the two codes for
k = 40,100, with Phantom containing ∼ 2 times as much energy
in the large-scale k = 5 band.
The dissipation range in the Phantom results extends fur-
ther to smaller scales than the Flash results for a particular
resolution. The maximum in the magnetic energy spectrum
in both codes occurs at high wavenumbers, as expected for
small-scale dynamos (Cho & Vishniac 2000; Brandenburg
et al. 2012), occurring around the high k end of the ‘rela-
tively’ flat region of the spectra.
Fig. 6 shows that the magnetic energy saturates first at
small scales. This is characteristic of the small-scale dynamo
since this is where magnetic energy is being injected (Cho
et al. 2009). It is expected that the magnetic energy will
grow linearly at this stage, though for Burgers turbulence,
which is closer to the regime our simulations are in, it is
expected that the magnetic energy growth will be closer to
quadratic (Schleicher et al. 2013). This slow growth phase
lasts until the reverse cascade of magnetic energy saturates
all spatial scales. This turnover in magnetic energy growth
may be clearly seen in the 1283 and 5123 Phantom growth
curves in Fig. 2.
Fig. 7 shows a cross section of the power spectrum evo-
lution at k = 5, 40, and 100 for the 2563 calculations. These
scales were chosen to represent large, medium, and small-
scale structure. This shows that the magnetic field grows in
the same manner at all scales in both codes. It is also ev-
ident that the magnetic field enters the slow growth phase
first at high wavenumbers.
Fig. 8 shows the time-averaged spectra of the magnetic
energy from all six calculations in the saturation phase,
with the shaded regions showing one standard deviation of
the time-average. In each case 50 spectra have been aver-
aged over a minimum of 50tc, with the exception of the
5123 Phantom calculation which has been averaged over
20tc. The spectra of Flash and Phantom are similar in
shape, except that the Phantom calculations contain ap-
proximately twice as much magnetic energy in large-scale
structure (k < 10). This is consistent with the higher mean
magnetic energy in the Phantom calculations in Table 2,
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Figure 8. Time averaged spectra of the magnetic energy in the
saturation phase for Flash (solid lines) and Phantom (dashed
lines) at resolutions of 1283 (blue), 2563 (red), and 5123 (black).
Shaded regions represent the standard deviation. The Phantom
calculations systematically contain more magnetic energy (ap-
proximately 2×) in large-scale structure (k < 10) compared to
Flash, and have an extended tail at high k due to the adaptive
resolution.
indicating that this energy is stored in the largest scales of
the field.
The peak of the magnetic energy spectra for both codes
is at k ∼ 3–4, occurring just above the driving scale. As the
resolution is increased, both codes extend the spectra further
toward small scales. The Flash power spectra drop sharply
at the Nyquist frequency, while the Phantom power spectra
reach higher wavenumbers than Flash for the same number
of resolution elements. While, in SPH, the smoothing kernel
will distribute power to higher wavenumbers, the Phantom
calculations have adaptive resolution that reach 4–8× that
of the Flash calculation in the densest regions. For that
reason, the Phantom power spectra have been analysed on
a grid that is twice the resolution of the Flash grid (see
Appendix A for why this grid resolution was chosen), and it
is expected that these power spectra correspond to resolved
structures.
Fig. 9 compares the magnetic spectra to the kinetic en-
ergy spectra. It is characteristic for the small-scale dynamo
for the peak in the magnetic energy spectrum to be at a
wavenumber just above the peak in the kinetic energy spec-
trum (Cho & Vishniac 2000; Brandenburg et al. 2012). This
is clearly seen in Fig. 9. The sharp peak at k = 2 in the
kinetic energy spectra is due to the driving force, and for all
resolutions the peak of the magnetic energy spectra occurs
just above this scale (k ∼ 3–4).
The magnetic energy is lower than the kinetic energy at
all wave numbers. Brandenburg et al. (1996); Schekochihin
et al. (2004c); Maron et al. (2004); Haugen et al. (2004);
Cho et al. (2009) found that the magnetic energy spectrum
overtook the velocity spectrum, P(v), at high k in incom-
pressible and subsonic calculations. We similarly found that
the magnetic energy spectra of our calculations exceeded the
velocity spectra at high k (without taking into account the
density field), but since we are dealing with compressible,
supersonic turbulence, we instead investigate the kinetic en-
ergy spectrum, i.e., P(ρ1/2v). In this case, the magnetic en-
ergy spectrum is below the kinetic energy spectrum at all
wavenumbers for both Flash and Phantom.
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Figure 9. Time averaged kinetic (ρ1/2v) and magnetic (B) en-
ergy spectra in the saturated phase for Flash (black lines) and
Phantom (red lines). As the resolution is increased, the kinetic
and magnetic energy spectra extend to higher wavenumbers, with
the magnetic energy lower than kinetic energy at all wavenum-
bers.
3.7 PDFs of B2
Fig. 10 shows the time evolution of the probability distri-
bution function (PDF) of B2 for the 2563 calculations. The
instantaneous PDFs are shown from t/tc = 4–28 at intervals
of ∆t = 4tc, with the time-averaged PDF during the satu-
ration phase given by the red line with the shaded region
representing the standard deviation of the time-averaging.
The shape of the PDFs remain mostly log-normal during
the growth phase. As the dynamo amplifies the magnetic
field, the PDFs maintain their width and shape, with the
peak simply translating to higher magnetic field strengths.
In other words, the distribution of magnetic fields does not
broaden over time, but all magnetic field strengths are in-
creased uniformly such that the PDFs maintain their shape
and width while the mean increases (Schekochihin et al.
2004b,c).
The PDFs become distorted during the slow growth
phase as the magnetic field approaches saturation. Once the
dynamo enters the slow growth regime, it is no longer able
to amplify the strongest magnetic fields due to the back-
reaction of the Lorentz force. Thus, the high-end tail of the
distribution anchors in place, leading to a ‘squeezed’ dis-
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Figure 10. PDF of log(B2) during the growth phase, with the red line time averaged during the saturation phase. The top panel shows
the Flash calculation, with the bottom panel the Phantom calculation. The PDF has a log-normal distribution during the growth phase,
maintaining its width while the peak smoothly translates to higher magnetic field strengths. As the strongest magnetic fields saturate,
the PDFs become lop-sided. Both PDFs in the saturation phase have similar peaks and high-end tails, with Flash exhibiting a slightly
extended low-end tail.
tribution as the magnetic fields in the peak and low-end
tail continue to increase (Schekochihin et al. 2004b,c). This
produces a lop-sided distribution and both codes show this
behaviour as the magnetic field saturates. This may also be
seen in Fig. 11 which shows the PDF of B2 on a linear scale.
In the saturation phase, the distributions peak at simi-
lar magnetic field strengths, agreeing to within 10% on the
maximum of the peak. They have similar ranges on the high-
end tail of the distribution, and the maximum magnetic field
achievable agrees to within 10%. The low-end tail extends
further for Flash, and has a larger standard deviation. From
the linearly scaled plots of Fig. 11, it is seen that the proba-
bility of being at the mean magnetic field strength increases
by ∼ 20% once the magnetic field has saturated, correspond-
ing to a reduced variance in the distribution of magnetic field
strengths. This occurs due to the saturation of the strongest
magnetic fields (Schekochihin et al. 2004b,c).
Fig. 10 additionally shows that Flash is able to sam-
ple lower magnetic field strengths compared to Phantom,
which was similarly noted by PF10 in the density PDFs and
was attributed to the better weighting of resolution elements
towards low density regions in the grid code. The extended
low-end tail of the PDFs of B2 for the grid code is consis-
tent with this, since the low density regions are expected to
contain weaker magnetic fields.
3.8 Density PDFs
For supersonic turbulence, the PDF of s ≡ ln(ρ/ρ0) follows
a log-normal distribution (e.g., Vazquez-Semadeni 1994;
Padoan et al. 1997; Passot & Va´zquez-Semadeni 1998; Nord-
lund & Padoan 1999; Klessen 2000; Lemaster & Stone 2008;
Federrath et al. 2008, 2010; Price & Federrath 2010; Krit-
suk et al. 2011a; Federrath & Klessen 2013). For the motiva-
tion behind this choice of variable, s, see Vazquez-Semadeni
(1994) and Federrath et al. (2008). This log-normal distri-
bution is a consequence of the density at a location being
perturbed randomly and independently over time, which
according to the central limit theorem, will converge to a
log-normal distribution (Papoulis 1984; Vazquez-Semadeni
1994). Other processes may affect the shape of the PDF.
Higher Mach numbers broaden the width of the distribution
(Kowal et al. 2007; Lemaster & Stone 2008; Federrath et al.
2010; Price et al. 2011; Konstandin et al. 2012), self-gravity
has been demonstrated to add power-law tails at high densi-
ties (Klessen 2000; Li et al. 2003; Kritsuk et al. 2011a; Feder-
rath & Klessen 2013; Girichidis et al. 2014), non-isothermal
equations of state can introduce power-law tails at high and
low densities (Passot & Va´zquez-Semadeni 1998; Li et al.
2003; Federrath & Banerjee 2015; Nolan et al. 2015), differ-
ent forcing mechanisms (compressive vs solenoidal) influence
the shape of the distribution (Federrath et al. 2008, 2010;
Federrath 2013), and, relevant for the current discussion,
magnetic fields can narrow the width of the distribution by
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Figure 11. PDF of log(B2) during the growth phase, with the red
line time averaged during the saturation phase. This is equivalent
to Fig. 10 but on a linearly scaled plot. In the saturation phase,
the distribution is skewed with smaller deviation of magnetic field
strengths.
effectively decreasing the compressibility of the gas (Padoan
& Nordlund 2011; Collins et al. 2012; Molina et al. 2012;
Federrath & Klessen 2013).
PF10 compared the PDF of s for hydrodynamic turbu-
lence, finding that SPH yielded a log-normal distribution as
expected. There were differences when compared to PDFs
obtained with grid-based methods. In particular, the density
PDF obtained with SPH extended further to higher densi-
ties, but conversely had a shorter low-end tail. This was a
consequence of the resolution in SPH being adaptive in den-
sity, that is, high density regions have more resolution. Now
we consider how the addition of magnetic fields may affect
the density PDF in SPMHD.
Fig. 12 compares the PDFs of the density contrast, s,
during the growth phase, while the magnetic field is dy-
namically weak, to the saturation phase when the magnetic
field is at its strongest. The PDFs in the growth phase were
time-averaged during the first half of the growth phase while
Em < 10
−4 (excluding the initial transient growth). This al-
lows for statistical averaging over a number of crossing times
while the magnetic field is still dynamically weak. The PDFs
in the saturation phase were averaged over at least 50tc, ex-
cept the 5123 Phantom calculation averaged over 20tc. The
standard deviation from the time averaging is shown for the
highest resolution calculations by the shaded regions (black
for Flash, red for Phantom).
Both codes show PDFs close to a log-normal distribu-
tion in both the growth and saturation phases. Flash can be
seen to sample a lower range of densities, while Phantom
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Figure 12. Time averaged density PDFs during the growth phase
(top panel, for t/tc = 2–10) and during the saturation phase (bot-
tom panel, for t/tc = 30–100, only t ≥ 50 for the 1283 Phantom
calculation). The peaks and high end tail of the PDF are similar
for both cases, but the low density tail is less extended when the
magnetic field has reached saturation.
samples a higher range. This behaviour is similar to that
found by PF10, and occurs because Phantom uses adap-
tive resolution based on the density. In the saturation phase,
the extra support from magnetic pressure reduces the low-
end tail of the distribution, making it more log-normally
distributed, consistent with previous findings (Kowal et al.
2007; Lemaster & Stone 2008; Price et al. 2011; Molina et al.
2012; Federrath & Klessen 2013). The peak and high-end
tail of the distribution remain quite similar during both the
growth and saturation phases. Fig. 13 shows the PDFs of s
on a linear scale. As before, the extended low-end tail for
Flash is visible, but from this it is also clear that the mean
of the distribution is higher for Phantom, meaning that
the distribution is slightly narrower. This was also noted by
PF10.
4 CONCLUSION
We have performed a comparison of particle-based SPMHD
methods using the Phantom code with results from the
grid-based code Flash on the small-scale dynamo amplifi-
cation of magnetic fields. The calculations used supersonic
turbulence driven at rms velocity Mach 10 in an isother-
mal fluid contained in a periodic box. The initial magnetic
field was uniform and had an energy 12 orders of magnitude
smaller than the mean kinetic energy of the turbulence. The
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Figure 13. Time averaged density PDFs during the growth phase
(top panel, for t/tc = 2–20) and during the saturation phase
(bottom panel, for t/tc = 30–100, only t/tc ≥ 50 for the 1283
Phantom calculation). This is equivalent to Fig. 12 but on a
linearly scaled plot. The peaks and high end tail of the PDF are
similar for both cases, but the low density tail is less extended
when the magnetic field has reached saturation.
small-scale dynamo amplification of the magnetic field was
followed for 10 orders of magnitude in energy.
The three phases of small-scale dynamo amplification
were modeled: exponential growth phase, slow linear or
quadratic growth phase as the magnetic field started to sat-
urate, and the fully saturated phase of the magnetic field.
We considered the exponential growth rate of magnetic en-
ergy, saturation level of the magnetic energy, the power spec-
trum of magnetic, and the PDFs of the magnetic and density
fields.
Our main conclusion is that SPMHD can successfully
reproduce the exponential growth and saturation of an ini-
tially weak magnetic field via the small-scale dynamo in
magnetised, supersonic turbulence. Our simulation results
are summarised as follows:
• Both methods exhibited similar qualitative behaviour.
The initially weak magnetic field was exponentially ampli-
fied at a steady rate over a period of tens of turbulent cross-
ing times, with a slow turnover in magnetic energy corre-
sponding to the slow growth phase. The regions of strongest
magnetic field correlated with the high density regions in the
results obtained from both methods. The magnetic energy
was amplified by 10 orders of magnitude, saturating when it
was 2–4% of the kinetic energy.
• The growth rate of magnetic energy in the Flash calcu-
lations varied only slightly with resolution (5–10%), whereas
the Phantom calculations nearly doubled the growth rate
with each factor of two increase in resolution. This was found
to be consistent with the resolution scaling of the artificial
viscosity and artificial resistivity used to capture shocks and
discontinuities in the magnetic field, as these set the level of
numerical dissipation, and subsequently, the growth rate.
• Phantom is more computationally expensive than
Flash, with the Phantom calculations taking approxi-
mately 30× more cpu-hours than the Flash calculations
at comparable resolution. The 2563 Phantom calculation
required as many cpu-hours as the 5123 Flash calculation,
consistent with the purely hydrodynamic results of PF10,
meaning that adding MHD to SPH adds negligible compu-
tational expense.
• In both sets of calculations, the magnetic energy spec-
trum grew uniformly at all spatial scales during the exponen-
tial growth phase. The spectra saturated first at the smallest
scale, corresponding to the scale at which energy is injected
into the magnetic field, after which there was a phase of slow
growth as the magnetic energy spectra slowly saturated at
larger scales. This behaviour is consistent with the small-
scale dynamo. The magnetic energy spectra in the satura-
tion phase are relatively flat on large scales, peaking around
k ∼ 3–5. The magnetic energy spectra of Phantom in the
saturation phase contain twice as much magnetic energy at
large scales compared to the spectra from Flash, reflected
by the higher mean magnetic energy.
• The distribution of magnetic field strengths had similar
behaviour in both sets of calculations, both during the ex-
ponential growth and saturation phases. During the growth
phase, both codes produced a log-normal PDF of B2 which
maintained its width and shape over time, but with the peak
increasing to higher field strengths. As the magnetic field
approached saturation, the PDF of B2 deviated from a log-
normal distribution. The high-end tail remained fixed during
the slow growth phase, but the peak and low-end tail contin-
ued increasing leading to a lop-sided distribution. Both the
Phantom and Flash results evidenced this behaviour, and
agreed on the maximum magnetic field strength and most
probable magnetic field strength to within 10% each. Flash
had an extended low-end tail, resulting from SPMHD being
adaptive in resolution with density.
• The density PDF was examined during the growth
phase before the magnetic field became dynamically impor-
tant, and during the saturation phase when the magnetic
field was strongest. Both codes yielded density PDFs which
were log-normal, with possible suggestions that the low-end
tail of the distribution was reduced in the saturation phase.
The density PDFs of Phantom extended further to high
densities, whereas the density PDFs of Flash extended fur-
ther to low densities. This is a consequence of the density
adaptive resolution of SPH.
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APPENDIX A: INTERPOLATING PARTICLE
DATA TO A GRID
The power spectra of kinetic and magnetic energy of the
Phantom calculations are computed by interpolating the
particle data to a grid using an SPH kernel weighted sum-
mation over neighbouring particles. We have investigated
whether using mass weighted or volume weighted interpola-
tion changes the results. Furthermore, we have tested grids
of varying resolution to find the optimal grid resolution to
properly represent the magnetic field.
The volume weighted interpolation of a quantity A (in
this case, the magnetic field B) may be computed according
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Figure A1. Time averaged kinetic (ρ1/2v) and magnetic (B)
energy spectra of the 2563 particle Phantom calculation interpo-
lated to a 5123 grid using mass weighted and volume weighted
interpolation. Both approaches yield the same result.
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Figure A2. Conversion of a 1283 particle Phantom snapshot to
grids of resolutions from 1283 to 10243 grid points. Each resolu-
tion agrees well on the large-scale structure, but captures more
of the small-scale structure as the resolution is increased. We find
that the 2563 resolution grid sufficiently captures the total mag-
netic energy, therefore we choose grids with double the number
of grid points as particles for our analysis.
to
B(r) =
∑
b
mb
ρb
BbW (|r − rb|, hb)∑
c
mc
ρc
W (|r − rc|, hc)
. (A1)
The denominator is the normalization condition. A mass
weighted interpolation may be computed as
B(r) =
∑
bmbBbW (|r − rb|, hb)∑
cmcW (|r − rc|, hc)
. (A2)
Fig. A1 shows the kinetic and magnetic energy spectra
for the 2563 Phantom calculation computed from a 5123
grid using volume weighted and mass weighted interpola-
tions, respectively. The spectra between the two interpo-
lation methods are nearly indistinguishable, differing from
each other by less than 1% at all k and deviating only near
the resolution scale. We conclude that either approach is ac-
ceptable, and in this work we have used the mass weighted
interpolation.
The smoothing length in our calculations can decrease
by up to 8× in the highest density regions, therefore we
MNRAS 000, 1–17 (2016)
16 Tricco, Price & Federrath
have tested the effect of different grid resolutions on the
magnetic spectra. Fig. A2 shows magnetic energy spectra
from a 1283 particle Phantom calculation interpolated to
grids with resolutions of 1283 to 10243. Our results show
that the large-scale structure (k < 50) is nearly identical at
all grid resolutions, with the spectra differing on the order of
0.1% at each k-band. The only difference is that the spectra
extend to higher k as the resolution is increased. We find
that the magnetic energy contained on the 1283 grid differs
by 1% of the energy contained on the particles, while the
2563 grid resolution differs by only 0.1%. Higher resolutions
only minimally change the energy content of the magnetic
field. Our conclusion is that a grid with double the resolution
of the Phantom calculation is sufficient for computing the
magnetic energy spectrum accurately.
APPENDIX B: EFFECTIVE MAGNETIC
PRANDTL NUMBERS IN GRID AND
PARTICLE METHODS
B1 Prandtl numbers in Eulerian schemes
The primary source of numerical dissipation in Eulerian
schemes is from the discretisation of advection terms. Con-
sider a simple example of the contents of one grid cell ad-
vecting into an adjacent grid cell. If only a partial amount is
transferred into the adjacent cell, then the contents must be
reconstructed from the flux across the boundary. This ap-
proximation introduces diffusion due to its truncation error
(e.g., Robertson et al. 2010). The diffusion term in the first-
order upwind scheme of Courant et al. (1952), for example,
scales according to ∝ v∆x(1 − |C|), where C = v∆t/∆x is
the Courant number. Higher order methods will change the
scaling of the diffusion, but in all schemes it depends upon
the resolution, time step size, and fluid velocity.
Quantifying the effective numerical dissipation may be
done by comparing simulations against analytic solutions.
Lesaffre & Balbus (2007) compared the analytic solution of
a linear mode of the magneto-rotational instability (MRI)
to shearing box simulations in order to calibrate their ver-
sion of Zeus3D. They varied the size of the time step and
investigated resolutions from 323 to 1283, determining that
the total numerical dissipation (viscous and resistive) scaled
linearly with time and quadratically with resolution. They
found the magnetic Prandtl number to be approximately 2
(though in the context of this comparison, these simulations
are for subsonic flows). In a similar manner, Fromang et al.
(2007) performed simulations of the MRI with and without
physical viscous and resistive dissipation terms. They found
that the results of their ideal MHD simulations (dissipation
is purely numerical) corresponded to Pm ≈ 2, though cau-
tioned that this depends upon the nature of the flow.
The effective Prandtl number for the version of Flash
used in this paper was calibrated by Federrath et al. (2011).
Using simulations of the small-scale dynamo amplification
of a magnetic field, they compared results from ideal MHD
simulations to simulations employing a fixed dissipation (at
varying resolution). They found that Pm ≈ 2 for flows of
Mach numbers 0.4 and 2. Thus, it is expected that the Flash
calculations in our comparison will have a similar Prandtl
number.
B2 Prandtl numbers in SPMHD
In SPMHD, the equations of motion are derived from the dis-
cretised Lagrangian (Price & Monaghan 2004b; Price 2012).
Advection is computed exactly. Hence, the only sources of
numerical dissipation are from the explicit sources of artifi-
cial viscosity and resistivity, which can be used to estimate
the Reynolds and Prandtl numbers.
Artificial viscosity and resistivity in SPMHD are dis-
cretisations of physical dissipation terms, but with diffusion
parameters that depend on resolution. Artymowicz & Lubow
(1994) and Murray (1996) analytically derived the amount
of corresponding physical dissipation from the Monaghan
& Gingold (1983) form of artificial viscosity (see also Mon-
aghan 2005; Lodato & Price 2010). The artificial viscosity
acts as both a shear and bulk viscosity. In these calcula-
tions, we use the Monaghan (1997) form of artificial viscos-
ity, which is similar except for the absence of a factor h/|rab|.
Meru & Bate (2012) calculated the amount of viscosity this
adds in the continuum limit, and have shown that for the
Monaghan (1997) form of viscosity, it is approximately 18%
stronger for the α term. Using this approach, they also de-
rived the coefficients for the βAV term in the signal velocity.
The shear viscosity in our simulations is estimated according
to
νAV =
62
525
αvsigh+
9
35pi
βAV|∇ · v|h2. (B1)
where
vsig =
√
c2s + v
2
A. (B2)
The bulk viscosity will be 5/3× this value (Lodato & Price
2010).
These coefficients are twice the values quoted by Meru
& Bate (2012). Their work is derived in the context of a Ke-
plerian accretion disc, in which they safely assume that half
the particles inside a particle volume are approaching while
the other half are receding. It is standard in SPH to apply ar-
tificial viscosity only to approaching particles. In this paper,
we calculate Reynolds numbers for particles where ∇·v < 0,
and use the full value of the coefficient as it is expected that
inside a shock, nearly all particles will be approaching. In
order to compare Reynolds numbers with Flash, we com-
pute the Reynolds numbers using only the shear viscosity,
but note that the artificial viscosity will introduce a bulk vis-
cosity which would be dynamically relevant for supersonic
flows. Including this term would reduce the estimate of the
Reynolds number and lead to larger Pm values, but it is
not clear how bulk viscosity would affect the small-scale dy-
namo.
The corresponding physical dissipation from the artifi-
cial resistivity can be calculated in a similar manner (Price
2012). Artificial resistivity corresponds to a physical resis-
tivity given by
ηAR ≈ 1
2
αBvsigh. (B3)
We note, as concluded in Tricco & Price (2013), that the
βAV term in the artificial viscosity is not required for arti-
ficial resistivity. It is added to artificial viscosity to prevent
particle interpenetration in high Mach number shocks, and
otherwise leads to unnecessary dissipation if added to arti-
ficial resistivity.
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Figure B1. The kinetic and magnetic Reynolds numbers (left plots) and Prandtl numbers (right plots) for Phantom. The top row
shows the averaged numbers for particles which have ∇·v < 0, while the bottom row is averaged for regions where ρ > 10ρ0. The higher
density regions have approximately double the kinetic and magnetic Reynolds numbers. The drop in Reynolds and Prandtl numbers over
time is due to the fast MHD wave speed increasing in the signal velocity of the artificial dissipation terms. The Prandtl numbers are
about unity, though decrease with resolution.
Since the dissipation terms use the local signal velocity,
and our simulations use switches to dynamically adjust the
values of α and αB for each particle, νAV and ηAR are calcu-
lated per particle. In Fig. B1, we show the average kinetic
Reynolds, magnetic Reynolds, and magnetic Prandtl num-
bers on the particles for our simulations. We find that the
mean Prandtl number in these set of SPMHD calculations
is approximately unity. The Prandtl number decreases with
resolution, a consequence of the quadratic scaling of the βAV
term, which is present in the artificial viscosity but not ar-
tificial resistivity. The Prandtl number also decreases with
time. This results from the signal velocity scaling behaviour,
as the dissipation from the α term increases as the magnetic
field is amplified (vA increasing). The βAV term is unaffected
by this. For high-density regions (ρ > 10), we note that the
Reynolds numbers are increased by approximately a factor
of 2, directly corresponding to the reduction in h.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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