Abstract: Airborne single-photon lidar (SPL) is a new technology that holds considerable potential for forest structure and carbon monitoring at large spatial scales because it acquires 3D measurements of vegetation faster and more efficiently than conventional lidar instruments. However, SPL instruments use green wavelength (532 nm) lasers, which are sensitive to background solar noise, and therefore SPL point clouds require more elaborate noise filtering than other lidar instruments to determine canopy heights, particularly in daytime acquisitions. Histogram-based aggregation is a commonly used approach for removing noise from photon counting lidar data, but it reduces the resolution of the dataset. Here we present an alternate voxel-based spatial filtering method that filters noise points efficiently while largely preserving the spatial integrity of SPL data. We develop and test our algorithms on an experimental SPL dataset acquired over Garrett County in Maryland, USA. We then compare canopy attributes retrieved using our new algorithm with those obtained from the conventional histogram binning approach. Our results show that canopy heights derived using the new algorithm have a strong agreement with field-measured heights (r 2 = 0.69, bias = 0.42 m, RMSE = 4.85 m) and discrete return lidar heights (r 2 = 0.94, bias = 1.07 m, RMSE = 2.42 m). Results are consistently better than height accuracies from the histogram method (field data: r 2 = 0.59, bias = 0.00 m, RMSE = 6.25 m; DRL: r 2 = 0.78, bias = −0.06 m and RMSE = 4.88 m). Furthermore, we find that the spatial-filtering method retains fine-scale canopy structure detail and has lower errors over steep slopes. We therefore believe that automated spatial filtering algorithms such as the one presented here can support large-scale, canopy structure mapping from airborne SPL data.
Introduction
Single photon lidar (SPL) is a new technology for rapid three-dimensional mapping of terrain and forest structure over large areas at high resolution [1] . SPL requires only one detected photon at each ranging measurement, instead of hundreds in the case of conventional sensors [2, 3] . It therefore allows enhanced 3D mapping with greater coverage, spatial resolution, and photon density, and reduced acquisition time. Despite these advantages, SPL data includes more solar background noise than conventional near-infrared lidar instruments because of its use of green wavelength lidar and high photon detecting sensitivity [4] [5] [6] . This complicates the retrieval of terrain and canopy structural information from SPL data. Algorithms for efficiently handling noise in photon counting data are only beginning to be developed [7] [8] [9] . Existing methods largely rely on detecting maximum canopy height through histogram-based filtering algorithms [4, 8, 10, 11] . This is achieved by aggregating point clouds into pseudo-waveforms at coarse spatial and vertical resolutions. Traditional waveform processing algorithms are then applied to the waveforms to derive canopy structure metrics including canopy height and cover. Although these methods have proven effective in filtering solar noise [4, 8, 10, 11] , the 3D structural detail in the dataset is reduced. It means that these methods forfeit a key advantage of SPL data over other systems-the ability to provide fine scale topographic and structural details. Applying histogram based filtering methods to SPL data would therefore drastically reduce its usefulness for applications such as high-quality topographic mapping [12] , individual tree-level classification [13] and high resolution carbon monitoring [14, 15] . Furthermore, histogram based filtering methods could potentially have errors over complex terrain because of the mixing between ground/canopy signals and noise points. To overcome these hurdles, we develop a spatial filtering algorithm that filters noise points using a variable 3D pixel (voxel) binning approach while retaining the spatial and vertical fidelity of the dataset.
We first describe data collection and the development of the spatial filtering algorithm. Next, we test it with airborne SPL data collected over Garrett County in Maryland [16] using an experimental High-Resolution Quantum Lidar System (HRQLS) instrument. We then compare canopy height metrics derived from SPL data, using both our algorithm and the conventional histogram filtering method, with the reference dataset collected from field campaigns and discrete return lidar (DRL). Lastly, we discuss the strengths and weaknesses of the two approaches and their applicability to large-scale forest mapping.
Materials and Methods

HRQLS
The High-Resolution Quantum Lidar System (HRQLS) is a moderate altitude SPL instrument with 10 × 10 laser beamlets and an operating wavelength of 532 nm. It is equipped with a dual wedge scanner allowing a full conical observing angle from 0 • to 40 • . HRQLS was flown over Garrett county of Maryland, USA in early September of 2013 to support a NASA Carbon Monitoring System (CMS) project over the state of Maryland [15, 16] . The flight survey required less than 12 h to cover the entire county (~1700 km 2 ) with 50% overlap of flight lines. At a nominal above ground level (AGL) of 2.3 km, HRQLS produced a swath of 1.62 km and a target spot of 5 × 5 m array on the ground, resulting in a ground-pixel dimension of 0.5 m and a mean point density of 12 per m 2 per conical scan (including both signal and noise, see Figure 1 ). More details about the HRQLS data can be found in [2] 
Reference Data
Field measurements were collected during the summer of 2013 with a main survey focus on aboveground biomass estimates [15] . Field plots (fixed and variable radius) were selected using a stratified random sampling based on distributions of land cover type and canopy height. We measured diameter at breast height (DBH) of each individual tree to estimate plot level biomass. Field heights were recorded using a vertex hypsometer with sonic transponder attached to dbh of the largest tree within 71-forested plots. Non-forested plots were excluded because no field height measurement was recorded.
Discrete return lidar (DRL) data were collected by USGS over Garrett County in 2005 as part of their floodplain mapping efforts. These data were collected in leaf-off season, and the point clouds included first returns only with an average density of 1 per m 2 . Both maximum canopy height (p100) and mean plot-level slope were extracted over the 71 field plots. Studies have suggested that those leaf-off lidar data sets can largely provide reliable canopy height measurements with accuracy similar to leaf-on data [17, 18] . The comparison between leaf-off DRL and leaf-on field data produced r 2 = 0.63, bias = −0.26 m and RMSE = 5.37 m despite~10 year difference [1] . These data sets might not be an optimal reference for assessing SPL-derived canopy heights at highest possible precession, but they could still serve as a benchmark for comparison when used together. 
HRQLS Data Processing
Preprocessing
HRQLS data was collected and pre-processed using proprietary software by Sigma Space Corporation (Lanham, MD, USA) [2] . A level 1 filter was applied to filter noise from the atmospheric column extending up to flight AGL. The filter searched the entire ranging measurements using a 30 
HRQLS Data Processing
Preprocessing
HRQLS data was collected and pre-processed using proprietary software by Sigma Space Corporation (Lanham, MD, USA) [2] . A level 1 filter was applied to filter noise from the atmospheric column extending up to flight AGL. The filter searched the entire ranging measurements using a 30 m histogram of photon density and identified the peak interval as ground surface range. The level 1 filtered SPL dataset was then produced using points extracted within one interval above and below the peak to include signals from low terrain surfaces and tall canopies. It was essentially a 90 m vertical range subset of raw HRQLS, and reduced the mean point density to about 22 per m 2 . The Level 1 filter removed more than 90% of the solar noise from the entire vertical column [2] but considerable noise points remained in the 90 m vertical range subset and required further filtering.
The Voxel-Based Spatial Filtering Method
A point density based spatial filter was developed to filter noise from the Level 1 SPL dataset ( Figure 2 ). This filter identified noise points by searching isolated points in 3D space based on following assumptions: First, SPL points were treated as either signal or noise, and the majority of noise points were randomly distributed in 3D space. Second, noise level over a given area of interest was dependent on the incident laser energy indicated by the total amount of point clouds. For example, an overlap of two flight lines would double the amount of both signal and noise. Third, the density of signal point was significantly higher within the canopy-terrain layer than in the atmosphere. Last, all points in a voxel would be classified as signals if their total number exceeding a certain threshold. This voxel-based approach was similar to methods previously applied in processing airborne or terrestrial lidar data [19] [20] [21] . A detailed implementation of the algorithm was described as follows:
1.
Calculating the maximum-noise-level threshold as the mean volume point density (points per m 3 ) of the Level 1 SPL dataset at each 30 m × 30 m horizontal grid; 2.
Splitting the area of interest into 3D cells at a given size; 3.
Counting the number of points in each cell and its surrounding cells (a total of 27 cells); 4.
Labeling the points as noise if the number was less than the pre-calculated noise threshold multiplied by the volume of 27 cells. A point density based spatial filter was developed to filter noise from the Level 1 SPL dataset ( Figure 2 ). This filter identified noise points by searching isolated points in 3D space based on following assumptions: First, SPL points were treated as either signal or noise, and the majority of noise points were randomly distributed in 3D space. Second, noise level over a given area of interest was dependent on the incident laser energy indicated by the total amount of point clouds. For example, an overlap of two flight lines would double the amount of both signal and noise. Third, the density of signal point was significantly higher within the canopy-terrain layer than in the atmosphere. Last, all points in a voxel would be classified as signals if their total number exceeding a certain threshold. This voxel-based approach was similar to methods previously applied in processing airborne or terrestrial lidar data [19] [20] [21] . A detailed implementation of the algorithm was described as follows: We determined the optimal filter by experimenting with different voxel sizes. In each experimental run, canopy heights were retrieved after noise filtering with different 3D voxel sizes and then compared with reference data while keeping other conditions the same. A 3 × 3 × 0.2 m voxel resulted in the lowest bias value of mean canopy height and was determined to be the optimal filter in this study. The optimal filter was applied to the Garrett county SPL dataset to produce a relatively 'noise-free' dataset for further analyses [1] . We then classified the point clouds into ground and canopy and calculated canopy height percentiles over the field plots. Ground points were identified based on a progressive Triangular Irregular Network (TIN) densification method by iteratively selecting points within lowest elevation values [22] . Canopy height percentile here was defined as the height below which a specified percentage of total point clouds were located, and it was calculated from the unclassified remaining points above the ground reference. For this study, canopy height percentiles were calculated at every 5 percentage increment starting from ground to canopy top (e.g., p05, p10, ..., p100), and at every 1 percentage increment starting from p96 to p100. The entire procedure from de-noising to canopy metric calculations was automated by customizing scripts from (lasnoise, lasground and lascanopy) the LAStools software [23] .
The Histogram Based Method
Next, we applied the histogram method to calculate canopy height from the level 1 dataset ( Figure 2 ). The histogram method was a typical approach used to process photon counting lidar in many recent studies [4, 8, 10, 11] . In this approach, photon-counting data were converted into pseudo-waveforms by aggregating lidar returns in user-defined elevation bins and footprint sizes. Canopy height metrics were then calculated from the pseudo-waveform using conventional waveform processing methods (e.g., identifying canopy top and ground elevation and height percentiles within each waveform). Here we did not apply any correction method to adjust a possible slope-induced error (e.g., usually requires DRL-derived slope map), because we aimed to compare their performances using information readily available from SPL only (the spatial-filtering vs. the histogram method).
In this study, we created SPL histograms over 71 field plots using a 0.15 m vertical resolution and a footprint radius of 15 m. The applied resolution and scale was identical to both field survey and previous studies [4, 8, 10, 11] . We first normalized each histogram between 0 and 1 to compensate for spatial difference in photon density. We then subtracted the mean value from the normalized histogram and smoothed it using a Hann function with a window size of 8 (Hann function is a typical smoothing window method applied in signal processing) [24] . Bins with negative values in the smoothed histogram were identified as noise and were flattened to zero for further analysis. The subtraction and smoothing procedure separated signal ranges (ground and canopy) from noise ranges using the assumption that photons at ground and canopy range had a significantly higher density.
We then detected elevations of ground peak and canopy top using waveform lidar processing methods. Mean ground elevation was identified as the lowest mode of local maximum values in the smoothed histogram. Canopy top elevation was detected using a cut-off threshold value, calculated as the greater number between 0.01 and the maximum value within the highest 10 histogram bins. Finally, plot level canopy height was calculated as the difference between mean ground and canopy top elevations. In addition, we calculated canopy height percentiles by aggregating the histogram bins between ground and canopy top.
Canopy Height Comparison
We compared canopy heights calculated from the two methods using field measurements and discrete return lidar (DRL) as references. This was because of the lack of a ground reference for differentiating and validating noise/signal points. For both two methods above, we chose the p99 metric, rather than p100, to represent the true canopy height derived from SPL data. This was because p99 was a better indicator of canopy top height, particularly when anomalous laser returns may be present (e.g., birds or thin clouds for conventional lidar, and unfiltered noise points in this case) [25] [26] [27] [28] .
Comparisons were made using the following statistical variables: coefficient of determination (r 2 ), bias (mean difference between SPL height and reference data) and root mean square error (RMSE). The height differences between SPL and reference data were analyzed as a function of the topographic slope using an ordinary least square (OLS) linear regression method. We also assessed potential impacts of using different voxels sizes on the performance of the spatial filtering method.
Results
Canopy height percentiles (p96 to p100) derived from the spatial-filtering method showed strong agreement with field and DRL data as demonstrated by the r 2 , bias, and RMSE values. Most of the height percentiles, except for the p100, achieved r 2 > 0.7 in comparison with field measured canopy heights and r 2 > 0.9 when compared with DRL derived heights ( Table 1 ). The r 2 between the 100th height percentile (i.e., p100) and reference heights was much lower than those between the other canopy height percentiles (p96~99) and reference data. Additionally, the p100 metric presented positive bias with values greater than~3 m against the field height. Such high bias values were not observed in the other percentiles (p96~99), all of which presented consistently better agreements with reference data than p100. For example, the 98th percentile height showed the highest agreement with field data r 2 = 0.70, bias = −0.12 m and RMSE = 4.77 m, while p97 had the lowest bias of 0.07 when compared with DRL heights. Correspondingly, canopy height percentiles derived from the histogram method also achieved good agreements with the reference data. All height percentiles (including p100) showed highly similar results in their comparisons with reference data (r 2 = 0.60 and RMSE ≈ 6.3 m for field heights, and r 2 = 0.78 and RMSE ≈ 4.9 m for DRL respectively). The r 2 values were 10%-15% lower than those from the filtering method, and the RMSE values were almost doubled in comparisons with DRL (Table 1) . Unlike the filtering method, p100 values derived using the histogram approach had a smaller bias (~0.7 m) than the reference data and other height percentiles (p96~p99).
Canopy heights (the p99) derived from the spatial-filtering method (H filter ) achieved consistently better agreements with reference data than those derived from the histogram method (H hist ) (Figures 3  and 4 , and Table 1 ). We found no significant impact on height measurement error among different forest types (all p > 0.1 using Welch's t-test). However, canopy height differences (∆H) between H hist and the reference data were positively correlated with the topographic slope based on the OLS linear regression analysis (red-dotted line in Figures 3b and 4b) . The relationship was ∆H = 0.43 × Slope − 4.05 with r 2 = 0.28 (p < 0.01) when compared to field data, and ∆H = 0.21 × Slope − 1.88 with r 2 = 0.11 (p < 0.01) for DRL comparisons. In contrast, H filter showed a mild correlation with slope in field height comparisons: ∆H = 0.26 × Slope − 2.07 with r 2 = 0.18 (p < 0.01); and there was no significant effect of slope spotted on the height difference between DRL and the H filter (p = 0.77). To better illustrate the effects of slope, we analyzed the point cloud in one of the field plots as an example ( Figure 5 ). This plot was located on a steep slope of approximately 30 • , canopy height measured in the field was 30.3 m and that from DRL data was 33.87 m. We found no discernible topographical effect on characterizing canopy structure using the spatial-filtering method with a H filter value of 35.46 m. Instead, the slope had a pronounced effect on the H hist derived from the histogram method, leading to a highly overestimated value of 42.3 m. significant effect of slope spotted on the height difference between DRL and the Hfilter (p = 0.77). To better illustrate the effects of slope, we analyzed the point cloud in one of the field plots as an example ( Figure 5 ). This plot was located on a steep slope of approximately 30°, canopy height measured in the field was 30.3 m and that from DRL data was 33.87 m. We found no discernible topographical effect on characterizing canopy structure using the spatial-filtering method with a Hfilter value of 35.46 m. Instead, the slope had a pronounced effect on the Hhist derived from the histogram method, leading to a highly overestimated value of 42.3 m. The use of different voxel sizes in the spatial-filtering method had no pronounced impact on height retrieval performance at the plot level (Table 2) . Comparison results with field measurements were similar among all voxel sizes except for the ultra-fine ones (e.g., a 1 × 1 × 0.1 m voxel). However, it may affect retrieval results at the individual tree level (Figure 6 ). Note that the vertical size of a voxel is not equivalent to vertical resolution, because voxels were only applied to remove noise photons (not for height extraction), and the remaining signal photons still have a continuous spatial distribution with a varying vertical distance (can be narrower or wider than the vertical voxel size [20] . The use of different voxel sizes in the spatial-filtering method had no pronounced impact on height retrieval performance at the plot level (Table 2) . Comparison results with field measurements were similar among all voxel sizes except for the ultra-fine ones (e.g., a 1 × 1 × 0.1 m voxel). However, it may affect retrieval results at the individual tree level (Figure 6 ). Note that the vertical size of a voxel is not equivalent to vertical resolution, because voxels were only applied to remove noise photons (not for height extraction), and the remaining signal photons still have a continuous spatial distribution with a varying vertical distance (can be narrower or wider than the vertical voxel size [20] . 
Discussion
There is considerable interest in developing effective algorithms to obtain accurate canopy height measurements from daytime SPL data. This is important yet challenging for automated mapping over large areas because of the presence of solar noise [6] . The spatial filtering method developed in this study overcomes some of the drawbacks of conventional histogram binning [4, 8, 10, 11] , offering an alternative for processing large scale airborne SPL datasets.
Comparisons between SPL-derived canopy heights and reference data suggested that the two methods were able to derive canopy height data with reasonable accuracy. Both methods achieved good agreements with most r 2 values greater than 0.6 and RMSE values less than 6 m. No significant bias was found either (<1 m). Our comparisons further indicated that the new method developed in this study could be more effective than histogram based methods, particularly for high point density SPL data, for several reasons:
First, the spatial-filtering method resulted in consistently better canopy height accuracies (higher r 2 , lower RMSE and low bias) than the histogram method as noted in comparisons with field and DRL data. The primary reason for this was that the spatial filtering method identified and filtered noise on an individual point basis, while the histogram-based method did not identify noise, per se, but rather eliminated it by identifying the highest mode at the canopy top and first mode at the bottom of the waveform. Because of this, it was expected to have errors over steep terrain where the ground was difficult to identify in the waveform. Second, canopy heights derived from the spatial-filtering method were only slightly impacted by the slope, a major contributor to errors in canopy height measurements using waveform lidar. Steep topography was known to affect ground detection and 
First, the spatial-filtering method resulted in consistently better canopy height accuracies (higher r 2 , lower RMSE and low bias) than the histogram method as noted in comparisons with field and DRL data. The primary reason for this was that the spatial filtering method identified and filtered noise on an individual point basis, while the histogram-based method did not identify noise, per se, but rather eliminated it by identifying the highest mode at the canopy top and first mode at the bottom of the waveform. Because of this, it was expected to have errors over steep terrain where the ground was difficult to identify in the waveform. Second, canopy heights derived from the spatial-filtering method were only slightly impacted by the slope, a major contributor to errors in canopy height measurements using waveform lidar. Steep topography was known to affect ground detection and led to overestimated canopy heights [29] [30] [31] . It can also lead to an underestimation when having a higher noise threshold for a given waveform [32] . Potential correction methods (e.g., slope estimates from high-resolution DEM or waveform leading and trailing extent metrics) may help improve the waveform-based processing techniques [30] ; however, their performance would largely depend on the availability of high-quality topography maps that were mostly derived from DRL. Such maps or robust correction approaches are not available nationally or globally. We noted that comparisons between H filter and field data were slightly affected by slope but believe it was more likely because of slope-induced errors in field height measurements (i.e., vertex method could be less accurate with large viewing angle) rather than in the spatial-filtering method. This was further confirmed in height comparisons between H filter and DRL. Comparisons with DRL proved that SPL heights derived using the spatial filtering method were clearly not affected by slope (Figures 4 and 5 ). This could be because there was no aggregation in the spatial-filtering method and therefore fine-scale terrain variability did not affect it as strongly as in the case of the histogram approach. Third, the spatial filtering method did not transform the point cloud and retained its original 3D structure for downstream point cloud analyses, similar to conventional DRL data. This was critical in fine-scale analysis, such as crown delineation and individual tree identification [13, 33] , which may not be possible after histogram based filtering. This is because the transforming process of photon point clouds can lead to substantial loss of detailed spatial information (e.g., small scale topography variation), which cannot be retrieved back regardless of any further data processing method applied (e.g., the histogram method here). It also allowed fast batch process and direct visualization with no further requirement for format transformation (all files were stored in ASPRS las 1.2 format).
Interestingly, the histogram method was better at identifying canopy top, especially over low-slope plots, while the spatial-filtering method had errors (as noted from the lower accuracies of p100 heights). This was probably because canopies were more clustered and resulted in a strong peak in the pseudo-waveform at plot level. On the other hand, clustering at the canopy-atmosphere boundary made it difficult to separate signal from noise in the spatial-filtering method and even a few wrongly identified noise points could lead to large errors in the 100th percentile height. This was because the spatial filtering method was designed to remove noise at voxel level which had a higher spatial variation of photon density than the plot level. When the signal photon density was extremely low and had a similar level to the noise (e.g., from individual small tree), either a coarse horizontal resolution voxel or an extra-fine resolution one might fail to identify part of the crown (e.g., Figure 6 ). Overcoming this problem would require more research and improvements in the algorithm, but an effective and widely used solution was to use lower (p99 or p98) heights to represent canopy top and moderate voxel size as we did in this study [25] [26] [27] [28] .
Ultimately, the choice of processing method depends on the point density, quality, and extent of SPL data, particularly when SPL technology is still in the experimental stage. The histogram method is useful for a rapid analysis with moderate accuracy but will result in loss of spatial resolution and integrity. It can be mostly aimed at process datasets with low photon density (e.g., ICESat-2), which requires aggregation of points over transects to determine the profile of the canopy surface and the underlying topography. For applications involving airborne SPL, the spatial-filtering method is clearly a better choice. It can largely retain the 3D details with a much higher measurement accuracy, and is thus extremely valuable in fine-scale analysis. As an example, this method has been successfully implemented over the entire county of Garrett in Maryland, demonstrating its usefulness for large-scale terrain and canopy structure mapping [1] . However, this method may not be fully applicable to a dataset with extremely low point density because it violates the basic assumptions in the spatial-filtering method (see Section 2.3.2). Future studies would explore improvements in the density-dependent algorithm, particularly at the canopy-atmosphere boundary and over highly reflective urban targets. It would allow the process of ever-increasing SPL datasets from different platforms, and can extract canopy structure information efficiently over broad geographical areas.
When fully developed, the coupling of low acquisition cost and high processing efficiency together can revolutionize the use of airborne SPL in routinely forest monitoring. It will then serve as a relatively low cost and high efficient alternative to current airborne DRL systems, especially for large-area forest mapping [1] . For example, the area coverage rates of current HRQLS (~224 km 2 /h) [2] are more than three times higher than a DRL system, typically varying from about 50 to 80 km 2 /h in a bathymetry survey [34] . The density of lidar point clouds per scan is also much higher in a SPL data set (e.g.,~100 for HRQLS vs. < 5 for DRL). However, a direct cost-effective comparison between airborne SPL and DRL surveys is complicated because of both high variety in their platforms and sensor-related characteristics and the desired accuracy and density of lidar point clouds as well [35] . Considering the SPL system is still under fast development aiming to improve the quality and capacity of large-area mapping, we envision that there will be more large-scale high point density SPL data available in the near future [36, 37] . These data sets, in together with existing high-quality DRL data [38, 39] , can allow large-scale analysis of ecosystem dynamics and carbon flux at high spatial resolution.
Conclusions
In this study, we have shown how high background solar noise in SPL can be efficiently filtered using voxel-based spatial filtering. The algorithm presented here can help derive standardized lidar products (e.g., canopy height model) under both high accuracy and great efficiency. This method could be applied to other photon-counting lidar acquisitions with high photon density as well. Further development of this can support fully automated processing of high point density SPL data over broad geographical areas, and facilitate routine monitoring of forest structure dynamics.
