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WHITTAKER PATTERNS IN THE GEOMETRY OF MODULI
SPACES OF BUNDLES ON CURVES
E. FRENKEL, D. GAITSGORY, AND K. VILONEN
Introduction
Whittaker functions are ubiquitous in the modern theory of automorphic functions.
In this paper we develop a geometric version of the local Whittaker theory in the non–
archimedian case. By this we mean finding appropriate Whittaker sheaves, such that
the functions obtained by taking the traces of the Frobenius on the stalks are the local
Whittaker functions. The desire to construct such sheaves is motivated by the geometric
Langlands correspondence (see [6, 14, 15, 9]). Since Whittaker functions never have
compact support, we cannot obtain them from sheaves on finite-dimensional varieties
in an obvious way, and this makes the problem of constructing Whittaker sheaves non-
trivial. Our approach is to use global methods, namely, the Drinfeld compactification
of the moduli stack of N–bundles.
More concretely, let G be a (split connected) reductive group over Fq, and N be
its maximal unipotent subgroup. Consider the group G(Kˆ) over the local field Kˆ =
Fq((t)), and its maximal compact subgroup G(Oˆ), where Oˆ = Fq[[t]]. The quotient
Gr = G(Kˆ)/G(Oˆ) can be given a structure of an ind-scheme over Fq, which is called
the affine Grassmannian of G. Unramified Whittaker functions give rise to functions on
Gr, which are N(Kˆ)–equivariant against a non-degenerate character χ. According to
the general philosophy of “faisceaux–fonctions” correspondence, these functions should
have geometric counterparts as perverse sheaves on Gr. The geometric counterparts of
the Whittaker functions should be sheaves on Gr, which are N(Kˆ)–equivariant against
χ. It is natural to expect that the appropriately defined category of such sheaves should
reflect the properties of the Whittaker functions. Unfortunately, the N(Kˆ)–orbits in
Gr are infinite-dimensional and so there is no obvious way to define this category on
Gr.
On the other hand, let BunN be the algebraic stack classifying N–bundles on a
smooth projective curve X over Fq. V. Drinfeld has introduced a remarkable partial
compactification BunN of BunN . In this paper we argue that an appropriate “Whit-
taker category” can (and perhaps should) be defined on BunN instead of Gr. In fact,
BunN can be viewed as a suitable “globalization” of the closure of a single N(Kˆ)–orbit
in Gr. Moreover, BunN has many advantages over Gr (see Sect. 1.2.3).
In this paper we define the appropriate “Whittaker category” of perverse sheaves on
BunN (more precisely, on its generalization x,∞Bun
FT
N ) and prove that it does indeed
possess all the properties that one would expect from it by analogy with the Whittaker
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functions. Namely, this category is semi-simple, and each irreducible object of this
category is a local system on a single stratum extended by zero (these strata are the
analogues of the N(Kˆ)–orbits in Gr).
As an application of the main theorems of this paper, we compute the cohomology of
certain sheaves on the intersections of G(Oˆ)– and N(Kˆ)–orbits in Gr. Using this result
we prove our conjecture from [9] in the case of a general reductive group G. In the case
of G = GLn, B.C. Ngo [19] has earlier given an elegant proof of this conjecture using
a different method.1 As explained in [9], the proof of this conjecture gives us a purely
geometric proof of the Casselman-Shalika formula [5, 22] for the Whittaker function.
More details on the background and motivations for the present work, as well as the
description of the structure of this paper, can be found in Sect. 1.
We note that the results of this paper are valid in the characteristic 0 case, when
one works in the context of D–modules.
Acknowledgements. We are grateful to D. Kazhdan for valuable discussions.
The research of E.F. has been supported by grants from the Packard Foundation
and the NSF. The research of D.G. has been supported by NSF and K.V. has been
receiving support from NSA and NSF.
1. Background and overview
1.1. Hecke algebra and Whittaker functions.
1.1.1. Let G be a split connected reductive group over Fq, G(Kˆ) the corresponding
group over the local field Kˆ = Fq((t)), and G(Oˆ), its maximal compact group, where
Oˆ = Fq[[t]]. We fix a Haar measure on G(Kˆ) so that G(Oˆ) has measure 1.
Consider the Hecke algebra H of G(Kˆ) with respect to G(Oˆ), i.e., the algebra of Qℓ–
valued compactly supported G(Oˆ)–bi–invariant functions on G(Kˆ) with the convolution
product:
(h1 ⋆ h2)(g) =
∫
G(Kˆ)
h1(x)h2(g · x
−1) dx.(1.1)
It is well–known that there is a bijection between the double quotient of G(Kˆ) with
respect to G(Oˆ) and the set Λ++ of dominant coweights of G: to λ ∈ Λ++ we attach
the coset of λ(t) ∈ T (Kˆ) ⊂ G(Kˆ), where T is the Cartan subgroup of G. Hence we
obtain a basis {cλ}λ∈Λ++ of H consisting of the corresponding characteristic functions.
It turns out that H has a “better” basis. Let LG be the Langlands dual group of
G and let Rep(LG) denote the Grothendieck ring (over Qℓ) of its finite-dimensional
representations.
The following statement is often referred to as the Satake isomorphism:
1In the course of writing this paper we learned from B.C. Ngo that he and P. Polo obtained an
independent proof of the conjecture for a general reductive group G.
Note added in Nov 2000: the paper by B.C. Ngo and P. Polo, Re´solutions de Demazure affines et
formule de Casselman-Shalika ge´ome´triquehas, has appeared as math.AG/0005022.
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1.1.2. Theorem. ([21, 12, 11]) There exists a canonical isomorphism of algebras H ≃
Rep(LG).
1.1.3. To an element λ ∈ Λ++ we can attach the class of the corresponding irreducible
LG–module V λ in Rep(LG). Their images under the Satake isomorphism, denoted by
Aλ, yield the “better” basis for H.
Moreover, the Aλ have the following form:
Aλ = q
−〈λ,ρˇ〉
cλ + ∑
µ∈Λ++;µ<λ
pλµ · cµ
 , pλµ ∈ Z[q].(1.2)
1.1.4. Let N ⊂ G be a maximal unipotent subgroup. We define a character χ :
N(Kˆ)→ Fq as follows:
χ(u) =
ℓ∑
i=1
ψ (Res(ui)) ,
where ui, i = 1 . . . , ℓ = dimN/[N,N ] are natural coordinates on N/[N,N ] corre-
sponding to the simple roots, Res : Kˆ → Fq is the map Res
(∑
n∈Z fit
i
)
= f−1 and
ψ : Fq → Q
×
ℓ is a fixed non-trivial character.
We define the space W consisting of functions f : G(Kˆ)→ Qℓ, such that
• f(g · x) = f(g), if x ∈ G(Oˆ),
• f(n · g) = χ(n) · f(g), if n ∈ N(Kˆ),
• f is compactly supported modulo N(Kˆ).
Clearly, the space W is an H–module with respect to the following action:
h ∈ H, f ∈W −→ (f ⋆ h)(g) =
∫
G(Kˆ)
f(g · x−1)h(x) dx.(1.3)
We call W the Whittaker module.
There is a bijection between the double cosets N(Kˆ)\G(Kˆ)/G(Oˆ) and the coweight
lattice Λ: λ → N(Kˆ) · λ(t) · G(Oˆ). However, it is easy to see that if λ ∈ Λ is non–
dominant, then f(λ(t)) = 0 for any f ∈ W. Therefore W has a basis {φλ}λ∈λ++ ,
where φλ is the unique function in W which is non–zero only on the double coset
N(Kˆ) ·λ(t) ·G(Oˆ) and φ(λ(t)) = q−〈λ,ρˇ〉 (here ρˇ ∈ Λˇ is half the sum of positive roots of
G and 〈, 〉 is the canonical pairing of the weight and coweight lattices).
1.1.5. In [9] we considered a map F : H→W defined by the formula F(h) = φ0 ⋆ h,
i.e.,
(F(h))(g) =
∫
N(Kˆ)
h(n−1 · g)χ(n) dn
(here the measure on N(Kˆ) is chosen in such a way that the measure of N(Oˆ) is 1). It
is easy to see that F is an isomorphism of H–modules.
Remarkably, it turns out that F is compatible with the above bases:
1.1.6. Theorem. ([9]) F(Aλ) = φλ for all λ ∈ Λ
++.
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1.1.7. Connection with the Whittaker functions. Each semi-simple conjugacy class γ of
the group LG(Qℓ) defines a homomorphism γ : Rep
LG(Qℓ) → Qℓ, which maps [V ] to
Tr(γ, V ). We denote the corresponding homomorphism H→ Qℓ by the same symbol.
For each γ as above one defines the Whittaker function Wγ as the unique function
on G(Kˆ) which satisfies:
• Wγ(g · x) =Wγ(g),∀x ∈ G(Oˆ);
• Wγ(n · g) = χ(n) ·Wγ(g),∀n ∈ N(Kˆ);
•
h ⋆ Wγ = γ(h) ·Wγ , ∀h ∈H
(here ⋆ is defined by the same formula as in (1.3)).
• Wγ(1) = 1.
It was proved in [9] that Theorem 1.1.6 is equivalent to the following well–known
Casselman–Shalika formula (see [5, 22]):
Wγ =
∑
λ∈Λ++
Tr(γ, (V λ)∗) · φλ.(1.4)
Thus, the functions φλ can be viewed as the “building blocks” for the Whittaker
function.
It is instructive to compare formula (1.4) to the formula for the spherical function
given in Sect. 7 of [9]; the building blocks for the latter are the functions Aλ.
1.1.8. Theorem 1.1.6 allows to compute φµ ⋆ Aλ for an arbitrary µ ∈ Λ
++, as follows.
By Theorem 1.1.2, the structure constants of the Hecke algebra are equal to those
of the Grothendieck ring Rep LG (the “Clebsch–Gord˚an coefficients”). We have:
Aλ ⋆ Aµ =
∑
ν∈Λ+
CνλµAν ,
where Cνλµ = dimHomLG(V
ν , V λ ⊗ V µ). Now Theorem 1.1.6 implies that
φµ ⋆ Aλ =
∑
ν∈Λ+
Cνλµ φν .(1.5)
For µ ∈ Λ, let χµ : N(Kˆ)→ Q
×
ℓ be a character defined by the formula
χµ(n) = χ(µ(t) · n · µ(t)
−1).
By evaluating both sides of (1.5) on g = (λ+ µ)(t) we obtain the following:
∫
N(Kˆ)
Aλ(n
−1 · ν(t))χµ(n) dn = q
−〈ν,ρˇ〉 · Cµ+νλµ .(1.6)
1.2. Geometrization.
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1.2.1. The goal of the present paper is to provide a geometric interpretation of the
results described in Sect. 1.1, in particular, of Theorem 1.1.6 and formula (1.6).
The starting point is the fact that the Hecke algebra H admits a natural geometric
counterpart.
There exists an algebraic group (resp., an ind–group) over Fq, whose set of Fq–points
identifies with G(Oˆ) (resp, G(Kˆ)); to simplify notation, we will denote these objects
by the same symbols. The quotient Gr := G(Kˆ)/G(Oˆ) is an ind–scheme and we can
consider the category PG(Oˆx)(Gr) of G(Oˆ)–equivariant perverse sheaves on Gr, defined
over the algebraic closure Fq of Fq (since the closures of G(Oˆ)–orbits in Gr are finite-
dimensional, there is no problem to define this category).
The Qℓ–vector space H is isomorphic to the Grothendieck group of the category
PG(Oˆx)(Gr). The irreducible objects of PG(Oˆx)(Gr) are the intersection cohomology
sheaves Aλ attached to the corresponding G(Oˆ)–orbits Gr
λ. A remarkable fact is that
the class of Aλ in the Grothendieck group corresponds (up to a sign) to the element
Aλ ∈ H defined in Sect. 1.1.3.
Moreover, Theorem 1.1.2 has a categorical version (Theorem 5.2.6): PG(Oˆx)(Gr)
is a tensor category and as such it is equivalent to the category Rep(LG) of finite–
dimensional representations of LG.
1.2.2. Now we would like to find a geometric counterpart Pχ
N(Kˆ)
(Gr) of the Whittaker
module W. A natural candidate for it would be a category of (N(Kˆ), χ)–equivariant
perverse sheaves on Gr, whose Grothendieck group would be isomorphic to W.
Unfortunately, the situation here is much more complicated, since the orbits of the
group N(Kˆ) on Gr are infinite–dimensional and we do not yet have a satisfactory theory
of perverse sheaves with infinite–dimensional supports.
In this paper we propose a substitute for the category of (N(Kˆ), χ)–equivariant
perverse sheaves on Gr. Our category will consist of perverse sheaves, which, however,
do not “live” on Gr, but rather on an algebraic stack BunN , which is defined using a
global curve X (see Sect. 5.4.4).
1.2.3. The stack BunN is the Drinfeld compactification of the moduli space of N–
bundles on X. This stack has been used in dealing with several other problems of
geometric representation theory [8, 7, 4].
Let us sketch the definition in the simplest example of G = GL(2). In this case, the
stack BunN classifies short exact sequences
0→ OX → E→ OX → 0,
where OX is the structure sheaf onX and E is a rank two vector bundle. In other words,
it classifies rank two vector bundles E with detE ≃ OX , together with an embedding
of the trivial line bundle into E (i.e., a maximal embedding of sheaves OX →֒ E).
The “compactification” BunN of BunN classifies rank two vector bundles E (with
detE ≃ OX), together with an arbitrary embedding of sheaves OX →֒ E.
The definition in the general case follows the same lines and we refer the reader to
Sect. 2 for details.
6 E. FRENKEL, D. GAITSGORY, AND K. VILONEN
Informally, from the point of view of Pχ
N(Kˆ)
(Gr), the idea of introducing BunN is
as follows. Since N(Kˆ)–orbits on Gr are infinite–dimensional, it is natural to try to
“quotient them out” by a subgroup of N(Kˆ), which acts almost freely on the N(Kˆ)–
orbits in Gr. There is a natural candidate for such a subgroup: fix a projective curve
X and a point x ∈ X (so that Kˆ ≃ Kˆx) and consider the group Nout ⊂ N(Kˆ) of maps
(X − x) → N .
The quotient S/Nout of a single N(Kˆ)–orbit S on Gr makes perfect sense: this is
the stack BunN . In Sect. 7.1.1 we give a precise scheme-theoretic definition of the
closure S of S. This is an ind-scheme, which appears to be highly non-reduced (see
Remark 7.1.2). Unlike the case of S, it is not quite clear what the quotient of S by
Nout should be, since in general the quotient of an ind-scheme by an ind-group is not
an algebraic stack.
In fact, there is a natural morphism S → BunN . The image of the corresponding
map at the level of Fq–points is the set-theoretic quotient S/Nout. But in general it is
a constructible subset of BunN (Fq). For example, in the case of G = SL2, locally this
subset looks like A2 − (A1 − pt) inside A2. Thus, there is no obvious way to interpret
the naive set-theoretic quotient S/Nout as the set of points of an algebraic variety or
an algebraic stack. On the other hand, BunN is a well-defined algebraic stack, and so
it may be viewed as an appropriate replacement for S/Nout.
An important feature of BunN is that it has a stratification analogous to the strat-
ification of S by N(Kˆ)–orbits (see Corollary 2.2.9). But the dimensions of the strata
on BunN are all even and equal to twice the naive (relative) dimensions of the corre-
sponding N(Kˆ)–orbits on Gr.
1.2.4. The stack BunN (more precisely, its generalization x,∞Bun
FT
N introduced in
Sect. 2.3) allows us to introduce the sought after category Pχ
N(Kˆ)
(Gr). It will possess
the following basic properties, motivated by the analogous properties of the Whittaker
module W:
(1) The tensor category PG(Oˆx)(Gr) acts on P
χ
N(Kˆ)
(Gr) by “Hecke convolution func-
tors”.
(2) The irreducible objects {Ψ
λ
} in Pχ
N(Kˆ)
(Gr) are labeled by λ ∈ Λ++ and the functor
F : PG(Oˆx)(Gr)→ P
χ
N(Kˆ)
(Gr) given by F(S)→ Ψ
0
⋆ S sends Aλ to Ψ
λ
.
(3) Each Ψ
λ
(in spite of being an irreducible perverse sheaf) is an extension by 0 of
a local system from the corresponding stratum of the stack Bun
FT
N .
1.2.5. As we will see in Sect. 6.1, the above properties (1) and (2) of Pχ
N(Kˆ)
(Gr)
formally imply that this category is semi–simple and that the functor F is an equivalence
of categories. This will in turn imply (almost tautologically) property (3).
Property (3) of the sheaves Ψ
λ
(which are the sheaf theoretic counterparts of the
functions φλ) is perhaps the most intriguing aspect of the category P
χ
N(Kˆ)
(Gr) and is the
key point of this paper. We repeat that it means that Ψ
λ
has zero stalks outside of the
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locus where it is a local system. An irreducible perverse sheaf satisfying this property
is called “clean” and the appearance of such perverse sheaves in representation theory
always has remarkable consequences.
To contrast this to the case of G(Oˆ)–equivariant sheaves, note that while the category
of PG(Oˆ)(Gr) is semi-simple, the irreducible objects Aλ of PG(Oˆ)(Gr) have non-zero
stalks on all G(Oˆ)–orbits that lie in the closure of the orbit Grλ.
1.2.6. Remark. As we have seen above, N(Kˆ)–orbits on Gr are enumerated by λ ∈ Λ
but only those corresponding to λ ∈ Λ++ can carry elements of W.
However, the stack x,∞Bun
FT
N will have many more strata, among which we single
out what we call the relevant ones (the latter will be in bijection with Λ++). The
perverse sheaves belonging to Pχ
N(Kˆ)
(Gr) will have non-zero stalks only on the relevant
strata.
1.2.7. Another source of motivation for us was the following. Although our definition
of Pχ
N(Kˆ)
(Gr) is not obvious, it is easy to formulate a sheaf counterpart of formula (1.6).
Denote by Gr
λ
the closure of the orbit G(Oˆ) · λ(t) in Gr and by Sν the N(Kˆ)–orbit
of ν(t) ∈ Gr. The variety Gr
λ
∩Sν is finite–dimensional and if µ ∈ Λ is such that µ+ ν
is dominant, the character χµ : N(Kˆ) → Ga gives rise to a map χ
ν
µ : Gr
λ
∩ Sν → Ga
(cf. Sect. 7.1.4 for the definition of χνµ). Let Jψ be the Artin–Schreier sheaf on Ga.
The following is a generalization of our Conjecture 7.2. from [9] (in [9] it was stated
for µ = 0, and in that form it was subsequently proved by B. C. Ngo [19] for G = GLn).
Theorem 1. For λ ∈ Λ++ and µ, ν ∈ Λ with µ+ ν ∈ Λ++ the cohomology
Hkc (Gr
λ
∩ Sν ,Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ))(1.7)
vanishes unless k = 〈2ν, ρˇ〉 and µ ∈ Λ++. In the latter case, this cohomology identifies
canonically with HomLG(V
λ ⊗ V µ, V µ+ν).
At the end of this paper we will prove this theorem using our category Pχ
N(Kˆ)
(Gr)
and mainly the “cleanness” property of the objects Ψ
λ
mentioned above.2
It will turn out (as in the function–theoretic setting) that the stalks of the convolution
Ψ
µ+ν
⋆A−w0(λ) are isomorphic to the cohomology groups appearing in (1.7).
By passing to the traces of the Frobenius, the above theorem entails formula (1.6),
and hence (in the case µ = 0) the Casselman–Shalika formula (1.4), as explained in
Sect. 6 of [9]. Thus, we obtain a geometric proof of the Casselman-Shalika formula.
1.3. Contents. The main part of the paper is devoted to the study of the Drinfeld
compactification Bun
FT
N and a certain category of perverse sheaves on it.
We start out in Sect. 2 with the definition of the stack Bun
FT
N and its ind–version
x,∞Bun
FT
N .
2This approach to the Casselman-Shalika formula was suggested to one of us (D.G.) by his thesis
advisor, J. Bernstein, several years ago.
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In Sect. 3 we focus on the properties of Bun
FT
N that are related to the N(Kˆ)–action.
An important fact proved in Sect. 3 is that the embedding BunFTN →֒ Bun
FT
N is affine,
which is an analogue of the fact that the embedding Sν →֒ S
ν
is affine. In addition,
we prove that BunFTN is topologically “contractible” (by analogy with S
ν , which is
isomorphic to an infinite–dimensional affine space).
In Sect. 4 we introduce our main objects of study–the perverse sheaves Ψ̟ on BunN
or, rather, on its twisted version Bun
FT
N . We formulate Theorem 2, which expresses
the cleanness property of the perverse sheaves Ψ̟, and its generalization, Theorem 3,
which is the main result of this paper.
In Sect. 5 we introduce the main tool needed for the proof of Theorem 3 – the action
of the category PG(Oˆx)(Gr) on the derived category of sheaves on x,∞Bun
FT
N by Hecke
functors.
In Sect. 6 we derive Theorem 3 from Theorem 4, which describes the action of the
Hecke functors on our basic perverse sheaves.
Sect. 7 is devoted to the proof of Theorem 4.
Finally, in Sect. 8 we prove a generalization of the conjecture from [9] (see Theorem 1
above).
1.4. Notation and conventions. From now on, we replace the field Fq by its algebraic
closure Fq.
Throughout the paper, X will be a fixed smooth projective connected curve over Fq.
Furthermore, G will stand for a connected reductive group over Fq. We fix a Borel
subgroup B ⊂ G and let N be its unipotent radical and T = B/N . We denote by Λ
the coweight lattice and by Λˇ the weight lattice of T ; 〈, 〉 denotes the natural pairing
between the two.
The set of vertices of the Dynkin diagram of G is denoted by I; Λ++ denotes the
semigroup of dominant coweights and Λ+ the span over Z+ of positive coroots; Λˇ
++
and Λˇ+ denote similar objects for Λˇ; ρˇ ∈ Λˇ is the half sum of positive roots of G and
w0 is the longest element of the Weyl group.
For λˇ ∈ Λˇ++, we write Vλˇ for the corresponding Weyl module, i.e.,
Vλˇ = Γ(G/B,L−w0(λˇ))
∗,
where L−w0(λˇ) is the line bundle on G/B corresponding to the character −w0(λˇ) of T .
We obtain a collection of canonical embeddings Vλˇ+µˇ → Vλˇ ⊗ Vµˇ for all λˇ, µˇ ∈ Λˇ++.
For λ ∈ Λ++, we denote by V λ the irreducible representation of LG(Qℓ) with highest
weight λ.
This paper will extensively use the language of algebraic stacks (over Fq), see [16].
When we say that a stack Y classifies something, it should always be clear what an
S–family of something is for any Fq–scheme S, i.e., what is the groupoid Hom(S,Y),
and what are the functors Hom(S2,Y)→ Hom(S1,Y) for each morphism S1 → S2.
For example, if H is an algebraic group, we define BunH as a stack that classifies
H–bundles on X. This means that Hom(S,BunH) is the groupoid whose objects are
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H–bundles on X × S and morphisms are isomorphisms of these bundles. Pull–back
functor for S1 → S2 is defined in a natural way.
Let x ∈ X be a point. We will denote by Oˆx (resp., Kˆx) the completion of OX at
x (resp., the field of fractions of Oˆx). We will use the notation Dx (resp., D
×
x ) for the
formal (resp., formal punctured) disc around x in X. They will not appear as schemes
and we will use them only in the following circumstances:
Let S be a scheme and assume for simplicity that S is affine, S = Spec(OS). An S–
family of vector bundles onDx (resp., D
×
x ) is by definition a projective finitely generated
module over the completed tensor product OS⊗̂Oˆx (resp., OS⊗̂Kˆx). Similarly, one
defines an S–family of G–bundles on Dx or D
×
x .
Let S be as above and let Y be another affine scheme Y = Spec(OY ). An S–family of
maps Dx → Y (resp., D
×
x → Y ) is by definition a ring homomorphism OY → OS⊗̂Oˆx
(resp., OY → OS⊗̂Kˆx).
This paper deals with perverse sheaves on algebraic stacks. Although these objects
make a perfect sense, the corresponding derived category is problematic: there is no
doubt that the “correct” derived category exists, but a satisfactory definition is still
unavailable in the published literature.
For the needs of our paper, we could stay within the abelian category of perverse
sheaves, and formulate all of our statements and proofs in terms of complexes of perverse
sheaves and their cohomologies. However, doing so would be very inconvenient as it
would force us to use cumbersome notation and increase the length of the proofs. For
this reason, in this paper we will adopt the point of view that the appropriate definition
of the derived category Sh(Y) on a stack Y exists. The interested reader can easily
reformulate all of the statements below so as to avoid the use of the derived category.
Thus, when we discuss objects of the derived category, the cohomological gradation
should always be understood in the perverse sense. In addition, for a morphism f :
Y1 → Y2, the functors f!, f∗, f
∗ and f ! should be understood “in the derived sense”.
Let Y be a stack, H an algebraic group and FH an H–torsor over Y. Let, in addition,
Z be an H–scheme. We denote by FH ×
H
Z the corresponding fibration over Y, with the
typical fiber Z. (Unfortunately, the notation A×
C
B is also used for the fiber product of
A and B over C, but in all instances it will be clear from the context what the notation
means).
Now, if T is a perverse sheaf (or a complex) on Y and S is an H–equivariant perverse
sheaf (or complex) on Z, we can form their twisted external product and obtain a
perverse sheaf (resp., a complex) on FH×
H
Z, denoted T⊠˜S, which is T “along the base”
and S “along the fiber”.
2. Drinfeld’s compactification
From now on, with the exception of Sect. 8, we will work under the assumption that
the derived group [G,G] is simply-connected.
2.1. The stack BunN .
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2.1.1. Consider the moduli stack BunG of principal G–bundles over the curve X. We
repeat that by definition, for an Fq–scheme S, Hom(S,BunG) is the groupoid, whose
objects are G–bundles on X × S and morphisms are isomorphisms of these bundles.
One defines similarly the stacks BunB , BunT and BunN .
We have natural morphisms of stacks
p : BunB → BunG, q : BunB → BunT ,
that send a given B–bundle FB to the bundles
p(FB) = FG := FB ×
B
G, q(FB) = FT := FB ×
B
T = FB/N,
respectively.
The projection p is representable, but in general is not smooth and has non-compact
fibers, while the projection q is smooth, but in general non-representable.
Denote by F0T the trivial T–bundle on X. It follows from the definitions that the
closed substack q−1(F0T ) ⊂ BunB can be identified with the stack BunN . In what
follows, for a fixed T -bundle FT we will denote by Bun
FT
N the closed substack q
−1(FT ) ⊂
BunB.
Here is a Plu¨cker type description of the stack BunFTN :
2.1.2. Given a scheme S, Hom(S,BunFTN ) is the groupoid whose objects are pairs
(FG, κ), where FG is a G–bundle on X × S and κ = {κ
λˇ} is a collection of maximal
embeddings
κλˇ : LλˇFT →֒ V
λˇ
FG
, ∀λˇ ∈ Λˇ++.(2.1)
Here Lλˇ
FT
is the line bundle on X × S induced from FT by means of the character
λˇ : T → Gm, V
λˇ
FG
is the vector bundle on X × S associated with the representation Vλˇ
of G and the G–bundle FG.
Recall that an embedding of locally free sheaves is called maximal if it is a bundle
map, i.e., an injective map of coherent sheaves, such that the quotient is torsion-free.
The above collection κ of embeddings must satisfy the so-called Plu¨cker relations.
Namely, given a pair of dominant integral weights of G, λˇ and µˇ, the map
LλˇFT ⊗ L
µˇ
FT
κλˇ⊗κµˇ
−→ VλˇFG ⊗ V
µˇ
FG
≃ (Vλˇ ⊗ Vµˇ)FG
must coincide with the composition
LλˇFT ⊗ L
µˇ
FT
≃ Lλˇ+µˇ
FT
κλˇ+µˇ
−→ Vλˇ+µˇ
FG
→֒ (Vλˇ ⊗ Vµˇ)FG ,
where the last arrow comes from the canonical embedding of representations Vλˇ+µˇ →
Vλˇ ⊗ Vµˇ (see Sect. 1.4).
The morphisms between two objects (FG, κ) and (F
′
G, κ
′) in Hom(S,BunFTN ) are
isomorphisms between FG and F
′
G, which render the corresponding diagrams involving
the maps κλˇ, κ′λˇ commutative.
The definition of the functor Hom(S2,Bun
FT
N ) → Hom(S1,Bun
FT
N ) associated to a
morphism S1 → S2 is straightforward.
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2.1.3. Example of G = GL2. Given a line bundle L on X, let us denote by EL the
algebraic stack classifying the short exact sequences:
0→ L→ E→ OX → 0.(2.2)
More precisely, the objects of the groupoid Hom(S,EL) are coherent sheaves E on
X × S together with a short exact sequence
0→ L⊠ OS → E→ OX ⊠ OS → 0,
and morphisms are morphisms between such exact sequences which are identities at
the ends.
There exists a canonical map from EL to the affine space H
1(X,L) which associates
to every short exact sequence as above its extension class. Moreover, it is easy to see
that the stack EL is isomorphic to the quotient of H
1(X,L) by the trivial action of the
additive group H0(X,L).
Now, for G = GL2, a T–bundle FT is the same as a pair of line bundles L1 and L2.
Set L = L1⊗L
−1
2 . According to the definition, the stack Bun
FT
N is naturally isomorphic
to EL.
2.2. Compactification.
2.2.1. As we remarked above, the fibers of the projection p : BunB → BunG are non-
compact. The reason is that the variety of line subbundles of a fixed degree in a given
vector bundle is non-compact. However, the latter has a natural compactification: the
variety of invertible subsheaves of a fixed degree in a vector bundle, considered as a
locally free sheaf. Following this example, V. Drinfeld proposed the following (partial)
compactification of the stack BunFTN along the fibers of the projection p.
2.2.2. Definition. The stack Bun
FT
N classifies pairs (FG, κ), where FG is a G–bundle
on X, and κ = {κλˇ} is the collection of maps
κλˇ : LλˇFT →֒ V
λˇ
FG
,
which are now embeddings of coherent sheaves (i.e., we do not require any more that
the quotient is torsion-free). These embeddings must satisfy the Plu¨cker relations in
the same sense as in Definition 2.1.2.
More precisely, the objects of the groupoid Hom(S,Bun
FT
N ) are pairs (FG, κ), where
FG is a G–bundle on X × S and κ = {κ
λˇ} is a collection of embeddings
κλˇ : LλˇFT →֒ V
λˇ
FG
, ∀λˇ ∈ Λˇ++,(2.3)
such that the quotient Vλˇ
FG
/Lλˇ
FT
is S–flat and the Plu¨cker relations hold. Morphisms
in Hom(S,Bun
FT
N ) are defined in the same way as in Hom(S,Bun
FT
N ).
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2.2.3. It is clear that BunFTN is an open substack of Bun
FT
N , and we denote by j the
corresponding open embedding. One can show that BunFTN is dense in Bun
FT
N . We will
not need this fact and the reader is referred to [3] for the proof.
We will denote by p : Bun
FT
N → BunG the natural projection:
p(FG, κ) = FG.
It is clear that the morphism p extends p, i.e., that p = p ◦ j. Moreover, we have the
following statement, which follows from the fact that the variety of invertible subsheaves
of a fixed degree in a given vector bundle is a complete variety.
Consider the natural T–action on Bun
FT
N : a point τ ∈ T acts on a point (FG, κ) ∈
Bun
FT
N by multiplying each κ
λˇ by λˇ(τ). The projection p clearly factors as Bun
FT
N →
Bun
FT
N /T → BunG.
2.2.4. Lemma. The morphism p : Bun
FT
N /T → BunG is representable and proper.
This is the reason why Bun
FT
N is called a “compactification” of Bun
FT
N .
2.2.5. Example. Let us again consider the case of G = GL2 using the notation of
Sect. 2.1.3.
In this case Bun
FT
N is the stack that classifies the triples (E, κ1, κ2), where E is a rank
2 bundle on X, κ1 (resp., κ2) is a non-zero map L1 → E (resp., E→ L2) such that the
composition κ2 ◦ κ1 vanishes and the induced map
det(E)→ L1 ⊗ L2
is an isomorphism.
The fiber of p over a rank 2 bundle E is the vector space Hom(L1,E) with the origin
removed.
Note that Bun
FT
N is stratified by locally closed substacks dBun
FT
N , d ≥ 0, which
classify those triples (E, κ1, κ2), for which the divisor of zeros of κ1 is of order d. In
particular, 0Bun
FT
N = Bun
FT
N .
Let us describe the Fq–points of the substacks dBun
FT
N . A point of Bun
FT
N is an
isomorphism class of extensions
0→ L1 → E→ L2 → 0.
Hence the set of Fq–points of Bun
FT
N is H
1(X,L), where L = L1 ⊗ L
−1
2 . A point of
1Bun
FT
N is an isomorphism class of extensions
0→ L1(x)→ E→ L2(−x)→ 0,
with some fixed x ∈ X. Therefore the set of Fq–points of 1Bun
FT
N is the set of points
of a vector bundle over X with fiber H1(X,L(2x)) over x ∈ X. Likewise, we find that
the set of Fq–points of dBun
FT
N is in one-to-one correspondence with the set of points
of a vector bundle over SdX with the fiber H1(X,L(2x1 + . . . + 2xd)) over the point
x1 + . . .+ xd ∈ S
iX.
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2.2.6. The following statement shows that we have a similar stratification of Bun
FT
N
for general G. It is here that the assumption that [G,G] is simply-connected, which
was made at the beginning of this section, becomes essential.
Suppose that F′T is a T–bundle, such that
Lλˇ
F′
T
= LλˇFT
(∑
k
〈νk, λˇ〉 · xk
)
, ∀λˇ ∈ Λˇ.
Then we will write:
F′T = FT
(∑
k
νk · xk
)
.
2.2.7. Proposition. Let (FG, κ) be an Fq–point of Bun
FT
N . Then there exists a unique
divisor D =
∑
k νk · xk with νk ∈ Λ
+ such that for F′T = FT (D) the meromorphic maps
Lλˇ
F′
T
≃ LλˇFT
(∑
k
〈νk, λˇ〉 · xk
)
→ VλˇFG
are regular everywhere and maximal.
2.2.8. Proof. For each i ∈ I, pick a fundamental weight ωˇi ∈ Λˇ
++.
Let Di be the divisor of zeros of the map
κωˇi : Lωˇi
FT
→ Vωˇi
FG
.
Set D =
∑
i∈IDi · αi. It is easy to check that D satisfies all the requirements.
2.2.9. Corollary. Bun
FT
N is stratified by locally closed substacks γ Bun
FT
N , with γ =
−
∑
i∈I diαi ∈ −Λ
+. The substack γ Bun
FT
N is a bundle over
∏
i∈IS
diX whose fiber
x,γ Bun
FT
N at
x = (xi,1 + . . .+ xi,di )i∈I
is isomorphic to Bun
F′
T
N , where
F′T = FT
(∑
i∈I
di∑
mi=1
αi · xi,mi
)
.
The above substacks x,γ Bun
FT
N give us a stratification of Bun
FT
N . We note that the
codimension of the stratum x,γ Bun
FT
N in Bun
FT
N equals 2
∑
i∈Idi; thus, it is always even.
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2.2.10. Remark. Consider the stack Bun
FT
N /T for G = GL(2). In [2] and [24] it was
shown that an appropriate semi-stability condition defines in Bun
FT
N /T an open sub-
stack, which is in fact an algebraic variety, and which can be constructed by a series of
blow-ups and blow-downs in the projective space PH1(X,L).
Moreover, this description (referred to as “geometric approximation”) defines on this
open substack of Bun
FT
N /T a stratification that coincides with that of Corollary 2.2.9.
For general G, such a description of a semi-stable part of Bun
FT
N /T appears to be
unknown, and it would be interesting to find one.
2.3. Generalizations.
2.3.1. In addition to the stack Bun
FT
N , it will be convenient for us to consider its
generalization described below.
Let x = {x1, ..., xn} be a collection of n distinct points on X and let ν be an n-tuple
of elements of Λ. Let x,νBun
FT
N be the stack classifying the data of (FG, κ), where
κ = {κλˇ} is now a collection of arbitrary non-zero maps of coherent sheaves
κλˇ : LλˇFT → V
λˇ
FG
(∑
k
〈νk, λˇ〉 · xk
)
,
subject to the Plu¨cker relations.
In particular, when n = 1, x = {x}, ν = {ν}, we will write x,ν Bun
FT
N instead of
x,νBun
FT
N .
By definition, the Bun
FT
N is nothing but x,0Bun
FT
N and for a general ν we have a
natural isomorphism
x,νBun
FT
N ≃ Bun
F′T
N ,(2.4)
where
F′T = FT
(
−
∑
k
νk · xk
)
.
We will use the notation ν ′ ≥ ν if for every k = 1, ..., n, ν ′k−νk ∈ Λ
+. It is clear that
if ν′ ≥ ν, then there is a natural closed embedding
x,νBun
FT
N →֒ x,ν′Bun
FT
N .
We define the ind-stack x,∞Bun
FT
N to be the inductive limit of x,νBun
FT
N as ν ∈ (Λ
+)n.
Note that for ν, ν ′ ∈ Λn, the closed substacks x,νBun
FT
N and x,ν′Bun
FT
N belong to the
same connected component of x,∞Bun
FT
N only if for every k the projection of ν
′
k − νk
to Λ/Span{Λ+} ≃ π1(G) equals 0.
In what follows, we will continue to denote by p the natural map x,∞Bun
FT
N → BunG.
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2.3.2. We will also need the following locally closed substacks of x,∞Bun
FT
N .
Let us denote by
jν : x,ν Bun
FT
N →֒ x,∞Bun
FT
N
the locally closed substack corresponding to those pairs (FG, κ), for which each map
κλˇ : LλˇFT → V
λˇ
FG
(∑
k
〈νk, λˇ〉 · xk
)
is regular and maximal for all λˇ ∈ Λˇ++ on the whole of X.
Note that under the isomorphism (2.4), x,ν Bun
FT
N goes to Bun
F′
T
N .
Let us also introduce the locally-closed substack
j˜ν : x,νB˜un
FT
N →֒ x,∞Bun
FT
N
as the locus corresponding to pairs (FG, κ
λˇ) for which each map
κλˇ : LλˇFT → V
λˇ
FG
(∑
k
〈νk, λˇ〉 · xk
)
is regular and is moreover maximal in a neighborhood of
n⋃
k=1
xk for all λˇ ∈ Λˇ
++. Note
that this is equivalent to saying that the quotient Vλˇ
FG
(∑
k〈νk, λˇ〉 · xk
)
/Lλˇ
FT
has no
torsion supported at any of the points x1, ..., xn.
To summarize, for each ν we have a sequence of embeddings:
x,ν Bun
FT
N →֒ x,νB˜un
FT
N →֒ x,νBun
FT
N →֒ x,∞Bun
FT
N ,
where the first two arrows are open embeddings and the last arrow is a closed one.
3. Properties of Bun
FT
N .
In this section we will prove several important technical facts concerning the structure
of Bun
FT
N . These facts will not be used until Sect. 6.
3.1. Presentation as a double quotient.
3.1.1. The structure of N(Kˆy). Let y be an Fq–point of X. Let G(Oˆy) (resp., G(Kˆy))
be be the group scheme (resp., group ind–scheme) that classifies maps Dy → G (resp.,
D×y → G) (cf. Sect. 1.4). In a similar way we define the corresponding objects for N ,
namely N(Oˆy) and N(Kˆy).
We will now recall some useful facts about the structure of N(Kˆy). For the most
part, the discussion below applies to any unipotent algebraic group (in our case it will
be N).
Note first that N(Kˆy) is not only a group ind–scheme (i.e., a group-like object in the
category of ind–schemes), but actually an ind–group scheme. In other words, N(Kˆy)
can be represented as a direct limit of certain group schemes N−k, k > 0. Moreover,
each N−k is an inverse limit of finite-dimensional unipotent groups.
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Furthermore, for each k we may find a normal subgroup Nk of N−k, such that
Nk ⊂ N(Oˆy), and N(Oˆy) = lim←−N(Oˆy)/N
k. We denote by Nk (resp., N
′
k) the quotient
N−k/Nk (resp., N(Oˆy)/N
k).
For example, in the case of GL2, when N = Ga, N
k (resp., N−k) can be chosen to
be t−kOˆy (resp., t
kOˆy), where t is a formal coordinate at y.
3.1.2. So far, our discussion has been local, i.e., we used only the formal neighborhood
of y in X. Now the curve X defines a group ind–subscheme Nout of N(Kˆy), such that
Hom(S,Nout) = Hom(S × (X − y), N).
Note that any Ga–bundle over an affine scheme is trivial. Hence, any N–bundle
over (X\y) × S, where S is any Fq–scheme, can be trivialized locally on S in Zariski
topology. This allows us to obtain all N–bundles by “gluing” together trivial bundles
over X\y and Dy by a “transition function” on D
×
y , which is an element of N(Kˆy).
Thus, informally one can think of BunN as the double quotient Nout\N(Kˆy)/N(Oˆy).
To avoid quotiening out by the ind–group Nout, we replace N(Kˆy) by a large enough
subgroup N−k. Then, for large enough k, we obtain a description of BunN as the
double quotient Nout,k\N
−k/N(Oˆy), where Nout,k = Nout ∩N
−k.
3.1.3. The analogous description of BunFTN for any T–bundle FT over X is obtained
as follows. Let us choose an embedding T
f
→֒ B and consider the induced B–bundle
F
f
B := FT
T
× B. Let NFT be the group scheme of endomorphisms of FfB that preserve
the identification FfB/N ≃ FT .
We have the ind–group scheme NFT (Kˆy) = Γ(D
×
y ,N
FT ) and its subgroups NFT (Oˆy)
= Γ(Dy,N
FT ) and NFTout = Γ(X − y,N
FT ).
Let us fix a trivialization of the restriction of a T–bundle FT to Dy:
ǫ : F0T |Dy → FT |Dy .
Then we can identify NFT (Kˆy) and N
FT (Oˆy) with N(Kˆy) and N(Oˆy), respectively, and
consider NFTout as a subgroup of N(Kˆy).
Set
NFTout,k = N
FT
out ∩N
−k ⊂ N(Kˆy).
This is a finite-dimensional unipotent group scheme for any k and we have a map
NFTout,k → Nk = N
−k/Nk, which is injective when k is large enough. Moreover, we have
3.1.4. Lemma. For any k, a normal subgroup of finite codimension in Nk acts freely
on the quotient NFTout,k\N
−k, so the double quotient NFTout,k\N
−k/N(Oˆy) is a well-defined
algebraic stack (of finite type). Moreover, we have a natural map
NFTout,k\N
−k/N(Oˆy)→ Bun
FT
N ,
which is an isomorphism for k large enough.
3.2. The canonical N(Oˆy)-torsor.
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3.2.1. Let FG be an S–family of G–bundles on X. By making a restriction from X to
Dy, we obtain an S–family of G–bundles on Dy (cf. Sect. 1.4).
Note that an S–family of G–bundles on Dy is the same as an G(Oˆy)–bundle over S.
This construction yields a canonical G(Oˆy)–torsor over BunG, which we will denote by
Gy.
Analogously, we define the canonical B(Oˆy)–bundle By over BunB . The datum of
ǫ gives us a reduction of By|BunFT
N
to N(Oˆy). We denote the corresponding N(Oˆy)–
bundle over BunFTN by N
ǫ
y. The important fact is that the action of N(Oˆy) on N
ǫ
y
extends naturally to an N(Kˆy)–action. Loosely speaking, N(Kˆy) acts by changing the
transition function of an N–bundle on D×y . A precise construction of this action is
given in the proof of Lemma 3.2.7 below.
3.2.2. Informally, one can say that Nǫy ≃ N
FT
out\N(Kˆy). More precisely, Lemma 3.1.4
implies the following result:
Corollary. For every k we have a natural map NFTout,k\N
−k → Nǫy, which is an iso-
morphism for k large enough.
Clearly, the N−k action on NFTout,k\N
−k coincides with the one that comes from the
above mentioned N(Kˆy)–action on N
ǫ
y and the embedding N
−k →֒ N(Kˆy).
3.2.3. Consider the N ′k–bundle
kNǫy = N
ǫ
y/N
k over BunFTN . Lemma 3.1.4 implies:
3.2.4. Corollary. For k large enough, we have an isomorphism of N ′k–torsors over
BunFTN :
NFTout,k\Nk →
kNǫy.
In particular, for large k, kNǫy is an affine scheme, which is isomorphic to a tower of
affine spaces.
3.2.5. Example. Let us illustrate the above discussion on the example of G = GL(2).
In this case, we have an isomorphism BunFTN ≃ EL for an appropriate line bundle L (see
Sect. 2.1.3). The trivialization ǫ identifies N(Oˆy) with H
0(Dy,L). The stack Bun
FT
N is
isomorphic to
H1(X,L)/H0(X,L) ≃ H0(X − y,L)\Kˆy/Oˆy.
The scheme Nǫy can be identified with
H1c (X − y,L) := lim←−H
1(X,L(−k · y)) ≃ H0(X − y,L)\Kˆy.
In addition, we have:
kNǫy ≃ H
1(X,L(−k · y)) ≃ H0(X − y,L)\Kˆy/H
0(Dy,L(−k · y)).
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3.2.6. Now we would like to extend the N(Oˆy)–torsor N
ǫ
y from Bun
FT
N to the compact-
ification Bun
FT
N . Unfortunately, this does not seem to be possible. The problem is that
those points of Bun
FT
N , for which at least one of the maps
κλˇ : LλˇFT → V
λˇ
FG
has a zero at y, do not give rise to genuine B–bundles on Dy.
However, Nǫy can be extended to the open substack y,0B˜un
FT
N ⊂ Bun
FT
N , since by the
definition of y,0B˜un
FT
N , the data of ǫ gives rise to bundle maps
O|Dy → V
λˇ
FG
|Dy , λˇ ∈ Λˇ
++,
which satisfy the Plu¨cker relations. Therefore we obtain a reduction of the G(Oˆy)–torsor
Gy|
y,0B˜un
FT
N
to N(Oˆy).
We denote the resulting N(Oˆy)–bundle over y,0B˜un
FT
N by N˜
ǫ
y. More precisely, N˜
ǫ
y
classifies triples (FG, κ, ϕ), where (FG, κ) ∈ y,0B˜un
FT
N and hence gives rise to a well-
defined N–bundle on Dy, and ϕ is a trivialization of this bundle.
The following fact will play an important role in the proof of Theorem 3.
3.2.7. Lemma. The N(Oˆy)–action on N˜
ǫ
y extends naturally to an N(Kˆy)–action.
3.2.8. Proof. As was mentioned above, the action will come from “changing the tran-
sition functions over D×y ”.
For a point3 (FG, κ, ϕ) of N˜
ǫ and a point n ∈ N(Kˆy), we will produce a new point
(F′G, κ
′, ϕ′) of N˜ǫ as follows. We set (F′G, κ
′)|X−y = (FG, κ)|X−y . To define the triple
(F′G, κ
′, ϕ′) at y, we fix an affine neighborhood X0 of y. The trivialization ϕ attaches
to φ ∈ H0(X0 − y,V
λˇ
FG
) its Laurent expansion at y, which we denote by φˆ ∈ Vλˇ ⊗ Kˆy.
We define F′G on X0 by the following condition: the sections of V
λˇ
F′
G
on X0 are precisely
the sections φ ∈ H0(X0 − y,V
λˇ
FG
) such that n · φˆ ∈ Vλˇ ⊗ Oˆy. It remains to check that
the map κ′ indeed maps Lλˇ
FT
to Vλˇ
F′
G
. This follows from the fact that the image of the
map κλˇ|
D
×
y
: Lλˇ
FT
|
D
×
y
→ Vλˇ
FG
|
D
×
y
is N(Kˆy)–invariant.
Finally, note that the G–bundle F′G comes with a tivialtization over Dy and by
construction this trivialization is compatible with κ′. This gives the trivialization ϕ′.
Note that the N(Kˆy)–action does not preserve the projection N˜
ǫ
y → Bun
FT
N .
3.3. Affinness. In this section we prove the following statement, which will be used
in the proof of Proposition 6.2.1.
3.3.1. Proposition. The open embedding x,ν Bun
FT
N →֒x,ν Bun
FT
N is affine.
3By a point we mean, as usual, an S–point for an arbitrary Fq–scheme S.
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3.3.2. Recall that we have an isomorphism (2.4), which identifies x,ν Bun
FT
N and Bun
F′
T
N
as well as their closures. Therefore to prove Proposition 3.3.1 it suffices to show that
the embedding BunFTN →֒ Bun
FT
N is affine.
For µ ∈ Λ+, introduce an open substack Bun
FT
N,µ of Bun
FT
N . It classifies those pairs
(FG, κ) for which the torsion part of the quotient sheaf V
λˇ
FG
/ Im(κλˇ) has length less
than or equal to 〈µ, λˇ〉, for all λˇ ∈ Λˇ++.
Clearly, Bun
FT
N,0 = Bun
FT
N and Bun
FT
N,µ ⊂ Bun
FT
N,ν if ν − µ ∈ Λ
+. For y ∈ X let
y,0B˜un
FT
N,µ = y,0B˜un
FT
N ∩ Bun
FT
N,µ.
It is clear that that every Fq-point of Bun
FT
N belongs to y,0B˜un
FT
N,µ for some y and
µ. Hence, it is sufficient to show that the embedding of BunFTN into every y,0B˜un
FT
N,µ is
affine.
Now Proposition 3.3.1 follows by combining Corollary 3.2.4 and the following result.
Denote the N ′k–bundle N˜
ǫ
y/Nk by
kN˜ǫy.
3.3.3. Proposition. For fixed FT , µ and y, the restriction of
kN˜ǫy to y,0B˜un
FT
N,µ is a
scheme when k is large enough.
3.3.4. Proof. First, we claim that the stack y,0B˜un
FT
N,µ is of finite type. This follows
from:
Lemma. The image of y,0B˜un
FT
N,µ under the projection p : Bun
FT
N → BunG is contained
in an open substack U of BunG of finite type.
Proof of the lemma. Let λˇ ∈ Λˇ++ be a regular weight and let {ηˇ} be the collection of
weights of Vλˇ. We can choose ν ∈ Λˇ such that
〈ν, λˇ〉 > max
ηˇ;0≤µ′≤µ
〈µ′ + deg(FT ), ηˇ〉.
Let FG be a G–bundle in the image of y,0B˜un
FT
N,µ under the projection p : Bun
FT
N →
BunG. By definition, it admits a B–structure of degree deg(FT ) + µ
′ for 0 ≤ µ′ ≤ µ
(here by degree of a B–bundle we understand the degree of the corresponding T–bundle,
which is an element of Λ). Then the associated bundle Vλˇ
FG
admits a filtration, whose
successive quotients are line bundles of degrees 〈µ′ + deg(FT ), ηˇ〉.
Therefore Vλˇ
FG
does not admit a line subbundle of degree 〈ν ′, λˇ〉 for any ν ′ ≥ ν.
Hence, FG does not admit a B–structure of degree greater than or equal to ν. But it
is well-known that the open substack of BunG, which classifies such G–bundles, is of
finite type.
Recall the canonical G(Oˆy)–bundle Gy over BunG from Sect. 3.2.1. For i > 0, denote
by Gi the i–th congruence subgroup of G(Oˆy) and by Gi the quotient G(Oˆy)/G
i. The
stack–theoretic quotient iGy := Gy/G
i is a principal Gi–bundle over BunG. It is well-
known that for any open substack U ⊂ BunG of finite type, there exists an integer
i > 0 such that the restriction of iGy to U is a scheme.
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Since p is representable, we obtain that on the one hand, iGy|
y,0B˜un
FT
N,µ
is a scheme.
On the other hand, by definition, the induced G(Oˆy)–bundle N˜
ǫ
y ×
N(Oˆy)
G(Oˆy) can be
canonically identified with Gy|
y,0B˜un
FT
N,µ
.
Now, for every i > 0 we can find an integer k > 0 such that Nk ⊂ N(Oˆy) ∩ G
i.
Therefore for a given i and large enough k, we have an isomorphism of Gi–bundles:
kN˜ǫy ×
N ′
k
Gi ≃
iGy|
y,0B˜un
FT
N,µ
.
Hence for i and k large enough, kN˜ǫy ×
N ′
k
Gi is a scheme. Since the stack
kN˜ǫy admits a
representable morphism to kN˜ǫy ×
N ′
k
Gi, it is also a scheme for i and k large enough.
This completes the proof of Proposition 3.3.3 and therefore of Proposition 3.3.1.
4. Sheaves
4.1. Evaluation morphisms and perverse sheaves.
4.1.1. For a fixed FT ∈ BunT consider the affine space:
∏
i∈IH
1(X,Lαˇi
FT
).
We construct a natural morphism:
ev : BunFTN →
∏
i∈I
H1(X,Lαˇi
FT
).
First, let us consider the case G = GL2. Let L1 and L2 be as in Sect. 2.1.3. Then
Lαˇ
FT
≃ L := L1 ⊗ L
−1
2 . The map ev is just the composition
BunFTN ≃ EL → H
1(X,L).
To define the morphism ev for general G we construct for every i ∈ I a two-
dimensional representation Vi of the group B. Its restriction to T ⊂ B is the direct
sum 1 ⊕ 1αˇi of the trivial one-dimensional representation 1 and the one–dimensional
representation corresponding to the character B → T
αˇi→ Gm. The subgroup N ⊂ B
maps 1 to 1αˇi via the projection
N ։ N/[N,N ]→ Span{αˇi}.
Thus, we have a short exact sequence of B–modules
0→ 1αˇi → Vi → 1→ 0.
By definition, a point (FG, κ) ∈ Bun
FT
N defines a B-bundle FB on X, such that V
i
FB
fits into a short exact sequence:
0→ Lαˇi
FT
→ ViFB → OX → 0.
Hence we obtain a morphism of stacks BunFTN → ELαˇi
FT
(the latter is defined in
Sect. 2.1.3). By composing it with the canonical map E
L
αˇi
FT
→ H1(X,Lαˇi
FT
) we obtain
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a morphism
evi : Bun
FT
N → H
1(X,Lαˇi
FT
).
Finally, we set ev =
∏
i∈I evi.
4.1.2. To define our sheaves on BunFTN we need to choose additional data.
Suppose that for every i ∈ I we are given an embedding
̟i : L
αˇi
FT
→֒ Ω.
Let ̟ denote the collection {̟i}, ∀ i ∈ I.
To such ̟ we assign its conductor, cond(̟), which is a divisor on X with values in
the semi-group Λ++Gad of dominant co-weights of the group Gad, where Gad := G/Z(G).
Namely, we set 〈cond(̟), αˇi〉 equal to the divisor of zeroes of the map ̟i for all i ∈ I.
For a point x ∈ X, the conductor of ̟ at x, denoted by condx(̟), is by definition
an element of Λ++Gad equal to the value of cond(̟) at x.
4.1.3. Let us fix the data of ̟. We define a morphism ev̟ : Bun
FT
N → Ga as the
composition
BunFTN
evi−→
∏
i∈I
H1(X,Lαˇi )
̟
−→
∏
i∈I
H1(X,Ω) ≃ GIa
sum
−→ Ga,
where the last arrow is the map (a1, ..., ar)→ a1 + ...+ ar.
Write Jψ for the Artin-Schreier sheaf on Ga corresponding to a fixed additive char-
acter ψ : Fq → Q
∗
ℓ and let Ψ̟ be the local system on Bun
FT
N defined by
Ψ̟ := ev
∗
̟(Jψ)[dN ],
where dN = dimBun
FT
N .
Let Ψ̟ be the perverse sheaf on Bun
FT
N , which is the Goresky-MacPherson extension
of Ψ̟:
Ψ̟ := j!∗(Ψ̟).
We also define complexes of perverse sheaves
Ψ̟ ! := j!(Ψ̟), Ψ̟∗ := j∗(Ψ̟)
on Bun
FT
N .
Theorem 2. The canonical maps
Ψ̟! → Ψ̟ → Ψ̟∗
are isomorphisms.
In other words, the ∗–restriction of Ψ̟ to the complement of Bun
FT
N in Bun
FT
N
vanishes.
4.2. The definition of the category of sheaves.
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4.2.1. Next we reformulate Theorem 2 using the ind-stack x,∞Bun
FT
N .
Let (x, ν) be as in Sect. 2.3 and consider the stack x,νBun
FT
N . Denote by pr the
natural projection Λ→ ΛGad . Let us assume that for every k, the sum
condxk(̟) + pr(νk)
is still a dominant coweight of Gad.
We have an identification of stacks
x,νBun
FT
N ≃ Bun
F′T
N ,
where F′T := FT (−
∑
k νk · xk). The above condition on ̟ ensures that the correspond-
ing meromorphic maps
̟′i : L
αˇi
F′
T
→ Ω
are regular. Hence we obtain a morphism ev̟′ : Bun
F′T
N → Ga, and hence a morphism
evx,ν̟ : x,νBun
FT
N → Ga.
Let Ψx,ν̟ = (ev
x,ν
̟ )∗(Iψ)[dN ] be the corresponding local system on x,νBun
FT
N ⊂
x,∞Bun
FT
N . Let us denote by Ψ
x,ν
̟ be the Goresky-MacPherson extension of Ψ
x,ν
̟ ,
and Ψx,ν̟ ! and Ψ
x,ν
̟ ∗ be the corresponding complexes of perverse sheaves on x,∞Bun
FT
N .
4.2.2. Definition. Let us fix data of ̟, such that cond(̟) = 0 (note that this means
that we fix isomorphisms Lαˇi
FT
≃ Ω). We define the Whittaker category Wx̟ as the
full abelian subcategory of the category of all perverse sheaves on x,∞Bun
FT
N , which
consists of the perverse sheaves whose irreducible subquotients are the sheaves Ψ
x,ν
̟ ,
with ν such that νk ∈ Λ
++ for all k = 1, ..., n.
The following is the main result of this paper.
Theorem 3. (1) The category Wx̟ is semi-simple.
(2) The canonical maps Ψx,ν̟ ! → Ψ
x,ν
̟ → Ψ
x,ν
̟ ∗ are isomorphisms.
Theorem 3 will be proved in Sect. 6. As was already mentioned in Sect. 1, Theorem 2
will be be obtained as a rather formal consequence of the explicit computation of the
action of the Hecke functors on Wx̟, which will be introduced in the next section.
4.2.3. We claim that Theorem 3(2) and Theorem 2 are equivalent. Clearly, Theo-
rem 3(2) is a particular case of Theorem 2. Let us explain how to derive Theorem 2
from Theorem 3(2).
Suppose first that the center Z(G) of G is connected. This means that the map
pr : Λ → ΛGad is surjective. In this case, starting with an arbitrary ̟, there exists a
Λ–valued divisor D =
∑
k µk · xk on X, such that pr(D) = cond(̟).
Thus, if we set F′T := FT (D), we will have cond(̟
′) = 0 for the corresponding
maps ̟′i : L
αˇi
F′
T
→ Ω. Moreover, we can then identify x,νBun
FT
N with x,ν+µBun
F′
T
N ,
and identify their closures in x,∞Bun
FT
N and x,∞Bun
F′T
N , respectively. The morphisms
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ev̟ :x,ν Bun
FT
N → Ga and ev̟′ :x,ν+µ Bun
F′
T
N → Ga coincide under this identification,
as do the corresponding perverse sheaves.
Therefore we see that in the case when Z(G) is connected Theorem 2 and Theo-
rem 3(2) are equivalent.
4.2.4. Let nowG be an arbitrary reductive group, such that [G,G] is simply-connected,
and consider the group G1 := G ×
Z(G)
T . Evidently, [G1, G1] is also simply-connected.
In addition, G1 has a connected center: Z(G1) = T and Theorem 2 for G1 follows from
Theorem 3.
Let T1 denote the Cartan subgroup of G1; we have an embedding T →֒ T1 and let
FT1 denote the induced T1–bundle over X.
We have a natural map of stacks Bun
FT
N → Bun
FT1
N1
, which is easily seen to be an
isomorphism.
Moreover, the data of ̟ for G defines the corresponding data ̟1 for G1 such that
the sheaves Ψ̟!, Ψ̟ and Ψ̟∗ match with the corresponding perverse sheaves for G1.
Hence, Theorem 2 for G will follow from Theorem 3(2) for G1.
5. Hecke functors
5.1. The affine Grassmannian.
5.1.1. Let x ∈ X be an Fq–point, Dx the formal disc around x in X, and t a formal
coordinate at x. The choice of the formal coordinate allows us to identify Oˆx with
Fq[[t]] and Kˆx with Fq((t)).
Recall the group scheme G(Oˆx) and the ind–group scheme G(Kˆx) that classify maps
Dx → G and D
×
x → G, respectively.
The affine Grassmannian Gr is an ind-scheme defined as the quotient G(Kˆx)/G(Oˆx).
In other words, for a scheme S, Hom(S,Gr) is the set of pairs (FG, β), where FG is an
S–family of G–bundles on Dx and β is a trivialization of the corresponding family of
bundles on D×x .
Alternatively, one can define Gr using the global curve X: Hom(S,Gr) is a set of
pairs (FG, β), where FG is a G–bundle over X × S and β is a trivialization of the
restriction of FG to (X − x)× S.
Evidently, to a data (FG, β) “over X” one can attach a data (FG, β) “over Dx” and
the fact that the two definitions coincide is a theorem due to Beauville and Laszlo [1].
5.1.2. The first description of Gr implies that it carries a natural action of G(Kˆx)
and, in particular, of G(Oˆx). For λ ∈ Λ
+ let Grλ be the G(Oˆx)-orbit of the point
λ(t) · G(Oˆx) ∈ Gr, where λ(t) ∈ T (Kˆx) ⊂ G(Kˆx). It is easy to see that Gr
λ is
independent of the choice of T ⊂ G and of the uniformizer t ∈ Oˆx. Furthermore,
dim(Grλ) = 〈λ, 2ρˇ〉 and Grµ ⊂ Gr
λ
if and only of λ ≥ µ, i.e., when λ − µ is a sum of
positive roots of LG – see, for example, [17]. The schemes Grλ form a stratification of
the underlying reduced scheme of Gr.
5.2. The category PG(Oˆx)(Gr).
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5.2.1. Since the closures of G(Oˆx)–orbits on Gr are finite-dimensional, the abelian
category PG(Oˆx)(Gr) of G(Oˆx)–equivariant perverse sheaves on Gr is well-defined. By
definition, every object of this category is supported over a finite union of schemes of
the form Gr
λ
.
It is well-known that for every Fq-point of Gr, its stabilizer in G(Oˆx) is connected.
Therefore, the irreducible objects in PG(Oˆx)(Gr) are the Goresky–MacPherson exten-
sions of constant local systems (appropriately shifted) on the strata Grλ; we will denote
these sheaves by Aλ.
5.2.2. Theorem. (see [17]) The category PG(Oˆx)(Gr) is semi-simple.
We remark that the argument given in Sect. 6.1 yields an alternative proof of this
theorem.
5.2.3. Next we will describe the convolution operation PG(Oˆx)(Gr). This construction
is nothing but a sheaf-theoretic analogue of the definition of the algebra structure on
H.
Consider the ind-scheme Conv := G(Kˆx) ×
G(Oˆx)
G(Kˆx)/G(Oˆx). It is easy to see
that this scheme represents the following functor: Hom(S,Conv) is the set of quadru-
ples (F1G, β
1,FG, β), where F
1
G and FG are G–torsors over Dx, β
1 is an identification
F1G|D×x → FG|D×x and β is a trivialization FG|D×x → F
0
G|D×x .
There is an obvious projection p1 : Conv→ Gr which sends the quadruple
(F1G, β
1,FG, β) to (FG, β); it is the projection on the first factor:
G(Kˆx) ×
G(Oˆx)
G(Kˆx)/G(Oˆx)→ G(Kˆx)/G(Oˆx) = Gr .
Moreover, this projection realizes Conv as a fibration over Gr with a typical fiber
isomorphic again to Gr.
More precisely, Conv is a bundle associated to the G(Oˆx)–scheme Gr and G(Oˆx)–
torsor G(Kˆx)→ G(Kˆx)/G(Oˆx) = Gr.
Thus, starting from a perverse sheaf S1 on Gr and a G(Oˆx)–equivariant perverse sheaf
S2 on Gr we can construct their twisted external product S1⊠˜S2, which is a perverse
sheaf on Conv (see Sect. 1.4).
Note that the product map gives rise to a second projection
Conv = G(Kˆx) ×
G(Oˆx)
G(Kˆx)/G(Oˆx)→ G(Kˆx)/G(Oˆx) = Gr .
On the level of the corresponding functors, this map sends a quadruple (F1G, β
1,FG, β)
as above to (F1G, β
′), where β′ is obtained as a composition β ◦ β1. We will denote this
projection by p2.
For two perverse sheaves S1 and S2 on G with S2 being G(Oˆx)–equivariant, we denote
by S1 ⋆ S2 the complex p2!(S1⊠˜S2). By construction, if S1 is also G(Oˆx)–equivariant,
then so is S1 ⋆ S2.
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5.2.4. Theorem. ([17]) For S1, S2 ∈ PG(Oˆx)(Gr), the complex S1 ⋆ S2 is a perverse
sheaf.
Actually, even more is true: S1 ⋆ S2 is a perverse sheaf for S1 ∈ PG(Oˆx)(Gr) and any
perverse sheaf S2. However, we will not need this stronger statement.
5.2.5. Thus, S1, S2 7→ S1 ⋆ S2 defines a binary operation on PG(Oˆx)(Gr). It is easy
to see from the definition of ⋆ that it admits a natural associativity constraint, which
makes PG(Oˆx)(Gr) into a monoidal category.
In addition, the inversion g 7→ g−1 on G(Kˆx) induces a covariant self–functor on
PG(Oˆx)(Gr), which we will denote by S 7→ ∗S.
The following theorem can be viewed as a sheaf–theoretic version of the Satake
isomorphism (see Theorem 1.1.2).
5.2.6. Theorem. The category PG(Oˆx)(Gr) admits a commutativity constraint, i.e., it
is a tensor category. Moreover, as such, it is equivalent to the category Rep(LG) of
finite-dimensional representations of LG in such a way that
(1) The object Aλ ∈ PG(Oˆx)(Gr) goes to V
λ.
(2) Let D be the Verdier duality functor on PG(Oˆx)(Gr). The functor S → D(∗S)
corresponds to the contragredient duality functor.
5.2.7. Remark. To be precise, this result has been proved in [10, 18] over the ground
field C (in this setting, this isomorphism was conjectured by V. Drinfeld; see also [17]).
But the proof outlined in [18] can be generalized to the case of the ground field Fq; see
also [20].
5.3. The Hecke action on x,∞Bun
FT
N .
5.3.1. Definition. For a point x ∈ X the Hecke correspondence stack Hx is defined
as follows. For an Fq–scheme S, Hom(S,Hx) is a groupoid, whose objects are triples
(FG,F
′
G, β), where FG and F
′
G are G–bundles over X × S and β is an isomorphism
β : FG|(X−x)×S ≃ F
′
G|(X−x)×S .
The definition of morphisms in Hom(S,Hx) is straightforward.
Let h← and h→ be the projections Hx → BunG, sending (FG,F
′
G, β) to FG and F
′
G,
respectively.
5.3.2. Recall the G(Oˆx)–bundle Gx over BunG. It follows from the definitions that
each of the projections h← and h→ realizes Hx as a fibration over BunG attached to
Gx and the G(Oˆx)–scheme Gr:
Hx ≃ Gx ×
G(Oˆx)
Gr .(5.1)
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Thus, if S is an object of PG(Oˆx)(Gr), we can use either h
→ or h← to produce objects
Sl and Sr in Sh(Hx) by taking the twisted external product of S with the constant sheaf
on BunG. Note that there is a natural isomorphism
(∗S)l ≃ Sr.(5.2)
Let Sh(BunG) be the derived category of Qℓ–sheaves on BunG. It is well-known that
PG(Oˆx)(Gr) “acts” on Sh(BunG) by convolution (this action is used in the definition
of “Hecke eigensheaves” in the geometric Langlands correspondence). We will need an
analogous action of PG(Oˆx)(Gr) on the derived category Sh(x,∞Bun
FT
N ) of Qℓ–sheaves
on x,∞Bun
FT
N .
5.3.3. Let Z denote the fiber product
Z = Hx ×
BunG
x,∞Bun
FT
N ,(5.3)
where the morphism Hx → BunG that we use in the above formula is the projection
h→.
In other words, Z is a fibration over x,∞Bun
FT
N that corresponds to the G(Oˆx)–torsor
Gx|
x,∞Bun
FT
N
and the G(Oˆx)–scheme Gr.
5.3.4. Proposition. There exists a second projection Z
′h←
−→ x,∞Bun
FT
N which renders
the diagram
x,∞Bun
FT
N
′h←
←−−− Z
′h→
−−−→ x,∞Bun
FT
N
p
y ′py py
BunG
h←
←−−− Hx
h→
−−−→ BunG
(5.4)
commutative. Moreover, the left square in the above diagram is Cartesian as well.
5.3.5. Proof. By definition, the stack x,∞Bun
FT
N classifies pairs (FG, κ), where where κ
is a collection of maps
κλˇ : LλˇFT → V
λˇ
F′
G
(∞ · x)
subject to the Plu¨cker relations.
Therefore, the stack Z classifies triples (FG,F
′
G, κ, β), with FG and κ are as above
and β is an isomorphism FG|X−x ≃ F
′
G|X−x.
Hence, from κ and β we obtain a system of maps
κ′λˇ : LλˇFT → V
λˇ
F′
G
(∞ · x),
which satisfy the Plu¨cker relations.
Let us set ′h←(FG,F
′
G, κ, β) = (FG, κ
′), with the collection κ′ = {κ′λˇ} defined above.
It is clear that the left square of the above diagram is commutative and Cartesian.
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5.3.6. The morphism ′h→ realizes Z as a fibration Gx ×
G(Oˆx)
Gr. Therefore given S ∈
PG(Oˆx)(Gr) and T ∈ Sh(x,∞Bun
FT
N ), using the notation introduced in Sect. 1.4, we
can form the twisted tensor product (T⊠˜S)r. Note that because ′h← is proper on the
support of (T⊠˜S)r, we have
′h←∗ ((T⊠˜S)
r) = ′h←! ((T⊠˜S)
r).
We then set:
T ⋆ S := ′h←! ((T⊠˜S)
r) = ′h←∗ ((T⊠˜S)
r).(5.5)
Analogously, considering Z as a fibration Gx ×
G(Oˆx)
Gr corresponding to the morphism
′h←, we can construct the twisted tensor product (T⊠˜S)l. Then we obtain a functor
“from left to right”:
T, S 7→ S ⋆ T = ′h→! ((T⊠˜(∗S))
l).
5.3.7. Properties of the action. The Hecke functors defined above
PervG(Oˆx)(Gr)× Sh(x,∞Bun
FT
N )→ Sh(x,∞Bun
FT
N )
are compatible with the tensor structure on PervG(Oˆx)(Gr) in the following sense:
5.3.8. Lemma. For any S1, S2 ∈ PervG(Oˆx)(Gr) we have functorial isomorphisms
(T ⋆ S1) ⋆ S2 ≃ T ⋆ (S1 ⋆ S2),
S1 ⋆ (S2 ⋆ T)) ≃ (S1 ⋆ S2) ⋆ T,
such that the pentagon identity holds for three-fold convolution products.
Moreover, we also have the following proposition which follows in a straightforward
way from the definitions..
5.3.9. Proposition.
(1) The Hecke functors commute with Verdier duality in the sense that D(S ⋆ T)) ≃
D(S) ⋆ D(T), and D(T ⋆ S)) ≃ D(T) ⋆D(S).
(2) For a fixed S ∈ PG(Oˆx)(Gr), the functors T 7→ T ⋆ S and T 7→ D(S) ⋆ T from
Sh(x,∞Bun
FT
N ) to itself are mutually both left and right adjoint.
(3) There is a functorial isomorphism T ⋆ S ≃ (∗S) ⋆ T.
5.4. Action on the canonical sheaves.
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5.4.1. Now we take as S, the perverse sheaf Aλ, which is the Goresky–MacPherson
extension of the constant sheaf (appropriately shifted) on Grλ. Note that we have:
∗Aλ = A−w0(λ).
The following statement, which will be proved in Sect. 7, is a crucial step in our
proof of Theorem 3(1).
Theorem 4. Suppose that condx(̟) = 0. Then
Ψ
x,0
̟ ⋆Aλ ≃ Ψ
x,λ
̟ .
5.4.2. According to Lemma 5.3.8 and Theorem 5.2.6, for any µ ∈ Λ+, there exists a
functorial isomorphism
(T ⋆Aλ) ⋆Aµ ≃ ⊕ν∈Λ+(T ⋆Aν)⊗HomLG(V
ν , V λ ⊗ V µ).
Therefore we obtain:
5.4.3. Corollary. Suppose that condx(̟) = 0. Then
Ψ
x,µ
̟ ⋆Aλ ≃ ⊕ν∈Λ+Ψ
x,ν
̟ ⊗HomLG(V
ν , V λ ⊗ V µ)(5.6)
5.4.4. The category Pχ
N(Kˆx)
(Gr). Let us explain why Theorem 3 and Theorem 4 allow
us to construct a category Pχ
N(Kˆ)
(Gr) which satisfies the properties listed in Sect. 1.2.4.
Choose data of ̟ with cond(̟) = 0 (in fact, condx(̟) = 0 would suffice). Set
Pχ
N(Kˆ)
(Gr) := Wx̟.
Then Theorem 4 implies that the Hecke action of PG(Oˆx)(Gr) on Sh(x,∞Bun
FT
N )
preserves Wx̟ and that Ψ
x,0
̟ ⋆Aλ ≃ Ψ
x,λ
̟ .
This gives us the first two properties of Pχ
N(Kˆ)
(Gr). The third property is insured by
Theorem 3.
We will see in Sect. 8 that the computation of stalks of Ψ
x,µ+ν
̟ ⋆Aλ is equivalent to
the computation of the cohomology (1.7).
Our plan now is the following. In Sect. 6 we derive Theorem 3 from Theorem 4.
Then in Sect. 7 we prove Theorem 4. Finally, we use these results in Sect. 8 to prove
Theorem 1.
6. Proof of Theorem 3
6.1. Proof of Theorem 3(1).
6.1.1. To simplify notation we will assume that x consists of one point x. The proof
in the general case is exactly the same.
To show that Wx̟ is semi-simple, it suffices to prove that
Ext1(Ψ
x,µ
̟ ,Ψ
x,ν
̟ ) = 0
for any µ, ν ∈ Λ++.
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6.1.2. Step 1. We claim that it is enough to prove that
Ext1(Ψ
x,0
̟ ,Ψ
x,ν
̟ ) = 0.(6.1)
Indeed, using Theorem 4 and Proposition 5.3.9(2,3) we obtain:
Ext1(Ψ
x,µ
̟ ,Ψ
x,λ
̟ ) ≃ Ext
1(Ψ
x,0
̟ ⋆Aµ,Ψ
x,λ
̟ ) ≃ Ext
1(Ψ
x,0
̟ ,Ψ
x,λ
̟ ⋆A−w0(µ)),
which is a direct sum of terms of the form Ext1(Ψ
x,0
̟ ,Ψ
x,ν
̟ ), ν ∈ Λ
+, according to
Corollary 5.4.3.
6.1.3. Step 2. We claim that it suffices to show that for all λ ∈ Λ+,
Ext1(Ψ
x,λ
̟ ,Ψ
x,λ
̟ ) = 0.(6.2)
First of all, (6.1) is obvious unless ν ∈ Span{αi}, for otherwise Ψ
x,0
̟ and Ψ
x,ν
̟ live on
different connected components of x,∞Bun
FT
N . Hence we can assume that ν ∈ Span{αi},
which means that Z(LG) acts trivially on V ν .
The following result is well-known.
Lemma. Let H be a reductive algebraic group over an algebraically closed field of
characteristic 0 and V be an irreducible H–module such that Z(H) acts trivially on V .
Then there exists another irreducible H-module W , such that V is a direct summand
in W ⊗W ∗.
This lemma, combined with Corollary 5.4.3, shows that for ν ∈ Λ++, there exists
λ ∈ Λ++, such that Ψ
x,ν
̟ is a direct summand in Ψ
x,λ
̟ ⋆A−w0(λ).
Using Step 1, it is therefore enough to show that
Ext1(Ψ
x,0
̟ ,Ψ
x,λ
̟ ⋆A−w0(λ))
for every λ ∈ Λ++. But Proposition 5.3.9(2,3) and Theorem 4 imply:
Ext1(Ψ
x,0
̟ ,Ψ
x,λ
̟ ⋆A−w0(λ)) ≃ Ext
1(Ψ
x,λ
̟ ,Ψ
x,λ
̟ ).(6.3)
6.1.4. Step 3. Finally, to prove (6.2) let us recall the following well-known property
of the Goresky-MacPherson extension.
Lemma. Let Y0
j
→֒ Y be an embedding of algebraic stacks and let S1 and S2 be two
perverse sheaves on Y0. Then the restriction map
Ext1Y (j!∗(S1), j!∗(S2))→ Ext
1
Y0(S1, S2)
is injective.
Hence, it is enough to prove that
Ext1
λ,x Bun
FT
N
(Ψx,λ̟ ,Ψ
x,λ
̟ ) = 0.(6.4)
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Recall from Sect. 4.2.3 that we can identify λ,xBun
FT
N with 0,xBun
F′
T
N = Bun
F′
T
N for
F′T = FT (−λ·x). Moreover, there exist ̟
′
i : L
αˇi
F′
T
→ Ω of conductor λ·x, such that under
this identification the sheaf Ψx,λ̟ becomes Ψ
x,0
̟′ = Ψ̟′ . Therefore (6.4) is equivalent to
Ext1
Bun
F′
T
N
(Ψ̟′ ,Ψ̟′) = 0.(6.5)
Since Ψ̟′ is a rank 1 local system on Bun
F′
T
N , (6.5) is equivalent to
Ext1
Bun
F′
T
N
(Qℓ,Qℓ) = 0.
According to Corollary 3.2.4, for k large, Bun
F′T
N ≃
kNǫ/N ′k and the space
kNǫy is
isomorphic to a tower of affine spaces. Hence
Ext1
Bun
F′
T
N
(Qℓ,Qℓ) = Ext
1
kNǫ
(Qℓ,Qℓ) = H
1(kNǫ) = 0 ,
where the first isomorphism follows from the fact that N ′k is connected.
This completes the proof of Theorem 3(1).
6.2. Proof of Theorem 3(2).
6.2.1. The key step in proving part (2) of Theorem 3 is the following proposition.
Proposition 6.2.1. (1) The complex Ψx,ν̟ ! is a perverse sheaf.
(2) Ψx,ν̟ ! belongs to the category W
x
̟.
Let j : Y0 →֒ Y be an affine embedding, and E a local system on Y0. Then the sheaf
j!(E) is perverse sheaf.
Therefore statement (1) of Proposition 6.2.1 follows from Proposition 3.3.1.
Now we turn to part (2) of Proposition 6.2.1.
6.2.2. Note that x,νBun
FT
N is the union of the strata x∪z,µ∪λBun
FT
N , where µi ≤ νi, i =
1, . . . , n, z = {z1, . . . , zm}, λ = {λ1, . . . , λm}, and λj ∈ −Λ
+, j = 1, . . . ,m.
Call a stratum relevant if λ = 0 and µi ∈ Λ
++ for all i and irrelevant otherwise.
Proposition 6.2.1(2) will be derived from the following statement.
6.2.3. Lemma.
(1) The ∗–restriction of Ψ
x,ν
̟ to any irrelevant stratum is 0.
(2) The perverse cohomologies of the ∗–restriction of Ψ
x,ν
̟ to a relevant stratum
x,µBun
FT
N are direct sums of copies of Ψ
x,µ
̟ .
Replacing FT by
F′T = FT
(
−
n∑
i=1
νi · xi
)
transforms the sheaf Ψ
x,ν
̟ over x,νBun
FT
N to Ψ̟′ over Bun
F′T
N , where ̟
′ has conductor∑
i pr(νi) · xi. Thus Lemma 6.2.3 can be reformulated as follows:
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6.2.4. Lemma. The perverse cohomologies of the ∗–restriction of Ψ̟′ to a stratum of
the form x,µBun
F′
T
N (where µi ∈ −Λ
+) are zero unless pr(µi) + condxi(̟
′) ∈ Λ++Gad for
every i. In the latter case, they are direct sums of copies of Ψx,µ̟′ .
6.2.5. Let y be a point different from the xi’s and recall that we have a sequence of
inclusions:
x,µBun
F′T
N →֒ y,0B˜un
F′T
N →֒ Bun
F′T
N .
Recall also the N(Oˆy)–bundles N
ǫ
y and N˜
ǫ
y over Bun
F′T
N and y,0B˜un
F′T
N , respectively.
We will denote the restriction of N˜ǫy to the stratum x,µBun
F′
T
N by x,µN
ǫ
y. In addition,
we will denote by kNǫy,
kN˜ǫy and
k
x,µN
ǫ
y the corresponding N
′
k–bundles.
As shown in Sect. 3.2.6, the stacks kNǫy,
kN˜ǫy and
k
x,µN
ǫ
y carry an action of a bigger
group, namely, Nk. The proof of Lemma 6.2.4 will be obtained by analyzing this action.
6.2.6. The additive character of N(Kˆy). The data of ǫ and ̟
′ give rise to a homomor-
phism χ : N(Kˆy)→ Ga. Indeed, consider the ind–group scheme ΩKˆy = Γ(D
×
y ,Ω). The
residue map gives rise to a homomorphism Res : Ω
Kˆy
→ Ga. The additive character χ
is defined as the sum
χ =
∑
i∈I
iχ,
where iχ is defined as the composition
N(Kˆy)→ N/[N,N ](Kˆy)
i
→ Ga(Kˆy)
̟′◦ǫ
−→ Ω
Kˆy
Res
−→ Ga.
It is easy to see that χ vanishes on N(Oˆy). Therefore, for each k > 0, we obtain an
additive character χk : Nk → Ga.
In what follows, given an Nk–stack Y and a morphism Y → Ga, we will say that the
latter is (Nk, χ
k)–equivariant if the diagram
Nk × Y −−−→ Nk ×Gay y
Y −−−→ Ga
is commutative, where the right vertical arrow is the composition of χ and the addition
in Ga.
If Y is an Nk–stack and S is an object of Sh(Y ), we shall say that S is (Nk, χ
k)–
equivariant if its pull-back under the action map Nk × Y → Y is isomorphic to
χk∗(Jψ)⊠ S so that the natural associativity requirement holds (recall that Jψ denotes
the Artin-Schreier sheaf on Ga).
Evidently, if Y → Ga is an (Nk, χ
k)–equivariant morphism, then the pull-back of Jψ
on Y with respect to this map is (Nk, χ
k)–equivariant as a complex.
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6.2.7. The N(Kˆy)–equivariance. The crucial observation is that the map
kNǫy → Bun
F′T
N
ev̟′−→ Ga
is (Nk, χ
k)–equivariant. This follows from the definition of χk.
Hence, the pull-back of Ψ̟′ under the natural projection
kNǫy → Bun
F′T
N is an
(Nk, χ
k)–equivariant sheaf on kNǫy. Therefore, by functoriality, the pull-back of Ψ̟′
to kN˜ǫy and the perverse cohomologies of the ∗–restriction of the latter to
k
x,µN
ǫ
y are
(Nk, χ
k)–equivariant.
Therefore, Lemma 6.2.4 is a consequence of the following general result on equivariant
sheaves on kx,µN
ǫ
y:
6.2.8. Lemma. Let S be an (Nk, χ
k)–equivariant perverse sheaf on kx,µN
ǫ
y. Assume
in addition that k is large enough. Then S vanishes unless for every i, pr(µi) +
condxi(̟
′) ∈ Λ++Gad . In the latter case, S is a direct sum of copies of the pull-back
of Ψx,µ̟′ from x,µBun
F′
T
N to
k
x,µN
ǫ
y (appropriately shifted).
6.2.9. Proof of Lemma 6.2.8. We know from Proposition 3.1.4 that for k large enough
k
x,µN
ǫ
y is a scheme and can be identified with the quotient N
F′′T
out,k\Nk, with F
′′
T =
F′T
(
−
n∑
i=1
µi · xi
)
. In particular, kx,µN
ǫ
y is a homogenous space for Nk.
Consider the case when pr(µi) + condxi(̟
′) ∈ Λ++Gad . The pull-back of Ψ
x,µ
̟′ to
k
x,µN
ǫ
y
is (Nk, χ
k)–equivariant; we see that using the same reasoning as for Ψ̟′ . Since the
isotropy subgroup N
F′′T
out,k is connected, any (Nk, χ
k)–equivariant perverse sheaf is iso-
morphic to a direct sum of copies of this pull-back (up to the appropriate shift).
To prove the vanishing part of the statement it suffices to show the following: if
pr(µi) + condxi(̟
′) is non-dominant for some i then the homomorphism
N
F′′
T
out,k →֒ Nk
χk
−→ Ga
is non-trivial, for k sufficiently large. Clearly, it suffices to show that the composition
N
F′′T
out → N(Kˆy)
χ
→ Ga is non-zero.
By definition, the above homomorphism N
F′′
T
out → Ga is the composition:
N
F′′
T
out ։
∏
i∈I
H0(X − y,Lαˇi
F′′
T
)→
∏
i∈I
H0(D×y ,L
αˇi
F′
T
)
̟′
−→ ΩI
Kˆy
Res
−→ GIa
sum
−→ Ga.
Assume that for some j ∈ {1, ..., n} and i ∈ I, 〈pr(µj) + condxj (̟
′), αˇi〉 < 0. Then
there exists a section γ ∈ H0(X − y,Lαˇi
F′′
T
) with the following properties:
• γ does not vanish under the composition
H0(X − y,Lαˇi
F′′
T
)→ H0(D×xj ,L
αˇi
F′′
T
)
̟′
i→ Ω
Kˆxj
Res
−→ Ga.
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• γ vanishes to a sufficiently high order at the points xj′ , j
′ 6= j, so that it goes to
0 under the composition
H0(X − y,Lαˇi
F′′
T
)→ H0(D×xj′ ,L
αˇi
F′′
T
)
̟′
i→ Ω
Kˆx
j′
Res
−→ Ga.
But then by the residue formula, the image of γ under the composition
H0(X − y,Lαˇi
F′′
T
)→ H0(D×y ,L
αˇi
F′
T
)
̟′
i−→ Ω
Kˆy
Res
−→ Ga
is non-zero. Therefore χ(γ) 6= 0. This shows that S = 0 under the above assumption.
This completes the proof of Lemma 6.2.8 and hence of Lemma 6.2.3 and Lemma 6.2.4.
6.2.10. In order to complete the proof of Proposition 6.2.1(2), we need to show that
the sheaf Ψx,ν̟ ! has a filtration whose consecutive quotients are perverse sheaves of
the form Ψ
x,µ
̟ . For simplicity, consider the case n = 1. We prove this statement by
induction on 〈ν, ρˇ〉.
If ν = 0, then there are no relevant strata in the closure of x,ν Bun
FT
N and therefore
Ψ
x,0
̟ = Ψ
x,0
̟ !.
Now suppose that we have already proved the result for all dominant weights ν, such
that 〈ν, ρˇ〉 < N . Consider a dominant weight ν, such that 〈ν, ρˇ〉 = N .
According to Proposition 6.2.1(1), Ψx,ν̟ ! is a perverse sheaf. Let K denote the per-
verse sheaf that fits into the exact sequence
0→ K→ Ψx,ν̟ ! → Ψ
x,ν
̟ → 0.
But then K is non-zero only on the relevant strata x,µBun
FT
N with 〈µ, ρˇ〉 < N , and we
know that the perverse cohomology groups of its restrictions to those strata are direct
sums of copies of Ψx,µ̟ . Hence, on the level of Grothendieck groups, we can write K
as a combination of the sheaves Ψx,µ̟ ! with 〈µ, ρˇ〉 < N . By our inductive assumption,
the sheaves Ψx,µ̟ ! are consecutive extensions of perverse sheaves of the form Ψ
x,µ′
̟ , and
hence so is K and, finally, so is Ψx,ν̟ !.
Thus, Proposition 6.2.1 is proved.
6.2.11. Proof of Theorem 3(2). Let us show that the map
Ψx,ν̟ ! ։ Ψ
x,ν
̟(6.6)
is an isomorphism. The isomorphism Ψx,ν̟ ∗ ≃ Ψ
x,ν
̟ will then also follow by Verdier
duality.
Let K denote the kernel of the map (6.6). According to Proposition 6.2.1, K is an
object of Wx̟ and by Theorem 3(1), we have:
Ψx,ν̟ ! ≃ Ψ
x,ν
̟ ⊕K.
However, the restriction of Ψx,ν̟ ! to the complement of x,ν Bun
FT
N in x,νBun
FT
N is zero,
by definition. Therefore the same is true for K.
But then K = 0, since by construction K is supported on x,νBun
FT
N − x,ν Bun
FT
N .
Hence (6.6) is an isomorphism.
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7. Computation of the Hecke action
In this section we collect several facts concerning the geometry of N(Kˆx)–orbits on
Gr and prove Theorem 4.
7.1. Semi-infinite orbits on Gr.
7.1.1. Recall the ind–scheme Gr. Informally, one defines the locally closed ind–
subscheme Sν ⊂ Gr as the N(Kˆx)–orbit of the point ν(t) ∈ Gr. Here is a precise
scheme–theoretic definition.
The chosen Borel subgroup B ⊂ G defines for each λˇ ∈ Λˇ++ a line subbundle
O ⊂ Vλˇ
F0
G
over Dx. We say that a point (FG, β) ∈ Gr belongs to S
ν
, if for every λˇ the
map O→ Vλˇ
FG
(∞ · x) obtained using the data of β factors as
O→ VλˇFG(〈ν, λˇ〉 · x) →֒ V
λˇ
FG
(∞ · x).(7.1)
It follows from the definition that there is a morphism S
ν
→ x,νBun
F0T
N , which corre-
sponds to forgetting β, but keeping the maps O →֒ Vλˇ
FG
(〈ν, λˇ〉 · x) induced by β. One
can show that this morphism is formally smooth.
It is clear that S
ν
is a closed ind-subscheme of Gr and S
ν′
⊂ S
ν
if and only if
ν ≥ ν ′. We define the locally closed ind-subscheme Sν ⊂ Gr as follows: we say that
(FG, β) ∈ Gr belongs to S
ν , if for every λˇ the map O→ Vλˇ
FG
(∞·x) factors as (7.1) and
the embedding O→ Vλˇ
FG
(〈ν, λˇ〉 · x) is maximal.
The group N(Kˆx) acts naturally on Gr. It is easy to see that each subscheme S
ν is
N(Kˆx)–stable. Moreover, one can show that the N(Kˆx)–action on S
ν is transitive in
the sense that Sν = ∪
k
(Sν)k, where each (Sν)k is a homogeneous space for Nk.
7.1.2. Remark. It is instructive to compute explicitly R-points of the scheme S
ν
, when
G = SL2 and R is an Artinian local ring. In this case, the set S
n
(R) ⊂ Gr(R) consists
of the cosets of the form(
1 u(t)
0 1
)(
tn−mpm(t
−1)−1 0
0 t−n+mpm(t
−1)
)
· SL2(R[[t]]), m ≥ 0
where u(t) ∈ R((t)), and pm(t
−1) is an invertible element of R[t−1] of degree m. This
means that (up to a scalar in R×, which can be absorbed into SL2(R[[t]]))
pm(t
−1) = 1 + r1t
−1 + . . .+ rmt
−m,
where each coefficient ri is a nilpotent element of R.
Thus, we see that the set of R–points of S
n
coincides with the set of R–points of a
union of strata which are fibrations over SymmDx with fibers S
n−m, where m ≥ 0. 4
These fibrations are similar to those described in Corollary 2.2.9: the formal disc Dx
here plays the role of the curve X.
4Here SymmDx is a formal scheme Spf(Fq[[t1, ..., tm]]
Σm ), where Σm is the symmetric group.
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This is analogous to the description of S
n
obtained in [23] in the case when Oˆx is
replaced by the ring of analytic functions on the unit disc – then Dx is replaced by the
unit disc.
7.1.3. The following proposition, due to [18], will play an important role in the proof
of Theorem 4.
Proposition. dim(Grλ ∩Sν) ≤ 〈λ+ ν, ρˇ〉.
It is also known that for ν = λ, Grλ ∩Sν is open and dense in Grλ and for ν = w0(λ),
Grλ ∩Sν is a point–scheme.
7.1.4. Admissible characters. Let η be a coweight ofGad and let us choose isomorphisms
of Oˆx–modules
Oˆx(〈η, αˇi〉 · x) ≃ Ω|Dx(7.2)
for each i ∈ I.
As in Sect. 6.2.6, the above data define a homomorphism χη : N(Kˆx)→ Ga. We call
such a character admissible of conductor η. It is clear that the group T (Oˆx)(Fq) acts
transitively on the set admissible characters with a given conductor.
In order to simplify notation, we will write χν for χpr(ν) for any ν ∈ Λ.
7.1.5. Lemma. Let ν and µ be two elements of Λ. Then for a given admissible charac-
ter χµ of conductor pr(µ) there exists a (N(Kˆx), χµ)–equivariant function χ
ν
µ : S
ν → Ga
if and only if µ+ ν ∈ Λ++. In the latter case this function is unique up to an additive
constant.
7.1.6. When µ+ ν ∈ Λ++, the function χνµ : S
ν → Ga can be defined by the formula
χνµ(n · ν(t)) = χ(µ(t) · n · µ
−1(t)), n ∈ N(Kˆ).(7.3)
The next statement, which is proved in Sect. 7.3, is a key ingredient in the proof of
Theorem 4.
7.1.7. Proposition. Let χν−ν : S
ν → Ga be an (N(Kˆx), χ−ν)–equivariant function.
Assume that λ ∈ Λ is a dominant coweight and ν 6= w0(λ). Then the restriction of χ
ν
−ν
to any irreducible component of Grλ ∩Sν of dimension 〈λ + ν, ρˇ〉 is a dominant map
onto Ga.
7.1.8. Corollary. The cohomology H
〈λ+ν,2ρˇ〉
c (Gr
λ ∩Sν , χν−ν |Grλ ∩Sν
∗(Jψ)) vanishes un-
less ν = w0(λ).
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7.1.9. Proof. Without loss of generality we can assume that χν−ν(ν(t)) = 0 ∈ Ga.
Denote by K the complex on Ga, which is the !–direct image of the constant sheaf
on Grλ ∩Sν with respect to the map χν−ν : Gr
λ ∩Sν → Ga.
Consider the T–action on Ga given by the character 2ρˇ : T → Gm. It is easy to see
that K is T–equivariant with respect to this action. In particular, it is monodromic
with respect to the standard Gm–action on Ga.
Proposition 7.1.7 and Proposition 7.1.3 imply that our complex lives in the (per-
verse) cohomological degrees strictly less than 〈λ + ν, 2ρˇ〉. Corollary 7.1.8 is therefore
equivalent to saying that H1c (Ga, K˜ ⊗ Jψ) = 0, where K˜ is the (〈λ + ν, 2ρˇ〉 − 1)-th
perverse cohomology sheaf of K. But this follows from:
7.1.10. Lemma. Let S be a Gm–monodromic perverse sheaf on A
1. Then we have:
H1c (A
1, S⊗ Jψ) = 0.
7.2. Proof of Theorem 4.
7.2.1. For notational convenience, we replace λ by −w0(λ) and prove the statement:
Ψ
x,0
̟ ⋆A−w0(λ) = Ψ
x,−w0(λ)
̟ .
Thus, we need to establish an isomorphism
′h←! ((Ψ
x,0
̟ ⊠˜A−w0(λ))
r) ≃ Ψ
x,−w0(λ)
̟ .(7.4)
To simplify notation, from now on we will suppress the upper index r in this formula.
Denote by K˜ν (resp., Kν) the ∗–restriction of the LHS of (7.4) to the stratum
x,νB˜un
FT
N (resp., x,ν Bun
FT
N ). Since the both sides of (7.4) are Verdier self–dual (up to
replacing ψ by ψ−1) it suffices to prove the following
Claim 1. (1) The complex K˜ν lives in the (perverse) cohomological degrees ≤ 0.
(2) The ∗–restriction of K˜ν to the closed substack
x,νB˜un
FT
N − x,ν Bun
FT
N ⊂ x,νB˜un
FT
N
lives in strictly negative (perverse) cohomological degrees.
(3) The 0-th (perverse) cohomology of Kν vanishes unless ν = −w0(λ) and in the
latter case it can be identified with Ψ
x,−w0(λ)
̟ .
7.2.2. For each pair ν, ν ′ ∈ Λ consider the following locally closed substacks of Z:
Z˜ν,? := ′h←−1(x,νB˜un
FT
N ), Z
ν,? := ′h←−1(x,ν Bun
FT
N )
Z˜?,ν
′
:= ′h→−1(x,ν′B˜un
FT
N ), Z
?,ν′ := ′h→−1(x,ν′ Bun
FT
N )
Z˜ν,ν
′
:= Z˜ν,? ∩ Z˜?,ν
′
, Zν,ν
′
:= Zν,? ∩ Z˜?,ν
′
.
For µ ∈ Λ++, denote by Hµx the locally closed substack Gx ×
G(Oˆx)
Grµ of Hx (the
projection onto BunG that we are using here is h
←), and set
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Z˜ν,?,µ := Z˜ν,? ∩ ′p−1(Hµx), Z˜
?,ν′,µ := Z˜?,ν
′
∩ ′p−1(Hµx)
Z˜ν,ν
′,µ := Z˜ν,ν
′
∩ ′p−1(Hµx), Z
ν,ν′,µ := Zν,ν
′
∩ ′p−1(Hµx)
Let us denote by K˜ν,ν
′,µ (resp., by Kν,ν
′,µ) the !-direct image under
′h← : Z˜ν,ν
′,µ → x,νB˜un
FT
N (resp., Z
ν,ν′,µ → x,ν Bun
FT
N )
of the ∗–restriction of Ψ
x,0
̟ ⊠˜A−w0(λ) to Z˜
ν,ν′,µ (resp., to Zν,ν
′,µ).
Using a standard spectral sequence, one can derive Claim 1 from the following
Claim 2. (1) The complex K˜ν,ν
′,µ lives in cohomological degrees ≤ 0 and the inequal-
ity is strict unless ν ′ = 0 and µ = λ.
(2) The ∗–restriction of K˜ν,0,λ to the closed substack
x,νB˜un
FT
N − x,ν Bun
FT
N ⊂ x,νB˜un
FT
N
lives in strictly negative cohomological degrees.
(3) The 0-th cohomology of Kν,0,λ vanishes unless ν = −w0(λ).
(4) The 0-th cohomology of K−w0(λ),0,λ can be identified with Ψ
x,−w0(λ)
̟ .
The proof of Claim 2 will be obtained by analyzing the fibers of the projection
′h← : Z˜ν,ν
′,µ → x,νB˜un
FT
N .
7.2.3. Recall that by choosing a trivialization ǫ : FT → F
0
T |Dx , we obtain canonical
N(Oˆx)–torsors N˜
ǫ
x and N
ǫ
x over x,0B˜un
FT
N and Bun
FT
N , respectively.
Independently, for every ν ∈ Λ and F′T := FT (−ν ·x) we fix a trivialization ǫν : F
′
T →
F0T |Dx . Using the isomorphism x,νBun
FT
N ≃ Bun
F′
T
N we obtain N(Oˆx)–torsors νN˜
ǫν
x and
νN
ǫν
x over x,νB˜un
FT
N and x,ν Bun
FT
N , respectively.
By definition, the projection ′h← identifies Z˜ν,? with the fibration
νN˜
ǫν
x ×
N(Oˆx)
Gr→ x,νB˜un
FT
N ,
and similarly, the projection ′h→ realizes Z˜?,ν
′
as a fibration
ν′N˜
ǫν′
x ×
N(Oˆx)
Gr→ x,ν′B˜un
FT
N .
Recalling the definition of the subscheme Sν ⊂ Gr from Sect. 7.1.1, we obtain the
following lemma:
7.2.4. Lemma.
(1) The stacks Z˜ν,ν
′
and Z˜ν,?,µ, when viewed as substacks of Z˜ν,?, can be identified
with the fibrations
νN˜
ǫν
x ×
N(Oˆx)
Sν
′−ν
′h←
−→ x,νB˜un
FT
N and νN˜
ǫν
x ×
N(Oˆx)
Grµ
′h←
−→ x,νB˜un
FT
N , respectively.
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(2) The stacks Z˜ν,ν
′
and Z˜?,ν
′,µ, when viewed as substacks of Z˜?,ν
′
, can be identified
with the fibrations
ν′N˜
ǫν′
x ×
N(Oˆx)
Sν−ν
′ ′h→
−→ x,ν′B˜un
FT
N and ν′N˜
ǫν′
x ×
N(Oˆx)
Gr−w0(µ)
′h→
−→ x,ν′B˜un
FT
N , respectively.
(3) The substack Zν,ν
′
coincides with the intersection Z˜ν,? ∩ Z?,ν
′
.
7.2.5. Now, we are ready to prove the first two statements of Claim 2.
Indeed, from Lemma 7.2.4 we conclude that the ∗–restriction of Ψ
x,0
̟ ⊠˜A−w0(λ) to
Z˜?,ν
′,µ is the twisted external product of complexes:
(Ψ
x,0
̟ |
x,ν′ B˜un
FT
N
)⊠˜(A−w0(λ)|Gr−w0(µ)).(7.5)
By definition, it lives in the cohomological degrees ≤ 0 and the inequality is strict
unless µ = −w0(λ) and ν
′ = 0. (In fact, we know from Proposition 6.2.1 that the above
complex is 0 unless ν ′ = 0, but we will not need this fact here.)
Now sinceA−w0(λ)|Gr−w0(µ) is constant, it follows from Lemma 7.2.4(2) that its further
∗–restriction to Z˜ν,ν
′,µ lives in (perverse) cohomological degrees
≤ − codim(Sν−ν
′
∩Gr−w0(µ),Gr−w0(µ)) ≤ −〈−w0(µ)− ν + ν
′, ρˇ〉 = −〈µ− ν + ν ′, ρˇ〉,
according to Proposition 7.1.3.
However, we obtain from Lemma 7.2.4(1) and Proposition 7.1.3 that the fibers of
the projection ′h← : Z˜ν,ν
′,µ → x,νB˜un
FT
N are of dimension ≤ 〈µ − ν + ν
′, ρˇ〉.
This proves Claim 2(1).
Claim 2(2) follows from Lemma 7.2.4(3) combined with the above dimension esti-
mates and the fact that the ∗–restriction of Ψ
x,0
̟ to x,0B˜un
FT
N −x,0Bun
FT
N lives in strictly
negative cohomological degrees.
Thus, it remains to study Kν,0,λ.
7.2.6. Let N(Kx)
ǫν
denote the ind–group scheme over x,ν Bun
FT
N , obtained as a νN
ǫν
x –
twist of N(Kˆx) with respect to the adjoint action of N(Oˆx) on N(Kˆx). The description
of Zν,ν
′
as a stack fibered over x,ν Bun
FT
N in Lemma 7.2.4(1) implies that Z
ν,ν′ carries
a canonical N(Kx)
ǫν
–action.
Recall now from Sect. 7.1.4 that the data of ǫν and ̟ give rise to an admissible
character χν : N(Kˆx) → Ga, of conductor pr(ν). Hence we also obtain a character on
the above ind–group scheme N(Kx)
ǫν
, which we denote by χν .
For dominant coweights ν and ν ′, the (N(Kˆx), χν)–equivariant function χ
ν′−ν
ν :
Sν
′−ν → Ga gives rise to a (N(Kx)
ǫν
, χν)–equivariant function χ
ν′−ν
ν : Z
ν,ν′ → Ga.
The following result is obtained directly from the definitions:
7.2.7. Lemma. Assume that ν ′ ∈ Λ is dominant. Then
(1) The function
(evx,ν
′
̟ ◦
′h→) : Zν,ν
′
→ Ga
is (N(Kx)
ǫν
, χν)–equivariant.
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(2) If ν is also dominant, then the above function coincides with the composition
Zν,ν
′ χν
′
−ν
ν ×
′h←
−→ Ga × x,ν Bun
FT
N
id× evν,x̟−→ Ga ×Ga
sum
−→ Ga
for some χν
′−ν
ν .
7.2.8. Asume that ν is different from −w0(λ). Lemma 7.2.4(1) implies that after a
smooth localization U → x,ν Bun
FT
N (e.g., we can take U =
k
νN
ǫν
x , for large enough k),
the fibration ′h← : Zν,0,λ → x,ν Bun
FT
N becomes a direct product U × (Gr
λ ∩S−ν).
Moreover, by Lemma 7.2.7(1), the complex (Ψ
x,0
̟ ⊠˜A−w0(λ))|Zν,0,λ becomes the ex-
ternal product
E⊠ χ−νν
∗(Jψ)[〈λ− ν, 2ρˇ〉],
where E is a locally constant perverse sheaf on the base U . Therefore Claim 2(3) follows
from Corollary 7.1.8.
Finally, for ν = −w0(λ) the intersection S
w0(λ)∩Grλ is a point-scheme (cf. Sect. 7.1.1)
and therefore Claim 2(4) follows from Lemma 7.2.7(2) applied to the case ν ′ = 0.
In order to finish the proof of Claim 2 (and hence of Theorem 4), it remains to prove
Proposition 7.1.7.
7.3. Proof of Proposition 7.1.7. In order to prove the proposition, it suffices to
study the function χν−ν on the set of Fq–points of Gr
λ ∩Sν .
7.3.1. Computation in rank 1. First we will consider the case when G has semi–simple
rank 1. We can identify each intersection of an N(Kˆx)–orbit and an G(Oˆx)–orbit
in GrG with an appropriate intersection of an N(Kˆx)–orbit and an Gad(Oˆx)–orbit in
GrGad , where Gad = G/Z(G). Moreover, the corresponding functions χ
ν
−ν coincide
under this identification. Therefore without loss of generality we can replace G by the
corresponding adjoint group, so it suffices to treat the case of the group PGL(2). In
this case we prove the statement of Proposition 7.1.7 by an explicit computation as
follows.
Let us identify Λ with Z. The intersection Gr
m
∩Sn is empty unlessm and n have the
same parity and |n| ≤ m. When this is the case, Gr
m
∩ Sn is isomorphic to A(n+m)/2:
Gr
m
∩ Sn =
{(
1
∑n−1
i=(n−m)/2 ait
i
0 1
)
·
(
tn 0
0 1
)
| ai ∈ Fq
}
.(7.6)
In particular, Gr
m
∩ Sn is always irreducible.
Hence in order to prove Proposition 7.1.7 it is enough to show that on the level of
Fq–points, the function
χn−n : (Gr
m
∩ Sn)→ Fq
is non–constant whenever Gr
m
∩ Sn has positive dimension.
Using the ai in (7.6) as coordinates on Gr
m
∩ Sn, the function χn−n is given by
ψ(an−1). Hence the restriction of χ
n
−n to Gr
m
∩ Sn is indeed non-constant if the latter
has positive dimension.
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7.3.2. Grassmannians associated to the parabolic subgroups of G. The proof for general
G will be obtained by reduction from G to its minimal Levi subgroups. In what follows,
the subscript “M” (e.g. in GrM , S
ν
M , etc.) will denote the corresponding object for a
Levi subgroup M of G.
Let P be a parabolic subgroup of G, NP its unipotent radical, and M its Levi
subgroup. Denote by IM ⊂ I the coresponding subset of I. Let ΛG,P be the quotient of
Λ = ΛM by the sublattice spanned by αi, i ∈ IM . Then ΛG,P can be identified with the
set of connected components of the Grassmannian GrM =M(Kˆx)/M(Oˆx). We denote
by Gr
(θ)
M the component of GrM corresponding to θ ∈ ΛG,P . Note that Gr
µ
M ⊂ Gr
(θ)
M if
and only if µ belongs to the coset of θ in Λ.
Let P0(Kˆx) be a ind–subgroup of P (Kˆx), defined as the inverse image of the subgroup
M/[M,M ](Oˆx) under the natural projection P (Kˆx) → M(Kˆx) → M/[M,M ](Kˆx). As
in Sect. 7.1.1, to an element θ ∈ ΛG,P one can attach a locally closed ind–subscheme S
θ
P
in Gr, on which P0(Kˆx) acts transitively (at the level of points, S
θ
P is the P0(Kˆx)–orbit
of θ(t) in Gr).
In the same way as in Sect. 5.1.1 we can define the affine Grassmannian GrP (note
that the definition given in Sect. 5.1.1 works for any algebraic group). The set of
connected components of GrP coincides with that of GrM . Now S
θ
P is nothing but the
reduced scheme of the corresponding connected component of GrP . Thus, the natural
projection GrP → GrM gives rise to a map p
(θ) : SθP → Gr
(θ)
M .
The following statement is straightforward.
7.3.3. Lemma. For ν ∈ Λ let θ be its image in ΛG,P . Then S
ν ⊂ SθP and p
(θ)(Sν) ⊂
SνM .
Denote by pν the restriction of p(θ) to Sν .
7.3.4. For i ∈ I, denote by Pi the corresponding minimal parabolic subgroup of G and
by Mi its Levi subgroup. Then we have a morphism p
ν
i : S
ν → SνMi . Note that S
ν
Mi
is
always irreducible as was shown in Sect. 7.3.1 by an explicit calculation.
Now let λ ∈ Λ++ and ν ∈ Λ be such that ν 6= w0(λ), i.e., so that Gr
λ ∩Sν has positive
dimension. Let K be an irreducible component of dimension 〈λ+ µ, ρˇ〉 of Grλ ∩Sν.
The following result is proved in [3]:
7.3.5. Proposition. For λ, ν and K as above, there exist i ∈ I and µ ∈ Λ++Mi such that
an open dense subset of K projects dominantly onto GrµMi ∩S
ν
Mi
under the map pνi and
ν 6= w0,Mi (µ).
(In the above formula w0,Mi is the “longest” element of the Weyl group of Mi, i.e. the
i-th simple reflection.)
7.3.6. Recall from Sects. 6.2.6 and 7.1.4 that the character χ−ν : N(Kˆx) → Ga is by
definition a sum of characters iχν , i ∈ I. We can define functions
iχν−ν : S
ν → Ga so
that
χν−ν =
∑
i∈I
iχν−ν .
Let χ−ν,Mi and χ
ν
−ν,Mi
be the corresponding objects for Mi.
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7.3.7. Lemma. iχν−ν = χ
ν
−ν,Mi
◦ pνi .
Combining this lemma with Proposition 7.3.5 and the fact that Proposition 7.1.7 is
true for Mi (proved in Sect. 7.3.1), we obtain:
7.3.8. Corollary. If ν 6= w0(λ), then for each component K of Gr
λ ∩Sν, there exists
i ∈ I, such that the restriction of iχν−ν to K(Fq) is non–constant.
7.3.9. The subgroup T ⊂ T (Oˆx) acts on Gr. This action preserves both S
ν and Grλ.
Since T is connected, K is preserved as well.
The group T also acts on N(Kˆx) by conjugation, and therefore on the set of N(Kˆx)–
characters: for τ ∈ T , χ→ χτ , where χτ (n) = χ(τ · n · τ−1). We have:
(jχ−ν)
τ = αˇj(τ) ·
jχ−ν .
Without loss of generality we can assume that for all j ∈ I the function jχν−ν satisfies
jχν−ν(ν(t)) = 0. Then, since the point ν(t) ∈ Gr is T–stable, we obtain:
(jχν−ν)
τ = αˇj(τ) ·
jχν−ν .(7.7)
Now we can prove Proposition 7.1.7. It suffices to show that on the level of Fq–points,
the restriction of χν−ν to a component K as above is non–constant. Suppose, to the
contrary, that it is constant.
Letting i be as in Corollary 7.3.8, we obtain:
iχν−ν |K = −
∑
j6=i
jχν−ν |K + const(7.8)
Let τ be an element of T satisfying αˇi(τ) 6= 1, αˇj(τ) = 1 for j 6= i. Apply τ to both
sides of (7.8). According to (7.7) we obtain:
αˇi(τ) ·
iχν−ν |K =
∑
j6=i
jχν−ν |K + const,
which, together with (7.8), contradicts the fact that iχν−ν |K is not constant.
This completes the proof of Proposition 7.1.7.
8. Proof of the conjecture from [9]
8.1. The statement of the conjecture and its generalization.
8.1.1. As was explained in the Introduction, one of the main motivations for this paper
was the following:
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8.1.2. Conjecture. ([9]) The cohomology Hkc (Gr
λ
∩ Sν ,Aλ|Grλ∩Sν ⊗ χ
ν
0 |Grλ∩Sν
∗(Jψ))
vanishes unless k = 〈2ν, ρˇ〉 and ν = λ. In the latter case it is canonically isomorphic
to Qℓ.
In this section we will prove Theorem 1, which is a generalization of this conjecture.
Recall that Theorem 1 states that for λ ∈ Λ++ and µ, ν ∈ Λ with µ + ν ∈ Λ++ the
cohomology
Hkc (Gr
λ
∩ Sν ,Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ))(8.1)
vanishes unless k = 〈2ν, ρˇ〉 and µ ∈ Λ++. In the latter case, this cohomology identifies
canonically with HomLG(V
λ ⊗ V µ, V µ+ν).
8.1.3. As explained below, this theorem follows from Corollary 5.4.3 and Theorem 3(2)
as a combination of two facts. First, we can readily recognize the above cohomology
groups as the stalks of the LHS of (5.6) (up to replacing λ by −w0(λ)). Second, we
can compute the stalks of the RHS of (5.6) using Theorem 3.
8.1.4. Note that Conjecture 8.1.2 is a special case of Theorem 1, when we set µ = 0.
Now let µ be very large compared to λ and ν. In this case the function χνµ : Gr
λ
∩Sν →
Ga is constant, i.e., χ
ν
µ|Grλ∩Sν
∗(Jψ) is isomorphic to Qℓ. Note also that in the case when
λ, ν ≪ µ, the vector space HomLG(V
µ⊗V λ, V ν+µ) can be naturally identified with the
dual of the ν–weight space V λ(ν). Thus, Theorem 1 yields the following result which
was previously proved by Mirkovic´ and one of the authors by different methods:
Theorem. The cohomology Hkc (Gr
λ
∩ Sν ,Aλ|Grλ∩Sν ) vanishes unless k = 〈2ν, ρˇ〉 and,
in the latter case, it is isomorphic to V λ(ν)∗.
Finally, note that Corollary 7.1.8 is also a special case of Theorem 1 with µ = −ν
(see also Remark 2 below).
8.1.5. Let us make several remarks concerning the structure of Theorem 1.
Remark 1.
The vanishing part of Theorem 1 is obvious when µ is non–dominant. Indeed,
the group N(Oˆx) acts on Gr
λ
∩ Sν and the complex Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ) is
(N(Oˆx), χµ)–equivariant, while χµ|N(Oˆx) is non–trivial if µ is non–dominant.
Remark 2.
It follows immediately from Proposition 7.1.3 that
Hkc (Gr
λ
∩ Sν ,Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ)) = 0
if k > 〈2ν, ρˇ〉 and that for k = 〈2ν, ρˇ〉 it is isomorphic to
H〈λ+ν,2ρˇ〉c (Gr
λ ∩Sν , χνµ|Grλ ∩Sν
∗(Jψ)).
Remark 3.
Assume now that G is defined and split over Fq. Then the cohomology
H〈ν,2ρˇ〉c (Gr
λ
∩ Sν ,Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ))
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is also defined over Fq. The action of the Frobenius on the cohomology is easy to
recover:
The previous remark implies that Fr acts on it by q〈ν,2ρˇ〉, i.e., as on Qℓ(−〈ν, 2ρˇ〉).
Remark 4.
Consider the vector space HomLG(V
λ⊗V −w0(µ+ν), V −w0(µ)). The previous discussion
implies that it can be naturally identified with
HomLG(V
λ ⊗ V µ, V ν+µ) ≃ H〈λ+ν,2ρˇ〉c (Gr
λ ∩Sν , χνµ|Grλ ∩Sν
∗(Jψ)).
Therefore, it acquires a basis labeled by the set {K} of those irreducible components
K of Grλ ∩Sν , for which χνµ|K is non–constant (see the proof of Corollary 7.1.8).
It follows from Theorem 5.2.6 that HomLG(V
λ⊗V −w0(ν+µ), V −w0(µ)) admits another
basis of geometric origin as follows. Recall the scheme Conv (cf. Sect. 5.2.3). For λ1
and λ2 denote by Conv
λ1,λ2 the corresponding locally closed subscheme in Conv. It is a
fibration over Grλ1 with a typical fiber isomorphic to Grλ2 . It is known ([18]) that the
projection p2 is a semi–small map Conv
λ1,λ2 → Grλ1+λ2 . Thus, to a triple of coweights
λ1, λ2, λ3 one can attach the set K
′(λ1, λ2, λ3) of irreducible components of the fiber of
Convλ1,λ2 over a point of Grλ3 . Hence the set K ′(λ1, λ2, λ3) parametrizes a basis for
HomLG(V
λ1 ⊗ V λ2 , V λ3).
Put λ1 = λ, λ2 = −w0(µ + ν), λ3 = −w0(µ). One can show that the sets
{K ′(λ1, λ2, λ3)} and {K} are in a natural bijection and that the corresponding bases
of the vector space HomLG(V
λ ⊗ V −w0(µ+ν), V −w0(µ)) coincide.
8.2. Proof of Theorem 1.
8.2.1. First, let us show that it is enough to consider the case when [G,G] is simply–
connected.
Let G1 ։ G be a surjection of reductive groups such that its kernel is a (connected)
torus. Then we have a surjection of the corresponding lattices Λ1 ։ Λ. Fix λ1, µ1, ν1 ∈
Λ1 as in Theorem 1 and let λ, µ, ν be their images in Λ.
Starting with an arbitrary G, we can always find a group G1 as above such that
[G1, G1] is simply–connected. Theorem 1 for G follows from Theorem 1 for G1 because
of the following obvious fact:
8.2.2. Lemma. The cohomology appearing in Theorem 1 for G1 and λ1, µ1, ν1 is nat-
urally isomorphic to that of G and λ, µ, ν.
8.2.3. Now we assume that [G,G] is simply–connected. Fix a data of ̟ satisfying
condx(̟) = 0. As was explained before, Theorem 1 will be obtained by computing
explicitly the restriction of Ψ
x,µ+ν
̟ ⋆ A−w0(λ) to x,µBun
FT
N . According to Remark 1
above, we can assume that µ is dominant.
On the one hand, we claim that we have a canonical isomorphism
j∗µ(Ψ
x,µ+ν
̟ ⋆A−w0(λ)) ≃ Ψ
x,µ
̟ ⊗HomLG(V
λ ⊗ V µ, V ν+µ).(8.2)
Indeed, by Corollary 5.4.3,
Ψ
x,µ+ν
̟ ⋆A−w0(λ) ≃ ⊕
µ′
Ψ
x,µ′
̟ ⊗HomLG(V
µ′ , V −w0(λ) ⊗ V ν+µ).
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But by Theorem 3(1), j∗µ(Ψ
x,µ′
̟ ) = 0 unless µ
′ = µ. Therefore,
j∗µ(Ψ
x,µ+ν
̟ ⋆A−w0(λ)) ≃ Ψ
x,µ
̟ ⊗Hom(V
µ, V −w0(λ)⊗V ν+µ) ≃ Ψx,µ̟ ⊗Hom(V
λ⊗V µ, V ν+µ).
8.2.4. On the other hand, let us compute j∗µ(Ψ
x,µ+ν
̟ ⋆A−w0(λ)) using the definition of
the Hecke functors.
Recall the notation of Sect. 7.2.2. As Ψ
x,µ+ν
̟ ≃ Ψ
x,µ+ν
̟ ! (here we use Theorem 3(1)
once again), using base change, j∗µ(Ψ
x,µ+ν
̟ ⋆A−w0(λ)) can be computed as follows:
We ∗–restrict Ψ
x,µ+ν
̟ ⊠˜A−w0(λ) to Z
µ,µ+ν and then apply the ! -push–forward with
respect to the map ′h← : Zµ,µ+ν → x,µBun
FT
N . Using Lemma 7.2.4(1), we identify
Zµ,µ+ν with the fibration
µN˜
ǫµ
x ×
N(Oˆx)
Sν
′h←
−→ x,µB˜un
FT
N
and the support of (Ψ
x,µ+ν
̟ ⊠˜A−w0(λ))|Zµ,µ+ν is the substack
µN˜
ǫµ
x ×
N(Oˆx)
(Gr
λ
∩ Sν)
of Zµ,µ+ν .
Moreover, according to formula (5.2) and Lemma 7.2.7(2), the restriction of
Ψ
x,µ+ν
̟ ⊠˜A−w0(λ)
to this substack can be identified with the sheaf
(Ψx,µ̟ )⊠˜(Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ))[〈ν, 2ρˇ〉]
(note that 〈ν, 2ρˇ〉 = dim(x,µ+ν Bun
FT
N )− dim(x,µ Bun
FT
N ) and that is why it enters into
the above formula.)
Therefore, by the projection formula, we obtain that j∗µ(Ψ
x,µ+ν
̟ ⋆A−w0(λ)) is isomor-
phic to
Ψx,µ̟ ⊗H
•
c (Aλ|Grλ∩Sν ⊗ χ
ν
µ|Grλ∩Sν
∗(Jψ)[〈ν, 2ρˇ〉]).
Comparing it with (8.2), we obtain the statement of Theorem 1.
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