The Hartree-Fock method in the General Atomic and Molecular Structure System (GAMESS) quantum chemistry package represents one of the most irregular algorithms in computation today. Major steps in the calculation are the irregular computation of electron repulsion integrals and the building of the Fock matrix. These are the central components of the main self consistent field (SCF) loop, the key hot spot in electronic structure codes. By threading the Message Passing Interface (MPI) ranks in the official release of the GAMESS code, we not only speed up the main SCF loop (43 to 63 for large systems) but also achieve a significant (.23) reduction in the overall memory footprint. These improvements are a direct consequence of memory access optimizations within the MPI ranks. We benchmark our implementation against the official release of the GAMESS code on the Intel â Xeon Phiä supercomputer. Scaling numbers are reported on up to 7680 cores on Intel Xeon Phi coprocessors.
Introduction
Quantum mechanical (QM) methods provide an accurate way to compute the properties of chemical and biological systems. Historically, the use of QM methods has been limited to small molecular systems because of the computational expense. Indeed, even with the latest in modern computer technology available today, it is still challenging to perform QM calculations for large molecules. The computational expense derives from the fact that basic QM methods like Hartree-Fock (HF) and Density Functional Theory scale as approximately O(N 3 ), where N is the number that corresponds to the complexity of the system. More accurate correlated methods, such as second-order perturbation theory (MP2) and coupled cluster theory with single, double, and perturbative triple excitations (CCSD(T)), scale as O(N 5 ) and O(N 7 ), respectively. One way to address these scaling obstacles is to use parallel computers with modern architectures. Gains on these new architectures come from various levels of parallelism rather than from clock rate increases. Therefore, to get the best out of these modern machines, one often has to refactor one's code and sometimes even completely redesign it.
The work described in this article represents an effort to adapt GAMESS (Schmidt et al., 1993) , a popular QM package, to the Intel Xeon Phi hardware. GAMESS is free, open source, software developed by Professor Mark Gordon and his group at Iowa State University. Rich in functionality, GAMESS has been referenced more than 10,000 times in the literature, and there are many thousands of users of this code around the world. GAMESS has been parallelized with MPI in a fashion which incorporates a dynamic load balancing scheme (Fletcher et al., 2000) . However, GAMESS lacks fine-grain thread parallelism within it's MPI ranks. To utilize higher core counts of modern multicore central processing units (CPUs) , and especially the Intel Xeon Phi coprocessor line, some degree of threading is desirable. For this reason, the current work concentrates on OpenMP parallelization of GAMESS. To begin on this task, we focus here only on threading the HF implementation in GAMESS. We choose HF because it is a fundamental method, and it is often used as a precursor to more precise QM methods. The target result is a hybrid MPI/OpenMP code well suited to the large core counts provided by Intel Xeon Phi coprocessors.
The benchmarks reported in this article were carried out using GAMESS on the supercomputer located at the Saint Petersburg Polytechnic University, Russia. The supercomputer center at this university has two major installations: the RSC Tornado cluster solution with 700+ Intel Ò Xeon E5 2697v3 processor nodes and the RSC PetaStream massively parallel architecture module with 256 Intel Xeon Phi 5120D coprocessors. Intel Xeon Phi 5120D coprocessors belong to the first generation of the Intel Xeon Phi product line. There is now available second generation of Intel Xeon Phi. The two machines are connected by an InfiniBand Fourteen Data Range (FDR) fabric. The RSC PetaStream architecture (Semin et al., 2014) features efficient coprocessor-to-coprocessor communication (see Section 4 for more details). This aspect of the machine makes it particularly suitable for hybrid MPI/OpenMP codes. Another motivating element for our work is that the number of Intel Xeon Phi coprocessor-based supercomputers is expected to significantly increase in the near future. For example, the US Department of Energy (DOE) is building an nine PFLOPS (1 PFLOPS = 1.10 15 floating point operations per second, FLOPS) supercomputer (named Theta) and announced a 180 PFLOPS machine (named Aurora) using Intel Xeon Phi processors. These systems are to be installed at Argonne National Laboratory's Leadership Computing Facility (ALCF, 2017), which is a part of the DOE Office of Science's Innovative and Novel Computational Impact on Theory and Experiment program (INCITE, 2017) . The two machines are scheduled to come online in 2017 and 2019, respectively. Additionally, researchers at ALCF are expected to utilize GAMESS in their own work, and therefore having a good parallel implementation of this code is important.
It should be mentioned that the C+ + and Fortran compilers, and the Intel MPI Library, of the Intel Parallel Studio XE 2016 package were leveraged in this work. Building GAMESS for Intel Xeon Phi was easy, and only very minor changes to the compiler switches employed in the default build scripts for GAMESS were needed. For our hybrid MPI/OpenMP code, theqopenmp switch was added, and for native execution on the Intel Xeon Phi coprocessor, the -mmic switch was included.
It is worth noting that the use of accelerators may sometimes require significant restructuring of code to achieve high performance. One reason for this derives from the fact that a large number of codes are memory bound and poorly suited to take advantage of the vector units in the accelerators. This especially applies to the older programs like the GAMESS code used in this article. This code was written at a time when FLOPS were expensive and memory sizes were small. The primary design objectives were therefore to minimize the FLOP count and the size of the memory footprint. The memory access pattern, for example, was not a design goal. Today, FLOPS are relatively cheap, and they are getting cheaper still. For example, the Intel AVX-512 instruction set, supported by new generation of Intel Xeon Phi processors, allows simultaneous computation with 8 double precision or 16 single precision floatingpoint numbers. Older codes, designed for machines very different from those available today, do not utilize the vector resources of modern computers very efficiently. For example, the GAMESS HF code has a deeply nested loop structure with a complicated logic and a typical loop length less than 10. As a result, the efficient implementation for modern CPU architectures requires significant and time-consuming algorithmic changes in the code.
In what follows, we describe our threaded implementation of the main computational loop of the publicly available version of the GAMESS (MPI-only) code base. We start with a brief survey of related work reported in the literature. Next, we describe the key computational features of the HF self consistent field (SCF) method. This is followed by a section on the RSC PetaStream machine, the computer we use in all the benchmarks reported in this article. A section describing the code transformations employed in this work is then included. Following this, performance and scaling results of our approach are then shown. Results on one (Intel Xeon Phi coprocessor) as well as on several (Intel Xeon Phi coprocessors) for a relatively small and a relatively large chemical system are reported. We end with some observations, directions for future work, and conclusions.
Related work
Efforts to parallelize HF SCF have had a long and rich history. Work during the mid-1990s concentrated mostly on the parallelization of the electron repulsion integral (ERI) computation via message passing. MPI or other available message passing libraries (Furlani et al., 2000) were typically used. Typically, the ERI calculations were parallelized by splitting the work across ranks. Load balance was achieved by employing static or dynamic load balancers. Often the density and Fock matrices were simply replicated across ranks. Techniques like blocking and clustering were explored in-depth in the landmark paper by Foster et al. (1996) . Their contributions were implemented in the quantum chemistry (QC) package NWChem (Valiev et al., 2010) . In a follow-up paper by Harrison et al. (1996) , distributed data HF SCF was introduced. The latter work represented the next major development in the area of SCF parallelization. In this work, both the density and the Fock matrices were distributed across nodes by using globally addressable arrays. A similar approach was used to implement distributed data parallel SCF by Alexeev et al. (2002) in the GAMESS code. A layer referred to as the distributed data interface (DDI) (Fletcher et al., 2000) was used to achieve this. In subsequent work, Alexeev et al. (2007) applied similar principles to parallelize and distribute data for the coupled perturbed Hartree-Fock method.
All the aforementioned approaches worked well for chemical systems with fewer than 1000 atoms or so. For larger systems, it is more efficient to use linear scaling methods like the fragment molecular orbital (FMO) approach (Fedorov and Kitaura, 2007) . It is also possible to combine the distributed data approach with FMO to treat enormous systems with large fragments (Umeda et al., 2010) .
Performance of HF SCF calculations can suffer significantly from the perennial problem of load imbalance. This issue was addressed by Liu et al. (2014) using a ''work stealing'' technique. A detailed study and analysis of the scalability of Fock matrix construction and density matrix construction, including the effects of load imbalance, was done by Chow et al. (2015) . In other studies, Alexeev et al. (2012 addressed the load imbalance problem by using linear programming techniques. The approach was tested in the FMO and Community Earth System Model (CESM) packages. Shan et al. (2014 Shan et al. ( , 2015 used OpenMP task parallelism to HF SCF and CCSD(T) drivers.
It should be mentioned that a number of attempts were also made to design efficient implementations of HF SCF for accelerators (Asadchev and Gordon, 2012; Shan et al., 2014 Shan et al., , 2015 Martinez, 2008, 2009; Wilkinson et al., 2011) as well. A major issue, in this context, is the management of shared data structures between cores, more specifically, the density and Fock matrices. One way to solve this problem is to use the OpenMP algorithm of Ishimura et al. (2010) . A similar approach was also taken by Mironov et al. (2015) .
The current work borrows much from these previous works on coding the HF SCF method for accelerators. The result is a hybrid MPI/OpenMP implementation that is designed to scale well on a large number of Intel Xeon Phi processors, while at the same time managing the memory footprint and maintaining compatibility with the original GAMESS code base.
HF method
The HF method is fundamentally about solving the approximate Schro¨dinger equation in an iterative fashion. The result is the wave function of an electron in the effective Coulomb field of all the electrons in the system. The Hamiltonian of the HF method is referred to as the Fock operator, and its matrix representation is called the Fock matrix. The energy and the wave function in the HF method are calculated by solving the generalized eigenvalue problem
where e are the electronic energies, F is the Fock matrix, C is the matrix of molecular orbitals coefficients, and S is overlap matrix of the atomic orbital basis set. Contrary to what one might expect, the most time-consuming part of the calculation is not the solution of the eigenvalue problem but rather the setup of the Fock matrix. For convenience, the calculation of the Fock matrix is itself separated into one-electron and two-electron parts. The computational complexity of these two parts is O(N 2 ) and O(N 4 ), respectively. In most cases of practical interest, the calculation of the two-electron contribution to the Fock matrix takes more than 95% of overall compute time.
Physically, the two-electron part of the Fock matrix represents the energy of the electron-electron interaction, and this entails the computation of a large number of ERIs. By themselves, ERIs are six-dimensional integrals of the type
where x i, j, k, l represent basis set functions, and r 1 and r 2 are coordinates of any two electrons in the multielectron chemical system. An ERI depends on four basis functions, and it carries four indices. If N is the number of functions in the basis set, the range of an index is 1 through N. Since the ERIs have four indices, the total number of ERIs to be calculated is O(N 4 ). In practice, one leverages the fact that a large number of these integrals are very close to zero, especially for ERIs with basis functions centered on atoms located far from each other. Typically, a screening method is used to avoid calculating integrals with near zero values, and, in all, only roughly O(N 2:5À3 ) ERIs need to be calculated. The exact number is highly dependent on the system under consideration and the basis set used.
The most common basis sets used in QC are composed of Cartesian Gaussians centered on atomic nuclei
where A is the atomic position in Cartesian space, a is the coefficient in the exponent of the Gaussian, and the nonnegative integers a x , a y , and a z are components of the angular momentum. Each Cartesian Gaussian is characterized by its angular momentum. The angular momentum is calculated as l x = (a x + a y + a z ).
Various combinations of a x , a y , a z in equation (3) define 1 2 (l x + 1)(l x + 2) primitive functions on the same atomic nuclei with the same exponent and angular momentum, and this is called a primitive shell. To improve the description of chemical systems, a linear combination of primitive Gaussian functions (primitives) is frequently used. This is called a contraction, and such basis set functions and shells are referred to as ''contracted.'' In other words, the angular momentums for popular basis sets can assume the following values-0 (s), 1 (p), 2 (d), 3 (f ), and 4 (g). A set of basis set functions with the same angular momentum and Gaussian coefficient which are centered on the same nuclei is called shell. The higher the angular momentum of the shell, the higher is the cost to compute the ERI that encloses it. For example, the time to compute ½ f f j f f is typically two to three orders more expensive than the time taken to compute ½ssjss on modern CPUs. As a result of this large temporal variability, one of the most expensive steps in QC calculations has a highly irregular pattern of calculations. The Fock matrix depends on the ERIs and the density matrix defined by D ij = P k C ik C jk . It is interesting to note that each integral contributes to as many as six Fock matrix elements through the following formulas
From these formulas, it should be clear why the assembly of the Fock matrix also has an irregular (spatial) pattern. Each ½ijjkl integral is multiplied by up to six different density matrix elements and contributes to as many as six different Fock matrix elements. These six locations are almost never next to each other. Computationally, this translates to a significant number of cache misses.
The structure of a typical library implementing ERI calculations over Gaussian basis set functions is quite complex. Commonly used algorithms rely on the calculation of precursor values via interpolation. The ERIs are then computed from these precursor values using recurrence relations. The interpolation schemes selected, and the number of recurrence steps needed, depend on the angular momentum of the primitives. Most ERI libraries are actually sets of special subroutines for each angular momentum shell type. It should be noted that it is better to compute ERIs not over basis set functions but over the shells because this enables better screening and recycling of values from intermediate calculations. Tremendous amount of computational time can be saved by utilizing any of a number of clever schemes, but this complicates the implementation of the ERI algorithms. Commonly used ERI algorithms are the Rys quadrature scheme (Dupuis et al., 1976) , the McMurchie-Davidson scheme (McMurchie and Davidson, 1978) , and the Obara-Saika recurrence relation scheme (Obara and Saika, 1986) . These algorithms differ in performance for various ERI types. For example, the Rys quadrature scheme is particularly good for higher angular momentum shells. Most QC packages implement not only several ERI algorithms but also different implementations of the same scheme. Depending on the type of ERI needed, a driver chooses the fastest algorithm and implementation.
PetaStream platform
The RSC PetaStream platform is a massively parallel architecture with unique characteristics in compute density and energy efficiency. With a compute density up to 600 TFLOPS/cubic meter, up to 200 kW of power is dissipated in the same volume, so the RSC PetaStream machine requires sophisticated liquid cooling design to function.
A key feature of the RSC PetaStream platform is its highly efficient coprocessor-to-coprocessor communication capabilities. In a traditional cluster, communication between coprocessors involves the CPU for transmissions between different PCI Express root complexes. This case is categorized as near communication. For the case of far communication, the Intel QuickPath Interconnect (QPI) is also involved. These extra hops increase latency and decrease bandwidth for inter-card communication. The RSC PetaStream addresses this issue by including an internal PCI Express (communication) fabric. A PCI Express switch allows coprocessors to communicate directly to the InfiniBand adapter if the proper direct memory access (DMA) engine is chosen. For more details, as well as performance benchmarks, see the work by Semin et al. (2014) .
The RSC PetaStream physical layout is also very modular. The basic building block module is very compact, and it is equipped with eight coprocessors, a power supply unit, a liquid distribution system, InfiniBand adapters, and 43 Ethernet ports.
The RSC PetaStream machine used in all our benchmark tests held rank 390 on the November 2014 top 500 list, and rank 57 on the November 2015 High Performance Conjugate Gradient (HPCG) rating. This particular installation is based on Intel Ò Xeon 5120D nodes. Details on Intel Xeon Phi 512D chip can be found elsewhere (Semin et al., 2014) . More details on the RSC PetaStream configuration used here are presented in Table 1 . The machine has 32 modules, giving a total of 256 coprocessors. The rack that integrates the modules includes a liquid distribution system. The InfiniBand switches and other components are installed in separate airflow-cooled racks. Our choice of the RSC Petastream platform was motivated in large part by the better communication between Intel Xeon Phi coprocessors it provides over traditional cluster systems.
Optimization and parallelization of the HF method

General considerations and design
In this work, we stick to popular Gaussian basis sets and focus on the parallelization of all the major steps in the main SCF loop. First, we group shells by their angular momentum and degree of contraction. We then calculate the necessary ERIs in batches labelled by these characteristics. Implementations of similar schemes have been reported in the past for graphics processing units with some success (Asadchev and Gordon, 2012; Martinez, 2008, 2009 ). However, to our knowledge, these questions have not been examined in the context of Intel Xeon Phi coprocessors. While we do not directly address the problem of vectorization of ERIs, our implementation and assessment of shell sorting serves as a preliminary step for future optimization work on the integral packages. There have been a number of other recent attempts to vectorize the ERI calculation (Flocke and Lotrich, 2008; Pritchard and Chow, 2016; Sun, 2015) . However, in all these efforts, computational gain was only achieved for highly contracted basis sets. Examples of these highly contracted basis sets are sets like atomic natural orbitals or those basis sets designed for correlated methods. Our approach is different, we stick to popular uncontracted basis sets and focus on the parallelization and optimization of all the major steps in the main SCF loop. Our efforts include rewriting the ERI driver, optimization of the ERI package, and optimization of the Fock matrix update. Finally, it should be mentioned that our implementation and performance assessment of shell sorting also serves as a preliminary step for any future developments regarding vectorization of integral packages.
A simplified algorithm of the two-electron contribution to the Fock matrix is presented in algorithm 1. It typically leverages the eightfold symmetry (with respect to shell ordering) of the ERIs as noted in equations (4) to (9). At the bottom of this loop nest, an upper limit for the value of the ERI is calculated by using the Cauchy-Schwartz inequality. If the estimated value is higher than a predefined cutoff value, the ERI is calculated, and its contribution is added to the Fock matrix.
The MPI parallelization in the official release of the GAMESS code is depicted in algorithm 2. While the implementation is remarkably good, it has the disadvantage of a high memory footprint. This is because a number of data structures, including the density matrix, the atomic orbital overlap matrix, as well as the one-and two-electron contributions to the Fock matrix, are replicated across ranks. In the world of devices where one encounters large numbers of lightweight cores accompanied by relatively small amounts of physical memory, this is a potential issue.
Another solution, the one employed here, is to use the hybrid approach of threading each MPI rank. If good scaling can be obtained via threading, then presumably less MPI ranks need to be used, and the total memory footprint is automatically reduced. However, sharing coupled data at this level often necessitates the use of (thread) synchronization mechanisms that inevitably reduce performance. To keep the code changes manageable, we decided to share all data, except the Fock matrix itself, across threads. Ideas on how to handle updates to a shared Fock matrix, without sacrificing much performance, are discussed in works by Chow et al. (2015) and Mironov et al. (2015) .
The loops shown in algorithm 2 are organized in a manner commonly used by many QC codes. This loop structure is written to minimize the number of float operations and the reduction of the memory footprint. As a result, the code has deeply nested short loops which are hard to parallelize, vectorize, and optimize. First, the number of shells (see NSH in algorithm 2) is usually restricted to less than 1000. Most often, the number can be on the order of a few hundred shells. Thus, parallelization over a single shell index (see I in algorithm 2) frequently results in severe load imbalances. The solution is to merge indexes as it is shown in algorithm 2, where, for MPI-based parallelism, the I and J indexes are collapsed. The same thinking can apply to thread parallelism as well. For a thread parallel approach, the K and L indexes can be collapsed.
But, depending on the number of available nodes and threads, other combinations are also possible. For example, in algorithm 3, MPI parallelization is done over index I, but threading is done over the collapsed indexes J and K. We have done this because, for this study, we used a relatively small Xeon Phi cluster with a large number of cores.
The vectorization of HF is typically done inside the ERI package. For the calculation of integrals, we loop over primitives and basis set functions for each shell. There are up to seven nested loops with ranges between 1 and 10. Vectorization of such loops is a major performance issue. At the same time, for the Fock matrix update, we have four nested loops over the basis functions for each shell. The number of basis functions per shell usually varies from 1 to 6, and this also causes a significant degradation in performance.
Sorting shells
Shells in GAMESS are ordered by atoms in the input file, and integrals are computed in batches as integral shell quartets. Typically, ERI shells corresponding to Algorithm 2. Fock matrix algorithm in original GAMESS MPI code.
1: for I = 1, NSH do 2: for J = 1, I do 3:
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Update local 2e Get new i index over MPI 9: !$omp end master 10: !$omp barrier 11: !$omp do collapse(2) schedule(dynamic,1) 12: for j = 1, i do 13:
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for l 1 = 1, l max , nstride do 16: each electron are sorted according to their angular momentum. The Fock matrix update is done in an order of ERIs that in most cases would not correspond to the order in which ERIs are computed and stored, thus leading to the irregular data access on the Fock matrix update step. To address this problem, we modified the internal basis set representation to order shells by their angular momentum (with the highest angular momentum appearing first). Now, our external shell sorting allows us to eliminate this internal sort step. However, for compatibility with the rest of GAMESS, we also implemented the ability to revert shells, as well as other data, back to the original GAMESS order. This procedure is very fast and can be done on the fly without any loss in performance.
In GAMESS, the calculated integrals are stored in a four-dimensional array. The ordering of this array is chosen to improve the performance of ERI code. However, the structure of this array is not optimal for the Fock matrix update step (see section below). During the Fock update step, integrals are very frequently accessed with non-unit strides in memory. External shell sorting is a simple mechanism enabling us to (mostly) utilize unit stride accesses. Therefore, sorting shells helps alleviate the impact of the irregular access pattern problem and computation imbalance, and this is the key to obtaining the performance gains reported in this article.
Fock matrix update
The Fock matrix update is one of the most computationally expensive operations in GAMESS. The culprit is the access to the triangularly packed density and Fock matrices as well as the packed integral array. In the current work, the Fock matrix is stored in a square array, and it is updated once after each l shell cycle (see line 23 in algorithm 3). This approach reduces irregular data access patterns and improves cache utilization. Indeed, only three bands of Fock and density matrix elements are required in this scheme. These involve three vector and three scalar updates. All of these updates can be done efficiently
In equations (10) through (12), the index of summation is ''l.'' For large jobs, the amount of intermediate storage for integrals becomes significant and l-loop tiling was used. This also reduces memory demands significantly without impacting performance.
OpenMP parallelization
In this section, we describe the hybrid MPI/OpenMP two-electron Fock matrix code implementation (algorithm 3) of the current work. Prior to the HF cycle, we perform a sorting of shells with respect to angular momentum to make the computation regular. In addition to shells, the density matrix and the exchange integrals for screening need to be sorted. This is done only once at the beginning of each calculation. In our hybrid code, density and Fock matrices are stored in twodimensional arrays, and this helps optimize memory access patterns. Furthermore, the array of integrals was reworked to be more compact.
In the first loop, the master thread of each MPI rank updates its ''i'' index. This operation is protected by implicit and explicit barriers. It does not introduce significant overhead as long as our sorted shell order is used. Next, the two loops over the ''j '' and ''k'' shells are collapsed and parallelized using OpenMP. The collapse generates a much larger pool of tasks and thereby alleviates any load balancing issues that may arise. To lend credence to this idea, we experimented with the static and dynamic schedules of OpenMP for the collapsed loop. Indeed, we did not see any significant difference between various OpenMP load balancer modes.
The ''l '' loop is the same as in the original implementation of GAMESS with the exception of the Fock matrix update. In our hybrid code, this update is performed after every ''nstride'' increment of the ''l 1 '' index.
After computing all the integrals, the Fock matrix is sorted back to the original (GAMESS) shell order, packed to triangular form to meet other GAMESS requirements, and summed up across MPI ranks using the MPI collective operation MPI_Allreduce.
New implementation of [ss | ss] integrals
While vectorization of the ERI calculation is not a primary goal of this effort, we have completed some preliminary work that is worth mentioning here.
The integral over shells with zero angular momentum (or s-shells) is the simplest ERI calculation (½ss j ss integral). The computed integral has a single value and its computation in the original GAMESS code is inefficient. In GAMESS, the ½ss j ss computation is implemented as part of a rotated axis/McMurchie-Davidson integral package. We extracted the code relevant to the ½ss j ss integral calculation and optimized it for performance. In particular, we vectorized the numerical interpolation scheme. Ultimately, the performance boost due to this optimization for the chemical systems tested in this article was not significant (nor was it expected to be). Nevertheless, we report this modification here, because such optimizations represent a first step toward blocking the entire integral calculation, and we plan to apply them to other types of ERIs in the future.
Results
Chemical systems
Lubricants play a critical role in dissipating heat and reducing the wear and tear of mechanical objects. A world-renowned team of scientists at ANL is studying how to eliminate friction with new classes of lubricants (Berman et al., 2015) . Using a DOE INCITE (INCITE, 2017) award of computing time on the Blue Gene/Q supercomputer, named Mira, at ALCF, scientists model the controlling factors of the superlubricity phenomenon between graphene sheets. For this work, two model systems were prepared. Each consists of two sheets of graphene. In the first system, each sheet has dimensions 0.8 nm by 0.8 nm and is composed of 30 atoms and 180 electrons per layer (60 atoms and 360 electrons total in the bilayer). The second system has dimensions of 1.5 nm by 1.5 nm and consists of 110 atoms and 660 electrons per layer (220 atoms and 1320 electrons total in the bilayer; see Figure 1 ). The systems are called C60 and C220, respectively. We used the 6-31G basis set in all calculations. For the C60 and C220 systems, 540 and 1980 basis functions were used, respectively. For N basis functions, the density and Fock matrices are N3N in size. The optimized code developed in this work will ultimately be used to support science, including INCITE projects, done on the Cray/Intel supercomputers Theta and Aurora at ANL and on other machines at other computing centers.
Performance on a single node for the C60 system
It is well known (Reinders, 2012) that first generation Intel Xeon Phi coprocessors support four hardware threads per physical core. Generally speaking, more threads per core can help hide latencies inherent in an application. For example, when one thread is waiting for memory, another can utilize the processor. Using the KMP_AFFINITY environment variable, it is easy to control the number per threads per core. Figure 2 shows the effect on performance when one thread per core is utilized and when four threads per core are utilized. For 60 cores, the effect is approximately 1.63 in favor of the four threads per core case.
With this in hand, we compare (Table 2) code, we use a single MPI rank and vary the number of threads, while, for the original MPI-only code, we vary the number of ranks. Thus, we effectively study performance of pure OpenMP code in this section of the article. Figure 3 depicts our observations, and it shows that the new code gives around 1-2% improvement for the main SCF loop, on a small number of threads (compared to the same number of ranks for the original MPI-only code). As the number of threads (for the new code) and ranks (for the original code) is increased, we see a performance gain of 9% for the new code using 32 threads over the original code using 32 ranks. These numbers also show that performance scaling with respect to number of ranks is already very good for the original MPI-only code. Indeed, for 32 ranks, and for the data set used by us, the original code achieves 293 improvement over the single rank performance. For the new code, we see that the scaling with respect to threads is slightly better than the original. For 32 threads, the scaling is 323 or near perfect efficiency. As we increase the number of threads to a point close to the saturation limit of the coprocessor, efficiency drops and the new code yields approximately 973 improvement with 240 threads. These results are expected based on lighter OpenMP overhead compared to MPI overhead for an equivalent numbers of threads and ranks. Implicit in the thread scaling of the new code is the excellent load balance between threads for a small number of threads. For the ''strong'' scaling approach taken here, that is, fixed data size as threads are varied, we see the partial effect of load imbalance as the number of threads grows past 32 or so.
Our estimate of the memory footprint of the original GAMESS code is just under 250 MB. Therefore, for the 32 rank case, the code requires roughly 8 GB of memory. This is close to the limit of RAM on the particular Intel Xeon Phi coprocessor available to us. For this reason, we were only able to run the original code up to 32 ranks. The numbers in Table 2 for the new code were generated using 1 MPI rank only, and the less severe memory requirements of this code allowed us to examine scaling up to essentially full (thread) saturation. This also allows the new MPI/OpenMP version of GAMESS to achieve good resource utilization when multiple Intel Xeon Phi coprocessors are employed. All these considerations will have implications when hierarchical memory features begin to appear in future generations of devices.
6.3. Performance on the RSC PetaStream: Single and multiple Intel Xeon Phi coprocessors for C220
It is very important to note that the total number of MPI ranks for GAMESS is actually twice the number of compute ranks because of the DDI (Fletcher et al., 2000) . The DDI layer was implemented to support one-sided communication using MPI-1. For GAMESS developers, the benefit of DDI is convenience in programming. The downside is that each MPI compute process is complemented by a MPI data (DDI) process, and this results in increased memory requirements. The impact of DDI on memory requirements is particularly unfavorable to the original version of the GAMESS code.
For our benchmarks on multiple Intel Xeon Phi coprocessors, we utilized the C220 system. For this system, the large memory issue described in the previous paragraph is exacerbated. For C220, on a single Intel Xeon Phi coprocessor, we were able to fit only 16 MPI ranks in memory using the original GAMESS code. At the same time, for our new hybrid MPI/OpenMP GAMESS code, running on 120 (compute) threads was not an issue. On a single Intel Xeon Phi coprocessor, the net effect for the C220 system was that the new hybrid code ran about 10 times faster than the original code. To be more specific, one SCF iteration took 677 s for the hybrid code while for the original MPI code, it took 6432 s. The comparison is shown in Figure 4 . For other chemical systems, depending on size and amount of available memory, time to solution can vary significantly, but it is important to mention that we were not be able to run the original MPI code on more than 32 ranks for any chemical system.
For the C220 data set, the scalability of the new MPI/ OpenMP code and the original MPI code was also measured on 128 Intel Xeon Phi coprocessors (i.e. 7680 cores) on the RSC PetaStream supercomputer. However, before proceeding to discuss the multi-node numbers in more detail, we look at performance numbers on a single node. On a single Intel Xeon Phi coprocessor, both codes demonstrate excellent scalability up to 32 cores. The MPI-only code suffers from the memory problem just mentioned, so we were only able to generate numbers up to 32 ranks for it. The numbers shown in Figure 5 depicts the performance comparison. The data in this figure for the hybrid MPI/OpenMP code are for one thread per core, and the KMP_AFFINITY environment variable was set to ''balanced.'' Not shown in Figure 5 is what happens when the number of threads per core is raised to four. The speedup is approximately 983 for the SCF loop and approximately 1083 for the OMP parallel region.
The benefits of the new hybrid code over the original MPI-only version, shown in Figure 5 , for the SCF loop only, also play out in terms of overall time-to-solution. For example, for the chemical system used, on 128 nodes, time-to-solution for the original MPI code is 61 s, while for the new hybrid code, it is 18 s. In all, for the data set employed, the hybrid code runs approximately 3.43 times faster than the original on 128 Intel Xeon Phi coprocessors. We also note, the scalability of the new OpenMP code is approximately 393 on 64 Intel Xeon Phi coprocessors. Nevertheless, while the hybrid code runs faster than the (MPI-only) original, its efficiency drops off faster than the MPI-only version. This effect is actually due to the size of the chemical systems studied here. Even the C220 system is too small to get good utilization on 15,360 threads. Threads run out of work and this results in load imbalance. The scalability of the original MPI code degrades for the same reason as the number of Intel Xeon Phi coprocessors is increased.
Conclusions
In this article, we have demonstrated how the GAMESS code, originally written in the early 1980s, can be converted, to some extent, from being memory bound to being compute bound. This task is complicated by the fact that the ''computational hot spot,'' that is, the main SCF loop, is highly irregular. The original implementation employs techniques aimed at reducing the memory footprint at the expense of regular memory access patterns. This eliminates the possibility of using optimized matrix operations via Basic Linear Algebra Subprograms routines, for example. The current gains were obtained by rewriting large blocks of code and streamlining the way in which data are stored. Changes include sorting shells, a rewrite of the Fock update code, a rewrite of the ½ss j ss integral code, and significant modifications to the storage of the computed integrals. Also, except for the Fock matrix itself, all the other large data structures in HF are now shared between threads. These changes were done in the context of improving performance by leveraging threading, and our results show that this objective was achieved.
On a net basis, we have increased the speed of GAMESS on a single Intel Xeon Phi coprocessor up to 10% for small chemical systems and by a factor 43 to 63 for large systems due to the reduction of the memory footprint. The code restructuring described here decreases the overall memory footprint by 2-53 and also paves the way for integrating (third-party) vectorized integral packages into the GAMESS code base.
To end, we note that the code optimizations reported in this article are expected to be applicable to future generations of Intel Xeon Phi coprocessors. The fact that the code already scales well on a large number of first generation Intel Xeon Phi coprocessors enables us to help bring the promise of the ''many-core'' philosophy to the large scientific community that has long benefitted from the extensive functionality of the GAMESS code. Our hybrid version of GAMESS is far more configurable than the original, and it can be deployed on systems ranging from a single desktop to large supercomputers. Finally, the problems seen with GAMESS are not uncommon in legacy code bases, and what we have learned in this work is clearly applicable to computer programs encountered in other arenas of science.
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