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THE PERIOD-INDEX PROBLEM FOR FIELDS OF TRANSCENDENCE DEGREE 2
MAX LIEBLICH
ABSTRACT. Using geometric methods we prove the standard period-index conjecture for the Brauer group
of a field of transcendence degree 2 over Fp.
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1. INTRODUCTION
In this paper we prove the following theorem. Call a field k semi-finite if it is perfect and for any
prime number ℓ, the maximal prime-to-ℓ extension of k is pseudo-algebraically closed (PAC) with Galois
group Zℓ. For example, finite fields and pseudo-finite fields [7] are semi-finite. Using the theory of Weil
restriction, it is possible to show that a finite extension of a semi-finite field is semi-finite.
Let k be a semi-finite field of characteristic exponent p and K/k a field extension of transcendence
degree 2.
Theorem 1.1. Any α ∈ Br(K) satisfies ind(α)| per(α)2.
A brief history. We discuss the basic terminology and history of the problem; a more extensive treat-
ment can be found in [18]. A class α ∈ Br(K) corresponds to an isomorphism class of finite-dimensional
central division algebras A over K. We always have that A⊗K ∼= Mn(K), so that dimK A is a square.
The number n is called the index of A (written ind(A)) and is a crude measure of the complexity of A as
an algebra. On the other hand, as an element of the torsion group Br(K), α = [A] has an order, called
the period of A (written per(A)). This is a measure of the complexity of [A] as an element of the Brauer
group.
Using the cohomological interpretation of the Brauer group, one can show that the period and index
are related: the period always divides the index and they have the same prime factors, so the index
divides some power of the period. The period-index problem for the fieldK is to determine the minimal
value of e such that ind(A)| per(A)e for all finite-dimensional central division algebras A over K. This
problem has proven extremely difficult, but a general conjecture has emerged for certain fields K (see
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page 12 of [9] or the Introduction of [18]): if K is a Cd-field then e = d− 1. This conjecture is known to
hold when K is
• algebraically closed (Gauss)
• of transcendence degree 1 over an algebraically closed field (Tsen)
• of transcendence degree 2 over an algebraically closed field (de Jong [12] with improvements in
positive characteristic due to de Jong-Starr and Lieblich [18])
• finite (Wedderburn)
• of transcendence degree 1 over a finite field (Brauer-Hasse-Noether)
• of transcendence degree 1 over a higher local field (Lieblich [16])
It is easy to see that the conjectural relation is sharp in the context of Theorem 1.1: if k contains a
primitive nth root of unity with n invertible in k and a ∈ k∗\(k∗)n, then the bicyclic algebra (x, a)n⊗(x+
1, y)n is an element of Br(k(x, y))[n] whose index is strictly larger than its period. (If n is prime then
in fact this algebra has index n2 – i.e., it is a division algebra. For a discussion of this and numerous
other examples, the reader is referred to Section 1 of [10].)
Our contribution. In the present paper, we primarily address the case of surfaces over finite fields
(although our methods work over any semi-finite field, as defined above). The potent combination of
formal methods, geometry, and arithmetic available over a finite (resp. semi-finite) field make this a
tractable class of C3-fields. Theorem 1.1 provides a first example of a class of geometric C3-fields for
which the standard period-index conjecture holds. It is noteworthy that almost no progress has been
made for the other natural class of C3-fields: function fields of threefolds over algebraically closed
fields. In fact, it is still unknown if there is any bound at all on the values of e that can occur in the
relation ind(α)| per(α)e for α ∈ Br(C(x, y, z)) (or any other fixed threefold). One might be tempted to
fiber such a threefold as a surface over C(t) (or a similar field), but no attempt to do so to date has
borne fruit.
Guide to this paper. In Section 2, we give a broad outline of the strategy of the proof of Theorem 1.1
and a guide to the contents of this paper. Throughout this document we rely heavily on the theory of
twisted sheaves. Rather than develop the theory here from scratch, the reader is referred to [18] for
background on these objects and their applications to the Brauer group.
A remark on parity. The case of ℓ = 2 has special properties that necessitate significantly more
complex arguments at several points. We have tried to relegate the bulk of the extra work needed in
that case to clearly marked sections (Section 4.2, Section 6.2, and the second half of Paragraph 8.4.3).
Readers interested in grasping the flow of the argument without getting bogged down in technical
details are encouraged to omit those sections on a first reading.
2. OUTLINE OF THE PROOF OF THEOREM 1.1
Let us briefly outline the strategy of the proof of the main theorem. In Section 3, we explain how to
reduce to the case in which the class α has period ℓ prime to p, the ambient field K is the function field
of a smooth projective geometrically connected surfaceX over a PAC base field k containing a primitive
ℓth root of unity and having Galois group Zℓ, and the ramification divisor of α on X has simple normal
crossings. In Sections 4 and 5 we will explain how to replace X by a stack X over which α extends as a
Brauer class of period ℓ and then how to choose a good µℓ-gerbe X → X representing α. This puts us
in a position to take the approach of [18]: define a moduli space expressing the relation ind(α)|ℓ2 and
show that it has points. To this end, in Section 12 we will prove the following crucial theorem.
Theorem 2.1. There is an invertible sheaf N on X and a geometrically integral open substack S of
the (Artin) stack of coherent X -twisted sheaves of rank ℓ2 and determinant N .
Since any such stack has affine stabilizers (the action of Aut(F ) on End(F ) being a faithful linear
representation), it follows from Proposition 3.5.9 of [13] that there is a geometrically integral quasi-
projective k-scheme S and a smooth morphism ρ : S → S . This permits us to prove the main theorem.
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Proof of Theorem 1.1. As k is PAC and S is geometrically irreducible (and thus a priori non-empty!),
we know that S(k) 6= ∅. Thus, there is an object of S over k, yielding an X -twisted sheaf of rank ℓ2.
We conclude that ind(α) divides ℓ2, as desired. 
The proof of Theorem 2.1 is somewhat delicate and occupies Sections 7 through 12. It is roughly
modeled after O’Grady’s proof of the irreducibility of the space of stable sheaves on a smooth projective
surface, but the representation-theoretic content of the stack X makes the problem more complicated.
In particular, there is a curve D ⊂ X of “maximal stackiness” that itself contains points of “even more
maximal stackiness”, and this stratification breaks up the moduli problem into additional components.
Thus, after introducing the general moduli problems in Section 7, we will produce objects over the base
field in two steps.
(1) In Section 8, we will produce a twisted sheaf W of rank ℓ2 and suitable determinant supported
on the curve D . This in turn involves carefully tracking the properties of twisted sheaves
supported over the singular points of D; in fact, this 0-dimensional stratum is in some sense
responsible for the ℓ2 in the period-index relation (rather than the ℓ proven in [18] for unrami-
fied classes).
(2) In Sections 9 through 12 we will study the moduli of X -twisted sheaves whose restrictions
to D are deformations of W . Showing that the latter moduli space is non-empty is a subtle
lifting and formal gluing problem, carried out in Sections 9 through 11. The final O’Grady-
type convergence result, showing that Galois orbits of components of moduli spaces eventually
become singletons as a function of a discrete parameter, is proven in Section 12.
It is tempting to hope that a deeper understanding of the link between the stratification by stabilizer
and the inductive nature of the moduli problems might produce a strategy for working with higher
dimensional varieties, but a precise formulation of such a principle is currently lacking.
3. REDUCTIONS
In the following we fix α ∈ Br(K). In this section we explain several reductions that gradually make
the problem increasingly geometric (and tractable).
(1) We may assume that K is finitely generated over k and that k is algebraically closed
in K. Indeed, a division algebra representing α is finitely generated over K, hence is defined
over a finitely generated subfield of K of transcendence degree 2 over k. The algebraic closure
of k in K will be a finite extension and thus a semi-finite field. Geometrically, we may assume
that K is the function field of a smooth projective geometrically integral surface X over k.
(2) We may assume that α has prime period ℓ. Indeed, suppose ℓ is a prime dividing per(α).
(We do not yet assume that ℓ 6= p.) The class (per(α)/ℓ)α has period ℓ, hence by assumption
we know that it has index dividing ℓ2. There is thus a splitting field K ′/K of degree dividing
ℓ2. The class αK′ has period per(α)/ℓ, whence by induction it has index dividing (per(α)/ℓ)
2, so
that there is a splitting field K ′′/K ′ of degree dividing (per(α)/ℓ)2. We conclude that K ′′/K is
a splitting field of α of degree dividing per(α)2, so that ind(α)| per(α)2, as desired.
(3) We may assume that the period ℓ of α is distinct from p. Indeed, suppose α ∈ Br(K)[p].
The absolute Frobenius F : K → K is a finite free morphism of degree p2 and acts as multipli-
cation by p on Br(K). It thus annihilates α by a field extension of degree p2, as desired.
(4) We may assume that k is PAC with Galois group Zℓ and contains a primitive ℓth root
of unity ζ. Indeed, the algebra k(ζ) is contained in the maximal prime-to-ℓ extension of k. If
k′/k has degree d relatively prime to ℓ and the restriction of α to X ⊗ k′ has index dividing ℓ2
then α has index dividing ℓ2d, whence it has index dividing ℓ2 as its index is a power of ℓ.
(5) We may assume that the ramification divisor of α is a strict normal crossings (snc)
divisor D ⊂ X . Indeed, if D ⊂ X is the ramification divisor of α then we can find a blowup
b : X˜ → X such that D˜ := b−1(D)red is a snc divisor. Since the ramification divisor of α on X˜ is
a subdivisor of D˜, it must be snc.
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For the remainder of this paper, we will assume that K = k(X) is the function field of a smooth projec-
tive geometrically integral surface over a PAC field k with Galois groupZℓ and that α is a geometrically
stable class of prime period ℓ different from p with snc ramification divisor D = D1 + · · ·+Dn.
Notation 3.1. Because this condition will come up repeatedly, and we know of no existing term for it in
the literature, we will call a field that is PAC with Galois group Zℓ, for an ℓ prime to the characteristic,
an ℓ-primitive field.
4. RAMIFICATION
We briefly review the main aspects of the ramification theory of Brauer classes as they apply in the
present context. A detailed description of the theory is given in Section 3 of [6] and Section 2.5 of [5].
4.1. Splitting ramification with a stack. The ramification theory of Brauer classes associates to
each Di a cyclic Z/ℓZ-extension Li/k(Di), called the (primary) ramification. These extensions have the
property that Li can ramify only over points of Di which meet other components of D. Moreover, if
q ∈ Di ∩Dj then the ramification index of Li at q equals the ramification index of Lj at q. This index is
called the secondary ramification.
It is a basic consequence of the description of the ramification extension that α restricted to K(t1/ℓ)
is in the image of Br(OX,ηi [t
1/ℓ]), where t is a local equation for Di and ηi ∈ Di is the generic point.
(This is just Abhyankar’s lemma for central simple algebras. A proof can be found e.g. in Proposition
1.3 of [22]) We can globalize this splitting of the ramification if we use a stacky branched cover (that
has the advantage of not changing the function field) as follows.
Let r : X → X be the result of applying the ℓth root construction (described, for example, in Section
2 of [8]) to the components of the divisor D. We know that X is a smooth proper geometrically integral
Deligne-Mumford surface over k and that r is an isomorphism over X \D. For each component Di of
D, the reduced preimage Di ⊂ X is a µℓ-gerbe over a stacky curve. The reduced preimage D of D in
X is a residual curve of the type studied in [16]. We will briefly review their properties in Section 6.1
below when discussing the existence of twisted sheaves over D.
Since X is smooth, the restriction map Br(X)→ Br(K) is injective. It thus makes sense to ask if the
element α belongs the former group. We recall the following fundamental result.
Proposition 4.1.1. The class α lies in Br(X)[ℓ].
For a proof, the reader is referred to Proposition 3.2.1 of [16].
4.2. Adjusting ramification when ℓ = 2. In this section we discuss a method for reducing the al-
gebraic complexity of the ramification divisor for classes of period 2. A similar type of phenomenon
undoubtedly also holds for classes of odd period, but it is significantly more complicated and will not
help with the main result. The results described here are essentially special cases of those in [23], with
slight changes for the present situation.
Fix a component Di of the stacky locus in X. Recall that a singular residual gerbe ξ of D has
the form (Bµ2 × Bµ2)κ for a 2-primary field κ (see Notation 3.1). As discussed in Section 4.3 of [16],
the class αξ is uniquely determined by a pair of Z/2Z-cyclic e´tale κ-algebras L1, L2 and an element
γ ∈ µ2(κ) = {1,−1}. We will always choose the identification so that the first factor is the generic
stabilizer of Di (and the second is the generic stabilizer of another component Dj). In particular,
when γ = 1 we have that L1 is the specialization of the (e´tale) ramification extension of Di. Refining
Saltman’s terminology from [23], we say that
(1) ξ is cold if γ = −1; otherwise, γ = 1 and we say that
(2) ξ is chilly if L1 and L2 are both non-trivial Z/2Z-extensions;
(3) ξ is hot if L1 is non-trivial and L2 is trivial;
(4) ξ is scalding if L1 is trivial and L2 is non-trivial.
We will call a singular point of the ramification divisorD of α cold, chilly, etc., if its reduced preimage
in X is cold, chilly, etc. The main result in this section is the following.
Proposition 4.2.1. There is a proper smooth surfaceX with function fieldK such that the ramification
divisor of α decomposes as D = S +R, where
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(1) each component Si of S contains only cold and scalding points, and (therefore) no two distinct
components of S intersect in a non-cold point;
(2) the components Ri of R are disjoint (−2)-curves, and each Ri ∩ D consists of precisely one
Γ(Ri,O)-rational hot point of Ri.
Proof. Choose any X over which α has snc ramification divisor D and let Di ⊂ D be a component. We
will show that all non-cold points of Di ∩ (D \Di) that are not scalding can be eliminated by blowing
up.
Lemma 4.2.2. If p ∈ Di ∩Dj is a chilly point then the exceptional divisor of the blowup of X at p is not
a ramification divisor.
Proof. Let x and y be local equations forDi and Dj at p. As explained in Proposition 1.2 of [22], we can
write αK(ÔX,p) = α
′ + (x, a) + (y, a), where α′ ∈ Br(ÔX,p). A local equation for the blowup is given by
x = yX , where X is a coordinate on the exceptional divisor E. We find that αBlp Spec ÔX,p = α
′ + (X, a),
which is unramified at E (whose local equation is y = 0). 
Lemma 4.2.3. If p ∈ Di ∩Dj is a hot point of Di then
(1) the exceptional divisor E of BlpX is a ramification divisor with precisely one hot κ(p)-rational
point;
(2) the intersection of the strict transform D˜i with E is a chilly point of D˜i.
Proof. Arguing as in the proof of Lemma 4.2.2, locally we have that α = α′+(x, a) = α′+(X, a)+ (y, a).
Since y cuts out E, we see from the elementary ramification calculation of Section 3 of Chapter XII of
[24] that α ramifies (with a constant ramification extension given by taking the square root of a) along
E. Moreover, X locally cuts out D˜i, and we see that the point X = y = 0 is chilly. Finally, taking the
other coordinate patch with xY = y, we see that α does not ramify along (Y = 0), which is D˜j , showing
that E ∩ D˜j is hot, as claimed. 
Combining Lemmas 4.2.2 and 4.2.3, we see that we can blow up a chilly point to eliminate it and
a hot point to create a pair consisting of a chilly point and a hot point on a (−1)-curve. Blowing up
again to eliminate the chilly point yields a (−2)-curve containing precisely one hot point rational over
its constant field. At each step, a component of the original ramification divisor D is made to contain
fewer hot points, while (−2)-curves with single hot points are added. Once every component of D has
been ameliorated in this way, the ramification divisor assumes the form described in the statement of
Proposition 4.2.1, completing the proof.
In order to see the “therefore” clause of the first part of the Proposition, note that a scalding point is
hot on the transverse curve, so that if all hot points are eliminated from a set of components, only cold
intersection points can remain among those components. 
Corollary 4.2.4. IfDi andDj are distinct components of S that contain no cold points, thenDi∩Dj = ∅.
Proof. The divisorsDi andDj only contain scalding and cold points. If they include no cold points, then
all special points are scalding. But a scalding point (by definition!) is hot on the complementary compo-
nent (as the ramification is non-trivial on the transverse curve). Thus, a point cannot simultaneously
be scalding for two components, and thus Di ∩Dj = ∅, as desired. 
5. FIXING A UNIFORMIZED µℓ-GERBE
In this section we optimize the topological properties of a µℓ-gerbe representing the Brauer class
α ∈ Br(X). The main result is Proposition 5.2.
The Kummer sequence provides a short exact sequence
0 // Pic(X)/ℓPic(X)
c1
// H2(X,µℓ) // H
2(X,Gm)[ℓ] // 0.
We can thus choose a lift of α to a class α˜ ∈ H2(X,µℓ), and we can modify this lift by classes coming
from invertible sheaves on X without changing the associated Brauer class. We will choose a particular
lift which has a nice structure with respect to the stacky locus D ⊂ X. For each i, let ηi → Di be
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a geometric generic point and ξi → Di be the reduced pullback to Di. The formation of the root
construction provides a canonical isomorphism ξi
∼= Bµℓ,ηi .
Lemma 5.1. Via the Kummer sequence, the invertible sheaf OX(Di)ξi generates H
2(ξi,µℓ) = Z/ℓZ.
Proof. It suffices to show that the action of µℓ on the geometric fiber of OX(Di) is via a generator of
the character group Z/ℓZ. Suppose s ∈ OX,ηDi is a local uniformizer for Di. In local coordinates at the
generic point of Di we can realize X as the quotient stack [Spec(OX,ηDi [t]/(t
ℓ − s))/µℓ] with µℓ acting
on t by scalar multiplication. But t is a local generator of OX(−Di), so the action of µℓ on the fiber is
via the inverse of the natural character, and this generates the character group. 
Proposition 5.2. There is a lift α˜ ∈ H2(X,µℓ) such that for all i the restriction α˜|ξi vanishes in
H2(ξi,µℓ).
Proof. Choose any lift α˜′. By Lemma 5.1, for each i there exists ji such that the restriction of α˜
′ to ξi
has the same class as OX(jiDi). Setting α˜ = α˜
′ − c1(OX(−
∑
i jiDi) gives the desired result. 
Notation 5.3. For the rest of this paper we fix a µℓ-gerbe π : X → X whose associated cohomology
class [X ] maps to α ∈ Br(K) and has the property that for each i = 1, . . . , n, the pullback X ×X ξi is
isomorphic to ξi × Bµℓ. We will write Di for the reduced preimage of Di in X and D for the reduced
preimage of D. There is an equality D =
∑
Di of effective (snc) Cartier divisors.
We will also need to define a second Chern class and Castelnuovo-Mumford regularity forX -twisted
sheaves. One way to do this is via a projective uniformization of X . Let u : Z → X be a finite
flat cover by a smooth projective surface. (That such a uniformization exists follows from Theorem 1
and Theorem 2 of [14], combined with Gabber’s Theorem that Br and Br′ coincide for quasi-projective
schemes, a proof of which may be found in [11].)
Definition 5.4. Given a coherent X -twisted sheaf F , the second u-Chern class of F is c(F ) :=
deg c2(u
∗F ). The u-Castelnuovo-Mumford regularity of F , written r(F ), is the Castelnuovo-Mumford
regularity of u∗F .
6. RESIDUAL CURVES, GHOST COMPONENTS, AND INTERSECTION NUMBERS
In this section, we briefly review the theory of residual curves introduced in [16] and use it to refine
our understanding of the geometry of X → X over the curve D.
6.1. Residual curves and ghost components. The curve D introduced in Section 4 has a very
special form: it is a tame Deligne-Mumford stack of dimension 1 over a field κ, whose coarse moduli
space D = ∪Di is an snc curve, and there are Zariski µℓ-gerbes Di → Di such that
D ∼= D1 ×D · · · ×D Dn.
In particular, each componentDi is a Zariski µℓ-gerbe over a smooth Deligne-Mumford curve that has
a divisor Si supporting the entire locus with non-trivial automorphisms, and the reduced structure on
Si makes it isomorphic to Bµℓ × Si for some finite e´tale κ-scheme Si. In particular, the residual gerbes
of Di are isomorphic to Bµℓ,L or Bµℓ,L × Bµℓ,L for L a finite separable extension of κ. Curves like D
are called residual curves in [16], and they are precisely the curves that split the residues of Brauer
classes on (suitable birational models of) surfaces.
Notation 6.1.1. We will write κi for Γ(Di,O); each κi is ℓ-primary (Notation 3.1).
As explained in Section 5, we also have a µℓ-gerbe Di → Di parametrizing the restriction of the
extension of our Brauer class α. This class gives rise to Brauer classes over the residual gerbes.
Notation 6.1.2. The calculation of the Brauer group of Bµℓ (see Section 4 of [16]) associates to each
Di → Di a cyclic extension that we will always write as Ri → Di. (This is in fact the same as the
classical ramification extension when thinking of D as the ramification divisor of α.)
Definition 6.1.3. A component Di is a ghost component if the extension Ri → Di induced by a cyclic
extension of κi.
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Equivalently, a ghost component is one whose ramification extension is geometrically trivial.
There is a sheaf-theoretic characterization of ghost components as follows. Call a sheaf G on Di
isotypic of type c if its restriction to the generic gerbe G|Bµℓ,κ(Di) is isomorphic to the sheaf on Bµℓ,κ(Di)
associated to a representation of the form (χ⊗ c)⊕N , where χ : µℓ → Gm is the natural inclusion
character.
Lemma 6.1.4. A componentDi is a ghost component if and only if for every locally free Di-twisted sheaf
F and every algebraically closed extension κi ⊂ K, the sheaf F ⊗κi K admits a direct sum decomposition
F ∼= F0 ⊕ · · · ⊕ Fℓ−1
such that for every pair a, b ∈ {0, . . . , ℓ − 1}, the sheaf π∗Hom(Fa, Fb) is isotypic of type b − a. Moreover,
such a decomposition is unique up to reordering the summands and applying summand-wise isomor-
phisms.
Proof. This is proven in Lemma 5.5 and Proposition 5.1.8 of [16]. 
Notation 6.1.5. A decomposition as in Lemma 6.1.4 is called an eigendecomposition.
6.2. Numerical consequences of Section 4.2 when ℓ = 2. In this section we explain some intersection-
theoretic consequences of the ramification configuration created in Section 4.2 in the case of ℓ = 2.
Remark 6.2.1. This is the only example we know of at the moment where (1) the knowledge that
a divisor is the ramification divisor of a Brauer class, and (2) the knowledge of which components
disappear from the ramification of the class over the algebraic closure of the base field, together yield
intersection-theoretic consequences for the underlying divisor.
Proposition 6.2.2. If Di is a ghost component then both D
2
i and Di · R are even.
The parity is computed by viewing the intersection as a scheme over the field κi, the field of constants
of Di, not over the original base field. That is to say, if Di is defined over a quadratic extension, this
does not mean that every intersection number is even by default.
Proof. The proof breaks into two subcases: Di ⊂ S andDi ⊂ R. In the latter case we already know that
Di is a (−2)-curve, and that D2i = Di ·R. Thus, we will assume for the rest of this proof that Di ⊂ S.
Let {r1, . . . , ra} = Di ∩ (∪j 6=iDj). By the reduction of Section 4.2, each rj is a scalding point, so that
the restriction of L to rj is trivial. Since L is a pullback from ki, we see that each residue field κ(rj)
has even degree over ki. In particular, we immediately see that Di ·R is even.
It remains to show that D2i is even. Write Di = [ODi(Di)]
1/2 ×Di Ci, where Ci → Di is the root
construction applied to Di ∩ R and [ODi(Di)]
1/2 is the stack of square-roots of ODi(Di) (i.e., the gerbe
representing the image of ODi(Di) under the Kummer boundary map H
1(Di,Gm) → H
2(Di,µ2)). By
class field theory and the fact that each rj has even degree over ki, we know that there is a Brauer
class β ∈ Br(Ci) whose ramification extension over each rj is non-trivial.
Lemma 6.2.3. With the immediately preceding notation, there is a class γ ∈ Br([ODi (Di)]
1/2)[2] such
that α− βDi = γDi .
Proof. The Leray spectral sequence for the projection morphism Di → [ODi(Di)
1/2] yields an exact
sequence
0→ Br([ODi(Di)]
1/2)→ Br(Di)→
⊕
j
(κ(rj)
×⊗Z/2Z)⊕ Z/2Z
in which the rightmost map is the sum of the projections to the second two factors in the natural
decompositions Br(ξj)
∼
→ κ(rj)×⊗Z/2Z ⊕ κ(rj)×⊗Z/2Z ⊕ Z/2Z. By assumption, for each j the third
projection of α (the secondary ramification) is trivial, while the second projection (“primary ramification
along the other branch”) is the same for α and β. Thus, the difference α − βDi lies in the image of
Br([ODi (Di)]
1/2), as desired. 
Since α is ramified along Di, the class γ must be non-zero. This gives us numerical information
about D2i , as the following lemma shows.
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Lemma 6.2.4. Suppose f : C → C is a µ2-gerbe on a proper smooth curve over a finite or PAC field κ.
If
ker(Br(C )→ Br(C ⊗κ)) 6= 0
then the image of [C ] under the degree map H2(C,µ2) → Z/2Z is 0. In particular, over κ there is a
invertible C -twisted sheaf N such that N⊗ 2 ∼= O. Finally, any invertible C -twisted sheaf N has the
property that
f∗(N
⊗ 2) ∈ Pic(C)
has even degree.
Note that the pullback map f∗ : Pic(C)→ Pic(C ) is injective, so that the last statement really means
that N⊗ 2 can be canonically identified with an invertible sheaf on C, and this sheaf has even degree
(over the field κ).
Proof. The Leray spectral sequence shows that the kernel in question is isomorphic to the kernel of the
edge map H1(Specκ,PicC/κ)→ H
3(Specκ,Gm). Thus, we certainly must have that H
1(Spec κ,PicC/κ) 6=
0. The degree map defines an exact sequence
0→ Pic0C/κ → PicC/κ → Z→ 0,
from which we deduce that H1(Spec κ,Pic0C/κ) 6= 0. By Lang’s Theorem (resp. the PAC property), this
is only possible if the group scheme Pic0C/κ is disconnected, which implies that there is an invertible
C ⊗ κ-twisted sheaf of degree 0. This gives the first statement of the Lemma by Proposition 3.1.2.1(iv)
of [18]. Since any degree 0 invertible sheaf on C ⊗ κ is a square, the second statement of the Lemma
follows. The final statement follows from the fact that any two invertible C -twisted differ by an invert-
ible sheaf on C, so that their squares differ by a square. Since there is one whose square has degree 0
(over k), we conclude that they all have squares of even degree. 
Consider the sheaf ODi(Di). This is an invertible Di-twisted sheaf, and we conclude from Lemma
6.2.4 that its square has even degree. But its square is isomorphic to ODi(Di)|Di , so it has degree D
2
i ,
completing the proof of Proposition 6.2.2. 
Corollary 6.2.5. For each ghost component Di ⊂ S we have that Di · S is even.
Proof. By Corollary 4.2.4, no two ghost components of S intersect. The result then follows from Propo-
sition 6.2.2. 
7. STACKS OF TWISTED SHEAVES
The purpose of this section is to introduce the general moduli problems that we will study in the
sequel. Given a closed substack Y → X, let Y → Y denote the pullback Y ×X X . The uniformization u
of the previous section induces a uniformization Z×X Y → Y by a projective scheme. Fix an invertible
sheaf N on Y .
Definition 7.1. The stack ofY -twisted sheaves of rank r and determinantN will be denotedMY (r,N ).
The representation theory of the stabilizers of X puts natural conditions on the sheaf theory of
X . We distinguish a weak condition that will be important in what follows. First, recall that the
root construction canonically identifies a singular residual gerbe of D with residue field L with Bµℓ,L×
Bµℓ,L. The two resultingmaps Bµℓ,L → Bµℓ,L×Bµℓ,L arising from the inclusion of the factor groups will
be called the distinguishedmaps. Given an algebraically closed field κ, we will say that a representable
morphism x : Bµℓ,κ → X is a distinguished gerbe if the image of x lies in the smooth locus of D or if x
factors through a distinguished map to a singular residual gerbe of D.
Given a distinguished gerbe x : Bµℓ,κ → D, the pullback Xx has trivial cohomology class, so that
there is an invertible Xx-twisted sheaf L .
Now let S be an inverse limit of open substacks of a fixed closed substack of X. Write S = X ×X S.
(The relevant examples: open subsets of X, open subsets of D, and generic points of components of D.)
A distinguished gerbe of S is a distinguished gerbe of X factoring through all open substacks in the
system defining S.
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Definition 7.2. A coherent S -twisted sheaf V is
• regular if for all distinguished gerbes x of S, the sheaf VXx ⊗L
∨ is the coherent sheaf associ-
ated to a direct sum ρ⊕m for some m, where ρ is the regular representation of µℓ;
• biregular if V is regular and if for all geometric residual gerbes ξ → S and all invertible sheaves
L on ξ, we have that V and V ⊗L are isomorphic;
• happily biregular if it is biregular and for all residual gerbes ξ → S , the restriction V |ξ has
the property that the group-schemeAut0(V |ξ) parametrizing determinant-preserving automor-
phisms is geometrically connected over Γ(ξ,O).
Remark 7.3. The term “geometric residual gerbe” in the definition of biregularity means that ξ fac-
tors through an isomorphism with the basechange of a residual gerbe to an algebraically closed field
containing its field of definition.
Remark 7.4. If S is a µℓ-gerbe over Bµℓ × Bµℓ admitting an invertible twisted sheaf Λ, it is easy
to check that any biregular S -twisted sheaf of rank ℓ2 is isomorphic to Λ tensored with the regular
representation of µℓ×µℓ. As a consequence, if S is a µℓ-gerbe over Bµℓ×Bµℓ with geometrically trivial
Brauer class then there is exactly one isomorphism class of biregular S -twisted sheaves of rank ℓ2.
Remark 7.5. A locally free D- or X -twisted sheaf is (bi)regular if and only if its restriction to the
singular residual gerbes of D is (bi)regular.
The following result on regular sheaves will be important in Section 9.
Lemma 7.6. Given S as in the paragraph preceding Definition 7.2 which is contained in X \ Sing(D),
any two regular locally free S -twisted sheaves V1 and V2 of the same rank r are Zariski-locally isomor-
phic.
Proof. It suffices to prove the result when S is the preimage in X of the spectrum of a local ring A of X
at a point disjoint from the singular locus of D. Let p ∈ SpecA be the closed point; the reduced fiber ξ
of S over p is either isomorphic to p or to Bµℓ,κ, where κ is the residue field of p.
Since A is affine and X is tame, the restriction map Hom(V1,V2) → Hom(V1|ξ,V2|ξ) is surjective.
Moreover, by Nakayama’s lemma we have that a map V1 → V2 is an isomorphism if and only if its
restriction to ξ is an isomorphism. Thus, we are reduced to proving the result when S = ξ, which we
assume for the rest of this proof.
The regularity condition shows that the open subset Isom(V1,V2) of the affine space Hom(V1,V2) has
a point over the algebraic closure of κ. Since κ is infinite (by the reductions in Section 3) the result
follows, as nonempty open subsets of affine spaces over infinite fields always have rational points. (As
an amusing aside: if κ is finite, then the nonemptiness of the locus shows that Isom(V1,V2) is a torsor
under the algebraic group Aut(V1). But this group is an open subset of an affine space and therefore
connected. Lang’s theorem implies that any torsor is trivial and thus there is an isomorphism defined
over the base field κ in this case as well.) 
It is a standard computation in K-theory that regularity is an open condition in the stack of locally
free X -twisted sheaves. We will study certain stacks of regular X -twisted sheaves in order to prove
Theorem 2.1.
Definition 7.7. Given a sheaf F with determinant N , an equideterminantal deformation of F is a
family F over T with a fiber identified with F and a global isomorphism detF
∼
→ NT reducing to the
given isomorphism detF
∼
→ N on the fiber.
Given an X -twisted sheaf F , let Exti0(F ,F ) denote the kernel of the trace map Ext
i(F ,F ) →
Hi(X ,O). When F has rank relatively prime to p, the formation of traceless Ext is compatible with
Serre duality, so that Exti0(F ,F ) is dual to Ext
2−i
0 (F ,F ⊗ωX ). In particular, Ext
2
0(F ,F ) is dual to
the space of traceless homomorphisms Hom0(F ,F ⊗ωX ).
Definition 7.8. An X -twisted sheaf V is unobstructed if Ext20(V ,V ) = 0.
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Lemma 7.9. Given an invertible sheaf N , the set of unobstructed torsion-free coherent X -twisted
sheaves of rank ℓ2 and determinant N is a smooth open substack U of the stack of all X -twisted
coherent sheaves of determinant N .
Proof. Since ℓ2 is invertible in k, given a k-scheme T and a T -flat family of coherentX -twisted sheaves
V on X × T , the trace map R(pr2)∗RHom(V ,V ) → R(pr2)∗OX×T splits, so that there is a perfect
complexK on T withR(pr2)∗RHom(V ,V ) ∼= R(pr2)∗OX×T⊕K . A fiber Vt is unobstructed if and only
if the derived base change Kt has trivial second cohomology. By cohomology and base change, there is
an open subscheme U ⊂ T such that for all T -schemes s : T ′ → T , we have that H 2(Ls∗R(pr2)∗K ) = 0
if and only if s factors through U . These U define the open substack U of unobstructed twisted sheaves.
The smoothness of U is a consequence of the fact that the association V  Ext20(V ,V ) is an ob-
struction theory in the sense of [3] for the moduli problem of equideterminantal deformations, and the
fact that trivial obstruction theories yield smooth deformation spaces. 
Lemma 7.10. The stack U of Lemma 7.9 contains a point [V ] such that the quotient V ∨∨/V is the
pushforward of an invertible twisted sheaf supported on a finite reduced closed substack of X \ D . In
particular, U is nonempty.
Proof. This works just as in the classical case. Let x ∈ X \ D be a general closed point. Serre dual-
ity shows that Ext20(V ,V ) is dual to the space Hom0(V ,V ⊗KX) of traceless homomorphisms. Tak-
ing a general length 1 quotient Vx → Q yields a subsheaf W ⊂ V such that Hom0(W ,W ⊗KX) (
Hom0(V ,V ⊗KX). The reader is referred to the first paragraph of the proof of Lemma 12.10 below for
more details. 
Lemma 7.11. The open substack U (c,N) parametrizing unobstructed X -twisted sheaves F of trivial
determinant such that deg c2(u
∗F ) = c and r(u∗F ) ≤ N is of finite type over k.
Proof. By the methods of Section 3.2 of [15], this is reduced to the same statement on Z, where this
follows from The´ore`me XIII.1.13 of [1]. 
8. EXISTENCE OF D -TWISTED SHEAVES
In this section we start the bootstrapping process that will yield the proof of Theorem 2.1 by proving
that there are suitable twisted sheaves supported on D . Much of the theory in this section is an
outgrowth of the theory developed in Sections 4 and 5 of [16]. However, the results there are inadequate
for our purposes when ℓ = 2, so we have recast some of them in a more flexible way here, in addition
to proving the additional results needed for the even case. In an attempt to balance exposition with
efficiency, we have tried to make the underlying ideas clear while referring to specific proofs in [16]
when they can be dropped in here verbatim (or almost verbatim).
8.1. Statement of the main result. The goal of this section is the following.
Theorem 8.1.1. There is an invertible sheaf N on X and a biregular D-twisted sheaf of rank ℓ2 and
determinant N |D.
The choice of N will depend upon the parity of ℓ. This choice could be made uniform, but there are
a few subtle cohomological implications of existence results with different determinants. We will not
discuss those here, but we wish the record to reflect the more flexible version of the results for potential
future users.
Before attacking Theorem 8.1.1, we review and update some of the material of Sections 4 and 5 of
[16]. As we will see, a single method works for all values of ℓ, but the case of ℓ = 2 introduces one
essential complexity related to the determinant.
8.2. Biregular twisted sheaves over singular residual gerbes. We recall a fundamental result
proved in Section 4 of [16], recasting results of Saltman described in [23]. Write ξ = Bµℓ × Bµℓ, over
an ℓ-primitive field L (see Notation 3.1).
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Remark 8.2.1 (Remark on hypotheses). Section 4 of [16] assumes that the field in question is finite,
while we work with ℓ-primitive fields. The arguments carry over unchanged; the key properties that
make the proofs work in Section 4 of [16] are the fact that Br(L) = 0 and that H1(SpecL,µℓ) = Z/ℓZ,
both of which are ensured by the ℓ-primitive hypothesis.
Proposition 8.2.2 (Modified Proposition 4.3.7 of [16]). There is a canonical isomorphism of groups
Br(ξ)
∼
→ (L×/(L×)ℓ)2 × µℓ(L) ∼= Z/ℓZ× Z/ℓZ× µℓ(L).
Moreover, given a µℓ-gerbe X → ξ parametrizing a Brauer class (A,B, γ) under this isomorphism,
(1) any two biregular X -twisted sheaves of rank ℓ2 are isomorphic;
(2) the biregularX -twisted sheaf of rank ℓ2 is happily biregular (Definition 7.2) if and only if γ = 1.
Proof. As described in Section 4.3 of [16], biregular sheaves with Brauer class (A,B, γ) correspond to
pairs of operators α and β on a vector space V such that
(1) αℓ = A, βℓ = B, and αβ = γβα as endomorphisms of V ;
(2) over L with chosen elements A1/ℓ and B1/ℓ, the operators 1
A1/ℓ
α and 1
B1/ℓ
β, viewed as actions of
µℓ, give multiples of the regular representation of µℓ.
When γ 6= 1 (the case called “cold” by Saltman in [23]), an isomorphism between the cyclic algebra
(A,B)γ and Mℓ(L) (which exists because, by assumption, L has trivial Brauer group) gives a biregular
twisted sheaf V of rank ℓ. Moreover, the endomorphism ring of this sheaf is identified with the center
of (A,B)γ , which is simply scalars – that is, this sheaf is geometrically simple. The Skolem-Noether
theorem implies that this is in fact the only biregular twisted sheaf of rank ℓ, up to isomorphism. Since
ℓ is invertible in L, the category of coherent sheaves is semisimple, and thus V ⊕ℓ is the only biregular
twisted sheaf of rank ℓ2.
The automorphism group scheme is identified with GLℓ, but action of a matrix M on the deter-
minant of V is by the ℓth power of the determinant of M . That is, the group scheme parametrizing
determinant-preserving automorphisms is never geometrically connected for cold gerbes.
On the other hand, if γ = 1, the algebra L[x, y]/(xℓ−A, yℓ−B) admits an action as described, giving
a biregular twisted sheafW of rank ℓ2. Extending scalars to L, the operators x/A1/ℓ and y/B1/ℓ make
W isomorphic to the regular representation of µℓ × µℓ. This replacement is equivalent to choosing a
trivialization of the Brauer class over L (i.e., choosing ℓth roots for A and B). The automorphisms of
the regular representation that preserve the determinant are isomorphic to Gℓ
2−1
m , which is geometri-
cally connected, makingW happily biregular, as desired. Any biregular twisted sheaf in this situation
is isomorphic to W : they are isomorphic over L, and the isomorphisms are a torsor under a geomet-
rically connected group scheme, which must have a point over L (since L is PAC by the ℓ-primitive
assumption). 
8.3. Uniform twisted sheaves and their moduli. Much of this section is a streamlined and up-
dated form of the relevant material in Section 5 of [16]
Fix a regular locally free D-twisted sheaf V of rank ℓ2. Write Vi for V |Di .
Definition 8.3.1. The sheaf V is uniform if for each ghost component Di, the sheaf V |Di⊗κi κi admits
an eigendecomposition (see Notation 6.1.5) F0 ⊕ · · ·Fℓ−1 in which each component has rank ℓ, and all
sheaves π∗Hom(Fa, Fb) have degree 0.
That is, each component of the eigendecomposition has “the same degree” (without having to quibble
about the definition of degrees of sheaves on gerbes). The uniform condition is a natural one to impose,
since if one wants to find a twisted sheaf over the base field κ of D, it must be Galois invariant on each
component. Since the ramification extensions are not trivial to begin with, one can see that the Galois
group must cyclically permute the components of an eigendecomposition, forcing equality of degrees.
Remark 8.3.2. In Section 5 of [16], the uniform condition included triviality of the determinant. As we
will demonstrate below, when ℓ = 2, it is essential that one allow other determinants. In fact, it was
precisely this trivial determinant condition in [16] that forced ℓ to be odd and led to various gymnastics.
We avoid such unnecessary exercise here.
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Uniform sheaves form an open substack
M unifD (ℓ
2,N ) ⊂ MD(ℓ
2,N ),
in the notation of the beginning of Section 7. The main result on uniform twisted sheaves is the
following.
Proposition 8.3.3. For a fixed invertible sheafN onD, the stackM unif
D
(ℓ2,N ) is geometrically integral
if it is non-empty.
Non-emptiness is somewhat subtle (especially for ℓ = 2) and will occupy Paragraphs 8.4.2 and 8.4.3
below.
Proof. While [16] requires that the determinant be trivial, the proof as written there in Paragraph
5.1.9ff applies here, as well. Rather than repeat the details, I will use this space to give a “guide to the
literature”. Assume that M unif
D
(ℓ2,N ) is nonempty. To prove the result, we may thus replace κ by κ
and assume the base field is algbraically closed.
We can write the smooth stack M unif
D
(ℓ2,N ) as an ascending union of open substacks with bounded
Castelnuovo-Mumford regularity; it suffices to prove that these open substacks are irreducible. We
will write M for one such open substack. Given the bound on the regularity, we have the following
Bertini-type result.
Proposition 8.3.4 (Proposition 5.1.12 of [16]). There exists a positive integer n such that for any alge-
braically closed field K containing κ and any two objects V andW inM(K), a general map V → W (n)
has cokernel Q satisfying the following conditions.
(1) The support S := SuppQ is a finite reduced substack ofDsm andQ is identifiedwith aDS-twisted
invertible sheaf.
(2) For any i we have |S ∩Di| = ℓ2nH ·Di.
(3) If Di is a ghost component and Λ is an invertible Di-twisted sheaf, there is a partition
S ∩Di = S0
∐
· · ·
∐
Sℓ−1
such that (i) for each j, |Sj | = ℓnH ·Di, and (ii) Q|Sj ⊗Λ
∨
Sj
is isotypic of type j.
We omit the proof. The interested reader can simply read the proof written in [16]; it carries over
word for word, with a few minor notational changes and the knowledge that the component indices
i = 1, . . . , s in [16] are reserved for what we here call ghost components.
Now the idea is to fix a single V and use a space of extensions to parametrizeW (n), thus producing
an irreducible cover of M . What follows is taken almost verbatim from [16], starting with the para-
graph preceding Proposition 5.1.13, with appropriate notational changes for the present context (and
clarification of sentence structure).
For each i, define a κ-stack Qi as follows. The objects of Qi over T are pairs (E,L) with E ⊂
(Di \∪j 6=iDj)×T a closed subscheme which is finite e´tale over T of degree n2ℓH ·Di and L an invertible
DE-twisted sheaf. If Di is a ghost component, we fix an invertible Di-twisted sheaf Λi and additionally
require that there be a partition E = E0
∐
· · ·
∐
Eℓ−1 with L|Ej ⊗Λ
∨
i isotypic of type j.
Proposition 8.3.5 (Proposition 5.1.13 of [16]). For each i, the stack Qi is irreducible.
The proof of this Proposition is not entirely trivial; the interested reader can read it in [16] without
needing additional context (aside from the mild notational differences, and the knowledge that the
indices i = 1, . . . , s are reserved there tthe ghost components, as above).
Finally, let Q =
∏
Qi, and let Q be the universal object on D × Q. The proof of the following is
almost entirely abstract nonsense and can again be read without further context in [16].
Lemma 8.3.6 (Lemma 5.1.14 of [16]). The complex R(pr2)∗RHom(Q, pr
∗
1 V )[1] is quasi-isomorphic to
a locally free sheaf F on Q. Moreover, this sheaf has the property that for any affine scheme T and any
morphism ψ : T → Q, the set FT (T ) parametrizes extensions 0→ V →W (n)→ Q→ 0 with Q the object
of Q corresponding to ψ.
12
The dense open substack of V(F∨) parametrizing locally free extensions covers our moduli space
M , showing that it is irreducible, as desired. 
Corollary 8.3.7. Given an invertible sheaf N on D, if the stack M unif
Di
(ℓ2,N |Di) is non-empty for each
i then there is a biregular locally free D-twisted sheaf of rank ℓ2 and determinant N .
Proof. By Proposition 8.3.3 and the fact that κ is PAC, it is enough to show that the hypothesis of the
Corollary implies that
M unifD⊗κ κ(ℓ
2,N ) 6= ∅.
By assumption, there is such a sheaf Vi over each component Di⊗κ κ. Since D is a nodal union of the
Di, Lemma 3.1.4.8 of [17] shows that it is enough to produce determinant-preserving isomorphisms
between the restrictions of the Vi to the intersection gerbes Di ∩ Dj . But Proposition 8.2.2 shows that
for any such gerbe ξ, the restrictions Vi|ξ and Vj |ξ must be isomorphic, as there is a unique biregular
ξ-twisted sheaf of rank ℓ2, and we can make the isomorphisms respect the determinant by a suitable
scalar multiplication (as we are now working over κ!). 
8.4. Proof of Theorem 8.1.1. We are now ready to show that biregular D-twisted sheaves of rank ℓ2
exist.
By Corollary 8.3.7, to prove Theorem 8.1.1, it suffices to replace κ by κ and show that there are
uniform biregular Di-twisted sheaves for each component Di of D (now assumed to be over an alge-
braically closed field). The key is in the selection of the determinant sheaf N , and it is here that the
cases of odd ℓ and ℓ = 2 bizarrely diverge.
More precisely, the fundamental issue is caused by the fact that the regular represention of µ2
has non-trivial determinant. In particular, this means that when studying uniform sheaves on ghost
components for ℓ = 2, the eigensheaves (regular of rank 2) have specific restrictions placed on their
determinants by the normal bundles of the ramification components and the placement of the non-cold
singular gerbes. The analysis of this crucial delicate case takes place in Paragraph 8.4.3 below.
Hypothesis 8.4.1. In this section we assume that either
(1) ℓ is odd and N = O, or
(2) ℓ = 2 and the ramification divisor D of α has the form S + R as discussed in Section 4.2, and
then we let N = O(S)|D .
The existence of a Di-twisted sheaf is a bit different for ghost and non-ghost components.
8.4.2. Existence whenDi is not a ghost component. In this case, there is no eigendecomposition to
contend with, and we merely seek a biregular locally free Di-twisted sheaf of rank ℓ2 and determinant
N . This construction works just as in the proof of Proposition 5.1.17 of [16], where the full details are
explained; we explain the essence here.
First, it suffices to make any biregular locally free Di-twisted sheaf V of rank ℓ2, since we can adjust
the determinant using elementary transforms over points of D◦i = Di \ ∪j 6=iDj. More precisely, given
a sheaf V and an ample class O(1) on Di, the sheaf V (n) will have an ample determinant L such that
L ⊗N ∨ is isomorphic to OD(E) for some E that is supported entirely in D◦i . Choosing an invertible
quotient of the restriction V (n)|E → L, the kernel of the composed map
V (n)→ ι∗V (n)|E → ι∗L
will have determinant N . (An invertible twisted sheaf L supported on E exists since κ is by assump-
tion algebraically closed, and Br(Bµℓ,κ)[ℓ] is trivial by Lemma 4.1.3 of [16].)
We will make a biregular twisted sheaf by formal gluing. For each gerbe ξ ∈ Di ∩ Sing(D), there is a
unique biregular sheaf Vξ of rank ℓ
2 (see Proposition 8.2.2). Moreover, Ext2(Vξ, Vξ) = 0, so Vξ deforms
to some V over a formal neighborhood Spec ÔDi,ξ. The generic fiber is a twisted sheaf for a gerbe over
Bµℓ,Specκ((t)). The Brauer group of this gerbe is computable by the Leray spectral sequence, and it is
identified with H1(Specκ((t)),Z/ℓZ) (see Proposition 4.1.4 of [16] for a computation of the part prime to
the characteristic of κ, which is all that we need here). It follows that there is always a regular twisted
sheaf of rank ℓ, hence one of rank ℓ2, sayW . Standard formal gluing results (Theorem 6.5 of [19]) allow
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us to glue V to W , yielding a twisted sheaf that is biregular at ξ. Repeating this for each such gerbe
ξ (and gluing to the twisted sheaf that is under construction, so that the structure is preserved at all
gerbes already treated) yields the desired result.
Note that this step is independent of the parity of ℓ and the value of N .
8.4.3. Existence when Di is a ghost component. Now the fun begins! The argument for odd ℓ is
also written out in full detail in the proof of Proposition 5.1.17 of [16]. In either case, the proofs start
the same way, which we recall here. We choose notation here that mostly harmonizes with Proposition
5.1.17 of [16].
The ghost assumption ensures that the Brauer class of Di → Di is trivial (since we are now working
over algebraically closed κ). Thus, we can choose an invertible Di-twisted sheaf Λ such that Λ⊗ ℓ is
the pullback of some invertible sheaf λ on Di. (The sheaf λ is pulled back from Di and not merely Di
because, by Proposition 5.2, we have chosen D → D so that the value in H2(ξ,µℓ) is 0 for all geometric
gerbes in the smooth locus ofD.) Pulling back and tensoring with Λ defines an equivalence of categories
between sheaves on Di and Di-twisted sheaves. Moreover, the regularity conditions translate directly
into similar conditions for sheaves on Di, where the fibers are viewed directly as representations of µℓ
or µℓ × µℓ.
Using this equivalence, we see that to construct a uniform Di-twisted sheaf, we seek to achieve the
following.
Goal 8.4.4. Find a sheaf on Di of the form
V = V0 ⊕ · · · ⊕ Vℓ−1,
where
• for each s ∈ {0, . . . , ℓ− 1} the sheaf Vs is locally free of rank ℓ and isotypic of type s;
• for each ξ ∈ Di ∩ ∪j 6=iDj , the restriction Vs|ξ is isomorphic to the representation of µℓ ×µℓ that
is the regular representation of the second factor tensored with the s-power character in the
first factor (assuming that the first factor is the specialization of the generic stabilizer of Di);
• the determinant of Vs is isomorphic to λ−1⊗M , where M is an invertible sheaf on Di such
that M⊗ ℓ ∼= N .
The desired uniform sheaf is then Λ⊗V .
Remark 8.4.5. Note that the second and third condition together imply that the action of each sta-
bilizer µℓ × µℓ at a point of Di ∩ ∪j 6=iDj is via the determinant of the regular representation of the
second factor (where we use the convention established in Section 4 that the first factor represents the
specialization of the generic stabilizer and the second factor the specialization of the generic stabilizer
of the transverse curve).
When ℓ is odd, this is easily arranged. The first two conditions can be dealt with using formal
gluing as in the non-ghost case, and the third condition is satisfied by letting M = O (recall: in the
odd case N = O, so this does indeed give a correct root of N ) and using elementary transforms to
align the determinant of Vs properly (again, just as in the proof of the previous case). Since ℓ is odd,
the regular representation has trivial determinant, so the phenomenon observed in Remark 8.4.5 is
invisible.
When ℓ is even, we need to use our understanding of the structure of D exposed in Section 6, as
the determinant of the regular representation is not trivial, thus imposing concrete constraints on the
determinant of each Vs, as in Remark 8.4.5.
First, assume that Di ⊂ S. By Proposition 6.2.2 and Corollary 6.2.5, we have that N (now assumed
to be O(S)) has even degree 2d on Di.
Consider the stacky curve
∆ := Di ×D ∪j 6=iDj .
The stack ∆ is a smooth Deligne-Mumford curve with coarse space Di that has Di · ∪j 6=iDj stacky
points, each with stabilizer µ2. By Proposition 6.2.2, Di · R is even, and by Corollary 4.2.4 we know
that Di · ∪j 6=iDj = Di · R. It follows that ∆ has an even number of stacky points δ1, . . . , δ2e, and that
there is an invertible sheaf L on ∆ such that
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(1) L⊗ 2 ∼= N , and
(2) for each stacky point ι : Bµ2 →֒ ∆, the stabilizer acts non-trivially on the fiber ι
∗L .
Indeed, the sheaf O∆(δ1 + · · · + δ2e) has square of even degree with trivial stabilizer actions, hence is
the pullback of some even-degree invertible sheaf L ′ from Di. But then O(−G)|Di ⊗L
′ has a square
root in Pic(Di) (since we are working over an algebraically closed field), allowing us to produce L .
Let N be an invertible sheaf on Di that has non-trivial action of the generic stabilizer and satisfes
N⊗ 2 ∼= ODi . (This is possible since Di ·Di is even.) Define
V0 = (L ⊗λ
∨|Di)⊕ ODi
and
V1 = N ⊗V0.
The sheaves V0 and V1 satisfy the requirement of Goal 8.4.4, completing the proof in this case.
It remains to treat the case Di ⊂ R. We know that such a Di is a (−2)-curve that meetsD at a single
point on a component of S, so that N |Di ∼= O(1). Let ∆ be the root construction of order 2 applied to
P
1 at the point [0 : 1], and let δ ⊂ ∆ be the unique stacky point, which has stabilizer µ2. We know that
O(1) ∼= (O(δ))⊗ 2 (“δ is half of a point”).
Since Di is a (−2)-curve, we have that Di ∼= Bµ2 ×∆. Setting
V0 = (O∆(δ)⊗λ
∨)⊕ ODi
and
V1 = χ⊠ V0,
where χ is the invertible sheaf on Bµ2 associated to the non-trivial character µ2 →֒ Gm, achieves Goal
8.4.4, completing the proof.
9. FORMAL LOCAL STRUCTURES AROUND Sing(D) OVER k
In this section we lay the local groundwork for lifting a twisted sheaf from D ⊗ k to X ⊗ k. The
globalization will be carried out in Section 11.
Let x be a closed point of X ⊗ k lying over a singular point of D. Write A for the local ring OX ⊗ k,x,
and let x, y ∈ A be local equations for the branches of D. Write A′ for the Henselization of A with
respect to the ideal I = (xy); we have that A′ is a colimit of local rings of smooth surfaces, each with
x and y as regular parameters. Finally, let U = SpecA′ \ Z(I) be the open complement of the divisor
Z(xy).
The following is an easy consequence of a fundamental result of Artin.
Proposition 9.1. Suppose α ∈ Br(U)[ℓ] has non-trivial secondary ramification or is unramified at
Z(x). If A and B are Azumaya algebras on U of degree ℓ and Brauer class α then A is isomorphic to
B.
Proof. The algebras A and B extend to maximal orders over A. The hypothesis on α implies that a
generic division algebra D with class α satisfies conditions (1.1)(ii) or (1.1)(iii) of [4]. Maximal orders
are Zariski-locally unique in these cases by Theorem 1.2 of [4], so we conclude that A ∼= B, as desired.

Corollary 9.2. If XU → U is a µℓ-gerbe whose Brauer class α satisfies the hypothesis of Proposition
9.1 then for any positive integer m there is a unique XU -twisted sheaf of rank ℓm.
Proof. By Proposition 9.1, two locally free XU -twisted sheaves V and V ′ of rank ℓ satisfy End(V ) ∼=
End(V ′), whence there is an invertible sheaf L on U and an isomorphism V
∼
→ V ′⊗L. Since Pic(U) = 0,
we conclude that V ∼= V ′.
On the other hand, given a locally free XU -twisted sheaf W of rank ℓm, we claim that W admits a
locally free quotient of rank ℓ. To see this, note that U is a Dedekind scheme and thus any torsion free
sheaf is locally free. Furthermore, α has period ℓ and therefore index ℓ by de Jong’s theorem [12]. Thus,
any torsion free quotient of W of rank ℓ is a locally free quotient. As a consequence, we can write W as
an extension 0→ K → W → V → 0 with K of rank ℓ(m−1). By induction we know that K ∼= V ⊕m−1.
To establish the claim it thus suffices to show that Ext1XU (V ,V ) = 0. Since both are XU -twisted, we
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see that Ext1XU (V ,V ) = H
1(U, End(V ,V )), so it suffices to show that for any locally free sheaf T on U
we have H1(U, T ) = 0. But U is the complement of the vanishing of a single element of A, so it is affine.
Thus, all higher cohomology of coherent sheaves vanishes. 
The key consequence of this formal statement is a Zariski-local existence statement. Assume that
k is algebraically closed and let q ∈ D be a singular point. Write ξ for the closed residual gerbe of X
lying over q and Xq for the fiber product X ×X SpecOX,q. Finally, write XU for X ×X (SpecOX,q \D).
Proposition 9.3. Given a locally free XU -twisted sheaf VU of rank ℓ2 and a regular locally free ξ-
twisted sheaf Vξ of rank ℓ2, there is a locally free Xq-twisted sheaf V of rank ℓ2 such that V |U ∼= VU and
V |ξ ∼= Vξ.
Proof. Write D̂ = D ×X Spec ÔX,q. Basic deformation theory shows that Vξ deforms to a locally free D̂-
twisted sheaf V̂ξ of rank ℓ2. On the other hand, if Dηi denotes the restriction of D to a generic point of
D (in the local scheme SpecOX,q), there is a unique regular Dηi -twisted sheaf Ri of rank ℓ
2 by Lemma
7.6. Thus, Ri|D̂×DDηi
∼= V̂ξ|D̂×DDηi
. Applying Theorem 6.5 of [19], we see that there is a locally free
D-twisted sheaf V˜ such that V˜ |ξ ∼= Vξ.
Now apply the same argument again. The same result shows that V˜ deforms to a X ×X SpecA′-
twisted sheaf W of rank ℓ2. Since VU |SpecA′ ∼= W |U , we can again apply Theorem 6.5 of [19] to conclude
that there is a V as claimed in the statement. 
10. EXTENDING QUOTIENTS
The results of this section are the second component (in addition to the local analysis of Section 9)
needed in Section 11 to solve the problem of lifting a D-twisted sheaf to an X -twisted sheaf. To start,
we recall the notion of elementary transformation.
Definition 10.1. Let i : Z ⊂ Y be a divisor in a regular Artin stack. Given a locally free sheaf V on
Y and an invertible quotient i∗V ։ Q, the elementary transformation of V along Q is the kernel of the
induced map V ։ i∗Q.
It is a basic fact that the elementary transformation of V along Q has determinant isomorphic to
det(V )(−Y ). This is proven in Appendix A of [18].
Call an Artin stack Dedekind if it is Noetherian and regular and each connected component has
dimension 1.
Lemma 10.2. Let C be a connected tame separated Dedekind stack with trivial generic stabilizer with
a coarse moduli space C → C. Given a finite closed substack S ⊂ C and a locally free sheafWS of rank
r on S, there is a locally free sheafW on C and an isomorphismW |S
∼
→WS .
Proof. Let S ⊂ C be the reduced image of S in C. Since C is tame and proper over C, infinitesimal
deformation theory and the Grothendieck Existence Theorem for stacks (Theorem 1.4 of [21]) show that
WS is the restriction of a locally free sheaf Ŵ of rank r on C×C Spec ÔC,S , the semilocal completion of C
at S. Let U = SpecOC,S \S, and let Û = U ×SpecOC,S Spec ÔC,S . Since locally free sheaves of rank r over
fields are unique up to isomorphism, we have that given a locally free sheaf WU of rank r on U , there
is an isomorphismWU |Û
∼
→ Ŵ |Û . Applying Theorem 6.5 of [19], we see that there is a locally free sheaf
W ′ of rank r on C ×C SpecOC,S . Since OC,S is a limit of open subschemes of C with affine transition
maps andW ′ is of finite presentation, we see that there is an open substack V ⊂ C containing S and a
locally free sheafWV of rank r such that WV |S is isomorphic toWS . Taking any torsion free (and thus
locally free) extension ofWV to all of C yields the result. 
Lemma 10.3. Let C be a connected separated Dedekind stack with trivial generic stabilizer and coarse
moduli space C → C. Let V be a locally free OC -module. Given a finite closed substack S ⊂ C and a
locally free quotient V |S ։ QS , there is a locally free quotient V ։ Q whose restriction to S is V |S → QS .
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Proof. Let KS ⊂ V |S be the kernel of V |S → QS . By Lemma 10.2 there is a locally free sheaf K on
C and an isomorphism K|S
∼
→ KS. Since C is tame, the map HomSpecOC,S (K,V ) → HomS(KS , VS)
is surjective, and thus there is a map KSpecOC,S →֒ VSpecOC,S with cokernel Q
′ restricting to QS over
S. Since SpecOC,S is a limit of open substacks with affine transition maps and everything is of finite
presentation, we see that there is an open substack U ⊂ C and an extension V |U → QU as desired.
Taking the saturation of the kernel of V |U → QU in V yields the result. 
11. LIFTING D -TWISTED SHEAVES TO X -TWISTED SHEAVES OVER k
In this section we prove a result that should be viewed as a non-commutative analogue of the clas-
sical statement that a vector bundle on a smooth curve in a projective surface whose determinant
extends to the ambient surface itself extends to the surface.
Proposition 11.1. Let W be a regular locally free D-twisted sheaf of rank ℓ2 and determinant that
extends from D to X . There is a locally free X ⊗ k-twisted sheaf V of rank ℓ2 and trivial determinant
such that V |D ∼= W .
To prove Proposition 11.1 we may assume that k is algebraically closed. To start, the local results of
Section 9 immediately give us the following. We keep W fixed throughout this section.
Proposition 11.2. There is a locally free X -twisted sheaf V of trivial determinant such that V |D is a
Zariski form of W .
Proof. By de Jong’s theorem (the main result of [12]), there is a XX\D-twisted sheaf V0 of rank ℓ
2,
which we fix. Let ξ ∈ D be a singular residual gerbe with image q ∈ X . By Proposition 9.3, there is a
locally free X ×X SpecOX,q-twisted sheaf Vξ of rank ℓ2 such that Vξ|ξ ∼= W |ξ and Vξ|X\D ∼= V0|SpecOX,q .
Zariski gluing then extends V0 over ξ so that its restriction to ξ is isomorphic to W |ξ. By induction on
the number of singular points of D, we conclude that there is an open subscheme X0 ⊂ X containing
the singular points of D and a locally free X ×X X0-twisted sheaf V 0 such that V 0|ξ ∼= W |ξ for each
singular residual gerbe ξ of D . Taking a reflexive hull of V 0 yields a locally free X -twisted sheaf V
with the same local property at each ξ.
We claim that V |D is a form of W . To see this, note that by Nakayama’s lemma this is true in a
neighborhood of each singular point q ∈ D. On the other hand, on the smooth locus of D any two
regular twisted sheaves of the same rank are Zariski forms of one another by Lemma 7.6.
It remains to ensure that V has trivial determinant. To do this, we may assume after twisting V
by a suitable power of O(1) that detV ∼= O(C) with C ⊂ X a smooth divisor meeting D transversely.
By Tsen’s theorem, X |C has trivial associated Brauer class, so V |C has invertible quotients. Taking
the elementary transformation along any such quotient V → Q yields a subsheaf V ′ ⊂ V with trivial
determinant which is isomorphic to V at each singular residual gerbe ξ ∈ D , as desired. 
Proof of Proposition 11.1. Since V |D is a form of W , for all sufficiently largeN we can recoverW as the
kernel of a surjection V (N)→ Q with Q a reduced X -twisted sheaf of dimension 0 with support equal
to C ∩D for a general smooth C ⊂ X (belonging to the linear system |O(ℓ2N)|) meeting D transversely.
The following Lemma enables us to lift the elementary transformation to X .
Lemma 11.3. Let C ⊂ X be a smooth divisor meeting D transversely with preimage C ⊂ X . Given an
invertible quotient χ : V |D ։ Q defined over C ∩D, there is an invertible quotient V → Q defined over
C extending χ.
Proof. Choose an invertible C -twisted sheaf L and let V = VC | ⊗L∨ and Q = Q⊗L∨. By abuse of
notation, V is a sheaf on the smooth tame Dedekind stack C, which has a trivial generic stabilizer, and
Q is an invertible quotient of V |C∩D. By Lemma 10.3, there is an invertible quotient V → Q˜ whose
restriction to C ∩ D is Q. Twisting up by L yields a quotient V |C → Q extending the given quotient
V |C → Q. This yields the quotient extending χ, as desired. 
Since we can realize W as an elementary transformation of V (N)|D along an invertible sheaf on
C ∩ D , Lemma 11.3 produces an elementary transformation of V (N) whose restriction to D is W and
whose determinant is trivial, giving a locally free X -twisted sheaf of trivial determinant lifting W , as
desired. 
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12. PROOF OF THEOREM 2.1
In this section we prove Theorem 2.1. The method used is a fundamental idea that recurs through-
out many moduli problems, notably in the study of moduli of sheaves by O’Grady [20] and twisted
sheaves by the author [17], and in the recent work of de Jong, He, and Starr on rational sections of
fibrations over surfaces [2].
Let Ξ be the set of connected components ofU ⊗ k and Ξ(c) the set of connected components parametriz-
ing V such that c(V ) = c. There is a natural action of Gal(k/k) on Ξ preserving each Ξ(c), so that the
Chern class c induces a Gal(k/k)-equivariant map c : Ξ→ Z (where the target has the trivial action).
Lemma 12.1. The orbits of Ξ under the action of Gal(k/k) are finite.
Proof. The Galois action on U ⊗ k preserves U (c,N)⊗ k, which is of finite type. It is elementary that
there is an open normal subgroupHc,N ⊂ Gal(k/k) acting trivially on the set of components of U (c,N).
Given a connected component U0 ⊂ U ⊗ k, any point γ ∈ U0 lies in U (c,N) for some c,N , so that
there is a component U (c,N)0 containing c. If h ∈ Hc,N then h sends U (c,N)0 to itself and thus sends
U0 to a connected component whose intersection with U (c,N)0 is U (c,N)0. Since all of the stacks in
question are smooth, any two connected components that intersect are equal, which implies that Hc,N
stabilizes U0. Thus, U0 has finite orbit. 
The main idea in the proof of Theorem 2.1 is the following. Let N be either O if ℓ is odd or O(S) if
ℓ = 2. Suppose W is a locally free D-twisted sheaf of rank ℓ2 and determinant N (see Section 8). The
usual calculations in deformation theory show that MD(ℓ
2,N ) is a smooth stack over the base so that
W defines a geometrically integral connected component MD(W ). (Note: this holds even when D is
not geometrically connected over k!)
Restriction defines a morphism res : U → MD(ℓ2,N ).
Notation 12.2. Write U (W ) for the preimage of the open substack MD(W ) under the restriction
morphism res described above. Denote the set of connected components of U (W ) by Ξ(W ).
Since U is smooth (but not separated!), the inclusion U (W ) induces an injective Galois-equivariant
morphism Ξ(W ) →֒ Ξ. Lemma 12.1 implies that the Galois orbits of Ξ(W ) are therefore finite. We will
write Ξ(W )(c) = Ξ(W ) ∩ Ξ(c).
Before stating the main result of this section, we require one more definition.
Definition 12.3. Call a sequence of elements x1, x2, . . . , xn ∈ Ξ equisingular if there is a nonnegative
integer m and sheaves Vi ∈ xi such that for all i the sheaf V ∨∨i /Vi is isomorphic to the pushforward of
an invertible X ×X Si-twisted sheaf to X , where Si is a finite closed subscheme of X \D of length m.
In particular, an equisingular sequence of length 1 corresponds to a component containing a sheaf
V such that V ∨∨/V is a direct sum of invertible twisted sheaves supported on closed residual gerbes
of X \D .
Remark 12.4. The argument of Lemma 7.10 applied to Proposition 11.1 shows that there is an equi-
singular element of Ξ(W ).
Proposition 12.5. There is a Gal(k/k)-equivariant map τ : Ξ(W )→ Ξ(W ) such that for any c and any
equisingular sequence
x1, x2 ∈ Ξ(W )(c)
there is a natural number n such that
τ◦n(x1) = τ
◦n(x2).
Before producing τ , let us show how Proposition 12.5 proves Theorem 2.1.
Proof of Theorem 2.1 using Proposition 12.5. Let x ∈ Ξ(W ) be any equisingular element (see Remark
12.4). By Lemma 12.1, the Galois orbit of x is finite, say x = x1, x2, . . . , xm, and is entirely contained in
Ξ(W )(c(x)). Moreover, x1, x2, . . . , xm are equisingular (as one can see by applying the Galois action to
a sheaf representing x). By Proposition 12.5, there is an element y ∈ Ξ and an iterate τ ′ of τ such that
τ ′(xi) = y for all i = 1, . . . ,m. For any g ∈ Gal(k/k), we have that g · y = g · τ ′(x) = τ ′(g · x) = y, so that
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y is Galois-invariant. But then y corresponds to a geometrically integral component S ⊂ U (W ), as
desired. Indeed, let I ⊂ O
U (W )⊗ k be the ideal sheaf of the component Uy ⊂ U (W )⊗ k corresponding
to y. Choose a smooth cover U → U (W ) and let I ′ = I ⊗OU ⊗ k. Since y is Galois-fixed we have that
I ′ is preserved by the canonical descent datum on OU ⊗ k induced by the extension k ⊂ k. Descent
theory for schemes shows that I ′ is the base change of a sheaf of ideals J ⊂ OU cutting out an open
subscheme U0 ⊂ U . Since U0⊗ k is equal to the preimage of its image in U (W )⊗ k, we conclude the
same about U0, which therefore corresponds to an open subscheme S ⊂ U (W ) such that S ⊗ k =
Z(I ). 
It remains to prove Proposition 12.5. The map τ is defined as follows.
Construction 12.6. Given a component y of U (W )⊗ k corresponding to a locally free X ⊗ k-twisted
sheaf V of rank ℓ2 and trivial determinant lying in U (W ), define a new sheaf V ′ by choosing a point
x ∈ X(k) \D(k) around which V is locally free and forming an exact sequence
0→ V ′ → V → Lx → 0,
where Lx is a locally free X ×X x-twisted sheaf of rank 1 and V → Lx is a surjection. Since V
′|D is
isomorphic to V |D , the sheaf V ′ determines a new component τ(y) ∈ Ξ(W ).
Lemma 12.7. Construction 12.6 is well-defined and Galois-equivariant.
Proof. Let O ⊂ X \D be the open subscheme over which V is locally free. Since the family of invertible
quotients of the restriction of V to a point x ∈ O is connected, we see that all quotients V ′ arising
as in Construction 12.6 lie in a connected family. On the other hand, since V is unobstructed so is
V ′, and this implies that any two objects lying in a connected family must lie in the same connected
component.
Galois-equivariance of τ follows from the argument of the preceding paragraph, along with the fact
that the Galois group sends a pair (x,V ։ Lx) with x ∈ O to another such pair. 
Remark 12.8. As a consequence of Lemma 12.7, we can compute the mth iterate of τ by taking an
invertible quotient over a finite reduced subscheme of O of length m (where O still denotes the locus
over which V is locally free).
It remains to verify that τ is a contracting map (in the weak sense enunciated in Proposition 12.5).
Since x1 and x2 are equisingular, we can choose Vi ∈ xi, i = 1, 2, such that V ∨∨i /Vi is supported at m
closed residual gerbes. Suppose Supp(V ∨∨1 /V1)∩Supp(V
∨∨
2 /V2) hasm
′ closed residual gerbes. Applying
τ◦m−m
′
to x1 and x2 we can assume that V1 and V2 are everywhere Zariski-locally isomorphic (by taking
quotients of V1 along Supp(V ∨∨2 /V2) \ Supp(V
∨∨
1 /V1) and similarly for V2). We are thus reduced to the
following.
Proposition 12.9. Suppose V1 and V2 are two torsion free X ⊗ k-twisted sheaves of rank ℓ2 and trivial
determinant belonging to U (W )(c) which are everywhere Zariski-locally isomorphic. Then there are
coherent subsheaves V ′i ⊂ Vi, i = 1, 2, such that
(1) Vi/V ′i is reduced and supported over m closed points of X \D, with m independent of i;
(2) there is a connected k-scheme T containing two points [1], [2] ∈ T (k) and a morphism
ω : T → U (W )
such that ω([i]) ∼= [V ′i ] for i = 1, 2.
In other words, V ′1 and V
′
2 give the same element of Ξ(W )(c+md), where d = deg u.
Proof. The proof is very similar to the proof in Paragraph 3.2.4.19 of [17]. We present it using a series
of lemmas.
Lemma 12.10. Suppose E ⊂ X is an effective Cartier divisor and G ⊂ X is a non-empty open substack.
Given a torsion free X -twisted sheaf F of rank r prime to p and trivial determinant such that F |E is
locally free, there exists a coherent subsheaf F ′ ⊂ F such that
(1) the sheaf F ′ is unobstructed;
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(2) the quotient F/F ′ is reduced and 0-dimensional with support contained in G ;
(3) the restriction map on equideterminantal miniversal deformation spaces
Def0(F )→ Def0(F |E )
is surjective.
Proof. Let L be an invertible sheaf on X . We claim that there is a subsheaf of the required type
F ′ ⊂ F such that Ext20(F
′⊗L ,F ′) = 0. To see this, note first that by Serre duality and the hypothesis
that ℓ is prime to p we know that Ext20(F ⊗L ,F ) is dual to Hom0(F ,F ⊗L ⊗KX ) (and similarly for
F ′), so it suffices to prove that one can make Hom0(F ′,F ′⊗L ) vanish (replacing L ⊗K by L ). In
addition, note that when F/F ′ has finite support in the locally free locus of F , there is a canonical
inclusion
Hom0(F
′,F ′⊗L ) →֒ Hom0(F ,F ⊗L )
identifying the former with the space of homomorphisms which preserve (in fibers) the kernel of the
induced quotient map FSuppF/F ′ → F/F
′. (This last inclusion is produced by realizing F locally as
the reflexive hull of F ′, where they differ.)
Since the homomorphisms in question are traceless, they cannot preserve all codimension 1 sub-
spaces of a general geometric fiber. Thus, for a general point x ∈ G and a general reduced quotient
F ։ Fx ։ Q
supported at x with kernel F ′, the inclusion
Hom0(F
′,F ′⊗L ) →֒ Hom0(F ,F ⊗L )
is not surjective. By induction on dimHom0(F ,F ⊗L ) we can find a sequence of such subsheaves for
which the associated Hom0 is trivial, as desired.
Now, given a sheaf F locally free around E , the tangent map
Def0(F )→ Def0(F |E )
is given by the restriction map
(Ext1X )0(F ,F )→ (Ext
1
E )0(F |E ,F |E ),
which by the cher-a`-Cartan isomorphism is canonically isomorphic to the restriction map
Ext10(F ,F )→ Ext
1
0(F ,F |E )
(with both Ext spaces on X ). The cokernel of this map is contained in Ext20(F ,F (−E )), and by the
first two paragraphs of this proof we can find F ′ ⊂ F of the desired form so that Ext20(F ,F (−E )) = 0.
Taking a further subsheaf, we may also assume that Ext20(F
′,F ′) = 0, so that F ′ is unobstructed, as
desired. 
Given V1,V2 ∈ U (W ), we can thus find (unobstructed) subsheaves V
′
i ⊂ Vi such that the restriction
morphism U (W ) → M (W ) is dominant at V ′i for i = 1, 2. Deforming W to the generic member of
M (W ) and following by deformations of V ′i , we may thus assume that V
′
1 |D ∼= V
′
2 |D . Taking further
subsheaves if necessary, we may assume that for each geometric point x→ X , the strict Henselizations
V ′i |SpecOshX,x are isomorphic. We will relabel V
′
i by Vi (acknowledging that we have already started
iterating τ on the original components).
By Proposition A.1, for sufficiently large N , the cokernel Q of a general map V1 → Vi(N), i = 1, 2,
is an invertible X -twisted sheaf supported on the preimage of a smooth curve C in X in the linear
system |ℓ2NH |meeting D transversely. In particular, there exists one such curve C and two invertible
C ×X X -twisted sheaves Q1 and Q2 such that there are extensions
0→ V1 → Vi(N)→ Qi → 0
for i = 1, 2.
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Remark 12.11. Choosing isomorphisms W
∼
→ Vi|D , we may assume (sinceN is allowed to be arbitrarily
large) that each extension has the same restriction to an extension
0→ W → W (N)→ Q|D → 0
of sheaves on D .
Write C := C ×X X and let ι : C → X be the canonical inclusion map.
Lemma 12.12. There is an irreducible k-scheme T with two k-points [1] and [2] and an invertible C ×T -
twisted sheaf Q such that Q[i] ∼= Qi for i = 1, 2.
Proof. By Remark 12.11, we know that Q1|D ∼= Q2|D . Furthermore, we have the equality
[Qi] = [Lι
∗Vi(N)]− [Lι
∗V1]
in K(C ). Since c(V1) = c(V2) and detV1 ∼= detV2, we conclude that u
∗Q1 has the same Hilbert polyno-
mial as u∗Q2.
Thus, we find that Q1 and Q2 are two invertible sheaves on C with the same degree when pulled
back to the curve Z ×X C and with isomorphic restrictions to every residual gerbe of C . The sheaf
Q1⊗Q∨2 is thus the pullback of an invertible sheaf Γ of degree 0 on the coarse moduli space C of C
(which is the coarse moduli space of C ). Since C intersects D transversely, C is a smooth curve in X .
Let G be a tautological invertible sheaf over C×Pic0
C/k
, and write [1] for the point corresponding to the
trivial invertible sheaf and [2] for the point parametrizing Γ. The sheaf
GC×Pic0
C/k
⊗(Q1)C×Pic0
C/k
on C × Pic0
C/k
gives the desired irreducible interpolation. 
The end of the proof of Proposition 12.9 is very similar to the proof of Proposition 3.2.4.22 in [17]. By
cohomology and base change, for sufficiently large m the vector spaces Ext1(Qt(−m),V1) form a vector
bundle V on T such that there is a universal extension
0→ (V1)T → V → Q(−m)→ 0
over X × T . Let V◦ ⊂ V be the open subset over which V has unobstructed torsion free fibers. For
each i = 1, 2, choosing a general section of O(−m) and forming the pullback
0 // V1 //

Vi(N)′

// Qi(−m) //

0
0 // V1 // Vi(N) // Qi(−m) // 0
yields a subsheaf Vi(N)′ of Vi(N) such that the quotient Vi(N)/Vi(N)′ is the pushforward of an invert-
ible twisted sheaf supported on finitely many closed residual gerbes of C \ D . Thus, the sheaf V (−N)
contains two fibers overV◦ parametrizing the finite colength subsheaves Vi(N)′(−N) ⊂ Vi, as desired.
This completes the proof of Proposition 12.9. 
APPENDIX A. A BERTINI THEOREM
In this appendix we record a simple Bertini type result for general maps between sheaves on stacks
of the kind encountered in this paper. We will study when a general map of the form V → W (N)
has a nice cokernel (one that is invertible or an invertible sheaf supported on a divisor). The main
restriction that is not apparent in the classical theorems is the condition that the sheaves V and W
must be locally isomorphic everywhere, so that the local maps between them are not forced to vanish
somewhere by pure representation theory.
We retain the notation from Sections 1 through 5, so X is a µℓ-gerbe on a stack that arises from
applying the root construction to a surface X along components of an snc divisor D. Fix an ample
divisor H on X . Let V and W be torsion free regular X -twisted sheaves of rank ℓ2 that are every-
where Zariski-locally isomorphic. More general statements are undoubtedly true, but our goal is not
to maximize generality at the expense of utility.
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Proposition A.1. For sufficiently large N , the cokernel Q of a general map
V →W (N)
is an invertible X -twisted sheaf supported on the preimage of a smooth curve C in X in the linear
system
|rNH + det(W )− det(V )|
meeting D transversely.
Proof. This is a standard Bertini-type statement, but there is no reference to handle the present stacky
context.
Choose N large enough that the following restriction maps are surjective:
(1) HomX (V,W (N)) → HomZ(V |Z ,W (N)|Z) is surjective for every closed substack Z ⊂ X of the
form SpecOX /I 3ξ , where ξ ⊂ X is a closed residual gerbe;
(2) HomX (V,W (N))→ HomD(V |D ,W (N)|D).
Let A denote the affine space whose k-points are HomX (V,W (N)) and let Φ : V |X×A →W (N)|X×A be
the universal map; call the cokernel N . The right-exactness of base change and the usual openness
results show that there is an open subscheme A◦ ⊂ A over which N is an invertible sheaf over a
smooth A◦-stack. Our goal is to show that A◦ is non-empty.
Let Y ⊂ X × A denote the open locus over which N has geometric fibers of dimension at most
1 and smooth support. The complement of Y is a closed cone over X , and we will show that it has
codimension at least 3 in every fiber over a closed residual gerbe ξ of X distinct from the singular
gerbes of D . Since X has dimension 2, this shows that the complement of Y cannot dominate A.
Since Hom(V,W (N)) → Hom(V |Zξ ,W (N)|Zξ) is surjective, it suffices to prove the statement for the
latter, so that we can trivialize the gerbeX and thus view V andW as either sheaves over k[x, y]/(x, y)2
or as representations of µℓ over k[x, y]/(x, y)
2. Since V and W are regular, in the latter case we have
that V and W are both ℓ times the regular representation. In either case (and after passing to eigen-
sheaves if necessary), it suffices to prove the following.
Claim. Given a free module of rank n ≥ 2 over R := k[x, y]/(x, y)2, the locus of maps f ∈ Mn(R) such
that det f = 0 or dim coker f ⊗ k > 1 has k-codimension at least 3 in Mn(R) (viewed as a k-vector space).
To see that this suffices, note that if f : V → W (N) is a map which avoids the cone of the claim
at every point of X then coker f is a sheaf supported on a smooth curve C such that for every closed
residual gerbe the geometric fiber of coker f has dimension 1. It follows from Nakayama’s lemma that
coker f is an invertible sheaf on C.
Proof of Claim. Write an element of Mn(R) as A = A0 + xA1 + yA2. It is well-known that the locus of
matrices A0 of rank at most n− 2 has codimension 3 inMn(k) (see, e.g., Lemma 8.1.9(ii) of [5]), settling
the second condition.
For the first, recall the Jacobi formula
detA = detA0 +Tr(adj(A0)(xA1 + yA2)).
If detA0 = 0 but A0 6= 0, then the condition detA = 0 has codimension 3, as the vanishing of
Tr(adj(A0)A1) and Tr(adj(A0)A2) are independent conditions. On the other hand, A0 = 0 is a codi-
mension at least 3 condition as n ≥ 2. 
As a consequence of the claim, we see that the locus of sections Y ⊂ A parametrizing maps V →
W (N) whose cokernel is not an invertible twisted sheaf supported on a smooth curve is a proper
subvariety of A. Applying the same argument to D shows that a general point of A parametrizes a
map whose cokernel has support intersecting D transversely, as desired. 
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