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• Task: Estimate a signal from a sequence of noisy 
observations.
• A general model:
• Bayesian framework: obtain all relevant info. about 
!! from the filtering distribution "(!!|%":!)
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ABSTRACT
Ensemble Kalman filtering techniques are very popular re-
cursive Monte Carlo algorithms, developed in the geophysics
literature, for inference in high-dimensional spatio-temporal
state-space models. Unfortunately, these techniques tend to
be inefficient in the presence of heavy-tailed data such as out-
liers. In this paper, we propose a robust ensemble-based in-
ference technique by introducing the generalized hyperbolic
distribution as a flexible and general distribution for the ob-
servation errors. Simulation results empirically show that the
proposed algorithm achieves significantly better performance
compared to existing algorithms.
Index Terms— Bayesian inference, Monte Carlo, ensem-
ble Kalman filter, high-dimensional, outliers
1. INTRODUCTION
In many applications, we are interested in estimating a signal
from a sequence of noisy observations. This problem can gen-
erally be stated in a state space form as follows. A transition
equation describes the prior distribution, ff (xt|xt!1), of a
hidden first-order Markov process {xt; t ! N}, xt ! Rnx and
an observation equation describes the likelihood, gt(yt|xt),
of the observations {yt; t ! N"}, yt ! Rny which are as-
sumed to be conditionally independent given the state process






Within a Bayesian framework, all r levant information about
xt given observations up to and including time t can be ob-
tained from the filtering distribution p(xt|y1:t).
Except in a few special cases, including linear and Gaus-
sian state space models (Kalman filter [1]) and hidden finite-
state space Markov chains, it is impossible to evaluate the
filtering distribution analytically. Since the nineties, sequen-
tial Monte Carlo (SMC) approaches have become a powerful
Part of this work has been supported by the PISCES ANR project no.
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methodology to cope with non-linear and non-Gaussian prob-
lems [2]. These methods, also known as particle filters (PF),
exploit numerical integration techniques for approximating
the filtering probability density function of inherently nonlin-
ear non-Gaussian systems. Using these methods, the obtained
estimates of sequences of functional w.r.t. to the filtering dis-
tribution can be set arbitrarily close to the optimal solution at
the expense of computational complexity [3].
However, due to their importance sampling based design,
classical SMC methods tend to be inefficient when applied to
high-dimensional problems as they suffer from weight degen-
eracy (i.e., all weights but one become essentially zero) [4–6].
This issue, known as the curse of dimensionality, has rendered
traditional SMC algorithms largely useless in the increasing
number of high-dimensional applications such as multiple tar-
get tracking, weather prediction, and oceanography.
In contrast to the approaches above, approximate state-
estimation methods in the geoscience literature scale well
to high-dimensional problems. In particular, the ensem-
ble Kalman filter (EnKF), introduced in [7], has became
one of the main numerical technique for solving such high-
dimensional forecasting and data assimilation problems [8].
The EnKF is a recursive Monte Carlo filter which approx-
imates the Bayesian filtering distribution empirically by an
ensemble of random samples. Like other sequential Monte
Carlo algorithms, such as particle filters, the EnKF also uses
an ensemble representation that is propagated forward, but
instead of reweighting (and resampling), the EnKF updates
the ensemble using a linear “shift” that approximates the
best linear update under some model assumptions. While
the EnKF is based on the assumption of a linear and Gaus-
sian model, it provides accurate inference for many nonlinear
models as well, thus allowing it to be successfully applied
to high-dimensional non-linear spatio-temporal state-space
models, e.g. [9].
Unfortunately, traditional EnKF are not robust to observa-
tion errors which are heavy-tailed and/or skewed distributed,
or corrupted by outliers [10]. A robust EnKF algorithm has
been recently proposed in [11]. A hierarchical state space
model is introduced by considering the observation errors to
be t-distributed and thus a combination of an EnKF and a
Gibbs sampler, called GEnKF, is proposed to solve the filter-
ing inference in this model. In this work, we propose to gener-
✕Difficult to evaluate the filtering distribution analytically 
especially for non-linear models.
Approaches for non-linear models in 1990s: 
• Sequential Monte Carlo (SMC) / particle filters (PF)
[Doucet et al., 2000]
- Numerical integration techniques to approximate  !(#!|%":!)
• Ensemble Kalman filter (EnKF) [Rebeschini et al., 1994]
• A main numerical technique for solving him-dim forecasting 
and data assimilation problems
• A recursive Monte Carlo filter to approximate !(#!|%":!)
empirically by an ensemble of random samples. 
✕Computational complexity
✕Importance sampling design is not efficient for high-dim 
problems.
✕Not robust to observation errors which are heavy-tailed 
and/or skewed distributed. 
Recent robust approach:
• GEnKF [Katzfuss et al., 2019]
- A hierarchical state space model with t-distributed 
observation errors
- A combination of an EnKF and a Gibbs sampler
✕Not robust to observation errors which are skewed 
distributed. 
Objective
• Generalize GEnKF by utilizing a more general and 
flexible distribution for the observation errors, 
generalized hyperbolic (GH) distribution†. 
†[Barndorff-Nielsen, et al., 1982]




Generalized hyperbolic (GH) distribution
• A normal variance-mean mixture:
• GH distribution: a prominent example
• !: Generalized inverse Gaussian (GIG) with 3 parameters
• Extremely flexible to model heavy tailed and skewed data
• Include Student t, Laplace, hyperbolic, and normal inverse 
Gaussian as special cases.
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a co bination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-distri ution belongs to the
class of scale mixtures of normals [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly skewed data. In
this section, we firstly introduce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurements, which incorporate the one in [11] a a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a dens y (the mixing de sity) supported o
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a large family of distributions commonly
used in many applied fields. A prominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
liz d inverse Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to model heavy-tailed and skewed data. More-
over, the GH distribution inc u es the Student t, Laplace, hy-
perbolic, normal inverse Gaussian, and variance gamma den-
sities as special cases. This distribution has received, until
now, a lot of attention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Update the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-dist ibution belongs to the
class of scale mixtures of nor als [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly skewed data. In
this section, we firstly introduce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurements, which incorporate the one in [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has de sity (the mixin d nsity) supported on
(0,#) and # > 0 " are constants. Normal variance-mean
ixtures e compass a large family of distributions commonly
used in many applied fields. A prominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
aliz d inverse Gaussian (GI ) whic depends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to m del heavy-tailed and skewed data. More-
over, the GH distribution includes th Stud nt t, Laplace, hy-
perbolic, orm l nverse Gaussian, a d variance gamma den-
sities special ca es. This distribution has rece ved, until
now, a lot of attention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for mod ling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the n rmal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
• Use the GH distribution as likelihood to obtain a 
general filtering technique robust to outliers.
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
class of scale mixtures of normals [20, 21].
In this work, we opos to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly skewed data. In
th s section, we firstly int oduce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distrib tion
In this paper, we propose to use a more general model for the
measurements, which incorporate the one in [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are indepe dent scalar random var ables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a large family of distributions commonly
used in many applied fields. A rominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to model heavy-tailed and skewed data. More-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, normal inverse Gaussian, and variance gamma den-
sities as sp cial cas s. This distrib tion has received, until
now, a lot of attention more in the financial-modeling litera-
ture [23, 24] and only quite recently i the signal processing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
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ments are independently GH-distributed, th following hierar-
chical SSM can b written by usi g the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters i implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
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Therefore as summarized in Algo 2, the propo ed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
outliers. The derivation of the resulting inference algorithm,
the GEnKF, bas d on a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that t Student t-distribution belongs to th
class of scale mixtures of normals [20, 21].
In this work, w pr po e to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly skewed data. In
this ection, we firstly in roduce th GH d stribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The gene alized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurem nts, which incorporate the one i [11] s a spe ial
case. Mor specifically, a norm l varianc -mean mixture [12]
is consi ered as the distribution of the m asuremen s, i. .
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a large family of distributions commonly
used in many applied fields. A prominent example is the gen-
eralized yperb lic (GH) distributi [22] that arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to model heavy-tailed and skewed data. More-
ov r, the GH distribution includ s the Student t, L place, hy-
perbolic, normal inverse Gaussian, an variance gamma d n-
sities as special cases. This distribution has received, until
now, a lot of a tention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
lit rature for modeling some complex spatio-t mporal pro-
cess [25].
3.2. e stoc astic -
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xt|xt!1 " ft(xt|xt!1),









where "t corre ponds to the skewness par m ter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , ! ,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
S ction 4).
As in [11], the forecast independence of states an param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables t time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full cond ional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
Start with an initial ensemble {xi0|0,!
i
0, !0}j=1,...,N drawn from
p(x0)p(!0)p(!0)
for t = 1, . . . , T do # at each time




Updat the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the propo ed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combi ation of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, e fact that the Student t-dis ribution belongs t the
class of scale mixtures of normals [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for mod ling the outliers, thus allowi g us
to capture more practical cases with possibly skewed data. In
this section, we firstly introduce the GH distribution and then
he proposed filt ring GH-GEnKF appro ch is described.
3.1. The generalized hyperbolic di tri ution
In this paper, we propose to use a more general model for the
measurements, which incorporate t e one in [11] as a special
case. More specifically, a ormal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 an " are constants. Norm l variance-m an
mixtures encompass a large family f distributions commonly
used in many applied fields. A prominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we le t density of ! be the gener-
alize invers Gaussian (GIG) which depends o 3 parameters
($ $ R,% % 0,& % 0). The GH d nsity i extremely flexible
as it allows us to model heavy-tailed and skewed d ta. More
over, the GH distribution includes the Student t, L place, hy-
pe bolic, norm l inv rse Gaussi n, and vari nce g mma den-
sities as special cases. This distribution has rec ived, until
now, a lot of ttention more in the financial-modeling litera-
tur [23, 24] and only quite recently in he signal pro essing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GE KF
In this work, we propose to use the GH istribution as likeli-
hood in order to obtain g neral filtering technique robust to
outliers. By considering that at each time t, the y me sure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using th normal variance-me n
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
t| t 1 ft( t| t 1),
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here "t corresponds to the ske ness para eter of the
distribution and t(!t) #2diag(!t,1, . . . , !t,ny ). For si -
plicity, the para eters ($t, %t, t, #2t ) are assu ed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variabl s (that will be discussed in
Section 4).
As in [11], the forecast indepe nce of stat s and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt 1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
r spective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
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gence # Gibbs sampler
for j = 1, . . . , N do




































) for l = 1, . . . , ny









































the proposed - n in a challenging high-di ensional
proble where observations are corrupted by heavy-tailed
(and possibly ske ed) noise. In particular, the latent process
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combina ion of a EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
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known (and static) but they could be easily incorporated in the
proposed estimatio proce ure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [ 1], the f recast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
f (xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p( t|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,! , "t)p(! )p(" )
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf c nsists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Update the en e bl : repeat t e following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
class of scale mixtures of normals [20, 21].
In this work, w prop s t extend is work by int oduc-
ing a more general d stributi n, the generalized yp boli
(GH) distribu ion, for modeling t e o tliers, thus allowing us
to capture more practi l cases with possibly skewed data. In
this section, we firstly introduce the GH distribution and then
the propos d filtering GH-GEnKF approach is des r bed.
3.1. The generalized hyp rbolic distr bu on
In this paper, we propose to use a more general model for the
measurements, which incorporate the one in [11] as a spe ial
case. More specifically, a normal variance-mean mixtu e [12]
is considered as the distribution of the measurem nts, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scal r random v iables, z "
N (0, 1), ! has a density (the mixing density) supported n
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a large family of distributions co only
use in many applied fields. A prominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let the density of ! b he gener-
alized inverse Gaussian (GIG) which epends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to model heavy-tailed and skewed data. More-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, normal inv rse Gaussian, and variance gamma den-
sities as special cas s. This distribution has r ceived, until
now, lot of attention mor in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for modeling som c mplex sp tio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propos to use the GH distribution as likeli-
hood in order to obtain a gene al filtering techn que robus to
outliers. By considering that a each tim t, the ny measure-
me ts are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture represen ation of a GH random vari ble in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , ! ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied si ce the param ters (!t, "t) do not a pear in
ft(xt|xt!1) a d are t mpor lly independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt| 1:t!1)p(!t, "t|y1:t!1), (9)
whi h enables ference bas d on a single s mbl As
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
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Update the ensemble: repeat the follow ng s eps until conver-
gence # Gibbs sampl r
for j = 1, . . . , N do




































) for l = 1, . . . , ny













t|t " µ" t # !t ) (&
j
")























In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corru ted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
outlier . The derivati n of the resu ting infe ence algorithm,
t e GEnKF, b s d o a combi at n of an EnKF and Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student -distributio be ngs to the
class of scal mixtures f normals [20, 21].
In this w rk, we ropose to exten this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly skewed data. In
this section, we firstly i troduce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. T e generalized hyperb lic distributio
In this paper, we propose to use a more g neral model for th
measurements, which incorporate the one in [11] as a special
case. More specifically, a normal v riance-mean mixture [12]
is considered as the distribu ion of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
wher ! and z are independ nt scalar ran om vari bles, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 and " are constants. Normal variance-mean
mixture enc mpass a large amily f distribu ions commonly
used in ma y a pli d fiel s. A prominent exampl is the gen-
eralized h perbolic (GH) distribution [22] that a ises as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which pends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extr mely flexibl
as it allows us to odel heavy-tailed and skewed data. More-
over, th GH istribution i clude the Stu nt t, Laplace, hy-
perbolic, ormal invers Gaussian, and varia c gamma den-
sities as special cases. This distribution has received, until
now, a lot of attenti n more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for mode ing so e co plex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By consid ring that at each time t, the ny measure-
ments are independently GH-distributed, the following hi rar-
chical SSM can be writ en by using the nor al variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t c rresponds to the sk wn ss parameter of t e GH
distributio and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2) are ssumed to be
known (and static) but they could be easily incorpor t n the
propose sti ati n procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As i [11], the forecast independence of states and param-
eters is im lied since the parameters (! , "t) do not appear in
ft(xt|xt!1) a d are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint dis ribu ion of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t 1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Updat the ens mble: rep at the following steps until conver-
gence # Gibbs sampler
f r j = 1, . . . , N do
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In this section, we empirically study the perfor ances of
the proposed GH- EnKF in a challenging h gh-d mensional
problem where observations are corrupted by heavy-t iled
(and possibly skewed) noise. In particular, the latent process
: Skewness
: Kurto is
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combin tion of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-dist ibution elongs to th
class of s ale mixtures of normals [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distributi , the generalize hy erb lic
(GH) distribution, for modeli the outli rs, thus llowing us
to capture more practical cases with possibly skewed data. In
this section, we firstly introduce the GH distribution and then
the proposed filteri g GH-GE KF a p oach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to us a more gen al mo el for the
mea urements, which incorp rate the one i [11] as a sp cial
case. Mor specifically, a ormal v r ance-mean mixture [12]
is considered as the di tribution of the mea urement , i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent sc lar random variables, z "
N (0, 1), ! has a density (the mixing density) supported n
(0,#) and # > 0 and " are con t nts. Normal var ance-mean
mixtures encompass a large family of istributions com nly
used in many applied fields. A prominent example is the ge -
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let t e density of ! be the gen r-
alized in se Gaussi n (GIG) which dep nds on 3 parameters
($ $ R,% % 0,& % 0). The GH d nsity is extremely flexible
as it allows us to model heavy-tailed and skewed dat . More-
over, the GH distribution in lud s the Student t, Laplace, hy-
perbolic, normal inverse G us ian, and variance gamma den-
sities as special cases. This di tributi n has ceived, unt l
now, a lot of attention more in the fina cial-mod ling litera-
ture [23, 24] and only qui e recently in the signal pr cessing
litera re for modeling some complex patio-te poral pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH d stribution as ikeli-
hood in order to obtain a general filter ng technique robus to
outliers. By considering h t at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + " Ct & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









wh re "t corresponds to the skewness param ter of the
distribution and Rt(!t) = #2t di g(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct i a know v ctor
composed of explana ory variabl s (that will be discus ed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and re temporally independe t, i. .
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
hich enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t 1).
(10)
Ther fore as su marized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributio s which can be obtained
an lytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorith 2 Stochastic GH-GEnKF
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Update the ensemble: rep at the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, w em iric lly study the performanc s of
the prop sed GH-GEnKF in a challenging h gh-dimensional
problem where observations are corrupted by heavy- ailed
(and possibly skewed) noise. In particular, the latent processoutliers. The derivation of the resulting inference algorithm,
the GEnKF, based on a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
class of scale mixtures of normals [20, 21].
In this work, we prop se to ext nd this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more pra tical cases with possibly skewed data. In
this section, we firstly introduce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurements, which inc rporate the on in [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a large family of distributions commonly
used in many applied fields. A prominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which dep ds on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to model heavy-tailed and skewed data. More-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, normal inverse Gaussian, and variance gamma den-
sities as special cases. This distribution has received, until
now, a lot of attention more in the fina cial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally indep ndent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Update the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
: assumed to be known (static)
: a kno   composed of explanatory variables
Independent of parameters
• Forecast step:
- Draw !!"#|!"## , ⋯ , !!"#|!"#% from
- Propagate each ensemble member using the transition pdf.
• Joint distribution of all variables at time t:
outliers. The derivation of the resulting inference algorithm,
the GEnKF, based n a combination of an EnKF and a Gibbs
sampler [19] is pos ible by utilizing, through a hierarchical
SS , the fact that the Student t-distribution belongs to the
class of scale mixtures of normals [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allo ing us
to cap ure more practical cases with possibly skewed data. In
this sect on, w firstly introduce the GH distribution and then
the propo ed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurements, which incorporate the one in [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 and " re constants. Normal variance-mean
mixtures enc mpass a large family of distributions commonly
used in many applied fi lds. A prominent example is the gen-
eralized hyperbolic (GH) distribution [22] that arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extremely flexible
as it allows us to model heavy-tailed and skewed data. More-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, normal inverse Gaussian, and variance gamma den-
sities as special cases. This distribution has received, until
now, a lot of attention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we pr pose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t correspon s to the skewne paramet r of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and s atic) but they could be easily incor rated in t e
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied si ce the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which e ables inference based on a single ensemble. As a
consequ nce, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Update the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
alize this robust GEnKF by utilizing a more general and flexi-
ble distribution for the bservati n errors, namely the general-
ized hyperbolic distri tion [12], thus all wing us to capt re
more practical ses with ossibly ske ed data.
The paper is orga ize as follo s. I section 2 the gen-
eral principl of the EnKF is i duce . Se tion 3 pr sents
the proposed GH-EnKF algorithm f r robust filtering in the
presence of outliers. Numerical results are shown i Section
4. Conclusions re given in Secti n 5.
2. THE ENSEMBLE KALMAN FILTER
The ensemble Kalm n filter (EnKF) c n be viewed as a
Monte Carlo a proximation of th Kalman filter, in whic
the posterior s ate istribu ion is represented by populatio
of samples, called ense bl . Thi ensemble of N a ples
or particles s the pro g ted forwar th o gh tim a d up-
dated when ew ob ervations b come av ilable. C mpar d to
Kalman filter, the EnKF can b seen as a dim nsion reduction
algorithm (for N < n ) ince only the ensembl me b s (of
size Nnx) ne d to be stored inste d of both one me n v ctor
and one covariance matrix ( f size x+n2x), wh ch thus leads
to computatio al feasibility ven for v ry high-di e sio l
systems.
Let us consider th fo lowing sta e s ace model (SSM),
Observation: yt|x ! g (yt|xt) = N (Ht t,Rt) ,
State: x |xt!1 ! ft(xt|xt!1),
(2)
where we ass me Gaussian-linear observations with Ht "
Rny"nx a linea operator and Rt " Rny" y a covariance
m trix. The st te dynami s are arbitra y, bu we assume
th t we can simulate from the ransitio prob b liy ensity






will denote the ensemble of N particles












Similar to the Kalma filter, the EnKF consists of a for c st
step a a update s p at every time t. Given the ensemble
x1t!1|t!1, . . . ,x
N
t!1|t!1 approximately drawn from the filter-
ing distribution at time t%1, i.e. p(xt!1|y1:t!1), the forecast
step consists in propagating each ensemble member using the




Then, the updated ensemble is obtained from the prediction
one by applying an affine correction based on the new obser-
vation yt. Two variants of this update step have been pr -
posed in the literature: the tochast c versions use artificially
perturbed observations [13, 14], whereas square root filters
are deterministic [15]. In this work, we will use the stochastic




$Kt(yt + !jt %H x
j
t|t!1). (5)
Each m mber of the predic ion ns le is passed through a
Kalman filter mean update based on an artificially perturbed
observati (yt+!
j
t ). This perturba ion i necessary to obtain
the correc covariance [16]. Moreover, the traditional Kalman
gain ha been r l c d by an approximation given by
$Kt = % t|t!1HTt (Ht % t|t!1HTt +Rt)!1, (6)
where a ovariance estimate of the predicted state dis-
tributio , %! |t!1 obtained from the prediction ensemble
(x1t| !1, . . . ,x
N
t|t!1), has been used instead of the correct
one. T e e imation of the nx & nx covariance matrix based
on a smal ensemble is often challenging in applications with
large state dimension n . In practice, %!t|t!1 is generally a
egularized, sparse version of the sample covariance matrix of
the prediction ensemble obtained using some “localization”
tech ique. Several l calization approaches have been p o-
posed, ut in his work we use one of the most common form
of localization which uses tapering to avoid rank deficiency
and spurious correlations by assuming that dependence is
expected to decrease with increasing spatial distance [17].
Therefore, we have %!t|t!1 = St ' Kt , where ' denotes the
Hadamard product, St is the sample covariance matrix and Kt
is a sparse positive definite correl tion ma rix. The stochastic
EnKF i summarized in Algo 1 - see [18] for a discussion on
its efficien implementation depending on the model under
study.
Algorithm 1 Stochas ic EnKF
Start with an initial ensemble x10|0, . . . ,x
N
0|0
for t = 1, . . . , T do # at each time




Update the ensemble: for j = 1, . . . , N
a) Draw !jt ! N (0,Rt)
b) Set xjt|t = x
j
t|t!1 +
!Kt(yt + !jt " Htx
j
t|t!1) where
!Kt is given in Eq. (6)
end for
3. A ROBUST SOLUTION: THE STOCHASTIC
GH-GEnKF
In [11], the authors propose to model the likelihood by a Stu-
dent t-distribution which has heavier tails than normal dis-
tr bution, thus leading to an EnKF technique more robust to
outliers. The derivation of the resulting inference algorithm,
the GEnKF, bas d on a combinati n of an EnKF and Gibbs
sampler [19] is possible by utilizi g, through a hierarchical
SSM, the fact that the Student t-distribution b longs to the
class of scale mixtures of normals [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribution, the generalize hype bolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly skew d data. In
this section, we firstly intro uce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurements, which incorporate the one in [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a d nsity (the mixi g d nsity) supported on
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a larg family of d stributions commonly
used i many applied fields. A prominent example is th gen-
eralized hyperbolic (GH) distribution [22] hat arises as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which depends on 3 arameters
($ $ R,% % 0,& % 0). The GH de sity is extremely flexible
as it allows us to model heavy-tailed and skew d data. More-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, n rmal inverse Gaussian, and variance gamma den-
sities as special cases. This distribution has received, until
now, a lot of attention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature f r modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) a d are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p , "t|y1:t 1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
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Update the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
u erical simulations
Ev lu tion po ts:
• Performance for high-dim problems
• Robustness for observations with heavy-tailed (and 
ossibly skewed) nois
Simulated sys em:
• The latent process ! consists in a time-varying 
spatial physical phenomenon.xt cons sts in a time-varying spatial physical phenomenon of
size nx = 100 on a one-dimensional spatial domain [1, 100]
with ny = 75 randomly chosen observation locations. Let us
cons der the prior pdf of e state to be defined as:
f (xt|xt!1) = N (xt;M(xt!1),Q) , (11)
where Q is based on a powered exponential covariance func-
tion with power 1.8 and scale parameter 10 and . We also
assumed !t = 0.2, µ! = 0 and !! = 1 in Rt(!t) to be
known for all numerical experiments. The known vector Ct
in the likelihood is considered to be composed of binary vari-
ables which could reflect the quality of the sensors, i.e. the
presence of a zero means that the observation noise is not
sk w d wh reas a one means that th n ise is possibly skewed
and thus characterized by an unknown skewness parameter "t
which will b estimated wit the proposed approach. In all
xp rim nts, 50% of the valu s have been set to 1 at random
obs rvation ocation .
The proposed approach is compared, using 100 Monte
Carlo runs, with the standard EnKF and the GEnKF [11]
which assu e that the observation noise is Gaussian and t-
distributed, respectively. For all EnKF-based algorithms, the
sparse matrix Kt used to obtain a regularized estimate covari-
ance matrix estimate is constructed using the same Wendland
taper function with tapering length 20. The ensemble size N
is 1500, 30 and 30 for the EnKF, the GEnKF and the proposed
GH-GEnKF, respectively. 50 Gibbs iterations have been used
for both the GEnKF nd the GH-GEnKF. Performances of
particle filters with a prior proposal prior for the parameters
(!t, "t) and either prior or optimal1 proposal for the state
process, both having 1500 particles, are also reported.
Let us start by considering the following linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figure 1 and more pre-
cisely by the mean quared er or on the state process reported
in Table 1, both the GEnKF and the proposed GH-GEnKF
obtain very good results in this scenario for which the ob-
servation errors are t-distributed. When the skewness param-
eter of the observation error distribution, ", is set to 0, the
GEnKF is the “ideal” case of the proposed GH-GEnKF. In-
deed, this parameter is estimated in the GH-GEnKF whereas
it is exactly set to 0 for the GE KF since this latter consider
only not skewed t-distribution. The very close results, when
" = 0, thus show that the proposed approach is able to cor-
rectly and automatically detect the absence of skewness in
the data. However, in the presence of heavy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GEnKF significantly outperforms the GEnKF.
Let us finally consider the severely nonlinear evolution








1which is possible due to the conditional Gaussian distribution assump-
tion of both the prior in (11) and likelihood in (8)
















Fig. 1. Simulated state and associated observations at time
t = 3, together with posterior means obtained by the various
methods with model parameters: " = !2, # = !1.5, $ =





! = 0 0.076 1.308 0.097 0.043 0.046
! = !2 4.306 2.321 1.517 0.696 0.067
Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the proposed algorithm out-
performs significantly both the particle filters and other
ensemble-based approaches in this nonlinear setting.
5. CONCLUSION
Ensemble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, these approaches performs poorly in the pres-
ence of heavy-tailed errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
tailed and skewed observation errors. Numerical simulations






" = !2#,! = !2 11.67 70.79 14.59 9.55 0.98
" = 0.5, ! = 0 0.51 37.40 1.15 0.46 0.37
Table 2. Mean squared error (MSE) on the state xt averaged
over time when the state transition is nonlinear (Eq. (12)) for
different values of $ which is related to the scale of the GH
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Experimental conditions:
• Prior pdf of he state:
: state evolution operator
- Linear dynamics cas :
- Nonlinear dynamics case:
: powered exponential covariance function
(power 1.8 and scale p rameter 10)
xt consists in a time-varying spatial physical phenomenon of
s ze nx = 100 on a one-di ensional sp tial d main [1, 100]
with ny = 75 randomly chosen observation locations. Let us
consider the prior pdf of t state to be d fined as:
ft(xt|xt!1) = N (xt;M(xt!1),Q) , (11)
where Q is based on a powered exponential covariance func-
tion with power 1.8 and scale parameter 10 and . We also
assumed !t = 0.2, µ! = 0 and !! = 1 in Rt(!t) to be
know for all nu erical experiments. The known vector Ct
in the likelihood is cons dered to be composed of binary vari-
ables which could reflect the quali y of th ensors, i.e. the
presence of a zero m ans t at th observation noise is not
ske ed wh re s a ne m ans that the n ise is possibly skewed
and thus characterized by an unk own skewness parameter "t
which will be estimated with the proposed approach. In all
experim ts, 50% of the values have been set to 1 at random
observation locations.
The proposed approach is compared, using 100 Monte
Carlo runs, with the standard EnKF and the GEnKF [11]
which assume that the observation noise is Gaussian and t-
distributed, res ectivel . For all EnKF-based algorithms, the
sparse matrix Kt used to obtain a regularized estimate covari-
ance matrix estimate is constructed using the same W ndland
taper function with taperi g length 20. The ensemble siz N
is 1500, 30 and 30 for the EnKF, the GEnKF and the propos d
GH-GEnKF, respectively. 50 Gibbs iterations have been used
for both the GEnKF and the GH-GEnKF. Performances of
particle filters with a prior proposal prior for the parameters
(!t, "t) and either prior or optimal1 proposal for the state
process, both having 1500 particles, are also reported.
Let us start by considering the following linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figure 1 and more pre-
cisely by the mean squared error on the state process reported
in Table 1, both the GEnKF and the proposed GH-GEnKF
obtain very good results in this scenario for which the ob-
servation errors are t-dist ibuted. When th skewness param-
eter of the observation e ror distribution, ", is s t to 0, the
GEnKF is e “ideal” case of the proposed GH-GEnKF. In-
deed, this parameter is estimated in the GH-GEnKF hereas
it is exactly set to 0 for the GEnKF since this latter consider
only not skewed t-distribution. The very close results, when
" = 0, thus show that the proposed approach is able to cor-
rectly and automatically detect the absence of skewness in
the data. However, in the presence of heavy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GEnKF significantly outperforms the GEnKF.
Let us finally consider the severely nonlinear evolution
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Fig. 1. Simulate state and a sociated observations at time
t = 3, together with posterior means obtained by the various
methods with model parameters: " = !2, # = !1.5, $ =
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Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the proposed algorithm out-
performs significantly both the particle filters and other
ensemble-based approaches in this nonlinear setting.
5. CONCLUSION
Ensemble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, these approaches performs poorly in the pres-
nce of heavy-tailed errors such as outliers. In this ape , a ro-
bust e semble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
tailed and skewed observation errors. Numerical simulations
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Table 2. Mean squared error (MSE) on the state xt averaged
over time when the state transition is nonlinear (Eq. (12)) for
different values of $ which is related to the scale of the GH
distribution (# = !2.5,% = 0).
xt con ists in a time-varying spatial physical phenomeno of
s ze nx = 100 on a one-dime sional spatial domain [1, 100]
ith ny = 75 randomly chosen observa ion locations. Let us
c nsider the prior pdf of the state to be defin as:
ft(xt|xt!1) = N (xt;M(xt!1),Q) , (11)
where Q is based on a powered exponential covariance func-
tion with ow r 1.8 and scale parameter 10 and . We also
assumed !t = 0.2, µ! 0 and !! = 1 in Rt(!t) to be
known for all nume ical experiments. The known vect r Ct
in t e likelihood is c nsidered to be composed of binary vari-
ables which could reflect the quality of the sensors, i.e. the
presence of a zero means that the observation noise is not
skewed whereas a one means that the noise is possibly skewed
and thus characterized by an unknown skewness parameter "t
which will be estimated with the proposed approach. In all
experimen s, 50% of the values have b en set to 1 at random
observation locatio s.
The proposed approach is compared, using 100 Monte
Carlo runs, with the standard E KF and he GEnKF [11]
hich assu that the observation noise is Gaussian and t-
distributed, res ectively. For all EnKF-based alg rithms, the
sparse mat ix Kt use to o tain a regularized estimate covari-
ance matrix estimate is constructed using the same Wendland
taper function with tapering length 20. The ensemble size N
is 1500, 30 and 30 for the EnKF, the GEnKF and the proposed
GH-GEnKF, respectively. 50 Gibbs iterat ons have been used
for both the GEnKF and the GH-GEnKF. Performances of
particle filters with a prior proposal prior for the pa ameters
(!t, "t) and either prior or optimal1 proposal for the state
process, both having 1500 particles, ar also report .
Let us start by considering the following linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figu e 1 and more pre-
cisely by the mean squared error on the state process reported
in Table 1, both the GEnKF and the proposed GH-GEnKF
obtain very good results in this scenario for which the ob-
servation errors are t-distributed. When the skewness param-
eter of the observation error distribution, ", is set to 0, the
GEnKF is the “ideal” case of the proposed GH-GEnKF. In-
deed, this parameter is estimated in the GH-GEnKF wher as
it is exactly set to 0 for the GEnKF since this latter consid r
only not skewed t-distribution. The very close results, when
" = 0, thus show that the proposed approach is ab e to cor-
rectly and automatically detect the absence of skewness in
the data. However, in the presence of heavy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GEnKF significantly outperforms the GEnKF.
Let us finally consider the severely nonlinear evolution
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Fig. 1. Simulated state and associated observations at time
t = 3, togeth r wi h posterior means obtained by the various
methods with model parameters: " = !2, # = !1.5, $ =
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Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the proposed algorithm out-
perf rms significantly both the particle filters and other
ensemble-based approaches in this nonlinear setting.
5. CONCLUSION
Ensembl Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, the e approaches performs poorly in the pres-
nce of h avy-tail d errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
tailed and skewed observation errors. Numerical simulations
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Table 2. Mean squared error (MSE) on the state xt averaged
over time when the state transition is nonlinear (Eq. (12)) for
different values of $ which is related to the scale of the GH
distribution (# = !2.5,% = 0).
xt consists in a time-varying spatial physical phenomenon of
size nx = 100 on a one-dimensional spatial domain [1, 100]
with ny 75 ra domly chosen observation locations. Let us
consider the prior pdf of the state to be defined as:
ft(xt|xt!1) = N (xt;M(xt!1),Q) , (11)
here Q is bas d on a powered expone tial covariance func-
tion with power 1.8 and cale parameter 10 and . W also
assumed !t = 0.2, µ! = 0 and !! = 1 in Rt(!t) to be
known for all numerical experiments. The known vector Ct
in the likelihood is considered to be composed of binary vari-
ables hich could reflect the quality of the sensors, i.e. the
presence of a zer means that the observ tion oise is not
skew d wher as a one means that the noise is possibly skewed
and thus characterized by an unknown skewness parameter "t
which will be estimated with the proposed approach. In all
experime ts, 50% of the values have been set to 1 at random
observation locations.
The proposed approach is compared, using 100 Mont
Carlo runs, with the standard EnKF and he GEnKF [11]
which assume that the observation noise is Gaussian and t-
distributed, respectively. For all EnKF-based algorithms, the
sparse matrix Kt used to btain a regularized estimate covari-
ance matrix es imate is constructed using the same Wendland
taper function with tapering length 20. The ensemble size N
is 1500, 30 and 30 for the EnKF, the GEnKF and the proposed
GH-GEnKF, respectively. 50 Gibbs iterati s have b en used
for both the GEnKF and the GH-GEnKF. Performances of
particle filters with a prior proposal prior for the parameters
(!t, "t) and either prior or optimal1 proposal f r the tate
pro ess, both having 1500 particles, are also reported.
Le us start by consideri g the following linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figure 1 and more pre-
cisely by the mean squared error on the state process reported
in Table 1, both the GEnKF and the proposed GH-GEnKF
obtain very good results in this scenario for which the ob-
servation errors are t-distributed. When the skewness param-
eter of the observation error distribution, ", is set to 0, the
GEnKF is the “ideal” case of the proposed GH-GEnKF. In-
deed, this parameter is estimated in the GH-GEnKF whereas
i is exactly set to 0 for the GEnKF since this latter consider
only not skewed t-distribution. The very close results, when
" = 0, thus show that the proposed approach is able to cor-
rectly and automatically detect the absence of skewness in
the data. However, in the p esence of heavy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GEnKF significantly outperforms the GEnKF.
Let us finally consider the severely nonlinear evolution
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Fig. 1. Simulated state and associated observations at time
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Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that he propos d algorithm ut-
performs significantly both the p rticle filters and other
ensemble-bas d approaches in this nonlinear setting.
5. CONCLUSION
Ensemble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, these approaches performs poorly in the pres-
ence of heavy-tailed errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
ta led and skewed bservation errors. Numerical simulations
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over time when the state transition is nonlinear (Eq. (12)) for
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xt consists in a time-varying spatial physical phenomenon of
size nx = 00 on a one-dimensional spatial domain [1, 100]
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assumed !t = 0.2, µ! = 0 and !! = 1 in Rt(!t) to be
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ables which could r flect the quality f the sensors, i.e. the
presence of a zero means that the observation noise is not
skewed whereas a one means that the noise is possibly skewed
and thus cha cterized by an unknown skewness parameter "t
which will be estimated with the proposed approach. In all
experiments, 50% of the values have been set to 1 at random
observation locations.
The proposed approach is c pared, using 100 Monte
Carlo runs, with the standard EnKF and the GEnKF [11]
which assume that the ob ervation noise is Gaussian and t-
distributed, respectiv ly. For all EnKF-based algorithms, the
sparse matrix Kt used to obtain a regularized estimate covari-
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for both the GEnKF and the GH-GEnKF. Performances of
par icle filters with a prior proposal prior for the parameters
(!t, "t) and either prior or optimal1 proposal for the state
process, both having 1500 particles, are also reported.
Let us start by considering the followi g linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figure 1 and more pre-
cise y by the mean squared error on the state process reported
in Table 1, bo h the GEnKF and the proposed GH-GEnKF
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eed, this parameter is estimated in the GH-GEnKF whereas
it is exactly set to 0 for the GEnKF since this latter consider
only not sk wed t-distribution. The very close results, when
" = 0, thus show that the proposed approach is able to cor-
rectly and automatically detect the absence of skewness in
the data. However, in the presence of heavy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GEnKF significantly outperforms the GEnKF.
Let us finally consider the severely nonlinear evolution
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t = 3, together with posterior means obtained by the various
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Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the propos d algorithm out-
performs significantly both the particle filters and other
ensemble-based approaches in this nonli ear setting.
5. CONCLUSION
Ens mble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, th se approaches performs poorly in the pres-
ence of heavy-tailed errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
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Table 2. Mean squared error (MSE) on the state xt averaged
over time when the state transition is nonlinear (Eq. (12)) for
different values of $ which is related to the scale of the GH
distribution (# = !2.5,% = 0).
xt consist in time-varying spatial physical phenomenon of
size nx = 100 on a one-dimensional spatial domain [1, 100]
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GEnKF is the “ deal” case of the proposed GH-GEnKF. In-
deed, this parameter is esti ated in the GH-GEnKF whereas
it is exactly set to 0 for the GEnKF since this latter consider
only not skewed - istribution. The v ry close results, when
" = 0, thus show th t the proposed approach is able to cor-
rectly and automatically detect th abse ce of skew ess in
the data. However, in the presence of h avy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GE KF significantly outperforms the GEnKF.
Let us fin l y cons der the severely nonlinear evolution
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Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the proposed algorithm out-
performs significantly both the particle filters and other
ensemble-based approaches in this nonlinear setting.
5. CONCLUSION
Ensemble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, these approaches performs poorly in the pres-
ence of heavy-tailed errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
tailed and skewed observation errors. Numerical simulations






" = !2#,! = !2 11.67 70.79 14.59 9.55 0.98
" = 0.5, ! = 0 0.51 37.40 1.15 0.46 0.37
Tabl 2. Mean squared error (MSE) n th state xt veraged
over time wh n the state transiti n is nonlinear (Eq. (12)) for
different values of $ which is related to the scale of the GH
distribution (# = !2.5,% = 0).
xt consists in a time-varying spatial physical phenomenon of
size nx = 100 on one-dimensional spatial domain [1, 100]
with ny = 75 randomly chosen observation locations. Let us
consider the prior pdf of the state to be defined as:
ft(xt|xt!1) = N (xt;M(xt!1),Q) , (11)
where Q is based on a powered exponential covariance func-
tion with power 1.8 and scale parameter 10 and . We also
assumed !t = 0.2, µ! = 0 and !! = 1 in Rt(!t) to be
know f r all nume ical experiments. The known vector Ct
in the likelihood is considered to be composed of binary vari-
ables which could reflect the quality of the sensors, i.e. the
presence of a zero means that the observation noise is not
kew d whereas a one means th t the noise is possibly skewed
nd thus char cterized by an unknown skewness parameter "t
which will be estimated with the proposed pproach. In all
experim nts, 50% of the valu s have been set to 1 at random
observation locati ns.
The proposed approach is compared, using 100 Monte
Carlo runs, with the standard EnKF and the GEnKF [11]
which assume that the observation noise is Gaussian and t-
distributed, respectively. For all EnKF-based algorithms, the
sparse matrix Kt used to obtain a regularized estimate covari-
nce matrix estimate is c nstructed using the same Wendland
taper function with tapering length 20. The ensemble size N
is 1500, 30 and 30 for the EnKF, the GEnKF and the proposed
GH-GEnKF, respectively. 50 Gibbs iterations have b en used
for both the GEnKF and the GH-GEnKF. Performances of
particle filters with a prior proposal prior for the para eters
(!t, "t an either pri r or optimal1 proposal for the state
process, both having 1500 particles, are also reported.
Let us start by considering the following linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figure 1 and more pr -
cisely by the mean squared error on the state process reported
in Table 1, both the GEnKF and the proposed GH-GEnKF
obtain ve y good resul s in this scenario for which the ob-
servation errors are t-dis ributed. When the kewness param-
eter f the observation error distribution, ", is set to 0, t e
GEnKF is the “ideal” case of the pr posed GH-GEnKF. In-
dee , this parameter is stimat in the GH-GEnKF whereas
i is xactly set to 0 for the GEnKF since this latter consider
nly not sk wed t-distribution. The very close results, when
" = 0, us show tha t e propos pproach is able to cor-
r ctly and automatically detect t absenc of skewness in
the data. However, in the presence of heavy-tailed and neg-
atively kewed (" = 2) bservation err rs, the proposed
GH-GEnKF sig ificantly outperforms the GE KF.
Let us finally consider th severely nonlinear evolution
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Fig. 1. Simulated state and associated observations at time
t = 3, together with posterior means obtained by the various
methods with model parameters: " = !2, # = !1.5, $ =





! = 0 0.076 1.308 0.097 0.043 0.046
! = !2 4.306 2.321 1.517 0.696 0.067
Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the proposed algorithm out-
performs significantly both the particle filters and other
ensemble-based approaches in this nonlinear setting.
5. CONCLUSION
Ensemble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, these approaches performs poorly in the pres-
ence of heavy-tailed errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
ith high-dimensional state process in the presence of heavy-
tailed and skewed observation errors. Numerical simulations
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Table 2. Mean squared error (MSE) on the state xt averaged
over ti e when the state transition is nonlinear (Eq. (12)) for
different value of $ which is related to the scale of the GH
distribution (# = !2.5,% = 0).
Compared methods using 100 Monte Carlo runs:
• EnKF (with Gaussian noise, N=1,500)
• GEnKF (with t-distributed noise, N	=30)
• GH-GEnKF (with GH distributed noise, N	=30)
Simulation r sult
Figure 1. Simulat d state and associated observations at time t = 3, 
together with posterior means obtained by the various methods 
with model parameters: γ = −2, λ = −1.5, χ = −2λ and ψ = 0.
xt consists in a time-varying spatial physical phenomenon of
size nx = 100 on a one-dimensional spatial domain [1, 100]
with ny = 75 randomly chosen observation locat ons. Let us
consider he prior pdf of the state to be defined as:
ft(xt|xt!1) = N (xt;M(xt!1),Q) , (11)
where Q is based on a powered exponential covariance func-
tion with power 1.8 and s ale parameter 10 and . We also
assumed !t = 0.2, µ! = 0 and !! = 1 in Rt(!t) to be
known for all numerical experiments. The known vector Ct
in the likelihood is consid red to b composed of binary vari-
ables which could reflect the quality of sensors, i.e.
presence of a zero means that the observation noise is not
skewed whereas a one m ans that the nois is poss ly skewed
and thus characterized by an unknown skewness parameter "t
which will be estimated with the propos d approach. In all
experimen s, 50% of the values have be n set to 1 at random
observation locations.
The proposed appr ach is compared, using 100 Monte
Carlo runs, wi h the standard EnKF and the GEnKF [11]
which assume that the observation n ise is Gaussian and t-
distributed, respectively. For all EnKF-based algorithms, the
sparse matrix Kt used to obtain a regularized estimate covari-
ance matrix estima e is constructed using the same Wendland
taper function with tapering length 20. The ensemble size N
is 1500, 30 and 30 for the EnKF, the GEnKF and the proposed
GH-GEnKF, respectively. 50 Gibbs iterations have been used
for both he EnKF and the GH-GEnKF. Performances of
particle filters with a prior proposal prior for the parameters
(!t, "t) and either prior or optimal1 proposal for the state
process, both having 1500 particles, are also reported.
Let us start by considering the following linear dynamics
M(xt!1) = 0.9xt!1. As shown by Figure 1 and more pre-
cisely by the mean squared error on the state process reported
in Table 1, both the GEnKF and the proposed GH-GEnKF
obtain very good results in this scenario for which the ob-
servation errors are t-distributed. When the skewness param-
eter of the observation error distribution, ", is set to 0, the
GEnKF is the “ideal” case of the proposed GH-GEnKF. In-
deed, this parameter is estimated in the GH-GEnKF whereas
it is exactly set to 0 for the GEnKF since this latter consider
only not skewed t-distribution. The very close results, when
" = 0, thus show that the proposed approach is able to cor-
rectly and automatically detect the absence of skewness in
the data. However, in the presence of heavy-tailed and neg-
atively skewed (" = !2) observation errors, the proposed
GH-GEnKF significantly outperforms the GEnKF.
Let us finally consider the severely nonlinear evolution
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Table 1. Mean squared error (MSE) on the state xt averaged
over time for the different filtering techniques when the state
transition is linear and observation errors are t-distributed
with two different skewness value " (# = !1.5, $ = !2#,
% = 0).
Results in Table 2 show that the proposed algorithm out-
performs significantly both the particle filters and other
e semble-based a proaches in this nonlinear setting.
5. CONCLUSION
Ensemble Kalman filtering techniques are interesting Monte
Carlo techniques for inference in high-dimensional systems.
Unfortunately, these approaches performs poorly in the pres-
ence of heavy-tailed errors such as outliers. In this paper, a ro-
bust ensemble Kalman filter is proposed which is able to deal
with high-dimensional state process in the presence of heavy-
tailed and skewed observation errors. Numerical simulations
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Table 2. Mean squared error (MSE) on the state xt averaged
over time when the state transition is nonlinear (Eq. (12)) for
different values of $ which is related to the scale of the GH
distribution (# = !2.5,% = 0).
Conclusion
• A robus ensemble K lman filter is pr posed which is
able to deal with igh-dimensional stat process in the
presence of heavy-tailed and skewed observation
errors.
• Numerical simulations empirically show that this
proposed GH-GEnKF outperforms existing ensemble
Kalman filtering techniques.
• Par meter setti g in GH-GEnKF
outliers. The derivation of the resulting inference algorithm,
the GEnKF, bas d on a combinati n of an EnKF and a Gibbs
sampl r [19] i possible by utilizi g, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
clas of cale ix ures of normals [20, 21].
In this wo k, we propose t extend this work by i troduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for mod ling the outliers, thus allowing us
to capture more practical cases with possibly skewed data. In
this section, we firstly introd ce the GH distribution and then
the proposed filtering GH-GEnKF approach is describ d.
3.1. T e g n ralized hyp rbolic distribution
I this paper, we propose to use a more general model for the
measurem nts, whi inc rp rate the one in [11] as a p cial
ca e. More specifically, a norm l vari ce-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! ha a density (the mixing density) supported on
(0,#) and # > 0 and " are cons ants. Norm l varia ce-mean
mixtures encompass a la ge family of distributions commonly
us d in many appl ed fields. A prominent example i the gen-
ralized hyperbolic (GH) istribution [22] that aris s as the
density of y in Eq. (7) if we let the density of ! be the gener-
alized inver e Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0) The GH density is extremely flexible
as i allo s us o mod l heavy-tailed an sk wed ata. More-
v r, the GH distributio includes the Stud nt t, Laplace, hy-
perbolic, normal inverse Gaussian, and variance gamma den-
sities as special cases. This distribution has received, until
now, a lot of at ention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for m deling some complex patio-temp ral pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chi al SSM c n b written by usi g the normal variance-m an
mixture repr sentation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skew ess parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #t ) are assu ed to b
known (and static) but they could be easily incorporated in the
pr posed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied sinc the param ters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of ll variabl s at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Update the ensemble: repeat the following steps until conver-
gence # Gibbs sampl r
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In particular, the latent process
outliers. The derivation of he resulting inf rence algorithm,
the GEnKF, based o a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizi g, through a hierarchical
SSM, the fact that the Student t-distribut on belongs to the
cl ss of scale mixtures of normals [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribut on, t generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases w th possibly skewed data. In
this section, we firstly introduce the GH istribution and then
the prop sed filtering GH-GEnKF approach is described.
3.1. The g neralized hyperbolic dis ributio
In this paper, we propose to use a more general model for the
measurem nts, which incorporate the one in [11] as a special
case. Mor specifically, a norm l varianc -mea mi tu e [12]
i considered as the distribution of the m asurem nts, i. .
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 nd " are constants. Normal variance-mean
mixtures encompass a large family of distributions commonly
used in many appli fields. A promine t ex mple is the gen-
eraliz d hyp bolic (GH) distribution [22] that arises as the
density of y i Eq. (7) if w let the density of ! be the gener-
alized inverse Gaussian (GIG) which dep nds on 3 parameters
$ $ R,% % 0,& % 0). Th GH density is extrem ly flexible
as it allows us to m del he vy-t iled and sk wed data. More-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, normal inverse aussian, a variance gamma den-
sities as special cases. This distribution has received, until
o , a l t of attention more in the fin ncial-model ng litera-
ture [23, 24] and only quite rec n ly n the signal processing
literature for modeling me complex spatio-temporal pro-
cess [25].
3.2. e stoc astic -
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yt| t,!t, "t ( t t "t t & !t, t(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corresponds to the skewn ss parameter of th GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [11], the forecast independence of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence, the joint distribution of all variables at time t is
giv n by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full co ditional distributions which can be obtain d
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
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p(x0)p(!0)p(!0)
for t = 1, . . . , T do # at e ch time




Update the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do
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In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem here observations are corrupted by h avy-tailed
(and possibly skewed) noise. In particular, the latent process
outl ers. The derivation of the resulting inference algorithm,
the GEnKF, based n a combi ation of an EnKF and a Gibbs
sampler [19] is possible by utilizi g, through a hierarchic l
SSM, e fact that the Student t-distribution belongs t the
class of scale mixtures of normals [20, 21].
In this work, we propos to extend th s work by i troduc-
ing a more general distribution, the g neralized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture mor pract cal case with possi ly skewed data. In
th s se tion, w firstly introduce the GH distribution and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to use a more general model for the
measurements, which i corporate he e n [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measur ments, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a densi y (the mixing densi y) supported on
(0,#) and # > 0 an " are c nstants Norm variance m an
mixtures encompass a la ge family of distributions commonly
used in many appli d fi lds. A p omin nt example is the gen-
eralized hyperbolic (GH) distributi n [22] that arises s the
density of y in Eq. (7) if we let t e density of ! be the gener-
alized inverse Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0). The GH d nsity i extr mely flexible
as it allows us t model heavy- ailed and skewed d ta. More
over, the GH distribution includes the Student t, L place, hy
perbolic, norm l inv rse Gaussian, and vari nce gamma den-
sities s speci l cases. This distribution has rec ived, until
now, a lot of ttention mor in the financial-modeling litera-
ture [23, 24] and only quite r cently in th signal processing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood order to btain a general filtering technique robust to
outliers. By considering that at c time t, the ny measure-
ments are i dep ndently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
t| t 1 ft( t| t 1),
( )
here "t corresponds to the ske ness para eter of the
distribution and t(!t) #2t diag(!t,1, . . . , !t,ny ). F r si -
plicity, the para eters ($t, %t, t, #2t ) are assumed to be
known (and static) but they could be easily incorporated in the
proposed es imation procedure. Finally, Ct is a known vector
composed of explanatory variabl s (that will be discussed in
Section 4).
As in [11], the forecast indepe nce of stat s and param-
eters is implied since the parameters (!t, "t) do not appear in
f (xt|xt 1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a single ensemble. As a
consequence the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorit m 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time
Propagate the ensemble: for j = 1, . . . , N
xjt|t!1 ! f (xt|x
j
t!1|t!1)
Update the ense ble: re eat the following s eps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do













































































the proposed - n a ch llenging high-di ensional
proble where observations are corrupted by heavy-tailed
(and possibly ske ed) noise. In particular, the latent process
outliers. Th derivatio of the resulting inference algorithm,
the GEnKF, based on a c mbination of an EnKF and a Gibbs
sampler [19] is possible by utilizi g, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
class of scale mixtures of normals [20, 21].
In this work, we propos to extend this work by i troduc-
ing more general distri uti n, t generalized hyperbolic
(GH) distributi n, for modeli g the outlier , th s allowing us
o capture more p actical cases wit ossibly kewed data. In
his se io , w fi stly introduce the GH distribution and the
proposed filte ing GH-GEnKF ppro ch is describe .
3.1. T e generalized hype bolic distr bution
In this paper, we propose to use a o e general model for the
measurem nts, which inco porate the one in [11] as a spec al
case. More specifically, a ormal variance-mean mixture [12]
is considered as the distribution of the measurements, i.e.
y = µ+ !" + #
!
!z, (7)
wh re ! and z re ind p dent scalar rand m variables z "
N (0, 1), ! has a density (the mixing density) suppor ed on
(0,#) nd # > 0 and " are constants. Normal variance-mean
mix ures encompass a large family of distributions commonly
used in many applied fields. A prominent example is the gen-
eralized yperbolic (GH) distribution [22] tha arises as e
density of y in Eq. (7) if we let the density of ! be the gener-
alized inve se Gaussian (GIG) which depends n 3 parameter
($ $ R,% % 0,& % 0). The GH d nsity i extremely flexible
as t allo s us to model heavy-tailed and skewed d ta. More
over, the GH dis ribution includes the Stud nt t, L place, hy
perbolic, nor al inv rse Gaussian, and vari nce gamma de -
si ies as special cases. This distribution h s rec iv d, u til
now, a lot of attentio more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for modeling some com l x spatio-temporal pro-
cess [25].
3.2. T e stoch stic GH-GEnKF
I his rk, e propose to use the dis ribution as likeli-
hood i order t obtain a general ltering t chniqu robust to
tl rs. si ri t t t ea h ti t, t s r -
t r i tl - i tri t , t f ll i i r r-
x x ! x x !
!t, I ( t, t, t) f r , . . . , ,
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kn wn (and static) but they could be easily incorporated in the
proposed estimation procedure. Finally, Ct is a known vector
composed of explanatory variables (that will be discussed in
Section 4).
As in [ 1], the forecast independence of states and param-
eters i implied since the parameters (!t, "t) do not appear in
f (xt|xt!1) and are temporally indep ndent, i.e.
p(xt|!t, "t,y1:t! ) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables inference based on a singl en emble. As a
consequence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t 1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t!1).
(10)
Therefore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
an lytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF
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outliers. The derivation of the resulting inference algorithm,
the GEnKF, bas a combinatio of n EnKF a d a Gibbs
s mpler [19] s possible by u ilizi g, t rough a h r rchi al
SSM, the fact that the Stud nt t-distri ution belongs to the
class of scal mixtures of normals [20, 21].
In this work, we pr pose to extend this work by introduc-
ing a more general distributi n, the ge eralized hyperbolic
(GH) distribution, f r modeli g the o tliers, thus llo ing us
to capture m re pra ti l c ses with possibly skewed ata. In
thi section, we firstly introduce the GH distributio and then
the proposed filtering GH-GEnKF approach s described.
3.1. The generalized yper olic distribution
In this paper, we propos to use a more gener l model f r t e
easurements, which incorporate t e one i [11] as a s ecial
case. Mor specifically, a normal variance-mean mixture [12]
is considered as the distribution of t measureme ts, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar rand m variables, z "
N (0, 1), ! has a density (the mixing density) supported on
(0,#) and # > 0 and " are constants. Normal variance-mean
mixtures encompass a l rge f mily of distributions commonly
used in many applied fields. A pro inent ex mple is the ge -
eralized hyperb lic (GH) distribution [22] that arises as the
d nsity of y in Eq. (7) if we let th density of ! b the gener-
alized inverse Gaussia (GIG) which pends on 3 pa ameters
($ $ R,% % 0,& % ). The GH density i xtrem ly flexible
as it allows us to model heavy-tailed and skew d data. More-
over, the GH dis ributio inclu es the S udent t, Laplace, y-
perbolic, normal inv rse Gaussian, and variance gamma den-
sities as special cas s. This dis ibutio has r ceived, until
now, a lot of att nt on more i th fin ncial-mo eli g lit r -
ture [23, 24] and only quit recently in the signal proc ssing
literature for modeling som c mplex spatio-temporal pro-
cess [25].
3.2. The stochastic H-GEnKF
In this work, we propo e to use the GH distri ution a likeli-
ho d in order to obtain a general filtering technique r bust to
outliers. By considering that at each t me t, th ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using th norm l variance-mean
ixture representation of a GH random variable i Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt !t ) ,
xt|xt!1 " ft(xt|xt!1),









where " corresponds t the sk wne s parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameter ($t, %t, &t, #2t ) are assumed o be
known (and static) but they could be easily incorporated in the
proposed esti ati procedure. Finally, Ct is a known vector
c posed f explanatory variables (that will be discussed in
Section 4).
As in [11], the f r cast independenc of states and param-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are t mpor lly independent, i.e.
p(xt|! , " ,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1: !1), (9)
which enables inference based on a si gle ensemble. As a
con equence, the joint distribution of all variables at time t is
given by:
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t)p("t)
' p(xt|y1:t 1).
(10)
Therefore as sum arized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional distributions which can be obtained
a alytically owing to the conjugacy properti s of involv d
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each ti e




Up ate the ensemble: repeat the following steps until conver-
gence # Gibbs sampler
for j = 1, . . . , N do




































) for l = 1, . . . , ny









































In this section, we empirically study the performa ces of
the propos d GH-GEnKF in a challenging high-dimens onal
problem where observations are corr pted by heavy-tailed
(and possibly skewed) nois . I particul , the latent process
1
outliers. The derivation of the resulting infere ce algorithm,
the GEnKF, based on a combination of an EnKF and a Gibbs
sampler [19] is possible by utilizing, through a hierarchical
SSM, the fact that the Student t-distribution belongs to the
class of scale mixtures of normal [20, 21].
In this work, we propose to extend this work by introduc-
ing a more general distribution, the generalized hyperbolic
(GH) distribution, for modeling the outliers, thus allowing us
to capture more practical cases with possibly sk wed data. In
this section, we firstly intr duce the GH distributio and then
the proposed filtering GH-GEnKF approach is described.
3.1. The generalized hyperbolic distribution
In this paper, we propose to u e a more general model for the
measurements, which incorporate the one in [11] as a special
case. More specifically, a normal variance-mean mixture [12]
is considered as the distribution of the measureme ts, i.e.
y = µ+ !" + #
!
!z, (7)
where ! and z are independent scalar random variables, z "
N (0, 1), ! has a density (the mixing density) support d on
(0,#) and # > 0 and " are cons ants. Normal variance-mean
mixtures encompass a large family of distri utions commonly
used in many applied fields. A prominent example is the g n-
eralized hyperbolic (GH) distribution [22] th t arises as th
density f y in Eq. (7) if we let the density of ! be the gener-
alized inverse Gaussian (GIG) which depends on 3 parameters
($ $ R,% % 0,& % 0). The GH density is extr mely flexible
as it allows us to model heavy-tailed and skewed data. M re-
over, the GH distribution includes the Student t, Laplace, hy-
perbolic, normal inverse Gaussian, and variance gamma den-
sities as special cases. This distributi n has received, until
ow, a lot of attention more in the financial-modeling litera-
ture [23, 24] and only quite recently in the signal processing
literature for modeling some complex spatio-temporal pro-
cess [25].
3.2. The stochastic GH-GEnKF
In this work, we propose to use the GH distribution as likeli-
hood in order to obtain a general filtering technique robust to
outliers. By considering that at each time t, the ny measure-
ments are independently GH-distributed, the following hierar-
chical SSM can be written by using the normal variance-mean
mixture representation of a GH random variable in Eq. (7):
yt|xt,!t, "t " N (Htxt + "tCt & !t,Rt(!t)) ,
xt|xt!1 " ft(xt|xt!1),









where "t corre ponds t the skewness parameter of the GH
distribution and Rt(!t) = #2t diag(!t,1, . . . , !t,ny ). For sim-
plicity, the parameters ($t, %t, &t, #2t ) are assumed to be
known (and static) but they could be easily i orporated i the
proposed estimation procedure. Finally, Ct is a k own vector
composed of explanatory variables (tha will be discussed in
Section 4).
As in [11], the forecast indep ndence of states and par m-
eters is implied since the parameters (!t, "t) do not appear in
ft(xt|xt!1) and are temporally independent, i.e.
p(xt|!t, "t,y1:t!1) = p(xt|y1:t!1)p(!t, "t|y1:t!1), (9)
which enables infere ce based on a single ensemble. As a
consequence, the joint distributi n of all variables at time t is
given b :
p(yt,xt,!t, "t|y1:t!1) = p(yt|xt,!t, "t)p(!t) ("t)
' p(xt|y1:t!1).
(10)
Th refore as summarized in Algo 2, the proposed GH-
GEnKf consists in iteratively samples xt, !t and "t from their
respective full conditional istributions w ich c n be obtained
analytically owing to the conjugacy properties of involved
distributions in Eq. (10).
Algorithm 2 Stochastic GH-GEnKF






for t = 1, . . . , T do # at each time




Update the ensemble: repeat the following steps until conver-
ge ce # Gibbs sampler
for j = 1, . . . , N do





































) for l = 1, . . . , ny









































In this section, we empirically study the performances of
the proposed GH-GEnKF in a challenging high-dimensional
problem where observations are corrupted by heavy-tailed
(and possibly skewed) noise. In partic lar, the latent process
: binary variables which could reflect e quality of 
th  sensors   (50% of th  values: 1 at random 
observation location )
