ABSTRACT. We compute the special values at nonpositive integers of the partial zeta function of an ideal of a real quadratic field applying an asymptotic version of Euler-Maclaurin formula to the lattice cone associated to the ideal considered. The Euler-Maclaurin formula involved is obtained by applying the Todd series of differential operators to an integral of a small perturbation of the cone. The additive property of Todd series w.r.t. the cone decomposition enables us to express the partial zeta values in terms of the continued fraction of the reduced element of the ideal. The expression obtained uses the positive continued fraction which yields a virtual decomposition of the cone.
is encoded with many interesting arithmetic properties of K. In particular, the residue at s " 1 is associated to the class number h K of K by the class number formula:
where R K is the regulator, ω K is the number of roots of 1 in K and D K is the discriminant. This has been the starting point of most studies of class numbers. The simplest is the case of imaginary quadratic fields where the regulator appears to be trivial. In [13] , Gauss listed 9 imaginary quadratic fields of class number 1 and conjectured that the list is complete. Later on this had been studied through 20th century and is now quite well understood and solved by works of Heegner, Stark, Goldfeld and several others(eg. [1] , [17] , [31] , [15] , [16] , [18] , [31] and [32] ).
The case of real quadratic fields is more complicated due to the presence of nontrivial regulator. It is also conjectured by Gauss that there are infinitely many real quadratic fields of class number one. But since the regulator is far from being controlled in relation to the discriminant, and there has been no essential progress to the proof of the conjecture.
Instead of treating the whole real quadratic fields, people considered some families of real quadratic fields where the regulators are controlled in relation to the discriminant. The most well-known family of this kind is the Richaud-Degert type: A Richaud-Degert type is defined by dpnq " n 2˘r for r|4n and´n ă r ď n. For r fixed as above, the family tK n u of real quadratic fields is called R-D type. In this case, we have a bound of the regulator R K n :
As in imaginary quadratic case, a well-known estimation of Siegel Lp1, χ D q " |D|´ε together with the class number formula implies that there are only finitely many R-D type fields of class number one. Assuming the generalized Riemann hypothesis, the class number one problems have been solved for many subfamilies in R-D type. It is quite recent that Biró first obtained an Riemann hypothesis free answer to the class number one problem for the families K n " p ? n 2`4 q and K n " p ? 4n
2`1 q in a series of papers( [2] , [3] ). He investigated the behavior of the special values of the partial Hecke L-functions at s " 0 in the family. The partial Hecke L-function of an ideal a is defined for a ray class character χ as Lps, a, χq :" He discovered that the special values behave in a packet of linear forms whose coefficients are easily computed for the family pK n , O K n , χ n :" χN K n { q for a Dirichlet character χ. This property is named the linearity. Inspired by Biró's pioneering work, in [5] , [6] , [25] and [26] the linearity is observed for more general families of Richaud-Degert types and the class number one and two problems have been answered for these.
In [20] , we found a sufficient condition to yield the linearity of the Hecke L-values at s " 0. Namely, for families of integral ideals tb n in K n u such that b´1 n " r1, ωpnqs :" 1` ωpnq, where ωpnq has purely periodic positive continued fraction expansion of a fixed period r ωpnq " rra 0 pnq, a 1 pnq,¨¨¨, a r´1 pnqss and N pb n qN pxωpnq`yq " b 0 pnqx 2`b 1 pnqx y`b 2 pnq y 2 for a i pnq and b i pnq being integer coefficient linear forms in n. In this setting we have, for n " qk`r with 0 ď r ă q and for a Dirichlet character χ of conductor q, the L-value at s " 0 L K n p0, χ˝N K n , b n q " 1 12q 2´A χ prqk`B χ prqw ith A χ prq, B χ prq P rχs where rχs denotes the extension of by the values of χ.
In [21] we obtained a higher degree generalization of the linearity for ray class partial zeta values. Let ωpnq be the Gauss' reduced element of b n . If we allow the coefficient a i pnq of the continued fraction of ωpnq to be polynomial of degree d, then the partial zeta value at s " 0 of a modq ray class ideal pC`Dωpnqqb n in the class of b n is a quasi-polynomial in n:
ith A i prq P (for precise definition, we refer the reader to loc.cit.). In particular, if we take d " 1 and sum the ray class zeta values twisted by χ n , one can recover the linearity of the partial Hecke L-values. For d ą 1, the same process concludes the polynomial behavior of the partial Hecke values at s " 0.
The purpose of this article is to generalize our earlier work to special values at every nonpositive integer of the ideal class partial zeta functions under the same assumption for the family pK n , b n q. We assume again b´1 n " r1, ωpnqs where ωpnq has purely periodic continued fraction expansion of fixed period r:
ωpnq " rra 0 pnq, a 1 pnq,¨¨¨, a r´1 pnqss such that and N pb n qN pxωpnq`yq " b 0 pnqx 2`b 1 pnqx y`b 2 pnq y 2 for a i pnq and b i pnq being integer coefficient polynomials. For the next two theorems, let ℓ be the even period of ωpnq (hence independent of n and ℓ " 2r(reps. r) if r is odd(reps. even)).
Our main result in this paper is as follows: Theorem 1.1. Let N be a fixed subset of . Suppose pK n , b n q satisfies the above condition for every n P N . Then the special value of the partial zeta function of b n at s "´k for k " 0, 1, 2,¨¨¨, is given by a polynomial in n:
, where C, D and C k are given as follows:
Our main theorem is a direct consequence of the following estimation of the partial zeta values of an ideal b in a real quadratic field K.
Let b be an integral ideal such that b´1 " r1, ωs for ω ą 1 and 0 ă ω 1 ă 1. Let α i , β i are coordinates of some lattice vectors determined by (the continued fraction of) ω. In particular, α ℓ´1 ω`β ℓ´1 1 is the totally positive fundamental unit of K " K n . See Sec.6 for details. As usual, B i denotes the i-th Bernoulli number. Theorem 1.2. Let b be an ideal of a real quadratic field K such that b´1 " r1, ωs where ω " rra 0 , a 1 , . . . , a r´1 ss. Then we have
In the above, L k and R k are the homogeneous polynomials of degree 2k:
It is not surprising that this behavior of the partial zeta or L-values is related to the pattern of the continued fractions in the family if we note that the Shintani cone decomposition arises in relation to the continued fraction. The significance of this fact lies on that for real quadratic fields, the regulator is controlled not only by the discriminant but also by the period r of the positive continued fraction of the reduced element ω in K. This is due to the following well-known upper bound:
Study of special values of zeta or L-functions goes back to Euler. Euler evaluated ζp´kq for k " 0, 1, 2, . . ., by using Euler-MacLaurin summation formula(cf. [8] ). Later on, Siegel computed the values at nonpositive integers of ζ K pb, f, sq the ray class partial zeta function for an ideal b in a totally real number field K w.r.t. a conductor f based on the theory of modular forms( [30] ). Shintani established a combinatorial description of the zeta values at nonpositive integers( [29] ). Beside the complicated contour integral, Shintani's method is a reminiscence of Euler's. Similar approach was taken independently by Zagier in his evaluation of the partial zeta functions of real quadratic fields at nonpositive integers( [34] ). Actually, the Shintani's method has a strength over Siegel's that it is ready to use in p-adic interpolation in case of totally real fields via Cartier duality. This view was clarified by Katz in [24] .
Our evaluation is along with the line of Shintani and Zagier. We will apply a version of Euler-Maclaurin summation formula due to KarshonSternberg-Weitsman( [22] ). In loc.cit., they made a version of EulerMaclaurin formula taking care of the remainder term, so that one can apply this to expand asymptotically a function given as summation of exponentials. Since one side of the Euler-Maclaurin formula is application of appropriate version of Todd differential operator, the decomposition of Shintani cone is reflected additively due to the additivity of the Todd series under cone decomposition(See SS.4.4.).
Similar computation was done by ). They applied the Euler-Maclaurin summation formula of Brion-Vergne( [4] ) to obtain the asymptotic expansion. Brion-Vergne's formula is exact summation on the lattice points inside a simple polytope valid for polynomials or polynomials in exponentials of linear forms. They took the Shintani cone as the cone over a lattice polytope and varied the size inside the cone. In their treatment, the exact and the error terms are considered separately. The formula of Brion-Vergne is applied to the exact term and the error term is shown to be appropriately bounded.
Our method differs from that of Garoufalidis and Pommersheim in two directions: First, we used positive continued fraction while they took negative continued fractions. Basically, via the transition formula between positive and negative continued fractions, they contain more or less the same information of the ideal. But as is pointed at the beginning, it is important to note that the period of the two continued fractions have no control on each other. As the regulator is concerned, it is better to express the zeta values using the terms of the positive continued fraction. Nevertheless, our earlier work has been made via translation of the terms of the positive continued fraction into those of negative continued fraction. Hence the direct use of the positive continued fraction significantly reduces the amount of the computations needed. While the negative continued fraction yields an actual cone decomposition, the positive continued fraction gives rise to a virtual cone decomposition. In fact, the cone decomposition appeared at first to be a fan in toric geometry where no virtual decomposition is allowed to define a toric variety. The Todd additivity can be simply extended to virtual decompositions if we take care of the orientation of the cone and take it as the sign of the Todd series. Second, we make a direct use of the Euler-Maclaurin formula of Karshon-Sternberg-Weitsman. Since the exponentials in our case is of Schwarz class toward the infinity of the cone to evaluate. Thus both sides of the Euler-Maclaurin formula make sense and we have more transparent proof. In addition, Karshon-Sternberg-Weitman's version of Euler-Maclaurin has advantage over Brion-Vergne's in that no limitation on the function to integrate while Brion-Vergne's, since the former can be applied to wider range of functions.
Again, some part of the computation is similar to what had been done by Zagier([34] ). He obtained the partial zeta values at non-positive integers again by decomposition of the underlying cone of the zeta summation according to the negative continued fraction together with the Euler-Maclaurin formula. One should note that this decomposition appears in the dual side while the additive decomposition of the Todd differential operator is taken in this paper and [12] . It was already pointed out in [12] as "M-additivity" to "N-additivity". One could ask direct application of Zagier's method with the cone decomposition from the positive continued fraction. Unfortunately, in this setting, the both sides of Euler-Maclaurin formula don't make sense but need certain renormalization process to avoid operations with infinity. In our setting, this is no problem as the domain of integration remains the same while the cone decomposition is reflected to the Todd differential operator.
The plan of this paper is as follows: First, we rewrite the partial zeta function of an ideal as a zeta function of a quadratic form weighted by a fundamental lattice cone of the Shintani decomposition(Sec. 2). We recall a standard asymptotic method to evaluate the zeta values at nonpositive integers and rebuild a version of Euler-Maclaurin formula (Sec.3-4). Then we apply this Euler-Maclaurin formula to obtain an expression of the zeta values and another expression after the cone decomposition arising from the positive continued fractions(Sec.5-7). The partial zeta values at s " 0,´1,´2 are explicitly computed using our method and compared with previously known results(Sec.8). Sec.9, which is technical and similar to the computation by Zagier([34] ), is devoted to the proof of vanishing of a part skipped in the previous sections. Finally, we apply this to some families of real quadratic fields to prove our main theorem(Thm.1.1) and the polynomials are explicitly computed out for some families and for some small k(Sec.10). where a " b means b " αa for totally positive α in K. This infinite series defines a holomorphic function in the region Repsq ą 1 of the complex plane and has a meromophic continuation to the entire complex plane. Since for an integral ideal a in the narrow class of b there exists totally positive element a P b´1 such that a " ab and vice versa, we can write again
PARTIAL
where pb´1q`denotes the set of totally positive elements of b´1 and E`" EK denotes the group of totally positive units of K. Now we are going to describe the summation as taken inside the Minkowski space of K. Let pι 1 , ι 2 q be two real embeddings of K. Let us denote the Minkowski space of K by
Then one can identify an ideal c with a lattice of K given by its image under the diagonal embedding of K into K :
This is a full lattice in the Minkowski space. EK acts on the 1st quadrant of K by coordinate-wise multiplication after the diagonal embedding. Let ε be the totally positive fundamental unit of K. A fundamental domain of this action is given as a half-open cone F K of K with basis tιp1q, ιpεqu:
For an ideal a of K or a lattice Λ of K , we denote its intersection with
For ras P pb´1q`{E`, there is a unique representative a chosen in F K pb´1q. Thus we have
Zeta function of 2-dimensional cones.
Consider the standard lattice M :" 2 in 2 . Let Qpx, yq " ax 2`b x y`c y 2 be a quadratic form. For two linearly independent vectors v 1 , v 2 , let σpv 1 , v 2 q be the cone in 2 as the convex hull of the two rays
For simplicity, we write σ instead of σpv 1 , v 2 q if v 1 , v 2 is clear from the context. Following our convention on cones, the origin is not contained in σ.
Define a weight function w t σ with respect to σ as follows:
This strange weight is justified via identification of the partial zeta function with the zeta function of a lattice cone that will be defined soon below. The partial zeta function is a sum over the points of F K pb´1q. Since the two edges of F K are related by the multiplication of the totally positive unit, the summands over both edges coincide. When we take F K as half-open cone, this repetition is automatically removed. Equivalently, we may apply this weight function so that the total contribution over an orbit equals 1. The choice of assigning 1{2 to each edge will be found useful when we apply the Euler-Maclaurin formula to the cone.
For σ and a quadratic form Qp´q satisfying Qpvq ą 0 for v P σ, we define a zeta function as the following series on Repsq ą 1:
2.3.
Comparison of zeta functions. One can choose b as an integral ideal in the same class such that b´1 " r1, ωs for r1, ωs being the free -module generated by 1 and ω. Taking ιp1q, ιpωq as basis of K , we have trivialization
Here, we fix the order of the basis such that x`yω reads p y, xq in 2 . From the reduction theory of quadratic forms, we have a privileged choice of ω such that
Then the totally positive fundamental unit ε belongs to b´1 and ε " p`qω for a pair pp,of relatively prime positive integers.
Let σ be lattice cone generated by p0, 1q and pq, pq, which corresponds to F K . One should be aware that this identification depends on b and the choice of ω. Then we have for an integral ideal a " ab with a totally positive in K N paq " N pmω`nqN pbq " Qpm, nq, for a " mω`n P F K pb´1q. Thus we have the following identification of zeta functions: Lemma 2.1. Let Qpm, nq " N pmω`nqN pbq and σ be a cone defined as above. Then we have ζps, bq " ζ Q ps, σq.
EULER-MACLAURIN FORMULA AND ZAGIER'S ASYMPTOTICS
In the previous section, we have identified the partial zeta function of an ideal as a zeta function of a quadratic form defined over a lattice cone.
To evaluate the values at nonpositive integers, we will apply Zagier's asymptotic method to the exponential series associated to the zeta function of quadratic form running over the lattice points of the considered cone. The coefficients of the asymptotic expansion of the exponential series which will be obtained via Euler-Maclaurin formula are the zeta values at nonpositive integers up to some simple factors.
We first recall the asymptotic method of Zagier then state the appropriate Euler-Maclaurin formula for our case.
Zagier's asymptotic method. For a Dirichelet series of the following form
if meromophically continued to the entire complex plane, there is a fairly standard approach to evaluate the values at nonpositive integers.
If
c i t i at t " 0, then ζ ∆ psq has meromorphic continuation to entire complex plane and
Let Qp´q be a quadratic form and σ be a lattice cone such that Q| σ is positive. The Dirichlet series defining the zeta function of pQ, σq yields the following exponential sum
Ept, Q, σq :"
where w tp´q is the weight function defined for σ in Sec. 2. The asymptotic expansion of the above exponential series will be computed after we state the appropriate version of Euler-Maclaurin formula with remainder for σ and the weight in consideration.
EULER-MACLAURIN FORMULA FOR 2-D CONES
4.1. Twisted Todd and L-series. Let λ be an N -th root of 1. We define a λ-twist of the classical Todd series.
When λ " 1, this is the classical Todd series. This version of Todd series is used in [4] where they take the sum of the values of a function at the lattice points (strictly) inside of a simple lattice polytope.
As we use weight 1{2 on the boundary rays of a cone, another variant of the Todd series with λ-twist is defined as follows: for λ a root of unity,
We call this the λ-twisted L-series. This fits well to the case when we put the weight p1{2q cod on a face, where 'cod' denotes the codimension of the face. This is used in [22] in their version of Euler-Maclaurin formula. For λ " 1, L 1 pSq is nothing but the even part of ToddpSq. Similarly to the case of Todd series, the series expansion at S " 0 of L λ pSq is given as
where Q i,λ pxq is a (generalized) function of period N for i " 0, 1, 2,¨¨d efined as follows.
For m " 0,
For m ą 1, Q m,λ pxq is an indefinite integral of Q m´1,λ pxq with an integral constant fixed by the boundary value condition
Thus we have
Note that we are taking these Q m,λ for m ě 0 as distributions on L 1 c pr0,`8qq. Q 1,λ is continuous and Q m,λ is C m´1 -function for m ě 2. These generalize the periodic Bernoulli functions appearing in some literatures on analytic continuation of the Riemann zeta function using the Euler-Maclaurin formula(eg. [8] ).
Todd series of 2-dimensional cone. Let M "
2 Ă 2 be a fixed lattice. Recall that a lattice cone is the convex hull of two rays generated by lattice vector. We may assume the generating vectors of a cone are primitive(i.e. not a multiple of other lattice vector in the same ray). For two linearly independent primitive lattice vectors v 1 , v 2 , let σpv 1 , v 2 q be the cone generated by v 1 and v 2 . When v 1 , v 2 are clear from the context, we will simply write σ intend of σpv 1 , v 2 q. When there appear several cones, they will be denoted by σ, τ . . . or σ 1 , σ 2 , σ 3 , . . .. Since we will be concerned with surface integral over a 2-dimensional cone the order of the basis vectors (ie. the orientation of the cone) is important. So σpv 1 , v 2 q is never equal to σpv 2 Let M σ be the sublattice of M generated by v 1 , v 2 and Γ σ be M {M σ . An element g P Γ σ can be written as g " a σ,1 pgqv 1`aσ,2 pgqv 2 for rational numbers a σ,1 pgq, a σ,2 pgq modulo . This is given ambiguously but yields two well-defined characters
The Todd power series for a cone σ is defined as
Similarly, we define the L-series for σ as
These are used in the Euler-Maclaurin formula of [4] and [22] , respectively. For a 2-dim cone σ, the Todd and the L-series are related in the following manner:
where Todd σ px 1 , x 2 q even denotes the even part of Todd σ px 1 ,
This finishes the proof.
We say two cones σ 1 and σ 2 are similar if
Since this isomorphism takes the lattice generators of σ 1 to those of σ 2 , the two characters are preserved. A priori the Todd series of two cones coincide.
Proposition 4.3. For two similar cones σ and τ, we have
Proof. Clear.
One should be aware that this is not the similarity of the matrices in linear algebra. σpv 1 , v 2 q and σpv 2 , v 1 q are not similar in general.
4.3. Dual cone and its lattice. Let N :" HompM , q be the dual lattice of M . N is a lattice in the vector space N :" N b . Using the standard inner product x, y we will often identify N and M . Associated to a lattice cone σ in M , its dual coneσ is defined aš σ :" t y P N ´0| y, x ě 0u
As the orientation is concerned,σ is endowed with the orientation given by transpose of the matrix of σ. Notice thatσ is again a lattice cone generated by two primitive lattice vectors inward and normal to σ. Tǒ σ, there are two lattices naturally associated. Mσ is the sublattice of M " N generated by the primitive lattice vectors ofσ. Note that this coincides with the definition of M σ in 4.2. Nσ :" HompM σ , q is a lattice in N generated by dual vectors
These are related by the following inclusion relation:
For a cone σ, define a weight function as Let α i be a dual basis of u i (ie.
for h " ph 1 , h 2 q P 2 . Suppose f is a smooth integrable function on σphq for some h P p `q 2 . Assume further that f is rapidly decaying toward the infinity of σ. Then we have
where R
In the above theorem, the summation is weighted with w t KSW σ
. Now we come to the same theorem with the weight changed to w t σ in (2.1) for our purpose. 
Proof. This comes from the following observation:
an N -th root of 1 and k ě 2, from the periodicity one sees that Q k,λ pxq is a bounded continuous function. Since we are assuming that f decays rapidly toward x, y Ñ 8, we have
is bounded for any i, j ě 0. Thus the summation of the values of f pt xq over x running over lattice points of σ is expressed in series occurring in Euler-MacLaurin formula involving the L-series. 
Proof. We note that
Applying Thm. 4.4, for t P `, we have
for Γ " Γσ. Let us change the variables:
Similarly, one can show the rest belongs to Opt k´1 q. Thus we conclude that R
The asymptotic expansion in theorem 4.6 can be rewritten using todd power series from lemma 4.2. 
Remark 4.9. In [12], they used the exact Euler-Maclaurin formula of Brion-Vergne([4]) to a cone over a polytope. We apply the version with remainder term due to Karshon-Sternberg-Weitsman in [22]. Since this is a formula with remainder, we have a direct method to evaluate the zeta values at nonpositive integers.

ADDITIVITY OF TODD SERIES AND CONE DECOMPOSITION
In this section, we recall some technic used in [12] concerning additive decomposition of the Todd series w.r.t. cone decomposition.
Todd series does not allow decomposition in its original shape until we normalize. The normalized todd power series S σ for a cone σ is defined as follows:
One should note that different choice of the orientation of the same underlying cone yields the opposite sign in the normalized Todd series and interchanges the two variables. This is contrary to the original Todd series case, where the similarity class is determined by the sign. Let v i P 2 for i " 1, 2, 3 be pairwise linearly independent primitive lattice vectors in a half-plane. An ordered pair pv i , v j q for i ‰ j determines a lattice cone σ i j " σ i j pv i , v j q with orientation.
In this case, we write formally
Then we have the following: 
In particular, if every σ i is nonsingular(i.e. detpA σ i q "˘1) for i " 1, 2, . . . , r, 
Thus one can see easily that for the additivity theorem to hold the orientation of σ does not make any problem.
CONE DECOMPOSITION AND CONTINUED FRACTION
In this section, we will decompose the cone σpb´1q into nonsingular cones. This decomposition follows directly the decomposition of the fundamental cone in the totally positive quadrant of Minkowski space under the action of the totally positive unit group. This is fairly standard fact related to desingularization of a cusp of the Hilbert modular
. B i and the continued fraction rra 0 , a 1 , . . . , a r´1 ss surface of the real quadratic field considered. It is described in terms of the (minus) continued fraction expansion of the reduced basis of b´1 so that the desingularization of the lattice cone σpb´1q in the sense of toric geometry follows(cf. [11] , [14] ). We are going to apply Thm. 5.1 to obtain explicit formula of the zeta values using the terms of the positive continued fraction. One should note that our expression is differed from [12] in that we use the positive continued fraction instead of the negative one.
In general, there are many other decompositions possible for a singular cone. But those lattice cones arising from a singular cone but for a totally real field and the action of the totally positive units has a decomposition after the shape of its Klein polyhedron which is a geometric realization of a continued fraction. In 2 dimension, this appears as follows: In each quadrant of K , we take the convex hull of b´1 " r1, ωs and union the polygonal hulls. This is the Klein polyhedra of the ideal lattice b´1. One can further assume ω is a reduced basis:ω ą 1,´1 ă ω 1 ă 0 for ω P K. Then ω has purely periodic positive continued fraction expansion ω " rra 0 , a 1 ,¨¨¨, a r´1 ss. Let tB 2i u (resp. tB 2i`1 u) be the vertices of the convex hull of ιpb´1q in the 1st (resp. the 4th) quadrant of 2 with B 0 " ιp1q, B´1 " ιpωq and xpB i q ă xpB i´1 q, where xp´q is taking the 1st coordinate. These B i arising as the vertices of the Klein polyhedron should not be confused with the Bernoulli numbers.
Let ℓ be the even period of the continued fraction expansion of ω(ie. ℓ " r (resp. 2r) for even r (resp. for odd r).
B i satisfies a periodic recursive relation read from the continued fraction of ω (cf. [14] ): 
Note that the coulumn vector pα i , β i q t is equal to the 1st column of the matrixˆa ℓ´1 1 1 0˙ˆa
As B i are primitive, so is pα i , β i q in M " 2 . In the following, the totally positive fundamental lemma is identified: Lemma 6.1. Let ε be the totally positive fundamental unit of K. Then
Proof. Let ε K ą 1 be the fundamental unit of K. Then for the period r of continued fraction expansion of ω, we have
See p.40 of [14] for detail. Since the totally positive unit ε is either ε K or ε 2 K according to the sign of ι 2 pε K q, we then obtain that ιpεq " B´ℓ.
Recall that we associated a lattice cone σpb´1q in 2 to b´1 in Sec. 2.
This corresponds to the cone bounded by ιp1q and ιpεq in K . For the rest of this section, only the cone σpb´1q is need to consider to compute the zeta values. So we will write simply σ instead of σpb´1q. Proof. It is easy to see the dual coneσ has primitive basis pp1, 0q, p´β, αqq. See Fig. 3 . Since the rotation by´90 degree belongs to S L 2 p q, we have the desired similarity of the cones.
After Prop. 4.3 and Lemma 6.2, for b as before, we havě
Let v´1 " p0, 1q, v 0 " p1, 0q and for 1 ď i ď ℓ´1, 
for i ě 0. Then we havě
Proof. First, one should notice that
where ρ " ρpν 0 , ν ℓ´1 q(See Fig. 3 ). Note also
Hence the decomposition of ρ into nonsingular cones σ i
finishes the proof.
Then we have
where F px 1 , x 2 q " .
Proof. After simple computation, we obtain that
, we have
If we apply the above to Prop. 6.3, we complete the proof.
Let Todd σ px 1 , x 2 q pnq be the degree n homogeneous part of Todd σ px 1 , x 2 q.
Proof. From Prop. 6.4, we find that
We have
as B 2k`1 " 0 for k ą 0. Moreover we also have the following:
we have
Thus we finally complete proof.
SPECIAL VALUES OF ZETA FUNCTION
Now we are going to evaluate the values of ζps, bq at non-positive integers using the expression of the degree n homogeneous part of the Todd series made in the previous section. We suppose b is an integral ideal normalized as in the previous section so that b´1 " r1, ωs for ω " rra 0 , a 1 ,¨¨¨, a r´1 ss.
and ε ą 1 denotes the totally positive fundamental unit of K. Let ℓ be the even period of continued fraction expansion of ω.
pα i , β i q for i " 1, 2,¨¨¨, ℓ´1, and pα´2, β´2q " p1,´a 0 q, pα´1, β´1q " p0, 1q, pα 0 , β 0 q " p1, 0q
are primitive lattice vectors in M . Note that pα i , where σpb´1q " σpp0, 1q, pα ℓ´1 , β ℓ´1 qq. In Thm.4.8., the partial zeta value is written using the Todd differential operator of the coneσ dual to σ " σpb´1q. We apply the additivity of the Todd series(Prop.6.5.) after the cone decomposition ofσ occurring in the continued fraction of ω to this expression. Then we obtain the following expression of the partial zeta value:
In (7.1), as the differential operators are linear, this expression can be evaluated one by one. Later in Sec.9 we will prove that the part of (7.1) involving vanishes:
Then it remains only to evaluate the part involving . First, we need to rewrite the integral in another coordinate p y 1 , y 2 q such that px 1 , x 2 q " pα ℓ´1 y 2 , β ℓ´1 y 2`y1 q. So we have σphq in the new coordinate:
In the new coordinate p y 1 , y 2 q the integral becomes
This integral applied by α ℓ´1 B h 1 B h 2 is
The above simplifies (7.1) quite much assuming the vanishing of (7.4):
Proof. For simplicity, let c i "
We note that
Since ε " α ℓ´1 ω`β ℓ´1 , we have
for a binary quadratic form Qpx, yq with degree 2 and i, j with i`j " 2k, we have
Thus, from (7.6) (7.7) and Lemma 7.1, we have finished the proof of our second main theorem(Thm. 1.2).
ζp´k, bq " In this section, we evaluate the zeta values ζp´k, bq explicitly for small n. We express the values in terms of the continued fraction expansion rra 0 , a 1 , . . . , a ℓ´1 ss of the reduced basis ω of b´1.
8.1. k=0. For k " 0, the zeta value is already known by C. Meyer([27] ) in terms of negative continued fraction. Using the plus-to-minus conversion formula of continued fraction δ " ω`1 " rra 0 , a 1 , . . . , a ℓ´1 ss`1 " ppa 0`2 , 2, . . . , 2, a 2`2 , 2, . . . , 2, a 4`2 , . . . , a ℓ´2`2 , 2, . . . , 2qq
one obtains the result in positive continued fraction.
In our approach, we begin with the expression using positive continued fraction as a special case of Thm. 
Similarly,L i ,M i andÑ i are defined as follows:
Then the special value at s "´1 is computed out as follows:
his should be compared with the expression obtained using negative continued fraction in [12] and also [34] . They considered the zeta function of the following quadratic form in view of negative continued fraction: 
as the coefficients of quadratic forms:
and
In this setting, Garoufalidis-Pomersheim( [12] ) obtained:
qq.
It should be also compared with Zagier's result(eg. for k " 1) in [34] : [20] , [21] , the formula for negative continued fractions, which is developed by Yamamoto([33] ) and Zagier([34] , [35] ), is used after conversion of positive continued fraction into negative one. The formula using positive continued fraction simplifies this unnecessary step and justifies the reason of our earlier results.
VANISHING PART
Now, it remains to show the vanishing of (7.4)
This part is crucial in expressing the zeta values at nonpositive integers as polynomials of its argument coming from terms of continued fractions and the coefficients of quadratic forms. The vanishing has been already observed in related works by Zagier([34] ) and GaroufalidisPommersheim([12] ) in different settings. In [12] , only the vanishing is mentioned without clear proof. In this section, we will recycle some notions and ideas from [34] .
It suffices to show the vanishing of the following, which equals the above up to multiplication by a constant.´a
As M 0 " β ℓ´1 x 2´x1 and M ℓ´2 " x 2´αℓ´2 x 1 , we have
Applying B 2k`2 h 1 to (7.5), we obtain
q, using (9.2)-(9.3), one can simplify the 2nd half of (9.1):´B
From M´2 " pa 0 α ℓ´1`βℓ´1 qx 2´x1 and M 0 " β ℓ´1 x 2´x1 , we have (9.5)
From (9.4) and (9.5), we obtain the following lemma:
q. Then we havé´a
Lemma 9.2. For the totally positive fundamental unit ε ą 1, we have
Proof. We note that δ :"´1 ω 1 " rra ℓ´1 , a ℓ´2 ,¨¨¨, a 0 ss. Thus
And we have
Finally we have
From Lemma 9.2, if we let a 0 α ℓ´1`βℓ´1 "´a, α ℓ´2 "´b and
A then we find that ε`ε 1 "´pa`bq. Hence one can rewrite Lemma 9.1 as follows:
(9.6)
Hence it remains to show vanishing of the right hand side of (9.6):
For the proof, we introduce f k pα, β, γq and d r,k pα, β, γq as follows: These numbers are originally appeared in [34] . One should see that f k pα, β, γq is odd function w.r.t. β:
f k pα, β, γq`f k pα,´β, γq " 0.
This identifies (9.9) and (9.10) up to sign. Therefore we concludes the vanishing of (‹).
APPLLICATION: POLYNOMIAL BEHAVIOR OF ZETA VALUES AT NONPOSITIVE INTEGERS IN FAMILY
Until now, we developed a way to compute the partial zeta values at nonpositive integers for a real quadratic field with a fixed ideal b via the shape of the continued fraction of ω for b´1 " r1, ωs. We will apply this method to certain families of real quadratic fields to prove the main theorem of this paper(Thm. 1.1). We deal with the same family of real quadratic fields with ideals fixed as in our earlier works ( [20] , [21] ). In our previous works, the partial Hecke's L-values and the partial zeta values of a ray class ideal at s " 0 are investigated for family of real quadratic fields. We showed that the values in the family is given by a quasi-polynomial in variable n which is the index of the family of real quadratic fields considered. If the conductor is trivial, so that we consider ideal classes, the values behave actually in a polynomial. This method was originally observed by Biró and has been main ingredient to solve class number problems of the real quadratic fields in the family without relying on the Riemann hypothesis(cf. [2] , [3] , [5] , [6] , [7] ). Here we deal with the case when the conductor is trivial. Thus we have strict polynomial instead of quasi-polynomials.
We generalize the result on the partial zeta values at s " 0 to every nonpositive integer s when the conductor is trivial. This means we consider partial zeta function of ideal classes instead of ray classes. So the scope of partial zeta functions we consider here is narrower than the previous. But the same method must be applicable to ray class partial zeta functions. In this case by the same reason quasi-polynomials are appearing instead of polynomials to give the zeta values at a given nonpositive integer for the same family of ideals. Again this will answer the same for the partial Hecke L-values at arbitrary non-positive integers.
Recall the conditions on the family pK n , b n q indexed by n P N for a subset N of . b´1 n " r1, ωpnqs for a reduced element ωpnq P K n and ωpnq " rra 0 pnq, a 1 pnq,¨¨¨, a r´1 pnqss for polynomials a i pxq P rxs and the quadratic form N pb n qpxωpnqỳ qpxωpnq 1`y q associated with b n is expressed as Thus, the highest degree term comes from the summand with i " ℓ´1. Putting altogether, we obtain the denominator C k as well as the degree m " kC`D for the explicitly given C, D. [9] , [10] and [24] ).
For the rest of the paper, for a number field K, let us denote the ring of integers by O K . 2n`3q and b n " O K n . Then b´1 n " O K n " r1, ω n s for ω n " rr8n 2`8 n`2, 2n`1ss.
ζp0, b n q " ζp´4, b n q "
