INTRODUCTION
The critiquing approach is an effective way to use computer knowledge bases to aid users in their work and to support learning.
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In this paper, we discuss the role of critiquing in cooperative problem solving. By illustrating the approach with examples from our own work and critics developed by others, we develop a general characterization of the critiquing process. We conclude with a discussion of potential future research on the critiquing paradigm.
2. THE ROLE OF CRITIQUING IN COOPERATIVE PROBLEM SOLVING
Cooperative Problem Solving
Cooperative problem solving [15, 41, 60, 63] in the context of this paper refers to cooperation between a human and a computer.
To design successful cooperative problem-solving systems, issues such as what role each partner should play, when to take the initiative and how to communicate to the other partner must be resolved. These issues are shared with two related but different research areas: Computer-Supported Cooperative Work (C'SCW) [331, which describes the cooperation between humans mediated by a computer and Distributed
Artificial Intelligence
[51, which refers to cooperation between computer systems. Cooperative problem solving requires more from a system than having a nice user interface or supporting natural language dialogs. The design of cooperative problem-solving systems must be based on a theory of problem solving that describes the functions of shared representations, mixed-initiative dialogues, argumentation and management of trouble. Cooperative problem-solving approaches exploit the asymmetry of the communication process. Humans use common sense, define the common goal, decompose problems into subproblems and so on. Computers provide external memory for the human, insure consistency, hide irrelevant information and summarize and visualize information.
Cooperative problem-solving systems are examples of human-computer cognitive systems [661. They serve as cognitive amplifiers of the human. The goal of building such cooperative systems challenges the predominant goal of artificial intelligence: understanding and building autonomous, intelligent, thinking machines. Along with many other researchers [601, we believe that building cooperative problem-solving systems and interactive knowledge media is at least as important a goal as building autonomous thinking machines. The major difference between classical expert systems, such as MYCIN [61 and RI [451, systems involves the roles of the human and computer. Most expert systems ask the user for input, make all decisions and then return an answer. In a cooperative problem-solving system, the user is an active agent empowered by the system's knowledge.
In this paper, we review critiquing systems in which the human generates an artifact and the computer critiques it. This is not the only role we have explored for critiquing.
Alternately, computers can propose solutions and the humans subsequently critique and modify them. Examples of this latter approach are discussed by Nieper-Lemke [481 for layout of graphs and by Fischer and Stevens [29] for filters that reduce large information spaces. In both examples, the systems have algorithms for creating a first approxima-ACM TransactIons on Information Systems, Vol 19, No. 2, April 1991 tion of the desired artifact, which the users can then critique and modify. To generate the first approximations, the systems collect information about the graphs and the information spaces that is not necessarily known to the users. The following aspects of cooperative problem solving are of special interest in this paper:
-Breakdowns in cooperative problem-solving systems are not as detrimental as in expert systems. One can never anticipate or "design away" all of the misunderstandings and problems that might arise in achieving a goal. System resources are needed to recognize and deal with the unexpected.
A cooperative system needs to deal with open problems and know about the human problem solver's intentions, which often change during problem solving.
-Background assumptions do not need to be fully articulated.
Suchman [61] argues that background assumptions cannot be fully inventoried in any formal system. It is a strength of human experts that they know the larger problem context, which enables them to solve ill-defined problems and to learn while solving problems. This learning improves the conceptual structure of their knowledge. Experts can judge the relevance of design knowledge to design problems and they know when design rules should be broken. Expert performance degrades gracefully as they attempt to solve problems that are further removed from the core of their expertise.
Current expert systems are limited in these capabilities.
-Semiformal system architectures are appropriate.
Semiformal computer systems need not be capable of interpreting all information structures available to them. The systems deliver information to humans and humans read and interpret it. Semiformal systems can be used more extensively in cooperative systems than in expert systems and will play a large role in the design of effective joint human-computer systems.
-Delegation problem.
Automating a task or delegating it to another person requires that the task be precisely described. Most tasks involve many background assumptions that delegators are incapable of describing. The cooperative approach eliminates the need to perfectly specify tasks. Instead, the cooperating agents incrementally evolve an understanding of the task.
-Humans enjoy "doing" and "deciding."
Humans often enjoy the process and not just the product; they want to take an active part. This is why they build model trains, why they plan their vacations, and why they design their own kitchens.
Automation is a two-edged sword. At one extreme, it is a servant, relieving humans of the tedium of low-level operations and freeing them for higher cognitive functions. Many people do not enjoy checking documents for spelling errors, and welcome the automation provided by spelling checkers in word processors. At the other extreme, automation can reduce the status of humans to "button pushers" and strip their work of its meaning and satisfaction. People's willingness to delegate tasks depends on the extent to which they trust they will receive satisfactory solutions. Critics allow-and indeed force-them to exercise a great deal of personal control over, and to take responsibility for, the design of the product.
The Critiquing Approach
Critiquing is a major activity of a cooperative problem-solving system. Critiquing is the presentation of a reasoned opinion about a product or action (Figure 1 ).' The product could be a computer program, a kitchen design or a medical treatment plan; the action could be a sequence of keystrokes that corrects a mistake in a word processor document or a sequence of operating system commands. An agent -human or machine-capable of critiquing in this sense is a critic. Critics are made up of a set of rules or procedural specialists for different aspects of a product; sometimes each individual rule or specialist is referred to as a critic.
Critics do not necessarily solve problems for the user. The core task of critics is to recognize and communicate debatable issues concerning a product. Critics point out errors and suboptimal conditions that might otherwise remain undetected.
Many critics also advise users on how to improve the product and explain their reasoning. Critics thus help users avoid problems and learn different views and opinions. Not all problems fit this description; there are problems in engineering design and operations research that can be precisely specified and for which optimal solutions can be found. Those types of problems yield more to algorithmic solutions and are not good candidates for the critiquing appreach.
Expert systems are inadequate in situations where it is difficult to capture sufficient domain knowledge. Because they leave the human out of the decision process and all "intelligent" decisions are made by the computer, autonomous expert systems require a comprehensive knowledge base covering all aspects of the tasks being performed.
Some domains, such as user interface design and computer net work design, are not sufficiently understood and creating a complete set of principles that adequately capture their domain knowledge is infeasible.
Other domains, such as high-functionality computer systems [10, 39] , are so vast that a tremendous effort is needed to acquire all relevant knowledge.
Critics are better suited to these situations -lIn the remainder of the paper the term "product" is often used in a generic sense, encompassing both product in a narrow sense as well as actions. This figure shows that a critiquing system has two agents, a computer and a user, working in cooperation. Both agents contribute what they know about the domain to solving some problem. The human's primary role is to generate and modify solutions; the computer's role is to analyze those solutions and produce a critique for the human to apply in the next iteration of this process.
because they need not be complete domain experts. Critics often are experts on only some aspects of the problem domain.
History.
The term "critic" has been used to describe several closely related yet different ideas. It was first used in planning systems to describe internal demons that check consistency during plan generation. 
Descriptions of Some of Our Critiquing Systems
In this section, we provide an overview of critiquing systems that have influenced the development of the paradigm or that illustrate an interesting aspect of it. We describe in some detail the critiquing systems developed in our own work as mentioned in Figure 2 .
Activist-Systems that volunteer information.
Humans often learn by receiving answers to questions that they have never posed or were not able to pose. To ask a question, one must know how to ask it; one cannot ask Designers can reuse and redesign complete floor plans from the Catalog. The Messages pane displays critic messages automatically after each design change that triggers a critic. Clicking with the mouse on a message activates JANUS-ARGUMENTATION and displays the argumentation related to that message (see Figure 6 ). The breakdowns are not experienced by the knowledge engineers, but by the domain experts using the system. In order to support evolution on a continual basis, the people experiencing the breakdowns are in the best position to do something about it. End-user modifiability is not a luxury but a necessity in cases where systems do not fit a task, a style of working or a personal sense of aesthetics. Figure  6 ). Fig. 9 , The critiquing process, Users initiate the critiquing process by presenting a product to the critic In order to evaluate the product, the critic needs to obtain a specification of the user's goals either by recognizing them from the product or by expliclt input from the user, The product analyzer evaluates the product against the goal specification.
Some critics do this by generating their own solution and comparing it to that of the user. A presentation component uses the product analysis to formulate a critique, to give advice on how to make improvements, and to provide explanations.
Critiquing strategies and a user model control the kind of critique, its form and timing, Based on the output of the critic, the user generates a new version of the product, and the design process goes through the same cycle, integrating the new insight. Critiquing from a computer might be more tolerable than critiquing from a human because it is handled as a private matter between the user and the computer.
Everybody who has used a spelling checker has used a simple critiquing system, Users do not face the negative aspects that can be associated with interpersonal communication.
A critique can cause anxiety if users know it can be seen by other people who might form a negative opinion of them. Users of our systems have welcomed the input from the critics, We have not observed any negative emotional impact.
What should be critiqued? Educational critics, whose prime objective is to support learning, and performance critics, whose prime objective is to help produce better products, have different requirements for their critiquing strategies. Performance critics should help users create high-quality products in the least amount of time using as few resources as possible. Learning is not the primary concern of performance systems but can occur as a by-product of the interactions between users and critics. Educational critics should maximize the educational effect; the quality of the product is a secondary concern.
Most performance critics (e.g., FRAMER,
do not select specific aspects of a product to critique; they evaluate the product as a whole to achieve the highest possible quality.
Some critics selectively critique based on the policies specified by users. LISP-CRITIC, for example, operates differently depending 'on whether cognitive efficiency or machine efficiency is specified as the primary concern for writing LISP programs. For example, the principle that the sink should be under the window could give rise to a constraint linking these two objects. Whenever the user moves one of them, the system moves the other object along. The conditions for preferring the critiquing approach or the constraint approach need to be further investigated.
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Conclusions.
In this paper, we have presented the critiquing approach to the design of knowledge-based computer systems supporting human work and learning.
We have presented example critiquing systems and have described how they enhance the back-talk of construction situations. Critics activate otherwise passive drawings and constructions. The critiquing approach can be successfully applied in any domain in which tasks cannot be completely specified in advance and optimal solutions cannot be found algorithmically.
Critics are partial problem solvers that cooperate with human users while expert systems generally offer only a complete solution that users must either accept or reject. Critics are modular, that is, individual critics can easily be added or removed without affecting the overall function of the system. But critics can help only after the designer has acted; they do not operate proactively.
Critics support learning on demand for users involved in their own doing. Critics are components in the multifaceted architecture of integrated design environments. Critics are not the only solution to building better knowledge-based systems, but we believe that a growing number of such systems will contain a critiquing component. Some of these systems will have elaborate problem understanding, but more commonly they will have limited yet helpful capabilities. Critics are an important step toward the creation of more useful and more usable computer systems for the future. 
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