Abstract-In recent years, fusing segmentation results obtained based on multiple template images has become a standard practice in many medical imaging applications. Such multiple-templatesbased methods are found to provide more reliable and accurate segmentations than the single-template-based methods. In this paper, we present a new approach for learning prior knowledge about the performance parameters of template images using the local intensity similarity information; we also propose a methodology to incorporate that prior knowledge through the estimation of the optimal MAP parameters. The proposed method is evaluated in the context of segmentation of structures in the brain magnetic resonance images by comparing our results with some of the stateof-the-art segmentation methods. These experiments have clearly demonstrated the advantages of learning and incorporating prior knowledge about the performance parameters using the proposed method.
I. INTRODUCTION

I
T has been shown in many recent works that the automated segmentations obtained based on multiple template images provide more accurate segmentations than the single-templatebased methods [1] - [10] . Multiple-templates-based segmentation can be defined as the alignment of a set of reference images with the corresponding segmentations to the target image to be segmented and followed by the fusion of those aligned segmentations to estimate the reference standard segmentation.
Fusion methods can be broadly classified into three categories: 1) voting-based methods [4] - [6] , 2) distance-based methods [7] , [10] , and 3) statistically driven methods [1] - [3] , [8] , [11] - [13] . Voting-based methods assign a weight to the decisions made by each template regarding the probable output label at each voxel in the target image and finally select a label that satisfies certain optimal criteria. Distance-based methods compute the signed Euclidean distances to the contours of the structures, weigh those distances based on the similarity information, and finally assign a label that results in the least cumulative weighted Euclidean distance. On the other hand, the third category of statistical fusion methods simultaneously estimates both the probable output segmentation and performance parameters for each template, using an iterative approach.
Simultaneous Truth and Performance Level Estimation (STAPLE) is a widely used algorithm [1] that belongs to the third category of statistical fusion methods. The STAPLE algorithm not only generates the output segmentations (or reference standard), but also simultaneously rates the performances of the input segmentations. In practice, there are especially two specific scenarios where the STAPLE algorithm is widely used. First, it is used in order to generate the ground truth segmentations (also known as "reference standard") from multiple manual delineations prepared by multiple experts (or even the multiple delineations prepared the same expert at different times). Second, STAPLE algorithm is used for merging multiple automated segmentations that are obtained by registering multiple template images to a new target image and thereby generate more accurate segmentations for the target image than those individual segmentations from each template. It is this second scenario that we focus in the current manuscript.
The Expectation-Maximization (EM) approach used with the classical STAPLE algorithm guarantees convergence to a local optimum solution. However, if we can incorporate appropriate prior knowledge about the performance parameters of the templates into the maximum-a-posteriori (MAP) formulation of the STAPLE [12] , [13] , then it can provide more accurate estimations of both the reference standard and performance parameters.
MAP-based formulation of the STAPLE algorithm is used previously, for a different purpose, in order to merge the manual delineations made by multiple experts [12] , [13] ; it is used in the context of performing fusion with missing manual delineations for some of the structures of interest, in one or more template image. Such situation arises when some of the experts did not delineate all the structure of interest, but delineated only a subset of all the labels. To address such scenario, the authors in [12] and [13] proposed to incorporate this "missing" information into the STAPLE by appropriately constraining the performance parameters through the MAP formulation. As that approach is specifically designed to deal with the fusion problem in the presence of missing data, it does not distinguish between the performances of the regular templates without any missing data. The current manuscript addresses a completely different problem of learning prior knowledge about the performance parameters of automated segmentations obtained from multiple template images into the MAP formulation of the STAPLE algorithm.
In this paper, we introduce a general and powerful framework for learning prior knowledge about the performance parameters of each label in each template and for using that information to optimally set the MAP parameters of the STAPLE algorithm. More specifically, we propose here a new approach for learning the relationships between the local intensity similarities and the performance parameters of each label. Some of the previous works learn prior knowledge about performance parameters based on the training data [14] and also from the labels of the template images [13] . To the best of our knowledge, this is the first work that deals with learning prior knowledge about the performance parameters from the intensity information of the template images.
The method that we propose in this paper is an extension of the preliminary ideas that we have presented in a recent Workshop [15] . There are, however, substantial new contributions and extensions in the current manuscript compared to [15] , and they are as follows. First, we modified the way we learn the relationships between the performance parameters and the similarity information. Second, unlike in [15] , we compute the relationships locally, but not globally. Finally, we present here a comprehensive evaluation on ten subcortical structures in the brain MR images, and we also compare our results with many state-of-the-art fusion methods.
The remainder of this paper is organized as follows. Section II describes our new method and the proposed optimal MAP parameters estimation procedure. Section III presents a detailed evaluation of the proposed method for the segmentation of subcortical structures in brain MR images and comparisons with state-of-the-art methods. Finally, discussion and conclusions are presented in Section IV.
II. METHODS
A. Regular EM-Based Formulation of STAPLE
As mentioned in the preceding section, the STAPLE algorithm takes multiple segmentation results obtained from multiple template images as the input; it then estimates both the final output segmentations and the performance parameters for each template image.
Let 
, and S is the number of segmentation labels.
Since both the output segmentations (T ) and the performance parameters (θ) are unknown, the following complete data loglikelihood function is maximized iteratively using an EM algorithm:
where W t si is the posterior probability of the reference standard segmentation T i for label s.
The EM algorithm approaches the problem of maximizing the above log-likelihood function by proceeding iteratively with estimation and maximization steps. In the estimation step, the evaluation of Q(θ|θ t ) requires the computation of posterior probability of T for each label s, and it is given by
Given the estimated weight variables W t si , the new performance parameter θ t+1 at iteration number: (t + 1) are computed by maximizing the complete log likelihood function Q(θ|θ t ). The above EM formulation of the STAPLE algorithm guarantees convergence to a local optimum. However, incorporating appropriate prior knowledge about the performance parameters of the template images through the MAP formulation of the STAPLE algorithm could not only result in convergence to a global optimum (or strong local optimum), but also could result in more accurate estimation of both the performance parameters and the output segmentations. The following subsection presents beta distribution based MAP formulation of the STAPLE.
B. Beta Distribution Based MAP Formulation of STAPLE
The MAP formulation of the STAPLE algorithm can be expressed as
where p(θ) is the prior probability of the performance parameters, and γ is the weighting parameter between the data term and of the MAP prior. As the performance parameters for each template and each label can be considered to be independent of each other [13] , p(θ) can be expressed as a product of the probabilities of each performance parameter denoted by p(θ j s s ). Similar to [13] , in this paper, we use beta distribution
for modeling the prior probabilities of each performance parameter. The main advantage of using beta distribution is that it facilitates modeling a variety of differently shaped performance characteristics by simply varying the two shape parameters: α and β; moreover, it is straightforward with the beta distribution to obtain its logarithm and derivatives that are required during the optimization procedure. Using beta distribution for modeling the prior probabilities of the performance parameters leads to the following expected value of the complete log-likelihood function:
Notice that the computation of posterior probabilities depends only on the current estimates of θ t , but not on the prior on these parameters; hence, the computation procedure for the posterior probabilities of the output segmentation T for each label s is same for both the EM-based and the MAP-based formulations of the STAPLE algorithm; the posterior probabilities are already presented in (2) . θ values that optimize (4) 
The above system of equations always has a unique solution and is known as fixed point. The solution scheme consists of an iterative process and is described in detail in [12] . In case of a binary segmentation problem (i.e., s ∈ {0, 1}), several simplifications can be made to the above system of equations, and it finally results in the following analytical closedform solution [13] :
In [12] and [13] , the authors used the MAP solution for the specific problem of missing data. To this end, they used a set of empirically fixed parameters for all of the templates containing labels, to have priors with probability close to one for diagonal performance parameters, and close to zero for off-diagonal performance parameters. However, in this paper, we are interested in incorporating the prior knowledge about the performance parameters of each label in each template. The following section presents our proposed approach for achieving this goal, which is based on learning the relationships between the performance parameters and the image similarity information.
C. Learning Performance Parameters Versus Image Similarity Relations
In this paper, we consider the binary segmentation problem. Notice that, in case of binary segmentation, the diagonal elements of the performance matrix θ represent specificity and sensitivity [13] , while the off-diagonal elements are (1-sensitivity) and (1-specificity); thus, we only need to learn prior knowledge about sensitivity and specificity. Please note that, in the remainder of this paper, when we say "performance parameters," we are actually referring to only the diagonal elements of the matrix θ (i.e., specificity and sensitivity).
A common underlying assumption for many fusion methods [4] - [7] is that the accuracy of segmentations obtained from a given template is proportional to its intensity similarity to the target intensity image. Similarly, we make here an assumption that if the intensity similarity of a template to the target intensity image is low, there is a high probability that its performance parameters are poor. This assumption is based on the observation that, a low intensity similarity can be an indication of significant anatomical differences between the template and the target intensity images, or (and) an indication of considerable error in registering the template to the target intensity image; since both of these scenarios could eventually reduce the accuracy of segmentation results obtained based on that particular template, we make the aforementioned assumption.
We then proceed further by learning the relationships between the performance parameters and the intensity information, by using all templates as our training data. The training procedure that we proposed in [15] for learning the prior knowledge is briefly as follows.
1) Select an image from the template database and treat it as the target image to be segmented (i.e., pseudotarget image). The rest of the images in the database are used as templates for that pseudotarget image. 2) Compute the nonconsensus mask for the pseudotarget image that contains only those voxels for which at least two template images disagree regarding output label and compute both the performance parameters over this mask. 3) Compute intensity similarities over the nonconsensus mask. 4) Repeat steps 1 to 3 for each image in the template database using a leave-one-out approach. 5) By the completion of step-4, for a database of J templates, we will have J(J − 1) pairs of sensitivity (or specificity) versus similarity values. Perform a robust linear regression analysis and obtain the final parameters representing the overall relation between the sensitivity (or specificity) and the image similarity. In this paper, we propose the following modifications to the aforementioned learning approach: 1) Instead of learning the relationships over the entire image, we propose to learn them locally. This is based on the well-known observation that the intensity similarity between two images could vary significantly across different spatial locations, and thus, making inferences based on the local intensity similarity could result in more accurate results than the global intensity similarity. 2) In order to avoid introducing any undesired bias while estimating the relationships, unlike in the aforementioned approach, we do not use any mask; instead, we compute the similarity metric at each voxel, based on the intensity information at all the neighboring voxels that are present within the predefined radius (r s ) around that voxel. 3) Notice that, learning the relationships locally using the previously proposed approach in [15] requires performing robust linear regression at each voxel in the image; but, such approach becomes computationally very demanding with the increasing number of template images and image sizes. Hence, in this paper, we propose a new approach that estimates the MAP parameters directly based on the similarity metric values, without requiring any regression analysis at each voxel. The MAP parameters estimation procedure that we propose in this paper is presented in the following section.
D. MAP Parameters Estimation
As described in the preceding section, if the similarity between a template and the target intensity image is low, there is a high probability that the performance parameters of that template are low; similarly, we could expect high values of performance parameters (i.e., sensitivity and specificity) for the segmentations obtained from a template that has high intensity similarity to the target image.
The intensity similarity between two images can be estimated using various metrics like "Mean Square Error" and "Normalized Cross Correlation" (NCC). In this study, we use NCC as the intensity similarity metric; however, it is easy to notice that the proposed approach can be easily adapted to other similarity metrics as well.
Let ϕ j i represent the NCC value between the j th aligned template image and the target image, computed over a neighborhood patch of radius r p that is centered at the ith voxel. It is known that ϕ j i varies between −1 and +1, whereas the values of the performance parameters vary between 0 and 1. In order to map high intensity similarity values to high performance parameters during the initialization, and also to map the range of NCC values to the range of performance parameter values, we first apply the following exponential-based transformation:
where A and b are, respectively, the scale and the shift parameters that can be optimized for each specific problem. Notice that the above function, before applying the exponential-based transform, shifts ϕ We now present how we use m j i value for computing α j ss and β j ss parameters of the beta distribution, at each voxel, for each template j, and label s.
Notice that the mode of a beta distribution B α,β (x) represents the x value where the distribution reaches a maximum value. In other words, the mode value can be interpreted as the "best guess" of what we are likely to see on a single realization of the target activity. Subjective estimates of the mode value are not only easier to elicit, but also more reliable than subjective estimates of the other characteristics (or parameters) such as mean, α and β values.
In our previous work [15] , we assumed that a linear relationship exists between the mode values of the beta distribution of each performance parameter, and the intensity similarity metric. In the current study, we modify this somewhat strong assumption of "linear relationship" between the mode and NCC values by assuming a more general relationship presented in (8) . The scale and the shift parameters of the exponential-based transformation in (8) gives more freedom in choosing the exact form (or shape) of the relationship between the mode values of the performance parameters, and the NCC values. In our current experiments, although we have used the same scale and shift values for all the voxels, the proposed framework facilitates optimizing these values individually for each label. To summarize, we assume here that the mode value of the beta distribution for the template j and voxel i occurs at m j i . Furthermore, notice that the variance of the beta distribution indicates our confidence on the prior knowledge about the performance parameters that we learn based on the intensity similarities; in other words, small variance value of the beta distribution indicates high confidence on the prior knowledge about the performance parameters, and conversely, high variance value indicates less confidence on the prior knowledge. In all our experiments presented in this paper, we have empirically set the variance of the beta distribution to a fixed value (1e − 4).
This implies that for each beta distribution, we know the mode and variance values, and the goal now is to obtain their equivalent α and β values as parameterized in (4) . For this purpose, we use the method that was proposed in [16] , and we now briefly summarize the derivation procedure.
Let m and σ 2 , respectively, represent the mode and variance of the beta distribution. Since the mode occurs when the beta distribution reaches maximum, i.e., when the derivative is zero, the mode of the beta distribution parametrized in terms of α and β parameters is given by
Similarly, the variance of the beta distribution is given by
Our goal now is to obtain the α and β values that result in the mode and variance values given by (9) and (10), respectively. This can be achieved through the standard rewriting and solving of the above two equations. A more detailed description of the relevant procedure can be found in [16] .
For the convenience of notation, let us define an intermediate
Then, the parameter β of the beta-distribution corresponds to the largest positive real root of the following cubic equation: The other shape parameter α of the fitted beta distribution is given by
To summarize, prior knowledge about the performance parameters of each template at each voxel is inferred based on the intensity information; this prior knowledge is incorporated into the MAP formulation of the STAPLE presented in (4), through α and β parameters of the distribution that were computed using (13) and (12), respectively.
Regarding the weighting parameter γ in (4), in all our experiments, we set its value to the average number of voxels present in the output label that is obtained based on the simple EM-based STAPLE algorithm; by this way, the two terms in the MAP formulation of the STAPLE will have approximately similar weight. While applying the MAP-STAPLE algorithm locally, for each voxel, over a neighborhood radius of r s , we scale the γ value accordingly, using the empirically driven expression presented in [17] , and thus, the new weight γ is given by
where N is the total number of voxels in the image, J is the number of templates, and N w is the number of voxels present within the cube of radius r s . Finally, we want to summarize the complete algorithm that we have described so far throughout this section.
1) Compute the local intensity similarity metric (NCC) at each voxel in the target image, for each aligned template image. 2) Compute the mode values corresponding to each similarity metric value (computed in step 1) using the exponential-based transformation presented in (8). 3) Compute the α and β parameters of the beta distributions corresponding to each mode value (computed in step 2) using the system of equations presented in (12) and (13). 4) Compute the weighting parameter γ for a given weight (γ) and r s using the expression presented in (14). 5) Solve iteratively the system of equations presented in (2) and (5). Please note that, unlike in [15] , we compute the intensity similarity metric (mentioned step-1) at a given voxel based on the intensity information at all the neighboring voxels present within the radius of r s ; on the other hand, like most of the STAPLE-based algorithms, we estimate the ground truth (mentioned in step-5) only at the nonconsensus voxels.
III. EXPERIMENTS
In this section, we validate our new method in the context of segmentation of structures in the 3-D brain MR images. In addition, we compare the results from our proposed approach with the results from some of the state-of-the-art fusion methods.
A. Dataset
We utilize the IBSR brain dataset 1 of 18 healthy subjects for our experiments. It is a publicly available dataset that contains T1 intensity images of subjects, and the corresponding ground truth segmentations for various structures in the brain. We considered ten subcortical structures for our evaluation: 
B. Registration Procedure
The registration procedure that we followed in this paper is very similar to [19] . We started with a linear registration step for initial alignment; we linearly registered all the 18 brain images to a common template using FMRIB Software Library's (FSL) FLIRT with the following settings: nine-parameter, correlation ratio, trilinear interpolation; the common template was the "nonlinear MNI152," the nonlinear average template in MNI space used by FSL.
We then rigidly registered each of the 18 brain images in the MNI space to the rest of the 17 images in a leave-one-out manner, again using FLIRT with the following settings: six-parameter, correlation ratio, trilinear interpolation.
As a final registration step, we performed nonrigid registration between each pair of rigidly registered images, using the diffeomorphic demons registration algorithm proposed in [20] . For this purpose, we used the publicly available ITK implementation of the diffeomorphic demons registration [21] . As in [19] , we used the following settings for this nonrigid registration: three multiscale-pyramid levels with iterations of 30, 20, and 10, respectively, smoothing sigma of 2.0 for the deformation field, and use of histogram matching prior to registration.
C. Fusion Methods and Parameters
We compare the results from our new method with the results obtained from various categories of existing fusion methods, namely, simple voting method, voting-based method that uses local intensity information ( [4] ), STAPLE-based methods that do not use any intensity information ( [1] , [13] , [18] ), and STAPLE-based method that uses local intensity information ( [8] Half window size for computing performance parameters
For STAPLE [1] and COLLATE [18] methods, we used their default parameters presented in those respective papers. For empirical local MAP-STAPLE, we used the same parameters that were used in [13] for the templates that did not have any missing labels, i.e., we set the α and β values to 5 and 1.5, respectively, for the diagonal elements of the performance matrix for all the template images; notice that those particular values of α and β are equivalent to setting a mode value of 0.89, and variance of 0.02 for all the template images. We use same value of r s (i.e., half window size for computing performance parameters) for both the empirical local MAP-STAPLE, and our optimal local MAP STAPLE, so that the comparison between these two methods will be fair.
Unlike the above three methods, LWV, LOP-STAPLE, and optimal local MAP-STAPLE have certain parameters, especially related to the intensity information, that need to be optimized. To this end, we optimized those parameters for each fusion method independently, by evaluating the Dice similarity coefficient of all ten structures, and for all 18 images in the dataset; for each fusion method, we have finally selected those parameters that resulted maximum overall Dice similarity coefficient. The parameters used for different fusion methods are described in Table I .
D. Evaluation Results
In this section, we evaluate our new "optimal local MAP-STAPLE" fusion method, by comparing it with the existing MV, STAPLE, COLLATE, LWV, LOP-STAPLE, and empirical local MAP-STAPLE methods. We perform the evaluation in the context of segmenting ten subcortical structures in the IBSR brain dataset of 18 images. We use the leave-one-out approach for template-fusion, i.e., for each target image, we combine the segmentation results obtained from the remaining 17 template images that are registered to the current target image.
As we have considered only the binary segmentation problem, all the ten structures are segmented independently. In order to speed up the fusion process, we computed the regions of interest for each structure, based on the labeled images of all templates, and then the images are cropped accordingly.
We use the average Dice similarity coefficient for comparison of the fusion methods. Furthermore, in order to evaluate the statistical significance of the results, we also perform twosided Wilcoxon signed rank test (with significance level of 0.05) between each existing fusion method and the new method. Table II presents the average (mean) and standard deviation values of Dice similarity coefficients obtained from all fusion methods, for all the structures, along with the statistical tests results. Finally, Fig. 1 shows a representative segmentation obtained for one of the images, using MV, STAPLE, and the proposed method.
Based on the average Dice similarity coefficient values presented in Table II , the following observations can be made. The proposed optimal local MAP-STAPLE method provided the best overall segmentation results among all the seven fusion methods, resulting in an average Dice similarity coefficient of 82.66%. The best overall and structure-wise Dice similarity values are marked in bold in the table for an easy reference. When we look at the segmentation results structure-wise, the proposed method provided the best segmentation results for nine out of ten structures; for the other remaining structure (i.e., left hippocampus), segmentation results from LOP-STAPLE are slightly better than our new method. To summarize, optimal local MAP-STAPLE provided the best overall segmentation results, and it is followed by LOP-STAPLE, COLLATE, STAPLE, LWV, empirical local MAP-STAPLE, and MV, respectively.
Regarding the computational aspects, all the experiments are run on a 64-bit 10-core workstation with Intel Xeon 2.40-GHz processor, and 47-GB RAM. All the fusion methods, except COLLATE, are implemented in C++, with parallel processing. For COLLATE, we used the MATLAB-based implementation provided by the authors of [18] . Table II presents the average computational times per structure for each fusion method; notice that it took less than a minute (53 s) for the proposed algorithm. Thus, with the parallel implementation run on ten cores, when compared to the empirical local MAP STAPLE (48 s), there is only an additional overhead of around 5 s per structure for the proposed method.
In addition to the average Dice similarity results, The fusion methods evaluated are: i) Majority Voting (MV), ii) STAPLE [1] , iii) COLLATE [18] , iv) LWV [4] , v) LOP-STAPLE [8] , vi) empirical local MAP-STAPLE [13] , and vii) our new optimal local MAP-STAPLE. The best Dice similarity results are marked in bold. Wilcoxon signed rank tests, namely, the p value, the sum of the ranks assigned to the differences with positive sign (V ), and the confidence interval [C L C H ] associated with each comparison. Notice that, since these statistics are computed for ten structures, and for a dataset of 18 subjects, the maximum possible value of V is 16290. It is clear from the positive values of V that we got in all the six statistical tests, that, with 95% confidence, the Dice similarity coefficient values obtained from the proposed method are statistically better than the results from all the rest of the fusion methods. Thus, the results from the proposed method are found to be better than the other six methods, both quantitatively and statistically.
IV. DISCUSSION AND CONCLUSION
In this paper, we have presented a new approach for learning prior knowledge about the performance parameters of template images. We have also proposed a methodology for incorporating this prior knowledge into the STAPLE algorithm.
To the best of our knowledge, this is the first work that deals with learning prior knowledge about the performance parameters (i.e., sensitivity and specificity) from the intensity information. The prior knowledge about the performance parameters is inferred based on the local intensity similarity between each template image and the target image; it is then incorporated into the fusion method through the estimation of the optimal parameters of the MAP-based formulation of the STAPLE algorithm.
The proposed algorithm has been evaluated in the context of segmentation of structures in the brain MR images. We compared the proposed "optimal local MAP-STAPLE" algorithm with six state-of-the-art methods, namely, 1) MV, 2) STAPLE [1], 3) COLLATE [18] , 4) LWV [4] , 5) LOP-STAPLE [8] , and 6) empirical local MAP-STAPLE [13] .
Notice that among all the seven fusion methods, MV, STA-PLE, COLLATE, and "local empirical MAP-STAPLE" algorithms do not take into account the intensity similarity information. On the other hand, voting-based fusion algorithms (MV and LWV), unlike the STAPLE-based algorithms, are not based on the explicit evaluation of rater performance parameters. In this perspective, among all the seven methods, the proposed algorithm and the LOP-STAPLE are the only methods that take into account both the intensity information, and the rater performance parameters.
When compared to the LOP-STAPLE algorithm, our proposed method uses the local intensity information in a very different manner. Notice that the LOP-STAPLE algorithm incorporates the local intensity information by modifying the way the reliability weights for each rater are computed in the EMbased STAPLE algorithm; on the contrary, our proposed algorithm learns prior knowledge about the performance parameters of each rater using the local intensity information, and then, incorporates it into the fusion process through the computation of optimal parameters of the MAP-based STAPLE algorithm. In addition, unlike the EM-based formulation, the MAP-based formulation used in our algorithm could result in convergence to a global optimum (or strong local optimum), and thereby, resulting in more accurate estimation of both the performance parameters and the output segmentations.
The aforementioned theoretical differences that we observe between different fusion methods are in coherence with the quantitative results obtained in the context of segmentation of structures in the brain MR images. For instance, LOP-STAPLE and the proposed fusion algorithm have provided the best segmentation results among all the methods; within those two methods, the proposed method has provided the best overall segmentation results. The improvements in the Dice similarity coefficient for the proposed method are found to be statistically significant when compared to the rest of the fusion methods.
As mentioned in the preceding section, the parameters for each fusion method (shown in Table I ) are optimized independently. For the current application, our proposed algorithm is found to be robust and has less sensitivity to changes in theses parameters in a broad range. For instance, we observed that the behavior of the proposed algorithm to changes in scale (A) and shift (b) parameters is very similar to the sensitivity analysis results presented for the LOP-STAPLE algorithm in [8] .
Similarly, in all our evaluations, we have empirically set the variance (σ 2 ) of the beta distribution to a fixed value of 1e−4. Notice that setting variance to very high values is, in effect, equivalent to assuming a uniform prior regarding the performance parameters; on the contrary, very low values of variance force the algorithm to strictly converge to the prior knowledge that we have learnt based on the intensity information. In other words, the variance value indicates our confidence on the prior knowledge. We observed that, for the current application, the segmentation results from the proposed methods are quite robust to changes in the variance values. In the future work, we would like to perform a detailed sensitivity analysis for various parameters of the proposed algorithm and also explore the possibilities of learning these parameters from the training data.
Unlike in our preliminary work [15] where we assumed a strict linear relationship between the mode values of the beta distribution (of the performance parameters), and the intensity similarity, we proposed here to assume a more general exponential-based relationship. In the future work, we would like to investigate further regarding other possible relationships that one could assume between the intensity-similarity and the performance parameters. For instance, one could perhaps learn those relationships using various deep learning techniques and then, incorporate that information into the STAPLE algorithm. One could also explore other possible strategies like Bayesian learning of MAP parameters.
In the current study, we have considered the binary segmentation problem. It is indeed possible to extend the proposed method to multilabel segmentation problem. For binary segmentation, the system of equations for the performance parameters (5) has analytical closed-form solution (7) . For a multilabel problem, although the system of equations do not have a closed-form solution, and although it can be computationally more expensive than the binary segmentation, it still has a unique solution (called fixed point). In the future work, we would like to extend the current framework to multilabel segmentation problem and also develop computationally more efficient models for multi-label fusion.
