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ABSTRACT 
Shape descriptors are used to identify objects in the same way that human fingerprints are used to identify 
people.  Features of an object are extracted by applying functions to the digital representation of the object.  
These features are structured as a vector which is known as the shape descriptor (feature vector) of that object.  
The objective when constructing a shape descriptor is to find functions that will yield shape descriptors that can 
be used to uniquely identify or at least classify an object.  A measure of similarity is required to identify or 
classify an object.  The similarity between two objects is computed by applying a distance function to the shape 
descriptors of the two objects. 
The objective of this paper is to examine two of the possible techniques in three-dimensional shape descriptor 
construction based on Fourier analysis, and to find a descriptor that is able to not only classify, but also identify 
objects.   
Keywords 
Shape descriptor, Fourier transform. 
1. INTRODUCTION 
The Fourier transform has long been used in image 
and signal processing to convert data from the spatial 
domain to the frequency domain.  Applying the 
Fourier transform to spatial data results in a set of 
coefficients that represent different frequency 
variations in the data.  Lower order coefficients 
represent low frequency variations that normally 
have large amplitudes while higher order coefficients 
represent high frequency variations that normally 
have small amplitudes.  The Fourier transform is 
normally used on data consisting of one dimension 
(signal processing) or two dimensions (image 
processing), but can also be applied to three 
dimensions as seen in Zhang & Chen [Zha01a] and 
Vranic & Saupe [Vra01a]. 
Fourier coefficients form conjugate pairs, except for 
the lowest order coefficient.  To create a descriptor 
from Fourier coefficients the magnitudes of the 
coefficients are calculated.  The first K of these 
values, corresponding to the K lowest Fourier 
coefficients, are used.  K is a threshold value to 
establish the smallest number of coefficients needed 
to identify each object. 
In this paper two methods are developed that can be 
used with the Fourier transform to identify objects.  
In both methods a θφ-matrix is created to which a 
Fourier transform is applied to create feature vectors. 
The data used in this project are in the form of three-
dimensional triangle mesh models.  In a triangle 
mesh model each object is approximated by a 
collection of structured triangles.  The triangles 
represent the faces of the mesh model and each face 
has three vertices.  Some of the faces share common 
vertices or sides.  The faces are represented by an 
N×3 matrix with N the number of faces.  The vertices 
are represented by an M×3 matrix with M the number 
of unique vertices.  The three values in each row in 
the faces matrix represent the three vertices of a face.  
Each value is the row number of a vertex in the 
vertices matrix.  The first step in calculating the 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
WSCG 2011 Communication Papers 1
descriptor of an object is to obtain the N×3 matrix 
representing the N faces and the M×3 matrix 
representing the M vertices that approximate the 
object. 
Matching objects when they do not have the same 
pose causes a serious problem.  To solve this 
problem the descriptor has to be translation and 
rotation invariant.  The most frequent used method to 
solve this problem is to apply Principle Component 
Analysis (PCA, Hotelling transform, Karhunen-
Loeve transform) to the triangle mesh of an object 
before the descriptor is calculated [Zha01a, Vra01a, 
Vra03a, Pap06a].  The result of doing PCA is that all 
objects that are similar will have similar orientations 
and the descriptors that are calculated will have a 
smaller match distance.  PCA can be used as a 
second step in calculating a descriptor to ensure 
rotation and translation invariance when the 
descriptor technique itself is not invariant to rotation 
and translation.  An example of PCA can be seen in 
Figure 1.  When classifying objects scale invariance 
is required.  The objective of this project was to solve 
an exact matching problem, therefore scale variance 
was not considered.   
 
The PCA method uses the eigenvalues and 
eigenvectors, calculated from the covariance matrix 
of the vertices matrix, to rotate an object in such a 
way that the first principal axis aligns with the x-axis, 
the second principal axis with the y-axis and the third 
principal axis with the z-axis.  On completion of 
PCA the largest variance of mass is in the x-axis 
direction.  For highly symmetrical objects the 
eigenvalues are very similar.  The small differences 
in symmetrical objects cause errors during PCA 
because the eigenvalues are similar and a small 
change in the eigenvalues causes the eigenvectors to 
change dramatically.  Figure 2 shows the result of 
applying PCA on symmetrical objects.  Using PCA 
to normalize pose when objects are symmetrical is 
not very successful.  
 
2. REPRESENTATION 
Centroid distance is defined as the distance from the 
centroid of an object to the surface of that object.  
The object is centred and orientated using PCA.  
After PCA the centroid distance is calculated for 
angles θ and φ with θ[0,π] and φ[0,2π].  θ is the 
polar angle from the z-axis and φ the azimuthal angle 
in the xy-plane from the x-axis.  The centroid of the 
object is located at the origin of the coordinate 
framework.  A two-dimensional θφ-matrix is created 
where the rows represent θ-values and the columns 
represent φ-values.  The value located at index [θ,φ] 
of the matrix is the distance from the centroid, in the 
direction (θ,φ), to the surface of the object.  If the 
surface of the object is intersected more than once, 
the maximum value is used.  In the result for 
θ[0,2π] the elements in the matrix for θ[π,2π] will 
be a mirror of the values for the elements with 
θ[0,π].  For this reason θ[0,π] is used. 
 
 
The discrete Fourier transform (DFT) of the θφ-
matrix is calculated and the result used to create the 
feature vector.  The feature vector is created by 
applying a method, similar to the process used by 
Vranic & Saupe [Vra01a], to the Fourier coefficients.  
For a chosen integer value K, the (2K+1)×(2K+1) 
matrix centred on the lowest frequency coefficient is 
returned.  Except for the lowest frequency 
coefficient, all other coefficients form conjugate 
pairs.  The feature vector is defined as the 
magnitudes of the Fourier coefficients.  The 
coefficients are ordered according to distance from 
the lowest frequency coefficient.  
Algorithm: 
1. Get faces matrix and vertices matrix 
2. Do PCA 
3. Centroid is located at origin after PCA. 
Figure 2. The top row shows three different 
orientations of a symmetrical object.  The 
bottom row shows the result of applying PCA 
to the top row. 
 
Figure 1. The top row shows three different 
orientations of the same object.  The bottom 
row shows the result of applying PCA to the 
top row. 
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4. Get θφ-matrix by calculating distance from 
centroid to last triangle intersected for each 
[θ,φ] (Two different methods are discussed in 
paragraph 2.1 and 2.2) 
5. Calculate 2D Fourier transform of θφ-matrix 
6. Set the number of Fourier coefficients by 
choosing value for K 
7. Get the feature matrix by calculating the 
absolute value of the elements in the 
(2K+1)×(2K+1) matrix in the centre of the 
Fourier transformed θφ-matrix (centred on the 
lowest frequency coefficient) 
8. Calculate the 2D Euclidean distance of each 
element in the feature matrix from the centre 
9. Reorder the elements in the feature matrix into a 
one-dimensional array, sorting them according 
to the distance calculated in step 8 (For 
elements at the same distance, the same order is 
used for each object as they are orientated with 
PCA) 
10. The result is the feature vector. 
Two techniques to calculate the distance from the 
centroid to the surface of an object were evaluated.  
2.1.  Method 1 
In this technique four θφ-matrices are created with 
θ[0,π] and φ[0,2π].  Increments of 1, 4, 9 and 18 
degrees for θ and φ are used for each of the four 
matrices respectively.  Larger increments will result 
in smaller matrices.  For each of the directions (θ,φ) 
in the θφ-matrix the distance is calculated from the 
centroid to an intersection with a face.  If more than 
one face is intersected, the maximum distance is 
used.  Each face may be intersected multiple times 
for different directions (θ,φ). 
2.2.  Method 2 
In the second technique four θφ-matrices are also 
created with θ[0,π] and φ[0,2π].  Increments of 1, 
4, 9 and 18 degrees for θ and φ are used for each of 
the four matrices respectively.  For each of the faces 
a range of θ and φ values is determined to create a 
region surrounding the face.  Depending on the 
increment length, the number of intervals for θ and φ 
are calculated.   
This number of intervals is used to create a set of 
points on the face defined by intervals of λ and β in 
λE + βF + (1 – λ - β) G with 0 ≤ λ ≤ 1, 0 ≤ β ≤ 1 and 
0 ≤ λ+β ≤ 1.  E, F and G are the vertices of the face.  
The distance from the centroid to the plane defined 
by the vertices of the face is calculated for the 
directions (θ,φ) for all the points in the set.  This 
procedure ensures that distances are calculated only 
for the set of points on a face.   
Using method 2 speeds up the process of calculating 
the θφ-matrix considerably as there is no need to 
repeat the calculations for all the directions of all the 
faces.  The process is applied to each face and the 
results obtained for all the faces are combined.  The 
results obtained with these two techniques are given 
in section 4.1. 
3. MATCHING 
3.1.  Distance functions 
Distance functions are used to determine the distance 
between two feature vectors f1 and f2.  A number of 
distance functions are defined, among others, by 
Vranić [Vra03a], Osada et al. [Osa01a] and Long et 
al. [Lon02a].  Distance functions used in this project 
are: 
 l1 norm 
                             
 
   
 (1)  
This function defines the distance between two 
feature vectors as the sum of the absolute values of 
the differences between each set of corresponding 
elements. 
 l2 norm 
                               
 
   
 (2)  
With this function the distance between two feature 
vectors is the square root of the sum of the squares of 
the differences between each set of corresponding 
elements. 
 Minkowski with p=0.8 
The next two distance measures use the Minkowski 
norm given in Long et al. [Lon02a] as 
                    
 
 
   
 
 
 
  (3)  
The value of p was chosen as 0.8 for this norm. 
 Minkowski with p=1.2 
This norm uses the same form as in Equation (3), but 
with p chosen as 1.2. 
 lmax norm 
The lmax norm is the maximum of the absolute values 
of the differences between the sets of corresponding 
elements. 
 
                      
     
          (4)  
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3.2.  The matching process 
Matching is done by first applying the same 
descriptor method to two different objects after 
which the distance between the two feature vectors is 
calculated.  This distance is used as a measure of the 
similarity of the two objects. 
When working with sets of objects, a matrix of 
distance values is created to match two sets of 
objects.  The rows represent the objects of the first 
set and the columns represent the objects of the 
second set.  Each value in the matrix is used as a 
measure of the similarity between two objects, an 
object from the first set as defined by the row number 
and an object from the second set as defined by the 
column number.  For each object in the first set, the 
closest match is found from the second set.  With this 
technique an object can be identified from a set of 
possible objects. 
The elements in a similarity matrix M are calculated 
using one of the distance functions, therefore   
M(i,j)=d(fi,fj) where fi is the feature vector of object i 
on row i of matrix M and fj is the feature vector of 
object j on row j of matrix M.  d is the chosen 
distance function. 
In this study three sets of 60 objects are used to test 
the usability of the descriptors for identification.  
Examples of these objects are given in Figure 3.  
Each of the three datasets used in the matching 
process consist of 600 triangle mesh models 
representing the 60 objects.  Each object is digitized 
10 times resulting in 10 representations of each 
object.  Due to the nature of the digitization process 
there are small variations in the representations of the 
objects.  The 600 models in each dataset are divided 
into two sets with five models representing each 
object in a set.  During the matching process the 300 
models representing 60 objects from the first set are 
matched to the 300 models representing the same 60 
objects from the second set.  The matching process 
creates a similarity matrix with the models from the 
first set represented by 300 rows and the models from 
the second set represented by 300 columns.  Each 
element in the matrix is the result of a distance 
function applied to the object represented by the row 
from the first set and the object represented by the 
column from the second set.  Five different distance 
functions are used to create five different similarity 
matrices.  Because multiple rows and columns are 
used to represent feature vectors calculated from 
different representations of the same object, 
aggregates of these columns and rows are taken.  The 
aggregate functions used are minimum, mean, 
maximum and sum.  This results in a matrix with 60 
rows and 60 columns.  The objective is to identify 
and match objects in a set using similar 
representations of the same objects in another set.  
Because both sets contain models of all 60 objects, 
an object in a specific row must be matched with an 
object in a specific column.  This is done by finding 
the object with the smallest distance function result. 
 
4. RESULTS 
4.1.  Feature vector creation 
The project was implemented using Matlab 2007 on 
an Intel Core2 Quad 2.4GHz PC.  The first tests are 
to show the results obtained when applying the two 
techniques to calculate the θφ-matrix as discussed in 
section 2.1.  A sphere with radius 3 consisting of 88 
faces is used to evaluate the two techniques.  
The results when calculating the θφ-matrix of the 
sphere using method 1 are shown in Table 1.  The 
first column lists the sizes of increments used for θ 
and φ and the second column lists the time it took to 
create the θφ-matrix using method 1.  The third 
column show the time it took to create the θφ-matrix 
using method 2.  
 
 
Calculating the θφ-matrix is considerably faster when 
using method 2 and incrementing θ and φ with 4 
degrees or more as seen in Table 1.  
Increments 
(degrees) 
Time (s) 
Method 1 
Time (s) 
Method 2 
1 630 506 
4 40 0.9 
9 9 0.2 
18 2.3 0.06 
Table 1. Time needed to calculate θφ-matrix 
using method 1 and 2. 
 
Figure 3. Representations of the first nine 
objects in dataset 1 used during matching. 
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Figure 4 shows the θφ-matrix for increments of 1 
degree obtained using method 2.  The next step is to 
test the technique used for the creation of the Fourier 
descriptors.  Figure 5 shows 3 representations of 
objects used to construct the feature vectors.  Object 
A is a sphere consisting of 88 faces.  Object B is a 
rounded cube consisting of 188 faces.  Objects C and 
D are irregular objects consisting of 2476 and 1372 
faces respectively.  The results of constructing the 
feature vectors are listed in Table 2.  The θφ-matrix 
is calculated using the second technique with 
increments of 4 degrees.  The feature vectors are 
calculated with threshold K=10.  Figure 6, 7 and 8 
shows the θφ-matrix, Fourier coefficients and feature 
vector for object C.   
 
A B 
         
C D 
       
 
Object 
 
Time (s) 
Method 2 
A 0.7 
B 0.9 
C 4.4 
D 3.5 
 
 
 
 
Figure 8. Feature vector constructed from 
Fourier coefficients for object C 
 
Figure 7. Fourier coefficients obtained from 
the DFT of the θφ-matrix for object C. 
 
Figure 6. θφ-matrix for object C using 
method 2 with increments of 4 degrees. 
 
Table 2. θφ-matrix obtained by using method  
2 with increments of 4 degrees. 
 
Figure 5. (A) A sphere with radius 3 
consisting of 88 faces.  (B) A rounded cube 
consisting of 188 faces.  (C) An object 
consisting 2476 faces. (D) An object 
consisting of 1372 faces 
 
Figure 4. θφ-matrix using method 2 with 
increments of 1 degree. 
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Figure 9 shows the feature vectors of 9 objects.  
Object A is the sphere (object A) consisting of 88 
faces in Figure 5.  Object B is a sphere consisting of 
66 faces.  Object C is a rounded cube consisting of 
188 faces.  Objects D through G are different 
representations of object C in Figure 5, consisting of 
2384, 2268, 2476 and 2444 faces.  Object H and I are 
very similar objects consisting of 1372 and 1932 
faces respectively.  Different colours are used to 
indicate the different objects.  Below is a list of 
colours used. 
 Object A - (green).   
 Object B - (dark green).   
 Object C - (red).   
 Object D - (blue).   
 Object E - (dark blue).   
 Object F - (cyan).   
 Object G - (dark cyan).   
 Object H - (purple).   
 Object I - (magenta). 
 
 
 
Smoothing of feature vectors as in Figure 10 is done 
only to improve the visualization of the feature 
vectors for printing.  The original feature vectors are 
used in the matching process as smoothing causes a 
loss of feature information.  Smoothing is done using 
a moving average of length 21. 
When comparing the feature vectors in Figure 10 it is 
clear that the four feature vectors at the top are 
grouped together.  These feature vectors are for 
objects D, E, F and G.  When comparing the four 
triangle mesh models, it is clear that they are 
different representations of the same object, hence 
the similarity in their feature vectors.  Objects A, B, 
H and I are very rounded in shape, and their feature 
vectors are also very close together. 
For method 2 the θφ-matrix is calculated with 
increments of 4, 6 and 10 degrees for angles θ and φ 
giving 4050, 1800 and 648 elements for each of the 
matrices.  Using increments of 1 degree result in 
excessive processing time requirements.  Using large 
increment sizes produce feature vectors that result in 
inaccurate matching.  For this reason increments of 4, 
6 and 10 degrees where chosen. 
The time needed to calculate the θφ-matrices for the 
different increments are compared in Figure 11.  In 
Figure 11 the number of faces is not the only 
influence on processing time.  The rightmost four 
objects in the figure are very similar, and variations 
in the complexity and orientation of the faces 
influences the processing time.  Increasing the 
increment sizes for angles θ and φ decreases 
calculation speed, but causes a loss of accuracy.   
    
 
 
Figure 11. Processing time required to 
calculate the θφ-matrix for the 9 objects of 
Figure 9 using method 2 with increments of 
10, 6 and 4 degrees.   
 
Figure 10. Moving average of length 21 of the 
feature vectors in Figure 9.   
 
Figure 9. Feature vectors of 9 objects, also 
represented in the Figure 10.     
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4.2.  Matching  
The feature vectors are calculated with K=5 resulting 
in 36 elements in each feature vector.  These feature 
vectors are calculated using increments of 10 degrees 
for angles θ and φ.  It takes 350 seconds to calculate 
the feature vectors of all 600 mesh models in a 
dataset using increments of 10 degrees.  For 
increments of 6 degrees it takes 940 seconds, and 
2650 seconds for increments of 4 degrees.  The 
process of calculating the θφ-matrix takes up most of 
the time during feature vector generation.  Four 
aggregate functions are applied to the results of each 
of the distance functions, as discussed in section 3.2.  
The results for each of these functions are listed in 
the columns marked “Min”, “Mean”, “Max” and 
“Sum”.  The results are the number of errors made in 
matching the two sets of mesh models.  Figure 12 
contains four similarity matrices for the l1 norm 
distance function calculated from the results of the 
four aggregate functions.  Colours closer to blue 
indicate similar objects, while colours closer to red 
indicate dissimilar objects. 
 
The first elements of the feature vectors correspond 
to the lower order Fourier coefficients.  The lower 
order Fourier coefficients relate to large changes in 
shape while the higher order coefficients relate to 
smaller variations in shape.  For this reason only a 
number of coefficients surrounding the first 
coefficient is needed to create a feature vector.  This 
approach will also reduce the influence of noise, 
which is usually associated with small variations.  As 
the first elements have very large values, they will 
have a greater influence during the distance 
calculations between feature vectors.  Therefore large 
variations in shape will result in bigger differences 
between feature vectors.  From the results it is clear 
that this feature vector creation method will produce 
feature vectors that can be used to identify objects.   
The results of the matching process are given in 
Tables 3 to 5.  These results show that the four 
distance measures performed well during the 
matching process.  Table 5 shows that without PCA 
the results are inferior.  The errors made during 
identification were of objects that are exceptionally 
similar.  
A good method for identification should have a low 
probability of false acceptance and a low probability 
of false rejection.  The area closer to the origin in the 
ROC graph will reveal the more accurate method.  
For this reason the ROC graphs are displayed for a 
probability of false acceptance and false rejection up 
to 50%.  The ROC graphs in Figure 13 illustrate that 
the distance functions yield very similar results.  The 
two graphs in Figure 13 yielding poor results are the 
Kullback-Leibler divergence and Jeffrey divergence.  
These two distance functions gave poor results in all 
the preliminary tests and where excluded from the 
rest of the study.  Even though using smaller 
increments result in better matches, the differences 
between the results observed when incrementing 
angles θ and φ by 10, 6 and 4 degrees are very small.  
The time needed for processing make increments 
smaller than 10 ineffective.  With all techniques the 
“minimum” aggregate gave better results and 
“maximum” aggregate gave inferior results.  
  
Figure 13. ROC graph of matching results 
for l1 norm distance function applied to 
feature vectors generated using method 2. 
 Figure 12. A similarity matrix for the l1 norm 
distance function obtained from Fourier method 1 
using Min aggregate.  Colours closer to blue 
indicate similar objects, while colours closer to red 
indicate dissimilar objects. 
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Distance function Min Mean Max Sum 
  norm 1 2 22 2 
   norm 3 10 31 10 
Minkowski with 
      
1 2 18 2 
Minkowski with 
      
2 2 24 2 
     norm 4 18 36 18 
 
Distance function Min Mean Max Sum 
  norm 1 3 12 3 
   norm 0 7 23 7 
Minkowski with 
      
2 3 13 3 
Minkowski with 
      
0 4 16 4 
     norm 5 11 27 11 
 
Distance function Min Mean Max Sum 
  norm 30 49 52 49 
   norm 31 52 55 52 
Minkowski with 
      
30 47 51 47 
Minkowski with 
      
29 49 52 49 
     norm 39 50 53 50 
 
5. CONCLUSION 
Principal Component Analysis (PCA) plays a vital 
part in normalizing the orientation of objects during 
identification.  Symmetrical objects result in errors 
during PCA.  Two methods to obtain feature vectors, 
using the Fourier transform, are described in this 
paper.  Fourier methods are effective in identifying 
objects as they are fast and accurate.  Their only 
drawback is that accuracy decreases when large 
numbers of objects in the datasets are very similar.  
Of the five distance measures evaluated the l1 norm, l2 
norm, Minkowski with p=0.8 and Minkowski with 
p=1.2 distance measures are best suited for 
identification. 
6. FUTURE WORK 
Alternative methods to normalize orientation can 
also be explored to improve results. 
The CSS descriptor method [Dre05a, Zha01b] is 
another technique that could possibly be adapted for 
three-dimensional identification in future research. 
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Table 4. Results for dataset 3 created with 
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Table 3. Results for dataset 3 created with 
method 2 and increments of 10 degrees. 
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ABSTRACT 
Template matching is a traditional technique of Computer Vision whose advantages and disadvantages are 
known. However, advances in computer hardware allow computing it effectively with the use of SIMD 
instruction set, GPUs or multi-core systems. The computation of that low-level primitive in sub millisecond scale 
would improve high theoretical methods if they are used with high efficient primitives. This paper presents the 
comparative results of basic template matching by using SIMD instructions, multi-core systems and multi-GPU 
implementations. The results of this study will show that the high-specialized instruction in modern releases of 
SIMD and the use of multi-core systems outperforms the implementations based on GPUs for small mask size 
due to memory transfer cost. However, for big mask size GPU and SIMD systems have similar performance.  
Keywords 
Computer Vision, Template Matching, Parallel Computing, GPU, Multi-Core Systems. 
1. INTRODUCTION 
Template Matching is a Computer Vision procedure 
focused on the detection of local features in a image 
that seems or resembles similar properties than a 
small part of the image or mask. This is a general 
definition and many different approaches implement 
the concept by using different paradigms. The main 
drawback of template matching is that it implies a 
"wasteful" exploring of the image for searching a 
local area very similar to the mask. This requires the 
sliding of the mask across the entire picture and the 
computation of some measure of similarity or 
distance for each position. 
 
Computer Vision applications have two opposite 
constraints.  The first is related to the randomness of 
the data that requires the use of higher-level 
theoretical procedures. These methods allow robust 
procedures that deal efficiently with the enormous 
variability of the data and provide stable results. The 
second constraint is related to the computational 
efficiency that tends to carry out real-time 
performance to fit the application needs and can be 
useful in real world problems. The progresses in 
Computer Vision deal to advances in both directions. 
The equilibrium between both viewpoints determines 
the most useful procedures for a defined state of the 
advances in the computer technology and in 
theoretical methods. 
 
The evolution of computer hardware can revalue 
some traditional and simple procedures because they 
will be computed faster than in older 
implementations. These fast and simple procedures 
can be used as basic results, which are the first level 
of intermediate results, in more elaborated and 
complex procedures. That is, they can be considered 
primitives rather than complete procedures. Raw 
Template Matching is a traditional Computer Vision 
technique with advantages and drawbacks, but it can 
be computed very efficiently in modern computer 
hardware as Graphics Processor Unit (GPU) and 
Single Instruction Multiple Data (SIMD) arithmetic 
units in multi-Core systems. 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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Modern computer ranging from desktop to rack 
servers have multiple cores as well as some GPU in 
standard hardware configuration. Also many 
processors, such as the Intel/AMD series, include 
vector units that allow advanced SIMD instructions. 
Thus, no additional cost is needed in order to have 
high performance computer hardware. However, 
these units, that are normally unused, are difficult to 
integrate in standard programming code unless no 
special programming libraries are used. That is a very 
common tendency in many branches of computing 
where hardware advances are faster than 
programming techniques, or programming practices. 
The introduction of special libraries such as OpenCV 
[Bra08a] provides to the user the advantage of high 
computer performance and hides its complexity. But 
OpenCV library is a bit conservative and does not 
take advantage of all the features that the hardware 
can provide. The best performance using SIMD is 
achieved when the assembler code is used. 
Developing a complete application in assembler level 
is not a good idea, but coding only small pieces of 
high efficient primitives can be a good option in 
some special cases. Although programming GPU is 
difficult, the use of this specialized hardware is 
useful only if their programming is hidden in 
specialized libraries for small but high efficient 
pieces of the software used for Computer Vision. 
 
The main idea of advanced tracking systems such as 
Lukas-Kanade procedure [Luk81a] is based on the 
assumption that small changes in image motion such 
as the brightness constancy and spatial coherence of 
small areas in the image motion can be detected; that 
is, for short time intervals, small masks can be used 
to detect the motion of real world objects. The 
similarity between mask and local image area can be 
computed by using different features and 
classification strategies and methods, but the one 
based on the similarity or distance between the raw 
data at pixel level is the simplest of all. 
 
According to Brunelli [Bru09a], the main drawback 
of Template Matching is its high computational cost, 
which has two distinct sources. The first one is the 
necessity of using multiple templates to capture the 
variability exhibited by the appearance of complex 
objects. The second one is related to the size of 
templates: the higher the resolution, the heavier the 
computational requirements. Raw template matching 
is much more simple if compared with advanced 
matching that incorporates geometric invariance 
[Ull04a] [Kin07a], of feature characterization 
rotation invariant of mask based on moments of Hu 
and Zernike [Teh88a]. In the case of advances 
tracking applications, template matching must be 
used along with higher level procedures such as 
Kalman and Particle filter [For02a]. Template 
Matching is also a basic tool used in video encoding, 
where the correspondence points between successive 
frames in video image, eg. in MPEG video 
compression, implies the detection of image block of 
16x16 pixels in previous frames [Sha01a]. However, 
in video compression the required matching is carried 
out in a narrow area bounding the block. 
 
This paper presents a comparative study of 
implementation of raw template matching based on 
modern technologies using GPU and SIMD 
architectures that allows the computation of template 
matching of small masks in few milliseconds. The 
basic results of raw template matching are presented 
as well as its efficient implementation in the more 
modern release of SIMD instruction set. The details 
of the implementation in GPU are also presented, and 
finally the comparative results of both approaches by 
using multiple cores with OpenMP [Cha08a] parallel 
programming. 
 
2. RAW TEMPLATE MATCHING 
The easiest way to achieve raw template matching is 
by using a similarity or distance measure between a 
local area of the image and a mask or template. If the 
matching is based on a distance measure, it is 
necessary to find the minimum or minima. A 
widespread used distance measure in different 
branches of Mathematics and Computer Science is 
the one based on a vector norm, e.g. as the based on 
the Minkowski metric [Bru09a] [Har01a]. The 
matching result R can be computed from the image 
data D and the template or mask M as:  
ࡾ௣ ൌ ൣצ ࡰሺݔ ൅ ݑ, ݕ ൅ ݒሻ െࡹሺݑ, ݒሻ צ௣൧௣ 
where צ ܣ צ௣ is the ܮ௣ norm. Examples of very used 
norms in Mathematics and Computer Vision are: ܮଵ, ܮଶ and ܮஶ. The definition of template matching using 
multichannel images and masks in these cases is the 
following: 
ܴଵሺݔ, ݕሻ ൌ෍෍|ܦ௖ሺݔ ൅ ݑ, ݕ ൅ ݒሻ െ ܯ௖ሺݑ, ݒሻ|
௨,௩௖
 
ܴଶሺݔ, ݕሻ ൌ෍෍|ܦ௖ሺݔ ൅ ݑ, ݕ ൅ ݒሻ െ ܯ௖ሺݑ, ݒሻ|ଶ
௨,௩௖
 
ܴஶሺݔ, ݕሻ ൌ max௖,௨,௩ |ܦ௖ሺݔ ൅ ݑ, ݕ ൅ ݒሻ െܯ௖ሺݑ, ݒሻ| 
The ܮଶ, norm which generates the template matching ܴଶ, is used by OpenCV Library [Bra08a], although it 
has not the lowest computational cost. OpenCV is 
originally based on performance primitives of 
Intel/AMD processors, but these systems are better 
suited to compute efficiently the ܮଵ norm, which is 
based on the computation of  Sum of Absolute 
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Differences (SAD). Also NVIDIA GPUs have basic 
support for computing the SAD primitive. The SAD 
for two arrays is defined as: ܵܣܦሺ࡭,࡮ሻ ൌ ∑௜|ܣ௜ െܤ௜|. Although the use of ܮଵ is no advantageous in 
general purpose programming, some special 
hardware makes it the best choice. However, 
nowadays the special SIMD hardware of Intel 
processors is of such a common and widely use that 
we can call it as general purpose hardware.  
Instead of using a coordinate system placed on the 
center of the template mask, we will use upper-left 
corner centered coordinates. It is more advantageous 
to deal with memory alignment, because it plays a 
main role in efficient memory accesses. The real 
position of the detection of the mask can be obtained 
after the minimum detection by using a simple offset 
to the mask center. We will use the offset evaluation 
of the match for a mask of dimension ܵ௫ ൈ ܵ௬defined 
as: 
ܴሺݔ, ݕሻ ൌ ෍ ෍ |ܦሺݔ ൅ ݑ, ݕ ൅ ݒሻ െ ܯሺݑ, ݒሻ|
ௌ೤ିଵ
௩ୀ଴
ௌೣିଵ
௨ୀ଴
 
Multi-channel template matching, e.g. in RGB 
images, can be obtained simply by adding the results 
obtained in the previous equation that was applied in 
every image channel and mask. For a ௫ܰ ൈ ௬ܰ image, 
the border band, which is usually located bounding 
the image, is moved to the right and low of the 
image. The right null band is ܵ௫ െ 1 width and low 
band is ܵ௬ െ 1 high.  In the previous Equation the 
ሺݔ, ݕሻ values run in the intervals: ݔ א ሾ0, ௫ܰ െ ܵ௫ ൅1ሿ and ݕ א ሾ0, ௬ܰ െ ܵ௬ ൅ 1ሿ. Usually, the border 
band is set to null value, but to avoid any problem 
with the minimum computation we decide to set it to 
the highest numeric positive value in its internal 
representation. After the local detection of the 
minimum matching value, its location must be offset 
by ሺܵ_ݔ/2, ܵ_ݕ/2ሻ. Template matching in 2D has 
advantages related to the data alignment, and it also 
can be computed by row 1D oriented matching: 
ܴሺݔ, ݕሻ ൌ ෍ ቎෍ |ܦ௬ା௩ሺݔ ൅ ݑሻ െ ܯ௩ሺݑሻ|
ௌ೤ିଵ
௩ୀ଴
቏
ௌೣିଵ
௨ୀ଴
 
That can be computed by using the following general 
1D template matching: 
ܤሺݔሻ ൌ ෍ |ܣሺݔ ൅ ݑሻ െ ܥሺݑሻ|
ௌିଵ
௨ୀ଴
 
The use of Region of Interest (ROI) reduces 
significantly the computational cost because the 
template search can be reduced to a fraction of the 
image area. The ROI usage for tracking requires the 
implementation of a strategy for updating the ROI 
according to the detected trajectory by using a 
predictive filter such as the one based on Kalman or 
Particle Filters. In this paper we have computed the 
worst case, when the maximal ROI extends to the 
entire image. This option allows us to obtain an 
upper bound of the tracking computational time. 
 
The two main problems involved in the computation 
of template matching in 2D and 1D are arithmetic 
and memory access. The arithmetic is concerning to 
the computation of SAD, which is not cheap if no 
special hardware is available. Memory access is a 
less evident problem, but it is more important in 
modern computers because their performance is 
mainly related to the pattern of memory access. The 
sliding of the mask across the entire image requires 
that all the different memory alignments patterns 
must be used. The sliding ݑ value between ܤሺݔሻ and 
ܣሺݔ ൅ ݑሻ is the cause of many of the low 
performance issues in computer applications because 
it is very important in memory access efficiency. 
 
3. SIMD-BASED TEMPLATE 
MATCHING 
The efficient implementation of template matching in 
modern computer architectures requires a revision of 
some specialized instructions of the machine code of 
some popular microprocessors. Unfortunately, those 
instructions are not used by the compilers to translate 
the user code written in high level languages as 
C/C++ to machine code. This implies that the user 
must code the parts of the software dealing with the 
specialized instructions using assembly language or 
inline embedded assembly. In this section only some 
guidelines of the specialized instructions are shown 
with the aim of being useful for researchers and 
developers in Computer Vision. 
 
Early versions of SIMD in Intel/AMD processors 
incorporate a SAD instruction called psadbw  in the 
first SSE (Streaming SIMD Extension) release of the 
MMX (Multi Media eXtension) instruction set. It 
uses the MMX registers of 64 bits, allowing 
computing the SAD for 8 bits unsigned integer data. 
This instruction allows improving the arithmetic part 
of the array matching but does not solve the problems 
related to the sliding of the mask array across the 
data array. Multiple unaligned data read were needed 
to perform and achieve the whole matching. 
 
A recent SSE extension, that use 128 bit registers, 
has included the mpsadbw instruction [Int09a] that 
solves this problem by including in-hardware sliding 
computation, which avoids that the user must design 
a code with unaligned data load. This improvement 
introduced in SIMD release SSE4.1 allows higher 
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performance, but at the time of this study, it is not 
included yet in all computer vision libraries, e.g. 
OpenCV. This instruction computes multiple and 
sliding SAD for 4 bytes masks including an 
immediate additional argument (imm8) that controls 
the selection of the group of 4 bytes defining the 
mask and also controlling the sliding option. The 
mpsadbw instruction requires three arguments: the 
source register containing 16 byte mask data, s(0-15), 
the result register that initially contains 16 byte data 
from an image row, d(0-15), and finally one byte 
register, imm8, to control the instruction mode. The 
result is obtained as 8 unsigned short array r(0-7). 
 
This instruction is extremely important for modern 
HDTV codecs, and  allows an 8x8 block difference 
to be computed in fewer than seven cycles [Kua07a], 
but also is very useful in general template matching 
of small mask on the whole image. This instruction 
implements the computation of the SAD for 4 
unsigned char integer values and the in-hardware 
computation of the sliding of the 4 bytes across the 
data register. If ݅݉݉8ሺ2ሻ ൌ ܽ א ሼ0,1ሽ and 
݅݉݉8ሺ0 െ 1ሻ ൌ ܾ א ሼ0,1,2,3ሽ, it computes for 
݅ ൌ 0,… ,7 
ݎሺ4ܽ ൅ ݅ሻ ൌ෍|݀ሺ4ܽ ൅ ݅ ൅ ݆ሻ െ ݏሺ4ܾ ൅ ݆ሻ|
ଷ
௝ୀ଴
 
Computing the whole sliding of a mask across a data 
array will require a more complex arrangement. 
Therefore, to compute a full matching of a data array 
with a mask of suitable size multiple of 4 bytes, we 
have designed a computational arrangement, which is 
shown in Figure 1, as an useful chart that allows an 
easy implementation for Computer Vision developers 
and researchers. In this chart, Data and Result are the 
arrays involved in a general 1D matching. The first 
array is 8 bits unsigned integer and the second array 
16 bits unsigned integers, also it is used the 8 bit 
unsigned int Mask array, whose length is multiple of 
4. In Intel architecture the SSE instructions for 
loading and storing data are penalized if the memory 
reference is not aligned to 16 bytes. The goal of the 
arrangement shown in the Figure 1 is the 
computation of Result(0-7) and Result(8-15) for 
different mask sizes. Data are read from memory in 
16 bytes block such as the CPU can read Data(0-15) 
and Data(16-31). However, it can be read Data(8-23) 
in unaligned way by incurring in efficiency penalties. 
To avoid that, it can be obtained Data(8-23) by using 
register instructions from the aligned Data(0-15) and 
Data(16-31), which can be read without penalties. 
Data contained in the first row are directly read and 
the contained in the second row are obtained from the 
previous by using register operations. 
 
Column containing Result(0-7) defines the 
intermediate results that must be added to get the 
result and from which they are obtained. For 
instance, to compute Result(0-7) by using the smaller 
mask of 4, we must compute by using  the imm8 
value of 000 in the Data(0-15) according to the 
description of the instruction. When we want the 
same result but for a mask size of 8, we must obtain 
the previous result (using 000 in Data(0-15)) and add 
this to the intermediate result by using 010 applied to 
Data(8-23). For each row related to a mask size, 
intermediate results are organized form right to left 
and successively computed from Data(0-15), Data(8-
23), Data(16-31), Data(24-39) and Data(32-47). Each 
cell in the sub-rows corresponds to each mask size 
when it is computed by using the defined {imm8} 
datum. Although the arrangement can be extended to 
bigger masks of size 4 ൈ ܰ, we only have included 
the cases from 4 to 32. 
 
4. TEMPLATE MATCHING IN GPU 
A GPU has many processors or cores that can be 
suitably arranged to fit better for a specific problem. 
The advantage of GPUs is the massive number of 
cores, e.g. 2x240 in a NVIDIA GTX 295, but its 
drawback is the access to memory of such big 
number of cores.  The memory is organized in 
different types: global, constant, texture and shared, 
but each type is accessed by using a single port, 
therefore the serial part and the bottleneck of the 
algorithms programmed in GPU is the memory 
access.  According the Amdahl's law this is the factor 
that limits the efficiency of this massive parallel 
system. 
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The main decision in the GPU programming is the 
design criterion of how memory will be used. We 
have decided to place the mask data in constant 
memory and the image and the result data in global 
memory. The image is constant in the algorithm but 
it does not fit in the small constant memory of the 
GPU. The CUDA programming methodology 
[Nvi09a] allows arranging the processors as a grid of 
threads. In our problem, the grid of threads is 
configured by assigning a thread to each result pixel 
at ሺݔ, ݕሻ excluding the border band; that is, each 
thread is involved in the computation of a ܴሺݔ, ݕሻ 
result. To reduce the negative effects of memory 
access, the mask data are placed in constant memory 
because this type of memory is cached and is smaller 
in size than the mask data. Also, we take advantage 
of broadcast access to that memory type because for 
ሺݑ, ݒሻ values of the mask indexes all the threads 
access to the same ܯሺݑ, ݒሻ, which takes advantage of 
the broadcast access to constant memory. 
 
In the developed code, the access to global memory 
is coalescent but unaligned due to the sliding. This 
would require the access to two consecutive data 
block in the same half ward, depending on the sliding 
value of ݒ. To avoid the decreasing in performance 
of unaligned access, NVIDIA documentation 
[Nvi09a] suggests the use of texture memory instead 
of global memory, but we have not experimented any 
increasing in the performance when allocating the 
image data in texture memory and the mask in 
constant memory. At this point, the provided results 
are the related to the data ࡰ being placed in global 
memory, with coalescent but unaligned access, and 
the mask ࡹ being in constant memory with cached 
and broadcast access. To achieve the computation of 
the SAD, the unsigned integer version of the CUDA 
function sad(a,b,c) was used, where a becomes the 
value of the sliding image in global memory, b the 
value of the mask in constant memory and c the 
value of the serialized computation of the result. 
 
To increase the efficiency in GPU, streamed calls to 
memory transfer and kernel launches have been used 
by splitting the image in several areas, non 
overlapping in result data and overlapping in image 
data. The interleaving between data transfer and 
kernel computation allows hiding the time used in 
data transfer between device and host. For this 
streamed asynchronous data transfer, the optional 
pinned memory allocation was used. The last 
included improvement is the use of this methodology 
to feed data and kernel launches in the two GPU 
contained in the same graphic card. 
 
5. RESULTS 
To test the implementations of raw template 
matching, images of 640 ൈ 480 pixel have been 
used. Mask sizes range from 4 ൈ 4 to 32 ൈ 32. Both 
image and mask are single-channel with a pixel data 
of 8 bit unsigned int. The test computer is a Core2 
Quad Q8300 with 4 GB of RAM memory and one 
NVIDIA GTX 295 graphic card. The Operating 
System is Windows XP and the code has been 
written in C++ in Visual Studio. Computational times 
are obtained by using performance counters of 
Windows, the reported values are the average on one 
hundred runs. Table 1 contains the results for four 
different implementations. The first one is C plain 
with low performance, but that is used as the baseline 
to provide the speedup for higher performance 
Figure 1. Computational arrangement for fast pattern matching. Data 
inboxes is the imm8 value 
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implementations. The second implementation uses 
SIMD instruction in the 1D matching in which is 
based in the 2D. Also, for these two implementations 
the use of multiple cores is included by using 
OpenMP [Cha08a] parallelism. The 2D matching is 
implemented by row oriented 1D matching primitive, 
an omp parallel for directive of OpenMP is used for 
the row loop. The static schedule strategy is used, so 
the computation of rows is assigned to each core at 
the thread forking. Four threads are used for this four 
core system. The speedup (Column Sp) reported is 
the SIMD implementation with OpenMP in relation 
to the serial C plain one. Core based parallelism is 
more effective when 32 ൈ 32 mask is used because 
the latencies of the threads forking are less relevant 
in bigger tasks than in the lowest associated to the 
small 4 ൈ 4 mask due to the effectiveness of threads 
level parallelism is greatly dependent on the 
computational grain size. A remarkable speedup 
value of 184 is achieved for 16 ൈ 16 mask when the 
four core of the system are used and also their high 
specialized SIMD vector units. 
 
Table 1. Time in msec. for Template Matching in 
640x480 images. C plain (Cp), SIMD and Speedup 
(Sp) for the 4 Cores case are included. 
 
Table 2 contains the results for the implementations 
using one GPU. It contains the host to device (HtoD) 
data transfer, that in this case means, the transfer of 
mask from host memory to constant memory and the 
image transfer to global memory. This table also 
includes the kernel computation and finally the 
device to host (DtoH) transfer of the result to host 
memory. The result is coded as unsigned int which is 
better for the SAD computation but increases the data 
transfer time. However, this decision is not relevant 
in bigger mask sizes. Speedup columns are related to 
the kernel part (Sp1) or the total time (Sp2) over the 
C plain simple case. Figure 2 shows the graphical 
representation of these values. In the 4 ൈ 4 case, data 
transfer is the critical subtask, while for the 32 ൈ 32 
case the kernel computation is highly more 
significant than the data transfer. 
The final test that has been carried out includes other 
computational advantages of the GPU. The first one 
is the use of the second GPU included in the GTX 
295 graphic card by means of splitting the whole 
image in two parts and by loading each part to each 
GPU. This methodology is extended by splitting the 
image in many parts and transferring each one to the 
GPUs in different threads context. This is 
implemented by thread forking in OpenMP in a 
number of threads defined by the user and using the 
cudaSetDevice function to select the device. Pinned 
memory is used to accomplish streamed 
asynchronous memory transfer and kernel launches. 
Table 3 contains the results for several mask size, 
and Figure 3 illustrate the results for 32 ൈ 32 mask 
by using synchronous and asynchronous memory 
transfer. The 2 thread case, which uses a task in each 
GPU, is the best result followed by the 4 threads, 
which includes two tasks in each CPU. The 
asynchronous case that hides part of the memory 
transfer cost is the best case, but it cannot overtake 
the SIMD implementation.  
Table 2. Results in msec. for Template Matching 
in one GPU. Speedup 1 (Sp1) is Kernel time and 
Speedup 2 (Sp2) is Total time, both related to 1 
Core C plain case. 
 
6. CONCLUSIONS 
Modern computer hardware allows the computation 
of raw template matching in few milliseconds for 
small mask sizes. The use of ROI can reduce this 
computational cost to sub milliseconds scale. This 
fact is an opportunity to revalorize the developing of 
template matching applications. The use of many 
cores or many GPUs are different options to 
consider, but nowadays, the many-core approach, 
which includes specialized vector SIMD instructions, 
is more computational efficient because it is high 
specialized in SAD arithmetic and in-hardware 
sliding of mask across data array. 
 
Technological improvements are in the line of 
increasing the number of cores in host. This trend is 
not well suited for small masks because they do not 
use effectively the OpenMP parallelism, but in bigger 
masks they can greatly increase the performance of 
 1 Core/ 1 Thread 4 Cores / 4 Threads 
Mask Cp SIMD Cp SIMD Sp 
4x4 11.1 0.7 2.7 0.6 18.5 
8x8 33.1 0.8 8.8 0.2 165.5 
12x12 66.4 2.4 27.2 0.9 73.8 
16x16 110.6 3.4 29.0 0.6 184.3 
24x24 231.3 6.5 60.0 1.3 177.9 
32x32 388.6 10.5 101.0 2.3 168.9 
Mask HtoD Kernel DtoH Total Sp1 Sp2 
4x4 0.4 0.3 1.0 1.7 37 6 
8x8 0.4 0.7 1.0 2.1 47 16 
12x12 0.4 1.5 1.0 2.9 44 23 
16x16 0.4 2.7 1.0 4.1 41 27 
24x24 0.4 5.8 1.0 7.2 40 32 
32x32 0.4 10.1 1.0 11.5 38 34 
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template matching procedures. The evolution of GPU 
architectures, e.g. the new NVIDIA Fermi 
architecture, will introduce full global memory 
cached access that can improve the kernel part of the 
GPU procedure as well as an increase in the number 
of involves cores. However, this can be improved 
only in the performance of big mask sizes whereas in 
smaller ones it will depend on the increase of the 
bandwidth of memory transfer between the host and 
the graphic card. 
 4x4 16x16 32x32 
Th S A S A S A 
1 2.6 2.3 5.1 4.7 12.5 12.1 
2 2.4 2.1 3.7 3.3 7.4 7.1 
3 5.8 3.6 7.5 5.1 12.6 10.4 
4 5.9 3.7 7.3 4.8 11.1 8.7 
5 6.2 4.7 9.3 6.0 14.0 10.7 
6 6.4 5.0 7.8 6.0 13.8 10.3 
7 7.8 5.9 9.5 7.3 14.2 12.0 
8 7.9 6.2 9.4 7.3 13.7 11.3 
 
Table 3. Results in msec. for 2 GPUs and OpenMP 
using different  threads number (Th) from 1 to 8. 
The Sync (S) and Async (A) cases are included for 
several mask sizes. 
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Figure 2. Kernel and Data transfer in GPU, 
memory copy from host to device (HtoD), device 
to host (DtoH) and kenel matching 
  
 
Figure 3. Total time for 2 GPUs and 32x32 mask 
matching. Asynchronous memory transfer was 
used with interleave between data transfer and 
kernel launches. 
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ABSTRACT 
Boolean operations are complex, so it is difficult to perform them in real time. Sometimes, the goal is only to 
reconstruct the model. In that case, accuracy is not too important and other approaches can be performed. 
However, the reconstruction of the model must satisfy some requirements like smoothness or velocity. In this 
paper, a method to reconstruct a model after a cut is presented. This method can be applied to simulate medical 
procedures, such as the rejection of damaged tissues, or applied to virtual sculpting. A haptic device has been 
used to test the effectiveness of the method. Tests have shown that the elimination and the reconstruction are 
performed in real time. 
Keywords 
Mesh reconstruction, Boolean operation, Material removing, Concavity regeneration, Surgery simulation, Virtual 
Sculpting, Simulation tools 
1. INTRODUCTION 
Boolean operations allow performing unions, 
intersections, differences and other operations 
between two solid models. This kind of operations is 
traditionally based on the marching cubes algorithm 
[NY06]. These operations are very costly because 
they are extremely complex and its result aims to be 
exact. For that reason, it is very expensive to use 
them in a real time application. In simulations, other 
approaches faster than Boolean operations must be 
used and accuracy is not usually a key factor. 
Our aim is to perform difference operations between 
two solid models (A-B) in an approximated way. 
Specifically, the first solid (A) has at least a part 
slimmer than the second one, and the second solid 
(B) act as a tool to remove portions of the first solid 
(figure 1). This is because the solid must be inside the 
tool so that it can be cut. 
This kind of operations is commonly used in virtual 
simulations, such as virtual surgery or virtual 
sculpture. In this case, Boolean operations cannot 
normally be used because they are so costly. New 
approaches that perform this operation in real time 
are needed. These new approaches do not have to be 
exact, but they have to allow real time interaction. 
 
Figure 1. Example of application of the method. A 
– An aerial view. B, C – Side view of two separate 
cases. 
This paper presents an approach to perform an 
approximate reconstruction of a mesh. This approach 
allows realizing a reconstruction that can be applied 
to real time simulations. The obtained reconstruction 
is not exact, but in some cases, such as virtual surgery 
or sculpture, it is an advantage over other approaches. 
This is because our method obtains a smooth surface 
after the cut, simulating the real cut of a certain tool 
with specific types of tissues. In the next section, 
some works recently published, related to this 
research area, will be described. Then, steps of the 
simulation will be enumerated in a general way and 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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the method will be described in detail. In addition, 
some special cases will be described. The fourth 
section will show the simulations that have been 
performed in order to apply the method. Finally, the 
simulation results will be presented as well as a brief 
conclusion. 
2. BACKGROUND 
In the bibliography, there are some recently works 
that propose new Boolean operations approaches. 
Wang [Wang10] presented a method to perform 
approximate Boolean operations of two freeform 
polygonal meshes using Layered Depth Images 
(LDI). A trimmed adaptive contouring method is 
developed to reconstruct the mesh surface from the 
LDI samples near the intersected regions and then 
suture it to the boundary of the retained surfaces. This 
method can perform Boolean operations of freeform 
solids in a few seconds. Jing et al. [JWBC09] 
proposed an approach to perform Boolean operations 
on polygonal meshes that can be applied to both 
closed meshes and open meshes. They use a collision 
detection algorithm based on OBB trees to speed up 
the intersection between each two triangles. Then, the 
intersection region is obtained from the intersected 
triangles and the intersection segments. Zhou et al. 
[ZWSW*10] proposed a Boolean operation method 
based on L-Rep model of 3D entities. The speed of 
the method is improved by changing the three 
dimensional spatial analysis into a one-dimensional 
calculation.  
These approaches can perform a Boolean operation 
in a several tenths of a second. However, it is not 
enough to apply them in real time simulations. For 
that reason, other methods that allow performing the 
approximated operation in real time must be 
developed. 
There are many works that perform a mesh 
reconstruction using a method based on the Delaunay 
triangulation [Shewchuk02]. These works perform a 
homogeneous triangulation. However, our aims are to 
develop a quick and robust method for simulating a 
cut so the size and the form of the new generated 
triangles could be non-homogeneous. Moreover, we 
know the approximate shape of the resulting mesh 
before the reconstruction; hence the performance of 
the method can be improved using that information. 
Other approaches [Frisken99] propose a linked 
volume representation that enables physical modeling 
of object interactions, such us deformations or 
interactive objects deformations. [NS00] presents an 
interactive algorithm for an interactive linear FE 
deformation simulation. Moreover, runtime changes 
of the mesh can be realized because the process 
requires no global precomputation. 
We propose a method that allows performing an 
approximate mesh reconstruction after removing 
triangles. The difference from other approaches is 
that our method first performs a material removing 
and then reconstruct the hole of the mesh, obtaining 
an approximated solution near to the real cut of the 
tool. The result is a smooth mesh on the border of the 
operation (on the border of the hole) (figure 2) which 
is suitable for some type of operations with this type 
of tools (e.g. for virtual sculpting or surgical 
simulations). Moreover, enables real time interaction.  
3. DESCRIPTION OF THE PROCESS 
In order to exemplify, it has been taken into account 
that the mesh used to remove material is shaped like a 
cuboid. However, this mesh can be any shape 
possible, such as a sphere, a cylinder, a star, or 
otherwise. Hence, the method can be easily applied to 
other solids. Our approach can be divided in the next 
steps: 
1. Removing triangles. The triangles of the 
solid A that are inside the cuboid are 
removed. 
2. Transforming the hole. The hole created 
after removing triangles is transformed in a 
convex concavity. 
3. Projecting the cuboid points. The four 
cuboid vertices that are nearest to the solid 
A are projected on it. These four projected 
points will be used to reconstruct the mesh.  
4. Classifying the sutured points. Projected 
points and sutured points are classified into 
four quadrants. 
5. Generating new triangles. The last step is to 
reconstruct the mesh using all previous 
calculations. 
 
Figure 2. Top, example of a mesh reconstruction 
using a Boolean operation. Bottom, example of a 
mesh reconstruction using our approach. 
After applying the method, the cut is simulated and 
the resulting mesh is closed and approximated to the 
Boolean operation between the trajectory of the tool 
and the original mesh. In addition, the appearance of 
the cut is smooth. 
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Figure 3. 2D schema of the method used to remove triangles. A – Points to remove. B – Triangles to 
remove (red). C – Suture Points (s1, …, s9)
Removing triangles 
Before reconstructing the mesh, triangles of the solid 
A that are inside the cuboid must be removed. In 
order to achieve this, triangles that have at least one 
of its vertices inside the cuboid are deleted. 
To simplify this procedure, a spatial decomposition 
has been performed using a tetra-tree [JFSO06]. This 
data structure is built in an initial step, so it does not 
reduce the method efficiency. A tetra-tree is an 
hierarchical space decomposition defined in the 
whole space. At its first level, the tetra-tree divides 
the entire space into eight tetra-cones. In the 
following levels of the hierarchy, each tetra-cone is 
homogeneously divided into four new tetra-cones, as 
shown in figure 4. The tetra-tree is subdivided until 
reaching one of the following conditions: 
• The maximum level of subdivisions is 
achieved. This level is previously defined. 
• The tetra-cone to subdivide has less triangles 
than a threshold. 
 
Figure 4.  Left, a representation of the division of 
a tetra-cone. Right, a scheme that represents the 
bounding tetrahedra associated with a mesh. 
Hence, the cudoid only have to interact with the 
triangles belonging to the tetra-cones where it is 
situated. The complexity of the calculation associated 
with the removing is reduced to the tetra-cone space. 
This type of spatial decomposition allows us to 
quickly locate the nearest object part (tetra-cones) 
where the points are situated. The tetra-tree also 
allows us to discard triangles for removing in an 
optimal way, due to the adjustment obtained by 
bounding tetrahedra [JS08] associated with each 
tetra-cone. This is represented in figure 4.  
The tetra-tree has been chosen because fits the mesh 
better than other approaches [JS08], such us an 
octree. In addition, the tetra-tree allows classifying 
triangles quickly and robustly because is based on 
barycentric coordinates. While the removed triangles 
are being determined, the topology of the hole is 
calculated. In order to achieve this, the triangles that 
have only a vertex inside the cuboid are used. The 
two vertices that are outside the cuboid are marked as 
suture points. In order to simplify the reconstruction, 
the topology of the suture points is stored, sorting 
them in opposite counter clock wise. This procedure 
is shown in figure 3. 
Transforming the hole  
In this step, the hole created after the elimination of 
triangles is transformed in a convex concavity using 
the topological information about its edges. The 
algorithm can be divided into three parts. 
First, the concavities are located (Figure 5). Points 
that form the hole, which are marked previously as 
suture points, are studied in groups of three 
consecutive points. If the sign of the matrix 
determinant formed by three consecutive points is 
negative, a concavity is found. During this process, 
consecutive concavities are grouped into one (e.g. p1-
p4 in Figure 5). 
 
Figure 5. Schema of the method used to eliminate 
the concavity. Red – Triangles to remove. Blue – 
Points used as input in the iterations of the 
algorithm. They are also removed. Green – Points 
to reconstruct.  
Second, once all the concavities are located, they are 
converted into convexities. First at all, the first and 
the last point that form the concavity are stored (p1 
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and p4). Then, the remaining points that form the 
concavity are processed in a loop. This loop is 
repeated until there are no more input points.  
The loop has the following steps: 
• Triangles that contain the input points are 
determined.  
• Points belonging to those triangles are 
studied to check if they are inside or outside 
the concavity: 
o  Points that are inside will be input 
points in the next iteration of the 
algorithm.  
o If two points of a triangle are 
outside the concavity, they will be 
stored as points to reconstruct and 
their topology will be saved.  
o Points which have been input 
points in this iteration will be 
discarded. 
When there are no input points, the loop is finished, 
obtaining then a set of points to reconstruct. This 
procedure is shown in figure 5. The first and the last 
point of the concavity are within the set of points to 
reconstruct.  
Finally, the points to reconstruct are used in groups of 
two consecutive points to generate new triangles 
(figure 6). The midpoint of the segment that goes 
from the first point of the concavity to the last point 
of the concavity is calculated. This point is used as a 
third point of each triangle. 
 
Figure 6. Schema of the hole reconstruction. 
Green – New triangles added. 
The elimination of the concavities in the hole allows 
simplifying the subsequent generation of new 
triangles, preventing cross segments. Moreover, the 
cut obtained is smooth, so some simulations are more 
realistic than an exact approach. 
Projecting the cuboid points 
The four points representing the cuboid that are 
nearest to the solid are used to reconstruct it, so these 
points are projected on the solid using the algorithm 
proposed by [JSF10]. This is done to simulate the 
trajectory of the tool to perform cutting. In order to 
simplify the procedure, two planes representing the 
solid are determined. Hence, the points are projected 
on one of these two planes, instead of the solid.  
In the general case (figure 1, B), two planes are 
calculated. These planes (figure 7) represent the top 
and the bottom of the solid so they are called upper 
average plane and lower average plane respectively. 
A medium plane is used for dividing the triangles in 
the tetra-cones scope in which the tool is included. 
Then the triangles in the top and in the bottom are 
used to obtain two average normals. The upper 
average plane is defined by the triangles whose 
normal is similar to the top average normal. On the 
other hand, the lower average plane is defined by the 
triangles whose normal is similar to the bottom 
average normal. In both cases, an error must be 
considered. Then, the upper points are projected on 
the upper average plane and the lower points are 
projected on the lower average plane, as shown in 
figure 7.  
 
Figure 7. A 2D scheme that shows the projection 
of the cuboid points (p1, p2, p3, p4) on the upper 
and lower average planes (p1’, p2’, p3’, p4’). 
If any of the points cannot be projected on its 
respective plane, an oblique cut is detected (figure 1, 
C). In a oblique cut, the part of the object to be cut is 
not completely within the tool. This is usually 
because the tool is not aligned with the object. In that 
case, one auxiliary plane is used to project those 
points. To calculate the auxiliary plane, some 
calculations are made in real time. The removed 
triangles that are situated between the upper average 
plane and the lower average plane are marked as 
central triangles. The auxiliary plane is defined by the 
average point and the average normal of the central 
triangles.  
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 Figure 8. Different cases of generation of new triangles. The procedure depends on the number of 
projected points that are inside the solid: 4 (A), 3(B), 2 (C), 1(D).
After projecting them, the four projected points are 
used to reconstruct the solid. However, only the 
projected points that are inside the solid mesh are 
used. To check this, the inclusion algorithm by Feito 
[FT97] is used, because it allows determining if a 
point is inside a mesh without the need to perform 
complex calculations, such as solving a system of 
equations. In addition, to further reduce this problem, 
the previous spatial decomposition using a tetra-tree 
[JFSO06] is also utilized. 
Classifying the suture points 
In order to simplify the reconstruction of the mesh, 
the suture points and the projected points are 
classified into four quadrants. The central triangles, 
which were calculated in the previous step, are also 
utilized in this procedure. Two perpendicular planes 
(figure 9) that pass through the average point of the 
central triangles are calculated. These planes are also 
perpendicular to the planes forming the cuboid. 
 
Figure 9. Representation of the two planes (red) 
forming the quadrants used to divide the suture 
points (green) and the cuboid vertices (blue). 
Both planes divide the previously projected points 
into four quadrants, assigning each point to a 
different quadrant. The suture points are also 
classified using these four quadrants. 
Generating new triangles 
The last step is to generate new triangles to close the 
mesh. In order to achieve this, all previous 
calculations are used.  
First, the projected points are used to build a 
structure. This structure will be used as a patch and it 
depends on the number of projected points that are 
inside the solid (figure 8): 
• In the case that the four projected points are 
inside the solid mesh, this structure will be a 
square.  
• The structure will be a triangle if there are 
three points inside the solid.  
• If there are only one or two points inside the 
solid, it will not build any structure. In this 
case, the origin of the reconstruction will be 
the projected point or the segment joining 
the two projected points respectively.  
Second, in each quadrant a sub-mesh is built. In order 
to achieve this, a triangle is built using each two 
consecutive points. The projected point assigned to 
each quadrant is used as the third point in each 
triangle. If one projected point is outside the mesh, 
the triangles of its associated quadrant are generated 
using the projected point of the upper or lower 
quadrant.  
Finally, in order to join the sub-meshes built in each 
quadrant, new triangles are generated using the 
projected points and the boundary suture points in 
each quadrant.  
Special cases 
In our method, there are some cases that must be 
treated specially. These cases have been described 
and can be solved by adapting the general procedure. 
In the general case, only a hole is created after 
removing the triangles. However, several holes may 
be generated after that (figure 10). In that case, each 
hole must be treated separately.  
This special case is detected in the stage when the 
hole becomes convex. In this stage, the suture points 
are read in a loop. The loop finish when all the suture 
points are read or the first suture point is reached 
again. If the first suture point is reached again before 
all suture points are read, the special case is detected. 
In that case, all unread points are included for 
processing in a new loop. Each time the first point is 
founded again, a new hole is detected.  
Once the holes are detected, each hole is converted 
into a convex shape. In order to achieve that, the 
algorithm explained in the previous section is applied 
to each hole. Once all the holes become convex, the 
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four cuboid front points are projected on the planes 
as in the general procedure (figure 10).  Then, all the 
holes are reconstructed. In order to achieve this, 
triangles are generated using every two consecutive 
points belonging to the hole. 
 
Figure 10.  A special case. Three holes have been 
generated instead of only one. Bottom, an aerial 
view before cutting. 
The average points of the holes are used as the third 
point of each triangle in the hole reconstruction, as 
shown in figure 11. Finally, if the two left projected 
points are inside the solid, the hole nearest to the left 
is reconstructed using the two left projected points. 
For that, the approach used in the general case when 
only two projected points are inside the solid is 
utilized (figure 11). Similarly, this procedure is 
repeated with the right projected points and the hole 
nearest to the right.  
 
Figure 11. Generation of new triangles in a special 
case. The central hole is reconstructed using only 
a  point. The others two hole are reconstructed 
using two projected points. 
4. EXPERIMENTAL RESULTS 
In this work, a method to realize an approximate 
reconstruction of a mesh has been implemented. The 
data structures and algorithms implemented allow 
simulating the removal and reconstruction of triangles 
in real time. 
In order to prove the method, a virtual meniscus 
arthroscopy has been simulated. Specifically, a radial 
injury is treated. This kind of injuries is usually 
treated removing the damaged area [RBM09] to 
attempt to keep the stability. Figure 12 shows a 
representation of the area of the knee treated in the 
simulation, and a real image of the knee during an 
arthroscopy. Hence, in the simulation the first solid 
represents the meniscus and the second solid 
represents the surgical tool used to remove the 
damaged tissue. 
 
Figure 12. Left, a scheme that represents the area 
of the knee treated in the simulation. Right, an 
image of a real meniscus arthroscopy 
A haptic device has been used to improve the 
interaction. Specifically, a Sensable Phantom Omni© 
and its associated software has been used. The haptic 
device simulates the surgical tool that is used during 
the intervention. The surgical tool movement is 
calculated through the transformation matrix of the 
haptic device. Moreover, the coordinates of the 
points that represent the device are calculated to 
determine the collisions with other elements. The 
device feedbacks a simple force based on Hooke’s 
law when it detects a collision. 
Collision detection 
The collision detection [LG98] between the surgical 
tool and all the triangles that form the meniscus is 
complex. Moreover, obtaining a real time feedback is 
complex too, because the refresh rate of the haptic 
device is 1 kHz [MCL08]. The collision detection 
involves an intersection algorithm between the 
surgical tool and the meniscus.  
To reduce the problem, the previous spatial 
decomposition of the meniscus is used, reducing the 
number of triangles involved in the intersection test. 
Even reducing the size of the problem through a 
spatial decomposition, it is still complex to calculate 
the intersection with the surgical tool. To simplify the 
collision detection, it only works with a number of 
representative points of the cuboid and the handle. 
Then, only these points are classified by the tetra-
tree, reducing the collision detection to a point in 
polyhedra test [JFSO06]. 
The representative points of the cuboid are their 
vertices and central points of their faces. To represent 
the surgical tool handle, taking into account that it is 
shaped like a small cylinder, a set of points belonging 
to the cylinder axis are used. These points are shown 
in figure 13. Once the representative points are 
calculated, tetra-cones that contain at least one of 
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them are obtained. These tetra-cones define the space 
of the meniscus where the intersection will be 
calculated. To calculate the intersection, the point in 
polyhedron algorithm by Feito [FT97] has been used. 
 
Figure 13. A – The real surgical tool. B – 2D 
Representation of the surgical tool. C – 2D 
representation of the tool points used to simplify 
the collision detection. D – 3D representation of 
those points. 
The use of representative points improves the 
performance of the simulation, because it allows 
determining if the surgical tool collides with the 
elements involved in the simulation in real time, 
therefore the tool cannot pass through the meniscus. 
Mesh reconstruction 
One of the device buttons has been used to actuate 
the tool. If this button is pressed when the surgical 
tool is close to the meniscus, the tool is actuated, 
removing a portion of the meniscus. To provide 
feedback to the user in this action, it has applied a 
small force.  In addition, the tool movement can be 
restricted as in a real intervention. Therefore, the 
instrument can be force to only swing through the 
input. Nowadays, in many cases the repair of radial 
meniscus injuries is treated by removing the damaged 
part. Our aims are to apply the proposed method to 
simulate the rejection of the damaged tissue. Our 
approach avoids to perform costly Boolean 
operations between elements [FHK01], giving us a 
real time interaction. The main advantage of using 
this approach, instead of Boolean operations, is that 
our procedure is faster [JWBC09] and response time 
is a key factor in haptic devices. Boolean operations 
can obtain more accurately results. However, the 
accuracy in the meniscus cut is not a critical feature. 
In figures 14 and 15, results of the simulation are 
shown. In these images, front and oblique cuts are 
displayed. 
Results 
To perform the experiment has been made a 
subdivision of the mesh that represents the meniscus. 
This procedure allows us to obtain more complex 
meshes to measure the performance of the method. 
First, it has been measured the time it takes to 
reconstruct the mesh using different tetra-tree 
subdivisions. As shown in the table 1, until the fourth 
subdivision, the more the tetra-tree is subdivided, the 
better the times obtained are. Moreover, the time it 
takes to reconstruct without a tetra-tree has also been 
measured. The results show that the use of our 
method to remove and reconstruct the mesh, as well 
as the use of a tetra-tree, enables a real time 
interaction. Although the refresh rate of the haptic 
device should be 1 kHz [MCL08], it is impossible to 
push the button at this frequency, so real time 
interaction is achieved. 
Number 
of 
triangles 
Time 
using a 
level-2 
tetra-tree 
(ms) 
Time 
using a 
level-3 
tetra-tree 
(ms) 
Time 
using a 
level-4 
tetra-tree 
(ms) 
Time not 
using a 
tetra-tree 
13618 12,67 8,53 5,87 17,33 
25258 29,93 23,33 14,67 73,65 
55864 107,07 75,33 42,2 200,67 
Table 1. Reconstruction using different tetra-tree 
subdivisions as well as not using a tetra-tree. 
 
Figure 14. Some images of the simulation. They 
show front cuts in the meniscus. 
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 Figure 15. Some images of the simulations. They 
show oblique cuts in the meniscus. 
5. CONCLUSION  
In this paper, a method that allows performing an 
approximate mesh reconstruction after mesh 
removing has been presented. In contrast to Boolean 
operations, our method enables real time simulation.  
To exemplify the method, it has been considered that 
the mesh used to remove material is shaped like a 
cuboid. However, this mesh can easily be any shape. 
For that, the projected points must be chosen 
according to the shape of the mesh, instead of the 
cuboid. The same happens with the points used in the 
collision detection.  
To prove the method, a virtual meniscus arthroscopy 
has been performed. Specifically, it has been focused 
on radial injuries. In the future, our method can be 
applied to perform other simulations, such us other 
surgery operations or virtual sculpting. 
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ABSTRACT
In this paper, we present our approach for spatial filtering of depth map extracted from camera motion. An original
depth map may have some artifacts owing to imperfect motion estimation. Our goal was to make the depth map
uniform in smooth areas and to refine object boundaries without blurring edges. To solve this problem we propose
the trilateral filter, whose convolution kernel is composed of a distance kernel, a color-based kernel and a depth-
based kernel. Experiments demonstrate that this approach yields rather good results. Also, we compare our results
with those of a typical bilateral filter.
Keywords
depth map, disparity map, trilateral filtering, spatial filtering, post-processing, 3D video
1 INTRODUCTION
One of the widely used methods of creating 3D video
involves changing the image parallax using a depth
map. This process requires information regarding the
distance between the camera and the objects in the
scene. A depth map is a visualization of that distance
for every pixel in the image: more-distant spots are
represented using a darker color. Generally, the prob-
lem of creating of depth map from a single image is
insoluble. So, until recently, depth maps were painted
manually by stereo artists and composers in most
cases – a task that required much time and money. But
in some cases, depth maps can be created on the basis
of information from a scene. Some such approaches
apply machine learning algorithms to extract the in-
formation from a rather large set of images in differ-
ent scales [Sax06]. Also, [Zhu09] proposes an ap-
proach that uses the fact that the camera is typically
focused on foreground objects, so that objects have
sharp edges: with increasing distance from the cam-
era, object boundaries become blurrier. Another ap-
proach is to restore depth using the geometric proper-
ties of a scene: for example, by taking into account the
vanishing point, horizon line, vertical lines and so on.
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice
and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
This technique is presented in [Bat04] and [Jun10].
For scenes with camera motion we can create a depth
map by applying an optical flow algorithm and ana-
lyzing how objects are moving in a scene. For exam-
ple, if the camera is panning, an object’s displacement
in a given frame relative to the previous frame de-
pends on that object’s distance from the camera. This
approach is described in [Pou10] and [Kim07].
Application of an optical flow algorithm supposedly
yields the highest quality depth map estimation using
camera motion. But the results of the algorithm at
that stage may be not good enough for several reasons.
First, it is impossible to accurately determine optical
flow for two frames in regions of opening and occlu-
sion that appears when objects are in motion. In such
regions depth can not be estimated correctly. Second,
it is impossible to detect true motion in smooth areas,
particularly in case of noisy video. Third, considering
the high computational complexity of this stage, we
must often sacrifice optical flow quality to increase
processing speed; this affects final results. So, some
postfiltering is required to reduce errors in a depth
map or to make them less visible in the final result.
Such postfiltering can be performed using some
variations of simple Gaussian smoothing [Zha05] or
using more-complex filtering: for example, bilateral
filtering [Cha09]. To address the problem of stereo
correspondence this approach can be extended to use
multilateral filtering, particularly with a left-right con-
sistency metric, which makes it more robust. De-
tails of this approach are presented in [Mue10] and
[Jac10]. Other approaches under active development
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reduce the problem of depth estimation to a matter of
energy optimization for the whole frame, a process
that requires extensive processing time but produces
better quality for the final results [Zha08].
2 PROPOSED METHOD
Our work involves spatial filtering of a depth map that
was estimated using camera motion for single-view
video. Our approch can be applied to depth maps gen-
erated by any other method, however, because the fil-
tering does not use any additional information from
the scene.
To suppress artifacts, we propose trilateral filter-
ing. The convolution kernel is built for every pixel
and is composed of the following components: Gaus-
sian kernel G with a specified radius, matrix I(x,y)
based on the photometric difference between the cur-
rent pixel with coordinates (x,y) and neighboring pix-
els in the source image, and analogous matrix D(x,y)
calculated for this pixel using a depth map.
G responds to the distance from the current pixel
being processed: the farther the pixel is from the cen-
ter the lesser influence it has on the result. Weights
i(x,y) in image-based component are linearly depen-
dent on the difference between the central pixel and
other pixels:
i(m,n) =
=
{
thcolor−IDi f fxy(m,n)
thcolor
, IDi f fxy(m,n)≤ thcolor
0, IDi f fxy(m,n)> thcolor
(1)
where IDi f fxy(m,n) = (|red(m,n)− red(x,y)| +
|green(m,n)−green(x,y)|+|blue(m,n)−blue(x,y)|)/3,
m ∈ [x− r,x+ r],n ∈ [y− r,y+ r].
Depending on the input data, the color difference
may be calculated in another way: for example, as
the maximum absolute difference for the color com-
ponents or as the absolute difference between the av-
erage values of the color components. But the results
and processing speed vary just slightly so we selected
the mean absolute difference as the more general ap-
proach. The parameter thcolor is set accordingly to the
source image’s noise level and contrast range.
For the depth-based component D(x,y), linear de-
pendence is not applicable. In some models depth has
only a few grades, so an error in one depth grade may
yield too large a color range. Also, we chose to pe-
nalize large differences in depth, so we used a logistic
function, and we calculated weights for depth-based
component in the following way:
d(m,n) = 1− 1
1+ e−t·DDi f fxy(m,n)+6
(2)
where DDi f fxy(m,n) = |D(m,n)−D(x,y)| , m ∈
[x− r,x+ r],n ∈ [y− r,y+ r] and t is a parameter that
influences on the acceptable deviation of the depth
value from value in the central pixel. The constant 6
is based on the properties of the logistic function: the
value of the function for arguments greater than 6 is
very close to zero.
When we take into account information from a
rough depth map, a problem may crop up. All the arti-
facts in the depth map will influence the depth compo-
nent in the convolution kernel, and consequently, they
will influence the final result. So, to calculate weights
in the depth component, we need a depth map that is
largely free of artifacts but that is not blurred, having
strong edges. To solve this problem we used bilateral
filtering with an adaptive threshold. If enough pix-
els of the same color are near the current pixel, we set
the threshold low to preclude using pixel from another
depth level and blurring of an edge. But when there
are few similar pixels, we set the filtering strength
high enough to suppress the artifacts. We choose the
filtering radius according to the size of the artifacts
that we want to suppress.
Then final convolution kernel K(x,y) is calculated
as the element-wise product of matrices G, I(x,y) and
D(x,y).
k(m,n) = g(m,n) · i(m,n) ·d(m,n) (3)
The resulting pixel value in the filtered depth map
is:
r(x,y) =
x+r
∑
m=x−r
y+r
∑
n=y−r
k(m,n) · z(m,n)
x+r
∑
m=x−r
y+r
∑
n=y−r
k(m,n)
, (4)
where z(m,n) is the pixel in the estimated depth
map.
Compared with bilateral filtering, the trilateral ap-
proach has some advantages. If we ignore informa-
tion from the source image, we are only blurring a
depth map and are not really enhancing it. But if we
ignore depth when building a convolution kernel, we
may blur a boundary between two objects of the same
color. Also, when we use only color component we
may obtain the wrong thin depth flows on boundaries,
since boundary colors are usually the average of the
objects they divide. An example of flows artifact is
presented in Figure 1.
3 RESULTS
Figures 2, 3 and 4 show the results for the proposed
method as well as a comparison with the bilateral ap-
proach. This method outperforms image-based bilat-
eral algorithm in preserving the boundaries of objects
detected by optical flow. Also, it produces smoother
depth in uniform areas compared with the depth-based
bilateral approach.
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a) Source image b) Estimated depth map
c) Result of bilateral filtering
d) Result of trilateral
filtering
Figure 1: Example of flow artifact for the bilateral
filter, sequence “Road”, frame 29
4 FUTUREWORK
In the short term, the authors plan to better inte-
grate data from optical flow algorithm into postfilter-
ing algorithm; this integration which will improve the
restoration quality for small details and will also al-
low as to obtain a confidence measure for each pixel.
Using this measure, we will be able to estimate the
probability of that artifacts will appear in certain re-
gions and allowing us to achieve better results.
Another direction in the algorithm’s development
is use of temporal data from previous and subse-
quent frames compensated according to optical flow.
This approach will significantly increase computa-
tional complexity but should improve the depth map’s
temporal stability and improve details in a frame.
Also we plan to use the source image and optical
flow data to extract separate objects as structural units
for more precise processing of object boundaries.
5 CONCLUSIONS
In this paper, we proposed an algorithm of trilateral
postfiltering for depth maps created from camera mo-
tion. We compared this algorithm with other ap-
proaches, and we described and demonstrated the rel-
ative advantages of our approach. After reviewing po-
tential problems that can appear when using an inac-
curate depth map for calculating the convolution ker-
nel, we described our method of solving these prob-
lems. Lastly, we described our intended directions of
future work.
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a) Source frame
b) Source depth c) Bilateral filter (image-based)
d) Bilateral filter (depth-based) e) Trilateral filter
Figure 2: Comparison of different filtering methods for “Road” sequence, frame 29.
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a) Source frame
b) Source depth c) Bilateral filter (image-based)
d) Bilateral filter (depth-based) e) Trilateral filter
Figure 3: Comparison of different filtering methods for “Garden” sequence, frame 18.
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a) Source frame
b) Source depth c) Bilateral filter (image-based)
d) Bilateral filter (depth-based) e) Trilateral filter
Figure 4: Comparison of different filtering methods for “Warrior” sequence, frame 17.
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ABSTRACT
Files are usually used for exchange of 3D data between graphical applications, but this approach is not feasible  
for applications of shared virtual reality.  Thus a network protocol is used for this purpose. Two antithetical  
requirements are claimed for such protocol. Protocol has to be partially or completely reliable. Neither delay  
jitter nor too high delay are acceptable.  This paper explains and analyzes new version of protocol called Verse.  
This improves shortcomings found in UDP, TCP, SCTP and DCCP transport protocols. The Verse protocol was 
designed for sharing 3D data between applications of shared virtual reality. This paper also contains results of  
experiments comparing suitability of network protocols for application of shared virtual reality.
Keywords
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1. INTRODUCTION
Applications of shared virtual reality (ASVR) require 
transferring  of  information  (e.g.  position  of  avatar 
[KCJ0])  with small  delay  and delay  jitter,  because 
flickering  of  object  motion  is  disruptive  for  an 
observer  of  virtual  reality.  Let  consider  situation, 
when users of ASVR cooperate in this environment 
and try to create large scene (e.g. city with buildings
). When users create these objects, then movements 
of  all  entities  (objects,  vertexes)  is  unpredictable. 
Each user should see what other users are doing in 
real-time and movement of shared entities should be 
smooth as much as possible. Many users of ASVR 
can create large traffic. Moreover some activities of 
users  can cause burst  traffic  (uploading of existing 
object, sculpt painting, etc.).
UDP protocol is usually used for sending real-time 
data.  On  the  contrary  TCP  is  usually  used  for 
transferring  static  3D  data,  because  it  is  reliable 
stream protocol. When users of ASVR want to edit 
shared  geometry  and  topology of  3D objects,  then 
partial reliability as well as low latency is required. 
It  will  be proved that  any transport  protocols as is 
can not meet those needs.  It will be shown that new 
Verse protocol can effectively meet both needs.
2. CONDITIONS OF EXPERIMENTS
A special client-server application was developed for 
testing all above network protocols (Fig. 9). Network 
protocols were tested in real network environments, 
but  comparison  of  protocols  required  different 
approach.
It  was  necessary  to  set  exact  parameters  of  link 
between  client  and  server  applications  for  tested 
protocols. For this reason the server application run 
on virtualized Linux operating system and the client 
application  run  on  host.  Virtual  link  between  host 
and virtualized OS was modified with Linux traffic 
Permission to make digital  or  hard copies  of  all  or 
part  of  this  work  for  personal  or  classroom  use  is 
granted without fee provided that copies are not made 
or distributed for profit or commercial advantage and 
that copies bear this notice and the full citation on the 
first page. To copy otherwise, or republish, to post on 
servers  or  to  redistribute  to  lists,  requires  prior 
specific permission and/or a fee.
Figure 1. Each operating system had TBF engress 
qdisc and Netem ingress qdisc. Connection of 
Netem and TBF qdisc allowed to simulate real 
network conditions.
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control  to  simulate  real  network  conditions  .  The 
Netem [Hem05] queueing disciple (qdisc) was used 
for setting delay and delay jitter. The TBF qdisc was 
used for setting limited bandwidth. It is important to 
note,  that  unmodified  link  between  host  and 
virtualized OS had delay 0.5 ms and average delay 
jitter  was 0.03 ms. Configured values  of  delay and 
delay  jitter  were  10  times  higher  than values  on 
unmodified  link.   This  delay  simulated  local  are 
network.  The  bandwidth  of  the  link  was  limited 
using TBF qdisc to 256 kb/s. The MTU of link was 
1500 B.
3. METHODS OF EXPERIMENTS
Particle system was used to simulate wide range of 
users  working with 3D data.  Two particle  systems 
were  pre-generated.  The particle  system containing 
100 particles was used for testing network protocols 
at modified virtual link, because it generated decent 
traffic  and visualization.  The particles  system with 
1000  particles  was  tested  in  real  network 
environment.  The  particle  system  is  simple 
simulation of bouncing balls, but it is assumed that 
movement  of  particles  simulates  some  type  of 
unpredictable  movement  and  thus  only  position  of 
particles was sent through network. Graph at Fig. 2 
shows time slope of particles in scene. 
The particle systems were generated with 25 frames 
per  second  (FPS).  The  illusion  of  slow  motion 
depends on many factors (resolution, distance of user 
from the screen, etc.). In the worst case this illusion 
is broken, when delay of received particle is longer 
then 40 ms. Such particle is visualized as problematic 
delay.
The main communication between client and server 
is started by client application by a request to send 
particles. When server receives client request, then it 
starts to send positions of all moving particles every 
40  milliseconds  back  to  the  client.  The  PMTU  is 
used  during  this  simple  handshake  to  discover 
maximal size of packet. The position of each moving 
particle is added to the packet in a simple message 
containing particle  id,  frame number and vector of 
position. When there are no other particles that could 
be added to the packet or packet is full, then packet 
is send to the client.  The client  application tries to 
receive  packets  with  positions  of  particles  and  it 
visualizes  differences  between  received  and  pre-
generated  particle  system.  First  10  received  blind 
packets are used to compute average delay between 
client and server before real data transfer. 
4. TESTING OF TRANSPORT 
NETWORK PROTOCOLS
UDP and TCP
UDP [Pos80] was the first  tested protocol.  UDP is 
unreliable datagram protocol widely used in gaming 
applications  for  its  low  latency.  UDP  is  not 
congestion  aware  and  generated  traffic  can  cause 
congestion  collapse.  We  can  see  at  Fig 4  that 
particles  transported  with  UDP  had  low  delays 
except  the  period,  when  congestion  occurred. 
Average delay was bigger  than 40 milliseconds and 
packet  loss  was  visually  noticeable  during 
connection. On the other hand tests proved that using 
pure UDP in ASVR is not feasible, because lost data 
are not resent and it leads to inconsistency of shared 
data  in  ASVR.  UDP  protocol  could  be  used  for 
ASVR,  but  re-sending  of  lost  packets  has  to  be 
solved at the application layer. 
Contrary TCP protocol [Pos81] is not widely used in 
gaming applications, because of the consequences of 
its reliability mechanism. When one single packet is 
lost,  then  proceeding  of  all  following  packets  is 
blocked until the lost packet is resent as we can see 
at  Fig 5.  Such  behavior  lead  to  a  sudden  stop  of 
motion and high delay up to 1 second. Tests of TCP 
protocol proved that using TCP  in ASVR is possible 
only in situations where bandwidth is bigger than the 
highest  generated  bitrate,  there  are  no  other 
concurrent  transmission  and  RTT  is  much  smaller 
than 1/FPS.  It  is  usually  not  possible  to  guarantee 
such  conditions  in  real  networks  and  thus  re-
transmission of lost data leads to very big delays. 
   Al-Regib and Altunbasak proved in [ARA04], that 
combination  of  UDP  and  TCP  connection  can  be 
effectively used for streaming of large 3D data sets. 
This approach can be also used in ASVR for loading 
large  data  sets,  but  it  does  not  solve  all  specific 
problems  of  ASVR,  where  many  users  share  the 
same 3D data set.
We can see at Fig. 4 and Fig. 5 that tests of UDP and 
TCP  protocols  on  real  network  produced  similar 
results as tests at modified virtual link.
SCTP
SCTP [Ste07] is a modern message based transport 
protocol.  It  can  act  as  reliable  or  partially  reliable 
protocol.  SCTP  does  not  provide  reliable  order 
delivery,  because  it  is  based  on  message.  When 
reliable  variant  of  SCTP is  used,  then  there  is  no 
need  to  wait  for  re-transmission  of  previous  lost 
packets.  This  feature  could  be  considered  as  great 
Figure 2. Time slope of particles in scene. 
Duration of pre-generated particle system was 8 
seconds using 25 frames per seconds (FPS).
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benefit for ASVR, because there is smaller average 
delay  of  received  particles.  On the  other  hand this 
caused flickering of received particles. Someone can 
argue  that  this is  visually  more  confusing  than big 
delays  of  TCP.  Flickering  could  be  theoretically 
removed by adding a time stamp to each message, 
but  re-transmission  of  obsolete  particle  position  is 
not  effective  approach.  Every  re-transmission  of 
obsolete  particle  position  makes  congestion  worse. 
We can see at Fig. 6 that average delay of reliable 
variant of SCTP is bigger than average delay of TCP.
Partial reliable variant of SCTP can specify time to 
live  (TTL)  of  each  message.  It  means  that  sender 
tries  to  re-transmit  lost  message  only for  specified 
time.  When  the  TTL  of  message  is  reached,  then 
unsent message is dropped. Partially reliable variant 
of  SCTP  removed  flickering  of  received  particles, 
when TTL was smaller then 0.5/FPS, but important 
feature of reliability was lost. Using partially reliable 
variant of SCTP in ASVR is not acceptable for the 
same reason as  pure  UDP protocol.  The results  of 
tests  (Fig. 7)  gave  similar  result  as  test  of  UDP 
protocol.
DCCP
DCCP [KHF06]  is  a congestion friendly unreliable 
datagram  protocol.  Congestion  control  of  DCCP 
protocol  should  be  better  than congestion  control 
implemented  at  application  layer  on  top  of  UDP, 
because  DCCP can  send  ECN capable  packet  that 
helps to detect congestion without dropping packets. 
Tests of DCCP protocol proved that implementation 
of this protocol in Linux is not ready yet for practical 
deployment.  When  some  error  occurs  (e.g.  many 
packets loss), then memory of machine can go out of 
the limit [LF09]. Thus results of DCCP test were not 
comparable with tests of other transport protocols.
5. VERSE PROTOCOL
All  tested  transport  protocol  failed  in  some  way. 
Unreliable  or  partially  reliable  protocols  do  not 
resend lost packets. Reliable protocols try to resend 
all lost data and it causes high delays. Verse protocol 
uses  different  approach,  because  it  tries  to  resend 
only actual data and obsolete data are dropped.
Verse  protocol  [BSS06]  [SB07]  is  an  application 
protocol designed for sharing 3D data in ASVR. It 
uses  UDP protocol  as  a  transport  layer.  UDP it  is 
widely  used  datagram  protocol  and  it  allows 
implementation of own effective resend mechanism 
at application layer.
Principles of Verse Protocol
The Verse protocol uses client-server architecture. It 
means  the  Verse  server  holds  data  and  distributes 
changes  of  shared  data  between  connected  clients. 
For  example,  when  a  client  sends  a  message 
containing new position of the object to the server, 
then server changes local position of the object and 
re-transmits  this  change  to  all  clients  interested  in 
this  object.  From  this  point  of  view  the  Verse 
protocol  behaves  like  a  network  protocol  used  in 
gaming applications [WCC+09]. The Verse protocol 
allows much more. Applications can share not only 
the  object  transformations  but  also  geometry  and 
topology  of  objects,  materials,  textures,  UV 
coordinates etc. On the other side, the Verse protocol 
does not allow to use multicast connections because 
each client is interested in different set of objects. 
Resend Mechanism of Verse Protocol
Basic  principles  of  resend  mechanism  will  be 
described on the example (Figure. 3). It is assumed, 
that  the  Verse  packet  with  ID  =  31  contained 
information about object  position.  This  packet  was 
sent  from the  sender  to  the  receiver.  The  receiver 
received  this  packet  and  sent  the  acknowledgment 
packet back to the sender. The sender could be client 
and receiver could be server and vice versa.
After a while the sender sent new packet. This packet 
had  ID  =  32  and  contained  new  position  of  the 
object.  This packet was lost.  The receiver  detected 
this loss, when the packet with ID = 33 was received, 
because the receiver expected packet with ID = 32. 
After  this,  the  receiver  sent  acknowledgment 
containing information about reception of packet 33 
and  loss  of  the  packet  32.  The  next  method  of 
detection of packet loss is detection by sender using 
timeouts.
Let's assume, that this acknowledgment was received 
by  the  sender.  How  the  sender  processed  this 
acknowledgment? If the sender resent content of the 
lost  packet  32,  then  the  receiver  would  receive 
obsolete position of the object and it would lead to 
inconsistency of shared data.  On the other side the 
lost packet could contain some useful and still valid 
information (for example, information about position 
Figure 3. Example of simplified Verse resend 
mechanism. Each packet sent from the sender has 
unique ID and it contains position of sphere 
object. Acknowledgment packet sent from the 
receiver to the sender contains positive or 
negative acknowledgment of received packet.
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of some other object, command to delete an object 
etc.).  Therefor  sender  must  pick non-obsolete  data 
from lost packet and pack them to a new packet.
It is important to note, that the most of packet loss is 
caused  by  congestion  in  the  network.  Because 
network  equipments  try  to  use  fair  scheduling  for 
data  flows,  then  most  of  congestion  is  caused  by 
traffic from the sender. Thus most of the packet loss 
could be effectively detected by methods described 
above.
If  packet  loss  was  detected  only  by  sender  using 
timeout,  then  this  behavior  would  lead  to  high 
delays.  Let's  consider  that  retransmission  timeout 
interval  (RTO)  is  computed  using  the  following 
formulas.  Smoothed RTT (SRTT) is computed with:
⋅RTT1−⋅SRTTSRTT (1)
where RTT is round trip time measurement from the 
most  recently  acknowledged  payload  packet.  The 
RTO is then:
RTO=⋅SRTT (2)
Suggested value of constant  α is 0.9 and suggested 
value of constant  β is 2. RTT of packet could be in 
range of 1-100 ms in real  network environment.  If 
SRTT is 10 ms,  then not-lost packets are delivered 
with average delay 5 ms and lost  packet  would be 
delivered  with  average  delay  25 ms.  Proposed 
approach  used  in  Verse  protocol  allows  to  deliver 
lost packet with average delay 15 ms. If 3D scene is 
visualized  with  60  FPS,  then  delay  between  two 
frames is 16.7 ms. It is obvious, that Verse protocol 
has high chance to resend lost packet just in time.
If TCP was used on transport layer, then the packet 
loss  would  be  solved  very  ineffectively  from  our 
point  of  view.  If  the  packet  34  was  lost,  then 
processing  of  all  following  packets  would  be 
suspended until  content  of the packet 34 would be 
delivered.  Such  behavior  had  negative  effect  on 
fluency  of  particle  movements  in  tests  of  TCP 
protocol.
The real  Verse  protocol  is  more  complicated,  then 
example  described  above.  Verse  uses  two types of 
packets.  Payload  packets  contain  payload  data. 
Acknowledgment packets contain acknowledgments 
of payloads packets.
Each payload packet has unique ID (Payload ID). A 
sender increments the counter of sent packets every 
time  it  sends  a  payload  packet.  When  the  counter 
reaches value 232 ,  then the counter is reset to zero 
value. 
When payload packet is received, then receiver sends 
an  acknowledgment  packet  to  the  sender.  This 
acknowledgment packet has unique ID (AckNak ID) 
and  it  contains  at  least  one  message  with  the 
acknowledgment  of  the  received  payload  packet. 
This  packet  could  contain  more  acknowledgment 
messages (will be described later). The uniqueness of 
AckNak ID is guaranteed by the same mechanism as 
in the case of Payload ID. The receiver should send 
at least one acknowledgment packet for two received 
payload  packets.  The  receiver  should  decrease  or 
increase the ratio of acknowledgment packets, when 
sender detects acknowledgment packet loss. Thus the 
sender  negotiate  the  ratio  of  acknowledgment 
packets.
Negative  acknowledgment  informs the  sender,  that 
one ore more packets were lost. The receiver detects 
packet  loss,  when  expects  receiving  of  payload 
packet with ID = N , but payload packet with ID > N 
is  received.  The  host  sends  an  acknowledgment 
packet containing all the ACK and NAK messages 
from  the  previous  acknowledgment  packets  and 
following sequence:
nak N  ,, nak  ID−1 , ack  ID (3)
When  delayed  packets  (considered  as  lost)  are 
received, then it is possible to process non-obsolete 
data from these packets, but it is easier to drop them.
Delivery  of  acknowledgment  packet  is  uncertain, 
because  an  unreliable  datagram  protocol  on  the 
transport  layer  is  used.  Therefore,  probability  of 
delivery of an acknowledge packet to other side must 
be  maximized.  All  the  ACK  and  NAK  messages 
from previous acknowledgment packets are added to 
further packets, including payload packets. It is clear, 
that adding the ACK and NAK messages to packets 
should  be  limited  somehow.  The  ACK  and  NAK 
messages could not be added to the packet infinitely, 
because traffic with low packet loss and high delay 
could  produce  long  sequence  of  ACK  and  NAK 
messages.  In this manner ACK and NAK messages 
would fill the whole packet in a short time.
To  avoid  infinite  increase  of  the  ACK  and  NAK 
messages, acknowledgment of acknowledgment has 
to be added to the Verse resend mechanism. The ID 
of the last acknowledged payload packet is added to 
the packet sent to the peer. This ID is called Ank ID. 
When the  receiver  receives  such  packet,  then  it  is 
necessary to send only ACK and NAK messages for 
payload  packets  greater  than Ank ID.  The  sender 
sends  packets  with  the  Ank ID  until  a  newer 
acknowledgment packet is received.
The next  mechanism of limiting sequence of ACK 
and NAK messages is compression of this sequence. 
Let's  consider the following sequence of ACK and 
NAK messages:
ack 31 , ack 32, nak 33 , nak 34 ,
nak 35 , ack 36 , ack 37 , ack 38 (4)
Such  sequence  could  be  split  into  the  several 
subsequences containing only ACK messages:
AckSeqi={ack0N i ,, ackniN ini} (5)
and NAK messages:
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NakSeqi={nak 0N i ,, nak niN ini} (6)
where ni+1 is the number of ACK or NAK messages 
in each subsequence.
Because  numbers  of  received  payload  packets  are 
constantly  increasing,  then  original  sequence  could 
be compressed to the following sequence:
ack 31 , nak 33, ack 36, ack 38 (7)
in general  m subsequences could be compressed to 
the following sequence:
ack0N 0 ,nak 0N1 , ack0N2 ,
, ack0 N m−1 , acknm−1Nm−1nm−1
(8)
It  is  necessary  to  send  an  empty  payload  packet 
every  2 seconds  to  the  receiver,  when  there  is  no 
payload data to send. It is used for computing current 
RTT.  Empty  payload packets  also work as  a  keep 
alive packets.  When the  host  does  not  receive  any 
packet  from  its  peer  during  30  seconds,  then  this 
connection is considered as closed. 
Tests of Verse protocol
The Verse protocol was tested in similar client-server 
application  where  transport  protocols  were  tested. 
The  Verse  server  run  again  on  virtualized  OS. 
Position of moving particles were sent to the Verse 
server from special Verse client running on the same 
virtualized  OS.  When  the  Verse  server  received 
positions  of  particles,  then  it  tried  to  send  these 
positions to the second Verse client running at host 
OS. The link between host and virtualized OS was 
modified  in  the  same  way  as  it  is  described  in 
section 2. We can see at Fig. 8 that average delay of 
Verse protocol was  comparable with average delay 
of UDP. The congestion was longer and delay was 
bigger than with UDP, because messages  containing 
position of particles  are not so simple as messages 
used for tests  of transport  protocols.  It  is  price for 
flexibility and partial reliability of Verse protocol.
6. RELATED WORK
Work of Terrence L. Disz et. al. [DPPS95] contains 
first  experiments  with  CAVE  to  CAVE 
communication. They proposed very ambitious plans 
of  object  sharing,  but  it  was  only  plan  and  this 
project was canceled. Chen-Chi Chet et. al. [WCC+ 
09] proposed Game Transport Protocol (GTP) with 4 
schemes  of  re-transmission,  but  every  type  of 
retransmission scheme can re-transmit whole packet. 
This approach is very similar to SCTP protocol and 
it’s inefficiency for ASVR was proved.   Harcsik et. 
al.  [HPG07]  tested  transport  protocol  and  its 
efficiency  for  network  games.  These  test  were 
specific for network games using thin streams – they 
consists of small packets sent at low packets rates.
7. CONCLUSION AND FUTURE 
WORK
Sharing  of  3D  data  over  lossy  networks  is  quite 
challenging problem. UDP, TCP, SCTP and DCCP 
transport  protocols  were  tested  and  compared  in 
special client-server  application.  It was proved that 
no transport protocol as is can guarantee low delays 
together  with  reliable  or  semi-reliable  transport. 
Basic  principles  of  new  Verse  protocol  were 
introduced.  This  protocol  was  also  tested  in  the 
client-server application. Proposed approach used in 
Verse  protocol  gave  significantly  better  results  for 
ASVR  than  simple  ad-hoc  solutions  based  on 
transport protocols, because Verse resend mechanism 
re-sends  only  actual  data  and  obsolete  data  are 
dropped.  New  Verse  protocol  allows  to  use 
compression  and  thus  further  minimize  congestion 
and delays.
Future  work  will  be  focused  on  design  and 
implementation  of  reliable  congestion  control  for 
datagram  transport  varying  packet  size  with  fixed 
sending  rate  of  packets.  Next  target  will  be 
implementation  of  prioritization,  queueing  and 
scheduling of data,  that are going to be sent to the 
receiver.  In  this  way  it  will  be  able  to  increase 
probability of delivering data with high priority.
8. ACKNOWLEDGMENTS
This research is realized under the state subsidy of 
the  Czech  Republic  within  the  research  and 
development  “Advanced Remediation Technologies 
and  Processes  Center”  1M0554  –  Program  of 
Research Centers  PP2-DP01 supported by Ministry 
of Education. I would like to thanks to Pavel Satrapa 
and David Kmoch for useful suggestions and careful 
reading of this paper. 
9. REFERENCES
[ARA04] Al-Regib,  G.  Altunbasak,  Y.  3TP:  3-D 
models  transport  protocol.  In  Web3D ’04: 
Proceedings of the ninth international conference 
on  3D  Web  technology,  pages  155–162,  New 
York, NY, USA, 2004. ACM. 
[DPPS95] Disz,  T.L.  Papka,  M.E.  Pellegrino,  M. 
Stevens,  R.  Sharing  Visualization  Experiences 
among  Remote  Virtual  Environments.  In 
International  Workshop  on  High  Performance 
Computing  for  Computer  Graphics  and 
Visualization,  pages  217–237.  Springer-Verlag, 
1995. 
[KHF06] Kohler,  E.  Handley,  M.  Floyd,  S. 
Designing  DCCP:  congestion  control  without 
reliability. In SIGCOMM ’06: Proceedings of the 
2006  conference  on  Applications,  technologies, 
architectures,  and  protocols  for  computer 
communications,  pages 27–38,  New York,  NY, 
USA, 2006. ACM.
WSCG 2011 Communication Papers 35
[KCJ07] Kempf,  J.,  Chander,  A.,  and  Jo,  M. 
Optimizing  avatar  environmental  update  in 
shared  virtual  reality  environments.  In 
Proceedings of the First International Conference 
on  Immersive  Telecommunications  (ICST, 
Brussels, Belgium, Belgium, 2007), ImmersCom 
’07,  ICST  (Institute  for  Computer  Sciences, 
Social-Informatics  and  Telecommunications 
Engineering), pp. 1–6.
[Hem05] Hemminger,  S.  Network  Emulation  with 
NetEm. In Linux Conf Au, April 2005.
[HPG07] Harcsik, S., Petlund, A., Griwodz, C., and 
Halvorsen,  P. Latency evaluation of networking  
mechanisms for game traffic.  In Proceedings of 
the 6th ACM SIGCOMM workshop on Network 
and system support for games (New York, NY,  
USA, 2007), NetGames ’07, ACM, pp. 129–134.
[Pos80] Postel, J. RFC 768: User Datagram Protocol, 
aug 1980.
[Pos81] Postel,  J.  RFC  793:  Transmission  Control 
Protocol,  sep  1981.  Updated  by  RFCs  1122, 
3168. 
[BSS06] Brink,  E.  Steenberg,  E.  Svenson,  G.  The 
Verse  Networked  3D  Graphics  Platform.  In 
SIGRAD  ’06:  Conference  proceedings:  The 
Annual  SIGRAD  conference:  Special  theme: 
Computer Games, pages44-48, Skövde, Sweden. 
2006.
[SB07] Steenberg,  E.  Brink,  E.  The  Verse 
Specification. http://verse.blender.org/, 2007.
[Ste07] Stewart,  R.  RFC  4960:  Stream  Control 
Transmission Protocol, sep 2007.
[WCC+09]  Wu,  C.C.  Chen,  K.T.  Chen,  C.M. 
Huang,  P.  and  Lei,  C.L.  On  the  challenge  and 
design  of  transport  protocols  for  MMORPGs. 
Multimedia Tools Appl., 45(1-3):7–32, 2009.
[LG09]  Linux Foundation.  Networking  ToDo List. 
http://www.linuxfoundation.org/collaborate/work
groups/networking/todo, 2009
Figure 4: Results of experiments with 1000 particles on real WAN network. The link had delay about 5 ms 
(delay jitter 1 ms) and the bandwidth was about 1900 kb/s.
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Figure 5: Test of UDP protocol proofed, that UDP had average delay quite low. Delay between two frames 
was 40 milliseconds (~25 FPS). Some of particles lost after 100 th frame has never been resend and this 
packet loss caused inconsistency of data between client and server.
Test of TCP protocol proofed, that this transport protocol is not feasible for ASVR. When generated 
traffic exceeded bandwidth, then delay of received particles grooved to 1 second.
Figure 6: Test of semi-reliable variant of SCTP protocol gave similar results as UDP protocol. Average 
delay was quite low, but lost packets were not resend and it caused inconsistency in data between server 
and client, when transmission of particles was finished.
Test of reliable variant of SCTP protocol. This protocol gave similar results as TCP protocol. When 
generated traffic exceeded bandwidth of the link between client and server, then  delay grooved up to 3 
seconds.
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Figure 7: Test of Verse protocol has bigger average delay, then UDP or semi-reliable variant of SCTP 
protocol, because Verse protocol has to transfer more data (header, acknowledgment commands, node 
commands, etc.). When transferring of particles was finished, then position of all particles was the same at 
the client and the server.
Figure 8: Screenshot of client visualizing delay of received particles. TCP protocol is used in 
this case. This screenshot was captured during congestion. Thus all received particles are 
delayed. Red points visualize current received positions and white points visualize expected 
positions of particles. Colored line between these two points visualize delay of received particle.
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ABSTRACT
Real-time video processing applications such as intruder detection system are now in demand and being developed. However, on
general purpose computers, it is difcult to guarantee that enough CPU resources can be surely be provided. We have proposed
a pseudo real-time video processing library RaVioli for solving this problem. RaVioli conceals two types of resolutions, frame
rate and the number of pixels, from programmers. This makes video and image processing programmings more intuitive, but the
performance may be lower by the abstraction overhead. To solve this problem, this paper proposes an improvement of RaVioli
for supporting GPU platforms. For using GPUs effectively, a deep knowledge about them has been required, and this would
have been a burden to programmers. The proposition on this paper provides an easy-to-use framework for developers. They can
benet from GPU without rewriting their RaVioli programs and get high performance video processing. The experiment results
with image/video processing programs show that the proposed method improves the performance about 151-fold/164-fold in
maximum against traditional RaVioli without rewriting programs, and about 30-fold/4-fold in maximum against a native C++
program.
Keywords
real-time video processing, programming paradigm, video processing library, CUDA
1 INTRODUCTION
The demand of the systems, which highly requires real-
time video processing, is rapidly increasing; such as
intruder detection systems, automatic vehicle collision
avoidance systems, and so on. It is also expected that
the performance improvement and the cost reduction
will promote real-time video processing on the general-
purpose computers and operating systems. In spite of
the advances, it is difcult to realize the real-time video
processing on general-purpose operating systems, be-
cause it should be run by constant time interval. The
main reason of the difculty is the uctuation in the
throughput of frame rate and in the amount of the avail-
able CPU resources.
To solve this problem, we have proposed a high-level
video processing library RaVioli (Resolution-Adaptable
Video and Image Operating Library) which guarantees
pseudo real-time processing on general-purpose system
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted with-
out fee provided that copies are not made or distributed for
prot or commercial advantage and that copies bear this no-
tice and the full citation on the rst page. To copy otherwise,
or republish, to post on servers or to redistribute to lists, re-
quires prior specic permission and/or a fee.
platforms. RaVioli can regulate the throughput rate by
automatically uctuating spacial resolution and frame
rate according to CPU usage and load. For such dy-
namical uctuation of the resolutions, a programming
fashion which is independent of the resolutions is re-
quired. RaVioli conceals two resolutions, the spacial
resolution of an image and the frame rate of a video
stream, from programmers for controlling the resolu-
tions automatically at run-time. It makes possible to
exclude the concept of resolutions, and developers can
write video processing programs more intuitively.
However, RaVioli causes the decline of processing
speed that comes from the abstraction overhead. Hence,
to solve this issue, this paper proposes an improvement
of RaVioli to support CUDA GPU platforms which are
ideally suited to multimedia processing. The proposi-
tion of this paper is the method to provide an easy-
to-use programming framework. Developers can im-
plement real-time video processing programs without
considering GPU architectures, and achieve high per-
formance video processing.
2 RESEARCH BACKGROUNDS
2.1 Related Works
For real-time video processor, adjusting the process-
ing load is very important. Nevertheless, writing mul-
tiple routines with different algorithms has been the
only solution for the load adjustment. One example
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Figure 1: Brief architecture of GPU
that has been proposed is the imprecise computation
model (ICM)[1, 2]. In this model, computation accu-
racy is varied corresponding to the given computation
time. With the condence-driven architecture, which
is based on the ICM, developers have to troublesomely
implement multiple routines with different algorithms
and different loads, and the condence-driven archi-
tecture selects suitable routine dynamically and empir-
ically among them.
VIGRA[3] and OpenCV[4, 5] are well-known video
processing libraries. They aim at high-level descriptiv-
ity of video processing. Adopting template techniques
similar to the C++ STL, VIGRA allows programmers
to easily adapt given components to their programs.
OpenCV provides many typical video processing algo-
rithms as C functions or C++ methods. However, ad-
justing computation load is difcult to be implemented
with these libraries.
The approach of a library RaVioli[6] is completely
different from these existing computation models or
video processing libraries. RaVioli allows program-
mers to be unaware of the existence of pixels and
frames through their video processing programming.
Concealing pixels and frames from programmers,
RaVioli can vary spacial/temporal resolutions and can
adjust processing load dynamically and automatically.
2.2 GPU and CUDA
A GPU (Graphics Processing Unit) is a specialized
microprocessor for image/video processing. It has wide
memory bandwidth and high processing performance.
A brief architecture of a GPU shipped by NVIDIA
Corp. is shown in Figure 1. Although GPUs are
different according to their generations and families,
they have a common architecture. There are dozens
of Streaming Multiprocessors (SM) in one GPU, and
for example in the GT200 series, each SM has eight
Streaming Processors (SP). The eight SPs in an SM
can run in SIMD (Single Instruction Multiple Data)
fashion. A GPU is a massively parallel multi-core
processor, for example, a GT200 series GPU has 30
SMs, and consequently has 240 SPs.
NVIDIA also provides CUDA (Compute Unied
Device Architecture)[7] for GPU programming. CUDA
is a parallel computing architecture for GPUs. CUDA
also includes compilers and libraries, and provides
APIs for GPU programming. Hence, developers
can easily access memories of the computational
units in GPUs using CUDA. GPUs can achieve high
performance by executing massively parallel threads
simultaneously. In the CUDA framework, a GPU
can execute 65535£ 65535£ 512 threads across all
SPs. CUDA organizes these threads into two levels
of units; Grid and Block. A Block is executed on an
SM, and the threads in a Block can be identied by
three-dimension indices (x;y;z). A set of Blocks is
called Grid, and the Blocks in a Grid can be identied
by two-dimension indices. How many threads are
associated to a Block and how many Blocks per Grid
are called as an execution conguration. Dening
an appropriate execution conguration is a key for
achieving good performance on GPU, but it is rather
difcult for ordinary programmers.
Hence, some frameworks are proposed for CUDA
programming. Baskaran et.al.[8] has proposed a trans-
lator for optimizing CUDA programs. It makes global
memory accesses effective. The compiler framework
optimizes afne loop nests based on a polyhedral com-
piler model. CUDA-lite[9] is another translator for
CUDA programs. It generates a optimized code which
uses appropriate GPU memories. Lee et.al.[10] has
also proposed a optimization framework for GPU pro-
grams. However when using these frameworks, devel-
opers should pay attention to parallelism, and should
add annotations or pragmas for getting efcient code.
On the other hand, since RaVioli hides loop iterations
from developers, essential parallelism or data depen-
dencies between iterations are easily found automati-
cally.
3 OVERVIEW OF RAVIOLI
3.1 Abstraction of Video Processing
RaVioli[6] proposes a new programming paradigm
with which programmers can write video processing
applications intuitively. RaVioli conceals spatial
resolution (pixel rate) and temporal resolution (frame
rate) of a video from programmers. We human beings
naturally have no concept of resolutions through our
visual recognition. For example, we can recognize
object motion in our view without any pixel or
frame. However, pixels and frames are indispensable
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for( x = 0; x < 640; x++ )
  for( y = 0; y < 480; y++ )
    new.pixel[x][y]
       = GrayScale( img.pixel[x][y] );
program
}
img
(a) Traditional program.
library
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img (capsulated)
img.procPix( GrayScale );
procPix
100%
100%
program
(b) Program with RaVioli.
Figure 2: Digital image processing.
for motion object detection programs on computer
systems.
For example, motion object detection programs are
sometimes implemented by using a block matching al-
gorithm, which searches the most similar block be-
tween current window and previous one. The similar-
ity between image windows will be calculated by SAD
(sum of absolute differences) or other alternative meth-
ods, and the methods should be implemented by cumu-
lative pixel value differences. Resolutions are delivered
from the requirement of quantitativeness on comput-
ers. Hence, programmers have to manage resolutions
in their programs although resolutions are not required
essentially for vision. In other words, the presence of
resolutions makes programs unintuitive.
Generally, loop iterations are heavily used in video
processing programs. When converting a color image
to grayscale, for example, each pixel will be converted
to grayscale in innermost iteration, and the process is
repeated for every pixels by loop nests as shown in
Figure 2(a). In RaVioli, an image is encapsulated in an
RV_Image instance, and this repeating process for all
pixels is done by RaVioli automatically, so program-
mers should only write a routine for one pixel as shown
in Figure 2(b). GrayScale() in Figure 2(b) is the rou-
tine dened by the programmer. What programmer
should do are dening function which processes one
pixel and passing the function to an image instance's
public method procPix(). The proxPix() is dened as a
higher-order method which applies a function passed as
its argument to all pixels one after another. This frame-
work allows programmers to be released from resolu-
tions and the number of iterations. Not only procPix(),
RaVioli also provides some higher-order methods for
several processing patterns; such as template matching,
k-neighbor processing, and so on. As same as images,
videos are also encapsulated in RV_Video instances in
RaVioli. Frames, the components of an RV_Video in-
stance, are concealed from developers. An RV_Video
instance also has several higher-order methods. Devel-
opers should only dene a component function, which
SS = 1 SS = 2 SS = 3
: pixels processed
SS: spacial stride
(a) Spacial resolution.
frames processed
ST = 1 ST = 2 ST = 3
ST: temporal stride
(b) Temporal resolution.
Figure 3: Resolution changes.
manages one frame, and pass the function to an appro-
priate higher-order method for video processing.
Pseudo real-time processing and parallelization are
also resolved by RaVioli. RaVioli conceals resolutions
from programmers, therefore RaVioli can easily vary
resolutions through real-time processing for load re-
duction. Moreover, the iteration unit is so distinct in
RaVioli programs that the programs can be automati-
cally data-parallelized. Sakurai et.al. have taken these
functions up in detail in [6].
3.2 Self-Adjustment of Computation
Load
RaVioli can dynamically vary video resolutions consid-
ering processing load. RaVioli periodically compares
the frame capturing interval and the processing time for
one frame. When the processing time becomes larger
than the capture interval, RaVioli considers it is over-
loaded and reduces resolutions. There are two reso-
lutions; spatial resolution and temporal resolution in
videos. Spatial resolution refers the number of pixels
contained in each frame, and temporal resolution refers
the frame rate. RaVioli applies component functions to
frames or pixels skipping on a certain stride in higher-
order methods mentioned above. Roughening resolu-
tions can be done by raising the stride value, and it
leads to decreasing the computation load. Figure 3(a)
shows which pixels are processed when special stride
increases, and Figure 3(b) shows which frames are pro-
cessed when temporal stride increases.
Priorities can be specied for telling RaVioli which
resolution (special or temporal) should be kept. In a
real-time video application, top priority will be given
to temporal resolution, and RaVioli reduces spatial res-
olution. In other applications such as face authentica-
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tion, top priority will be given to spatial resolution, and
RaVioli reduces temporal one. What should be done for
load adjustment is only specifying priorities.
The resolution priority is specied by a tuple of two
values (PS, PT) called a priority set. PS represents the
priority of spatial resolution, and PT the priority of tem-
poral resolution. When (PS, PT) = (3, 7) is specied,
the priority ratio of PS and PT is recognized as 3:7, and
RaVioli manages to keep spatial stride and temporal
stride in the ratio of 7:3. Therefore a video process-
ing application, which fullls the performance demand
and realizes real-time processing, can be easily imple-
mented.
This algorithm for reducing resolutions is very simple
and naive. However, this simplicity is very important.
Many complement algorithms such as bi-linear, hyper-
cubic, and so on are well known and they can be used.
However, notice that the function of changing resolu-
tions of RaVioli aims at reducing calculations. Adding
calculations for changing resolutions makes no sense.
An application written with RaVioli can achieve real-
time processing without any considerations. Some-
times the output will have low quality, but the appli-
cation does not lose realtimeness. Moreover, dening
priority set appropriately can control the inconvenience
from the quality loss.
4 CUDA SUPPORT FOR RAVIOLI
In this section, CUDA-supported RaVioli (RaVio-
li/CUDA) and a translator which converts traditional
RaVioli programs to programs for RaVioli/CUDA are
proposed.
4.1 Execution Model of Image Processing
with CUDA
Developers can use several memories of GPU with
CUDA. Each memory has different access speed and
size. For achieving high performance image process-
ing, developers should use as fast memory as possi-
ble. For using fast memories, data should be trans-
ferred frommain memory to GPUmemories. Consider-
ing these memories and execution congurations needs
deep knowledge and dexterity.
In this paper, we propose an extension of higher-order
methods of RaVioli which supports CUDA API. In-
voking these higher-order methods, developers can use
GPUs without considering GPU memories, execution
congurations and other troublesome steps. Figure 4
briey shows how a GrayScale() function will be ap-
plied to an image by invoking the extended higher-
order method cudaProcPix(). GrayScale() which is to
be passed to cudaProcPix() should be dened as a ker-
nel function. In CUDA, a kernel function species the
code to be executed by all threads in parallel.[7]
When cudaProcPix() is invoked with a component
function GrayScale(), RaVioli/CUDA allocates GPU
RV_Image
CPU GPU
RV_Image InImg;
// get Handle of GrayScale()
GetKernelHandle( &cuFunc,
                                “GrayScale” );
InImg.cudaProcPix( &cuFunc );
extern “C” __global__
void GrayScale( ... ){
  :
  // processing on 1 thread
  // monotonize 1 pixel
}
main.cpp (host) kernels.cu (device)
copy (input)
copy (result)
cudaProcPix()
Figure 4: Brief execution model of RaVioli/CUDA
memories and transfers image data from main mem-
ory to GPU memories. After that, an execution con-
guration is automatically dened according to the in-
put image, and GrayScale() is applied to the whole in-
put image. When completing the application, RaVio-
li/CUDA transfers the result to the main memory on
CPU and deallocates GPU memories. For each other
higher-order method of RaVioli, an associated CUDA-
supported method is dened.
4.2 Execution Model of Video Processing
with CUDA
As same as RV_Image class, CUDA-supported higher-
order methods for RV_Video class are also dened. The
methods for RV_Video not only conceals data transfer
between CPU and GPU, but also parallelize the data
transfer and kernel function execution automatically by
using CUDA stream.
In CUDA, the execution of a kernel function and the
data transfer between host (CPU) and device (GPU) can
be overlapped by using multiple CUDA streams. A
CUDA stream is dened as a sequence of CUDA op-
erations which are executed in-order. Multiple CUDA
streams can be declared and used simultaneously. Each
data transfer between host and device and each execu-
tion of kernel function can be assigned to one of the de-
ned CUDA streams. A host-device data transfer and
a kernel function execution on different CUDA streams
can be executed in parallel.
In RaVioli/CUDA, two CUDA streams are automati-
cally declared when an RV_Video is instantiated. When
a higher-order method of the RV_Video instance is in-
voked, each frame of the video is assigned to the two
CUDA streams alternately. The execution model is il-
lustrated in Figure 5.
First, the stream #1 transfer the frame #1 from host to
device. When the transfer completes, the stream #2 can
transfer the frame #2, and the stream #1 applies kernel
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Kernel func.
(frame #1)
Device -> Host
(frame #1)
Host -> Device
(frame #3)
Host -> Device
(frame #4)
Kernel func.
(frame #3)
Host -> Device
(frame #2)
Kernel func.
(frame #2)
Device -> Host
(frame #2)
Stream #1
Stream #2
time
Figure 5: Pipelining with CUDA streams.
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Translator
Object file
C++ Compiler
Figure 6: Compilation ow with translator.
function to the frame #1 simultaneously. Notice that the
stream #2 cannot transfer the frame #3 as soon as the re-
sult of the frame #1 is sent back to the host, because the
stream #2 will be send the result of the frame #2. This
brings a pipeline bubble. However, in the ideal case in
which every stage takes same latency, the throughput
raises 1.5-fold.
4.3 Translator and Code Conversion
As described above, RaVioli/CUDA can provide an
easy-to-use CUDA programming framework for devel-
opers. Higher-order methods of RaVioli/CUDA con-
ceal almost all steps for using CUDA such as device
handling, memory allocation, execution conguration,
and so on from developers. However, developers still
should modify their traditional RaVioli programs. For
example in Figure 4, the developer should get a han-
dler for a kernel function by calling GetKernelHan-
dler(), and rewrite the higher-order method procPix() to
the associated CUDA-supported higher-order function
cudaProcPix(). The component functions also should
be rewritten to kernel functions for being adapted to
CUDA-supported higher order methods. To dissolve
these troubles, a translator which converts traditional
RaVioli programs to RaVioli/CUDA programs is also
proposed in this paper. Figure 6 shows a compilation
ow with the translator.
Figure 7 shows an example program which converts
color images to grayscale. The translator converts such
programs to two program les; main.cpp for host
CPU and kernels.cu for GPU device. These pro-
1 int main(int argc, char¤ argv[]){
2 RV_Image image;
3 :
4 image.procPix( GrayScale );
5 :
6 }
7
8 void GrayScale(RV_Pixel p1){
9 int ave = ( (p1.getR()) + p1.getG() + p1.getB() ) / 3;
10 p1.setRGB( ave, ave, ave );
11 }
Figure 7: A simple grayscale program with traditional
RaVioli.
1 /¤ main.cpp ¤/
2 RV_CudaDevice device;
3 int main(int argc, char¤ argv[]){
4 RV_Image image;
5 :
6 device.RaCudaInit(); /¤ initialize device ¤/
7 CUfunction cuFunction;
8 device.GetKernelHundle( &cuFunction, "GrayScale" );
9 image.cudaProcPix( &cuFunction );
10 :
11 device.RaCudaExit(); /¤ nalize device ¤/
12 }
Figure 8: Main program translated from Figure 7.
1 /¤ kernels.cu ¤/
2 extern "C" __global__ void
3 GrayScale( RV_Pixel¤ idata, RV_Pixel¤ odata, int width, int height ){
4 int x = blockDim.x ¤ blockIdx.x + threadIdx.x;
5 int y = blockDim.y ¤ blockIdx.y + threadIdx.y;
6 RV_Pixel p1;
7 if( x < width && y < height ){
8 p1 = idata[ y ¤ width + x ];
9 int ave = ( p1.getR() + p1.getG() + p1.getB() ) / 3;
10 odata[y ¤ wid + x].setRGB( ave, ave, ave );
11 }
12 }
Figure 9: Kernel program translated from Figure 7.
gram les are compiled by C++ compiler and CUDA
compiler nvcc, and assembled to an executable. The
result of conversion is shown in Figure 8 and Figure 9.
In the main program, the invocation of procPix() in
Figure 7 is converted to cudaProcPix() in Figure 8. A
statement of GetKernelHandler() is added in main() for
getting a kernel handler for the component function
GrayScale(). RaCudaInit() and RaCudaExit() are func-
tions provided by RaVioli/CUDA for CUDA device ini-
tialization and nalization respectively.
On the other hand in the kernel program, the com-
ponent function GrayScale() is converted to a kernel
function. A kernel function expresses a process for one
thread. In Figure 9, the kernel function GrayScale() is
dened as it processes one pixel on one thread. The def-
inition of GrayScale() also makes continuous threads to
process continuous pixels by calculating indices. This
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is for coalesced access of CUDA memories. Mem-
ory accesses to global memory by continuous sixteen
threads in each Block can be issued in parallel by this
code conversion.
The translator searches higher-order method invoca-
tions through RaVioli programs, and generates associ-
ated code for RaVioli/CUDA with converting compo-
nent functions to kernel functions. In this simple exam-
ple program, there need no reduction operation for par-
allelization. However, in RaVioli programs, whether
reduction operations are required or not can be easily
detected, because any dependency between iterations
appears as an assignment to a global variable in the
component function.[6]
Enumerating translation rules in detail is left out for
want of space. There are additional functions of the
translator as follows.
Optimizing Data Transfers Many of video process-
ing programs consist of multiple stages, and the stages
can be pipelined. Since transferring data between CPU
and GPU on each stage of the pipeline is redundant, the
translator optimizes these data transfers. In the output
program converted by the translator, the data are trans-
ferred from CPU to GPU only once at the rst stage (i.e.
the rst invocation of a higher-order method), and the
result is transferred from GPU to CPU only once at the
last stage.
Using Page-Locked Memory With CUDA, two types
of CPU host memory are available. The one is heap
memory, and the other is page-locked host memory.
Page-locked host memory is mapped into the address
space of the GPU device, and can be accessed directly.
Moreover, data copy between page-locked host mem-
ory and GPU can be fast and asynchronous. The trans-
lator converts programs for using page-locked memory
automatically.
5 EVALUATION RESULTS
A CUDA extension for RaVioli and a translator de-
scribed in section 4 were implemented, and evaluated
with several image/video processing programs. The
evaluation environment is shown in Table 1.
5.1 Evaluation of Image Processing
We used three programs which are grayscale, emboss
lter and template matching for evaluating image pro-
cessing. The evaluation results are shown in Table 2. In
Table 2, Baseline denotes a program written in native
C++, RaVioli denotes a program with traditional RaVi-
oli and RaVioli/CUDA denotes a program with CUDA-
supported RaVioli described in this manuscript. The
size of the image which was used for grayscale and em-
boss lter was 512£512 pixels. For template matching,
the base image has 395£ 372 pixels and the template
image has 70£72 pixels.
OS Fedora9
CPU Core2Quad
Frequency 2.83GHz
Memory 3GB
GPU GeForce GTX280
Number of multiprocessors 30
Number of cores (SP) 240
CUDA version 2.2 (Driver API)
Compute capability 1.3
Compiler gcc
Compile options -O3
Table 1: Evaluation environment.
Workloads Baseline RaVioli RaVioli/
CUDA
Grayscale 0.83 2.89 1.21
Emboss lter 2.08 18.62 1.30
Templ. matching 1902.45 9512.69 62.62
Table 2: Execution time. (ms)
0% 20% 40% 60% 80% 100%
Grayscale
Emboss filter
Template matching
GPU memory allocation
Data tranx from Host to GPU
Kernel function
Data tranx from GPU to Host
GPU memory deallocation
Figure 10: Breakdown of processing time with RaVio-
li/CUDA
As we can see in Table 2, RaVioli/CUDA achieves
performance gains of 2.3-fold, 14.2-fold and 151.8-fold
on grayscale, emboss lter and template matching re-
spectively, against traditional RaVioli without rewrit-
ing programs. Typically on template matching, RaVi-
oli/CUDA also achieves about 30-fold speedup against
Baseline.
Nevertheless, the performance of RaVioli/CUDA on
grayscale is still inferior to Baseline. Hence, the break-
down of processing time with RaVioli/CUDA was also
evaluated. The result is shown in Figure 10. As we can
see in Figure 10, the kernel function execution domi-
nates the whole execution time on the template match-
ing program, and the parallelization on GPU brings a
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good result. On the other hand, the kernel function exe-
cution accounts for about only 4% of total execution on
the grayscale program, and the data transfer overheads
between host CPU and GPU device are dominant. This
should prevent performance gain on the grayscale pro-
gram. However, a program with small kernel function
does not bring large latency and will not cause a prob-
lem on real-time video processing essentially.
5.2 Evaluation of Video Processing
The performance of video processing with RaVio-
li/CUDA was also evaluated. We have evaluated four
models with an edge detection program. Roughly
speaking, the edge detection processing consists of
three stages; converts input frames to grayscale,
binarize it, and detects object edges. The results of
processing time for ten frames are shown in Figure 11.
RaVioli/CUDA achieved about 90-fold speedup
against traditional RaVioli without rewriting program,
and over 2-fold speedup against the baseline program.
Furthermore, RaVioli/CUDA with CUDA stream
achieved 164-fold speedup against traditional RaVioli,
and about 4-fold speedup against the baseline. As we
can see in the breakdown of the third bar, the latency
of data transfer is longer than the latency of kernel
function execution. However, the result overcomes
the ideal 1.5-fold speedup mentioned in Chap. 4.2.
This can be explained by additional functions of the
translator mentioned in Chap. 4.3.
As a result, RaVioli/CUDA provides a high-level
programming framework for developers. Developers
can use GPU without any knowledge and consider-
ation, and can achieve high performance by using
RaVioli/CUDA. On expensive programs, GPU abilities
can be easily brought out by RaVioli/CUDA, and on
lightweight programs, RaVioli/CUDA can limit the
abstraction overhead of RaVioli effectively.
6 CONCLUSIONS
In this paper, we have proposed an improvement
of RaVioli for supporting CUDA GPU platforms.
RaVioli is a pseudo real-time video processing library
which conceals spacial/temporal resolutions from
programmers and changes resolutions automatically
for adapting to currently available CPU resource.
RaVioli/CUDA not only allows developers to be free
from considering GPU architectures, but also easily
brings out the performance in GPU devices.
The evaluations with several image and video
processing programs have been conducted. The
results with image processing programs have shown
that RaVioli/CUDA achieves 151-fold speedup in
maximum against traditional RaVioli without rewriting
programs, and also achieves about 30-fold speedup
against native C++ programs. The results with a
video processing program of edge detection has shown
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Figure 11: Evaluation of Video Processing.
that RaVioi/CUDA achieves about 164-fold speedup
against traditional RaVioli and about 4-fold speedup
against a native C++ program.
Possible improvement of this study is modifying ex-
ecution conguration appropriately and dynamically.
This can make kernel functions to run more effectively.
Now, RaVioli has good writeability, and many pro-
grams such as edge detection, circle detection, hough
transform, and so on can be written with RaVioli. How-
ever, image reconstruction and frequency processing
are hard to be written with RaVioli at the moment. We
should examine some new higher-order methods for
them. Designing a new video programming language
which cooperates with RaVioli is also left for our fu-
ture work.
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APPENDIX
Another example of code conversion by the translator is
shown in this appendix. Figure 12 is a template match-
ing programwritten with traditional RaVioli. The codes
shown in Figure 13, Figure 14 and Figure 15 are gener-
ated by the translator from the code in Figure 12.
1 RV_Image tp_image;
2 RV_Coord start;
3 RV_Coord end;
4 int sad;
5
6 void SAD(RV_Pixel p1, RV_Pixel p2){
7 int abs = p1.absDiff(p2);
8 sad += abs;
9 }
10
11 void TPmatching(RV_Image imageSmall,
12 RV_Coord startNow, RV_Coord endNow){
13 sad = 0;
14 int min = INT_MAX;
15 imageSmall.procImgComp(SAD, tp_image);
16 if(min > sad){
17 min = sad;
18 start = startNow;
19 end = endNow;
20 }
21 }
22
23 int main(int argc,char¤ argv[]){
24 RV_Image¤ input_image = new RV_Image(argv[1]);
25 RV_Image¤ output_image = new RV_Image(argv[1]);
26 tp_image = new RV_Image(argv[2]);
27 input_image¡>procBox(TPmatching,
28 input_tp¡>getStartCoord(),
29 input_tp¡>getEndCoord());
30 output_image¡>writeRect(start,end);
31 return 0;
32 }
Figure 12: A template matching program with tradi-
tional RaVioli.
The component function SAD() is converted to the
SAD() in Figure 14, and the component function TP-
1 /¤ main.cpp ¤/
2
3 #include "ravioli.h"
4 #include "cutil.h"
5
6 RV_Cuda device;
7
8 CUtexref cuTexTPref; // texture reference for template image
9 CUarray d_TPimage;
10 int3 result;
11
12 void TPmatching(RV_Image¤ image){
13 CUfunction cuFunction;
14 CUfunction cuFunction2;
15 device.GetKernelHundle(&cuFunction, "TPmatching_kernel");
16 device.GetKernelHundle(&cuFunction2, "reduction_kernel");
17 cuParamSetTexRef(cuFunction,
18 CU_PARAM_TR_DEFAULT,
19 cuTexTPref);
20 result = image¡>cudaProcBox(&cuFunction,
21 tp_image¡>Width,
22 tp_image¡>Height,
23 &cuFunction2);
24 }
25
26 int main(int argc, char¤ argv[]){
27 RV_Image¤ input_image = new RV_Image(argv[1]);
28 RV_Image¤ tp_image = new RV_Image(argv[2]);
29
30 device.RaCudaInit();
31 device.GetTexrefHundle(&cuTexTPref,"texTP");
32
33 tp_image¡>TexRefSetImage(&d_TPimage, &cuTexTPref);
34 TPmatching(input_image);
35 cutilDrvSafeCall(cuArrayDestroy(d_TPimage));
36 image¡>writerect(result.x,result.y);
37
38 device.RaCudaExit();
39 return 0;
40 }
Figure 13: Main program translated from Figure 12.
matching() is Figure 13 and TPmatching_kernel() in
Figure 13.
First, the translator nds the invocation of procBox()
at line 27 in Figure 12, and tries to translate the compo-
nent function TPmatching(). The procBox() is one of
the higher-order methods of RV_Image instance, and it
is for appling a component function repeatedly inside a
certain box dened by two coord arguments.
In the main program shown in Figure 13, TPmatch-
ing() is dened. It gets kernel hundlers for kernel func-
tions, sets up texture reference, and passes kernel func-
tions to the higher-order method cudaProcBox(), which
is the CUDA-supported version of proxBox().
TPmatching() in Figure 13 is only a wrapper func-
tion, and the essence of TPmatching() is translated to
TPmatching_kernel() in Figure 14. It calculates sum
of absolute differences by calling the function SAD().
Now, SAD() is called from device code. Hence, __de-
vice__ qualier is added to SAD().
Thread-local results are stored in the data4reduction[]
array. In Figure 12, the variable sad is dened as a
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1 /¤ kernel.cu (module) ¤/
2
3 texture<int, 2, cudaReadModeElementType> texTP;
4 __device__ int SAD(int¤ idata, int wid, int hei,
5 int widBox, int heiBox, int x, int y){
6 int sad = 0;
7 int p1, p2;
8 for(int j = 0; j < heiBox; j++){
9 for(int i = 0; i < widBox; i++){
10 p1 = idata[ (y + j) ¤ w + (x + i) ];
11 p2 = tex2D(texTP, i, j);
12 int abs = absDiff(p1, p2);
13 sad += abs;
14 }
15 }
16 return sad;
17 }
18
19 extern "C"
20 __global__ void
21 TPmatching_kernel(int¤ idata, int4¤ data4reduction,
22 int wid, int hei, int widBox, int heiBox){
23 int x = blockDim.x ¤ blockIdx.x + threadIdx.x;
24 int y = blockDim.y ¤ blockIdx.y + threadIdx.y;
25 int incX = gridDim.x ¤ blockDim.x;
26 int incY = gridDim.y ¤ blockDim.y;
27 int sad;
28 int min = INT_MAX;
29 for(int j = y; j < (hei ¡ heiTP); j += incY){
30 for(int i = x; i < (wid ¡ widBox); i += incX){
31 sad = SAD(idata, wid, hei, widBox, heiTP, i, j);
32 if(sad < min){
33 data4reduction[y ¤ 256 + x].z = sad;
34 data4reduction[y ¤ 256 + x].x = i;
35 data4reduction[y ¤ 256 + x].y = j;
36 }
37 }
38 }
39 }
Figure 14: Kernel module program translated from
Figure 12.
global variable and overwritten in the component func-
tion TPmatching(). This lets the translator know that
there needs a reduction operation for the variable sad.
Hence, the code for reduction shown in Figure 15 is
also generated.
The code in Figure 15 reduces the thread-local re-
sults. Gathering the data over threads on shared mem-
ory in each Block, the minimum value and its coordi-
nation is settled, and the process is repeated over all
Blocks by for loop.
The code through the line 19 to 29 in Figure 15, six-
teen threads in each Block access continuous addresses
in shared memory. Hence, bank conict and Warp di-
vergence can be avoided.
1 /¤ reduction code ¤/
2
3 extern "C"
4 __global__ void
5
6 reduction_kernel(int4¤ data4reduction, int4¤ g_odata){
7 __shared__ int sdatax[256];
8 __shared__ int sdatay[256];
9 __shared__ int sdataz[256];
10
11 // from Global Memory to Shared Memory
12 unsigned int tid = threadIdx.x;
13 unsigned int i = blockIdx.x ¤ blockDim.x + threadIdx.x;
14 sdatax[tid] = data4reduction[i].x;
15 sdatay[tid] = data4reduction[i].y;
16 sdataz[tid] = data4reduction[i].z;
17 __syncthreads();
18
19 // reduction operations on Shared Memory
20 for(unsigned int s = blockDim.x / 2; s > 0;s >>= 1){
21 if(tid < s){
22 if(sdataz[tid] > sdataz[tid + s]){
23 sdatax[tid] = sdatax[tid + s];
24 sdatay[tid] = sdatay[tid + s];
25 sdataz[tid] = sdataz[tid + s];
26 }
27 }
28 __syncthreads();
29 }
30
31 if(tid == 0){
32 g_odata[blockIdx.x].x = sdatax[0];
33 g_odata[blockIdx.x].y = sdatay[0];
34 g_odata[blockIdx.x].z = sdataz[0];
35 }
36 }
Figure 15: Reduction operations generated from
Figure 12.
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ABSTRACT 
We present a novel approach to improving volume rendering by using synthesized textures in combination with 
a custom transfer function.  
First, we use existing knowledge to synthesize anisotropic solid textures to fit our volumetric data. As input to 
the synthesis method, we acquire high quality images using a 12.1 megapixel camera. 
Next, we extend the volume rendering pipeline by creating a transfer function which yields not only color and 
opacity from the input intensity, but also texture coordinates for our synthesized 3D texture. Thus, we add 
texture to the volume rendered images. This method is applied to a high quality visualization of a pig carcass, 
where samples of meat, bone, and fat have been used to produce the anisotropic 3D textures. 
Keywords 
Volumetric Rendering, Texture Synthesis, Transfer function. 
1. INTRODUCTION 
The use of volumetric data is becoming increasingly 
common within research fields such as medical 
visualization, food production and graphics. This 
data is also ever increasing in size as the scanners 
providing the data, e.g. CT, MRI, and ultrasound 
scanners, are improving and thus able to provide 
higher resolutions. Increased precision and more 
detail is a natural evolution as having too much 
information, is somewhat of a luxury problem. 
When concerned with rendering volumetric data in 
real time, two issues persist. Firstly, the features that 
we would like to visualize might be on a finer scale 
than the voxels, despite the ever increasing amount of 
volume data.  In our case, we visualize pig meat, and 
the variation in the texture of pig meat is on a finer 
scale than the resolution of our CT scan. Moreover, 
the voxels in our CT scanned data are stretched ten 
times along one axis. This problem is compounded 
by a second issue which is the fact that the CT 
intensities represent material density, which is not 
directly related to the appearance of the underlying 
tissue. 
We present a novel approach which aims to alleviate 
both issues. With prior knowledge about the type of 
volumetric data we wish to visualize, we synthesize 
an anisotropic 3D texture which is applied to the 
volume data via a customized transfer function. 
Using this transfer function, we map the CT 
intensities to a high resolution solid pig meat texture 
which gives a qualitatively far better representation 
of the meat than any single color. Moreover, the solid 
texture texels are not stretched. 
Solid textures are an ideal fit when rendering 
volumetric data. In almost all cases, there is an 
interest in rendering what is beneath the surface or 
subdividing the data to expose some deeper layer. 
Since a solid texture shares the same number of 
dimensions as common volume data, its application 
is relatively straightforward. 
2. Related Work 
The focus of this paper can be divided into solid 
texture synthesis, and the application thereof in 
volumetric rendering. 
Solid Texture Synthesis 
Considerable work has been done within the field of 
texture synthesis, from parametric methods [HB95] 
to non-parametric methods [DB97, Har01], as well as 
alternative approaches [WL00]. Most texture 
synthesis algorithms use a sample texture as input, 
referred to from here on as exemplar. This exemplar 
forms the basis for either a parametric model, which 
synthesizes a new texture based on modeled 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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parameters, or for a non-parametric algorithm, which 
reuses elements from the exemplar and recombines 
these to create a new, yet similar, texture. 
Solid texture synthesis has been pioneered and 
expanded upon within the past two decades. Several 
methods, both parametric [GD95] and non-
parametric [Wei02], as well as alternate approaches 
[JDR04], have been presented. 
A recent texture synthesis method, which we use to 
create our anisotropic textures, is called texture 
optimization [KEBK05, KFCO+07]. This method 
iteratively improves the texture as a whole, making 
each modification smaller and more refined. 
Volumetric Transfer Function 
Volume rendering [DCH88] has come a long way. 
Most applications today make use of graphics 
hardware to improve performance [CN94]. The field 
has seen a dramatic increase of research into all kinds 
of visualization techniques involving volumetric 
data. Most volumetric data originates from either 
computed tomography or magnetic resonance scans, 
which do not yield a direct mapping to appearance 
attributes (i.e. color and texture of the scanned 
tissue). An obvious field of research is therefore to 
provide proper color and texture to this otherwise 
appearance deficient data. The visible human project 
is one such example, where a male and female body 
has been scanned, and subsequently cut and 
photographed to obtain the correlation between 
density and appearance. One method with which to 
color the data, is the use of a transfer function 
[HKRs+06a]. 
Many methods for creating transfer functions exist. 
From a simple pre-defined function capable of 
transforming between two number domains, to a user 
defined transfer function allowing for iterative 
refinement through user input [CS07]. In most cases, 
user input is desirable since the transfer function is 
often used as a tool to highlight or hide specific 
features in the volume data. 
Other approaches include Dong and Clapworthy 
[DC05], who use 2D input exemplars to apply and 
synthesize texture to a volumetric volume 
simultaneously. By analyzing the orientation of each 
voxel in the volume data a patch based synthesis 
strategy is applied to apply and expand the 2D 
exemplar to the volume. 
Lu et al. [LEQ+07] expand upon an existing 2D 
synthesis algorithm to create a flexible system for 
volume illustration. By extending the concept of 
Wang Cubes into the third dimension Lu et al. create 
a tileable solid texture set.  
Manke and Wünsche [MW09] provide a formal 
framework for applying solid textures to a volume, 
similar to the work in this paper. They also present 
methods for dealing with discontinuous mapping. In 
contrast to this paper, however they do not touch 
upon the scaling or periodicity issues of applying a 
repeating solid textures to a volume. 
In this paper, we use a simple, piecewise constant 
transfer function which maps voxel intensities to 
entire texture volumes, similar to Manke and 
Wünsche [MW09]. Subsequently, the color values at 
the given position in the volume are obtained by 
lookup in these texture volumes. The voxel density is 
used as an indicator for opacity. The textures are 
applied in a multi-scale fashion to minimize the 
periodicity, which is further described in Section 6. 
3. Overview 
It has been our overall goal is to improve the 
visualization of CT scanned data. By applying a solid 
texture to the data via a transfer function, we are able 
to increase the visual detail at a minor cost to the 
computations required. 
We employ the texture optimization method 
presented by Kopf et al. [KFCO+07], to synthesize 
our anisotropic textures. There is a large overlap with 
our description and [KFCO+07]. This is partly to 
highlight particular details of our implementation and 
partly to make the present paper more self-contained. 
Unfortunately, the aforementioned texture synthesis 
method does a poor job of synthesizing textures with 
only low frequency features. This leads to some 
muscle textures being comparable to base noise 
textures with similar colors.  
Due to computational limitations, synthesizing solids 
larger than 128x128x128 is not feasible. This 
presents a number of scale and periodicity issues 
which we explore in sections 6 and 7. In short, we 
apply the synthesized texture in multiple scales to 
allow for fine and rough effects. We still make use of 
the CT data to add additional rough detail. 
The results of these iterative improvements are 
compared and discussed, also in section 7. 
4. Solid Texture Synthesis 
As previously explained, texture optimization is an 
iterative method where the difference between the 
input exemplar and the synthesized solid is 
minimized. The difference is measured by a global 
texture energy function which compares fixed sized 
8x8 2D neighborhoods. For now, let us assume that 
each voxel/texel defines its own neighborhood. We 
define a simplified global texture energy function, 
similar to the one by Kopf et al. [KFCO+07]. 
, =  
, − ,


. 
Equation 1: Global Energy Function. 
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The neighborhoods in the synthesized solid and input 
exemplar(s), are denoted by  and 
The total number of number of neighborhoods from 
the synthesized solid () is denoted 
vectorized neighborhood in the solid is denoted
and its closest match (in  norm)
exemplar(s), is denoted by ,
 = 0.8 makes the function more robust against 
outliers [KFCO+07, KEBK05]. 
Initially, the synthesized volume is comprised of 
randomly selected texels from the input exemplar. 
The volume is then iteratively improved
the input exemplar(s). The process 
an expectation maximization algorithm.
the “best looking” parameters, then we optimize
based on those findings, and repeat the process.
Figure 1: Exemplars on the three planes
orthogonal to the main axes.
As mentioned previously, comparing the synthesized 
texture to the input exemplar(s) is done by comparing 
fixed sized 8x8 neighborhoods. These
are extracted from both the synthesized volume and 
the input exemplar(s). However, there is not 
previously mentioned - one neighborh
each voxel. Rather, each voxel is indirectly related to 
the neighborhoods that includes it. 
Figure 2: Density of neighborhoods on both 
exemplar and synthesis textures.
 respectively. 
. The th 
 ,, 
 in the input 
. The exponent 
 to resemble 
is comparable to 
 We first find 
 
 
 
 
 
 neighborhoods 
– as 
ood assigned to 
 
 
On the input exemplars, these neighborhoods lie on a 
densely populated grid, since we want to use all the 
available information provided to us
texture to be synthesized. In the synthesized volume 
the neighborhoods lie on a sparse grid
voxel apart like Kopf et al. [KFCO+07]
planes orthogonal to the three main axes of our 
coordinate system, as shown in F
to reduce computation time and avoid re
issues. 
Figure 2 visualizes the sparse grid upon which the 
synthesized neighborhoods lie. A given voxel 
highlighted in blue - is a member of 16 on any given 
plane, due to the sythesized solids toroidal boundary 
conditions. 
Once the all the neighborhoods have 
the “best looking” parameters are 
locating the least different neighborhood in the input 
exemplar(s), for each neighborhood in the 
synthesized volume. Once found, each voxel is 
assigned a new value based on 
corresponding best matches of the neighborhoods 
overlapping that voxel. Essentially averaging all the 
contributions to make a new color:
 =
∑ ∈

Equation 2: Voxel color calculation.
The new color assigned to the voxel in the 
synthesized solid, denoted 
several existing color values. The above equation 
states that for each neighborhood 
member of, we find the matching texel 
matching neighborhood , !
divided by , which denotes the number of 
neighborhoods the voxel  is a part of
Figure 3: Neighborhoods on the three planes 
orthogonal to the main axes matched to input 
exemplar neighborhoods.
Figure 3 visualizes equation 
sparsely populated grid on the synthesized solid, a 
single voxel is member of 16 neighborhoods on a 
single plane orthogonal to a main axis. 
three such planes, visualized as blue, yellow, and 
green in figure 3, the voxel is a member of 
48 neighborhoods. Each of these neighborhoods 
a corresponding match in an
overlapping the same position in each of these 
, about the 
 (spaced 1 
), and only on 
igure 1. This serves 
-sampling 
– 
been extracted, 
then found by 
texels in the 
 
, . 
 
, is an average of 
 the voxel is a 
, in the best 
. This sum is finally 
. 
 
 
2 in practice. In our 
Since we have 
a total of 
has 
 exemplar. The texel 
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neighborhoods contributes to the sum, which is 
eventually divided by the total number of 
contributions (in this case 48), yielding the new 
color.  
The optimization algorithm is actually performed on 
multiple levels of differing quality. The synthesized 
solid initially consists of 32x32x32 voxels, and input 
exemplar(s) are scaled to 32x32 respectively. Once 
the synthesis process reaches certain conditions, 
outlined in section 4.5, the volume is scaled up to 
64x64x64 using trilinear interpolation. Due to 
computational restrictions of performing a nearest 
neighbor search in a high dimensional space, the 
synthesis is only performed up to a resolution of 
128x128x128. 
Approximate Nearest Neighbor 
In a standard-RGB texture, an 8x8 neighborhood 
consists of 192 values. Finding the nearest neighbor 
in a 192 dimensional space is a computationally 
expensive operation. 
We apply the same optimizations as Kopf et al. 
[KFCO+07] to reduce the computation complexity. A 
principal component analysis is performed on the 
neighborhood vectors from the exemplar(s). By only 
preserving the coefficients required to maintain 95% 
of the variance, we can typically reduce the number 
of dimensions by half, or more. 
We also employ the ANN: Approximate nearest 
neighbor library [MA10]. The library accepts a value 
", and returns an approximate nearest neighbor 
guaranteed to be at most " + 1 away from the true 
nearest neighbor. We employ " = 2 as dictated by 
Kopf et al. [KFCO+07]. 
Weighting Scheme 
As previously mentioned in section 4, using an 
exponent of 0.8 in equation 1, causes it to be more 
robust against outliers. However, minimizing the & 
norm is more cumbersome than minimizing the  
norm. So instead we introduce a weight into the 
equation and rewrite the terms of the energy function 
(1) to the following (similar to Kopf et al. 
[KFCO+07]): 
, − , 
= , − ,'(, − ,(
=  ),, − , 
Equation 3: Energy function term re-write. 
where ), = , − ,'(. This leads to 
the following quadratic formula which we seek to 
minimize: 
 
, =  
 ),, − ,(
*+,-!()

. 
Equation 4: Improved energy function. 
The weight parameter ), makes sure that the 
exemplar neighborhood closest to a given 
synthesized neighborhood, carries the most weight. 
Instead of a straight average as applied in equation 2, 
we are now calculating a weighted average which 
leads to the following formula when calculating a 
new voxel value: 
 =
∑ ),,∈
∑ ),∈
. 
Equation 5: Weighted voxel color calculation. 
Instead of dividing the sum by the total number of 
contributors, we now divide by the total amount of 
weight distributed among the contributions. 
Meanshift 
Although adjusting each contributing texel with a 
weight parameter yields better results and speeds up 
convergence, there are still numerous textures which 
fail to produces acceptable results. One persisting 
issue is that outliers still contribute to the final result, 
even if their contribution is minimal. 
In order to minimize contribution from outliers, Kopf 
et al. [KFCO+07] employ a clustering approach, 
proposed by Wexler et al. [WSI07]. In short, every 
contributing texel is considered to be a cluster. These 
clusters are then merged depending whether their 
center is within a distance of 0 to one another. If any 
new clusters emerge, the process of searching and 
merging is repeated, until no further clusters form. 
Only texels from the dominant cluster end up 
contributing to the new voxel value. 
The threshold 0 is decreased with each iteration over 
the course of a single resolution level convergence. 
Once the synthesized texture converges on a single 
level, the thresholding value 0 is reset. We found that 
setting 0 = 10, 0 = 0.05, and 0 = 0.01 worked well 
in many cases, on the lowest, medium, and highest 
resolution level, respectively. 
Histogram Matching 
The previously mentioned modifications to the 
original synthesis method, speeds up convergence 
and minimizes the impact of outliers. However, the 
algorithm will occasionally converge at certain 
minima, which fail to make full use of the 
exemplar(s) details. 
Kopf et al. [KFCO+07] address this issue by utilizing 
histogram matching. The weight each texel carries is 
further adjusted, based upon whether its contribution 
will increase, or decrease, the similarity between the 
histograms of the input exemplar, and the 
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synthesized solid. Practically, they achieve this by 
keeping track of a 16-bin histogram for each of the 
input exemplars’ channels. Usually, this is just the 
red, green, and blue channel. Kopf et al. also note the 
importance of keeping this histogram up to date 
during each “maximization” phase. Otherwise, the 
method will just overshoot the intended histogram 
and overcompensate in the following iteration. 
When synthesizing anisotropic textures we maintain 
one histogram per input exemplar. We let each 
contributing texel pull in the direction of its 
exemplars histogram, which seems to work well. Just 
like Kopf et al. we also traverse the voxels in a 
random order, to avoid any directional bias. 
Histogram matching is an integral part of creating the 
best results possible via texture optimization. It 
makes the algorithm take global statistics into 
consideration while still allowing for the use of a 
small neighborhood window. Histogram matching 
also speeds up convergence significantly. 
Synthesis Convergence Conditions 
We found that a fixed number of iterations yielded 
the best result with most textures (J. Kopf, pers. 
comm.). Iterating 100 times on the lowest resolution, 
20 on the next level, and 10 on the highest level, 
worked well with most textures. 
5. Exemplar Acquisition 
As with every other texture synthesis method, we 
require exemplars of the texture we intend to 
synthesize. Our exemplars were obtained using a 
12.1 megapixel camera, Canon IXUS 120IS, in a 
well lit setting. Originally, we intended to obtain 
samples using a multispectral color and texture 
measurement vision system. This system measures 
up to 20 different bands across the visible and non-
visible spectrum. These precise measurements are 
then combined to a final standard-RGB image. 
However, most household cameras actually yield 
more vivid and realistic colors as each sensor 
integrates a wider range of the spectrum than the 
more precise instrument. 
6. Rendering 
To visualize the volumetric data, a simple ray casting 
technique [HKRs+06b] is applied using the GPU. To 
obtain the start and end point for each ray, two 
rendering passes are performed of a cube showing 
the front- and backface respectively. The cube acts as 
our rendering proxy and yields the start and end 
position for each ray, which is recorded into a buffer 
using the fragment shader. 
An additional rendering pass is then performed where 
the fragment shader traces a ray through the space 
enclosed by the cube. The ray is traced with 0.001 
increments in relation to the unit cube around the 
volume, and accumulates more color and opacity as it 
traverses the volume. The “ray-color” starts off black 
and completely transparent. For each step through the 
volume, the current density is classified as air, skin, 
fat, meat, or bone, according to the Hounsfield scale 
[Sev04]. Its contribution to the overall “ray-color” as 
well as “remaining transparency” is calculated by the 
following formulas: 
234 = 25 ∗ 7 ∗ 834 ∗ 85  
25 = 25 ∗ (1 − 85). 
Equation 6: Color and transparency contribution 
per ray-step. 
The contribution added to the existing color and 
transparency value of the ray is denoted as 234. The 
amount of contributing light via simple lambertian 
shading [HKRs+06c], is denoted 7. The contributing 
color and transparency from the classified density is 
denoted 834  and 85  respectively. When “ray-color” 
is completely opaque, the ray traversal is stopped. 
 
Figure 4: Three synthesized solids and their two 
input exemplars (pig muscle tissue). The left and 
middle synthesis’ yield an unsatisfactory result. 
Setting 834  in Equation 6 to the color from the 
appropriately scaled solid texture produces a result 
with significant periodicity at high magnification and 
almost uniform color at low magnification (because 
of mipmapping). This can be seen in Figure 5, in the 
top and bottom left. To ameliorate these issues, we 
combine the texture at three levels of scaling, and 
834  is computed as illustrated in the next equation. 
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Figure 5: Three differently scaled muscle textures com
segment show zoomed in areas to show finer detail.
 
Figure 6: On the top, volumetric data from the pig carcass, visualized without enhanced graphics. The 
colors for the meat, bone, and fat tissue are the average color values of the textures applied on the right. 
On the bottom, volumetric data from the pig carcass, visualized with enhanced graphics. The highlighted 
sections in yellow indicate the zoomed section displayed on th
bined to create the final result. The top and middle 
 
e right.
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834 =  
834&  9& +  834 9 +
9& + 9 + 9
34 = 834 ∗ :; − ;!<3 
8=>-?@ = 834 + 34
Equation 7: Density case color contribution.
The color contribution consists of three differently 
scaled textures 834&'A and an associated weight factor 
9&'A. For each tissue, the scales differ approximately 
a factor of 10, and the weight factor is always highest 
for the macro texture (approximately 3 to 1). Density 
is contributed to the final color value 
The value :; represents a scaled measure of the 
density at that point in the volumetric data, and 
;!<3 <+@Bdenotes the density threshold of the 
contributing tissue. The result of combining the three 
synthesized muscle textures, along with the density 
modifier, is visualized in Figure 5. 
An exception to the calculation outlined in Equation 
7 is the skin color contribution which yields a 
constant average color of sampled pig skin, 
permeated by simplex noise [Per01] to give some 
variation to the surface. 
The transparency value for either fat, muscle or bone
is calculated via the following formu
85 = max(0.3, :; + 0
Skin has a constant translucency of 0.75, and air is 
completely transparent. 
7. Results 
We implemented the method described in this paper 
entirely in C++. The time required to generate a
128Asolid depends primarily on the size an
of the input exemplars. On an Alienware m17x 
model (using only a single core) the synthesis of our 
three tissue types would usually converge after 
approximately 2-3 hours. It was our experience that 
the algorithm generated the best textures when
forcing two of the three dimensions to conform to 
input exemplars, regardless of whether isotropic
anisotropic synthesis. 
As previously mentioned in section 3, the synthesis 
algorithm has trouble synthesizing 3D textures based 
on input exemplars with primarily low frequency 
features. The two initial attempts in figure 
how the final synthesized solid ends up looking 
almost nothing like the original two textures used as 
input. The third synthesized solid is much more 
promising. 
A question of scale arises when choosing how much 
surface a single exemplar should cover. To ensure we 
acquired as homogenous a sample as possible, and 
preserve detail, we chose to use exemplars covering a 
small area of approximately 2x2 cm.
 834A 9A
A  
<+@B 
 
 
8=>-?@  via 34 . 
 
la: 
.25). 
 
d richness 
 only 
, or 
4 show 
 
As previously mentioned in section 
value of a voxel is modified by a simple mapping of 
the current density. The density modifier allows for a 
number of low frequency details to show, as is 
visualized in Figure 7. 
Figure 7: Two hams, with and without density 
value modification. The highlighted sections in 
yellow indicate the zoomed section displayed on 
the bottom.
The final result of the visualized volume data with all 
the aforementioned techniques applied is shown in 
Figure 6. 
Figure 8: The volume data rotation 
preliminary benchmark.
visualized.
We perform a preliminary benchmark of the applied 
synthetic textures by rotating the volume
complete turn, around the y-axis
 Std. Graphics
Min. Fps 
Max. Fps 
Avrg. Fps 76.817
Table 1: Preliminary performance measurements.
The application of the synthesized textures only 
requires three additional texture lookups per 
6, the final color 
 
 
 
pattern of the 
 Unenhanced pig 
 
 one 
, as seen in Figure 8.  
 Enh. Graphics 
53 47 
118 102 
 61.117 
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visualized voxel. Since texture lookups are 
implemented on the hardware level, it comes as no 
surprise that the performance loss is minimal
in Table 1. However, creating the synthesized 
textures is another matter. Due to the complexity of a 
nearest neighbor search in a high dimensional space, 
performing the synthesis in real
impossibility. 
8. Conclusions and Future Work
We have utilized an existing texture synthesis
approach to produce three anisotropic textures
were then applied to volumetric data
transfer function, improving upon 
colorless data. 
The technique can potentially be applied to any type 
of volumetric data and is not necessarily constricted 
to organic tissue.  
Although the result has improved significantly, there 
is still room for improvement. 
Figure 9: A close up of the visualized volumetric 
data showing computed tomography artifacts.
Our light model is simplistic. Better modeling of how 
light and meat interact would be an obvious next step 
since, recently, techniques for real
computation of translucent surfaces have started to 
appear, e.g. [WWH+10]. 
As mentioned in the previous section, we modify the 
final color slightly via the density of the volumetric 
data. While this adds significant detail to the final 
, as seen 
-time is an 
 
 
, which 
 via a custom 
the original 
 
 
-time interactive 
visualization, it also introduce
introduced by the scanning method. Figure 9
how the data acquisition rays from computed 
tomography leaves visible artifacts in the volume 
data. 
Due to time required to perform a complete solid 
texture synthesis it could be advantageous to create a 
larger pre-computed library of multiple tissue types 
(in addition to the three described in this paper).
Theoretically, it would also be possible to synthesize 
in-between textures by using an input exemplar from 
each tissue type, to smooth the transition between 
them. A few practical experiments are
how convincing the resulting solid textures
It would also be interesting to implement and 
compare the technique demonstrated by 
[LEQ+07]. Using their extension to the wang cube 
model is also a way of avoiding periodicity in the 
applied texture. 
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ABSTRACT 
In this paper we present an Augmented Reality (AR) game for finding matching pairs to learn about endangered 
animals in a fun way. Thirty-one children participated in a study. These children played the AR game and the 
equivalent real game. We have compared the results of the two games. We have evaluated different aspects 
(technical, orientational, affective, cognitive and pedagogical). The results indicate that children enjoyed playing 
the AR game more than playing the real game and that they perceived the AR game to be more fun than the real 
game. The children preferred the AR game to the real one and also seemed to learn about the subject of 
endangered animals. 
Keywords 
Augmented Reality, edutainment, finding pairs. 
 
1. INTRODUCTION 
In this paper, we present an Augmented Reality (AR) 
game for finding matching pairs. In an AR system, 
users see an image composed of a real image and 
virtual elements that are superimposed over it. The 
most important aspect in AR is that the virtual 
elements add relevant and helpful information to the 
real scene.  
Our AR game follows the rules and appearance of the 
popular pair game. Since the game uses AR, over the 
pieces of the game can appear images as well as 
explanatory videos about the endangered animals. 
The animals and part of the information related to 
them were chosen from the Red List of Threatened 
species (http://www. iucnredlist.org) published by the 
International Union for the Conservation of Nature 
and Natural Resources (IUCN). This list was created 
in 1963 and is the world's most comprehensive 
inventory of the global conservation status of plant 
and animal species. The information on the Red List 
is updated on the web site whenever possible 
(annually). A full analysis of the data on the Red List 
is published once every four years. There are nine 
categories on the IUCN Red List: Extinct, Extinct in 
the Wild, Critically Endangered, Endangered, 
Vulnerable, Near Threatened, Least Concern, Data 
Deficient, and Not Evaluated. In this paper only two 
of these categories are described (critically 
endangered and vulnerable). Critically endangered, is 
defined as a species that is facing an ‘extremely high 
risk’ of extinction in the wild. Vulnerable, is defined 
as a species that is facing a ‘high risk’ of extinction in 
the wild.  
The main objective of this work was to develop an 
innovative AR system to allow children to learn about 
the animals that are at risk of extinction in a fun way. 
The system is fun because it is played as a game. It is 
innovative because as far as we know there is no 
other AR system that has been developed for this 
purpose. Another objective was to evaluate different 
aspects of the AR game.  
Taking into account the multidimensionality of 
learning as well as AR as a field, there are a number 
of technical, orientational, affective, cognitive, 
pedagogical and other aspects that can be considered 
in the evaluation. The technical aspect examines 
usability issues, regarding interface, physical 
problems, and system hardware and software. The 
orientation aspect focuses on the relationship of the 
user and the augmented environment; it includes 
navigation, spatial orientation, presence and 
immersion, and feedback issues. The affective 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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parameter evaluates the user’s engagement, likes and 
dislikes, and confidence in the virtual environment. 
The cognitive aspect identifies any improvement of 
the subject’s internal concepts through this learning 
experience. Finally, the pedagogical aspect concerns 
the teaching approach: how to effectively gain 
knowledge about the environment and the concepts 
that are being taught. 
This paper is organized as follow. Section 2 focuses 
on AR systems that have been used for learning. 
Section 3 presents our AR system and includes the 
software and hardware requirements as well as a 
description of the game. Section 4 presents the results 
of the game evaluation for the different aspects: 
technical, orientational, affective, cognitive and 
pedagogical. Finally, in section 6, we present our 
conclusions, our suggestions for improvements and 
future work. 
2. RELATED WORK 
Our work is not the first application for learning. 
Learning is one of the fields were AR has already 
been applied. For example, HIT Lab NZ 
(www.hitlabnz.org), University of Canterbury, New 
Zealand has developed several AR systems. The first 
one was The Magic Book [Bil01]. The Magic Book 
was presented as an example of an ARToolKit 
application. It looked like a normal book, but there 
were markers on the pages. A marker is a white 
square with a black border inside that contains 
symbols or letter/s. When the system recognized a 
marker, an image was shown or a story was started. 
Books of this type can be used for other purposes. A 
second work presented by this group was the 
S.O.L.A.R system. It was created for the TeManawa 
Science Centre (Palmerston North, New Zealand). It 
was an AR system for learning the position of each 
planet in the Solar System [Woo04]. A third work 
that is worthy of mention is the AR Volcano. It was 
developed for Science Alive! (Christchurch, New 
Zealand). It was a system for learning about 
volcanoes [Woo04]. Another work developed by this 
group was the BlackMagic. It was developed for the 
Telecom Technology Pavilion at the America's cup in 
New Zealand in 2003. It was a MagicBook that told 
the history of the America's Cup [Woo04].  
Another research group that has also developed 
several AR systems in this field is the Mixed Reality 
Lab of Singapore (www.mixedrealitylab.org). They 
have developed several AR systems which include: 
the sun system, how plants grow and the Magic Story 
Cube. In the sun system, several concepts that are 
related to the solar system were explained. In the 
plant system children learned how plants germinate, 
disperse, reproduce and perform photosynthesis. The 
Magic Story Cube used a cube as a tangible interface 
that was folded or unfolded and, depending on the 
markers that were visible, the story was different. The 
Magic Story Cube presented the story of Noah’s ark.  
Other groups have also been working on the 
development of different AR systems. For example, 
Bimber et al. [Bim01] presented the Virtual 
Showcase. It placed virtual objects on real artefacts. 
One of the most outstanding applications was to place 
skin and bones on the skull of a Raptor dinosaur. 
Shelton & Hedley [She02] developed an AR system 
to teach the relation between the earth and the sun to 
geography students. In 2004, Kaufmann [Kau04] 
presented Construct3D as his PhD dissertation thesis. 
Construct3D was an AR system for constructing 3D 
geometries. It was designed to teach mathematics and 
geometry. Construct3D was tested with 14 students 
from two high schools in Vienna. The results from 
two evaluations showed that Construct3D was easy to 
use, required little time to learn, and encouraged 
learners to explore geometry. Larsen et al. [Lar05] 
presented an AR system for learning how to play 
billiards. The most outstanding characteristic of this 
system was that the game was played on a real 
billiard table. Organic chemistry can also be taught 
using an AR system [Fje07]. Fjeld’s system, users 
interacted directly with 3D molecular models. In 
2008, Sykora et al. [Syk08] presented a colour ball 
tracking that was used for direct manipulation with 
real objects. They presented two learning 
applications. The first one for learning basic 
principles of chemical reactions. Color balls were 
used to represent atoms. They combined typical AR 
markers with the color ball tracking that had a special 
semantic meaning. The second one for learning 
organs in a human body where the balls were used as 
a pointing device.  
Our work is neither the first work that compared 
different presentation forms, for example Despina et 
al. [Des10] compared six different types of museum 
exhibits, one traditional and five interactive ICT 
exhibits. The exhibits were: a traditional map 
learning activity, a virtual tour projection, a multi-
touch table application and three different AR 
applications (AR puzzle, AR map and Touch 
History). They evaluated the experience of young 
users with the exhibits. They included two questions. 
From the question: "your experience from the exhibit 
was (awful, not very good, good, really good, and 
brilliant)". Related to the brilliant score category, the 
touch table scored 76%, followed by the AR puzzle 
with a score of 67%, followed by the Virtual Reality 
tour and AR Map (with scores near 50%). They 
concluded that the experience scores top marks for 
the interactive ICT systems. 
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3. DESCRIPTION OF THE AR GAME 
In our AR game, over the markers appeared images 
(Figure 1) and videos of endangered animals such as 
the Iberian lynx. The videos of the animals described 
the physical characteristics of the animal, its habitat 
and food, and also explained the causes of its 
possible extinction. The animals and the categories 
that were included in the game were the following: 
 Critically endangered: Iberian lynx, Lowland 
gorilla, Red wolf, Orinoco crocodile, and Javan 
rhinoceros. 
 Vulnerable: Polar bear, Iberian eagle, Humpback 
whale, and Amazonian manatee. 
 
Figure 1. Looking for a pair 
 
Figure 2. Elements used in the game 
For the interaction with the game, the child only has 
to use markers with different symbols in their interior. 
In our work, we have not used a direct augmentation. 
The markers are a kind of a "remote control", but 
they are not directly augmented. The augmentation 
can be seen on the screen next to the playing area. 
That is, the child can see the real markers in front of 
him/her (playing area) and next to it, the screen with 
the augmented scene. Figure 2 shows the elements 
used in the game. The basic steps in the AR game 
are: 
1) Initialization of the video entry and download of 
the files that contain the pattern and camera data, 
the XML files containing information related to 
the animals that are going to be shown. 
2) The game asks the child to find the first animal 
pair. The child turns over one piece and then 
turns another one over. 
3) The system identifies the visible markers and 
shows the related animal over them. The person 
in charge of the test must make sure that the 
child only turns over two pieces at a time. If the 
two markers belong to the desired animal, the 
game detects this situation and congratulates the 
child by telling that s/he has found the right 
animal. If the markers do not match, the child 
must continue to turn pieces over. Figure 1 
shows an image where the child did not find a 
pair and s/he had to continue turning pieces over. 
The children could hold the pieces in their hands 
and look closely at the images. 
4) If the child finds the right animal, the game asks 
if s/he wants to know more about the animal. The 
child has to use a marker with 'Yes' in its interior 
for answering yes, and a marker with 'No' in its 
interior for answering no. S/he has to place the 
chosen marker in a visible area in order to 
continue with the game. To facilitate the 
interaction, the child used a palette with 'No' in 
one side and 'Yes' on the another side. This 
palette can be seen in the left-lower area of 
Figure 2. If the answer is yes, the game shows a 
video over the visible marker/s. It shows the 
characteristics of the animal and explains the 
causes for its possible extinction. 
5) The child can skip the rest of the video by using 
a marker with the symbol “*” at any point. For 
using this symbol, the child used another palette.  
6) The game asks if the child wants to search for 
another animal. If the answer is yes, the game 
repeats step 2; if the answer is no, the game ends. 
The way of answering is the same as in step 4 
(marker with 'yes'/'no'). 
7) At the end of the game, the child receives a score 
that depends on the number of animals 
successfully matched and the amount of time. 
The greater the number of matched pairs and the 
lower the time, the higher the score. The 
children’s score is then compared with the ten 
best scores that are stored in an XML file.  
In order to be able to extend the game to other themes 
with minimum changes, we included as much 
information as possible in XML external files. We 
used two different kinds of XML files. One of them 
contained the identification number of the image, the 
name of the animal, the length of the video, and the 
path to obtain the related images and videos. Another 
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XML file contained the total number of pairs 
available and also which ones were going to be used 
in each game. Another XML file was used to store 
the children’s scores. For our game, we had a total of 
10 animals. The ten markers used for showing 
animals are depicted in Figure 3. Figure 4 shows a 
boy playing with the AR game.  
In order to validate the AR game, we compare it with 
a real game. The basic steps for playing with the real 
game are the following: 
1) The child sits in front of the table for playing the 
real game (Figure 2, real playing area). The 
person in charge of the validation asks the 
participant to find a pair. The participant uses 
real pieces to find a pair. Figure 5 shows the 
pieces of the real game. 
2) The participant turns over two pieces to find a 
pair. If the participant does not find a pair, the 
person in charge of the validation tells the 
participant to try again. If the participant finds a 
pair, the person in charge of the validation asks if 
the participant wants to know more about the 
animal. If the answer is no (verbally), the game 
goes to step, 3. If the answer is yes (verbally), 
the person in charge of the validation shows a 
page with images and text. The text is the same 
as the narrative of the video that is reproduced in 
the AR game. It explains the characteristics of 
the animal, its habitat and food, and it also 
explains the causes of the animal’s possible 
extinction.  
3) The person in charge of the validation asks if the 
participant wants to search for another pair. If the 
answer is yes, the game repeats step 1; if the 
answer is no, the game ends. 
 
Figure 3. Markers used in the game 
 
Figure 4. A boy is watching the video of the 
Iberian lynx 
To capture the video, we used QuickCam Pro for 
Notebooks. The camera was fixed to a tripod which 
was placed next to the child. We used a table with 
back-projection as visualization system (a table made 
of glass under which a CRT monitor was placed). 
Figure 2 shows this table and its location. 
To develop the system, we used the OsgART library 
(www.artoolworks.com/community/osgart). It is a 
C++ library that allows developers to build AR 
applications using the rendering capabilities of Open 
Scene Graph (OSG) and the tracking and registration 
algorithms of ARToolKit [Kat99]. OSG is a set of 
open source libraries that primarily provides scene 
management and graphics rendering optimization 
functionality to applications. It is written in portable 
ANSI C++ and uses the standard OpenGL low-level 
graphics API. ARToolKit is an open source vision 
tracking library that allows a wide range of AR 
applications to be easily developed. The required 
elements for the application are: a USB or FireWire 
camera, and a marker.  
The animals' videos used in the game used AVI 
format. Their length ranged from 45 second to 1 
minute. The animals' images were saved using the 
JPEG image file format. 
 
Figure 5. The pieces of the real game 
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4. STUDY AND RESULTS 
As stated in the section 1, one of the objectives of this 
work was to evaluate different aspects of the AR 
game: technical, orientational, affective, cognitive 
and pedagogical. To do this, we compared subjective 
measures taken in a real game and in the AR game. 
The study included 31 children, 17 boys and 14 girls 
(aged from 6 to 12 years old, mean=7.7, SD=2.1). 
The children’s parents signed an agreement to allow 
them to participate in this study 
Children were counterbalanced and assigned to one 
of two conditions: a) Children who used the real 
game first and then the AR game, 15 children; b) 
Children who used the AR game first and then the 
real game, 16 children.  
The protocol was the following. Before using either 
game the children were asked to fill out an entry 
questionnaire (appendix, Table 3). Then, the children 
were shown an explanatory video about the Red List 
of threatened species of the IUCN and also told how 
to play the games. This part was easy because most of 
the children already knew how to play to this popular 
matching game. The children then played the first 
game. After the game, the children were asked to fill 
out a post-game questionnaire (appendix, Table 4) 
and a reduced version of the presence questionnaire 
(appendix, Table 5) by Slater et al. [Sla94]. After 
filling out the two questionnaires the children played 
the second game. After playing, the children were 
again asked to fill out the post-game questionnaire 
and the same presence questionnaire. Finally, they 
were asked to fill out a final questionnaire (appendix, 
Table 6). The children played with the AR game at 
about 15 minutes and with the real game at about 10 
minutes. All the questionnaires had to be answered on 
a scale from 1 (not at all) to 7 (very much).  
The significance level was set to 0.05 in all tests. 
Table 1 shows paired t-tests for the scores given to 
the post-game questionnaire after playing both 
games. As this table shows, there was a statistical 
difference for questions 1 to 4. This indicates that 
children enjoyed playing the AR game more than 
playing the real game. They perceived the AR game 
as being more fun than the real game. Question 4 for 
the perceived value indicates that children preferred 
the AR game. Question 5 was also included to 
determine the perceived value, and there was no 
statistical difference between the two games. On the 
other hand, the children perceived the real game as 
being easier to play. There was no statistical 
difference between the two games for questions 5 to 
9, indicating that the two games induced similar 
motivation and intention to change.  
 AG1 AG2 AG3 AG4 AG5 
AR 6.74(0.77) 6.58(1.23) 5.74(1.63) 6.55(1.23) 6.29(1.53) 
Real 6.06(1.00) 5.90(1.25) 6.77(0.50) 5.90(1.51) 6.19(1.42) 
t 4.33** 3.02** -3.79** 3.07** 0.45 
p <0.001** 0.005** 0.001** 0.005** 0.655 
      
 AG6 AG7 AG8 AG9  
AR 6.97(0.18) 6.87(0.34) 5.90(1.70) 6.42(0.81)  
Real 6.94(0.25) 6.84(0.37) 5.84(1.66) 6.36(0.80)  
t 1 0.57 0.57 1.44  
p 0.325 0.572 0.572 0.161  
Table 1. Means (SD) of the AR game and the real game, and paired t-test of the post-game questionnaire, 
d.f. 30, **’ indicates significant differences 
In order to determine whether or not the order of play 
had an effect on the scores in the second game, the 
sample was divided into two groups (children who 
used the real game first and children who used the 
AR game first) and Student t tests for the scores given 
to all questions were applied. No significant 
statistical differences were found, this indicates that 
the order of play did not influence the children’s 
scores for the post-game questionnaire. 
To determine the level of perceived learning we 
compared the initial score for the children’s 
knowledge about the animals that are at risk of 
extinction and the causes (I1, 
mean(SD)=3.45(1.183)) with the perceived learning 
scores after playing the two games (A2P1, 
mean(SD)=6.10(0.98)). Using paired t-test, t(30)=-
12.90, p<0.001, the results show that there was a 
significant statistical difference between the two 
scores. The data indicate that children seem to learn 
using the games.  
We analyzed the questions that related to the 
children’s attitude using paired t-tests. We used I2 
and AG6. Our analysis starts with the first group that 
used the AR game first and then the real one. In this 
case, the initial score for question I2 was very high, 
mean(SD)=6.69(0.79). This implies that even before 
playing either game the children thought we should 
provide greater protection to animals that are at risk 
of extinction in order to prevent their extinction. We 
compared the initial values with the values given after 
playing a game (AR/real). For the AR game, 
mean(SD)=7.00(0.00), t(15)=-1.58, p=0.136. The 
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data show there is no statistical difference between 
the two values. The mean and standard deviation after 
playing the real game (after the AR game) was 
exactly the same. With regard to the second group, 
that is, children who played the real game first and 
then the AR one, the initial score was also very high 
for question I2, mean(SD)=6.87(0.35). Playing the 
AR game second, the values are the following, 
mean(SD)=6.93(0.26), t(14)=-1, p=0.334. The mean 
and standard deviation after using the real game first 
was the same as the initial score. Again, there was no 
statistical difference for the group who played the AR 
game after the real game. 
We analyzed the questions related to the children’s 
motivation to change. We used I3 and AG7, and 
paired t-tests. Our analysis starts with the first group 
that played the AR game first and then the real one. 
In this case, the initial score for question I3 was very 
high, mean(SD)= 6.56(0.89). As in previous analysis, 
even before playing either game, the children were 
willing to support initiatives to protect animals that 
are at risk of extinction (AG7). We compared the 
initial values with the values given after playing a 
game (AR/real). Playing the AR game first, the 
values are the following, t(15)=-1.70, p=0.111. As 
can be deduced from the data, there is no statistical 
difference between the two values. Again, as in 
previous analysis, the mean and standard deviation 
after playing the real game second was exactly the 
same. For the children who played the real game first 
and then the AR one, the initial score was also very 
high for question I3, mean(SD)=6.87(0.35). After 
playing the real game first, the values were: 
mean(SD)=6.73(0.46), t(14)= 1.47, p=0.164. After 
playing the AR game second, the values were: 
mean(SD)=6.80(0.41), t(14)=1.00, p=0.334. For the 
second group there was no statistical difference since 
the initial value was so high, the values after playing 
both games were slightly lower. 
In our study, we used two questions for the sense of 
presence (the presence score is taken as the number 
of answers that have a score of 6 or 7). The scoring 
was on a scale of 1-7. The SUS Count indicates the 
mean of the test count of scores of 6 or 7 for the 2 
questions. The SUS Mean uses the mean score across 
the 2 questions instead. For the AR game, these 
values are: SUS Count=1.90(0.40), SUS 
Mean=6.69(0.64). From these data, it is possible to 
deduce that the AR game induces a great sense of 
presence. Table 2 presents the rest of the data for the 
presence questionnaire. It shows paired t-tests for the 
scores given after playing the two games. The 
analysis of the data indicates there is no significant 
statistical difference between the two games. This 
implies that children perceived the AR game as being 
real. In order to determine whether or not the order of 
play had effect on the scores in the second game, the 
sample was divided into two groups (the group of 
children who played the real game first and the group 
of children who played the AR game first). Student t 
tests for the scores given to all questions were 
applied. No significant statistical differences were 
found. Therefore, the order of play did not influence 
the children’s scores for the presence questionnaire. 
Figure 6 presents the results for the question AP2. 
Figure 7 shows children’s preferences grouped by 
age. The majority of the children preferred the AR 
game. For the older children, this percentage was 
higher. Several explanations that the children gave 
for preferring the AR game were: 1) There were 
videos; 2) I could move the videos on the computer; 
3) The videos explained much better why the animals 
are at risk of extinction; 4) You learn more with the 
videos; 5) Because I really liked the videos that I 
saw; 6) Because I could see my hands in the image. 
However, there were some children who liked the 
real game better. For the following: Because it was 
easier. 
 P1 P2 
AR 6.71(0.64) 6.68(0.70) 
Real 6.90(0.30) 6.87(0.34) 
t -1.99 -1.65 
P 0.056 0.110 
Table 2. Means (SD) of the AR game and the real 
game, and paired t-tests for scores given to the 
presence questionnaire after playing the two 
games, d.f. 30 
 
Figure 6. Children’s preferences 
 
Figure 7. Children’s preferences grouped by age 
Some positive comments related to the AR game 
were the following: 1) I will talk with my sister who 
is a biologist and I will tell her about everything that I 
have learned; 2) This game has surprised me; 3) I 
enjoyed seeing the images and videos presented this 
way.  
The only negative comments were the following: 1) I 
am not interested in the videos and I do not want to 
listen; 2) I do not like the game because for me it is 
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not a game, it is another way of learning; 3) I don’t 
feel like playing. 
5. CONCLUSIONS 
We have presented an AR game that implements a 
popular pair game for learning about different 
animals that are at risk of extinction. The children 
learn the animals’ habits, characteristics, and the 
causes of possible extinction. Thirty-one children 
played the AR game and the equivalent real game. To 
our knowledge, this is the first AR game with these 
characteristics that has been developed and evaluated 
for learning.  
We have evaluated the aspects that are normally used 
in the evaluation of educational systems (technical, 
orientational, affective, cognitive and pedagogical). 
The results indicate that children enjoyed playing the 
AR game more than playing the real game and that 
they perceived the AR game to be more fun than the 
real game. With regard to presence, the 
questionnaires indicated that the AR game induced 
sense of presence in children and that this sense of 
presence was similar to what they felt in a real 
environment. Analyzing preference by age, it can be 
deduced that older children liked the AR game more 
than the younger ones. If attitude and motivation to 
change are considerer, the results indicate the 
following. Before playing either game the children 
thought ‘We should provide greater protection to 
animals that are at risk of extinction in order to 
prevent their extinction’. In this case, the results 
indicate that the children’s attitude did not change 
after playing the games. Before playing either game, 
the children were also willing to support initiatives to 
protect animals that are at risk of extinction. As in the 
previous case, the results indicate that the children’s 
motivation to change did not change. 
These results are encouraging, because AR has 
demonstrated that the children have fun and 
enjoyment; and induce sense of presence. Also before 
using either game, the children thought that “We 
should provide greater protection to animals that are 
at risk of extinction in order to prevent their 
extinction”. In spite of this, they perceived more 
value in the AR game than in the real game. 
More work has to be done to evaluate educational AR 
systems. We have evaluated some parameters of the 
different evaluation aspects, but a more exhaustive 
evaluation could be performed. This would provide a 
more significant contribution to educational systems, 
particularly AR educational systems. 
The system can be improved in several ways. First of 
all, the glass surface on the table reflected. This 
problem could be solved using a non-reflecting glass 
surface or by eliminating it completely. We placed 
the camera on a tripod next to the child, but a more 
stable element could be used instead. Second, another 
improvement that would involve greater changes is to 
convert the system from 2D to a 3D version. Related 
to the 3D version, if models of 3D animals with a 
significant number of polygons were used, the 
rendering speed would be an important aspect to 
evaluate. In that case, modern Graphics Processing 
Units could be exploited for accelerating the 
rendering rates. Also, the current parallel computing 
methods and multi-core methods could be further 
used for achieving such acceleration. Third, with 
these ideas, it would be possible to teach/learn other 
subjects, such as animals/plants/etc. using different 
methods for classification. Changing these features is 
especially easy in our system because of its structure. 
The system could be used for other purposes and the 
results could be compared with the ones obtained in 
this work. Fourth, in order to evaluate the acquired 
knowledge of players, a final examination could also 
be included. 
Now, we are developing new AR games for 
edutainment thanks to APRENDRA project. With it, 
we hope to contribute with new games, new devices 
that incorporate AR, new interfaces and validations 
with enough number of children for obtaining 
statistical significant results. 
Finally, we firmly believe that AR has great potential 
in the educational field. Our results as well as those 
by other researchers (e. g. [Kau04]) should encourage 
the AR community to develop and evaluate new AR 
systems. 
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APPENDIX 
Question ID Questions 
I1 How much do you know about the animals that are at risk of extinction and the causes for this? 
I2 Please, indicate the value that best describes your opinion with respect to:  
“We should provide greater protection to animals that are at risk of extinction in order to prevent their 
extinction” 
I3 Please, indicate to what extent you would be willing to support initiatives to protect animals that are at risk 
of extinction? 
Table 3. Entry questionnaire 
 
Question ID Questions 
AG1 Engagement and fun 
I enjoyed playing this game. 
AG2 This game has been fun 
AG3 Easy to use 
Has it been easy to play? 
AG4 Perceived value 
I think playing this game can help me to learn the animals that are at risk of extinction 
AG5 I would like to play again because it is interesting for me 
AG6 Attitudes 
Please, indicate the value that best describes your opinion with respect to:  
“We should provide greater protection to animals that are at risk of extinction in order to prevent their 
extinction” 
AG7 Motivation to change 
Please, indicate to what extent you would be willing to support initiatives to protect animals that are at risk 
of extinction? 
AG8 Intention to change 
As a result of playing this game, I will talk with my friends and relatives about the animals that are at risk of 
extinction 
AG9 As a result of playing this game, I will think more about the animals that are at risk of extinction and the 
causes for this 
Table 4. Post questionnaire 
 
Question ID Questions 
P1 Have you had the sensation of playing with pieces where images and videos appeared over them (AR system)? 
P2 Were there moments during the game when you thought that the images over the pieces were real? 
Table 5. Presence questionnaire 
 
Question ID Questions 
AP1 How much have you learned about the animals that are at risk of extinction and the causes for this? 
AP2 Which game did you like the most? 
AP3 Why? 
AP4 Add any comment about the experience 
Table 6. Final questionnaire 
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ABSTRACT 
The LFT algorithm (Large Fat Tetrahedron) is used to detect congruent subsets amongst unordered point sets and 
forms the kernel of a partial shape matching method. Although the method yields several advantages and is 
relatively efficient, its performance depends highly on the choice of various geometrical threshold parameters, as 
e.g., for the length difference of two edges. We present an overview of the key parameters of the algorithm and 
their influence on the computation, a guide line to provide an initial value for the parameters and we propose an 
approach to their automatic adjustment. 
Keywords 
Scan view registration, partial shape matching, fat tetrahedron,  threshold parameters 
1. INTRODUCTION 
The LFT algorithm (Large Fat Tetrahedron) was 
designed to detect approximately congruent 
tetrahedrons in two point sets [Vergeest 2010].  If 
such tetrahedrons are found, they might indicate the 
overlapping region of partially matching shapes. The 
assumption was that if a large fat tetrahedron with 
particular dimensions occurs in point set A, the 
probability that a congruent tetrahedron is found in 
point set B is small, unless both tetrahedrons reside in 
the overlap region of A and B. Thus, LFTs can serve 
as indicators of partial shape matching. The algorithm 
will be briefly described in Section 2. 
One important application of partial shape matching 
is 3D scanning of physical objects. To construct a 
geometric model from a physical object, multiple 
scan views are taken, each consisting of range data, 
i.e. 3D points representing the object’s surface. Since 
the orientation of the object relative to the scanning 
device is different for different scan views, the 
collection of points from all scan views do not as 
such represent the object’s surface. First the points 
need to be aligned to each other, that is be 
transformed to a common coordinate system. The 
process of aligning the scan views is called scan view 
registration. From the aligned point sets the surface of 
the object can be reconstructed, either fully or 
partially, depending on the coverage of the scan 
views. If the surface can be fully reconstructed, it can 
be assumed to represent the boundary of a volume, or 
solid model. Then a solid model can be derived, 
which can serve as input to a CAD (Computer-Aided 
Design) system for further modeling and processing. 
Basing a design on an existing object or on reuse of 
precedent models is an important paradigm in some 
industries, such as industrial design engineering. Such 
a method can be successful only when even 
occasional users of scanning devices can easily 
operate the system. However, the registration task is, 
even nowadays, still an impeding factor. In practice 
the user could be a stylist who has manually created a 
clay model of a future household device. Whereas 
taking the scan views of the clay model is a 
commonsense task to him/her, the registration of 
view pairs is not. The scanning system’s 
manufacturer normally offers an interactive software 
package, allowing the user to designate 
correspondences he/she observes amongst the scan 
views, as to provide a starting position for a shape 
matching algorithm, typically based on the ICP 
(Iterative Closest Point) method. The user has to 
aligned each scan view with the set of scan views 
aligned previously. Generally this way of operating 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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the scanner is perceived as slow and tedious, both by 
incidental users and by trained operators. 
Several approaches have been reported to the 
problem of partial shape matching. From here on we 
assume that the input data consists of unordered point 
sets only. That is, we will not rely on preprocesses 
that generate surface meshes, nor on additional 
information such as color, texture or material 
properties of the scanned object. We focus on the 
kernel problem of matching two point sets. Most 
methods make use of geometric descriptors and/or 
feature points. The geometric descriptor can take 
many forms, including moments, FFT coefficients, 
spin images etc [Johnson 1999]. Defining a feature 
using integrated quantities rather than using 
derivatives reduces the influence of noise [Gelfland 
2005]. Another approach to diminish sensitivity to 
noise and data outliers is taken by [Aiger 2008]. He 
collects sets of 4 planar points in each of the two 
point clouds. If a particular set from one point cloud 
is approximately congruent with one from the other 
point cloud, a candidate corresponding pair of 4-
points sets is found. If the 4-points set is relatively 
wide, then the method is less sensitive to noise. We 
refer to [Gelfland 2005] and references therein for a 
more extended description of registration methods. 
Our approach is inspired by the 4-points congruent 
sets as in [Aiger 2008]. We look for 4-points sets 
which define a large fat tetrahedron (LFT). The 
assumption is that the geometry of a large tetrahedron 
is relatively rare and therefore can serve to detect 
correspondences in the two point clouds. However, 
since true correspondence exists in the overlap region 
only, an upper bound must be set to the size of the 
tetrahedrons. Secondly, since the number of fat 
tetrahedrons in point sets can be very large, a 
straightforward comparison of two sets of 
tetrahedrons (each derived from one point cloud) 
would not be efficient. Our algorithm derives a 
limited number of fat tetrahedrons from one point 
cloud. Then each tetrahedron is tested for being 
approximately congruent to any point neighborhood 
in the other point set. In [Vergeest 2010] we have 
speculated about the advantages of the LFT algorithm 
compared to other strategies. However, lacking a 
benchmark platform we cannot demonstrate this. In 
the next section the LFT algorithm will be briefly 
described. In section 3 we present the influence of 
parameters on the computational performance of the 
method. Conclusions and recommendations are given 
in section 4. 
2. THE LFT ALGORITHM 
Let two point sets A and B be given, originating from 
sampling of a portion of the surface of a three-
dimensional object. There may exist subsets A’ ⊆ A 
and B’⊆ B such that A’ and B’ are samples of the 
same subsurface of the object. A’ and B’ are then said 
to represent an overlap region of the samples.  
Let a set of sets Bi be a partitioning of B defined as 
follows. A three-dimensional grid is constructed, 
aligned with a bounding box of B. The grid has the 
size of the bounding box of B. The block-shaped grid 
elements, or cells, all have the same size and have 
index i, i = 1, ..., G, where G is the number of cells of 
B. Each cell encloses zero or more points of B. Each 
point of B is enclosed by exactly one cell. Bi is the set 
of points enclosed by cell indexed i.  
Let A’ and B’ be the largest overlap of A and B, 
informally defined as follows. Assuming that A and B 
are range images of a physical object, let SA and SB 
informally be defined as the portions of the surface of 
the physical object represented by A and B, 
respectively. Then, both A’ and B’ represent all or 
some part of the physical overlap surface SA ∩ SB. 
Depending on the extent of SA ∩ SB , A’ and B’ each 
may contain zero up to as many points as the 
cardinality of A and B, respectively. 
Let B’i = Bi ∩ B′ , that is the portion of cell Bi 
coinciding with the overlap region. Our search 
strategy is based on the assumption that the overlap 
region is connected and has the extent of at least the 
size of a cell. In such cases there might exist sets Bi 
containing multiple points of Bi’. A property of any 
point of B’ is that its Euclidian distance to A is 
relatively small, provided that A and B are defined in 
the same coordinate system. However, since A and B 
originate from independent sampling processes, they 
will in general be defined in different coordinate 
systems. The difference between the two coordinate 
systems can be described by a rigid body 
transformation M, such that MB and A are defined in 
the same coordinate system, where MB is the set of 
points of B to which transformation M has been 
applied. We name this transformation the matching 
transformation. 
Since neither the overlap region, nor the matching 
transformation M are known, we determine which of 
the sets Bi is fully or partly contained in B’. We do so 
by constructing the largest and fattest tetrahedron in 
each cell and test each such LFT against congruency 
with 4-points sets of A. 
2.1 Finding the LFT 
When a small set of points of Bi is close to A and if 
these points are sufficiently non-planar, then the 
transformation to match this set with A is a relatively 
good candidate of the M we are looking for. Relying 
on this principle we base the algorithm on matching 4 
points to A, where the 4 points are contained in the 
same cell. The 4 points, denoted v1, v2, v3, v4, are 
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selected from Bi such that they form an LFT as 
follows: v1 and v2 are the points in Bi which are 
furthest apart. v3 is the point in Bi furthest from the 
line through v1 and v2, that is it maximizes |(v3 − v1) × 
(v2 − v1)|.  v4 is the point in Bi furthest from the plane 
defined by v1, v2 and v3, that is it maximizes | ((v3 − 
v1) × (v2 − v1) ) . (v4 − v1) |. An example of an LFT is 
shown in Figure 1. 
 
 
Figure 1. Point cloud B, its cell structure and the 
LFT contained in a cell. Data are from the 
Stanford Bunny [Stanford 2010]. 
2.2 Calculating the transformation M 
Once an LFT has been determined in a particular cell 
of point cloud B, we look for potential corresponding 
4-points sets in A. As mentioned, when the LFT 
resides in the overlap region of shapes A and B then 
there should exist 4 points in A representing a 
tetrahedron with dimensions equal to those of the 
LFT, that is up to some precision since the point sets 
A and B are obtained as independent measurements. 
The deviation between “corresponding” points can be 
expected to be as large as half of the scan spacing 
practiced. We have applied two methods to detect 
(approximately) congruent 4-points sets in A. We 
look for points a1, a2, a3 and a4 in A such that there 
exists a transformation M with Mvi ≈ ai for i=1,...4. 
The edge lengths of the LFT are denoted lij = |vi – vj|. 
 
Method 1 
For each point in A, name it a1 
  Translate the LFT such that v1=a1 
  Search for points in A at distance l12 from a1 
  and name them a2 
  For each such a2 
    Search for points in A at distance l13 from v1 and at 
    distance l23 from v2 and name them a3 
    For each such a3 
      Rotate the LFT about v1 such that v2 gets closest 
      to a2 
      Rotate the LFT about axis (v1, v2) such that 
      v3 gets closets to a3 
      If then v4 is close to any point in A (called a4) the 
      accumulated transformations so far applied 
      to the LFT represent a candidate M 
End of method 1 
Alternatively we can explicitly test congruency by 
comparing the six edge lenths of the LFT to the 
corresponding distances between candidate points a1, 
a2, a3, a4. We define δ1 as the threshold value for 
length comparisons. 
 
Method 2 
For each point in A, name it a1 
  For each point in A, name it a2 
    If |dist(a1, a2) – l12| < δ1 
      For each point in A, name it a3 
        If |dist(a1, a3) – l13| < δ1 and 
        |dist(a2, a3) – l23| < δ1 
          For each point in A, name it a4 
            If |dist(a1, a4) – l14| < δ1 and 
            |dist(a2, a4) – l24| < δ1 and 
            |dist(a3, a4) – l34| < δ1 
              Compute M from the vi and ai. 
End of method 2 
In method 2 the calculation of the transform M is 
postponed until the congruency is fully checked. One 
way to obtain M (as we implemented it) is to 
concatenate the translations and rotations in exactly 
the same way as done in method 1; see [Vergeest 
2010] for the explicit equation. The two sets (v1, v2, 
v3) and (a1, a2, a3) are sufficient to determine M, but 
they do not lead to a set of linear equations with a 
unique solution since the congruency is approximate 
only. However, a solution based on minimizing Σ 
|Mvi – ai|2 would be feasible and accurate (not 
implemented). 
2.3 Computing the degree of overlap 
Typically thousands of candidate M transforms are 
found, depending on threshold δ1. If δ1 is increased 
the number of candidates will rise steeply, as 
discussed later. We need to test whether or not a 
particular M is the matching transform. If an LFT L is 
contained in B′  then the directed Hausdorff distance 
of ML to A will be (by definition) small if M is the 
matching transformation. It can be expected that then 
a significant portion of the points MBi (from the 
current cell) will be close to A as well. Conversely, 
when many points MBi appear close to A the 
probability that M is the matching transform is large. 
v1 
v2 v3 
v4 
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In our algorithm, all points in cell Bi are subjected to 
M and their distance to A is determined. If a sufficient 
fraction f of the points are closer than δ2 to A then M 
is saved as a candidate transformation. As a final 
step, each of the candidate transformations is used to 
compute the set MB, involving all points of B. The 
degree of matching of B to A is defined as N, the 
number of points in MB closer than δ3 to A. The 
transformation producing the largest N is the outcome 
of the method. 
3. PERFORMANCE AND 
PARAMETERS 
As reported in [Vergeest 2010] the algorithm has 
been successfully applied to practical scan view 
registration. A typical CPU time of partial shape 
matching was 500s, which could be reduced to about 
10s in a CUDA-GPU implementation [Kooijman 
2009]. 
We have now studied the influence of the parameters 
δ1, δ2, δ3 and f on the computational performance of 
the algorithm for method 2. The granularity of the 
subdivision into G cells is also of influence to the 
algorithm. Not all cells produce an acceptable LFT. 
We have set a lower limit to the number of points 
from B contained in a cell; if the cell contains too few 
points we do not consider it. If a particular LFT is too 
small or too thin, it is discarded. Therefore, typically 
10% of the cells produce an LFT for further 
processing. We focused on method 2 since its 
implementation is relatively simple and it will be 
compared to its CUDA implementation in the near 
future. An upper bound of the complexity of the 
algorithm is C ∝ GP6, where P is the number of 
points occurring in a scan view (we assumed that A 
and B are of comparable size). In the search process, 
for each cell, each point in A is visited at least twice 
in order to form the line segment a1a2. When the test 
against l12 is passed, another loop over all elements of 
A is made to find candidates a3 and finally one more 
loop to find a4 (the maximal cost is proportional to 
GP4 so far).  If a4 is found, then all points in the cell 
are compared to A (cost proportional to P2) and 
possibly another check of all B against A is 
performed, as described in section 2.3. The main 
terms of the cost C are: 
C ∝ P2
 
+
 
β1P3 + β 2P4 + (β 3 + β 4)P6.        (1) 
β1 is the probability that the l12 test is passed, β2 is 
proportional to the probability that the l13 and l23 test 
are passed and β3 is proportional to the probability 
that the l14, l24 and l34 tests are passed. β4 depends on 
parameter f  and the degree of overlap found of points 
in the current cell with A. 
If we would set δ1=0 then no LFT would practically 
pass the l12 test and terms 2 and 3 would vanish, or 
β1= β2= β3= β4= 0. If aforementioned fraction f and all 
δi are large then C behaves like an 6th power function 
of P for large P; the number of candidate M 
transforms would be very large and many of them 
have to be checked by Hausdorff twice, namely once 
involving MBi and possibly once more involving MB. 
To achieve efficient partial shape matching the 
algorithm should detect the matching M (therefore, 
the parameters should not be too small), without 
superfluous candidates (therefore, the parameters 
should not be too large). 
To gain insight in the effects of the parameters we 
have performed numerical tests on one particular set 
of A and B, with cardinality 3188 and 2407, 
respectively. These sets are down-sampled versions 
of the Bunny data from the Stanford Scan Data 
Repository [Stanford 2010]. The data points are 
relatively evenly spaced, about 2mm apart, on a 
surface with a diameter of approximately 150mm. 
Table 1 gives an impression of the computational 
expense of the algorithm for Method 2. The 10 runs 
differ only by the parameter δ1. The cell division was 
G = 5×5×5 = 125 equally sized blocks of 
24×31×27mm. Out of these, 77 were empty and 7 
cells contained an LFT that was sufficiently large and 
fat. Out of these 7, only one LFT appeared to be 
located in the overlap region and could produce the 
correct matching transform. This particular LFT had 
l12 = 40.6mm and a base triangle of height 20.2mm 
(that is the distance of point v3 to edge v1v2) and 
thickness 3.1mm (distance of v4 to the base). The 
algorithm includes threshold parameters for thickness 
to accept LFTs and also for the minimum number of 
points contained in cells that are considered as carrier 
of an LFT. For the runs of Table 1, the limitation 
parameters were chosen 3.0mm for height and 96 for 
the number of points in a cell. The latter number was 
calculated as nB / G2/3 = 2407/25 ≅ 96, which reflects 
the fact that the data points represent a dimensionality 
2 boundary rather than a volumetric content. The cell 
located in the overlap region contained 100 points. 
We have set fraction parameter f = 0.9. If 90% or 
more of the cell points after transformation got closer 
than δ2 to any point of A then the LFT yielded “cell 
OK” in the table. δ2 was set to 1.5mm. The threshold 
for computing the overlap explicitly was set to δ3 = 
1.5mm. When the correct overlap (and thus the 
correct matching transform) was found, the 
associated LFT was classified as “all OK”. 
From the table we see that δ1 = 0.67 is approximately 
the lowest threshold for which at least one of the 7 
LFTs produced the correct matching transform M. 
The number of points from MB closer than δ3 = 
1.5mm to A was 540 (22.4%), reflecting the size of 
the overlap region (we were able to judge the 
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nA = 3188,  nB = 2407,  G = 125,  LFTs = 7,  δ2 = 1.5mm,   δ3 = 1.5mm,   f = 0.9 
δ1 (mm) a12 a12 OK a123 a123 OK a1234 a1234 OK cell OK all OK CPU(s) 
0.00 7.1×107 0 0 0 0 0 0 0 2 
0.15 7.1×107 2.0×105 6.3×108 6.5×103 2.0×107 10 0 0 18 
0.30 7.1×107 4.0×105 1.3×109 5.1×104 1.7×108 438 0 0 40 
0.45 7.1×107 5.9×105 1.9×109 1.8×105 5.6×108 4345 2 0 95 
0.60 7.1×107 7.9×105 2.5×109 4.2×105 1.3×109 22,900 4 0 330 
0.66 7.1×107 8.7×105 2.8×109 5.6×105 1.8×109 36,638 6 0 410 
0.67 7.1×107 8.9×105 2.8×109 6.9×105 1.9×109 45,274 10 1 460 
0.75 7.1×107 9.9×105 3.2×109 8.2×105 2.6×109 83,868 15 2 780 
1.05 7.1×107 1.4×106 4.4×109 2.3×106 7.2×109 5.8×105 64 4 4800 
1.50 7.1×107 2.0×106 6.3×109 6.6×106 2.1×1010 4.5×106 371 26 36,700 
Table 1.  Complexity terms of length tests by Method 2 as function of threshold δ1. Data are from the 
Stanford Bunny. 
 
correctness of the transformation of these particular 
scan views based on ground knowledge from 
alternative shape matching methods). Out of the 
100 points in the particular cell containing the 
“correct” LFT, 97 were at close distance to A 
(within threshold δ2 = 1.5mm).  
Obviously, the 4 vertices v1...v4 of the LFT itself 
belong to that set of 97 points, since they are close 
to the points a1...a4. For the same LFT one different 
4-points set in A was found leading to a 
transformation passing “Cell OK”. With that 
transformation 91 points of the cell were close to A 
but so were only 159 points of B, making it very 
unlikely that the transformation was the matching 
transform. Another LFT generated 8 transforms 
passing “Cell OK” but turned out not the matching 
transform. The total of 10 cases of “Cell OK” is 
depicted in Figure 2. The number of overlap points 
in B is plotted against the rotation exerted by the 
transform. The latter quantity was chosen as it 
characterizes the transform, although there is, of 
course, not a one-to-one relationship between the 
angle and the transformation matrix. The orientation 
of scan view B relative to A is 89.9 degrees, 
according to the solution found at δ1 = 0.67. The 
number of l12 tests is, independently of δ1, equal to 
nA
2
 times the number of LFTs considered. For the 
runs of Table 1 this number, labeled a12, was 
31882×7 = 7.1×107. For δ1 = 0.67, 1.3% of the l12 
comparisons passed the test, labeled “a12 OK”. This 
percentage is collective over all accepted LFTs in 
the run. The number of (l13, l23) tests is nA times the 
“a12 OK” cases, or 2.8×109. This number depends 
on the third power of nA. Further, β1 in equation (1) 
is dependent on δ1. 
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 Figure 2. Number of points in MB close to A 
versus rotation of M for δ1 = 0.67 and f=0.9. The 
plot contains 10 data points. 
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Figure 3. Number of points in MB close to A 
versus rotation of M for δ1 = 0.75 and f=0.9. The 
plot contains 15 data points. 
For the particular runs in Table 1 it turned out that 
β1 = 0 for δ1 ≤ 0.66 and β1 is rising for increasing 
δ1. For δ1 = 0.67, 0.02% of the a123 tests was 
positive. This percentage is proportional to β2 and 
depends on δ1. From the 1.9×109 a1234 tests, 0.002% 
or 45,274 resulted positively. This fraction affects 
β3. Finally, the number of exhaustive tests of 
distance MB to A depends on the fraction of “cell 
OK” (0.02% in the run for δ1 = 0.67). This fraction 
is proportional to β4. 
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The increase of computation time with increasing δ1 
is obvious from the rightmost column of Table 1. 
The choice of δ1 seems most critical, whereas δ2 and 
f affect the number of distance evaluations, which 
will be increasingly critical for large nA and nB. 
The effect of changing f from 0.9 to 0.8 is shown in 
Figure 5, which should be compared to Figure 3. 
The number of candidates passing the f threshold 
rises from 15 to 308. Instead of having only two 
correct transformations for f=0.9, there are 4 of 
them for f=0.8.  They show up as a narrow peak in 
Figure 5 near 90°. 
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Figure 4. Number of points in MB close to A 
versus rotation of M for δ1 = 1.05 and f = 0.9. 
The plot contains 64 data points. 
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Figure 5. Number of points in MB close to A 
versus rotation of M for δ1 = 0.75 and f = 0.8. 
The plot contains 308 data points. 
Lowering f to 0.5 does not lead to more correct 
transforms, but increases the background of 
incorrect candidates (Figure 6). In Table 2 the 
number of candidates and the performance of the 
algorithm, for the different values of f, are 
presented. It should be noted that coefficient β4 
increases with decreasing f, leading to 6th power 
behavior of the complexity, see equation (1). The 
increase of CPU time in Table 2 can be practically 
completely attributed to the number of full distance 
computations. When the number of tested cells 
increases from 308 to 8695 (factor 28.2), the CPU 
time for B-to-A distance computation increases by 
factor (2114-780) / (829-780) = 27.2. In all cases 
the number of cell-to-A distance computations is 
83,868, which would increase with the 6th power of 
number points as well. However, the β3 coefficient 
is small when δ1 is moderate and the number of 
points in a cell is small. 
0
200
400
600
0 50 100 150
Rotation of transform (degrees)
O
v
er
la
p
Figure 6. Number of points in MB close to A 
versus rotation of M for δ1 = 0.75 and f = 0.5. 
The plot contains 8695 data points. 
 
nA = 3188,  nB = 2407,  G = 125,  LFTs = 7, 
 δ1 = 0.75mm, δ2 = 1.5mm,   δ3 = 1.5mm 
f a1234 OK cell OK all OK CPU(s) 
0.9 83,868 15 2 780 
0.8 83,868 308 4 829 
0.5 83,868 8695 4 2114 
Table 2. Dependence on f of the performance of 
Method 2. 
 
We observed that increasing δ1 and/or decreasing f 
puts a dramatic load on the computation. Further, 
having approximately 1.6 times more unordered 
points in the sets, rises the CPU times by a factor 
20.8, see Table 3 for details. For a pure 6th order 
behavior one would expect a factor 16.8, but there 
are other factors such as the number of accepted 
LFTs, which changed from 7 to 9. 
 
4. CONCLUSIONS 
The two most critical factors influencing the 
performance of the algorithm are the point set sizes 
and δ1. In the test runs we have used down-sampled 
versions of point sets containing originally 40,200 
and 30,400 points. The down-sampling algorithm 
removed points conservatively from the set such 
that no two points were less than ε length units 
apart, where ε was set to 2mm for the runs in Tables 
1 and 2, and ε = 1.5mm for the runs in Table 3. For 
given ε an upper limit of δ1 would be 0.5ε in a 
worst-case one-dimensional setting. Using a small 
value for δ1 could lead to zero LFT matches. 
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nA = 3188,  nB = 2407,  G = 125, δ1 = 0.75mm, δ2 = 1.5mm,   δ3 = 1.5mm,   f = 0.9 
nA, nB, LFTs a12 a12 OK a123 a123 OK a1234 a1234 OK cell OK all OK CPU(s) 
3188,  2407, 7 7.1×107 9.9×105 3.2×109 8.2×105 2.6×109 83,868 15 2 780 
5140,  4127, 9 2.4×108 3.1×106 1.6×1010 4.0×106 2.1×1010 737,044 703 40 16,240 
Table 3. Effect of increasing the density of the point sets by approximately a factor 1.6 for Method 2. 
 
Empirically we have found δ1=0.66mm=0.33ε as an 
upper limit in the particular setting of the runs we 
performed. This could be considered as a rule of 
thumb for δ1, although it presumes evenly spaced 
points. The choice of G has turned out to be critical 
as well. When we selected G=6×6×6=216, none of 
the LFTs yielded a correct transform, unless we 
increased δ1 from 0.67 to 1.05mm. Indeed, refining 
the cell subdivision could exceptionally imply that 
fewer cells are fully included in the overlap region. 
When we lowered G to 4×4×4=64, none of the 
LFTs yielded a correct transform, not even at δ1 = 
1.05. This could have been expected since the LFTs 
all exceed the size of the overlap region and are 
therefore unlikely to fit “correctly” to A at any 
place. 
The subdivision has been implemented on an 
arbitrarily orientated evenly spaced grid, namely a 
grid aligned with the global coordinate system. This 
subdivision method could be improved significantly 
to reduce the number cells that should be 
considered further. If we assume that the overlap 
region contains at least 20% of the points of B then 
the 5×5×5 subdivision seems appropriate. 
The values of δ3 and δ4 are less critical, provided 
that δ1 is not unnecessarily large. The values we 
supplied (1.5mm or 0.75ε) seem reasonable. f=0.9 
turned also a good starting value; the correct 
transforms yielded about 95% overlap of the cell 
with A, and we observed that even with increased 
δ1, it was not useful to set f lower than 0.9. 
As mentioned, these recommendations for initial 
parameter values are still case-specific. When the 
scanning process would result in very unevenly 
distributed points, the parameters should be derived 
from the highest occurring ε. 
A possible strategy for automatically adjusting the 
parameters is to set ε relatively large (e.g. 0.01 
times the diagonal of the bounding box of A) and 
perform a run with δ1 = 0.3ε. Then the largest 
overlap detected can be tested for compactness and 
connectedness. If the distribution of the overlapping 
points is not consistent with a connected portion of 
A and/or B, runs with increased δ1 can be carried 
out. 
Both the length tests and the distance computations 
can be implemented with a good degree of 
parallelization. Unlike purely two-dimensional 
processes such as image restoration, 3D scan view 
data cannot be subdivided in portions which can be 
processed completely independently. Still an 
acceleration of the computation by a factor of 10 to 
100 appears feasible in Cuda implementations that 
are presently under investigation. 
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ABSTRACT
In the last years an enormous progress has been made in improving the visual quality of virtual worlds through approximations
of former computationally expensive global illumination (GI) effects. Nevertheless, the handling of dynamic or even deformable
content in massive data sets illuminated and shadowed by massive light sources still represents some kind of killer application.
Besides the gaming industry, these demands are especially made in digital factory planning applications, where moreover
preprocessing times and additional manual preparations of the virtual scenarios have to be avoided to keep a short time to
production and accordingly to market. Therefore, we present an efficient rendering pipeline and concept for the creation of
a plausible illumination for the digital factory, able to handle dynamic content in massive data sets at a large extent, that are
plausibly illuminated and shadowed with a lot of light sources and encoded with high dynamic range information at interactive
frame rates in a high resolution. The most important aspects for a visually plausible result are analysed on basis of real images
of a factory and at last evaluated with the achieved results. Finally, we give a detailed overview and analysis of the performance
of the incorporated techniques on modern graphics hardware to identify the main bottlenecks and key points for future research
and conclude with an extensive reflection of the benefits of a plausible illumination for digital factory planning applications.
Keywords: Global illumination, massive data, massive light sources, plausible visualization, virtual reality, digital factory
1 INTRODUCTION
Nowadays, the creation of digital mock-ups (DMUs) in
early stages of the product or production life cycle is
an essential planning instrument to increase the quality
and reduce the costs of products or production facili-
ties. Possible bottlenecks or sources of errors can be
discussed and analyzed by experts on basis of a holis-
tic visualization. Nevertheless, an entire factory DMU
is very complex (e.g. > 25 mio. polygons), consist-
ing of a lot of data contributed by several planning de-
partments or different suppliers. For this reason special
rendering methods, like the visibility guided rendering
(VGR) described in [12], have to be applied to handle
these massive data sets at interactive or realtime frame
rates. In this context the visualization plays an impor-
tant role. In the past, real time or interactive GI effects
for such massive amounts of data were hard to achieve,
so expensive cluster solutions were applied to obtain a
realistic impression. Furthermore, simple flat or phong
shading was the only way to achieve the interactivity
with the virtual world in real time frame rates. As a con-
sequence stereoscopic techniques in combination with
powerwall systems had to be incorporated, to support
the perception of depth and the correct assessment of
the digital content, like object correlations. This bene-
fit predominantly arised through the binocular disparity
depth cue [3], but also neglected an improved effect for
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the users perception or feeling of being immersed when
supporting a better representation for the perception of
pictorial depth cues [3, 17], which are evoked by a re-
alistic visualization. Due to the evolved capabilities of
modern graphics hardware former computationally ex-
pensive GI effects can be approximated at interactive or
real time rates. A high visual quality of virtual worlds
can be achieved on a single desktop PC, paving the way
for desktop virtual reality(VR) and enabling the possi-
bility to reduce the costs considering the provision of
expensive hardware.
Against this background we extend former work[19,
23] and present an efficient rendering pipeline and con-
cept for a plausible visualization of the digital factory
(DIFA). Dynamic and deformable content of massive
data sets illuminated and shadowed by massive amounts
of light sources can be handled. Various GI effects are
achieved by approximation, but produce a convincing
result. The most important and necessary factors of a
plausible visualization of the DIFA are analyzed on ba-
sis of footages of a real factory and compared with the
achieved quality of our results. At the end a detailed
overview of the performance of the several techniques
to achieve the identified important factors is given, serv-
ing as a basis for the identification of the main bottle-
necks and key points of future research in this field of
application. Our main contributions are the analysis of
the key points for an approximated realistic visualiza-
tion of the digital factory, the specified efficient ren-
dering pipeline for the DIFA and the detailed perfor-
mance evaluation of the pipeline on modern graphics
hardware.
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2 RELATED WORK
A lot of progress has been made in the last decades
to improve the realism of virtual worlds by global
illumination(GI) algorithms at interactive or real time
frame rates. [6, 1] present interactive ray tracing to
account for massive data sets in virtual reality(VR)
applications. [29] and [18] adopt the capabilities of
modern graphics hardware and push ray tracing to
the next level by considering more complex light
effects[29]. Due to the logarithmic complexity, ray
tracing is best suited to handle large data models at
performant frame rates. Nevertheless, the limits are
revealed when dynamic massive data sets illuminated
by massive amounts of light sources and the expensive
computation of secondary effects, like bounces of
indirect lighting, are involved.
More practical approaches for a dynamic and in-
teractive plausible illumination of complex and
massive scenes with a lot of light sources can
mainly be found by having a look at the gaming
industry([25, 5, 16, 15, 26]), especially when desk-
top VR with standard hardware is desired to avoid
expensive hardware solutions. In this context big
advancements were made through image space approx-
imations and deferred shading techniques in the last
years. [25] uses deferred shading, introduced by [2], to
consider huge amounts of lights for shading and relies
on visible fragments only. Thus, the computational
effort mainly depends on the amount of light sources
and the image resolution, while simultaneously being
independent of the polygon count and allowing the
handling of dynamic or deformable content in real
time.
[4] further improves the performance of this method by
accumulating the illumination per pixel in a separate
light accumulation buffer(LAB) without the consider-
ation of the material color, which is multiplied at the
end, thus reducing computational efforts when a lot
of light sources are considered. However, occlusion
information is missing and the creation of shadow
maps for many light sources would still represent the
bottleneck. In addition to the consideration of direct
light effects([27, 7]), many advancements have been
made for approximating GI effects at interactive or
real time rates, like screen space ambient occlusion
(SSAO)[16], which has become a standard in the
gaming industry. In [23] vector based SSAO closer
to the original definition of ambient occlusion is
presented, especially focusing on the application in
digital factory planning scenarios. In [22] SSAO is
extended to account for directional occlusion and
indirect lighting effects by screen space directional
occlusion(SSDO), but is limited to nearly arranged
surfaces. In the following sections the indirect lighting
effects of SSDO are also mentioned as screen space
global illumination(SSGI). [21] present an interesting
approach considering the shadow computation of
indirect illumination effects approximated by the usage
of many secondary light sources. Unfortunately, their
approach relies on a point based scene representation,
introducing a further preprocessing step we want to
avoid to keep minimal production times. In summary,
screen space approaches work entirely in screen space
without the need for preprocessing steps while simul-
taneously being independent of the scene complexity.
Recently, [11] introduced cascaded light propagation
volumes (CLPVs). In contrast to SSAO or SSGI,
CLPVs can compute indirect lighting effects for large
areas and are not limited to reveal its effect in cavities
or creases only. Three different sized cascaded grids
are attached to the camera and indirect illumination
is propagated through the grids by using spherical
harmonic functions, yielding a performant GI compu-
tation. However, small areas in the scene can be missed
due to the grid resolution, but fortunately reconsidered
with SSGI.
3 SOLVING THE RENDERING EQUA-
TION
According to [9] the rendering equation can expressed
as a Neumann series using the integral operator notation
in the following form[8]:
L= E+KL, (1)
where K represents the integration over the cosinus
modulated BRDF. E denotes the emitted radiance Le
and L the reflected radiance Lr. Equation (1) can be
discretized to a simple matrix equation, where E and L
are vectors and K is the light transport matrix, charac-
terizing the reflectivity of light in a scene, yielding:
L= E+KE+K2E+K3E+ ... =
∞
∑
m=0
KmE (2)
E denotes the emitted radiance of a light source, KE
the direct illumination of surfaces, K2E the first bounce
indirect illumination, K3E the second bounce and so
on, finally converging against the exact solution of the
rendering equation. On basis of this representation the
following methods for the computation of single stages
of our rendering pipeline and the analysis of important
effects in images of a real factory can be broad into a
better coherence. Thereby, the operator notation un-
derlines the separability of GI into single computation
stages. To achieve an interactive performance of our
pipeline we restrict ourself to consider equation (2) just
to K2E, which in most cases is sufficient for a plausible
illumination simulation, since the perceptually notice-
able differences between the summands strongly de-
crease from the fourth summand.
WSCG 2011 Communication Papers 76
4 ANALYZING THE REAL FACTORY
To evaluate the plausibility of an illumination simula-
tion, comparisons to the reality in the factory or at least
to images of the real factory have to be done. Further-
more, essential illumination effects for a plausible vi-
sualization can be identified by analyzing these images.
Several images were used for the analysis under con-
sideration of the summands of the discretized rendering
equation (2) in section 3. The four most representa-
tive images are presented in fig.2. In addition, various
effects influencing the perception of the human visual
system are also addressed in the analysis.
4.1 Emission - E
Referring to equation(2), E represents the emitting ra-
diance of light sources. This effect can be noticed in
the views of fig.2 at windows with incoming sunlight
or at the fluorescent tubes mounted near the ceilings.
Since the images were taken with a low dynamic range
camera light emitting surfaces appear as bright white
areas, thus no further illumination effects can be recog-
nized in this areas. Factories are mainly illuminated by
fluorescent tubes and sunlight that shines through win-
dows and in conclusion have to be simulated in a real-
istic way, since the human perception strongly reacts to
these high frequent parts of the illumination.
4.2 Direct Illumination - KE
In absence of strong sunlight on a sunny day and
deep inside the buildings without any windows in
range, factories are homogeneously illuminated to
achieve ergonomically illuminated workplaces. As a
consequence, a lack of hard shadows can be noticed,
except for areas under machines and obstacles that
are mounted some inches above the ground. The only
source for hard shadows represents the sun light, when
falling through the windows in a strong intensity. In
conclusion, shadow mapping techniques should be
applied for the sun light, whereas a diffuse ambient
occlusion is sufficient concerning the weak occlusion
caused by the fluorescent tubes. Since the tubes are
encapsulated by a socket their emitting hemisphere is
directed towards the ground.
To achieve a plausible illumination the most remark-
able materials also have to be considered to create a
visually convincing result, as can be seen by the several
specular or glossy effects on the ground and at the
pipes in fig.2. The reflecting ground can especially
be noticed in view 1 and view 4 and the glossy pipes
in view 2 and view 3. Furthermore, strong diffuse
reflections can be recognized in view 2 at the walls or
at the machinery.
4.3 Indirect Illumination - K2E
The homogeneous distribution of the light in the scenes
as well as the strongly diffuse reflecting surfaces create
a smooth ambient illumination and thus it evokes the
effect of ambient occlusion in corners and interspaces.
Therefore, the ambient brightness and occlusion has to
be simulated to obtain a plausible result. Due to indi-
rect bounces of the light in the factory all images of
fig.2 seem to be tinted with a green shimmer, which is
mainly caused by the green machinery (see view 2 and
view 4). As a consequence, the incorporation of indi-
rect illumination effects is essential to achieve a similar
appearance concerning indirect bounces and the ambi-
ent brightness.
4.4 Glare
Due to the limited capabilities of the used low dynamic
range camera used for the images of the factory, the
surroundings of light emitting areas are overexposed
and glow effects can be recognized at the outer regions.
The same effect can be seen at strong reflections on the
ground or at metallic surfaces. Those effects are also
perceived by the human visual system, even though in
a reduced form since the eye can adapt to such illumi-
nation situations to a certain degree.
5 DESIGN OF A MASSIVE LIGHTING
PIPELINE
In this section a short overview of the massive lighting
pipeline (see fig.1) is given, specifying how the several
methods for a plausible illumination computation are
incorporated into the rendering module of a VR sys-
tem. For the implementation of the massive lighting
pipeline we focused on the visualization of the interior
of the factory. As a consequence, hard shadows inside
the buildings that merely occur due to strong sun illumi-
nation on a sunny day(see section4) are not considered,
but can additionally be incorporated as described in our
former work[21]. Due to the homogeneous illumination
inside the facility convincing occlusion results can be
obtained by the SSAO approach of [25]. The main fo-
cus lies on the plausible dynamic illumination by thou-
sands of light sources in massive data sets and the sim-
ulation of diffuse, glossy and reflective materials. In-
direct illumination effects in the nearfield of cavities or
creases are achieved by applying SSGI and for larger
areas by the application of CLPVs. An ambient term
is added by exploiting the capabilities of CLPVs to di-
rectly propagate direct light information, which is phys-
ically incorrect, but yields visually convincing results,
as can be seen in view 2 in fig.2. As a consequence,
massive data sets illuminated with massive lights and
containing dynamic or deformable content can be han-
dled at interactive rates and in high resolutions without
the need for preprocessing stages.
5.1 GBuffer Layout
Since factory planning scenarios with a large spatial ex-
tent are considered, the position and normal informa-
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Figure 1: Overview of the massive lighting rendering pipeline
tion has to be stored with 16-bit precision to avoid dis-
turbing z-fighting artifacts as well as gradation artifacts
of surface shading. For high screen resolutions this can
lead to a large memory requirement. To reduce mem-
ory consumption, the world positions are reconstructed
from one 16-bit depth value. For the normalized sur-
face normals only the x and y components are needed,
since the z component can be reconstructed too. For
depth and normal we use the RGB channels of a first
render target RT1. Additionally the material color is
stored in the RGB channels of a second render target
RT2. Further information like specular strength, trans-
parency flags and proxy geometry flags are stored in
the alpha channels of RT1 and RT2. In summation two
RGBA floating point textures with 16-bit per channel
are used for the geometry buffer(GBuffer).
5.2 Massive Lighting
[10] describes the possibility to apply CLPVs for a di-
rect diffuse illumination with massive light sources by
directly injecting the direct light information into grids.
Therefore, a light source buffer, further denoted as mas-
sive lighting map(MLM), is created that encapsulates a
maximum of 512x512 = 262144 usable light sources.
The MLM contains position, color, orientation and in-
tensity of light sources. Due to the small computational
effort of the injection stage of the light sources into the
grids, also higher resolutions of the MLM are possi-
ble. Hence, area lights like the fluorescent tubes can
be properly approximated by many point lights since
the amount of light sources will not become a bottle-
neck. Dividing the amount of all tubes in the factory by
the MLM buffer resolution yields the number of possi-
ble light sources to approximate a tube. In fact, such
a dense sampling of the tubes is necessary, since flick-
ering artifacts can occur when a light source enters or
leaves the spatial grid that is attached to the camera due
to camera movements. By using a lot of light sources
this case can be avoided due to a smooth fading between
the grid cells. In the fill buffer stage of our pipeline
the lights of the MLM are injected into the CLVP and
propagated through the several grids in the propagation
stage. In the light accumulation stage the propagated
direct illumination can be accessed at the respective po-
sition in the scene to fill the LAB with the direct illumi-
nation.
5.3 Ground Reflections
To account for visible important details of reflections
on the ground, the scene is rendered a second time into
another frame buffer from the perspective of a mirrored
camera to obtain a mirrored image. In the light accumu-
lation step, the ground plate is automatically identified
by a flag in the alpha channel of RT2 in the GBuffer,
which is set using the material of the ground plate.
Thus, the covered pixels in image space are determined
and used as mask for the rendering of the ground re-
flections. For the simulation of surface roughness the
reflections are finally processed with several filtering
techniques, e.g. a light streaks approach described in
[13] or a simple 5x5 gaussian blur filter.
5.4 Screen Space Ambient Occlusion and
Global Illumination
Ambient occlusion simulates the occlusion in cavities,
creases and for concave surfaces and is best suited to
provide shadow information for uniformly illuminated
diffuse or ambient environments[14], typical for fac-
tory interiors. Therefore, [23] is applied yielding suf-
ficient results with merely eight to 16 samples in this
diffuse environment. By means of the indirect lighting
part of the SSDO technique, indirect bounces of light
can be computed for nearly arranged surfaces. Since
the method is applied to the LAB that already contains
the direct illumination of the CLPVs at this stage, in-
direct bounces of the illumination can be computed as
described in [19]. Due to the use of many light sources
we do not apply the directional occlusion part of SSDO.
5.5 Participating Media Lighting
On basis of the CLPVs a spatial representation of the il-
lumination is available, that can be further extended by
the incorporation of direct light information from the
fluorescent tubes to simulate participating media light-
ing effects. Light sources of the MLM are injected into
the CLPV with a higher weighting factor and prop-
agated. By using view aligned volume slicing with
screen aligned quads, the light intensities of the CLPV
grid voxels can be computed and added to the LAB,
simulating the effect of homogeneous participating me-
dia lighting. By choosing an appropriate density factor
various effects like fog, dust or aerial perspective can be
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Figure 2: Top row: Flat shading. Middle row: Representative views for the analysis of a real factory, ranging from
view 1(left) to view 4(right). Bottom row: Results of our plausible illumination
simulated. For scenes with a large extent this can also
evoke the impression of an aerial perspective and thus
increase the depth perception of the scene.
5.6 Tone Mapping, Glare and Color
Grading
To account for a more realistic representation of the
scene, the illumination computation is based on high
dynamic range(HDR) information. Thereby, the capa-
bility of the human visual system to adapt to different
lighting conditions is simulated by applying the tone
mapping operator of [20], allowing a plausible display
of the HDR information on low dynamic range output
devices. The human perception of bright areas in the
factories (see section 4) is also considered by using the
approach of [13] to visualize a glare effect in the area of
light emitting or strong reflective surfaces. Therefore,
we store bright areas above a certain threshold in an ad-
ditional image which is downsampled and stored multi-
ple times by the factor four. The respective images are
filtered with a 5x5 gaussian mask. Afterwards the im-
ages are upsampled again and added to the final image
composition. Since physically correct indirect bounces
of the illumination are neglected, the color temperature
of the factory was simulated by a color grading method
as it is described in [24] using a 3D Look-Up Table(3D
LUT) which simply represents a mapping of a rgb color
cube into another rgb color cube and allows us to do the
color correction very fast. The color grading can be
changed in run time using manipulation methods of the
3D LUT. It is also possible to store or load a 3D LUT.
5.7 Anti-aliasing
Aliasing effects caused by an undersampling of high
frequent areas can lead to flickering artifacts and jaggy
edges, especially during camera movements, reducing
the feeling of being immersed in the virtual world.
Because of the used deferred shading approach no
hardware anti-aliasing can be utilized. We distin-
guish between a performance and quality version of
anti-aliasing. For the performance version an edge
anti-aliasing(EdgeAA) is implemented. Edges are
detected by building the differences of the surface
normals and depth values, followed by a 3x3 gaussian
blur applied at the edges. The quality version uses
full screen anti-aliasing(FSAA). Therefor the image
is computed in doubled resolution. For the super
sampling part of FSAA a rotated grid sampling pattern
is applied, yielding an optimal result for nearly hori-
zontal or vertical edges, which are often seen in factory
environments.
6 RESULTS
To achieve an interactive plausible illumination of mas-
sive data sets with massive lights for digital factory
planning applications the following main criterias are
determined:
• Visually plausible quality
• Interactive or real time frame rates
• Support for massive data sets with dynamic content
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• Support for massive dynamic light sources
• Avoidance of preprocessing time
In this section the achieved results are evaluated and re-
flected considering the listed criterias. The test system
consisted of an AMD Athlon 3700+ with 2 GB RAM
and a NVIDIA GeForce GTX 285 graphics card. For
the performance measurements a typical factory scene
with 15.3 million polygons and 4056 fluorescent tubes
is used and rendered in a resolution of 1280x1024 pix-
els. Each of the 4056 tubes of the scenario is approxi-
mated by 5 light source, yielding a total of 20280 light
sources. To handle the massive amounts of data effi-
ciently a visibility guided renderer[12] is used as the
rendering core of the VR-system, filling the buffers for
our further illumination computations.
6.1 Visual Quality and Plausibility
To evaluate the plausibility of the proposed method, the
images of the real factory and the criterias that were de-
rived by the analysis in section 4 are compared with the
achieved results. The results, ranging from view 1 to
view 4 in the bottom row of fig.2, show that the light
emitting fluorescent tubes with their surrounding glow
are plausibly visualized1. However, the glow in the
images seems a bit more smoothed at the outer edges
and is sometimes colorful pigmented against dark back-
grounds (see view 1 in fig.2), allowing a further im-
provement of the simulation. Even though, the direct
illumination is spatially approximated by the CLPVs
with two band spherical harmonics, the results are vi-
sually convincing. Nevertheless, artifacts in form of
some isolated bright areas (see view 2 in fig.2) can oc-
cur due to the spatial approximation of the grids. These
are mainly caused by high intensities in grid cells in-
cluding direct light sources.
Direct light is propagated in a specific direction in
form of cosine-lobes. Thereby, some amount is also
send in the opposite direction yielding a scattering of
the direct light in the scene. Because of the density of
fluorescent tubes and multiple reflections of their light
in the factory a similar effect of a diffuse distributed
ambient environment can be observed in the images.
As a consequence the massive lighting also simulates
some kind of physically incorrect indirect illumination
in the surroundings of light emitting surfaces and de-
creases with distance. Thus, a kind of global ambient
term is obtained that decreases in distance to a light
source in contrast a constant ambient factor, e.g. used
in the OpenGL lighting model. However, despite the
fact that the light propagation in form of cosine-lobes is
directed to the ground, the areas above the fluorescent
1 It should be noted that geometrical discrepancies can occur, due to
inconsistencies of the model and the real factory
tubes are also illuminated due to the scattering, thus cre-
ating an indirect illumination that appears very similar
to the images(see view 2 and view 3 in fig.2). Unfor-
tunately, this effect is colored with direct light informa-
tion and can not consider the color of a true bounce of
indirect illumination. The provided occlusion informa-
tion obtained by SSAO yields visually plausible results
in most of the cases. The limits are revealed in view
2 in fig.2. The shadow beneath the machine in front
should be stronger and weaker at the pillar. In view 1
in fig.2 the occlusion on the right side also seems to be
to strong, but can be improved with a better parameter-
ization. The indirect illumination effect of SSGI can be
clearly noticed in view 2 in fig.2 on the left side on the
ground near the green machines, further improving the
visual quality towards a plausible impression.
Another important aspect concerning the plausibility is
the reflection of the scene on the ground, even though
it sometimes appears to be polished due to a lack of
the simulation of rough surfaces, which can be incor-
porated by using additional bump and specular maps2.
The sparse application of participating media effects in
the background of the scenes decreases the contrasts in
distance and creates an aerial perspective that further
conveys the impression of depth. The effect is espe-
cially perceivable in view 2 and view 3 in fig.2.
On basis of the tone mapping operator, the visible con-
trast and brightness ratios are reproduced and appear
very similar to the images of the real factory. The color
temperature of the factory could be approximated using
the color grading method mentioned in 5.6. In combi-
nation with light scattering of the CLPVs a plausible
pigmentation of indirect reflected light is obtained and
essential for the atmosphere of the visualization as a
whole. In conclusion, a plausible and convincing over-
all quality of the illumination for virtual environments
is achieved in comparison to the images of the real fac-
tory. Nevertheless, small discrepancies can be recog-
nized in detail, but due to the diffuse ambient environ-
ment inside the factory these artifacts are not disturbing,
since the human perception is less sensitive to errors in
low frequency illumination environments.
6.2 Performance
An average performance of 6 frames per second is
achieved for the test scene in a resolution of 1280x1024
pixels. Thus, the dynamic digital factory can be inter-
actively explored and manipulated. The computational
effort of the several stages of the proposed pipeline for
the presented views including a detailed listing of the
incorporated methods is depicted in fig. 3.
2 Applicable in combination with the Virtual Texturing technology of
[28]
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Figure 3: Left: Detailed performance analysis of the several pipeline stages for the considered views. Right: All
blue-colored pipeline steps belong to the fill buffer stage, all red-colored to the light accumulation stage and all
yellow-colored to the post-processing stage.
Fill Buffer Stage The fill buffer stage with the
blue-colored steps in the graph seen on the right side
of fig. 3 contains the two time drawing of the scene
and therefore is the most expensive stage of the three
pipeline stages with an average of 66.06ms. For the
filling of the G-Buffer and the Reflection Buffer for the
different views strong fluctuations can be noticed in the
graph on the left side of fig. 3. These can be explained
by the amount of geometry inside the view frustum.
In view 2 and view 3 ind fig. 2 a lot of geometry is
occluded by the machinery close to the camera, thus the
visibility guided renderer can discard a lot of geometry
inside the frustum. In average the G-Buffer is filled
within 34.97ms, whereas the Reflection Buffer within
28.15ms due to the fact that only a part of the scene
covered by the mirror effect has to be rendered. The
injection into the CLPVs is independent of the scenes
complexity and image resolution and in consequence
very performant with merely taking 2.93ms.
Light Accumulation Stage The light accumulation
stage with the red-colored steps in the graph is with an
average of 40.28ms the second most expensive step,
whereas the computation of SSAO with an average of
22.19ms by using 27 samples represents the biggest
computational effort. The SSAO performance mainly
depends on the image resolution and the amount of
used samples. The effort for the light propagation
throughout the CLPVs depends on the number of
propagation steps and the grid resolution and therefore
constantly takes 8.87ms in all views with 21+ 10+ 5
propagations steps and a grid resolution of 48x48x48.
The illumination by the CLPV information depends on
the image resolution and the amount of propagation
steps in reflection direction through the CLPV to ap-
proximate glossy surfaces, which is further denoted as
glossy samples. The CLVP performance thus depends
on the amount of glossy or reflective areas in the image,
which is noticeable on the fluctuations in the timings
for the different views, e.g. in view 1 and view 2 more
glossy surfaces are visible than in view 3. The average
timing is 7.47ms for 16 glossy samples. The last "‘light
accumulation"’ step in this stage, which should not be
confused with the whole light accumulation stage, is
dependent on the image resolution and includes the
multiplication of the accumulated light in the LAB
with the material color and the ambient occlusion term
within an average of 0.6ms.
Post-Processing Stage The post-processing stage with
the yellow-colored steps in the graph takes an average
of 39.3ms. SSGI is included in this stage, since it is
applied after the multiplication with the material color.
The average timing for SSGI is 33.55ms by using eight
samples and a kernel size of eight. SSGI depends on the
image resolution and the amount of used samples. The
computational effort for the color grading is with 0.5ms
very small, as well as the effort for the glare with 0.6ms
and the tone mapping with 1.2ms. All three methods
depend on the image resolution. Participating media
lighting effects take an average of 3.43ms by using 32
slices, whereas the effort mainly depends on the num-
ber of the processed pixels and the number of slices to
approximate the volume.
7 BENEFITS
The presented method can handle dynamic objects and
dynamic light sources in massive data sets. Almost all
incorporated techniques are independent of the scene
complexity, except the reflections on the ground plate,
allowing the interactive exploration of massive virtual
worlds with an enhanced visual quality and pave the
way for high quality desktop VR. Massive light sources
can be handled and no preprocessings3 are needed for
all incorporated methods, keeping a short time to pro-
duction and market. Our scenarios need no manual
preparation times since massive amounts of data can be
handled by a visibility guided renderer and light sources
3 except the data export from the CAD tool to the VGR data base
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are automatically set during the data export of the CAD
tools by looking up the light source geometry with an
identifier.
8 CONCLUSION
In this paper we presented an efficient massive light-
ing pipeline for the interactive computation of a plau-
sible illumination for massive data sets of the dynamic
digital factory illuminated by massive amounts of light
sources. No preprocessing steps are necessary, keeping
a short time to production and market. The key points
for a plausible illumination computation of a factory are
identified by a detailed analysis and exemplary shown
on basis of images of a real factory. The results of our
proposed method are evaluated against the key points
and the real images and can confirm the plausibility of
the computed illumination. Finally, a detailed perfor-
mance evaluation of the whole pipeline is presented,
including the separate listing of all incorporated tech-
niques to identify the main bottlenecks and connecting
factors for future research.
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ABSTRACT 
In character animation field, many deformation techniques have been proposed. Example-based deformation 
methods are widely used especially for interactive applications. Example-based methods are mainly divided into 
two types. One is Interpolation. Methods in this type are designed to interpolate examples in a pose space. The 
advantage is that the deformed meshes can precisely correspond to the example meshes. On the other hand, the 
disadvantage is that larger number of examples is needed to generate arbitrary plausible interpolated meshes 
between each example. The other is Example-based Skinning which optimizes particular parameters referencing 
examples to represent example meshes as accurately as possible. These methods provide plausible deformations 
with fewer examples. However they cannot perfectly depict example meshes. In this paper, we present an idea 
that combines techniques belonging to the two types, taking advantages of both types. We propose an example-
based skinning method to be combined with Pose Space Deformation (PSD). It optimizes transformation matric-
es in Skeleton Subspace deformation (SSD) introducing “support joints”. Our method itself generates plausible 
intermediate meshes with a small set of examples as well as other example-based skinning methods. Then we 
explain the benefit of combining our method with PSD. We show that provided examples are precisely 
represented and plausible deformations at arbitrary poses are obtained by our integrated method. 
Keywords 
Example-based, skinning, deformation, pose space deformation, PSD, skeletal-subspace deformation, SSD, sup-
port joints 
1. INTRODUCTION 
Character deformation plays an important role in 
computer animations. Poor articulated character de-
formations are easily perceived when we see 3DCG 
animations. In order to generate desired character 
deformations, skilled animators spend much time 
working on tedious processes. Many character de-
formation methods have been proposed to resolve 
this problem, but it hasn’t been completed yet. 
In articulated character deformation, skeleton-based 
deformation is widely used to model articulated mo-
tion because they are intuitive to use. Among skele-
ton based deformation methods, Skeleton Subspace 
Deformation (SSD) [MLT88] is the most common 
technique, which is also called enveloping or smooth 
skinning, because it is fast to compute and easy to 
implement. Despite those advantages it brings, large 
deformations lead to undesirable effects such as very 
visible loss of volumes near joints. In order to com-
pensate the defects of SSD, example-based methods 
are widely used especially in interactive applications. 
Example-based deformations can be divided into 
two types – Interpolation and Example-based Skin-
ning. Interpolation type focuses on how to interpolate 
examples smoothly in a pose space. Example meshes 
are always precisely represented, but interpolated 
ones are not always plausible and many examples are 
needed to generate plausible interpolated meshes at 
arbitrary poses. In contrast to interpolation, example-
based skinning uses examples only to optimize par-
ticular deformation parameters such as vertex 
weights. The advantage is that plausible intermediate 
meshes at arbitrary poses between examples are ob-
tained, but example meshes themselves are not fully 
represented. 
In this paper, we present an idea that combines 
these two types and takes advantage of them. First 
we propose an example-based skinning method 
called support joint deformation. It optimizes joint 
transformation matrices introducing virtual joints 
called “support joints”. Then we integrate our me-
thod with Pose Space Deformation (PSD) [LCF01], 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy oth-
erwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee. 
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which is the most widely used in the interpolation 
methods, and demonstrate how effective our idea is. 
The original support joint deformation method was 
proposed in our former work [YYM09]. We improve 
the support joint deformation method and combine 
the method with PSD in this paper in order to pre-
cisely represent examples when characters are de-
formed. To integrate with PSD effectively, we fo-
cused on artifacts occurring around a bending joint 
instead the previous work took all errors between 
examples into consideration. 
This paper is organized as follows: After giving an 
overview of related work in character animation area 
in Chapter 2, we explain the theory and the disadvan-
tage of PSD in Chapter 3 and introduce our core idea 
of example-based skinning with support joint optimi-
zation called support joint deformation in Chapter 4. 
The way how to set vertex weights suitable for sup-
port joint deformation is explained in Chapter 5, be-
fore we demonstrate the results of our idea and con-
clude in Chapter 6. 
2. RELATED WORK 
Skeleton-based deformation 
SSD, which is based on a work published by Mag-
nenat-Thalmann et al. [MLT88], has been very wide-
ly used for a long time in character animation field 
and has been adopted by most computer animation 
software because it is fast to compute, easy to im-
plement and intuitive to use. The deformation of ver-
tex with SSD is simply represented as follows: 
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where vi is the initial position of  the i-th vertex of a 
character mesh and vi’ is a position after vi is de-
formed. wij is a vertex weight which means the 
amount  of influence of the j-th joint on the i-th ver-
tex and it is normalized as       
 
   . Tj is a trans-
formation matrix of the j-th joint. N is the number of 
joints in a skeleton. 
Though SSD has been very common, there exists an 
undesirable defect in this method. Artifacts such as 
“candy-wrapper” should be unavoidable. They are 
caused by the very visible loss of volumes when a 
character mesh is largely deformed.  
Many works have been presented to overcome these 
artifacts. Rohmer et al. proposed a geometrically 
volume-preserving deformation method with interest-
ing shape controls [RHC09]. Kavan et al. proposed 
spherical blend skinning [KZ05] and dual quaternion 
blend skinning [KCZO07] [KCZO08] to realize as 
rigid deformations as possible. 
Example-based deformation 
Example-based deformation is one of the attempts 
to get over the artifacts of SSD. It is often used in 
interactive application and is roughly divided into 
two types. The first is interpolation and the second is 
parameter-optimization. In this paper, we call the 
latter type example-based skinning. PSD [LCF01] is 
the most famous work in the interpolation group. It 
interpolates examples by Radial Basis Function 
(RBF) in a pose space using joint angles of SSD as 
deformation parameters. After PSD was proposed, 
many example-based interpolation methods have 
been published. “Shape by example” by Sloan et al. 
enabled extrapolation by adding low order linear 
polynomials to PSD [SRC01]. Kry et al. proposed a 
method suited to commercial graphics hardware re-
ducing data of interpolation with PCA [KJP02]. 
Weighted Pose Space Deformation (WPSD) [KM05] 
[RLN06] generates arbitrary plausible intermediate 
poses with fewer examples. Some attempts to use 
various kinds of measured 3D data in example-based 
deformation have been presented [ACP02] [KM05]. 
Provided example meshes are always entirely 
represented. However, a large set of examples is 
needed to generate plausible meshes at arbitrary pos-
es. 
Example-based skinning needs smaller set of exam-
ples than interpolation, because given examples are 
used only to optimize some particular deformation 
parameters. Weber et al. proposed their original ske-
leton based deformation method and, in the paper, 
they additionally optimized vertex weights from ex-
amples in order to add “context” to the results 
[WSLG07]. Multi-weight enveloping (MWE) pub-
lished by Wang et al. also optimizes vertex weights 
[WP02]. They introduced a novel vertex weight 
which had a value for each element of transformation 
matrix Tj, instead of wij in equation (1), and de-
scribed how to optimize the vertex weights. Mohr et 
al. proposed additional joints [MG03]. First they op-
timized values of vertex weights from examples and 
then they placed additional joints where some arti-
facts still occurred comparing to examples. It can be 
said that they optimized vertex weights wij and a 
number of joints N in equation (1). Shi et al. 
[SZTDVG08] optimized parameters for simulation 
using examples and characters were deformed ac-
cording to the simulation. We propose an example-
based skinning method which optimizes transforma-
tion matrices Tj in equation (1) using support joints.  
Vertex weights 
Vertex weights play an important role in our me-
thod as well as in the other skeleton based deforma-
tion methods. Baran et al. [BP07] solved heat equili-
brium over character surface to determine vertex 
weights. They adopted heat equilibrium to satisfy 
three conditions below. First, vertex weights should 
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not depend on the mesh resolution. Second, the 
weights vary smoothly along the surface. Finally, the 
width of a transition between two bones meeting at a 
joint should be roughly proportional to the distance 
from the joint to the surface to avoid folding artifacts. 
They satisfied those conditions. However, the me-
thod needs an initialization of the weight before start-
ing the diffusion smoothing. They suggested to in-
itialize the values to 1/d
2
 when the segment linking 
the vertex to the bone lies entirely within the mesh 
volume, and zero otherwise. This automatical discon-
tinuous definition works in most cases, but gives a 
bad initial value of the skinning weights if the mesh 
exhibits large non-convexities. Small variations in 
vertex positions may change dramatically the initial 
values when the line segment passes close to the 
mesh boundary. Rohmer et al. compensated this dis-
advantage and satisfied the conditions above by de-
termining vertex weights according to geodesic vo-
lumetric distance [RHC09].  
Our previous work [YYM09] defined a distance 
field   on a surface mesh based on geodesic distance 
and determined the vertex weights according to the 
field. Computing   is, however, costly because all-
pair distances should be calculated and the vertex 
weights are recalculated at every step of transforma-
tion matrices optimization, which also needs much 
computing time. 
3. POSE SPACE DEFORMATION 
PSD is a hybrid approach that combines SSD and 
morphing. Various example meshes are deformed 
into the "base pose" with inverse SSD, and the result-
ing meshes are morphed and then deformed with 
SSD. The process of PSD is shown in Figure1.  
Let vi,p be the position of vertex i of the p-th exam-
ple. The p-th example mesh is first transformed into 
its “base pose”: 
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where vi,pb is the position of vertex i of the p-th ex-
ample in its base pose, wij be the weight value of 
joint j on a vertex i and Tj,p is the transformation ma-
trix of joint j of the p-th example. Let sp(P) be the 
weight value for the interpolation at an arbitrary pose 
P, satisfied with conditions as follows:  
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where Pk is the k-th example pose and       is the 
number of example poses. sp(P) is resolved using 
Radial Basis Function (RBF) as follows: 
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where cp,k is a constant and                   is 
used in this paper. D is a parameter whose value is 
determined by users and D = 1.0 in this paper. If D 
becomes smaller, interpolation weight for the nearest 
example pose becomes bigger.         is a dis-
tance from an arbitrary pose P to an example pose Pk 
in an axis-angle manner. Then, each example surface 
in the base pose is interpolated by using a morphing 
method: 
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where uib is the interpolated vertex position in a base 
pose. Finally, the morphed surface is deformed with 
Figure1. The process of PSD 
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SSD: 
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where ui is the vertex position of the resulting de-
formed surface,  j is the transformation matrix that is 
calculated by interpolating the matrices of examples 
using sp(P). 
As explained above, PSD is largely based on SSD. 
With SSD, however, large deformations lead to un-
desirable results such as very visible loss of volume 
near joints (See Figure2). That also causes artifacts in 
PSD. The artifacts of PSD are mainly caused by the 
steps of the inverse SSD and SSD in the process (See 
Figure1). Figure3 shows an example of artifacts in 
PSD due to SSD. When examples are deformed into 
the base pose with SSD (inverse SSD), artifacts fre-
quently occur. Then the artifacts remain on the 
blended mesh. Besides, more artifacts may happen at 
the last SSD step. Figure1 shows mechanism how 
artifacts of PSD occur as well. Users have been 
forced much more tedious works preparing additional 
examples for the results to look better. In order to 
avoid this otiose task, a deformation method which 
has fewer artifacts should be adopted instead of SSD 
to improve the quality of PSD. Then we propose such 
a method in the next chapter.  
4. EXAMPLE-BASED SKINNING 
WITH SUPPORT JOINTS 
Motivation 
In order to overcome artifacts of PSD derived from 
the defects of SSD such as apparent loss of volumes 
around a joint when the joint is largely bent, we con-
sidered that example-based skinning method is the 
most suitable and efficient alternative for SSD be-
cause there are already prepared examples and it 
usually takes much time for users to prepare addi-
tional ones. Therefore this chapter presents example-
based skinning method which reduces artifacts 
around a bent joint. 
Example-based skinning optimizes particular de-
formation parameters from examples for the results 
to look good. Wang et al. [WP02] introduced a novel 
vertex weight which has one value for each of twelve 
elements of transformation matrix in equation (1), 
and optimized them. Then it is called Multi Weight 
Enveloping (MWE). After optimizing vertex weights 
Mohr et al. optimized the number of joints each of 
which has a special function such as scaling in order 
to reduce remaining artifacts and represent examples 
as correct as possible. It hasn’t been presented yet a 
method which optimizes transformation matrices, or 
improves behavior of joints from examples though it 
is often said that the poor structure of a traditional 
hierarchical skeleton is one of the problems that 
causes various artifacts of skeleton based deforma-
tion. A method which optimizes transformation ma-
trices and reduces the loss of volumes around a bent 
joint with SSD is thought to be a solution to reduce 
the artifacts of PSD. 
Support Joint Deformation 
In order to realize optimization of transformation 
matrices, a set of support joints S is defined besides 
the traditional hierarchical skeleton H. S doesn’t 
have hierarchical structure and each joint of S can 
move around the corresponding joint of H according 
to the rule explained later, in contrast to that H has a 
hierarchical structure and the distances between 
joints are constant. 
In our proposing method, it is assumed that example 
meshes and corresponding joint angles of H are giv-
en. After a base mesh is deformed according to the 
given joint angles of H in an example pose with SSD, 
transformation matrices of S are calculated to minim-
ize error function      described below: 
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Figure2. An artifact of SSD 
Large deformations frequently lead to very visi-
ble loss of volume around joints. That causes 
artifacts of PSD as well. 
Figure3. An artifact of PSD because of SSD 
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where i is the index of vertex. viT is a position of ver-
tex i of a given example pose. wijS means a vertex 
weights of the j-th joint of S on vertex i, which is 
described in Chapter 5 in detail. Tj
s
 is the transforma-
tion matrix of the j-th joint of S that should be opti-
mized, and viSSD is a vertex deformed by SSD accord-
ing to the given joint angles. Therefore      returns a 
difference between a target mesh and a deformed 
mesh. 
In this paper, there are rules how joints of S moves 
around joints of H to obtain the optimal position and 
the optimal transformation matrix efficiently. Dis-
crete values are set on x-axis linked coordinate of the 
parent joint of S and iterative search algorithm which 
minimize     is solved. Figure4 shows how S moves. 
The rules are described below. 
 The j-th support joint moves along a line from 
the bent joint j of H to the parent joint j-1. 
 First, the j-th support joint is translated along 
the axis, and then it is rotated to the direction 
which a virtual bone connects j-th support joint 
of S and j+1-th joint of H. 
According to the manner above, transformation ma-
trix   
  is calculated. 
Using the calculated transformation matrix above, 
plausible intermediate meshes are obtained at arbi-
trary poses. According to the pose desired by uses, 
the intermediate transformation matrix is calculated 
by interpolating the transformation matrices Tj
s
 for 
example poses. sp(P) in equation (5) is used to blend 
transformation matrices Tj
s
 of example poses. The 
result of support joint deformation can be obtained 
when vi, wij, and Tj in equation (1) are replaced by 
viSSD, wijS, and interpolated Tj
s
. 
Figure5 shows how much our proposing example-
based skinning reduces the artifacts. The artifacts of 
SSD could be sufficiently improved by our proposing 
support joint deformation.  
5. VERTEX WEIGHTS 
In skeleton based deformation vertex weights play a 
very important role and it’s also true in our method. 
Especially for SSD, users often set vertex weights 
manually using painting tool in commercial anima-
tion software. However, it takes much time for users 
to set vertex weights, while there often exist puzzling 
cases in which no set of vertex weights can avoid an 
artifact. Then many techniques to decide vertex 
weights automatically have been proposed. 
Example-based skinning methods decide optimal 
vertex weights to represent the examples the best 
referencing a set of the given example meshes and 
the corresponding skeletons. Mohr et al. optimized 
vertex weights before they introduced additional 
joints [MG03]. Weber et al. optionally optimized 
vertex weights from examples to add “context” to the 
results after they deformed characters with their orig-
inal deformation method [WSLG07]. 
Though support joint deformation described in the 
previous chapter is also classified into example-based 
skinning, vertex weights in our method are deter-
mined not based on examples but geometrical infor-
mation. The reason is that we need to determine two 
types of vertex weights. The first one is for SSD 
represented as wij in equation (1). The second one is 
for support joint deformation represented as wijS in 
equation (7). wij can be determined from examples 
like other example-based skinning methods because 
values of the other variables are already known. On 
the other hand, wijS cannot be optimized by examples 
because the transformation matrix TjS is unknown 
and it is required to be calculated from geometrical 
information of examples. Because of the efficiency, 
we adopt a technique which is able to calculate both 
different vertex weights from geometrical informa-
Figure5. The result of support joint deformation 
compared to SSD 
Left: SSD, Right: support joint deformation 
Both meshes are deformed with the same joint angles. 
Figure4. The manner how support joints move 
Blue: Hierarchical skeleton H, Yellow: A set of 
support Joints S. The j-th support joint moves on a 
line which connects j-th and j-1th hierarchical joint, 
and the direction of the j-th support joint are deter-
mined from the position of the j+1th hierarchical 
joint. 
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tion. Both vertex weights are required to meet condi-
tions below. 
 Vertex weights vary smoothly and continuously 
along the surface. 
 Vertex weights avoid artifacts caused by incor-
rect association between a joint and vertices. 
 About wij, a transition of vertex weights around 
joints between two bones is roughly proportion-
al to the distance from the joint to the surface. 
 About wijS, values of weights are high (close to 
1) around the bent joint and converge to 0 
smoothly according to the distance from the 
joint. 
The simplest technique to determine vertex weights 
referencing only geometrical information of a mesh 
is to calculate based on Euclidean distance from a 
joint to vertices. It can satisfy the first condition al-
though it cannot meet the second and often causes 
artifacts that attach weights from wrong joint to a 
vertex because topology of character mesh is uncon-
sidered. In this paper we adopt the technique which 
Baran et al. poposed [BP07] to determine both two 
types of vertex weights. 
Calculation of geodesic volumetric dis-
tance 
Character mesh is required to be filled with voxels 
(Figure6) prior to the measurement of geodesic vo-
lumetric distance. We assume that a voxelized model 
is already pre-computed. In order to calculate the 
distance from a joint or a bone to vertices, a voxel 
which includes the joint (or bone) inside and a voxel 
which includes a vertex inside need to be specified. 
The geodesic volumetric distance from the joint (or 
bone) voxel to vertex voxels are calculated using 
dijkstra’s algorithm applied to three dimensions. 
STEP1: Initialize        about all vertex voxels. 
STEP2: Select a base voxel b, set       , and in-
sert b to VLIST. 
STEP3: Take the vertex voxel v which has the smal-
lest g(v) in VLIST and remove it from 
VLIST. 
STEP4: For each vertex voxel va adjacent to v, if 
                       , update 
                        and insert (or 
reinsert) va to VLIST, where length(v, va) is 
defined as the Euclidean distance from the 
center of v to the center of va. Notice that the 
adjacency of vertex voxels is determined 
whether a voxel is a member of a cube, 
which consists of 27 (= 3*3*3) voxels 
whose center is v, or not. 
STEP5: Repeat Step3 and 4 until VLIST become 
empty. 
Geodesic volumetric distance calculated with this 
algorithm is shown in Figure7. 
Determination of vertex weights 
In this paper, two types of vertex weights are de-
termined using the calculated distance above. The 
first weights are designed for SSD. It is required to 
meet the first, the second and the third condition pre-
viously mentioned. To satisfy the third condition, the 
distances from bones are used to determine the vertex 
weights. Therefore, bone voxels are set as base vox-
els in the calculation process. Figure8 shows vertex 
weights from forearm bones. A vertex weight is de-
termined by reciprocal ratio of squared distances 
from the nearest and the second nearest bone, and the 
result is normalized. 
The second weights are for support joint deforma-
tion. It is required to meet the first, the second and 
the fourth condition and therefore distance from the 
bent joint is adopted. The vertex weights for support 
joint deformation are determined by multiplication of 
a gaussian function of a distance from a joint and the 
error of a vertex position on a base mesh deformed 
by SSD from a vertex position on an example mesh. 
Note that, when multiplied, the errors are normalized 
to let the maximum value be 1. Figure9 shows the 
resulting vertex weights for support joint deformation. 
Vertex weights for support joint deformation are 
Figure6. A voxelized character mesh 
Left: A voxelized character mesh, Right: The 
corresponding character mesh 
Figure7. Geodesic volumetric distance from a 
forearm bone 
Red means that the distance from a voxel includ-
ing the bone to the vertex is small. Blue means 
the vertex is distant from the bone voxel. 
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determined referencing the distance from the joint 
and the error between a SSDed mesh and the corres-
ponding example mesh. 
6. RESULTS AND CONCLUSIONS 
Integrated method 
Finally we present a method which combines PSD 
as an interpolation and support joint deformation as 
an example-based skinning. It is simply explained as 
following. The inverse SSD step in the process of 
PSD is replaced by the inverse support joint deforma-
tion, and the last SSD step is replaced by support 
joint deformation. First, transformation matrices   
  
of bent joints of examples are optimized. Second, 
examples are deformed into base pose by inverse 
support joint deformation. Note that inverse support 
joint deformation consists of two steps. First step is 
inverse SSD and the second step is multiple inverse 
of   
  to a deformed mesh. Then deformed examples 
in base pose are morphed. Lastly, The morphed mesh 
is deformed with support joint deformation. Though 
our method needs additional computational time to 
PSD in order to optimize the transformation matrices 
as pre-processing, the deformation is executed as fast 
as PSD because we only changed SSD to support 
joint deformation. 
Result 
Figure10 shows our method compared with PSD. It 
demonstrates that our integrated technique of PSD 
and support joint deformation entirely represents the 
example poses as PSD does and generates arbitrary 
plausible intermediate poses between each example. 
It means that plausible results at arbitrary interme-
diate poses can be obtained with fewer examples than 
PSD because PSD needs more examples to improve 
the results. Therefore, it can be said that our propos-
ing method successfully takes advantages of interpo-
Figure8. Vertex Weights of the forearm bone 
for SSD 
Red: a vertex where       , Blue: the value of 
    is close to 0.0, White: precisely        
Figure9. Vertex Weights of the elbow joint for 
support joint deformation 
Red: a vertex where        , Blue: the value of 
    is close to 0.0, White: precisely        
Figure10. The result of our method compared with PSD 
Upper: Our proposing method that combines PSD and our original Support Joint Deformation. 
Lower: PSD 
Left and right images show that our method precisely represents the example poses as PSD does, and the 
middle images demonstrate our method is able to generate more plausible intermediate poses than PSD. 
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lation and example-based skinning. 
Future work 
We would like to integrate support joint deforma-
tion into Weighted Pose Space Deformation (WPSD) 
[KM05] [RLN06] for the results to look better with 
smaller set of examples than combining with PSD. 
This paper regulated motion of support joints as de-
scribed in Chapter4. We would like to deregulate the 
manner and reduce all kinds of artifacts. Geodesic 
volumetric distance is adopted to measure distance 
between a joint (bone) and a vertex when vertex 
weights are determined. Instead, interior distance 
[RLF09] can be also employed to reduce the compu-
ting time of pre-processing. 
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ABSTRACT
This paper presents a scene classification method using the integration of the reconstruction errors by local
Kernel Principal Component Analysis (KPCA) and global KPCA. There are some methods for integrating
local and global features. However, it is important to give obvious different role to each feature. In the
proposed method, global feature with topological information represents the rough composition of scenes
and local feature without position information represents fine part of scenes. Experimental results show
that accuracy is improved by using the reconstruction errors obtained from the different point of views. The
proposed method is much better than only local KPCA, global KPCA and linear Support Vector Machine
(SVM) of bag-of-visual words with the same basic feature. Our method is also comparable to conventional
methods using the same database.
Keywords:
Integration, Local, Global, Kernel PCA, Scene classification
1 INTRODUCTION
In recent years, many local feature based methods has
been proposed [1, 2, 3, 4]. Local features are more
robust to pose variations [4, 5] and partial occlusion
[6] than global features. Although local features have
these advantages, local features based methods tend
to mis-classify samples which are classified easily by
global features. Global features are adequate to extract
the rough information and relation with various regions
though they are not robust to pose variations and par-
tial occlusion. Thus, if we integrate global features and
local features well, the accuracy will be improved.
There are some methods for combining local features
with global features. For example, a face detector us-
ing SVM with a summation kernel of local and global
features was proposed [7]. However, when local and
global features are integrated in the level of a kernel
function and a detector is constructed by SVM with
the kernel, the properties of local and global features
may deny each other. Li [5] used holistic image as well
as local patches in pose independent face recognition.
Although accuracy was improved by using the sum of
probabilities by both features, there is a possibility that
the both properties are not used sufficiently in the sim-
ple summation.
To integrate effectively local and global features, it
is important to give each feature to obvious different
role (property). There are some methods which gave
each feature to different role. Rao [8] proposed a brain
model in which global prediction and local complemen-
tation were integrated. They reported that end-stopping
cell was obtained by this formulation. Murphy [9] in-
tegrated local and global features in Bayes theorem to
localize objects in images. In this method, global fea-
ture was used as context and local features were used as
part classifiers. By giving the obvious different role to
each feature, localization accuracy was improved.
In recent years, global features were used as contex-
tual information for object detection [9, 10]. However,
in these methods, scene category information was not
used. If the system recognizes the category of scenes
not only global feature of an image, the system can pre-
dict the object candidates which are probably included
in the scene category. Thus, researchers pay attention
to scene category classification problem in recent years
[11, 12, 2, 13, 14]. To classify scene category, the
rough composition of images is important. In this pa-
per, KPCA of global features represents the composi-
tion of images. It is effective for scene classification.
However, global feature of an image is easily influenced
by the position changes of objects in scenes. In gen-
eral, the positions of objects in scenes are not static.
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Therefore, the sift-invariant similarities by local fea-
tures should be integrated with the rough composition.
To do so, we integrate KPCA of local features without
position information and global KPCA. We show that
accuracy is improved by integrating the reconstruction
errors obtained by both KPCAs with different role.
The proposed method is evaluated using 13 scene
category database [15] because many methods were
evaluated using this database [11, 12, 2, 13, 14]. We
evaluated our method using the same experimental set-
ting with conventional methods. The proposed method
achieves more than 82.5% by integrating the recon-
struction errors obtained by both KPCAs though only
global KPCA and local KPCA achieve below 77%. The
accuracy is much better than the linear SVM of bag-of-
visual words with the same basic feature. Our approach
is also comparable with the conventional methods.
In section 2, the details of the proposed method are
explained. Evaluation results using 13 scene database
are shown in section 3. Finally, conclusion and future
works are described in section 4.
2 PROPOSED METHOD
The proposed method consists of 3 steps. The first step
extracts the features from images. In this paper, grid
sampling with 16×16 grids is used, and orientation his-
tograms of Gabor features are developed at each grid.
The second step is the local and global KPCAs. In
local KPCA, 4 orientation histograms without position
information on 2×2 grid are used as a local feature. In
global KPCA, orientation histograms with topological
information on an image are used. Local KPCA rep-
resents the fine part of scenes and global KPCA repre-
sents the rough composition of scenes. Note that global
KPCA is position dependent and local KPCA is posi-
tion independent. The third step is the classification by
integrating the reconstruction errors in both KPCAs.
In section 2.1, orientation histogram of Gabor fea-
tures is explained. Local and global KPCAs are ex-
plained in section 2.2. Section 2.3 explains the classifi-
cation by integration of both KPCAs.
2.1 Features for scene classification
In recent years, the effectiveness of orientation his-
togram [1] for object recognition is reported. We de-
velop the orientation histogram from multi-scale Gabor
features because Gabor features are better representa-
tion than simple gradient features [13].
First, we define Gabor filters. They are defined as
ψk (z) =
k2ν
σ2
exp
(
−k2ν zT z
2σ2
)
·(
exp
(
ikT z
)
− exp
(
−σ2/2
))
, (1)
where z=(y,x)T , k= kν exp(iφ)= (kν cos(φ),kν sin(φ))T ,
kν = kmax/ f ν , φ = µ · pi/8, f =
√
2 and σ = pi . In
Figure 1: Orientation histogram from Gabor features
the experiments, Gabor filters of 8 different orientations
(µ = {0, . . . ,7}) with 3 frequency levels (ν = {0,1,2})
are used. In the following experiments, the norm of real
and imaginary parts at each point is used as the output
of a Gabor filter. The size of Gabor filters of 3 differ-
ent frequency levels is set to 9×9, 13×13 and 17×17
pixels respectively.
Next, we explain how to develop the orientation his-
togram from the output of Gabor filters. In this pa-
per, the orientation histogram is developed from evenly
sampled M×M grid. Figure 1 shows the example of
2×2 grid with only one scale parameter 1. First, Gabor
features (real and imaginary parts) of 8 orientations are
extracted from the input image. The norm of real and
imaginary parts at each pixel is computed. Then the ori-
entation histogram with 8 bins at each grid is developed
by voting the output value of the maximum orientation
at each pixel to the orientation bin. This process is re-
peated at each scale parameter independently.
In the experiments, we use evenly sampled 16× 16
grid, and the orientation histogram of 24 dimensions
(= 3 scales × 8 orientation bins) is developed at each
grid. Only 24 dimensional orientation histogram at
each grid is too small to classify scenes by using only
local features. Thus, we use 4 orientation histograms
on 2×2 grid without overlap are used as one local fea-
ture. Namely, 64 (= 8× 8) local features are obtained
from an image. The dimension of a local feature is 96
(= 24×2×2).
In local KPCA, local features without position infor-
mation are used. In global KPCA, all 64 local features
with position information are used.
2.2 Local and global KPCA with different
role
In this section, at first, we explain KPCA and kernel
function. After that, local KPCA and global KPCA are
explained.
Kernel PCA This section explains KPCA [16, 17]
briefly. When data {x1 . . . ,xL} is given, x is mapped
1 In the experiments, Gabor features of 3 scale parameters are used.
2
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into high dimensional space by non-linear mapping
φ(x). By applying linear PCA in high dimensional
space, non-linear principal components are obtained.
Covariance matrix in high dimensional space is com-
puted by
C =
1
L
L
∑
i=1
φ(xi)φ(xi)T . (2)
Eigen value problem for KPCA is defined by λV =CV
where λ is eigen value and V are eigen vectors. Eigen
vectors lie in the span of φ(x1), . . . ,φ(xL). Therefore,
the eigen vector is represented by
v =
L
∑
i=1
αiφ(xi), (3)
where αi is the coefficient.
The equation does not change when φ(xk) is multi-
plied to both sides. Then the eigen value problem is
changed as
λφ(xk)TV = φ(xk)TCV for all k = 1, . . . ,L. (4)
By substituting eigen vectors shown in equation (3)
into equation (4) and using the kernel matrix K where
Ki j = φ(xi)T φ(x j), we obtain the following eigen value
problem
Lλα = Kα. (5)
By solving the eigen value problem, α is obtained. We
have to normalize the obtained α p for satisfying vTp vp =
1 for all p = 1, . . . ,L.
An input sample x is mapped into the p-th principal
component axis by
vTp φ(x) =
L
∑
i=1
α pi K(xi,x). (6)
The new feature vector in KPCA space is obtained by
the weighted sum of similarities with training samples
because kernel function computes the similarity with
training samples.
Next, moving on to consider the types of kernel func-
tion, it is reported that a normalized polynomial kernel
gives comparable performance with a Gaussian kernel
using optimal parameters [18]. In addition, the param-
eter dependency of a normalized polynomial kernel is
much lower than that of a Gaussian kernel. Since a
normalized kernel satisfies Mercer’s theorem [19], it is
used as the kernel function. The normalized polynomial
kernel is defined as
K(x,y) =
φ(x)T φ(y)
||φ(x)|| ||φ(y)|| ,
=
(1+ xT y)d√
(1+ xT x)d (1+ yT y)d
. (7)
By normalizing the output of a standard polynomial
kernel, the kernel value is between −1 and 1. In this
paper, all orientation histograms are positive values as
explained in section 2.1. Thus, the kernel value takes
between 0 and 1 as with a Gaussian kernel. In local
KPCA, d = 5 is used empirically.
Local KPCA Since the distribution of local features
without position information is non-linear, KPCA is
appropriate for representing it [4, 20]. In this paper,
KPCA is applied to the set of 4 orientation histograms
without position information on 2×2 grid, and we call
this “local KPCA”. Since the norm normalization of an
input feature vector improves accuracy [6], the norm of
each orientation histogram is normalized before apply-
ing local KPCA.
Reconstruction error of φ(x) by local KPCA can be
computed as
||φ(x)−VV T φ(x)||2 = φ(x)T φ(x)−φ(x)VV T φ(x)
= K(x,x)−||V T φ(x)||2. (8)
Since we use a normalized polynomial kernel, K(x,x)=
1 and the reconstruction error takes the value between 0
and 1. ||V T φ(x)||2 is called as CLAss-Featuring Infor-
mation Compression (CLAFIC) [21, 22, 23, 24]. The
reconstruction error is also called as Distance From
Feature Space (DFFS) [25]. The reconstruction error
K(xi,xi)−||V T φ(xi)||2 of i-th local feature xi is denoted
as εli.
In the classification by using only local KPCA, we
compute the sum of reconstruction errors of all local
features in an image, and the image is classified to the
category which has minimum reconstruction error.
Global KPCA with local summation kernel In this
paper, we want to compute the reconstruction error of
the i-th local feature xi from local and global view-
points, and both reconstruction errors are integrated to
improve accuracy. When global KPCA without any de-
vices is applied to the set of all local features of an im-
age, we obtain only the total reconstruction error εg and
can not obtain the reconstruction error εgi of the i-th
local feature xi. Therefore, we use the local summa-
tion kernel [26] and the expansion of it [20] to compute
the reconstruction error of i-th local feature by global
KPCA.
Local summation kernel in which local kernels are
summarized is defined as
Ksum(x,y) =
N
∑
i
φ(xi)T φ(yi) =
N
∑
i
K(xi,y j)
= φg(x)T φg(y) (9)
where φg(x)= (φ(x1)T , . . . ,φ(xN)T )T and x=(xT1 , . . . ,x
T
N)
T .
Namely, in a local summation kernel, each local feature
xi is mapped into φ(xi) and global feature φg(x) is con-
structed by connecting all φ(xi). After that linear PCA
3
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is applied to the set of φg(x) extracted from training im-
ages.
If we use a normalized polynomial kernel with 2nd
degree as a local kernel, we can compute eigen vectors
of primal form directly not dual form. Therefore, we
can compute the reconstruction error of i-th local fea-
ture by using the eigen vectors of the primal form. Note
that dual form is the description using kernel function
and primal form uses φ(x) directly not kernel function.
In normalized polynomial kernel with 2nd degree
(d = 2 in equation (7)), the dimension of a mapped fea-
ture φ(x) becomes (nd+2)(nd+1)/2 when the dimen-
sion of an input feature x is nd. For example, the 2 di-
mensional feature x= (x1,x2)T is mapped into 6 dimen-
sional feature φ(x) = (x21/a,x
2
2/a,
√
2x1/a,
√
2x2/a,√
2x1x2/a,1/a)T where a is the norm of the vector
(x21,x
2
2,
√
2x1,
√
2x2,
√
2x1x2,1)T . Note that the norm
of mapped feature is normalized to 1 in a normalized
polynomial kernel. In this paper, the dimension of φ(xi)
is 4753 because the dimension of a local feature xi is 96.
The eigen vectors W with the primal form which are
obtained by global KPCA with a local summation ker-
nel can be described as
W = (w1, . . . ,wM), (10)
where M is the number of dimension (eigen vectors
used) of KPCA space. The p-th eigen vector wp can
be described as
wp = (wTp1, . . . ,w
T
pN)
T . (11)
This equation means that each eigen vector is con-
nected the coefficient vectors for φ(xi) which is the fea-
ture after non-linear mapping of i-th local feature. The
dimension of wpi corresponds to φ(xi). Thus, a global
feature x extracted from an image is mapped into the
p-th principal component axis as
wTp φg(x) =
N
∑
i
wTpiφ(xi). (12)
Since we use a local summation kernel, inner product
between eigen vector and φg(x) can be decomposed into
the summation of local inner products.
The difference from local KPCA is the eigen vectors
which are determined by using entire feature extracted
from an image. Namely, the eigen vectors of global
KPCA are position dependent though the eigen vectors
of local KPCA are not. Since global KPCA with a lo-
cal summation kernel is the linear PCA of φg(x), eigen
vectors also have relative information with other local
regions.
The computation of reconstruction error by global
KPCA is easy because φg(x) and φ̂g(x) = WW T φg(x)
can be computed directly by primal form. Since the to-
tal reconstruction error ||φg(xi)− ̂φg(xi)||2 is the sum of
reconstruction error of all local features as ∑Ni ||φ(xi)−
φ̂(xi)||2, the reconstruction error of the i-th local feature
can be computed easily. The reconstruction error of i-th
local feature is described as εgi.
In the classification by using only global KPCA, the
total reconstruction error ∑Ni εgi of an image is com-
puted, and the image is classified to the category which
has minimum error.
2.3 Classification by inter-complementation
We integrate the reconstruction errors obtained by local
and global KPCAs with different role. Figure 2 shows
the reconstruction by local KPCA. The i-th local fea-
ture xi (square region in the Figure) is mapped to φ(xi)
which is shown as the circle in the Figure. The circle on
the right side shows the reconstructed feature VV T φ(xi)
by local KPCA. The difference between 2 circles is the
reconstruction error of i-th local feature.
Figure 3 shows the reconstruction by global KPCA
with a local summation kernel. The i-th local feature xi
is mapped to φ(xi), and global feature is constructed as
φg(x) = (φ(x1)T , . . . ,φ(xN)T )T . The circle on the left
side in the Figure shows the global feature φg(x) and
the circle on the right side shows the reconstructed fea-
ture WW T φg(x) by global KPCA. As shown in previous
section, the total reconstruction error by global KPCA
is divided into the reconstruction error at each local fea-
ture.
The difference between the reconstruction error by
local and global KPCAs is whether position dependent
or not. In addition, global KPCA with a local summa-
tion kernel uses the relation with various regions though
relative information with other regions is not used in
local KPCA. Therefore, the integration of both recon-
struction errors obtained from the different points of
view will improve the accuracy.
To integrate the both reconstruction errors, we use the
weighted integration as
E = γ
N
∑
i
εli+(1− γ)
N
∑
i
εgi, (13)
where γ is the weight. A test image is classified to the
category which gives the minimum integration error. If
we set γ to 0, the method corresponds to the use of only
global KPCA. γ = 1 means that only local KPCA is
used. Experiments demonstrate the effectiveness of our
integration method.
3 EXPERIMENTS
In this section, the proposed method is evaluated us-
ing the 13 scene database [15]. First, image database,
evaluation method is explained in section 3.1. Next,
evaluation results are shown in section 3.2.
4
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Figure 2: Reconstruction by local KPCA
Figure 3: Reconstruction by global KPCA
3.1 Image database and evaluation method
We use the database of 13 scene categories in order to
compare our method with conventional studies [11, 12,
2, 13, 14]. The database includes only gray-level im-
ages with various sizes. Each scene category has dif-
ferent number of images. Examples of 13 scene cate-
gories are shown in Figure 4. There are various scene
categories such as outdoor and indoor. The within-class
variance in scene classification is larger than that in face
recognition problem because camera angle and objects
in images are not static.
In this paper, the images of each scene category are
divided into two sets; training and test sets. 100 images
selected randomly are used as training set. The remain-
ing images of each scene category are used as test set.
This protocol is the same as [11, 12, 2, 13, 14].
Each scene category has the different number of test
images. The minimum and maximum number of test
image of a class is 110 and 310. To reduce the bias of
different number of test images, the mean of the clas-
sification rate of each scene category is used in evalu-
ation. This is also the same as conventional methods.
We repeat this evaluation 3 times with different initial
seed of a random function, and the mean classification
rate of 3 runs is used as a final result.
3.2 Evaluation results
First, the proposed integration method is evaluated while
changing the weight γ in equation (13). Figure 5 shows
the result in which horizontal axis is γ and the vertical
axis is the correct classification rate. Note that γ = 0
means the use of only global KPCA and γ = 1 means
the use of only local KPCA. The 3 lines in the Figure
(a) (b) (c) (d)
(e) (f) (g) (h) (i)
(j) (k) (l) (m)
Figure 4: Examples of 13 scene images. (a) suburb (b)
coast (c) forest (d) highway (e) inside-city (f) mountain
(g) open-country (h) street (i) tall-building (j) office (k)
bedroom (l) kitchen (m) living-room
mean the results with 3 different initial seeds for ran-
dom function. The average classification rate of 3 runs
is shown in Figure 6. Figures demonstrates that the in-
tegration of 2 KPCAs with different role improves ac-
curacy. The best accuracy achieves more than 82.5%
though the accuracy of only local KPCA or global
KPCA is below 77%. Namely, about 6% in accuracy
is improved by very simple weighted integration.
Table 1 shows that best accuracy of the proposed
method, the accuracy of only local and global KPCA.
The best accuracy of the weighted integration method
is obtained at γ = 0.79. To show the baseline accuracy,
we also evaluate the linear SVM of bag-of-visual words
[27] which are commonly used in scene classification
and object categorization. The basic feature for com-
puting the visual words is 4 orientation histograms on
2×2 grid which are same as the proposed method. Ta-
ble 1 also shows the accuracy. It achieves below 73%.
This result shows the effectiveness of our method.
Finally, our method is compared with the conven-
tional methods using the same database [11, 12, 13, 14,
2]. In general, the classification accuracy depends on
the features and classifiers. Since each conventional
method used different features and classifiers, the direct
comparison with our method is difficult. Comparison
result is shown Table 2. Note that accuracy of conven-
tional methods is obtained from each paper. Since two
methods [11, 12] used the bag-of-visual words with the
local parts obtained from evenly sampled grid, they are
similar with linear SVM of bag-of-visual words imple-
mented by us. In [13], orientation histograms were de-
veloped from subregions with various sizes. Our simple
approach gives much better accuracy than the method.
In [14], auto-correlation in KPCA space of visual words
is used to give shift-invariance and relative informa-
tion with neighboring regions to feature. The proposed
method integrates the shift-invariance similarity by lo-
5
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Table 1: Evaluation result
Method Classification rate
Proposed method 82.63%
local KPCA 76.62%
global KPCA 74.71%
linear SVM of bag-of-words 72.66%
Table 2: Comparison with conventional methods
Method Classification rate
Proposed method 82.63%
[2] (PAMI2008) 85.9%
[28] (ICPR2010) 84.33%
[14] (ICIP2009) 81.43%
[13] (ICVS2008) 76.12%
[12] (ECCV2006) 73.4%
[11] (CVPR2005) 65.2%
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 0  0.2  0.4  0.6  0.8  1
globalKPCA_localKPCA1
globalKPCA_localKPCA2
globalKPCA_localKPCA3
Figure 5: Accuracy of the proposed integration method
cal KPCA and the similarity with position dependent
rough composition by global KPCA. Our simple ap-
proach outperforms the result in [14]. Unfortunately,
our method is worse than the method [2] using spatial
pyramid probabilistic Latent Semantic Analysis and the
method [28] using local co-occurrence features. How-
ever, those methods used many devices while the pro-
posed method is very simple in which the reconstruc-
tion errors of 2 KPCAs are integrated by only one pa-
rameter. In addition, the simple integration method is
comparable to conventional methods though the direct
comparison is difficult because of different features and
classifiers. This shows the possibility of our approach.
The accuracy will be improved further if we extend the
proposed approach. This is a subject of future works.
 0.74
 0.75
 0.76
 0.77
 0.78
 0.79
 0.8
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 0.83
 0  0.2  0.4  0.6  0.8  1
Figure 6: Average accuracy of 3runs
4 CONCLUSIONS AND FUTURE WORKS
We proposed a scene classification method using the
integration of rough composition by global KPCA and
fine part by local KPCA. By giving the obvious differ-
ent role to both KPCAs, the simple weighted integra-
tion improved about 6% in comparison with only local
and global KPCAs. The proposed method also outper-
formed the linear SVM of bag-of-visual words with the
same features. Our very simple approach gave com-
parable accuracy with conventional methods using the
same database. This shows the possibility of our ap-
proach.
In this paper, the simple weighted integration is used,
and the accuracy is evaluated with the fixed weight for
all test samples. However, if we select the appropri-
ate weight for each test sample, the accuracy will be
improved further. We may use the particle filter to se-
lect the weight such as [4]. This is a subject for future
works.
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ABSTRACT
Human gait is an important biometric feature for identification of people. In this paper we present a new dataset for gait
recognition. The presented database overcomes a crucial limitation of other state-of-the-art gait recognition databases. More
specifically this database addresses the problem of dynamic and static inter object occlusion. Furthermore this dataset offers
three new kinds of gait variations, which allow for challenging evaluation of recognition algorithms. In addition to presenting
the database we present two baseline algorithms (Color histograms, Gait Energy Image) to perform person identification using
gait. These algorithms already show promising results on the presented database.
Keywords: biometrics, gait recognition, database, occlusion, gait energy image.
1 INTRODUCTION
Person identification by biometric features is a well
established research area. The main focus has so far
been on physiologic features such as face, iris and fin-
gerprint. In addition, behavior based features such as
voice, signature and gait can be used for person identi-
fication. In this work we contribute to the research of
person identification using gait. The main advantage of
using these features over other physiologic features is
the possibility to identify people from large distances
and without the person’s direct cooperation. For ex-
ample, in low resolution images, a person’s gait signa-
ture can be extracted, while the face is not even visi-
ble. Also no direct interaction with a sensing device
is necessary, which allows for undisclosed identifica-
tion. Thus gait recognition has great potential in video
surveillance, tracking and monitoring.
Studies suggest [13] that if all gait movements are
considered, gait is unique. These findings are the basis
of the assumption that recognition using only gait must
also be possible for a computer system. Over the last
decade the field of recognizing people using gait fea-
tures has received remarkable attention. A multitude of
methods and techniques in feature extraction as well as
in classification have been developed. Experiments are
promising and encouraging.
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice
and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
While good datasets for training and evaluation are
available (See summary in Section 3), we find that all
of them ignore to address one important challenge: The
challenge of occlusions. Occlusions are annoying but
are unfortunately omnipresent in practice. Especially
in a real word surveillance scenario, occlusions occur
frequently. Typical gait recognition algorithms require
a full gait cycle1 for recognition. In the case of oc-
clusion, however, it becomes a challenging problem to
extract a full gait cycle. In heavy occlusion, parts of
the gait cycle might be visible, while other parts are
obscured by another person walking in front. The chal-
lenge then lies in stitching together parts of different
gait cycles in order to obtain one complete gait cycle.
Alternatively gait recognition algorithms could be de-
veloped for which parts of the gait cycle are sufficient.
While to date, no algorithm is capable of handling par-
tially observable gait cycles, we here present the TUM-
IITKGP gait dataset, which can be used to specifically
address occlusions.
To this end the presented database includes record-
ings with two kinds of occlusions. On the one hand
dynamic occlusions by people walking in the line of
sight of the camera and on the other hand static occlu-
sions by people who are occluding the person of inter-
est by standing in the scene. In addition to specifically
addressing the occlusion challenge, the TUM-IITKGP
dataset also features three new configuration variations,
which allows to test algorithms for their capability of
handling changes in appearance.
We present two baseline algorithms for recognition
on this dataset. The first algorithm uses appearance
1 A full gait cycle is the time interval between successive instances of
initial foot-to-floor contact for the same foot
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Figure 1: Physical setup of the recording
information based on color histograms. Thus this al-
gorithm is not precisely a gait recognition algorithm,
but shows promising results. The second algorithm is
an actual gait recognition algorithm based on the well
known Gait Energy Image (GEI) features [6][7]. It can
be seen that this baseline algorithm which uses only
motion information and no color information already
shows excellent results.
Section 2 gives a summary of related gait recognition
databases. Section 3 presents the new dataset in de-
tails. We then present in Section 4.1 a simple baseline
recognition system based on color histograms, as well
as an actual gait recognition baseline algorithm in Sec-
tion 4.2. Results are given in Section 6 and we conclude
in Section 7.
2 RELATED GAIT DATABASES
Since the field of gait recognition has been in exis-
tence for roughly a decade, the research community has
long utilized publicly available databases for compara-
tive performance evaluation.
Table 1 summarizes the most prominent gait recogni-
tion corpora. This table also shows the important fea-
tures of the particular databases. The most important
features of a database are the number of subjects (which
should be high), as well as a good set of person varia-
tions. These variations include, but are not limited to,
view angle, clothing, shoe types, surface types, carrying
condition, illumination, and time.
The first available dataset was the 1998 UCSD
Dataset [11], which contains merely 6 subjects. Most
of the following early gait recognition databases
were published in 2001 from various institutions
[2][3][5][9][10][12]. Those datasets feature a medium
number (about 25) of subjects. It was then found, that
for meaningful evaluation, datasets should contain at
least 30 subjects and possibly more.
The most comprehensive database to date, which fea-
tures a large set of subjects as well as a substantial set
of variations is probably the HumanID Gait Challenge
[15]. Other databases such as CASIA (Dataset B) [1]
also feature high numbers of subjects and a significant
number of variations. CASIA additionally features an
exhaustive number of views, which allows for precise
3D reconstruction.
3 THE TUM-IITKGP DATABASE
As established in the introduction, the rationale behind
recording a new gait recognition dataset is to specifi-
cally address the problem of occlusions, which would
frequently occur in real world applications. The TUM-
IITKGP Database currently consists of 840 sequences
from 35 individuals.
The physical setup can be seen in Figure 1. The cam-
era is set up in a rather narrow hallway, reflecting a re-
alistic setup in a potential real world surveillance appli-
cation. The camera is positioned at a medium height
of 1.85 meters and is oriented perpendicular to the hall-
way direction. Thus people are walking from right to
left and from left to right in the image.
Each person is captured in six different configura-
tions. Furthermore, each of the configurations is re-
peated two times in a right-to-left motion and two times
in a left-to-right motion, resulting in a total of 840 se-
quences. Table 2 and Figure 2 show the six config-
urations for each person. Each person was primarily
recorded in a regular walking configuration, followed
by three degenerated configurations including hands in
pocket, backpack and gown. These configurations can
be used to evaluate recognition methods in the presence
of different kinds of gait variation.
Furthermore two configurations are specifically de-
signed to evaluate performance in the presence of oc-
clusions. One is with two people walking past (dynamic
occlusion). The other is with two people just standing
in the line of sight (static occlusion).
In all of the six recordings, the person of interest (the
subject) is starting to walk at point A1 and ending at
point A2. In case of dynamic occlusions (configura-
tion 5), the two other people are walking from B1/C1
to B2/C2, respectively. For static occlusions (configu-
ration 6), the two additional people are standing at D1
and D2, respectively.
Overall, each configuration is repeated 4 times. For
the second iteration the walking directions are inversed.
Thus the subject is walking back from A2 to A1, and in
case of occlusion configuration 5, the occluding peo-
ple are also walking in the opposite direction. The third
iteration is equivalent to the first and the fourth is equiv-
alent to the second.
Short Name Description
Conf. 1 regular Regular walking
Conf. 2 pocket Walk with hands in
pocket
Conf. 3 backpack Walk with a backpack
Conf. 4 gown Walk with gown
Conf. 5 dynamic occlu-
sion
Occlusion by two walk-
ing people
Conf. 6 static occlusion Occlusion by two
standing people
Table 2: Walking configurations
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Database, Ref. #subjs. #seqs. Environment Time Variations
UCSD ID [11] 6 42 Outdoor, Wall
background
1998 Time (minutes)
CMU Mobo [5] 25 600 Indoor, Tredmill 2001 Viewpoint, Walking speeds,
Carrying conditions, Surface
incline
Georgia Tech [9]
15 268 Outdoor 2001 Time(6 months), viewpoint
18 20 Magnetic tracker 2001 Time(6 months)
HID-UMD Dataset 1
[10]
25 100 Outdoor 2001
HID-UMD Dataset 2
[3]
55 222 Outside, Top
mounted
2001 viewpoints (front, side), time
MIT, 2001 [2] 24 194 Indoor 2001 view, time (minutes)
Soton Small Database
[12]
12 - Indoor, green back-
ground
2001 carrying condition, clothing,
shoe, view
Soton Large Database
[12]
115 2128 Indoor, Outdoor,
Tredmill
Summer
2001
view
HumanID Gait Chal-
lenge [15]
122 1870 Outdoor May &
Nov. 2002
viewpoint, surface, shoe, carry-
ing condition, time (months)
CASIA Database A [1] 20 240 Outdoor Dec. 2001 3 viewpoints
CASIA Database B [1] 124 13640 Indoor Jan 2005 11 viewpoints, clothing, carry-
ing condition
CASIA Database C [1] 153 1530 Outdoor, night,
thermal camera
2005 speed, carrying condition
TUM-IITKGP 35 840 Indoor, Hallway,
Occlusions
Apr. 2010 time (minutes), carrying condi-
tion, occlusions
Table 1: Comparison of other gait recognition databases
(a) regular (b) pocket (c) backpack
(d) gown (e) dynamic occlu-
sion
(f) static occlusion
Figure 2: Example images from all six configurations
4 BASELINE ALGORITHMS
In order to show first recognition results and in order
to have a means of comparing other algorithms for fu-
ture performance evaluation, we applied two baseline
algorithms to the database.
Both methods are non-model based. The first method
uses color histograms for feature extraction, the second
method uses Gait Energy Image (GEI) [7]. Obviously
using only color information has a multitude of draw-
backs, most importantly the fact that this kind of feature
is not invariant to change of clothing.
The second method however is a true gait recognition
method, because the Gait Energy Image captures tem-
poral motion over a gait cycle and is independent from
any appearance based features such as color.
4.1 Baseline Algorithm using Color
Histograms
Using color histograms is a widely used technique for
recognition and re-identification of people. This holds
especially true for short-time recognition, where people
do not change their appearance and clothing. Color his-
tograms are extremely fast and easy to compute. Fur-
thermore no detection of body parts is necessary, be-
cause the feature can be extracted globally from the
full person. Besides the problem that color features
fail in case of change in clothing, another drawback is
that they are very sensitive to lighting differences espe-
cially when recognition is to be performed between dif-
ferently calibrated cameras. This however can be han-
dled using adaptive appearance transformations such as
the Brightness Transfer Function [14].For this work, we
use 4-by-4-by-4 3D color histograms H. Thus each
person in the database is represented by a 4096 dimen-
sional sparse feature vector. To extract this feature vec-
tor, we first use background modeling based on Gaus-
sian Mixture Models [16] to segment foreground blobs.
The color histograms are then computed over all fore-
ground segments on the full sequence.For recognition
we use nearest neighbor classification, where H j is the
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(a) regular (b) pocket (c) backpack (d) gown
Figure 3: Gait Energy Images for four configurations
j-th sample from the test set, and H i is the mean of the
samples in the i-th class from the training set.
L j = argmin
i
dX (H j,H i) (1)
Here dX = {deuclid ,dcorr,dbhatt ,dchi} is the distance
function of one of four different histogram comparison
measures: Euclidean distance, normalized correlation,
Bhattacharyya distance and Chi Squared distance with
the following respective formulas:
deuclid =
√
∑
Bins
(H1−H2)2 (2)
dcorr = 1− ∑Bins (H1− H¯1)(H2− H¯2)
∑Bins
√
(H1− H¯1)2(H2− H¯2)2
(3)
dbhatt = 1−∑
Bins
√
H1
∣H1∣
H2
∣H2∣ (4)
dchi = ∑
Bins,H1+H2 ∕=0
(H1−H2)2
H1 +H2
(5)
In the experiments it turned out that all four of these dis-
tance measures performed similarly well with a slight
tendency of the Chi Squared distance being the best.
See results in Section 6.
4.2 Baseline Algorithm based on Gait
Energy Image
In contrast to the color histogram method presented
in the previous section, GEI [6] is considered a true
gait recognition method, because the used features only
make use of silhouette and motion information. Ap-
pearance and color information is discarded.
4.3 Feature Extraction using GEI
In essence, the Gait Energy Image is an arithmetic mean
of the binarized foreground blobs. Denote Bt the fore-
ground silhouette in frame t. Then, the Gait Energy Im-
age g is formally defined as the silhouette average over
one full gait cycle:
g(x,y) =
1
T
T
∑
t=1
Bt(x,y) (6)
Here, T is the number of frames in a full gait cycle.
Using this kind of feature greatly reduces the available
data, since all the gait information is compressed to
only one gray level image. Figure 3 shows Gait En-
ergy Images for the first four configurations. It has been
shown that this representation suffices for person iden-
tification [7].
4.4 Feature Space Reduction
The gait energy images g(x,y) have a resolution of
130× 200 pixels. Thus the feature vector is still large
with 26000 dimensions. We apply principal compo-
nent analysis (PCA) followed by multiple discriminant
analysis (MDA) to reduce the size of the feature vec-
tor. A combination of PCA and MDA, as proposed in
[8], results in the best recognition performance. While
PCA seeks a projection that best represents the data [4],
MDA seeks a projection that best separates the data [8].
Assume that the training set, consisting of N d-
dimensional training vectors {g1,g2, . . . ,gN}, is given.
Then the projection to the d′ < d dimensional PCA
space is given by
yk =Upca(gk−g), k = 1, . . . ,N (7)
Here Upca is the d′× d transformation matrix with the
first d′ orthonormal basis vectors obtained using PCA
on the training set {g1,g2, . . . ,gN} and g = ∑Nk=1 gk is
the mean of the training set. After PCA, MDA is per-
formed. It is assumed that the reduced vectors Y =
{y1,y2, . . . ,yN} belong to c classes. Thus the set of re-
duced training vectors Y is composed of its c disjunct
subsets Y =Y1∩Y2∩ . . .Yc. The MDA projection has
by construction (c− 1) dimensions. These (c− 1) di-
mensional vectors zk are obtained as follows
zk =Vmdayk, k = 1, . . . ,N (8)
where Vmda is the transformation matrix obtained using
MDA. This matrix results from optimizing the ratio of
the between-class scatter matrix SB and the within-class
scatter matrix SW :
J(V ) =
∣S˜B∣
∣S˜W ∣
=
∣V T SBV ∣
∣V T SWV ∣ . (9)
Here the within-class scatter matrix SW is defined as
SW = ∑ci=1 Si, with Si = ∑y∈Yi(y−mi)(y−mi)T and
mi = 1Ni ∑y∈Yi y. Where Ni = ∣Yi∣ is the number of vec-
tors in Yi. The between-class scatter SB is defined as
SB =∑ci=1 Ni(mi−m)(mi−m)T , with m = 1N ∑ci=1 Nimi.
Finally, for each Gait Energy Image, the correspond-
ing gait feature vector is computed as follows
zk =UpcaVmda(gk−g) = T (gk−g), k = 1, . . . ,N
(10)
4.5 Classification
For further classification, we use nearest neighbor clas-
sification on this reduced set of feature vectors. To this
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(a) Baseline 2a (b) Baseline 2b
Figure 4: Cropped GEI regions used for recognition
end, first the mean feature vector zi is calculated for
each class.
zi =
1
∣Zi∣ ∑z∈Zi
z. (11)
For each Gait Energy Image from the test set gˆ j, we
perform the identical transformation to get the reduced
feature vector
zˆ j = T (gˆ j−g) (12)
Person identification then becomes a nearest-
neighbor classification. We assign a class label L j to
each test gait image according to
L j = argmin
i
∣∣zˆ j− zi∣∣ (13)
4.6 Implementation details
Besides the principle approach as it was described
above, there are several technical details that had to be
considered. First, for our experiments, we align the
foreground blobs Bt before calculating the GEI. This is
done by centering each blob Bt based on the centroid
of the top 10% of each blob. This way it is guaranteed
that the heads, which are most stable in recognition,
are all aligned at the same position.
Second, we found (just like others have [7] [15]), that
using the full Gait Energy Images for recognition does
not result in the best performance. Especially the lower
region of the image is quite troublesome, because of
shadows and reflections on the ground, as well as dif-
ferent floor types (as in [15]). Therefore we decided to
use only the top 80% of the GEIs. Figure 4 depicts the
cropping regions.
In addition we experimented with a second cropped
variation of the GEIs. Here we use the top 80% of the
image, and only the rightmost 60% of the image. This
way, only the frontal part of the persons are included.
This is beneficial, because this way the gown and the
backpack have a much smaller impact on the Gait En-
ergy Images. In Section 6 we show that this cropping
indeed leads to improved recognition rates.
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Figure 5: Rank N recognition rates for the three Base-
line variants
5 EVALUATION METHOD
The presented gait recognition database is meant to be
a basis for performance evaluation of various present
and future gait recognition algorithms. Therefore, eval-
uation should be carried out the same way for all algo-
rithms. We propose the following procedure:
The goal is to recognize a person, which has only
been seen once before. Thus the training set consists
of merely one single sequence of each person. We de-
fine that this sequence is one from the first configuration
(regular walking). Consequently the test set consists of
23 sequences for each person ( three for regular and
four each for the other five configurations). Because
the database consists of 35 people, the overall test set
consists in total of 805 sequences.
Since there are four sequences for the first configura-
tion, a 4-fold cross validation is performed. This means
that there are 4 rounds of evaluation, each time with one
of the four sequence in regular configuration as the sole
training sample, and all the rest as the test. The result is
then averaged over the 4 rounds of evaluation.
6 RESULTS
We evaluate on the one hand the color histogram based
recognition method (Baseline 1), described in Section
4.1 and on the other hand we evaluate GEI approach
(Baseline 2) described in Section 4.2. In the second
case we evaluate the recognition rate for the two dif-
ferently cropped Gait Energy Images. However, at this
point, the Gait Energy Image could not be calculated
for configuration 5 and 6, thus there are no results in
those cases.
Results are shown in Table 3. We evaluate the recog-
nition rate for each of the configurations separately and
we report overall recognition rates. For all three vari-
ants, we report rank 1, rank 5 and rank 10 recogni-
tion rates. Figure 5 additionally shows the cumulative
matching characteristic (CMC) for the rank n recogni-
tion rates for all three baseline variant.
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Top 1 Top 5 Top 10
BL 1 BL 2a BL 2b BL 1 BL 2a BL 2b BL 1 BL 2a BL 2b
Conf. 1 97.9% 68.6% 77.1% 100% 76.2% 94.3% 100% 85.7% 97.1%
Conf. 2 93.3% 67.1% 75.7% 93.3% 80.7% 94.3% 100% 90.0% 97.8%
Conf. 3 75.0% 11.4% 77.1% 91.7% 45.7% 90.0% 100% 66.4% 94.3%
Conf. 4 20.0% 8.6% 32.9% 60.0% 23.6% 63.6% 73.3% 43.5% 74.3%
All(1-4) 69.9% 36.9% 64.9% 85.2% 55.2% 84.9% 92.6% 70.5% 90.5%
Conf. 5 43.7% - - 60.4% - - 77.1% - -
Conf. 6 70.0% - - 90% - - 100% - -
All(1-6) 65.8% - - 81.9% - - 91.1% - -
Table 3: Results for Baseline 1 (Color Histogram), Baseline 2a (Gait Energy Image) and Baseline 2b (Cropped
Gait Energy Image)
It can be seen that the simple color based recognition
method outperforms the GEI approach. However, the
GEI approach also shows excellent results, and in case
of the cropped GEI, the performance of GEI surpassed
the performance of the color histogram method.
7 CONCLUSIONS
In this paper we have presented a new gait recogni-
tion database, which is focused on the problem of oc-
clusions. Besides addressing the occlusion problem,
the database also addresses three new kinds of vari-
ations which have not yet been addressed by other
datasets. More specifically these variations include
hands in pocket, wearing backpack and waring a gown.
We have presented two baseline algorithms which
perform excellent on the given dataset for the case of
no occlusion. However, so far neither of these two al-
gorithms specifically addresses the occlusion problem,
resulting in low performance for those cases. Thus it
remains future work of actually utilizing the databases
capabilities to show good performance in spite of oc-
clusions.
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ABSTRACT 
In this paper we introduce our improvements and innovations to an algorithm for the estimation of principal 
curvatures in point clouds. The major part of the improvement is achieved by the use of a new osculating circle 
fitting. In this paper, first of all, we explain the algorithm for Principal Curvature Estimation, as well as the 
previous osculating circle fitting. Then we present the new osculating circle fitting and an additional possibility 
of improving the results by a method, which adjusts some variables of the algorithm at runtime, to adapt the 
algorithm to the denseness of the particular point cloud. Furthermore, we present some results of the new 
methods. To complete this paper, we give a conclusion and an outlook. 
Keywords 
Geometric Algebra, Point Sets, Point Clouds, Principal Curvature, Osculating Circle Fitting  
1. INTRODUCTION 
With a 3D scanner, one can construct a digital model 
of a real object. However, to get a model most close 
to reality as possible, a couple of steps are needed. 
The 3D scanner produces a point cloud, mostly 
accurate, but, depending on the physical 
characteristics of the object, containing some small 
measurement errors. If the digital model is simply 
constructed by combining three neighbored points to 
a triangle, the measurement errors leads to several 
undesirable effects e.g., under certain conditions, a 
plane part of the surface can look cragged in the 
reconstructed digital model. To obtain mostly correct 
reconstructions of the surface, complex methods like 
presented in [Gun08], [Hor06], [Med05], [Kol04] 
and [Ada03] are needed. 
Another solution is to avoid the effects by 
reconstructing the object with the help of the 
principal curvatures of the surface, like presented in  
 
[Goi06]. The two principal curvatures are defined for 
each point of a surface and are the maximum and 
minimum curvature in a particular direction of the 
point. Therefore, these indicate how the surface is 
formed, e.g. a point on a plane has a maximum and 
minimum curvature of 0. If the two principal 
curvatures, the minimum and the maximum 
curvature, are not equal, then the directions in which 
they occur are clearly defined. The directions of the 
principal curvatures are the principal directions. 
For such a solution, which uses the principal 
curvatures, first of all, the knowledge of the principal 
curvatures and directions for each point in the point 
cloud is needed. Unfortunately, the principal 
curvatures are not directly generated by the 3D 
scanner. We need to estimate them with the point 
cloud. Some approaches to this task are presented in 
[Kal07], [Yan06] and also in [Goi06]. 
A new approach to this task is presented in [Sei10]. 
The presented algorithm uses an osculating circle 
fitting, which is based on the geometric algebra, for 
estimating the curvature. The algorithm already leads 
to useful estimations of the principal curvatures and 
the corresponding principal directions for each point 
of a point cloud. Nevertheless, there is room for 
improvement. The accuracy of the estimation as well 
as the performance of the algorithm are of major 
interest. We present two innovations to this 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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algorithm. An improved osculating circle fitting, also 
based on the geometric algebra, and a newly 
developed method, which automatically adapts the 
algorithm to the structure of the point cloud. 
In the second section we will explain the algorithm 
for principal curvature estimation. The previous 
osculating circle fitting will be explained separately 
to the algorithm, in the third section. In the following 
fourth section, the changed new version of the 
osculating circle fitting is presented and in the fifth 
section the new method, named dynamic variable 
adjustment, is introduced. Some results of the new 
methods are presented in the sixth section. At last, a 
conclusion and outlook is given in the seventh 
section. 
2. PRINCIPAL CURVATURE 
ESTIMATION ALGORITHM 
The algorithm described in this section is almost a 
summary of the algorithm presented in [Sei10]. The 
algorithm is explained in this part, since it is essential 
to understand the algorithm, for understanding the 
improvements and innovations. 
The goal of the algorithm is to calculate the principal 
curvatures and the principal directions of a point x, in 
a point cloud. To estimate the curvature, the 
Algorithm fits osculating circles to a set of points, 
like shown in Figure 1. The center m of the 
osculating circle is always on the straight line defined 
by x and his surface normal n. 
 
 
 
 
                           n 
                                    x 
 
                                               m 
 
 
 
 
 
 
 
Figure 1. osculating circle for a set of points 
 
The algorithm consists of 5 parts. The center of the 
algorithm, the third part, is the osculating circle 
fitting. The first and second part choose the points to 
which the osculating circles are fitted. The results of  
the fittings are used in the fourth and fifth part, to 
calculate the principal curvatures and principal 
directions. 
Choice of the Surrounding Points 
For estimating the principal curvatures of the 
arbitrary chosen point x, only the surrounding points 
of x are needed. Therefore, the first step is to choose 
all points which distance to x is smaller than the 
value of a predefined surroundings-threshold. The 
choice of this value is very important as it decides 
how many points are used for the fittings. 
Estimation of Planes in 16 Directions 
An osculating circle fitting is made for each of the 16 
directions. Therefore, we need 16 set of points which 
each represents one direction. 
One set of points represents one direction when they 
are arranged one after another, nearly forming a two 
dimensional curve. For this reason, an osculating 
circle fitting makes sense. When we fit an osculating 
circle to the curve, the circle nearly has the same 
curvature as the curve and hence the same curvature 
as the surface in the corresponding direction of x. 
We achieve such a set of points if we calculate the 
intersection of the surface and a plane, containing the 
surface normal n. Which direction the plane 
represents is defined by the second vector, with 
which the plane is defined. Therefore, we need to 
define vectors in 16 directions. Figure 2 shows how 
these 16 directions should be arranged. The green 
lines represent the 16 vectors of the 16 directions. 
 
 
Figure 2.  16 directions for point x 
 
 
Together with the surface normal each vector defines 
a plane. For a good representation of one direction 
each vector must be orthogonal to the surface normal. 
Therefore, we define the first vector    as follows: 
 
   
  
  
  
             
 
 
        
  
  
WSCG 2011 Communication Papers 106
The remaining vectors   up to     are calculated by 
repeatedly rotating    with      around  , i.e. the 
vector    is the result of the rotation of       around 
 , with the rotation angle     . 
The 16 planes defined by the surface normal and a 
corresponding   actually are only “half” planes since 
they start at x. Furthermore, the intersection of a 
plane and the surface cannot be perfectly calculated 
due to the fact that the point cloud is not infinite 
dense. For this reason, we define a plane-distance-
threshold. Every point of the set of surrounding 
points, which distance to a plane is less than the 
plane-distance-threshold, is assigned to the set of 
points of the corresponding direction. As result we 
have 16 set of points which each represents a part of 
the surface in a certain direction. 
Osculating Circle Fitting 
For each of the 16 set of points an osculating circle 
fitting is made. How this fitting works, is explained 
in detail in the third section. 
As result of the osculating circle fittings we get 
curvature values in 16 directions. 
Sine Function Fitting 
Since we do not know in which direction the 
principal curvatures are and also cannot be certain 
that one of the 16 sampled directions is exactly a 
direction of a principal curvature, we need to 
construct a function which interpolates the curvatures 
between the sampled directions. 
Figure 3 shows the calculated curvatures in 16 
directions for an arbitrary chosen point x. It is no 
coincidence that the calculated curvatures are 
arranged like a sine function. Since the principal 
directions are orthogonal to each other, a sine 
function makes a good approximation to the 
curvatures in all directions.  
 
 
Figure 3.  Fitted Sine Function 
As we can see the sine function in Figure 3 does not 
perfectly approximate the curvature values. Since we 
estimate the curvature with “half” planes we fit 2 
phases of the sine function. The correct curvature 
values are between the values for each phase. 
Therefore, the mean values represented by the sine 
function are accurate. 
The fitted sine function has the form: 
 
                  
 
The variable   represents the amplitude,   represents 
the phase and o represents the offset. The sine 
function fitting is based on the method described in 
[IEEE01]. 
For this method a matrix   and a vector   has to be 
defined, where    denotes the calculated curvature in 
the ith direction and    twice the rotation angle of the 
corresponding   . It has to be twice the angle, 
because the 16 curvature values represent two phases 
of the sine function. E.g.    has the rotation angle 
    , therefore    is      
 
    
     
     
 
      
     
     
 
      
 
 
 
 
            
  
  
 
   
  
 
With   and   a result vector   can be calculated: 
 
   
  
  
  
                 
    
     
    
 
Finally the amplitude, phase and offset of the fitted 
sine function can be calculated: 
 
                                
 
     
 
 
    
    
  
  
   
 
 
              
       
  
  
   
  
 
             
              
 
Calculation of the Principal Curvatures 
and Principal Directions 
The principal curvatures are denoted as    and   .  
   is the minimal curvature and    is the maximal 
curvature. Since the sine function represents the 
curvatures of x in all directions, the minimal and 
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maximal value of the sine function are exactly the 
value of    and   : 
 
                                           
 
For the principal directions, we must know at which 
angle the extrema of the sine function are. A sine 
function without shifted phase would have his 
maximum at     and his minimum at     . We 
achieve the angle of the extrema if we subtract the 
phase from the normal extrema. Additionally, we 
must divide the angle by 2, since the sine function 
was fitted for values of two phases. 
 
   
 
  
   
 
                     
 
 
    
 
  
 
Finally, we achieve the vector of the direction of    , 
if we rotate    with    around  . The rotation with 
    results in the vector of the direction of    . 
3. PREVIOUS OSCULATING CIRCLE 
FITTING 
The osculating circle fitting takes x, n and a set of 
points as input, and calculates a circle, which is as 
near as possible at all points. The output of the 
osculating circle fitting is the radius   and the center 
  of the fitted circle. 
A circle has the same curvature value at all his 
points: the multiplicative inverse of the radius. The 
circle is fitted to all points of the set and therefore 
nearly has the same curvature as the part of the 
surface which is represented by the set of points. 
Hence, the searched curvature of the surface in a 
certain direction is the multiplicative inverse of the 
radius of the fitted osculating circle. 
The osculating circle fitting is based on the geometric 
algebra in which a point is represented as a sphere 
with radius 0 and a plane is a sphere with infinite 
radius. These special characteristics of the geometric 
algebra permit to use the inner product of two 
geometric entities, like sphere and point, or plane and 
point, as a measure for the distance. For using this 
aspect, the osculating circle is handled like a sphere, 
which has the same radius and center like the circle. 
This osculating circle fitting uses a least squares 
approach to minimize the sum of all inner products of 
the sphere and the points, to which the sphere is 
fitted. Additionally, since the representation of a 
plane and a sphere is equal, the fitting can also result 
in a plane instead of a sphere. 
With this approach the symmetric matrix B can be  
constructed, where    denotes the ith point and   the 
number of points to which the sphere is fitted. For a 
more detailed deduction see [Hil06] and [Sei10]. 
 
  
 
 
 
 
 
 
 
        
 
   
        
 
   
        
 
   
        
 
   
        
 
   
        
 
   
        
 
   
        
 
   
        
 
    
 
 
 
 
 
 
     
 
       
 
 
 
 
                           
                             
      
 
 
  
        
  
 
The eigenvector of the smallest eigenvalue of this 
matrix B is the resulting vector   with which the 
radius   and the center  can be calculated: 
 
   
  
  
  
                   
  
  
 
 
         
 
Usually a radius is a positive value, but in this case,   
can be negative or positive. This is absolutely 
desired, since a curvature can be positive or negative. 
A negative curvature means that the curvature occurs 
in direction of the surface normal, a positive 
curvature means that the curvature occurs in the 
opposite direction. I.e. a point on a convex surface 
has negative curvatures in all directions and a point 
on a concave surface has only positive curvatures. 
The principal curvatures of a plane surface cannot be 
correctly estimated with a sphere. Since the approach 
is based on geometric algebra, where a plane is a 
sphere with infinite radius, this case can be also be 
correctly identified. If a plane is fitted instead of a 
sphere    is 0. Furthermore, an additional information 
is gained by   : if    is 0, the fitted sphere or plane 
intersects the origin.  
As mentioned before, the curvature of the curve, 
which was intended to be estimated, is the 
multiplicative inverse of the radius  . Hence, the 
calculation of the center   is actually not required 
for the algorithm. 
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4. NEW OSCULATING CIRCLE 
FITTING 
The newly developed osculating circle fitting is also 
based on the geometric algebra and starts with the 
same matrix B. The further steps however are very 
different. We avoid the costly calculation of the 
eigenvalues of the matrix, through defining a 
restriction on the vector  : we set    = 1. With this 
restriction the resulting radius can still have any 
value. The only possible result, which cannot be 
obtained anymore is a plane, which has    = 0. 
Nevertheless, we will see in a later step, that we can 
recognize a plane in another equation. 
With the changed   we can construct a system of 
equations without calculating the eigenvalues. The 
values of the symmetric matrix B are denoted with 
the variables a up to f: 
 
   
   
   
   
  
 
The system of equations is constructed as follows: 
 
 
   
   
   
   
  
  
 
    
 
                                              
                      
                      
 
If we rearrange the equations we get: 
 
                        
                    
   
  
 
  
  
 
 
                     
   
  
 
  
  
 
 
 
Since the system of equations is overdetermined, we 
can calculate    in two ways. If we calculate    for 
both possibilities by inserting    into the first 
equation we obtain the following equations for   : 
 
    
      
     
             
      
     
 
 
Due to the chosen value of    the radius   actually 
has the same value as   . 
              
  
  
                    
 
The radius of the osculating circle therefore has two 
possible results: 
 
   
      
     
            
      
     
 
 
Even if the chosen    apparently excluded the 
possibility of obtaining a plane we can recognize a 
plane in both equations. In both equations the 
denominator equals 0 if the fitting would result in a 
plane. 
The both equations mostly result in the same value 
for  . The values only differ due to numerical 
instability of floating point numbers. Tests have 
shown that the second equation has less faulty 
fittings than the first equation. If we use the second 
equation to calculate the radius, the fitting needs in 
most cases less than 50 % of the time of the previous 
fitting method, but the accuracy of the fittings is 
reduced by an average of 2 %. 
Another solution with impressive results, because it 
has not the same numerical instability, is to choose 
the equation with a better fitted osculating circle in 
every fitting, if the two equations for   do not have 
the same result.  
We can determine a measure for the quality of the 
fitting, denoted as  , by calculating the sum of the 
distances    to all points to which the circle was 
fitted: 
 
   
  
  
  
                        
   
   
   
  
 
    
          
 
         
 
         
 
      
 
     
 
   
 
 
If we calculate   for both values of  , we can decide 
which has a better osculating circle and choose this  .  
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An argument against would of course be that 
additional time is needed for checking which 
osculating circle is better. Nevertheless, the improved 
results justify the raised effort. With this method the 
fitting still needs less than 75 % of the time of the 
previous fitting method and achieves results that are 
highly more accurate than the results of the previous 
fitting method. As we will see in the tests the results 
are about 35 % up to 300 % more accurate. 
5. DYNAMIC VARIABLE 
ADJUSTMENT METHOD 
The method is needed because the results of the 
osculating circle fittings are only useful if the set of 
points which the fittings had as input, were chosen 
well. This method tries to optimize those set of points 
by adjusting two variables of the algorithm: the 
surroundings-threshold and the plane-distance-
threshold.  
As described in the algorithm, the surroundings-
threshold gives the limit, how small the distance of a 
point to x has to be, for including this point in the 
choice of the set of points. 
The plane-distance-threshold gives a limit how small 
the distance of a point to a plane of one direction has 
to be, for including this point in the set of points 
representing the intersection of the corresponding 
plane and the surface. 
This method tries to adjust the surroundings-
threshold to achieve a well-proven number of points 
in the surroundings-set and simultaneously adjust the 
plane-distance-threshold to this number. 
Various tests have shown that optimal results are 
achieved with around 375 points included in the 
surroundings and a plane-distance-threshold of 0,1. 
Therefore, we have chosen this combination 375/0,1 
as the initial target combination of the dynamic 
variable adjustment method. 
The method consists of 3 parts: The first part adjusts 
the surroundings-threshold for the subsequent point. 
The second part adjusts the target combination to 
more dense point clouds. The third part adjusts the 
plane-distance-threshold to the number of points in 
the surroundings-set.  
We assume that the principal curvatures of all points 
of a point cloud are estimated sequently with the 
algorithm for principal curvature estimation. 
Therefore, we can use the fact that the denseness of 
the surrounding part of the point cloud does not differ 
much from one point to the next point. 
This method is always executed right after the choice 
of the surroundings-set, hence before the planes in 16 
directions are defined and before the set of points for 
the fittings are constructed. Therefore, the adjustment 
of the plane-distance-threshold can still affect the 
choice of the set of points, but the adjustment of the 
surroundings-threshold only affects the principal 
curvature estimation of the subsequent point. 
In the following, the targeted number of points 
included in the surroundings-set is denoted as         
and the targeted plane-distance-threshold as        . 
The actual detected number of points in the 
surroundings-set is denoted as  . The actual plane-
distance-threshold is denoted as   and the 
surroundings-threshold as     
Initially,         has the value 375,         the value 
0,1 and   the value 4. 
Adjustment of the 
surroundings-threshold 
The surroundings-threshold has to be adjusted, 
because the number of points included in the 
surroundings should equal or at least almost equal the 
targeted number of points. If we assume that the 
points are more or less equally distributed in the 
point cloud we can calculate the optimal new 
surroundings-threshold with the help of the old 
surrounding-threshold and the number of points in 
the surroundings-set. The developed formula for the 
new surroundings-threshold is as follows: 
 
      
 
 
     
 
       
 
 
The best result would be achieved if the choice of the 
surroundings would be repeated after the adjustment. 
Unfortunately this step is very costly; therefore, the 
new surroundings-threshold is only used for the 
subsequent point. An exception is only the very first 
point for which the principal curvatures are 
estimated, since this is the only case where the point 
has no previous adjustment. For this reason, at the 
very first point, the choice of the surroundings-set is 
repeated after the adjustment. 
Adjustment of the Target Combination 
Tests have shown that for highly dense point clouds 
the initial chosen target combination 375/0,1 results 
in too small surroundings-threshold. Therefore, this 
combination is also adapted in some cases. 
If the surroundings-threshold is adapted to a value 
lower than 2, the target combination is set to 
750/0,05. If the surroundings-threshold is further 
adapted to a value lower than 1, the target 
combination is set to 1500/0,025. 
However, the target combination should also be 
adapted to the original value if a less dense part of  
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the point cloud is reached. Therefore, the target 
combination is set back to 750/0,05 from 1500/0,025 
or back to 375/0,1 from 750/0,05 if the surroundings-
threshold is adapted to a value higher than 4.  
Adjustment of the 
plane-distance-threshold 
The plane-distance-threshold is always adjusted to an 
appropriate value, depending on the number of points 
in the surroundings-set and the targeted values: 
 
             
       
 
 
 
6. TESTS AND RESULTS 
For evaluating the newly developed methods we have 
compared results of the new methods to results of the 
previous algorithm of [Sei10]. 
We have chosen 12 point clouds for the tests. The 
point clouds differ in the quantity of points and 
denseness of the point cloud. The surfaces 
represented by the different point clouds include 
various forms of curvatures. Therefore we achieve 
representative results, by testing with all 12 point 
clouds.  
The principal curvatures of all points of the point 
clouds are known, since for evaluating the results we 
have to calculate the average difference to the correct 
values for all points of a point cloud. 
Table 1 shows results without the dynamic variable 
adjustment method. The tests were made for several 
different combinations of the surroundings-threshold 
and the plane-distance-threshold. For each point 
cloud the table shows the best results of the best 
combination. Therefore, the table does not show that 
most of the other combinations resulted in average 
   /    differences of more than 0,01. This was the 
reason, why the dynamic variable adjustment method 
was developed. 
Compared methods: 
New01 is the algorithm with the new osculating 
circle fitting only using the second equation for  . 
New02 is the algorithm with the new osculating 
circle fitting with selection of the better equation. 
Previous is the unchanged previous algorithm. 
 
    is the chosen combination of the surroundings-
threshold and plane-distance-threshold. 
                       Previous     New01    New02  
1      6,0/0,3 6,0/0,3 6,0/0,5 
                0,0050 0,0051 0,0031 
              0,0050 0,0051 0,0023 
2      6,0/0,3 6,0/0,3 6,0/0,5 
                0,0032  0,0033 0,0022 
              0,0023 0,0024 0,0014 
3      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0016 0,0017 0,0011 
              0,0007 0,0008 0,0006 
4      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0018 0,0018 0,0015 
              0,0007 0,0007 0,0006 
5      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0016 0,0016 0,0015 
              0,0011 0,0013 0,0011 
6      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0007 0,0008 0,0006 
              0,0014 0,0014 0,0013 
7      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0017 0,0018 0,0017 
              0,0008 0,0009 0,0008 
8      6,0/0,1 6,0/0,1 4,0/0,1 
                0,0014 0,0014 0,0005 
              0,0023 0,0024 0,0010 
9      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0025 0,0026 0,0010 
              0,0025 0,0025 0,0017 
10      4,0/0,1 4,0/0,1 4,0/0,1 
                0,0017 0,0017 0,0011 
              0,0032 0,0032 0,0015 
11      4,0/0,1 4,0/0,1 4,0/0,5 
                0,0051 0,0051 0,0050 
              0,0014 0,0014 0,0013 
12      6,0/0,1 6,0/0,1 4,0/0,1 
                0,0011 0,0012 0,0003 
              0,0017 0,0017 0,0005 
Table 1. Test results with several possible 
combinations for s and p 
 
As we can see, for most of the point clouds the 
New02 method could achieve highly improved 
results. As we can see, for some point clouds no good 
results could be achieved with the limited number of 
    combinations. 
The time needed for the fittings could also be 
improved. On average New01 needed 50% and 
New02 75% of the time of Previous. 
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Table 2 shows the results with the dynamic variable 
adjustment method. In this table we can see that the 
dynamic variable adjustment method achieves good 
results and also that the new osculating circle fitting 
improved the principal curvature estimations.  
 
                                                      
        Previous     New02        Previous     New02  
1 0,0061 0,0021 0,0041 0,0014 
2 0,0037 0,0013 0,0028 0,0009 
3 0,0010 0,0007 0,0008 0,0005 
4 0,0008 0,0007 0,0006 0,0004 
5 0,0012 0,0012 0,0006 0,0006 
6 0,0018 0,0006 0,0021 0,0006 
7 0,0006 0,0006 0,0003 0,0003 
8 0,0010 0,0003 0,0011 0,0003 
9 0,0004 0,0001 0,0005 0,0001 
10 0,0012 0,0001 0,0014 0,0002 
11 0,0007 0,0005 0,0002 0,0001 
12 0,0014 0,0007 0,0015 0,0005 
Table 2. Test results with the dynamic variable 
adjustment method 
 
7. CONCLUSION AND OUTLOOK 
In this paper we presented our new osculating circle 
fitting and the dynamic variable adjustment method. 
The goal of both developments was to improve the 
presented algorithm for principal curvature 
estimation. 
The evaluation of the tests confirms that we have 
reached this goal. The new osculating circle fitting 
improves the results of the algorithm and is also 
faster than the previous one. The additional dynamic 
variable adjustment method improves the utilization 
of the algorithm for a whole point cloud. This 
method has also proven his worth. 
The presented improvements were concentrated 
mainly on the raising of the accuracy. The algorithm 
could be further improved by expanding it with a 
Moving Least Squares approach like in [Ada03] and 
[Gue08]. Other improvements shall also highly raise 
the speed. For this task an implementation in CUDA 
or OpenCL are planned.  
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ABSTRACT
In this paper, the question of automatically setting transfer functions for volume images is further explored. More
specifically, the focus is automatic visualization of Molecular Electron Tomography (MET) volume images using
one-dimensional transfer functions. We investigate how well a few general measures based on density, gradient,
curvature and connected component information are suited for generating these transfer functions. To assess
this, an expert has set suitable transfer function levels manually and we have studied how these levels relate to
different characteristics of the selected measures for 29 data sets. We have found that the measures can be used to
automatically generate a transfer function used to visualize MET data, to give the user an approximate view of the
components in the image.
Keywords
Volume visualization, direct volume rendering, transfer functions, automatic visualization, molecular electron to-
mography
1 INTRODUCTION
Automatic visualization provides the means for screen-
ing large amounts of data in a short time by aiding the
user in setting visualization parameters. Here, the goal
is to investigate measures for automatically creating
one-dimensional transfer functions that give good first
renderings of Molecular Electron Tomography (MET)
data. These should highlight the most important in-
formation, i.e., the molecular surface of proteins, and
still show other variations in the imaged sample. The
visualization should be a starting point for interactive
adjustments. Primarily, the focus is to identify mea-
sures which generate an appropriate opacity function.
MET allows for studying the structure and flexi-
bility of molecules and macromolecules in solution
(in vitro) as well as in tissue samples (in situ). The
imaging technique reveals material density with a res-
olution as low as a few nanometers. For determin-
ing how the proteins function in their natural environ-
ment, tissue samples are analyzed directly using MET.
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice
and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
For determining molecule flexibility and dynamics,
molecules in solution are analysed, see Klaile [5] for
a recent example. In order to investigate, explore, and
analyse the complex data, adequate visualization of
the data is required.
For general automatic transfer function generation,
the “transfer function bake-off” [7] presents four ap-
proaches: (1) trial-and-error, (2) data-centric without
model, (3) data-centric with model, and (4) image-
based. Multi-dimensional transfer functions based on
curvature have been introduced by Kindlmann [4],
transfer functions specified as the sum of Gaussians
were presented by Kniss [6], schemes based on topol-
ogy differentiation have been suggested [11, 12], Rezk
Salama presented an approach [8] which focuses on
parameters relating to the user’s domain knowledge.
The mentioned methods move transfer function gen-
eration close to identification and segmentation prob-
lems.
To our knowledge, no transfer function generator
tailored for MET volumes has so far been suggested.
The volumes are usually rendered with direct volume
rendering with a 1-D transfer function that is manually
set. Often, the pre-integration step, that was presented
by Engel [2], is left out, leading to notable visualiza-
tion artefacts. The transfer function generation prob-
lem is highly relevant for this type of data since the
volumes are difficult to interpret, see Figure 1, due to
low contrast, small objects, missing data, etc. Another
problem with this type of data is that many factors af-
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fect the density values in the volumes. Among the in-
fluencing factors are the energy of the electrons hitting
the sample, the sample thickness and composition, the
detector, and the MET reconstruction algorithm.
We address this issue by following the second ap-
proach in the bake-off paper [7], the “data centric
without model” approach. The idea is to make approx-
imate distinctions between objects using measures in
the density range of the volume image. The aim is
to establish relations for generating a transfer func-
tion in this domain automatically. We have chosen a
one-dimensional transfer function because of the in-
trinsic property that densities are remapped to opac-
ities in a consistent way. Multi-dimensional transfer
functions can be useful to differentiate between re-
gions, but there is a less clear connection to the un-
derlying density. If a model-based approach was em-
ployed, where individual components would be identi-
fied using various means of thorough image analysis,
it would have enabled more elaborate fine-tuning of
the visualization. This would however be at the ex-
pense of having a more complex solution and time-
consuming algorithm, as well as possibly lower gen-
erality.
Using measures in the density range is similar to
the approach presented by Bajaj [1], but the calculated
functions are different and are also suggested to be
used in a different way. We focus on automatic extrac-
tion of isovalues, whereas Bajaj suggested his mea-
sures to be used for interactive isovalue selection and
volume data exploration. We have studied four differ-
ent measures based on density, gradient, curvature and
connected component functions. The interesting point
is how features of these measures relate to manually
chosen levels by an expert. For the density histogram,
it has been investigated what percentiles the manually
set levels correspond to, whereas for the gradient, cur-
vature and connected component measures, different
features of the functions have been correlated to the
manually set level. We have used 29 volumes in the
tests.
2 IMAGE DATA
In MET, an electron microscope is used to capture 2D
micrograph images from different angles of a sam-
ple. This results in a so called tilt series. The sample
is a very thin frozen or chemically embedded slice.
A back projection technique is applied to reconstruct
a 3D image of the sample, which is then refined in
an optimization procedure resulting in a MET vol-
ume [10]. Its scalar values correspond to the density of
the sample. The complete process from sample prepa-
ration to a final volume is a long and tedious process,
so these volumes are not available in large quantities.
MET volumes are difficult to interpret for a num-
ber of reasons: the resolution is relatively low — each
Data set No of invest. No of molecule
volumes instances per vol.
IgG 3 ∼2
RNAP II 3 ∼10
CEACAM1 6 ∼90
TMV 17 ∼2
Table 1: Investigated MET volumes
protein is represented by a small number of voxels;
the contrast is low as electron irradiation destroys the
sample, which means that the total dose used to ac-
quire the micrographs must be kept low; the MET vol-
ume suffers from missing data artefacts as the electron
microscope limits the angular range to 120◦ – 140◦;
and the density levels in the MET volume are relative
and not absolute. For an untrained eye, the volumes
often seem to only contain a large number of blobs of
varying size and shape.
Another challenge when visualizing MET volumes
compared to, e.g., MRI volumes, is that the molecules
cannot be studied individually using visible light. This
means there is no ground truth to refer to regarding
how they should be visualized.
We investigate and evaluate the chosen measures us-
ing 29 MET volumes from four different studies of
proteins in solution. All MET volumes were recon-
structed using the constrained maximum entropy to-
mography method [10], giving a few nanometer res-
olution. The proteins are described in brief below.
Since this kind of data is difficult and labour intense to
generate, 29 volumes should be considered as a rela-
tively large set of volumes. See Table 1 for a list of the
number of respective protein images and molecules.
The RNA Polymerase II (RNAP II) is a large,
fairly round macromolecule responsible for mRNA
synthesis in eukaryotic cells. In the investigated MET
volume, a RNAP II macromolecule has a ∼ 21 voxel
diameter.
The Immunoglobulin G (IgG) antibody is a smaller
macromolecule. Antibodies are crucial parts of our
immunological defence system, e.g., IgG binds to for-
eign agents such as virus particles and targets them for
destruction. An IgG antibody has three roundish parts
of equal size connected at one center point. Two of the
arms are fragment antigen binding arms and one is a
fragment crystallisable stem. In the investigated MET
volume, the smallest round subpart has a ∼ 10 voxel
diameter. See Sandin [9] for details.
The carcinoembryonic antigen related cell adhe-
sion molecule 1 (CEACAM1) is even smaller than
IgG. It is a transmembrane receptor involved in bind-
ing with other cells. In the investigated MET volumes,
CEACAM1 occur as monomers, one molecular unit,
with a volume of ∼ 580 voxels, or dimer, two molec-
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Figure 1: The Tobacco Mosaic Virus (TMV) reconstructed using Molecular Electron Tomography (MET). Left: a slice
of a MET volume is shown. Right: a volume visualization with a manually set transfer function.
ular units linked together, with a volume of ∼ 1160
voxels. See Klaile [5] for details.
The Tobacco Mosaic Virus (TMV) is a larger,
tubular structure. In the investigated MET volume, the
TMV has∼ 32 voxel diameter. It infects, e.g., tobacco
plants.
The MET volumes in the study are approximately
2563 voxels. The protein concentrations are such that
we expect ten RNAP II molecules, one or two IgG
antibodies, and 80–100 CEACAM1 molecules in each
MET volume. For TMV, one to three structures are
present in each volume.
3 INVESTIGATION
A MET volume can be described as f : N3 → R, not
considering the limitations of digital number represen-
tation, while the used transfer function corresponds to
g : R→R4. The four output components of the trans-
fer function are the three color channels, RGB, and the
opacity.
We suggest to render a MET volume with a transfer
function built using two primitives, a Gaussian and a
piece-wise linear function going from transparent to
opaque, see Figure 2 (top). The idea behind the Gaus-
sian is that it should correspond to the most central
surface level for the molecules of interest. This we
denote the primary level. With a high concentrated
peak, the Gaussian will have a similar effect as an iso-
surface, but both reveal the shape of objects and give
an idea about the blurriness around it, i.e., if the sur-
face is part of a sharp change or a smooth transition.
The piece-wise linear function has two roles, partly to
reveal more of the MET volume and partly to high-
light outliers. To visualize this, a linear ramp with low
opacity slope is suggested, starting at the secondary
level, to not disturb the surface visualization, while a
linear ramp with high slope in a different color is rec-
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Figure 2: Example of transfer function (top). Plots of
the histogram and the gradient and curvature
functions of a MET volume containing a To-
bacco Mosaic Virus (bottom).
ommended for the outlier density range, starting at the
outlier level.
To set the positions for these primitives, the follow-
ing estimates need to be extracted from the chosen
measures:
WSCG 2011 Communication Papers 115
• Primary level (center of the Gaussian, ’A’ in Fig-
ure 2)
• Primary level standard deviation (width of the Gaus-
sian)
• Secondary level start (start of low slope ramp, ’B’
in Figure 2)
• Outlier level start (end of low slope ramp, start of
high slope ramp in different color, ’C’ in Figure 2)
We have focused on localizing the primary level.
For the secondary level, the outlier level and the pri-
mary level standard deviation, we have not yet re-
vealed any correlation. Therefore, we suggest to use
a fixed ratio to the primary level for these levels. We
suggest to set the secondary level at half the primary
level, the outlier level at double the primary level, and
the primary standard deviation to ±10% around the
primary level.
To establish a relationship between that density level
and the measures, the primary level was manually set
by an expert to give a good visualization of the MET
volumes. We have investigated direct correlation be-
tween the manual levels and the measures, i.e., per-
formed analysis of the different measures separately.
In Figure 2, the density histogram, the mean gra-
dient and the mean curvature are shown for a TMV
volume. The number of bins for calculating the dif-
ferent functions is set to 256, which is higher than the
accuracy of the extracted estimates.
A central point to investigate in these plots is whether
they are based on multiple distributions, which could
arise from differences between spurious blobs in the
volumes and shapes of actual molecules. In the fol-
lowing subsections the measures are described. The
results are shown and discussed in Section 4.
The density histogram is the basis for measure 1.
This is a “standard” histogram that shows the number
of voxels that fall within a certain density bin. We in-
vestigate how the expert levels are distributed in the
histogram. The ideal, but a little boring, result would
be that the levels correspond to a single histogram per-
centile. This would mean that it would suffice to visu-
alize a fixed fraction of a MET volume.
The number of components with size filtering is
the basis for measure 2. This creates a function over
the density values as for the histogram, representing
the number of components at one density bin within
the specified size range. To obtain this number, the
lower bin value is used as threshold and all voxels with
a value equal to or higher than this should belong to a
component. If two voxels are 26-connected, then they
belong to the same component. The size filter is ap-
plied to increase the “hit rate” in the density region of
most interest. To extract the primary level estimate
from this function, the position of the maximum is
simply used. The size estimates have been manually
calculated from the object diameters and their basic
shape (round or tubular), with some margin.
The mean gradient histogram is the basis for mea-
sure 3. A gradient magnitude image is calculated us-
ing the first order derivative of a Gaussian kernel with
a sigma related to the approximate diameter in vox-
els of the components of interest in the images. The
gradient magnitude for each voxel is
|
∂ f
∂x |+ |
∂ f
∂y |+ |
∂ f
∂ z | (1)
where f is the density. The mean gradient magnitude
value for the set of voxels within the density bin is then
calculated. From the plots of this function, we have
identified a reoccurring plateau starting approximately
around the primary level chosen by the expert. We
have defined the starting point for this plateau as the
first local minimum of a smoothed derivative of the
mean gradient measure. The smoothing has been done
with a Gaussian filter with sigma set to 5, half the size
of one subpart of the IgG molecule.
The mean curvature histogram is the basis for
measure 4. It follows the curvature approach used
by Kindlmann [4]. Essentially, these values measure
the mean curvature for voxels at a particular intensity
level. A value of zero would mean that the voxels
within the corresponding intensity interval is not a part
of an isosurface that has a strong curvature.
The first and second order partial derivatives needed
for the gradient g and the Hessian matrix H are cal-
culated using combinations of first and second order
derivatives of the Gaussian kernel. Then the surface
normal
n = g/|g| (2)
and the projection matrix
P = I−nnT (3)
where I is the identity matrix, are calculated. The ma-
trix P projects onto the tangent plane of the isosurface.
Next, the matrix
G = -PHP/|g| (4)
referred to by Kindlmann as the geometry tensor, is
formed and from that the trace T and Frobenius norm
F . The mean curvature is calculated as:
κ1 = (T +
√
F2−T 2)/2 (5)
κ2 = (T −
√
2F2−T 2)/2 (6)
Then, the mean curvature for a single voxel is (κ1 +
κ2)/2. As in the mean gradient calculation, the total
mean curvature for one density bin is calculated to ac-
quire the measure. To match it with the primary level,
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Dataset Sigma Size threshold (voxels)
RNAP II 2.0 2500
IgG 1.0 500
CEACAM1 1.0 500
TMV 2.0 50000
Table 2: Parameters for Gaussian and size filtering
we have identified a plateau for this measure as well.
We have defined its starting point in the same way as
for the gradient measure, i.e., as the first local mini-
mum of a smoothed derivative of the mean curvature
measure.
A priori information has been used when calculat-
ing the gradient and curvature measures, in the form
of setting sigma to 1/10 of an estimation of the small-
est component diameter. This will preserve the main
structure of the components, but remove some of the
noise.
For volume rendering, pre-integrated ray casting
was used. Ray casting provides the possibility to visu-
alize more information than an isosurface rendering.
We claim that the user can get a better feeling for the
data in the volume, by for example also taking densi-
ties around an isolevel into consideration. In order to
still have an exact visualization with transfer functions
which can contain high frequency changes, the pre-
integration step is necessary. The methods were im-
plemented in C++ partly using routines from the Na-
tional Library of Medicine Insight Segmentation and
Registration Toolkit (ITK) [3].
4 RESULTS AND DISCUSSION
We have not found any clearly multimodal distribu-
tion in any of the feature functions. From visual in-
spection of the density histogram, the distribution is
close to a gamma distribution regardless of what kind
of molecules there are in the solution. For the other
three feature measures, there is more variation. In Fig-
ure 9, the correlation between the expert levels and the
measures are shown. The used manually set filter pa-
rameters are given in Table 2. For the immediate visu-
alization of a volume when it is opened, it should not
be required to enter such information, but preliminary
tests show that using a standard value for sigma will
still give feasible results.
Measure 1 was visually evaluated, whereas for mea-
sures 2-4, a performance index has also been calcu-
lated for each of the measures. First a line y = kx+m
has been fitted to the data using a least square error
norm. The performance index is calculated as
P = 100 k
error
(7)
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Figure 3: Primary levels chosen by an expert for the 29
investigated volumes plotted against their cor-
responding density histogram percentiles.
This index evaluates the discriminative power of a
measure, but it is nothing more than an inverted cor-
relation to the error, which is multiplied with k to re-
move the effect of the value range of the measure. The
error is calculated as the mean of absolute errors.
1. Density histogram, Figure 3: The aim is to find
a decorrelation when calculating the percentile value
from the manual level. That is, the manual levels
would optimally correspond to a single percentile level,
forming a horizontal line. In Figure 3, a decorrelation
tendency can be seen as not all the data seem to be
spread around any diagonal “correlation line”. An-
other observation is that the primary level is always
above 95% for the investigated data sets. A compar-
ison of an expert visualization and a visualization us-
ing the 99-percentile of the density histogram as the
primary level is shown for RNA Polymerase II in Fig-
ures 4 and 5, respectively. The same comparison is
shown for TMV in Figures 6 and 7, respectively.
2. Connected components, Figure 9: Considering all
data sets, there is only some correlation. When ex-
cluding the sets with the largest molecules, the TMV
data sets and the RNA Polymerase II data sets, a lin-
ear tendency can be seen. The performance index is
4.1 using all data sets.
3. Gradient, Figure 9: This measure exhibits the high-
est correlation tendency to the expert primary level,
with a performance index of 7.5. This indicates that
the molecules of interest have a more homogeneous
internal density structure than the lower intensity arte-
facts.
4. Curvature, Figure 9: For the curvature measure,
there seems to be a weak linear tendency. The perfor-
mance index is 3.0. Hence, the difference in isosurface
curvature between the biological molecules and other
structures does not seem very significant.
WSCG 2011 Communication Papers 117
Combining the measures using their performance
indices as averaging weights gives the result shown
in Figure 8. The performance index of this combined
measure is 7.4, which is lower than for the gradient
based measure.
When testing on an Intel E5430 2.66GHz CPU,
loading and processing a 2563 volume took approxi-
mately one minute. In an interactive application, the
generation of a transfer function needs to be faster,
a few seconds would be preferable, which should be
feasible with optimization.
5 CONCLUSION
Four measures have been investigated regarding their
potential for automatically generating a first visual-
ization of MET volume data. We see all as interest-
ing measures in this context, but the gradient based
Figure 4: Visualization of a RNA Polymerase II volume,
with an expert set primary level.
Figure 5: Visualization of the same RNA Polymerase II
volume as in Figure 4, setting the primary level
at the 99-percentile of the density histogram,
but also showing ±0.8% around that level.
measure stand out as giving the best estimate of the
primary level. We therefore suggest to use gradient
based analysis for best accuracy when setting the pri-
mary level. Another simple but interesting result is
that the primary level of interest for the investigated
data sets is always in the top 5% of the volumes, in
terms of density. Since this percentile measure is fast
to compute, it is a good basic measure for instant auto-
matic visualization, especially of large MET volumes.
It could also be used as a control measure when calcu-
lating the primary level in a more exact way.
It is suitable that the gradient measure with the high-
est performance index also is the second easiest mea-
sure to calculate, after the histogram percentile, al-
though it still takes around 15 seconds for a typical
volume to be processed for this measure. In terms of
algorithmic complexity, the gradient measure is based
on separable filtering, so it will scale nicely for larger
volumes.
Our next step is to step up a scale in terms of fea-
ture calculation, to make the distinction of objects of
interest and other structures easier. One path would
be to use region growing methods and explore differ-
ent components using suitable shape descriptors.
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Figure 6: Visualization of a MET volume with a Tobacco
Mosaic Virus (TMV) using an expert set pri-
mary level.
Figure 7: Visualization of the same MET volume of a
TMV as in Figure 6 setting the primary level
at the 99-percentile of the density histogram,
but also showing ±0.8% around that level.
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Figure 8: How a weighted combination of the measures
correlates to the expert set primary level. The
fitted line is used to calculate the performance
index of the combined measure.
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Figure 9: How the expert set primary level correlates to the extracted measures. The fitted line is used for calculating the
performance index of each measure. Top: For the connected component measure there is a weak correlation
to the expert level. Middle: The gradient measure shows correlation. Bottom: The curvature measure shows
a weak correlation.
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ABSTRACT 
A vertex-clustering simplification is a kind of model simplification. It is difficult for the vertex-clustering 
simplification to simplify complex models in real-time, although it is known as a very fast method. In addition, it 
is also difficult for the vertex-clustering simplification to control the number of faces. It synthesizes vertices in 
each cluster. Therefore, models sometimes consist of the unexpected number of faces. In recent years, Graphics 
Processing Units (GPUs) have grown so significantly in performance that both the computational speed and the 
computational accuracy improve spectacularly. GPUs have programmable units such as vertex shaders and 
geometry shaders. With shaders, GPUs can be used not only for graphics rendering but also for general purposes. 
In this paper, we propose a real-time simplification algorithm for complex models of 3D objects by using a 
GPU whose performance gets better these days. First, vertex-clustering information is stored to video memory on 
a GPU. Next, the faces are reduced by the vertex-clustering information using a programmable shader, depending 
on the level of detail which a user defined. We also discuss a method to control the number of faces easily. 
Keywords 
Simplification, GPU, Vertex-Clustering, Real-Time rendering 
1. INTRODUCTION 
In recent years, it has been easy to express complex 
models of 3D objects in product design, simulation, 
medicine and games electronically, due to 
progressive computer technology and progressive 
computer graphics. However, it is still difficult to 
render them in real time. Therefore technology is 
required to change the level of detail (LOD) of multi-
resolution representations of models according to a 
user’s needs. 
A vertex-clustering algorithm is known as a kind of 
model simplification. While the vertex-clustering 
algorithms feature low computational costs, they have 
2 disadvantages. One is that model simplification has 
traditionally not been viewed as a real-time rendering 
on CPU, the other is that it is difficult for a user to 
control the degree of the LOD. The vertex-clustering 
algorithm has been proposed by Rossignac and 
Borrel [Rossignac and Borrel 1993]. This is the 
method where a cell, which includes all the vertices 
that exist in 3D space, is uniformly divided; all 
vertices within each grid cell are collapsed to a single 
representative vertex, which may be one of the input 
vertices or some weighted combination of the input 
vertices. Some triangles degenerate to edges or points. 
A number of other vertex clustering algorithms have 
also been proposed. Low and Tan have proposed a 
modified vertex-clustering algorithm using floating 
cells rather than a uniform grid [Low and Tan 1997]. 
The floating-cell clustering leads to more consistent 
simplification. Since the importance of vertices 
controls the positioning of clustering cells, the 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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unpredictable simplification artifacts are greatly 
reduced. Luebke and Erikson have proposed the 
algorithm using a hierarchical grid in the form of an 
octree, which is called Tight Octree [Luebke and 
Erikson 1997]. This vertex tree allows for a dynamic, 
view-dependent adaptation of the level of detail. 
Kanaya and Kobori have proposed the improved 
Tight Octree algorithm allowing for cell size [Kanaya 
and Kobori 2002]. This method is easier to control 
the LOD level. Lindstrom has used QEM(quadric 
error metrics) [Garland 1999] to improve the 
positioning of the representative vertices [Lindstrom 
2000]. Shaffer and Garland have proposed BSP-Tree 
partitioning to control the LOD level [Shaffer and 
Garland 2001], and have also used QEM to improve 
the positioning of the representative vertices [Garland 
and Shaffer 2002]. Mesh simplification has been a 
slow, CPU-limited operation performed as a pre-
process on static meshes. 
In recent years, GPUs have grown so significantly 
in performance that the computational speed and the 
computational accuracy improve spectacularly. 
Additionally, a general–purpose GPU, such as 
numerical calculation, modeling, have been studied 
by a Programmable Shader’s appearance. 
[DeCoro and Tatarchuk 2007] is famous as a 
model simplification using GPU. This method is 
based on [Lindstrom 2000] adopted to the novel GPU 
pipeline. Additionally, they have proposed the 
algorithm for variable level-of-detail, called 
probabilistic octree. This method is much faster than 
CPU-based algorithm. 
We present an algorithm overcoming the 2 
disadvantages of vertex-clustering algorithms. For 
this, we present a novel general-purpose data 
structure designed for a GPU. At the same time, we 
present a method to linearize a relationship between a 
level which a user defined and the number of faces. 
As a result, our algorithm is faster and the number of 
faces is easier to control. 
2. Our algorithm 
We outline our algorithm, which consists of the 
following five steps: 
1. The space division algorithm. 
2. Synthesis of vertices in each cluster. 
3. Updating level for controlling the number of 
faces. 
4. Storing the clustering information in a GPU. 
5. Generating the simplified models. 
The above procedures (1) to (2) are performed on the 
CPU; the procedures (3) to (5) are performed on the 
GPU. 
2.1 Space division algorithm 
We applied the algorithm of [Kanaya and Kobori 
2002], which we have proposed, to an arbitrary 3-D 
space division. The space division algorithm consists 
of the following five steps: 
1. A cell, which includes all the vertices that 
exist in 3D space, is generated. The cell is a 
minimized cuboid, which is divided by 
domain parallel to the planes of the x-y 
coordinate, the y-z coordinate, and the z-x 
coordinate so that two or more vertices can 
be included. 
2. The cell is equally divided by eight, and then 
eight cuboids are made. 
3. The degree of the LOD (level of details) is 
determined by the longest edge of each 
cuboid. This is estimated by the following 
equation. 
 )(logINT_ max2
currentLength
Lengthleveli =   (1) 
where, INT() is an integral function. The 
Length max is the longest length of cell that 
envelops all vertices. The Length current is the 
longest length of the considered cell. The 
i_level is integer value. 
4. The number of vertices belonging to each 
cuboid is equally divided into eight; dividing 
will end if the number of the vertices, which 
exists in the cuboid, is only one. 
5. Otherwise, each remaining cuboid is 
changed into a cell and processing returns to 
step 2. 
By this procedure, a tree can be generated as shown 
in Figure 1. This tree is an octree, since a cell is 
always divided by eight. Considering the degree of 
the LOD in this octree, the root node is an i_level 0 
and the degree of the LOD becomes larger as the 
node is closer to a leaf node. The octree is clustering 
information.  
1 2 3 
4 
5 6 7 
8 9 
i_level 0 
i_level 1 
i_level 2 
i_level 3 
1 2 
3 
5 
7 
4 
8 
9 
6 
Figure 1. A generated octree using a 
spatial partitioning. ( In 2D space) 
(a) The space division. (b) An octree of (a). 
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2.2 Synthesis of vertices in cluster 
A method for the synthesizing of vertices in cluster is 
based on [Kanaya and Kobori 2002]. This is why we 
simply want to compare CPU-based algorithms with 
GPU-based algorithms. It is possible to use 
[Lindstrom 2000] instead of Kanaya and Kobori for 
accuracy improvement. 
2.3 Updating level for controlling the 
number of faces 
To make it easier for the user to define the number of 
faces, we propose a way of linearizing a relationship 
between a level which a user defined and the number 
of faces as follow. 
First, we cluster the internal nodes which i_level is 
same. However, the longest length of cell varies 
according to cell in spite of the same i_level. The 
internal nodes are arranged in descending order of the 
length in each cluster which has the same i_level. 
Then, we call the level which has the rank in 
descending order in each cluster “r_level”. The 
r_level is a real number. The r_level of each internal 
node m “r_levelm” is calculated by equation (2). 
k
number
levelilevelr
i
beforem ×+=
1__   (2) 
where, i_levelbefore is the i_level of each internal node. 
k is a rank of  each internal node after arranging in 
descending order. numberi is the number of internal 
node in arbitrary i_leveli. The leaf level is not 
updated. 
2.4 Storing the clustering information in a 
GPU 
The clustering information which was generated by 
the above process is stored in a texture on the GPU as 
texture. We prepare 2 kinds of textures for storing the 
clustering information. One texture is called “Tree-
buffer”; the other texture is called “Leaf-buffer”. The 
Tree-buffer stores the information of the internal 
nodes in an octree. The Leaf-buffer stores the 
information of the leaf nodes. We illustrate the way to 
store the information of nodes in textures in Figure 2. 
First, we describe a method used for storing the 
internal nodes in the Tree-buffer. Each texel of the 
Tree-buffer stores the synthesized coordinate of 
vertices and the r_levelm as shown in Figure 3, while 
arbitrary internal nodes with parent-child relationship 
arrange a column parallel to the v axis, as shown in 
Figure 2. 
Next, we describe a method used for storing the 
leaf nodes in the Leaf-buffer. Each texel of the Leaf-
buffer stores a coordinate of vertices of leaf node in 
the octree and a pointer whose value refers directly to 
the parent node in the Tree-buffer as shown in Figure 
4, in order from the bottom left as shown in Figure 2. 
For example, as we show in Figure 2, the leaf node 1, 
2 hold a pointer whose value refers directly to the 
internal node A which is the parent for both nodes, 
respectively. As a result, it is easy to refer to a node 
ROOT 
8 9 
Figure 2. A stored state in the Tree-buffer 
and the Leaf-buffer. 
Tree-buffer 
Leaf-buffer 
Z 
I 
H 
F G 
A B C D E 
1 2 3 5 6 7 4 
2 3 4 5 6 1 
8 9 7 
B C D E A 
F F F D G 
H H H H H 
I I I I I 
Z Z Z Z Z 
u 
v 
na nb 
 
nc 
 
nd 
 
RGBA={xa, ya, za, fractionala} 
x, y, z: x, y, z coordinate of vertex of internal node 
fractional: fractional part of r_levelm 
RGBA={xb, yb, zb, fractionalb} 
RGBA={xc, yc, zc, fractionalc} 
RGBA={xd, yd, zd, fractional d} 
Figure 3. Method used for storing 
information in the Tree-buffer. 
na nb 
 
nc 
 
nd 
 
RGBA={xa, ya, za, pa} 
x, y, z: x, y, z coordinate of vertex of leaf node 
p: a pointer to the Tree-buffer 
RGBA={xb, yb, zb, pb} 
RGBA={xc, yc, zc, pc} 
RGBA={xd, yd, zd, pd} 
Figure 4. Method used for storing 
information in the Leaf-buffer. 
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of a level a user wants, when the texture coordinate of 
the terminal internal node is known. 
2.5 Generating the simplified models 
We describe the way for simplifying models by using 
the Tree-buffer and the Leaf-buffer on a GPU.  First, 
we outline the generating procedure of the simplified 
model. 
1. Calculate “r_level” of the number of faces 
“f_count” which a user wants. 
2. Search the Leaf-buffer and the Tree-buffer 
for the coordinate of vertices associated 
with r_level. 
3. Output each triangle consisted of the above 
coordinate of vertices. 
 
(Pass 1) Calculate the level of detail of f_count. 
We illustrate a way of calculating r_level of the 
number of faces a user wants in Figure 5. The r_level 
is the degree of the LOD, which is associated with a 
user-defined number of faces, in an octree. f_countmax 
in Figure 5 is the number of faces constructing the 
original model. 
First, we search i_level i which is the maximum 
number of faces within f_counti, i_level i+1 which is 
the minimal number of faces over f_counti+1. It is 
easy to set up the number of faces of the simplified 
model by counting these levels respectively in 
advance. Next, we calculate r_level corresponding to 
the f_count. In general, a model consists of nearly 
uniform faces in 3D-CG. Therefore, we can think that 
the change in the number of faces is nearly constant, 
each time a vertex is deleted. We suggest the 
following equation for calculating the r_level. 
ii
i
countfcountf
countfcountfilevelr
__
___
1 −
−
+=
+
 (3) 
We can generate the simplified models consisting of 
faces whose number is nearly equal to the user-
defined number by using the r_level. 
(Pass 2) Select coordinate of vertices. 
Each coordinate of vertices is selected by r_level on a 
vertex shader of a GPU. We illustrate the selecting 
way with an example in Figure 6.  
 
We describe how to calculate a texture coordinate 
of a parent node associated with a leaf node on the 
Tree-buffer, when we assume r_level is equal to “4.4”. 
 First, an arbitrary leaf node is selected. In this case, 
we assume that P1 is selected. When the pixel of P1 in 
the Leaf-Buffer is referred, it stored a pointer whose 
value refers directly to the parent node Pa according 
to Table 1. We can calculate the texture coordinate of 
Pa in the Tree-buffer by the pointer. 
 
Table 1. Table of referenced nodes in each leaf node. 
 
 
 
 
 
 
 
 
Next, we calculate a node associated with r_level 
by nodes whose parent node is located on the same 
axis of v. As described above, all parent nodes which 
are able to be traced from arbitrary internal nodes are 
arranged a column of the Tree-buffer texture. 
Therefore, we calculate the location storing the target 
node with difference d between r_level and levell. 
levelrleveld l _−=   (4) 
where, levell is level of leaf node. 
However, the target node can not always be 
calculated by equation (4), because both r_level and 
level which internal nodes have are real numbers. 
Therefore, we consider the following 3 cases 
according to d. These are (Case 1) 0≤d , (Case 2) 
0.10 ≤< d , (Case 3) 0.1>d . In (Case 1), the 
three world coordinates of an arbitrary vertex in the 
Leaf node levelm 
P1 
Pa (5.633) P2 
P3 
P4 Pb (4.382) 
P5 
P6 Pc (3.457) 
Figure 6. An example of a texture in an octree. 
Tree-buffer 
Leaf-buffer 
Pa 
Pb 
Pc 
P1 P2 P3 P4 P5 
P6 
Pa 
Pb 
Pc 
P1 P2 P3 
P6 
P5 P4 
i_level 6 
i_level 5 
i_level 4 
i_level 3 
f_countmax 
f_counti+1 
f_count 
f_counti 
i i+1 r_levelmax 
r_level 
i_level 
The number of faces 
Figure 5. A computation of r_level. 
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leaf node are selected, because the level of the leaf 
node is too small for the r_level. In (Case 2), if a 
level of the parent node for the leaf node is larger 
than the r_level, the three world coordinates of an 
arbitrary vertex of the leaf node are selected; 
otherwise, the three world coordinates of an arbitrary 
vertex of the parent node are selected. In (Case 3), 
when each level of 2 internal nodes closest to the 
r_level is compared with the r_level, the three world 
coordinates of an arbitrary vertex of the internal node 
whose level is larger than the r_level are selected. In 
Figure 4, levell is 6, r_level is 4.4. d is equal to 1.6 by 
equation (4). As a result, this is selected as Case 3. 
The candidate internal nodes are Pa and Pb. The 
selected node is Pa because r_level (4.4) is greater 
than the level of Pb (4.382). 
As described above, the access number of times to 
texture is 3 tops. It is quicker to search in the octree. 
(Pass 3) Generate triangles for meshes. 
The above process selects each coordinate of vertices 
for triangles. This pass determines if each triangle is 
generated in geometry shader. The geometry shader 
calculates normal vectors of triangles. If the size of 
the normal vector is not equal to 0, triangle is 
rendered; otherwise, triangle is not rendered. 
3. Experiment and Results 
To evaluate the performance of our algorithm, we 
made 3 experiments. The first experiment is 
associated with processing time, the second is 
associated with controlling the number of faces. 
Figure 7 shows 2 original models and the simplified 
models whose number of faces are one tenth of 
original models, respectively. We use “s_level” 
instead of the number of faces, where s_level is 
degree of LOD. The range of s_level a user defines is 
from 1 to 1,000. That is, when s_level is 1,000, the 
number of faces is that constructing the original 
model. When s_level is 1, the simplified model 
consists of one thousandth the number of faces for the 
original model. All simplifications were performed 
on a PC with a Core2 Duo CPU (2.66GHz), 2GB of 
RAM and an NVIDIA GeForce 8800GTX (768MB) 
GPU, collected on Windows XP Professional. 
3.1 Experiment associated with 
processing time. 
We compare our algorithm with a CPU-based 
algorithm. The CPU-based algorithm is [Kanaya and 
Kobori 2002]. Figure 8 shows the comparison of 2 
algorithms. The horizontal axis shows the s_level and 
the vertical axis shows processing time. Our 
algorithm is up to 17 times quicker than the CPU-
based algorithm, as shown in Figure 8. Additionally, 
it is found that the processing time is almost constant 
at every s_level. 
3.2 Experiment associated with control-
ling the number of faces 
We verify that when a user defines an s_level, the 
simplified models consist of the number of faces 
he/she expected. The range of s_level a user defines 
(a) Model A 
 (2,208,936) 
(b) The simplified model 
of A (226,866) 
(c) Model B 
 (3,745,150) 
(d) The simplified model 
of B (377,278) 
Figure 7. Experimental models and 
Simplified results. 
CPU-based algorithm 
Our algorithm 
CPU-based algorithm 
Our algorithm 
Figure 8. Comparisons of our algorithm 
and CPU-based algorithm. 
(a) Processing Time of Model A  
(b) Processing Time of Model B  
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is from 1 to 1,000. That is, when s_level is 1,000, the 
number of faces is that constructing the original 
model. When s_level is 1, the simplified model 
consists of one thousandth the number of faces for the 
original model. Figure 9 shows a result of model A 
simplified by using our algorithm. The horizontal axis 
shows the s_level and the vertical axis shows the 
number of faces. 
A relationship between s_level and the number of 
faces is almost linearized according to Figure 9. 
However, the difference between the numbers of 
faces we have expected and actual results were 
accurate within 4.7%, because we calculated r_level 
of s_level by linear approximation. However, it is 
easy to get the number of faces a user wants by using 
our method. 
4. Conclusions 
We have presented a method for model simplification 
on the GPU programmable shader and demonstrated 
how triangle decimation becomes practical for real-
time use. We have applied a vertex-clustering 
algorithm to the GPU and we have presented how to 
store the clustering information.  
We introduced “r_level” that is a real number, for 
the purpose of generating the simplified models 
which consisted of the number of faces a user 
expected. We introduced 2 buffers “Tree-buffer” and 
“Leaf-buffer” for faster access and efficient storage. 
Additionally, the experiment results showed efficacy. 
We have not compared our algorithm with the 
algorithm based GPU [DeCoro and Tatarchuk 2007]. 
We would like to compare our algorithm with the 
algorithm in the future work. 
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ABSTRACT
This article presents modifications to an existing technique for camera orientation estimation intending to make
it faster for use in real time applications and also for analysis of large image sets. The technique is based on
likelihood maximization of a probability function that has the image gradient as the observed data and the camera
orientation as parameter values. The camera orientation is inferred from the vanishing points of the image, and
the directions of the edges in the environment are assumed to be in three mutually orthogonal directions. The first
proposed modification is to substitute the expression that is calculated at each pixel by a computationally lighter
approximation. The second proposal is to take in consideration only a few of the pixel lines and columns of the
image during the calculations, performing a grid windowing of the image. This article presents the derivation and
reinterpretation of the likelihood function approximation and also a performance evaluation.
Keywords
Vanishing point, grid masking, camera orientation, camera localization, Bayesian inference, ML estimation.
1. INTRODUCTION
Camera localization is the Computer Vision problem
of inferring the position and orientation of a camera
in an environment from one or more pictures captured
by it. Camera localization problems are defined by
their different restrictions, specially the available data
and what parameters are to be estimated. As usual
in Computer Vision, it is an ill-posed problem of
parameter estimation, and solutions are often based
on procedures such as non-linear regression [SW89]
and robust estimation [CKY09, HZ03]. One specific
case of the localization problem is to estimate just
the camera orientation from a single image under
the restriction known as “Manhattan World”, or also
“LEGO Land”, that the edges in the environment are
in the directions of the coordinate axes. This article
presents modifications to existing techniques [CY03,
DIM02, SD04, DEE08] that solve this problem
using the Likelihood Maximization principle, with a
probabilistic observation model where the observed
data is the image gradient, and the parameters to be
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for
profit or commercial advantage and that copies bear
this notice and the full citation on the first page. To
copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission
and/or a fee.
estimated define the camera orientation in the world
reference frame. Two modifications are proposed:
the substitution of the expression calculated at each
pixel by a simpler one, and the use of a grid mask to
select pixels. The alternative expression caused great
speed gains (60 fold in one test) while exhibiting good
convergence. The subsampling technique also caused
a 10 fold speed increase with just a 10% reduction of
convergence probability in another experiment.
The proposed simplified expression can be seen as
the result of a windowing operation by a mask that
is calculated from the image gradient norm using
a sigmoid function. While the original expression
is strictly probabilistic, the proposal is similar to
techniques such as Fuzzy Logic and Neural Networks.
In the remainder of this section the problem is
further described and previous techniques are briefly
reviewed. In Section 2 the existing techniques on
which this proposal is based are better explained, and
so is the developed technique. This section also brings
results of experiments conducted with a database of
images with solved orientation parameters to evaluate
the proposal. Section 3 brings a few conclusions.
1.1 Problem geometry
The aim of the proposed technique is to obtain an
estimate of the spatial orientation of a camera from
a single image captured by it. The camera follows the
simple pinhole model [TV98, chap. 2][HZ03, chap.
WSCG 2011 Communication Papers 127
6]. In this model there is a camera reference frame
whose origin is the focal point of the camera, and
the image plane is located at z = f , where z is the
direction that points outwards from the camera and
into the scene. Image coordinates can be converted to
this camera reference frame by a linear transformation
involving the pixel size and the location of the
image origin. The color of pixels are determined
by the color of objects that are projected onto the
image plane according to the classic perspective
transformation [TV98]. The environment is assumed
to be composed of rectangular parallelepipeds of faces
with different colors and with edges aligned to the
coordinate axes of the world reference frame.
The projections of the edges of these objects
create edges on the captured images. These image
edges typically produce gradient vectors with high
magnitude that point to the direction orthogonal to the
edge. Image gradients are approximately calculated
by linear filters such as the one used in the well
known Sobel detector [TV98, chap. 4]. In the present
research the Scharr filter was employed [WS02]. The
perspective projection causes the well known effect
of producing vanishing points in the image. Lines
that point to the same direction in the environment
create either parallel lines in the image, or lines that
converge to a vanishing point. The spatial orientation
of the camera determines the position of the vanishing
points, and the orientation can be therefore estimated
from the directions of the image edges [HZ03, sec.
8.6]. This principle is the basis of many different
techniques to estimate camera orientation.
1.2 Existing techniques
Many of the existing techniques for vanishing point
or camera orientation estimation are either based
on the Hough Transform [Shu99, CJRZ10] or on
robust estimators [Tar09, Fö10] for matching edges
extracted from the image and perform the desired
estimation. Extracting edges and defining parameter
space accumulators can be a nuisance for some
applications, and this is one of the main reasons to
look for alternative techniques. It is usually hard
to extract edges with good precision, and also to
match the edges that refer to the same direction.
The technique presented in this article is part of a
family of techniques that avoid these problems by
using probabilistic models to infer camera orientation
directly from pixel values, exploiting the vanishing
point restriction.
The probabilistic model is used to perform
maximum likelihood (ML) estimation to determine
the camera orientation ~Ψ from a given input image.
The differences between these similar techniques
lie in the expression used for the calculation of
the image likelihood given ~Ψ and the pixel values,
more specifically the image gradient, and in the
optimization procedure employed to find the optimal
~Ψ∗ that maximizes the likelihood expression.
The directions of the environment edges must
be known in order to infer camera orientation
from vanishing points. In the present research the
orientations are assumed to be in the directions of
the coordinate axes, so the edge directions in camera
coordinates are easily calculated from the rotation
matrix that gives the camera orientation in relation
to the world reference frame. Other than camera
orientation, most of these techniques can be modified
for other tasks such as discovering vanishing points
in unknown directions and also estimating intrinsic
camera parameters such as the focal distance f .
2. METHODOLOGY
This section brings more detailed explanations about
how the existing and the proposed techniques work.
They are all procedures that create an estimate of a
camera orientation ~Ψ from a given input image. This
orientation is a rotation matrix in three dimensions,
and as such can be parameterized in different ways.
The most popular alternatives are Euler angles, the
Rodrigues formula, and quaternions, which are used
in this work. But this representation is not relevant
for the following subsections, where the reader can
just assume ~Ψ is given as a 3D rotation matrix.
The next subsection describes the original
probabilistic technique for estimating camera
orientation from image gradient [CY03] and some
modifications. The following subsection brings the
new proposals. These techniques are all based on
the Maximum Likelihood principle. They are more
specifically maximum a posteriori (MAP) estimators,
that can be seen as regularized ML estimators. These
methods need a function called observation model,
which is a conditional probability density function
(PDF) of observing a measured data set given certain
condition parameters. This function is used as a
likelihood function, where the observed data is
taken from the image gradient, and the conditional
parameters are the camera orientation (related to the
vanishing points locations), image coordinates of
each pixel, and a pixel class that will be explained
below. Once the expression is defined and the data
collected, an optimization technique is used to find
the parameters that maximize this MAP estimator.
The ~Ψ∗ found by this optimization is the desired
camera orientation estimate.
2.1 Original observation model
In the first observation model proposed related to our
technique [CY03] the likelihood of the whole image
is factored as the product of the likelihoods of the
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gradients ~E~u at each pixel ~u. These individual PDF
are also further factored as products of the likelihoods
of the gradient norms E~u and edge angles φ~u yielding
P ( ~E~u|m~u, ~Ψ, ~u) = P (E~u|m~u)P (φ~u|m~u, ~Ψ, ~u).
(1)
The edge angle φ~u is orthogonal to the gradient
direction 6 ~E~u. The formula has two important
characteristics. The first is that the PDF of the
gradient norm E~u depends only on the pixel class
m~u. This class can be one of five possibilities: class 1
means the pixel is not an edge, classes 2–4 are edges
on each of the three coordinate axes of the world
reference frame and class 5 is a non-aligned edge.
The second characteristic is that the PDF of φ~u also
depends on m~u, but also on the camera orientation ~Ψ
and the coordinates of pixel ~u. When m~u = 1 or 5 we
assume all gradient directions are equally probable,
so P (φ~u|m~u, ~Ψ, ~u) becomes a uniform distribution
in these cases. For m~u = 2, 3 or 4 we calculate
the probability of the measured direction. For that
we first use ~Ψ to calculate ~rm = (rmx , r
m
y , r
m
z ), a
vector in the direction of the edges of the class m~u
in the camera reference frame. The location where a
line extended from ~rm crosses the image plane is the
vanishing point. The vector can also be parallel to the
plane, in which case there is no actual vanishing point
but it is still possible to calculate the directions of the
edges. The direction on each pixel is:
~θm~u =
(
rmx
rmz
f + ux,
rmy
rmz
f + uy
)
. (2)
One way to calculate P (φ~u|m~u, ~Ψ, ~u) used in
previous techniques is to determine the vanishing
point direction angle 6 ~θm~u , then subtract it from the
edge direction φ~u, and this difference is then used
as parameter to the PDF of the observation error in
the measured edge directions. This PDF has been
assumed in previous works to be uniform [CY03],
triangular [DIM02], Gaussian [SD04] and a
Generalized Laplace distribution [DEE08].
Two different PDF are used to implement
P (E~u|m~u). For m~u = 1, Poff (E~u) is used, and
Pon(E~u) is used otherwise. Different assumptions
have been made about these functions too. Both
measured values [CY03, DIM02] and Gaussian
models [SD04] have already been used.
As previously mentioned, the likelihood of the
complete image is a product of terms given by
Equation 1. This product can be used to define a ML
estimator, but what is usually done is to improve it
by using the information of a priori probabilities of
P (m~u), to define a MAP estimator. The logarithm
of the resulting expression is also taken to replace the
product by a summation, what does not change the
location of the maximal points. Considering all this,
and using Mk for P (m~u = k), Φk for P (φ~u|m~u =
k, ~Ψ, ~u) we arrive at the expression:
L
(
~Ψ
)
=
∑
~u
log
(
Poff (E~u)Φ
1M1 + Pon(E~u)Φ
5M5
+ Pon(E~u)
∑4
k=2 Φ
kMk
)
(3)
The camera orientation estimate is therefore the
rotation ~Ψ∗ that maximizes the function L. In the
original proposal the summation is performed over
all the image pixels [CY03], but just like with the
PDF definitions, other researchers have proposed
different ways to select subsets of the image pixels
over which the summation should be performed,
hoping to make the calculation faster and also smooth
the estimator function. One proposal is to divide
the image in square tiles, and sample a single
pixel randomly from each one, a different pixel at
each calculation [DIM02]. Another possibility is
to select only a few of the pixels with the largest
values of E~u [SD04]. The probabilistic modeling
of the pixel being or not on an edge can be even
dropped and substituted by the use of an edge-finding
algorithm [DEE08]. In this case the argument of the
log in Equation 3 becomes simply
∑5
k=2 Φ
kMk, but
this technique depends on an initial edge extraction,
that did not exist in the original proposal.
Other aspects where the techniques differ is
the application of the Expectation-Maximization
algorithm, where values for Mk are also
iteratively estimated [SD04, DEE08], and the
optimization algorithms used. Alternatives
range from coarse-to-fine search at regularly
sampled points [CY03], stochastic importance
sampling [DIM02], and continuous non-linear
optimization methods [SW89] such as
Levenberg-Marquardt [SD04] and BFGS [DEE08].
2.2 Function approximation
This subsection describes the first major modification
investigated in this research, which is substituting
the original arithmetical expression for the likelihood
function by a computationally simpler approximation.
The following subsection covers the use of a grid
mask to select the pixels to be considered in the
calculations.
Tests performed with an implementation of the
original likelihood expression (Equation 3) revealed
that much of the computation time was spent
on functions to compute the logarithm and the
arc-tangent used to calculate 6 ~θm~u . A removal
from the program of the procedure calls related to
these operations, while keeping all the rest of the
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calculations, resulted in an approximately ten fold
speed gain, showing experimentally that avoiding
these operations can be a good strategy to reduce the
calculation time. Arc-tangent was the most costly
operation of the three, considering both the time of
a single calculation and the number of calls at each
calculation iteration in the summation loop.
The modifications begin by replacing the logarithm
with the first-order approximation
log(b+ a) ≈ a
b
+ log(b), (4)
where a represents the terms that depend on ~Ψ,
and b the terms that remain constant during the
optimization. The log(b) term can therefore be
ignored as it does not influence the solution, and the
resulting approximation becomes
∑
~u
W ′(E~u)
4∑
k=2
Φk
Mk
Φ1
, (5)
where the mask generating function
W ′(E~u) =
(
Poff (E~u)
Pon(E~u)
M1 +M5
)−1
. (6)
The function W ′ produces, at least with the
appropriate parameters, a sigmoid curve, similar to
the logistic or to the hyperbolic tangent functions.
The second approximation used was to replace this
function by W , the logistic function applied to E~u
translated by p1 and scaled by p2
W (E~u) =
(
1 + e−p2(E~u−p1)
)−1
. (7)
Replacing W ′ for W at Equation 5 and ignoring the
constantMk/Φ1, that only scales the function, finally
produces the proposed estimator:
L˜
(
~Ψ
)
=
∑
~u
W (E~u)
4∑
k=2
Φk, (8)
Figure 1 displays, at the top, the probability
models of the gradient magnitudes with measured
values, provided by the authors of [CY03], and also
the Gaussian models from [SD04] (mean 8.28 and
standard deviation 6.21 for Pon , and respectively 1.13
and 0.77 for Poff ). On the bottom of the figure, the
continuous and dashed curves are W ′ obtained from
the two PDF models mentioned, and the red dotted
curves are W with two different sets of parameters
(p1 = 10 p2 = 0.4 and p1 = 3.1 p2 = 3.0).
Figure 2 shows an image from the YorkUrbanDB
image database [DEE08]. This image set has
102 indoor and outdoor images of man-made
environments, and the orientation of each image was
Figure 1: Original gradient magnitude likelihood
functions, resulting mask generating functions and
examples of the proposed function.
obtained from edges and with a manual labeling
process. Intrinsic parameters of the camera are also
provided, enabling interested researchers to test their
techniques and compare to others. Possible radial
distortions of the images were not taken in account
in this work, but the projection center coordinates and
focal distance that are provided were used.
The leftmost graphic of the figure displays the
input image. The next one displays the values of W
calculated over each pixel, with white representing
the zero level, (p1 = 20 and p2 = 0.2 were used).
The two graphics to the right display the horizontal
and vertical components of the normalized direction
vector. The red color denotes negative values, but
even in a monochromatic mode it is possible to see
how edges in the direction of the derivative vanish on
each graphic. The edge mask obtained with W has
been applied to these gradient images, clearing out the
noise that would be otherwise noticeable in the large
white areas of these images.
In the program created to implement this expression
the edge mask is calculated and stored in memory
before the optimization procedure starts, so only
memory accesses are needed to obtain the values
during the calculations. Something similar can be
done with other techniques, because P (E~u|m) does
not depend on Ψ, only Φm does.
The last modification done to the likelihood
expression was to substitute the calculations of
arc-tangents by dot products. Instead of calculating
the angles of the gradient and vanishing point
directions, these vectors are simply normalized and
multiplied by each other. Because the gradient is
orthogonal to the edge direction, this multiplication
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Figure 2: Gradient of an YorkUrbanDB image. The second image is the edge mask calculated from the gradient
vectors absolute values. The two rightmost graphics are the masked gradient x and y components.
yields γm = sin(φ~u − 6 ~θm~u ). This is a good
approximation of the identity function for small
values, so the product result can be directly used in
the angle error PDF. The function used was therefore:
Φm =
{
2
p3
(
1− |γm|p3
)
if |γm| < p3
0 if |γm| ≥ p3
, (9)
where we note that the 2/p3 multiplication can be
dismissed without affecting the optimization results.
The normalization of ~E~u and 6 ~θm~u can be
performed quickly using a special rsqrt instruction
available in many modern processors that calculates
an approximation of the reciprocal of the square
root of numbers. This instruction was used in the
implementation tested, and so were SIMD (single
instruction, multiple data) instructions that allow
calculations to be performed simultaneously both for
the three vanishing points, and also for the three image
channels when possible. The three image channels
were independently considered in the calculations,
with just the pixel coordinates and ~θ~u in common. The
final likelihood value is therefore the summation of
likelihoods for each channel.
The program was implemented using
Cython [Sel09], with a few routines implemented
in C in order to make use of the special processor
instructions mentioned. Another implementation
was made based on [CY03], using arc-tangent
and logarithm calls inside the loop, but with some
similarities to the implementation of the proposal,
such as using SIMD instructions for some operations,
and caching constant values.
Tests were performed with the YorkUrbanDB
images at different values of Ψ to measure the
speed of the proposed function relative to this
implementation of the original. Speed gains
from 50 up to 64 times were found in one
computer (c1.xlarge instance from Amazon Web
Services [Ser]), where the mean time to calculate the
likelihood of one image using the classic function was
1.10 ± 0.06s versus 18.9 ± 2.4ms for the proposed
algorithm. Although these numbers naturally varied
according to the processor employed, accelerations of
more than 10 times were often detected in other tests.
The positive impact of these function modifications
on the calculation speed is not surprising. But the
impact of these modifications on the performance of
the optimization procedure must be now studied to
validate the proposed technique. This analysis will
be presented in Subsection 2.4. But it should be
noted that this proposed modification did not intend
to numerically approximate the original likelihood
function values. The original function serves more
as a theoretical foundation, and the modifications do
not seek to approximate it exactly, but only retain
characteristics such as the positions of the extremal
points and gradient directions.
When the logarithm of the likelihood is used
instead of the original function in an optimization, the
produced function does not approximate the original
numerically, but is still useful for the optimization.
So the performance of such modifications should
not be measured by looking at approximations
errors, but at the optimization results instead. In
the same way, because the modifications proposed
here include dropping some constant terms, the
resulting function cannot be compared to the original
function, so no error analysis was performed, only
performance analysis of the optimization procedure.
Despite of that, the modifications are in fact initially
based on first-order approximations of the original
function, justifying the use of the term approximation,
even though the final proposed function does not
approximate the original one numerically.
The proposed function also differs from the original
in that the parameters of the mask generating function
are only indirectly related to the gradient norm
probabilities. While it is possible to fit the parameters
to a mask function taken from histograms, it is better
to look for parameters that maximize the performance
of the final optimization procedure. The sensitivity of
the performance to these parameters, and also to the
gradient norm probabilities is a topic that the proposed
modifications bring up, but was not studied here.
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Figure 3: Two example grids with spacing equal to 16
and 128 over the norm of the gradient of an example
image.
2.3 Grid mask
A sampling strategy was introduced to reduce the
number of pixels used in the calculations, and also
try to make the estimator smoother. The strategy is
to select only a few of the pixel lines and columns of
the image. These were selected at regular intervals,
with the spacing controlled by the parameter g. The
result is the same of applying a mask to the image
with the shape of a square grid, with a continuous line
or column at every g pixels, starting from the image
origin. When g = 1 all pixels are used. When g = 2,
3/4 of the pixels are used, and 7/16 when g = 4.
The grid masking is proposed here as a theoretically
more suited way to subsample images when edges
are the target features. Other subsampling techniques
simply regard edges as a kind of pixel, and not
as a geometric entity without area. Some authors
quote statistics such as “10% of the image pixels
are edges”, but such statements miss some important
points about image edges. The number of pixels of
an image increases with the square of resolution, but
the number of pixels that lie over and edge should
increase linearly. New edges may be introduced
as resolution increases, affecting positively this
proportion of edge pixels to image size, but the
relative number of pixels of an existing edge still
decreases linearly with resolution, and subsampling
strategies should take this effect in consideration.
As image resolution increases the number of edge
pixels found over a grid line or column should remain
constant, while non-edge pixels increase linearly
with resolution — assuming that no new edges are
introduced, and that edge directions are not exactly
aligned to the grid. One interesting characteristic of
grid masking is that if the edges have a minimum
length, the grid spacing can be made small enough
as to guarantee that a minimum number of points over
any edge in the images is sampled. Grid masking also
avoids sampling groups of neighboring pixels, what
is generally thought to be good because pixels are
assumed to be independent in the probabilistic model.
Figure 3 shows the grid lines and columns overlaid to
the gradient of the three channels of an image from the
YorkUrbanDB database. The top graphic has the grid
spacing parameter g = 16, and the lower g = 128.
Figure 4: Successful and failed optimizations.
2.4 Optimization
With the likelihood function and sub-sampling
technique defined, an optimization technique can
now be used to produce orientation estimates from
input images. The algorithm used was the modified
Powell’s method from SciPy [JOP+ ]. Figure 4
displays a successful optimization, obtained with g =
200, and a failed one with g = 400. This is
an 800x600 pixels image captured with a consumer
digital camera. Line segments in the directions of
the three vanishing points obtained form the solution
were plotted in regularly spaced points over the
images, and it is possible to see how the edges are
aligned to the objects in the environment. In the
failed optimization the solution found was not much
far from the initial condition, which was no rotation.
The parameterization used for the rotations was
quaternions. The vector ~Ψ has three dimensions,
and are the three quaternion parameters that are
directly related to the direction of the rotation axis.
The fourth parameter, related to the rotation angle,
is calculated as
√
1− ||~Ψ||2. If ||~Ψ|| > 1 no
quaternion can be directly produced. In this case
the quaternion is obtained from −~Ψ/||~Ψ||. It should
be noted that no symmetries were taken in account
in this parameterization, so multiple ~Ψ values are
equally acceptable solutions, and can be obtained
from each other by 90 degrees rotations around the
axes. The problem of associating the axes properly,
when possible, was not considered in this research.
As in previous works, optimization is initiated from
different starting points [DEE08], although only two
were used in the present experiments. One point
considers no rotation, and the other a 45 degrees
rotation around the vertical axis. This explores
the tendency of the camera to be upright, and the
ambiguity resulting from 90 degree turns. After the
two optimizations are performed, the solution with the
highest likelihood is picked as the best estimate.
Figure 5 shows an evaluation of this optimization
for different grid spacings g. The parameters used for
L˜ in this experiment were p1 = 20, p2 = 0.2 and
p3 = 0.1. There is a compromise between calculation
speed and the quality of the solutions obtained.
The decreasing green curves show the probability p,
estimated from the N=102 images, of the obtained
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Figure 5: Speed of the calculations as a function of
the grid spacing, and two quality evaluations.
solution lying at 10◦ or 5◦ of the orientation provided
in the database [DEE08]. The 10◦ curve is naturally
above the 5◦ one. The uncertainty interval plotted is a
single standard deviation above and below the points,
calculated as
√
p(1− p)/N .
The speed estimate is the number of times L˜
can be calculated per second as a function of g.
To calculate this, the elapsed time and number of
function calculations performed were first stored for
both optimization runs of all test images. The speed
was then estimated for each optimization run by
dividing the number of calculations by the elapsed
time. The mean number of iterations was 276 for
all optimization trials with all g values, with a 89.3
standard deviation. The increasing blue continuous
line in the graphic is the mean and 6σ interval of
this speed for all optimizations performed for each g.
It should be noted this experiment was performed in
a slower machine compared to the one used for the
measurement reported in Subsection 2.2.
The increasing black dashed line in Figure 5 shows
how speed should increase if it depended only on the
reduction of the number of pixels, where speed gain
should be g2/(2g − 1) . The smaller speed values
that were measured are coherent with the addition of
a constant time to the calculation time, the reciprocal
of the speed value.
This analysis only considers the individual
performance of the proposed target function and
the effects of the grid sampling. Another test was
performed in order to validate the proposed function.
The objective was to find out if the modifications
were causing the extremal points to be located in
positions further from the true solutions than the
points produced by the original function.
To perform this test the solution found with
the proposed method was used as initial estimate
for a second optimization on the original function.
The error of the first and the second optimizations
compared to the estimate in the database were then
analyzed. The modifications would be considered
destructive if the errors in the first optimization were
higher than the errors from the second, i.e. the second
optimization would “fix” the first one. On the other
hand, if the modifications are acceptable the second
optimization should not improve the solutions much.
The result was that from the 102 YorkUrbanDB
images 53 had their errors reduced after the second
optimization. From these, 5 were improvements from
more to less than 10◦ away from the correct solution.
On the other hand, from the 49 cases where the second
optimization ended with a larger error, there were 6
cases where the initial solution was below 10◦ but
the second was beyond. So there is no indication
that using the original expression can be critical to
improve the performance obtained with the proposed
function, at least with the optimization algorithm that
was used and with no subsampling performed.
3. CONCLUSION
This article demonstrated modifications made to
existing techniques for camera orientation estimation
to attain higher calculation speed. The techniques
are based on the optimization of a MAP estimator
that has the image gradient values as observed data,
and the camera orientation as estimated parameter.
It works by finding the orientation that causes the
best alignment of the image gradient to the vanishing
points created by the directions of the three mutually
orthogonal axes of the world reference frame.
The original expression to calculate the likelihood
was modified by an approximation that avoids the
calculation of arc-tangents by using dot products,
and also replaces the logarithm of a summation
at the expression for each pixel by a summation
where all the terms are strictly dependent on the
gradient directions and camera orientation. These
pixel summations are weighed in the total image
summation by a coefficient calculated by applying a
sigmoid function to the gradient norms.
This coefficient takes the role performed originally
by the likelihoods Pon and Poff , and also the a priori
probabilities M1 and M5. The need to measure these
parameters is replaced by having to choose just p1
and p2. The third parameter p3 shapes the likelihood
of gradient directions. More tests still have to be
conducted to determine the best parameters, but the
technique seems to be robust to variations on them.
Outside of these parameters, the other parameters that
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must be set in order to use the technique are the ones
related to the optimization.
A grid masking technique was also proposed to
select a subset of the image pixels to take in
consideration in the calculations. It was inspired in
the usual curve tracking technique of searching for
edges over spaced lines normal to an initial estimate
of the curve location[BI98, chap.5 ], and also on
the Canny edge extractor [TV98]. It subsamples the
image in a deterministic and more reliable way, and
has been proven effective.
Some planned extensions to this research are to
better choose the function parameter values and turn
the grid masking into a search of maximal points of
the derivative in the direction of the line or column.
The gradient calculations can also be restricted to
the grid vicinity to speed up calculations. Other
subsampling techniques can also be applied together
with a grid mask. For example, random sampling
could be performed only within the mask pixels,
or a random sampling could be performed in the
whole image initially, but instead of picking just a
single pixel from each trial, picking a whole group of
pixels inside a cross or square mask centered at each
generated pixel.
This fast orientation estimation algorithm is
planned to be used in real time to track the orientation
of a camera with a Kalman filter or a similar
technique. An attempt will be made to reuse the
data remaining from the grid masking to also extract
edges. The resulting edge observations will be fed to
a monocular simultaneous localization and mapping
(SLAM) system [NDL08] that exploits the restrictions
on the edge directions.
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Abstract— A precise and efficient segmentation for handwrit-
ten Arabic text is a vital prerequisite for the accuracy of the
subsequent recognition phase. In this paper, we present a dual-
phase segmentation approach. The proposed approach starts
first by detecting and resolving sub-words overlapping, then a
topological features based segmentation is applied by means of
a set of heuristic rules. Because of its crucial importance, the
segmentation phase is preceded by a handwritten specific pre-
processing phase, that considers issues like word’s skew- and
slant- correction. The proposed approach has been successfully
tested on a database of handwritten Arabic words, that contains
more than 3000 words images. The results were very promising
and indicating the efficiency of our approach.
Keywords- Arabic Handwriting Segmentation, Handwriting
Topological Features, Pattern Recognition.
I. INTRODUCTION
PEOPLE nowadays expecting that, modern as well ashistorical human knowledge and cultural resources are
digitally available as electronic text, which can be fast, effi-
ciently and easily accessed. Resources that are not converted
properly to digital text, e.g., Unicode, ASCII, and etc., soon
will become obsolete or even inaccessible for researchers,
scholars and general public. This means lose of an important
and huge amount of the human cultural memory.
Off-line Optical Character Recognition (OCR) is the tech-
nological means used for converting handwritten, typewrit-
ten and printed text into a digital text. Latin alphabet based
and Chinese characters based scripts have been the subject
of extensive research since decades, that lead to significant
achievements in the field [1], [2]. Despite the fact of being
the world second most used alphabet, reported works that
address the off-line OCR issues related to Arabic alphabet
based scripts, e.g., Arabic, Persian, Urdu, Ottoman, Kurd,
and etc., are relatively less in quantity and quality.
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.
The complexities that hindering fast progress in this
research field can be related to the cursive written form of
Arabic script and to the high variability of character’s forms
with regard to their positions (isolated, begin, middle and
end) within a word, that makes an efficient segmentation
hard and error-prone process. It is also observed that tech-
niques proved successful for Latin and/or Chinese, cannot
be directly applied without fundamentals changes [1], [3],
[4], [5], [6].
In this paper, we introduce a topological feature based
segmentation approach for handwritten Arabic words. In
order to compensate limitations of extraction steps such
as binarization, our methodology starts by pre-processing
steps such as small holes filling and smoothing the out-
cropping pixels. Then to reduce the extreme variability
of handwritten words, normalization issues such as Slant-
and Skew- correction is considered. The segmentation then
conducted through a dual-phase procedure. In the first phase,
a connected component analysis is performed, in order to
resolve sub-words overlapping. Then topological features
based segmentation is carried out to segment the word into
identifiable units representing their constituent characters.
In literature relatively few works are addressing the prob-
lem of Arabic text segmentation. Hereafter we will briefly
discuss the most important published related works. In [3]
a recognition system for off-line cursive handwriting is
presented. The system is segmentation based one, thinned
and smoothed images of the strokes are processed and two
representations for each stroke are generated. The first rep-
resentation is a direct straight-line approximation. The other
is what they called a reduced graph with loops reduced to
vertices, then temporal information of the strokes is extracted
by following their straight-line representation from right to
left. Finally, cursive stroke representatives are segmented to
small parts called tokens that passed to the recognizer.
In an attempt to avoid over-segmentation, [7] propose an
analytical segmentation approach, that is trying to extract the
whole stroke that represents the character by means of the
so called Character Key Feature Set (KF), which is the set
of End-Points, Branch-Points, Loop-Points and Dot-Points
from the word thinned image. First, the minima and maxima
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Figure 1. Diagram of the proposed Methodology
of the thinned image are calculated, then the so called Key
Features Segments (KFSg) are determined. Secondly, A set
of heuristic rules that employ KF set, are applied on the set
of the minima in order to elect cut candidates among them.
Ref. [8], proposed an approach, in which a tentative over-
segmentation is first performed on the text image, the result
is a set of what they called “graphemes”, the approach differ-
entiates among three types of graphemes. The segmentation
decisions are confirmed upon the recognition results of the
merged neighboring graphemes; if recognition failed another
merge will be tried until successful recognition.
Ref. [4], presenting an algorithm for printed text segmen-
tation, in which the vertical projection histogram of each
line of the source binary image is computed, which then
processed to generate a string indicating relative variations
in pixels. Finally, a search for patterns in variations is con-
ducted in order to segment the characters’ representatives.
II. METHODOLOGY
Our methodology consists mainly of two phases, in the
first phase the issue of pre-processing is considered. In which
traditional pre-processing steps e.g. filtering, binarization,
etc., as well as Handwriting specific issues like skew correc-
tion and slant correction are conducted. The second phase is
the segmentation, which performed in dual-phase procedure.
Given the fact that most Arabic words are consisting
of multiple sub-words [9], those are both specially dis-
connected and vertically overlapping, connected compo-
nents based analysis and subsequently resolving of sub-
words overlapping, are vital for the following character
segmentation phase. Ultimately, a topological features based
heuristics are applied in order to segment the words into their
constituent character representatives. Fig.1 is depicting the
proposed methodology.
A. Pre-processing
The words images that we experimented on are gray
scale images, taken from an under construction database;
conventional flatbed scanner is used to extract the text
with 350 dpi resolution. To suppress noisy pixels, whilst
preserving edges a median filter is applied on the gray scale
images [10]. Then a global threshold (Otsu’s method based)
is used to produce binary versions. As a consequence of the
extraction and binarization processes, issues like smoothing
out outcropping pixels and small holes filling should be dealt
with. Morphological based operations such as Close and
combination of Open and Reconstruction are employed
respectively to solve those issues.
To reduce the amount of information to be processed, to
the minimum necessary for conducting our segmentation,
and also to ease the process of extraction the critical features
points, thinning operation is applied on the enhanced binary
words’ images. The thinning approach that we adapted is
based on the Zhang-Suen’s thinning algorithm [11]. In the
following two subsections, we will discuss and suggests
improvements for two off-line handwritten specific pre-
processing issues, namely skew- and slant- correction.
1) Skew correction and baseline estimation: Skew cor-
rection and baseline discovering is proven to be of critical
importance for segmentation of handwritten Arabic text.
Various techniques have been reported in literature; each
with its pros and cons [12], [13]. Hough transform (HT )
is one of such methods, that is relatively insensitive to
noise and tolerates gabs within Arabic words [14]. As for
the baseline detection HT is insensitive to line direction.
Consequently, it performs badly when the longest stroke is
not parallel to the word baseline.
Another method is based on the linear regression of local
minima of the word image skeleton (LMR) [15]. Benefiting
from the fact, that most of local minima (LM ) points are
usually occurring on, or near of the baseline; the problem of
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finding the baseline can be reduced to a linear fitting problem
of local minima points. Even though LMR is not as accurate
as HT , its main advantage is the relatively insensitivity to
strokes’ direction that is not parallel to the baseline.
Thinned 
Words’ Images 
Estimated 
Slope Angle   10

and       are 
Baseline 
Parameters 
Local Minima 
Calculation.
Local Minima 
Linear Fitting.
Find HT’s 
Global Maxima  
 
Pre-processing Slant Estimation
HT’s      Domain
reduction   
HT-based 
Baseline  
Calculation.
Estimation. Baseline Parameters’
calculation.
Figure 2. Diagram illustrates the proposed steps for words baseline
estimation
Experimentally, we noticed that reducing the Domain of
HT ’s θ parameter according to a priori direction estima-
tion, firstly, increases accuracy, and secondly, reduces the
computation power needed. Thus we propose a HT based
technique combined with a LMR, for baseline estimation.
The LMR is used for a priori estimation of the HT ’s θ
parameter. Fig. 2, shows a diagram depicting the propose
approach for baseline estimation.
Thinned Vesion for LMs
 
 
 Local Minima point
The fitted Line
Figure 3. A thinned text image with all possible LM points and their
correspondence fitting line.
The first step in the proposed technique starts by calcu-
lating the fitting line of LM points according to Eq.1,2, and
3.
y = a+ bx (1)
where a, b coefficients calculated as follow
b =
∑n
i=1(xi − x¯)(yi − y¯)∑n
i=1(xi − x¯)2
(2)
a = y¯ − bx¯ (3)
where x¯ and y¯ are the statistical means of x and y
coordinates respectively.
Fig. 3 shows a thinned image with LM points and their
correspondence fitted line. The slope angle α of the fitted
line is then calculated according to Eq.4
α = arctan(b) (4)
The second step is to calculate the baseline using the HT ,
with θ’s domain reduced to be [α±10◦],where [±10◦] is the
empirically observed inaccuracy of LM . We first discretize
the θ and ρ parameters and then for each point (xi, yi) in
the image space we calculate ρ´ as stated in Eq.5:
ρ´ = xi sin θ´ + yi cos θ´ ∀θ´ ∈ [α− 10◦, α+ 10◦] (5)
Next, each point in the image space will vote for bins
that could have generated it in the hough accumulator A,
and votes will be accumulated in A according to Eq.6
A(ρ´, θ´) = A(ρ´, θ´) + 1 (6)
Finally, ρ´ and θ´ with the maximum number (global
maxima) of votes will be considered as the parameters of
the word baseline as showed in Eq.7.
arg max
ρ´,θ´
A(ρ´, θ´) (7)
Fig. 4, shows an example of the results, where Fig. 4(A) is
the original image, Fig. 4(B) is the skew corrected image and
the estimated baseline according to LMR only. Fig. 4(C)
shows the result of the skew correction and the estimated
baseline of the word using the proposed technique. The
reader can clearly see the improvement.
HT Corrected Image
Corrected Image with LMs: Skew Angle= -11.158
(A) (B) (C)
Figure 4. Skew correction and baseline estimation, (A) Original binary
image and its corresponding horizontal projection profile, (B) Corrected
version using LMR only, (C) Corrected version using the proposed
technique.
2) Slant Correction: Slant angle is the angle, which verti-
cal strokes make with the absolute vertical direction. In order
to reduce variability within handwritten characters’ classes,
it is necessary to normalize slant variations [16]. As for the
segmentation process, slant correction improves accuracy,
since spaces between vertical strokes will be increased.
Since it is being observed, that vertical projection his-
tograms of the slant free images have higher and clear peaks
compared to the slanted ones. Thus projection profile based
technique calculated upon the horizontal gradient image at
various shearing angles in the range [±45], is used for
estimation of the slant angle.The reasons behind choosing the horizontal gradient
image for calculation are, first, vertical strokes will be
emphasized at the expense of horizontal ones, as Fig. 5(B)
shows. Second, computation cost will be reduced, since
relatively fewer pixels need to be processed.
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(A) (B)
Figure 5. Horizontal gradient, (A) The binary word image, (B) The
horizontal gradient counterpart.
Given (x, y) the coordinates of pixel in an image i,
their sheared counterparts (x´, y´) in the sheared image i´ are
calculated according to Eq.8
x´ = x− y. tan(α), y´ = y (8)
where α ∈ [±45] is the shearing angle.
For each sheared image we calculate vertical histogram
H as stated in Eq.9.
H(x´L;α) =
∞∑
k=0
i´(x´L, y´k) (9)
Then the variation for every two consecutive profiles is
calculated as in Eq.10.
V (α) =
∞∑
L=0
[H(x´L;α)−H(x´L+1;α)]2 (10)
And the sheared angle α´ is calculated as the angle
associated with maximum variation, according to Eq.11.
α´ = arg max
α
V (α) (11)
Fig. 6(A) shows a slanted word image and its corresponding
vertical histogram, and Fig. 6(B) shows its slanted free
version and its vertical histogram.
(A) (B)
Figure 6. Slant correction, (A) A binary word image and its correspon-
dence vertical projection profile, (B) The Slant corrected version and its
correspondence vertical projection profile.
B. Characters Segmentation
As mentioned above our segmentation approach con-
ducted in two steps. In the first step, a careful analysis
of the x-axis coordinates of the connected components is
performed. The result is words images with resolved sub-
word overlapping. The second step is to perform topological
feature based segmentation for characters’ representatives.
Before detailing our approach, it is helpful to start by
recalling some definitions that are thought to be necessary
for the clarity of subsequent definitions and notations.
Firstly, let P refers to any foreground pixel in the
thinned word image g(x, y), and let N8(P ) denotes the
8-neighborhood set of P . Secondly, by examining each
P ∈ g(x, y) a set of feature points are identified, which
we call Critical Feature Point (CFP ). CFP set contains
further four subset that are listed below:
i. The first subset is End Points (EP ) depicted in Blue
in Fig. 7, which are all pixels with only one pixel in
its 8-neighborhood set.
EP = {P |N8(P ) = 1} (12)
ii. The second subset is Branch Points (BP ) depicted in
bright Green in Fig. 7, which are all pixels where its
8-neighborhood set contains only 3 or 4 pixels.
BP = {P |N8(P ) = 3 ∨ P |N8(P ) = 4} (13)
iii. The third subset is Dot Points (DP ), which is the union
of the set of all isolated pixels, and the set of pixels
that belong to connected components (CC) that are
less in size than an adaptive threshold T proportional to
the estimated character size calculated upon the thinned
text image. Depicted in Cyan in Fig. 7
DP = {P |N8(P ) = 0}
∪{P |P ∈ CC ∧ size(CC) < T} (14)
where T ≤ µ, and µ is the mean of the area of all CC,
that are not intersecting the baseline.
iv. The fourth and last subset is the Loop Points (LP ),
which are all On remained pixels of the thinned text
image after performing the flood−fill (ff) algorithm
on it. depicted in Red in Fig. 7
LP = {P |P ∈ ff(i(x, y))} (15)
Given the aforementioned four subsets the CFP set can be
defined as the union of all the four subsets. Fig. 7 shows
a thinned text image with all possible CFP s, that will be
utilized later to guide the characters’ segmentation process.
CFP = ∪{LP,EP,BP,DP} (16)
LP EP BP DP
Figure 7. CFP Feature Points, thinned text image with all possible
CFP s.
Next, we present the first step of the proposed
segmentation approach.
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1) Resolving of Sub-words’ Overlapping: For resolving
the sub-words overlapping, we first find the word baseline as
stated above. Then upon finding the baseline, we differenti-
ate between two types of connected components (CC). The
first is what we call main (CC)s, which are all (CC)s that
intersecting with the baseline’s ”y” coordinate. The second
are what we call auxiliary (CC)s, which are all CCs that
are not intersecting the baseline’s ”y” coordinate. Fig. 8
shows an example of word images, where the main CCs
are (1,2,4, and 6), and the auxiliaries are (3,5,7, and 8) and
the horizontal blue line representing the baseline.
1
2
3
4
5
6
7
8
X-axis
Y
-ax
is
Figure 8. Sub-words overlapping example.
After identifying the main CCs, we conduct a distance
analysis on their bounding boxes along the x-axis, in order
to identify the baseline overlapped main CCs and their
correspondence overlapping distances. In Fig. 8 for example,
main CCs that are overlapping are (1,2), (2,4), and (4,6).
Another distance analysis is performed against the auxiliary
(CC)s, so each can be assigned to its correspondence main
CC according to the following rules:
i. If an auxiliary CC is overlapping only a given main
CC along the x-axis, then assign the auxiliary to the
main. So in Fig. 8 for example, auxiliaries number (8,
7) will be assigned to the main CC number ”6”.
ii. If an auxiliary that is above the baseline, is completely
contained in the bounding box of a main CC, then
assign the auxiliary to the main regardless of any main
CC that may overlap it along the x-axis. So ”3” will
be assigned to ”1” in Fig. 8.
iii. if two main CC are overlapping an auxiliary under
baseline, like in case of ”5” that is overlapped both ”4”
and ”6”, we calculate the absolute distance along the
y-axis, between lower bounding box of the auxiliary,
and the lower bounding box of the overlapping main
CCs; the one with minimal distance wins the auxiliary.
So ”4” wins ”5” in Fig. 8 for example.
iv. In case auxiliary is above the baseline and overlapping
multiple main CCs, the absolute distance along the
y-axis is measured between its lower bounding box
”y” coordinate and the upper ”y” coordinates of the
overlapping main CCs bounding box; the main CC
with the minimum distance wins.
Even though the aforementioned rules solve for almost all
the cases, there are some extreme cases where auxiliaries are
not overlapping any main CC. In these cases, auxiliary is
assigned to the direct next main CC on the left 1. After
assigning the auxiliaries to their corresponding main CCs,
we computed the sub-words borders along the x-axis against
all its elements (auxiliary CCs and main CCs). The sub-
word’s bounding box left border, is computed to be the
farthest left border among all sub-word elements. Likewise,
the right border is selected to be the farthest border to the
right.
Eventually, a final distance analysis is preformed against
the new sub-word borders and the overlapping solved by
shifting away the overlapped sub-words. Fig. 9 shows
two examples (A) and (B) and their correspondence
sub-word overlapping free version. As a result of this
pre-segmentation step, sub-words are separated by empty
columns that make their segmentation a straight forward
process.
(A) (B)
Figure 9. Resolving sub-word’s overlapping, (A) Overlapped sub-words
versions, (B) Results of overlap resolving procedure.
2) Segmentation of Character Representative : Providing
sub-word overlapping is solved, we turn to the issue of
segmentation of sub-words into their constituent characters’
representatives. Given that Arabic characters have their
boundaries in columns with the minimum number of pixels
(only one pixel in the thinned version), our segmentation
approach starts by generating a set C of columns’ indices
as candidates for segmentation, where the elements of C
are all column indices within the thinned image g(x, y),
containing only one foreground pixel. We developed the
segmentation algorithm presented in [7], in a way that we
use broader set of segmentation candidates instead of using
1This is due to the fact that Arabic text is written from right to left,
and writers usually writing main CC first, then auxiliaries. As a result
auxiliaries are appearing shifted to the right away from their correspondence
sub-words.
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the set of only the contour’s local minima. We observed that
using local minima as candidates for segmentation is risking
good segmentation, because local minima often occur inside
many of Arabic characters main strokes. So we decided to
generate a large set of segmentation candidates, and we did
not restrict our candidates to be only local minima.
 
 
  
 
                       
 
  
 
 
  
 
(A) (B)
(C) (D)
Figure 10. Cut candidates election, (A) Depicts all possible cut candidates.
(B) Candidates after excluding column that contains EP , LP , BP or DP .
(C) Candidates after excluding candidates with direct left neighbor. (D) The
result after applying the proposed heuristic rules
Fig. 10(A) is depicting the columns’ candidates for seg-
mentation of the text image, the reader can notice that each
column containing only one pixel is elected as a candidate.
The next step is to exclude from the candidates set all
columns that are intersecting with any CFP , this is to
say that LP , EP , BP and DP columns cannot be in the
same time a cut point, otherwise we lose important character
features. Fig. 10(B) shows a text image after excluding
columns’ candidates that are intersecting CFP columns.
The reader can notice in Fig. 10(B) that very few candidates
are excluded comparing to Fig. 10(A), this is because, it is
quit seldom that an LP or a BP column contains only one
pixel, so it will not be chosen as a candidate in the first
place.
The next step is to scan the list of candidates, starting
from the most right one to the left, electing the left neigh-
bor from each two adjacent segmentation candidates. Fig.
10(C), shows the result, we can easily notice the significant
reduction in the number of candidates for segmentation. The
candidates set obtained so far is an important improvement
over the previous candidate sets. However, in order to resolve
issues like, for example the over-segmentation in Fig. 10(C)
(the letter H (TAA), the first letter from the right is over-
segmented into three parts). We formulate four conditions
to increase segmentation accuracy.
To ease notation of conditions, we will write m a subscript
to CFP or/and CFPs elements, to refer to the respective
column index. Also, we will use ci , cj to refer to any two
column indices in the thinned image g(x, y) , that are chosen
to be candidates. The finale election process is performed by
applying the following condition on the candidates:
i. First condition, is saying that if there are two consecu-
tive cut candidates and there is no CFP in between
then delete from the list the one on the right, this
condition can be formulated as following;
∀{ci, cj} ∈ {C}|ci > cj ,
if {CFPm} /∈ [ci, cj ]⇒ ci /∈ C
(17)
ii. Second condition, if the direct neighboring on the left is
a column contain pixel of DP , then delete the candidate
from the list. This can be notated as following:
∀ci ∈ C if ∃(ci + 1) ∈ DPm ⇒ ci /∈ C (18)
where DPm, is the set of columns contain DP pixels.
iii. Third condition saying that if there is a branch point
column BP or Loop point column LP before encoun-
tering another candidate then we elect the candidate as
cut point, the notation version of the condition is:
∀{ci, cj} ∈ {C}|ci > cj ,
if ∃(BPm ∨ LPm) ∈ [cj , ci]⇒ ci ∈ C
(19)
iv. If the next column contains an end point EP1, which
is in the same time not an end of stroke, then flow
the contour starting from EP1 down to the left, if
another end point EP2 is encountered (before BP or
LP ) which, not on the contour and is an end of the
stroke, then elect the candidate as a cut point.
Finally, we insert a cut candidate direct before and after
every connected component.
Fig. 10(D) illustrates the final segmentation results, and
Fig. 11, shows zoomed in segmentation’s result of an Arabic
sentence.
Figure 11. Characters segmentation, characters’ representatives are
bounded by rectangles.
III. EXPERIMENTAL RESULTS
We experimented our proposed methodology on an under
construction database of handwritten Arabic words, that con-
tains more than 3000 Arabic words images, collected from
more than 30 persons. Our results are very satisfactory, and
to our knowledge outperforming literature available results
so far. We have tested a system implemented according to the
proposed approach on a set of 200 different words’ images.
Fig. 12, illustrates some of the results, where complete
success is reported in 72% of cases, this means the system
accurately discovers the character representatives’ borders.
Fig. 12(A), Fig. 12(B), Fig. 12(C), Fig. 12(D) illustrates
examples of 100% success segmentation of character rep-
resentatives, where each is bounded in a rectangle. Partial
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success is reported in 28% of cases, we have empirically
noticed that 9% of such cases are generated when CFP s
occur inside the character instead of on its borders, leading
to what we call an over segmentation, where a part of
stroke is regarded as a character representative, which, in
fact, it is not. This problem is specific to characters 
and  (SIEN and SHIEN), and Fig. 12(A) illustrates an
example, the black arrow is pointing out to where it occurs.
The other 19% of cases happen when CFP s cease to exist
between two consecutive characters leading to segment them
as a representative for one character. Fig. 12(F), shows
such problem, where its position indicated with the arrow.
This problem is called under-segmentation, and it is specific
for cases, when the second character to left is connected
@ (ALF) or connected È (LAM) with sheared distortion
angle to the left. We think that those problems can be
solved, either by expanding the CFP set to contain more
features points like Local minima points for example and
then accordingly modify and adding heuristic rules, or they
can be solved in subsequent recognition phases like in the
post-processing phase for instance, where the recognition
results can be corrected against lexicons using different text
retrieval techniques.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(A) (B)
(C) (D)
(E) (F)
Figure 12. Characters segmentation, (A)-(D) Successful segmentation of
characters representatives, (E)-(F) Partial success of segmentation.
IV. CONCLUSION AND FUTURE WORKS
In this paper, we proposed dual-phase segmentation ap-
proach that starts first by sub-word borders’ identification
and resolving overlapping among them, and then topological
features based segmentation is taking place according to a
set of heuristic rules. The dual-phase segmentation is pre-
ceded by an extensive handwriting specific pre-processing
phase in which issues like morphological enhancement,
skew correction, and slant correction are dealt with. Even
though results were quite satisfactory, future works may
investigate issues like, expanding CFP set by adding more
topological features and correspondingly more heuristics.
Moreover, a cyclic segmentation-recognition based approach
is expected to improve results further. In such approach
character representatives segmentation proved against the
results of the recognition phase. As an in-between approach,
of segmentation based approaches with their relatively high
error-prone tendency and holistic based approach with their
small and restricted domains [17]. A holistic sub-words
based approach can be another alternative to attack the
problem of off-line handwritten Arabic text recognition.
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ABSTRACT
Non-linear filter responses of natural colour images have been shown to display non-Gaussian heavy tailed distributions which
we call sparse. These filters operate in the YUV colour space on the chroma channel U (and V) using weighting functions
obtained from the gray image Y. In this paper we utilise this knowledge for denoising the chroma channels of a colour image
from inaccurate measurements. In our model the U (and V) elements are affected by noise, with a good version of the gray image
Y obtainable through existing methods. We show that accurate reconstruction of the chroma components can be accomplished
by solving an L1 constrained optimisation problem, where the sparse filter response on natural images is used as a regularization
term. This scheme gives comparable results to leading commercial and state of the art denoising algorithms, and exceeds for
chroma noise that does not correlate with the luminance structure.
Keywords: Natural images, filter response, sparse distributions, denoising, L1 optimisation.
1 INTRODUCTION
Denoising is a fundamental problem in image process-
ing due to the fact that images, no matter their content,
usually contain some degree of noise. This is often re-
garded as a form of image degradation and the goal of
denoising algorithms are to form an estimate x′ of the
the original image x given the observed noisy version
x∗, modeled as
x∗ = x+n, (1)
where n is the matrix of the random noise pattern.
The principal causes of noise in digital images arise
during image acquisition (digitization) and/or transmis-
sion. This can be caused by several factors such as low
light levels, sensor temperature, electrical interference,
malfunctioning pixels and interference in the channels
used for transmission. The distribution of noise can be
several, such as white, impulse or multiplicative, each
giving its own characteristic form of degradation.
Various algorithms have been introduced with suc-
cess over the past few decades for denoising images.
The proposals, in their original form, have sparked
an abundant literature resulting in many improve-
ments in quality and speed. These algorithms can be
categorized into several groups including Wavelets,
Bilateral filtering, Anisotropic diffusion, Total variation
and Non-local methods. Readers are advised to see
[BUA05] and [MAI08] for comprehensive reviews and
comparisons of the best available versions together
with powerful novel approaches.
Permission to make digital or hard copies of all or part
of this work for personal or classroom use is granted
without fee provided that copies are not made or dis-
tributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first
page. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Some recent algorithms to mention include [LIU08]
where the authors propose a unified framework for two
tasks: automatic estimation and removal of colour noise
from a single image using piecewise smooth image
models. Their segmentation-based denoising algorithm
is claimed to outperform current methods. This paper
also contains an interesting introduction that discusses
the current state of the art methods for image denois-
ing. Another recent algorithm which claims to lead to
excellent results is C-BM3D [DAB07]. In this scheme
the authors propose an effective colour image denoising
method that exploits filtering in a highly sparse local
3D transform domain in each channel of a luminance-
chrominance colour space. For each image block in
each channel, a 3D array is formed by stacking to-
gether blocks similar to it. The high similarity be-
tween grouped blocks in each 3D array enables a highly
sparse representation of the true signal in a 3D trans-
form domain, thus a subsequent shrinkage of the trans-
form spectra results in effective noise attenuation.
The importance of denosing in image processing has
also led to many commercial and freely available soft-
ware. These include Neat Image, Noise Ninja, Denoise-
MyImage, Photoshop, Topaz Denoise, Gimp and many
more. The programs often incorporate a host of image
enhancement tools to collectively remove typical forms
of image degradation. A full evaluation of so many pro-
grams is difficult, especially since each has parameters
which a user can change for subjective suitability. How-
ever, from general usage and reading it has been found
that Noise Ninja and Neat Image are among the best
used noise reduction programs. DenoiseMyImage is
also a current alternative that uses a modified form of
the state of art non-local means method. Readers may
view [ALM] for a comprehensive user comparison of
current software.
Denoising algorithms are usually fed a noisy RGB
image corrupted in each channel. Most methods have
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been formulated as a channel by channel or vectorial
model. In the former case the RGB values are mapped
to a colour space such as YUV or Lab or any other suit-
able space to separate the luminance and chroma, with
the denoising algorithm usually applied to each band.
Since the luminance channel contains the main struc-
tural information and chroma noise is more objection-
able to human vision (as opposed to the film grain ap-
pearance of luminance noise), separation allows more
intensive denoising of the chroma channels without too
much loss of detail. These models take into account
the human perception of colour and allow us to han-
dle the particular characteristics of the noise affecting
each component. Methods based on their luminance-
chromatic decomposition are well known for their ex-
cellent results with [DAB07] being a recent example.
Furthermore, in the process of transmission, the reduc-
tion of bandwidth for the chroma allows errors and ar-
tifacts to be more easily compensated for than using a
typical RGB model.
In this paper we propose a novel algorithm for
removing noise from real images and also white and
impulse noise from the chroma channels of an image in
the colour space YUV , where a good version of the Y
component is obtainable. (Due to the similarity of the
colour components, from here on we interchangeably
mention either the U or V channel, where analysis
of the other is obtained by substitution). Algorithms
such as those in [DAB07], [FOI07] and [BOR05]
have successfully exploited the information in the
luminance channel for effectively filtering the chroma
components. In line with this philosophy our approach
utilises the non-linear filter response distributions
observed in [BAL09] as a regularization term (a prior,
in Bayesian analysis) to penalize solutions that don’t
give a desired sparse solution when filtering.
The rest of the paper is laid out as follows: section 2
describes the motivating details behind our regulariza-
tion function. Section 3 outlines our denoising proce-
dure while section 4 gives results for denoising images.
Section 5 summarizes the paper and directions for fu-
ture work.
2 REGULARIZATION USING THE
SPARSE DISTRIBUTION OF THE
FILTER RESPONSE
Our approach in denoising the chroma components in-
volves introducing a regularization term which incor-
porates knowledge of the statistics of natural images.
More specifically we consider the recent non-linear fil-
ter response distributions of natural images observed in
[BAL09]. In that paper the authors show that colour
images, when filtered by the following:
F(U)(r) =U(r)− ∑
s∈N(r)
w(Y )rsU(s), (2)
display non-Gaussian heavy tailed distributions, i.e.
sparse. Here r represents a two dimensional point,
N(r) a neighborhood (e.g. 3x3 window) of points
around r, and w(Y )rs a weighting function. The
proposed filter thus takes a point r in U (or in V ) and
subtracts a weighted average of chroma values in the
neighborhood of r. The w(Y )rs is a weighting function
that sums to one over s, large when Y (r) is similar to
Y (s), and small when the two intensities are different.
(See [BAL09] for further details).
The response of the filter can be modeled by a gener-
alized Gaussian distribution (GGD)
f (x) =
1
Z
e−|x/c|
α
, (3)
where Z is a normalising constant so that the integral
of f (x) is 1, c the scale parameter and α the shape
parameter. It is found for natural images that α < 1
which results in a non-convex function. However, due
to the recent success of L1 optimization in recovering
approximately sparse signals [CAN06], we convexify
our model i.e. take α = 1, and use this as a regularizer
in (4).
3 CHROMA DENOISING PROCE-
DURE
We consider real noisy RGB images that have been cor-
rupted by unknown noise which are then transformed
to the YUV colour space. Due to the properties of the
underlying natural colour images, such as high corre-
lation between R, G, and B channels, we note that Y
has higher SNR than U and V and that it contains most
of the valuable information such as edges, shades, ob-
jects, texture patterns, etc. The U and V contain mostly
low-frequency information with iso-luminant regions,
i.e. variation in only U and V , being unlikely. Thus
removing chroma noise through knowledge of gray in-
formation is plausible. We chose to use Neat Image
or DenoiseMyImage when appropriate to denoise the Y
channel when needed. We additionally used them as
a benchmark for testing our algorithm. Furthermore,
our algorithm is also tested against images in the YUV
space suffering from impulse noise only in the chroma
channels.
Thus, given the noisy chroma component U∗ and a
denoised gray image Y , our task is to recover a good ap-
proximation U ′ of the original element U . This model
results in the following optimisation scheme,
argminU ′ ||F ·U ′||1+λ ||U ′−U∗||d . (4)
Given an n×m image, (we abuse the notation a little
and have) F here is an nm×nm matrix whose rows cor-
respond to filtering a single pixel where U ′ and U∗ are
nm× 1 column first rasterized vectors. U ′ is the esti-
mate we seek of U , while U∗ is the noisy observation
of U .
WSCG 2011 Communication Papers 144
The first term is our penalizing function which takes
small values for desirable solutions and the second is
the fidelity term. The parameter d is taken to be either
2 or 1 reflecting the norms proposed in the measure-
ment of the distance between the two vectors. In words,
this optimisation scheme searches for the estimate im-
age U ′ with the sparsest filter response and with the sec-
ond term encouraging the solution to be close to a noisy
chroma measurement U∗.
For an image assumed to be corrupted by Gaussian
noise our reconstruction process involves solving (4)
with d = 2, where the fidelity term encourages solu-
tions to be close to the noisy version in the L2 sense.
When the noise is taken to be impulsive and affecting
the image at random points by taking extrema values,
we solve (4) with d = 1. Modifying the fidelity term
to d = 1 (i.e. L1 norm) has been studied with success
within the Total Variation framework, as reviewed in
[CHA05].
An important parameter in our algorithm is the value
of λ which controls the relative weight of the differ-
ence between the noisy channel and the solution. Too
small a value and the optimisation results in an overly
smoothed output, while too high a value results in a so-
lution that is too close to its noisy version. We found
experimentally that λ ∈ (0,5] gave the best results, with
half-integer increments for optimality.
4 RESULTS
Our optimisation problem was solved using CVX
[GRA] which is a convex programming package
implemented in Matlab. The images that we used are
of sizes in the region of 200× 200 pixels, which took
on average a couple of minutes to denoise. However,
our aim here is not to pose a fast algorithm but only to
show the applicability of such a scheme for denoising
chroma channels. The algorithm is parameterised
by the value of λ whose value is given in the text
accompanying the figures.
Fig. 1(a) shows an example RGB image which is
made severely noisy by adding Gaussian noise of mean
zero and variance 0.01 to all the channels as shown
in (b). (c) shows the denoised image obtained us-
ing Neat Image and (d) the result obtained using De-
noiseMyImage. Neat Image was used at maximum set-
ting while DenoiseMyImage was used at an adjusted
medium level to obtain the best results. Neat image still
left considerable noise like artifacts in the image, while
DenoiseMyImage gave a less noisy but much smoother
output. The result using our algorithm is shown in (e)
where we used DenoiseMyImage to denoise the gray
component. Visually comparing the results shows that
our algorithm gives an intermediate result which is bet-
ter than using NeatImage, while the colours are much
more vibrant and appear sharper than when using De-
noiseMyImage. This is also further justified by the peak
signal to noise ratios (PSNR) which quantify the results,
and shows our algorithm having a higher but similar
value.
The next examples focus on real world images where
the type of noise affecting the image is unknown. We
begin with Fig. 2(a) which shows an image that is
severely affected by colour noise. This is typical of an
image taken in low light conditions with high ISO set-
tings. (b) shows the image having been denoised using
Neat Image. This program requires a suitable region
to be selected for noise estimation, after which lumi-
nance and chrominance noise reduction can be individ-
ually adjusted. We required 100% noise reduction on
all components due to the high amount of noise present
in the image. (c) shows our algorithm where the lu-
minance channel was denoised using Neat Image and
the filter matrix F constructed from it for reconstruct-
ing the chroma channels. (d) shows the result of using
DenoiseMyImage. We observe that our algorithm gives
similar noise reduction compared to the existing meth-
ods, although on close inspection our result gives less
colour aberrations.
Fig. 3(a) has been taken from some examples given
on the Neat Image website. This is a crop of a television
frame captured with a computer TV card. The image
has strong colour banding visible across all the image
caused by the electric interference in the computer cir-
cuitry. Similar banding is sometimes observed in digital
camera images (caused by interference too). The band-
ing degradation does not affect the luminance, how-
ever all channels still show grain like noise. (b) shows
the best Neat Image result obtainable by denoising the
chroma and luminance at 100%. However, the banding
is still evident in the result. (c) is the result of our algo-
rithm which clearly removes the noise. (d) is the best
result obtainable using DenoiseMyImage which is still
unable to remove the banding noise.
Our algorithm is able to remove this type of noise by
filtering only the chroma channels and using Neat Im-
age for clearing the fine grain luminance noise. The
result is free of the colour banding and (f) shows that
the V channel does not display any of this degrada-
tion against the V channel when using Neat Image (e).
We are able to attain this result as we are filtering the
chroma channels through taking account of the underly-
ing gray level structure. Since the colour banding is not
appearing in the luminance, minimisation of the filter
response favours areas of homogeneous colours while
the fidelity term bounds the colours to being close to
the original.
The final two examples illustrate the flexibility of the
model in handling chroma noise taking a different dis-
tribution. Fig. 4 shows an example of a clean image
(a) which is transformed to the YUV colour space and
impulse noise of density 0.05 added to the U and V
channels only. Our algorithm, with the fidelity term
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measuring L1 norm, is able to denoise such that the re-
combined RGB image shown in (b) is visually identical
to the original. The detailed look at the chroma com-
ponents reveals no sign of the impulse noise, while the
PSNR is of a good value.
Fig. 5 shows another example of an image that has
been corrupted by impulse noise and reconstructed. (a)
shows the original image, (b) the RGB image with noise
having been added to only the chroma channels and (c)
shows our reconstructed image. The results illustrate
again that noise has been successfully removed to a very
high standard with good PSNR values, and this is fur-
ther justified by looking at the chroma channels which
have had their impulse noise removed. Neat Image and
DenoiseMyImage are unable to effectively denoise the
images affected by impulse noise. Instead we obtain a
‘washed out’ look with the impulse points still remain-
ing. An example is shown by (d).
5 CONCLUSION
We have illustrated how knowledge of the statistics of
natural images can be incorporated into an effective de-
noising scheme. Our objective was to propose a novel
algorithm for removing chroma noise from digital im-
ages by operating in a luminance-chrominance colour
space. We utilised the sparse filter response distribu-
tion of the filter studied in [BAL09] as a regularization
term, and introduced a quadratic fidelity term to ensure
the solution remained close to the original. This model
allowed us to denoise real images with results compara-
ble to current alternatives. The flexibility of the model
was also shown by its ability to handle chroma impulse
noise very effectively, giving results that are virtually
identical to the original image. This was accomplished
by altering the fidelity term to measure L1 norm and
shows concentration on gray level denoising gives suf-
ficient information for colour channel reconstruction.
In future it would be most useful to robustly test this
approach across diverse datasets of images and also in
other colour spaces where we may observe increased
performance. We are also looking at algorithms for
solving the optimisation scheme much more quickly
and looking at applying the approach to denoising hy-
perspectral images.
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Figure 3: Real image denoising example. (a) shows an example im-
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nels. (b) is the result obtained using Neat Image which still leaves
evident colour banding. (c) is our result which is able to remove the
noise leaving a clean image as the colour banding does not correlate
with the luminance structure. (d) is the best result obtained using
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Figure 4: Impulse noise removal example. (a) shows the origi-
nal image and (c) and (e) illustrate the colour channels with impulse
noise added. (b) is the reconstructed image which does not display
the impulse noise and is visually identical to the original. (d) and
(f) shows the denoised chroma channels which have had their noise
successfully removed. PSNR: (b) 37.68. (λ = 0.5)
(a) (b)
(c) (d)
(e) (f)
Figure 5: Impulse noise removal example. (a) shows an origi-
nal colour image and (b) a noisy version that has had impulse noise
added to the chroma channels in the YUV space. (c) is our recon-
structed image which is virtually identical to the original. (d) is a
typical result obtained using Neat Image or DenoiseMyImage. The
impulse noise affecting the chroma is illustrated by (e) while the suc-
cess of our algorithm for impulse removal is shown by (f). PSNR: (c)
42.20. (λ = 0.5)
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ABSTRACT
Traditional ray tracing algorithms tend to provide photorealistic results but at high computing costs. Rendering times of minutes or days are 
not exceptional. On the other side, hardware accelerated OpenGL rendering can provide real-time interaction with virtual environment with 
unnoticeable  rendering  times.  This  paper  attempts  to  bring  these  two together  and  attempts  to  give  an  answer  on  the  difficulty  of 
implementing real-time photorealistic rendering. The paper presents case study on mimicking of POV-Ray photorealistic rendering with 
accelerated OpenGL pipeline. The study shows the opportunity to accelerate some photorealistic algorithms by real-time approaches while, 
on the other side, it locates the parts that are difficult to replace by traditional real-time rendering paradigms. Particularly, it is shown how 
to implement primary and shadow rays and POV-Ray-like material model using accelerated OpenGL pipeline using modern shader techno-
logy. On the other side, the difficulties of reflected and refracted rays implementation using real-time rendering approaches is discussed.
Keywords
photorealistic rendering, POV-Ray, OpenGL, raytracing, shaders
1 Introduction
Photorealistic rendering is a very important domain in computer 
graphic  because  of  the  realism  that  is  often  expected  from 
graphics applications. Beginnings of photorealistic rendering can 
be  traced  back  to  the  '60s  to  the  invention  of  the  ray  casting 
algorithm [Appel 1968], followed later by ray tracing algorithm 
[Whitted 1980]. Ray tracing and other methods of photorealistic 
rendering,  however,  tend to  be computationally very expensive 
even for today's hardware, often forcing users to wait minutes, or 
even  days  for  high  quality  results.  On  the  other  side,  many 
applications  of  real-time computer  graphics  desiring for  higher 
realism  exist.  They  can  not  accept  computationally  expensive 
algorithms  of  photorealistic  computer  graphics.  Their  users 
require high productivity and interaction with the graphics scenes. 
Such  requirements  are  difficult  to  achieve  in  non-real  time 
applications.
Areas  desiring  real-time  photorealistic  rendering  include,  for 
instance,  CAD and architecture applications for interior  design. 
Architects often want to immediately see the esthetic value of the 
designed model. Presently, they are forced either to compromise 
productivity  by  waiting  for  the  results  of  the  photorealistic 
rendering,  or  to  compromise  visual  quality  by  throwing  away 
photorealism  and  by  using  standard  approaches  of  real-time 
computer  graphic  instead.  However,  visual  quality  is  often 
essential  while  standard  approaches  of  real-time  computer 
graphics usually tend to provide poor results on advanced scene 
lighting setups. If real-time photorealistic visualizations would be 
possible, they would provide high quality visualizations, making 
architects  and  designers  much  more  time  effective  while 
increasing  the  final  quality  of  the  designed  models.  Other 
applications include visualizations for civil engineering, scientific 
research, computer games, and visualizations in general.
Recent enhancements in programability of the graphics processor, 
particularly shaders, gives a question whether it would be possible 
to implement and accelerate some photorealistic algorithms using 
standard approaches of real-time computer graphics.  This paper 
does so by a case study of mimicking POV-Ray rendering with 
accelerated OpenGL pipeline while evaluating speed up factors of 
accelerated parts and describing difficulties with algorithms that 
are difficult to match with current OpenGL rendering paradigm.
2 State of the Art
The beginnings of  photorealistic  rendering  go back  to  the  '60s 
when  ray  casting  was  developed  [Appel  1968].  Ray  tracing 
[Whitted 1980] extends the idea of the ray casting by recursion – 
tracing  the  ray  in  the  scene  through  several  reflections.  [Arvo 
1989] presented a number of methods for ray tracing acceleration.
A number of modifications of ray tracing were developed. Path 
tracing [Kajiya 1986] uses Monte Carlo for stochastic evaluation 
of light distribution in the scene. It was extended to bidirectional 
path  tracing  [Lafortune  1993].  Photon  mapping  [Jensen  1995]
[Jensen 2001] creates scene light distribution by shooting large 
number  of  photons  from  the  light  sources  and  making  them 
bounce in the scene until they are absorbed somewhere, forming a 
photon map. To render a such scene, path tracing can be used, 
looking for contributions of closest photons at each surface hit. 
Permission to make digital or hard copies of all or part of this 
work for personal or classroom use is granted without fee 
provided that copies are not made or distributed for profit or 
commercial advantage and that copies bear this notice and the 
full citation on the first page. To copy otherwise, or republish, 
to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee.
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Another  path  tracing  optimization  is  Metropolis  light  transport 
[Veach 1997].
With the evolvement of ray tracing algorithms, various ray tracing 
software emerged, such as POV-Ray in 1989, Yafaray (2002), and 
Radiance ray-tracing software system [Larson 1998].
A  number  of  real-time  ray  tracing  attempts  were  made. 
REMRT/RT  tools  (based  around  BRL-CAD  ray-tracer)  are 
parallel network distributed ray-tracing system developed in 1986 
and  credited  at  Siggraph  2005  as  a  first  real-time  ray  tracer 
capable  of  rendering several  frames  per  second [Muuss 1987]. 
OpenRT (www.openrt.de)  [Wald 2002] is  a  standalone closed-
source  real-time  ray  tracer.  In  2006,  Intel  demonstrated  the 
performance of its new dual-core processors on POV-Ray 3.7 beta 
that  is  capable  of  SMP (Symmetric  Multiprocessing).  In  2008, 
Intel demonstrated a special version of the computer game Enemy 
Territory: Quake Wars using ray tracing as rendering method. The 
demonstration used a 16-core system running at 2.93 GHz and 
providing 14-29  frames per  second (FPS)  on basic  HD (720p) 
resolution [Valich 2008].
Some  attempts  were  made  for  special  ray  tracing  acceleration 
hardware.  One of them was "Rendering on demand" [Chalmers 
2006]  using  specialized  hardware  based  on  DSP and  FPGA – 
(Field  programmable  gate  array).  The  Saarland  University 
developed  another  FPGA  based  system  called  Ray  Processing 
Unit capable of accelerating ray tracing algorithms in hardware 
[Woop 2005]. The University of Utah developed a highly parallel 
multicore solution for real-time ray tracing [Spjut 2009].
Other approaches tried to use the ever-growing power of GPUs 
for ray tracing. [Purcell 2002] was the first one that presented ray 
tracing running on GPU. Photon mapping followed [Purcell 2003] 
with more complex ray tracing algorithms [Horn 2007][Gunther 
2007][Shih 2009][Garanzha 2010]. Finally, Nvidia came with its 
own  GPU-accelerated  ray  tracing  API  called  OptiX  [Nvidia 
2009].
2.1   Real-time Rendering
Although ray tracing on GPU seems to be a promising approach, 
[Garanzha 2010] states that its GPU approach is only about 4x 
quicker than the CPU friendly implementation running on Core 2 
Quad.  Ray  tracing  algorithms  as  those  mentioned  here,  are 
currently capable of processing about 100Mrays/second on scenes 
with 100K triangles (roughly said). It is still a level of magnitude 
behind the processing power of the traditional rendering pipeline 
as will be shown in the paper. Thus, number of attempts, such as 
[Loviscach 2004], were made to approach photorealistic rendering 
with the traditional OpenGL rendering pipeline.
Real  time  graphics  used  to  focus  mostly  on  performance  and 
lacked  the  support  for  advanced  lighting  effects.  Applications 
were forced to use precomputed lighting or a fixed lighting model 
[Wright  2004]  that  is  too  limiting  for  many  modern  graphics 
applications (see figures  2,  3). Invention of shaders [Rost 2005] 
for the OpenGL pipeline brought new possibilities for realism and 
lighting effects of real time rendering (see figure  4). Moreover, 
the shader programming capabilities grow with each new graphics 
card generation, giving more and more possibilities to map some 
photorealism algorithms to the real time rendering paradigms.
This paper is going to investigate the topic and find photorealism 
algorithms  that  can  be  accelerated  and  identify  those  that  are 
difficult to map to the current OpenGL based real time rendering 
architectures. The photorealism will be studied on POV-Ray as it 
is a popular, recognized, and publicly available photorealistic ray 
tracer. Moreover, POV-Ray's source code is publicly available to 
be studied, modified, etc. Finally, the investigation will be done as 
a case study on mimicking POV-Ray with OpenGL using shader 
technology  as  this  will  easily  show  difficult  algorithms  to 
accelerate  as  well  as  performance  gains  of  successfully 
implemented parts.
3 POV-Ray Architecture
POV-Ray will be divided into three main parts for the purpose of 
this paper:
• ray tracing rendering
• scene description and modelling library
• material modelling algorithms
Figure 1: PRAY ray tracing tool rendering of fractally generated 
scene (4096 sphere objects in total) [Zemcik 1995]
Figure 2: Computer game Counter Strike (release year: 2000)
Note static shadows of the buildings and
shadows absence under moving people
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Only core functionality of these will be investigated, omitting for 
example, radiosity rendering and other various extensions.
POV-Ray ray tracing rendering is delivering photorealistic results 
on one side while  requiring much computing resources on the 
other side. Rendering times of hours or days are not exceptional. 
Mimicking  ray  tracing  in  the  OpenGL rendering  pipeline  is  a 
challenging task as they are using an opposite approach: POV-
Ray is tracing rays from the camera while OpenGL is projecting 
the scene geometry to the camera. This small  difference brings 
various challenges to various light effects that will be discussed 
through the paper.
The  scene  description  language  of  POV-Ray is  very  robust.  It 
starts from triangle meshes and atmospheric effects and finishes 
with splines, blobs, run-time evaluated functions, and animations. 
In this paper, we will focus just on triangle meshes because that is 
the natural representation to OpenGL and all other representations 
can be tessellated – producing a triangle representation.
Modelling  of  materials  is  more  advanced  in  POV-Ray than  in 
standard OpenGL. It includes even multiple layers of material and 
procedurally generated material surfaces. Many of these advanced 
material approaches should be implementable in OpenGL shaders. 
This paper will not go to the excessive material functionalities of 
POV-Ray, rather mimicking  of core material functionality will be 
discussed in section 3.2.
3.1   Ray Tracing
POV-Ray is a ray tracer. It casts a ray or a number of rays through 
each pixel of the image, rendered by camera. These rays are called 
primary rays. The ray travels through the scene until it hits a scene 
object,  a  light,  or  escapes the scene.  If  some object  is  hit,  the 
object's material is processed and computed color is assigned to 
the ray. If it is primary ray, the ray's color is immediately assigned 
to  the  rays  image  pixel.  However,  depending  on  the  material 
properties  and  the  light  setup,  material  processing  may  cause 
additional  rays  to  be  cast  from the  point  of  the  object  hit  to 
various  directions.  Such  rays  are  called  secondary  rays.  When 
these rays hit  other surfaces in the scene,  these secondary rays 
may spawn recursively additional secondary rays. If the light is 
hit, it assigns the ray the light's color. If the ray leaves the scene, it 
is usually assigned the background's or sky's color.
POV-Ray assigns the level's number to the rays cast. The primary 
rays cast from the camera are level 0 rays. When a surface is hit 
by a ray of level n and it emits a new ray or several rays, they are 
said to be of level n+1. Tracking of the ray level avoids infinite 
recursions in some scenes and limits the rendering time by giving 
a maximum ray level limit. POV-Ray sets the limit to 5 by default 
while the user may increase it as needed, for example, on scenes 
with many mirrors.
3.2   Ambient Scene: Level 0 Rays
The  idea  of  mimicking  POV-Ray  with  the  standard  OpenGL 
pipeline leads immediately to the crucial question whether POV-
Ray's ray casting can be replaced by the rendering pipeline. The 
approach  of  OpenGL is  to  project  the  scene's  geometry  to  the 
camera's rendering plane and to change the pixel's colors as the 
geometry is rasterized and fragments are processed. POV-Ray's 
approach is the opposite. The rays are cast through the rendering 
plane  and  the  color  of  the  pixels  are  determined  by  the  scene 
geometries hit by the rays. If only direct rays (e.g. level 0) are 
considered,  both  approaches  should  be  interchangeable.  The 
experiment of figures 5 and 6 proves the idea. Both images are of 
the same quality while POV-Ray's image took 4 seconds to render 
and  the  OpenGL's  one  2.2  milliseconds  (i7-920@2.66GHz, 
GeForce GTX 260).  An acceleration factor  of 1800 is the first 
achievement of this paper.
However,  limiting  rays  to  level  0  only  prevents  the  scene 
geometry to be illuminated by light sources and only the ambient 
component  of  the  light  model  affects  visual  appearance.  To 
include  light  sources,  rays  of  level  1  need  to  be  introduced, 
providing the secondary rays cast from the intersection point to 
the light sources.
3.2   POV-Ray's Surface Model
To accelerate POV-Ray's level 1 rays in OpenGL, it is necessary 
to properly model POV-Ray's interaction of a ray with a surface. 
If the ray hits the object's surface any combination of four things 
might happen:
Figure 3: Lighting artifacts on a scene using standard OpenGL 
Gouraud shading
Figure 4: Per-pixel lighting in a scene 
rendered using shader technology
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 absorption  –  the  light  ray  or  part  of  its  intensity  is 
absorbed, lowering its intensity and possibly altering its 
hue by absorption of some wavelengths only
 reflection  –  the  light  ray  is  reflected  in  one  or  more 
directions, secondary rays are cast
 refraction – transparent and translucent materials  may 
cause a portion of the light ray to refract into the object
 fluorescence and emission – the surfaces may emit the 
light  of  different  wavelengths,  possibly  altering  the 
spectrum of the ray
POV-Ray models the surface absorption like OpenGL. It uses the 
RGB light color model. If the surface if purely blue, it absorbs all 
red and green component of incoming light rays. If it is 50% grey, 
half  of  the  light  ray's  intensity  is  absorbed.  Various  reflection 
types  are  modelled  by  ambient,  diffuse,  specular,  phong,  and 
reflection  material  components.   Refraction is  modelled by the 
component  of  the  same  name,  by  the  densities  of  refraction 
environments, and the amount of transparency of a given object. 
Fluorescence and emission effects are simulated by the ambient 
component or material components set in a way that the amount 
of outgoing light is bigger than the amount of incoming light. This 
may happen, for example, when one of the material components is 
bigger than 1.0.
However, modelling POV-Ray's material properties with OpenGL 
is not an easy task because the surface materials of POV-Ray are 
very  robust  and  include  material  libraries  and  procedural 
functions. Because covering the material libraries and procedural 
functions  would  be  time  expensive  work  and  would  provide 
enough material for a paper dedicated just to this topic, this paper 
will be limited just to the core material modelling capabilities of 
POV-Ray.
POV-Ray  calls  the  set  of  material  surface  properties  "texture" 
(note the name collision with OpenGL's "texture"). The texture is 
composed of pigment, finish, and normal. The pigment can be a 
color,  image  map  (e.g.  2D  texture),  or  color  map  (procedural 
texture). Colors and image maps are the functionalities that have 
equivalents in OpenGL. Color maps are more complicated. They 
map  floating  point  values  in  a  range  from 0.0  to  1.0  to  color 
values  specified  in  the  map.  The  floating  point  values  can  be 
generated  by  various  mapping  functions  and  be  modified  by 
functions  like  turbulence  and  frequency.  These  procedural 
functions can be probably implemented using shaders,  however 
they are out of scope of this paper.
Finish is the next item of POV-Ray's surface texture. Knowing the 
pigment,  e.g.  surface color at  a given point – this may include 
texture  mapping  and  filtering  –  finish  gives  the  amount  of 
ambient,  diffuse,  specular,  phong,  reflection,  and  refraction 
component. All these values are floats, usually between 0.0 and 
1.0 to specify range from absence (value 0.0) to full intensity (1.0) 
of a given material component. Negative values and values over 
1.0 can be used as well  to create  special or  unrealistic effects. 
These intensities just multiply their value with the pigment color, 
resulting in the color of a particular component. Mimicking of all 
POV-Ray's finish material functionality in accelerated OpenGL is 
described summarized in the table 1.
The  last  POV-Ray's  material  surface  property  is  normal.  It  is 
designed for surface normal manipulation. It can be specified by a 
bump map or a procedural approach. The procedural generators 
are  out  of  the  scope  of  this  paper,  so  only  bump  maps  are 
considered. The bump maps have mandatory support in OpenGL 
since version 1.3 [Segal 2001], thus they can be implemented.
3.3   Secondary Rays
After  the  investigation  of  primary  rays  (level  0)  and  color 
processing on POV-Ray's  surface textures  and seeing that  it  is 
possible to implement them in OpenGL, it is possible to come to 
the next step: POV-Ray's level 1 rays. When a level 0 ray cast 
from the camera hits a surface of an object, several secondary rays 
of level 1 may be cast. Secondary rays called shadow rays are sent 
to each light source to see whether anything is in the way and 
obscures  the  light  source.  If  there  is  nothing  in  the  way,  the 
intersection point is illuminated by the particular light source and 
the color of the light source is assigned to the ray. If the light is 
obscured  by  an  object,  the  black  color  is  assigned  to  the  ray 
instead.
If  the  surface  has  a  non-zero  reflection  component,  another 
secondary ray is cast in the direction of the reflection vector. If the 
surface is not completely opague, e.g. it is transparent or semi-
transparent, another ray is cast into the object while a refraction 
effect may apply. The secondary rays are processed recursively in 
the same way as the primary rays, making secondary reflections 
and refractions, tertiary reflections,  etc.  At the end of each ray 
Figure 5: POV-Ray rendering using only level 0 rays Figure 6: OpenGL rendering using ambient light
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level n evaluation, the color of all the rays of the level n+1 are 
taken and included in the color computation of the ray of the level 
n. Finally, when level 0 ray evaluation is completed, its color is 
assigned to the pixel of the image.
Visual results are shown in the figure 7 for POV-Ray while using 
level 0 and 1 rays only, and figure 8 for the OpenGL accelerated 
implementation.
3.4   POV-Ray Lights
Casting of secondary rays, particularly shadow rays cast towards 
light sources, is influenced by the light type. As can be expected, 
POV-Ray  uses  a  more  advanced  lighting  model  than  built-in 
OpenGL  lights.  Anyway,  the  limited  built-in  light  model  was 
made obsolete in OpenGL 3.0 and programmers are encouraged to 
create their own lighting effects using shaders.
POV-Ray uses several types of lights:  point light, parallel  light 
(like OpenGL's directional light), spot light, cylindrical light, and 
area light. The first three have equivalents in OpenGL, the fourth 
should be possible to implement in shaders and the last one – area 
light – can be implemented as an array of point lights. That is 
actually the way that area light is implemented in POV-Ray. All 
the  details  of  POV-Ray's  lights  and  their  implementability  by 
OpenGL  are  described  in  the  table  2.  Implementability  was 
verified for point light, directional light and spot light. Cylindrical 
light is rarely used, and area light is just the array of point lights in 
POV-Ray. To prove implementability  of  the lights,  point  light, 
directional  light  and spot  light  were  implemented in  OpenGL's 
shaders. The results are shown in the figures. Because of the space 
limitations, we show just the spot light scene as the spot light is 
the most complex type  when considering  mentioned light types 
and  their  POV-Ray  implementation.  A  summary  of  lights 
implementability is shown in the table 2.
3.5   Higher Level Rays
When we attempted to analyze implementability of level 2 rays in 
OpenGL, we found it very difficult, particularly when considering 
the general case. Following the goals set in the beginning of this 
paper, this section successfully identifies one particular difficulty: 
to mimics POV-Ray rays starting from level 2. Additionally, the 
section  is  going  to  discuss  available  options  that  should  be 
addressed in the future.
Rays of higher level starting from level 2 bring very cool effects, 
like mirroring, reflections and refractions. One POV-Ray example 
is  shown  in  the  figure  9.  However,  these  rays  are  not 
straightforward  to  implement  for  the  general  case.  Some  GPU 
approaches  follow that  can  be  used  to  reach  similar  effects  as 
those created by level 2 rays:
– scene mirroring – there are various approaches to implement 
mirrors  in  OpenGL. Usually,  they just  duplicate  the scene 
behind the mirroring surface while using stencil test to limit 
rendering just to mirroring surface.
POV-Ray's Finish 
component
Required rays to be cast Finish component description Implementability in OpenGL
Ambient no ray casting required pigment multiplied by ambient component 
and global ambient intensity
yes, using ambient color and global 
ambient light
Diffuse
Phong
Specular
secondary ray is cast to 
each light source to test its 
visibility
for each visible light source compute sum of 
diffuse equations (Lambertian reflectance 
[Phong 1973]) of the pigment multiplied by 
diffuse component, and color of the ray cast 
to the light source. Brilliance parameter may 
modify distribution of the reflection.
for each visible light source compute phong 
highlight [Phong 1973] of pigment, phong 
intensity, light source ray color. Pigment 
color affects the ray if metallic is specified.
for each visible light source compute 
specular highlight [Blinn 1977][Phong 
1973] of pigment, specular intensity and 
light source ray color. Pigment color affects 
the ray if metallic is specified.
yes, but light source visibility requires 
accelerated shadow algorithms to be 
used. For example, shadow maps or 
shadow volumes techniques can be used.
Per-pixel lighting requires color 
components to be computed using 
shaders because OpenGL's per vertex 
lighting provides often unacceptable 
results (see figure 3).
Reflection one secondary ray cast in 
direction of reflection 
vector
color of reflection ray is multiplied with 
reflection intensity
Transparency one secondary ray cast into 
the object
the color of the ray is multiplied by 
transparent intensity. The direction of the 
ray may be affected by refraction
OpenGL provides direct support for 
transparency, but robust implementation 
of reflection and refraction is not trivial. 
Possible solutions are discussed in the 
paper.
Table 1: Relation between POV-Ray materials and OpenGL materials
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– render to texture – the mirrored or reflected geometry can be 
pre-rendered  to  the  texture  that  is  applied  to  the  surface 
afterwards.
– environment mapping – similar to render to texture approach, 
but  it  usually  renders  all  surrounding  environment  (360 
degrees)  to,  for  example,  cube  map.  The  pre-rendered 
environment  is  then  mapped  to  the  geometry  using,  for 
instance,  texgen  OpenGL functionality  or  shaders.  Effects 
like mirrors or surface reflections are easily implementable 
using environement mapping.
– GPU raytracing – there were number of attempts to perform 
ray  tracing  on GPU,  such  as  [Garanzha  2010][Shih 2009]
[Horn 2007][Gunther 2007].
The first three OpenGL-based options seem appropriate to create 
nice  reflections  and  refraction  effects  on  planar  surfaces. 
However, they are breaking projection coherency that was present 
with  primary  rays  and  shadow  level  1  rays.  Breaking  of  this 
coherency may result in a huge number of projections and pre-
rendering  to  texture.  Theoretically,  each  surface  that  is  not 
coplanar with any other surfaces may require its own projection. 
Such  solution  may  turn  to  be  very  performance  expensive. 
Moreover, curved surfaces, such as NURBS, exhibit even more 
problems.  They  can  not  be  processed  directly  as  they  are  not 
planar surfaces. They can be tesselated, but to reach high quality 
visual results, too many not coplanar surfaces may be produced, 
possibly harming performance too much.
Another approach can be to start GPU ray tracing at level 2 rays. 
Although GPU ray tracing still does not reach the performance of 
Figure 7: POV-Ray rendered image using rays level 0 and 1 Figure 8: OpenGL rendered image using per-pixel lighting
POV-Ray's light type Description Implementability in OpenGL
Point light The light placed in the scene shining equally in 
all directions
Similar to OpenGL's point light except that OpenGL's light does 
not cast shadows by default. One of shadow techniques need to 
be utilized. Lighting should be implemented per-pixel, for 
example, in shaders.
Parallel light The light whose rays come in parallel in certain 
direction
Similar to OpenGL's directional light with the exception of 
shadows. One of shadow techniques need to be used.
Spot light Like the point light but the light is restricted to 
a cone in some direction. The light intensity in 
the cone can be modulated. POV-Ray uses 
radius, falloff, and tightness parameters.
Similar to OpenGL's spot light except shadows and light 
intensity modulation. Shadows need to be implemented. 
Intensity modulation inside the cone is different from the 
OpenGL's built-in spotlight. However, shaders are usually used 
to implement per-pixel lighting and POV-Ray's light 
modulation can be computed there as well.
Cylindrical light Like spot light but it is constrained by a 
cylinder. It is useful for effects light laser 
beams. Technically, it is not based on parallel 
light as could be expected, but on point light 
whose rays are constrained by the cylinder.
Can be implemented in OpenGL shaders. Shadow technique 
needs to be used.
Area light Finite 1D or 2D rectangular area providing flat 
panel light. Technically, it is implemented 
using array of point lights. As a side effect, the 
light provides soft shadows.
Can be implemented as an array of point lights. Alternatively, 
some area light model [Au 2007] implemented using shaders 
can be used for instance.
Table 2: POV-Ray's lights and their implementability by OpenGL
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the  standard  OpenGL  rendering  paradigm,  it  may  outperform 
OpenGL approaches for level 2 rays. Further investigation would 
be necessary to clarify the best approach that may even lead to a 
hybrid solutions – rendering big planar surfaces in OpenGL and 
ray tracing the small or curved surfaces.
4   Experiments
All the algorithms developed in this paper were tested as a part of 
our Lexolights open source project available at:                     
http://lexolight.sourceforge.net.  The  website  includes  win32 
binaries  covering  the  functionalities  mentioned  in  this  paper. 
Namely, all POV-Ray core material functionality is implemented, 
e.g.  all  major  elements  of  POV-Ray's  texture  finish,  with 
exception of reflection and refraction elements that would require 
support of level 2 rays. Next covered area is lights that include 
point,  directional,  and  spot  light  while  we  used  shadow maps 
[Williams 1978] and LiSPSM [Wimmer 2004] for shadow rays 
visibility tests. Lexolight is implemented using OpenSceneGraph 
(http://www.openscenegraph.org)  –  high  level  rendering  library 
built  on the top of  OpenGL.  As  some of  our  algorithms were 
better suited to be included directly in OpenSceneGraph, such as 
POV-Ray scene converter and exporter, we submitted them to be 
included in the upcoming release for the profit of the open source 
community.
4.1   Performance
To evaluate the performance gains,  several  measurements were 
made for POV-Ray rendered scenes. Then, the same scene was 
rendered  by  hardware  accelerated  OpenGL.  The  results  are 
summarized  in  the  table  3.  We  used  the  scene  composed  of 
approximately  83000  triangles  visualized  on  high  and  low 
performance CPUs and a variety of graphics cards ranging from 
hi-end,  through mobility versions, to old low-end GPUs. POV-
Ray  rendering  took  from  few  seconds  to  about  a  minute. 
Rendering of the same scene for level 0 and level 1 rays using 
POV-Ray's accelerated OpenGL approach took less than 150ms 
even  on  very  old  mobile  fill-rate  limited  graphics  card.  For 
nowadays hi-end graphics cards, the speed up factor stayed far 
above 1000. We consider such speed up an interesting result. It 
shows a  potential  to  accelerate  level  0  and level  1  rays of  ray 
tracers. Another option can be to further investigate acceleration 
of level 2 rays or to consider whether a hybrid solution would be 
the best option for close-to-photorealistic real-time rendering.
5 Conclusions
This paper investigated the realization of photorealistic rendering 
in  real-time,  accelerated  by  the  graphics  hardware.  The 
investigation was made on a case study by mimicking of POV-
Ray with  OpenGL's  rendering  paradigm accompanied  with  the 
latest programmable shader technologies.
The presented study proved that the core POV-Ray material and 
lighting  functiontionality  can  be  implemented  in  accelerated 
OpenGL. It turned out that it is very easy to accelerate primary 
rays (e.g. level 0 rays) cast by POV-Ray when rendering the scene 
and a  speed up factor  of  400 was measured even on very old 
hardware.  Secondary  rays  of  level  1  were  accelerated  as  well 
while  together  with level 0  rays,  the speed up factor  was over 
3000 for modern hardware. Rays of level 2 and higher turned out 
to be difficult to be implemented in accelerated OpenGL. They 
may  require  additional  research  efforts  and  using  of  advanced 
rendering techniques as was discussed in section 3.5.
Future research should extend acceleration of rays of level 0 and 1 
to higher level rays. Although it may be difficult to do so, it would 
enable  additional  visual  effects  and  may even  lead to  ideas of 
accelerating global illuminations methods, such as radiosity.
Figure 9: POV-Ray rendered image using rays level 0,1, and 2
Level 0 Rays Acceleration Level 1 Rays Acceleration Level 2 Rays
POV-Ray
rendering 
(level 0 rays)
OpenGL
ambient 
rendering
Speed-up 
factor
POV-Ray 
rendering
(level 1 rays)
OpenGL
per-pixel 
ligting
Speed-up 
factor
POV-Ray 
rendering
(level 2 rays)
i7-920 @2.66GHz,
GeForce GTX 260
4s 2.2ms 1800 14s 4.4ms 3200 21s
Core 2 Duo @ 2.00GHz,
Radeon HD 3670 Mobility
8s 7.4ms 1100 21s 18ms 1200 33s
Athlon XP 2000+,
Radeon HD 2600 XT
12s 11.4ms 1100 37s 20.5ms 1800 58s
Core 1 Duo @ 1.83GHz, 
Radeon X1300M
13s 33ms 400 36s 133ms 270 55s
Table 3: Performance comparison
(screen size: 1440x1050, one omnidirectional light, 83000 triangles)
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ABSTRACT 
In this paper, we propose a 3D visualization method for ultra-high voltage electron microscope tomography 
intended for use with biological samples. The most important process for constructing 3D images from 
UHVTEM tomograms is the extraction of contours from 2D sliced images. However, automatic extraction of 
contours is difficult because of typical noise and artifacts. The proposed method automatically extracts contours 
by the 3D level set method. In general, the result of the extraction with the level set method depends on the 
definition of initial contours and parameters. These parameters are usually set manually. Our method 
automatically generates the initial contours and decides the fittest parameters for the level set method. We verify 
the effectiveness of our method by applying the technique to two types of unicellular organisms, to compare the 
results of the proposed method with manual extraction. The automated method successfully identified most cell 
tissues, with the exception of a limitation in the imaging of tubular-shaped cell structures. 
Keywords  
Electron microscope tomography, level set method, visualization, segmentation, contour extraction. 
1. INTRODUCTION 
Ultra-high voltage transmission electron microscopy 
(UHVTEM) has become a major contribution to 
medial imaging, because it permits the examination 
of intracellular structures, which are difficult to 
examine by conventional X-rays, computed 
tomography (CT), and magnetic resonance imaging 
(MRI) techniques [Joa06].  
Three-dimensional visualization method can be 
classified into volume rendering and surface 
rendering. We use surface rendering to observe 
object surface. It is possible to extract the three-
dimensional structure of cellular structures from 
UHVTEM data; however, 3D contours are difficult 
to generate automatically because of noise and 
artifacts in the data. The traditional approach for 
generating 3D contours of cellular structures traces 
the structures on successive two-dimensional slices 
of a three-dimensional reconstruction. Many hours 
are required, when the number of sliced images 
increases. 
Our proposed method automatically extracts 3D 
contours using the level set method [Set99] [Sta03]. 
Generally, the extraction with the level set method 
requires the definition of the initial contours and the 
fittest parameters, which are difficult to define 
manually. The proposed method automatically 
generates the initial contours and decides the fittest 
parameters, thus expediting the process of 3D 
contour generation. We expect that this refinement of 
the level set method will facilitate the analysis and 
recognition of cell pathologies, with applications in a 
broad spectrum of biomedical disciplines. 
2. FEATURES OF ULTRA-HIGH 
VOLTAGE ELECTRON 
MICROSCOPE TOMOGRAMS 
Ultra-high voltage Electron microscope tomograms 
are generated by UHVTEM images, obtained on 
samples with thicknesses in the range of 0.1–10 μm. 
These thicknesses are sufficient to encompass the 
size of cell organelles and to permit the quantitative 
analysis of variations in shape and organization of 
pathological structures. One of the requirements of 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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the UHVTEM image is that the missing domain is 
minimized to enhance the precision of tomographic 
processing. 
A transmitted image is obtained by inclining the 
sample irradiate the transmitted beam. A missing 
domain occurs in the resulting image because of 
mechanical limitations related to rotation of the 
sample. For example, the reconstructed image in 
Figure 1(a) reveals decreased resolution in the 
direction of the missing domain, indicated by the 
blurred, dim region. Also, the gold particles used in 
Ultra-High voltage electron microscopy for image 
alignment and registration appear as granular lines in 
UHVTEM tomograms; see Figure 1(b). 
 
(a) (b) 
Figure 1. Typical noise in ultra-high voltage 
electron microscope tomograms: (a) Blurred 
region reflects low S:N ratios; (b) Ellipses identify 
shadows of gold particles. 
3. LEVEL SET METHOD 
The level set method is commonly used in medical 
imaging because it successfully extracts blurred 
contours [Tak03] [Yos05]. The method is considered 
an active contour model because it allows topological 
change. The algorithm extracts contours based on a 
boundary condition where a region becomes a zero 
value in high-dimension function. The user defines 
an initial contour and the level set function which is 
decided from the initial contour. The algorithm then 
updates the level set function by solving partial 
differential equation. The image processing is 
complete when the variation in the level set function 
falls below a certain threshold value.  
One problem with the level set method is that errors 
are accumulated at each update of the level set 
function, causing instabilities in the solution. To 
achieve a stable solution, the function must be "re-
initialized", however, the processing cost of re-
initialization is high [Cat03] [Chu05] and various 
faster methods have been introduced. In our 
proposed model we use the method of references 
[Chu05] which is a level set method without re-
initialization. In the method of references, the update 
level set function φ is 
  rFtt 1  
where 
(1)
        gg ALF  . (2)
F is the speed function (the sum of the internal and 
external energies), r is the weight of the speed 
function, P is the internal energy function (the effect 
of re-initialization at the time of the update of the 
level set function is included), Lg gives the length of 
the zero isosurface of φ, Ag is introduced to 
accelerate the update of the level set function,  
μ is the weight of the internal energy function, and λ 
and ν are the weights of the external energy function; 
if ν is positive, a contour moves in the shrinking 
direction; otherwise, a contour moves in the 
expanding direction. 
In the level set method, values for the parameters of 
the level set function are set by experience, usually 
requiring a number of trials to establish values that 
give a suitable solution. The model proposed here 
eliminates these trials by establishing the parameters 
automatically.  
4. 3D VISUALIZATION METHOD 
In general, the technique of 3D visualization relies 
upon laminating the contours of 2D sliced images. 
When extracting a contour manually, the top and 
bottom images are established as references. In our 
proposed automated protocol, the top and bottom 
images are inputs to the three-dimensional level set 
method. The level set method requires the input of 
an initial contour; however, this contour is difficult 
to set manually. The initial parameters of the level set 
parameter are also difficult to set, because of the 
number and variety of cellular structures often 
embedded in a tomographic image. The proposed 
automated model sets the initial contour and level set 
parameters according to procedures in Figure 2. 
  
Figure 2. Overview of the proposed automated 
method. 
Step 1) To reduce the influence of the missing 
domain that is characteristic of ultra-high voltage 
electron microscope images, an image barrier is set 
for volume data. The image barrier is discussed in 
Section 4.3.  
Step 2) Extract the contour of outer object using the 
three-dimensional level set method. 
Electron microscope tomogram 
Image barrier setting 
Outer object extraction 
Inner object extraction 
3D Isosurface 
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Step 3) Extract the contour of inter object using the 
three-dimensional level set method.  
Step 4) Step 3 is repeated as many times as 
necessary for each of the varieties of cellular tissue. 
Step 5) Isosurfaces are generated using Marching 
Cubes [Wil87] for the results provided by Steps 2 
and 3. 
In addition, the proposed method automatically sets 
an initial contour and parameters for the level set 
method based on a reference region, as discussed in 
Section 4.2.  
4.1 Definition of tissue boundaries 
In order to reduce the processing time in samples 
with a variety of cell tissue types, the proposed 
method extracts the contour border of the outer tissue 
structure, and next extracts the contours of inner 
tissue structures. This hierarchical extraction 
technique reduces the processing required for 
calculations. We define structure of the cell group 
border of the biotissue as "inner tissue", and other 
contour and inside domain as "outer tissue". Figure 3 
shows the relationship between inner tissue and outer 
tissue.  
Figure 3. Tissue extraction. 
Figure 4 shows the automated procedure to set an 
initial contour at the border of the outer domain 
structure. The contour, initially set at the boundary of 
the image, shrinks to conform to the outer tissue 
boundary. To set an initial contour on an inner 
domain structure, the initial contour is defined within 
the structure, and the contour expands to conform to 
the inner boundary of the domain.   
(a) (b) 
Figure 4. External tissue extraction: 
(a) Initial contour; (b) Result of extraction 
4.2 Automatic initial contour generation 
The extraction of the outer boundary of the “outer 
tissue” is relatively straightforward because the 
background pixel values are approximately constant. 
The initial contour for outer tissue can therefore be 
established either manually or automatically. 
However, it is difficult to establish an initial contour 
for inner tissue structures because of the number and 
variety of associated shapes, textures, brightness 
intensities, colors, etc. When the inner contours are 
extracted manually, the operator considers tissues 
with similar colors as the basis for organization, even 
if the shape of these structures varies. 
Therefore, the proposed method automatically 
generates the initial contours for inner tissue 
structures based on color information within the 
sample. Figure 5 gives an overview of the automated 
process for initial contour generation. 
Figure 5. Overview of the automated process 
of initial contour generation. 
Step 1) Choose an image nearly the center of 
volume data and select a region for contour 
extraction. Selected region defines the “region for 
reference”; see Figure 6(a). 
Step 2) Determine the mode of brightness values in 
the region for reference. 
Step 3) Determine the extraction range of brightness 
values for inner tissue 
Step 4) To remove noise and artifacts, perform 
shrinkage processing on the Step 3 result.  
(a) 
(b) (c) 
Figure 6. Automatic initial contour generation:
(a) Region for reference; (b) Result of region 
extraction; (c) Initial contour. 
If the frequency of brightness values within the inner 
tissue structure is approximately uniform, then the 
peak of the distribution defines the mode. The 
Region for reference
Initial contour
Electron microscope tomogram
Region for reference 
Region extraction 
Determination of mode value
Initial contours 
Object for 
extraction 
Initial contour 
Convergent contour 
Background 
Outer tissue
Inner tissue
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process chooses a range of brightness values for 
extraction, and the extraction range encompasses the 
mode value; see Figure 7. 
Figure 7. Extraction range. 
The extraction range establishes the contrast used by 
the procedure to define the initial contour. 
Depending on the extraction range, the procedure 
may extract pixels that are outward of the actual 
boundary. In this case, one applies shrinkage 
processing on the extracted domain in Step 2.  
In the proposed method, Steps 2–4 are performed for 
the cell structures within the outer tissue; repetition 
of this processing technique extracts the individual 
elements and establishes the organization framework 
of the tissue.  
4.3 Setting of image barriers 
For regions in which a low gradient intensity is 
included in the image, contours are extracted by the 
level set method. A contour is defined which extends 
inside of the cellular structure; see Figure 8(a). 
(a) (b) 
Figure 8. Image barrier (a) before setting and (b) 
after setting. 
In the case of ultra-high voltage electron microscope 
tomography, missing domains create the region of 
the low gradient intensities. Missing domains are 
typically common on upper and lower boundaries. 
Thus, the application of the three-dimensional level 
set method may result in contours which extend into 
the structure. In addition, in the case of a tubular 
structure oriented in the section direction, a contour 
may extend into the inner regions of the tissue 
because the top and bottom boundary surfaces are 
not distinct. Therefore, the proposed method sets a 
barrier for the contour by defining the boundary of 
the structure (Figure 8(b)). This barrier is defined as 
an “image barrier.” 
The image barrier is set at the top and bottom ends of 
the domain manually; see Figure 9. The rectangular 
domain which encloses the cell tissue is included in 
these images. These images can them be replaced 
with the original input image. 
Figure 9. Image barriers. 
4.3 Automatic parameter setting  
The proposed method sets the parameters for level 
set method automatically for inner tissue levels. To 
decrease the processing time, the automated method 
processes a small domain and translates that domain 
to the whole image. 
Figure 10. Bounding box generation.
A 3D bounding box is established outside the parcel 
of inner tissue which includes the region for 
reference; see Figure 10. The bounding box is 
elongated in a direction perpendicular to the plane of 
the region for reference. The initial contour is set 
using the level set method in this bounding box. The 
parameters are established when the contour 
corresponds to the boundary of the region for 
reference; see Figure 11(a). If the initial contour is 
inside of the region for reference, the parameters λ 
and ν are increased and the level set method is 
reapplied; see Figure 11(b). If the initial contour is 
outside of the region for reference, the parameters λ 
and ν are decreased and the level set method is 
reapplied; see Figure 11(c). 
(a) 
(b) (c) 
Figure 11. Evaluation of parameters: Fitting the 
level set contour to the region for reference (a) at 
the boundary, (b) inside the boundary, and (c) 
outside the boundary.
Bounding box 
Region for reference
Region for reference 
Level set contour 
Low gradient intensity 
Low gradient intensity
Image barrier 
A
Contour
High gradient intensity 
Low gradient intensity 
Image barrier
Frequency Mode value 
Range for extraction 
Brightness value
B
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5. RESULTS 
In our results, we compare the proposed automated 
method with the manual method of operation. We 
performed the automatic generation of the initial 
contour and three-dimensional level set method 
parameters based on the input of an initial contour. 
Figure.12 shows ultra-high voltage electron 
microscope tomograms  used to test the automated 
method: (a) Dunaliella parva (870 × 791 × 146); (b) 
Brassica rapa (512 × 496 × 101). 
 
(a) (b) 
Figure 12. Ultra-high voltage electron 
microscope tomograms of: (a) Dunaliella 
parva; (b) Brassica rapa. 
Figures 13 and 14 show the results of 3D 
visualizations obtained by (a) manual extraction and 
(b) the proposed automated method. The regions in 
the visualizations are referred to as outer tissue 
(regions A and D), granular inner tissue (regions B 
and E), and “other” inner tissue (regions C and F).  
We assessed the effectiveness of the proposed 
method by evaluating whether contours established 
by manual extraction are also established by the 
proposed method. The ratio P of false detections to 
manually established contours is 
manualV
errorPossitiveerrorNegativeP
_
__ 
 . (3)
V_manual is the number of voxels in the region of 
manual extraction. Negative_error is the number of 
voxels in regions of cellular tissue that the proposed 
method failed to extract. Positive_error is the 
number of voxels that the proposed method 
erroneously extracted from regions that were not part 
of the cellular tissue. P is 0 when the results of the 
automated and manual extractions are equal. 
 
(a) (b) 
Figure 13. Results for Dunaliella parva:
(a) Manual extraction; (b) Proposed method.
 
 
(a) (b) 
Figure 14. Results for Brassica rapa: 
(a) Manual extraction; (b) Proposed method.
Tables 1 and 2 show the evaluation values and 
processing time and the number of V_manual, 
Negative_error and Positive_error voxels, along 
with their relative contributions (in percentages) to 
the value of the evaluation parameter P for the 3 
regions, in Dunaliella and Brassica, respectively. 
 A B C 
Evaluation value 0.133 1.464 0.242
Time (hour) 7.0 3.0 1.5
V_manual 13,349,695 449,990 942,446
Negative_error 616,980 73,128 105,9934.6% 16.2% 11.2%
Positive_error 1,159,883 585,851 122,0528.7% 130.2% 13.0%
Table 1. Evaluation values and processing time,  
and voxel values obtained for manually extracted 
contours, and corresponding errors associated 
with the automated extraction method; data for 
Dunaliella. 
 
 D E F 
Evaluation value 0.028 0.910 0.036
Time (hour) 13.2 3.0 15.8
V_manual 14,538,179 890,216 8,466,293
Negative_error 1,240 547,500 34,2310.0% 61.5% 0.4%
Positive_error 402,573 262,993 273,4412.7% 29.5% 3.2%
Table 2. Evaluation values and processing time,  
and Voxel values obtained for manually extracted 
contours, and corresponding errors associated 
with the automated extraction method; data for 
Brassica. 
Evaluation values obtained for outer tissues (A and 
D) are less than 0.15 (Tables 1 and 2). Because outer 
tissues include a large proportion of high gradient 
intensity regions, which facilitate tomographic 
processing, it appears that contours can be readily 
extracted even if the initial contour is set roughly. 
The evaluation values for “other” inner tissue regions 
(C and F) are 0.242 and 0.036 for the 2 trials (Tables 
1 and 2). It is thought that initial contour generates 
cellular tissue in neighborhood. Because ratio these 
tissue in input tomogram is big. 
The evaluation values of granular inner tissues (B 
and E) are relatively large (1.464 and 0.910; Tables 1 
and 2). The Positive_error of B is larger than the 
D
E
F
A
B
C
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value of V_manual (Table 1), suggesting that the 
automatic method extracted an unnecessary domain 
when the initial contour was generated. Figure 15 
shows (a) the original image of Dunaliella parva and 
(b) the initial contours generated by the automatic 
method (also see Figure 13). 
 
(a) (b) 
Figure 15. (a) The original image of Dunaliella
parva, and (b) the initial contours (black 
pixels) generated by the automated method.
The initial contour extracted for the granular inner 
tissue domain is represented in Figure 15(b). The 
level set method extracts a greater region than the 
manual method, contributing to high Positive_error 
values (130% in Dunaliella; Table 1). 
Negative_error values less than 20% of V_manual 
values indicate that the proposed method adequately 
extracts the spherical cellular tissue. The 
Negative_error for region E is equivalent to 60% of 
the V_manual value (Table 2), probably because this 
region is a tubular structure.  
The capacity of an active contour model to extract 
objects with vague contours depends on the internal 
energy. When the internal energy is large, a spherical 
contour is extracted. However, when the external 
energy is large, the extraction of contours in inner 
cell structures with low gradient intensities is 
problematic. Therefore, the automatic method did not 
sufficiently expand the contour in the case of the 
tubular cell tissue, and only an initial contour and the 
domain of the neighboring cellular tissues were 
extracted. For this reason, values of the 
Negative_error increased. The extraction of “other” 
inside tissue contours was apparently unaffected by 
these considerations. 
6. CONCLUSIONS 
We propose an automated 3D visualization for ultra-
high voltage electron microscope tomograms using 
the level set method. The method generates an initial 
contour in the vicinity of manually recognized cell 
structures. Experimental verification confirmed that 
the automated method can extract the contours of 
most cellular tissues, with the exception of tubular-
shaped structures. The method may expedite 
tomographic processing techniques.  
Future research will explore the possibility of 
extracting contours for tubular-shaped tissues. 
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ABSTRACT
Iterative inverse kinematics (IK) algorithms are commonly used in graphics animations involving goal-directed
motion of joint chains and articulated character models. A well-known algorithm is the Cyclic Coordinate
Descent. For certain joint chain configurations and target positions, iterative methods can generate undesirable
joint rotations. Similarly, certain target positions may require large number of iterations, or may not even be
reachable. This paper presents a novel concept called performance metric maps as a tool for visualizing and
analysing the performance characteristics of an iterative IK algorithm under parametric variations. The proposed
method is particularly useful in determining how well an algorithm converges within a given region of the
workspace. The paper presents the visualization aspects of the metric maps, and the results of comparative
performance analysis of two IK algorithms.
Keywords
Inverse kinematics algorithms, Cyclic coordinate descent, Goal-directed motion, Articulated character animation,
Performance metric maps
1 INTRODUCTION
Animation of articulated character models and the goal-
directed motion of serial joint chains often require in-
verse kinematics (IK) algorithms that provide a con-
verging solution for both joint angles and the target
position [1],[6]. Cyclic Coordinate Descent (CCD)
is a well-known iterative algorithm used in computer
graphics and animation [3]. Even though the algorithm
is conceptually simple and easy to implement, certain
target positions may require a large number of itera-
tions before an acceptable solution is obtained. Similar
algorithms have been recently proposed either to im-
prove the convergence of the solution, or to eliminate
problems associated with large angle rotations [4],[5].
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
The performance analysis of such methods will have to
take into account several factors that affect the param-
eterization of the joint chain in terms of angles, such
as number of joints, link lengths, and joint angle con-
straints.
Several types of metrics can be defined to evaluate the
performance of an iterative IK algorithm. Some of
these are outlined in [4]. However, the pattern of vari-
ation of these metrics changes with the configuration
of the joint chain. Given two target positions in the
work space, it is often difficult to predict the value of
the metric at an intermediate point. Metrics such as
the minimum number of iterations, distance traveled
by the end-effector, etc., do not have a linear relation-
ship to changes in target positions.
This paper proposes a novel method for representing
the values of performance metrics on a discretized pixel
coordinate space that is mapped to the joint chain’s
workspace. The map not only provides an exhaustive
set of values of a performance metric at all reachable
points, but also gives an image-based visualization of
its variation within the two-dimensional workspace. Here
we assume that every joint other than the root has a
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single degree-of-freedom given by a relative angle of
rotation about a fixed axis. We also assume that motion
to an arbitrary point in three-dimensional space can
be considered as a combination of (i) a rotation of the
chain about the root so that base, end-effector and the
target lie on a plane, followed by (ii) a solution of the
2D IK problem for the chain configuration and target
position on that plane. Thus a two-dimensional perfor-
mance metric map is adequate for the analysis of most
of the iterative IK algorithms used in computer anima-
tion. This paper gives a comparative analysis of iter-
ative IK algorithms using performance metric maps,
and shows the effectiveness of the method in analyz-
ing the workspace characteristics of a given algorithm
in terms of configuration dependent parameters.
The paper is organized as follows. The next section
gives a general overview of IK structures that we will
be dealing with in this paper. Section 3 looks at the
CCD algorithm and also introduces a new IK algo-
rithm that finds a solution where all joints are placed
along a circular arc. Section 4 introduces the con-
cept of performance metric maps. Section 5 gives a
comparative analysis of the CCD and the circular al-
gorithms and presents experimental results. Section 6
concludes the paper and outlines future research direc-
tions.
2 IK STRUCTURES
Common IK structures used in robotics and animation
are articulated bodies. An articulated body is simply a
list of joints linked end to end; forming a joint chain.
Each joint in the chain has a length and an angle offset
from its parent joint. One end of the joint chain is the
base, and is fixed in some frame of reference, and the
other end is the end-effector. In the case of a robotic
arm the end-effector would be the manipulator or hand
(Fig. 1). A joint chain can be described as a list of
L1
base
end-eector
θ2
L2
θ1
L3
θ3
target
Figure 1: Joint Chain with length n = 3
lengths l and a corresponding list of angles q such that
l = [L1, L2, . . . , Ln]
q = [θ1, θ2, . . . , θn]
(1)
The state of a joint chain is given by q. To perform
forward kinematics on a joint chain, that is given l,
q and the base coordinates b, find the location of the
end-effector e then it follows that[
ex
ey
]
=
[
bx
by
]
+
n∑
i
[
Licosθi
Lisinθi
]
(2)
However, to perform inverse kinematics on a joint chain,
a function is needed that takes the desired location of
the end-effector e and computes a valid state q. Find-
ing a valid state for a given joint chain configuration
can be a difficult process and there are numerous meth-
ods of computing valid states.
3 ITERATIVE IK ALGORITHMS
There are a number of common parameters that are
given to an inverse IK algorithm. These parameters
are
n The number of joints in the chain
i The maximum number of iterations
ε The threshold distance to which the end-effector can
be considered at the target location
Therefore, a typical parameter iterative IK algorithm
will be passed values for n, i and ε along with the joint
chain.
Cyclic Coordinate Descent
The CCD algorithm uses a heuristic approach to find a
solution by iteratively rotating the links so that the end-
effector moves closer to the target. Each iteration per-
forms a sequence of rotations of links i, starting from
the end-effector towards the root, trying to minimize
the angle θi between the vector from the link joint to-
wards the end-effector and the vector towards the tar-
get [2] (Fig. 2).
Δθ2
target
end-eector
L2
Figure 2: Joint angle rotations in a CCD algorithm
Joint angle rotations for a CCD algorithm can be eas-
ily computed and implemented in graphics applica-
tions. However, the method suffers from primarily
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three types of problems: (i) certain target positions
within the workspace require a large number of itera-
tions, (ii) a solution may involve large angle rotations,
and (iii) target positions near the base of the chain may
result in self-intersecting configurations. Examples of
these cases are shown in Fig. 3.
(i) (ii) (iii)
Figure 3: Limitations of the CCD algorithm
Because the CCD algorithm must visit each joint in the
chain for each iteration it can be shown that the CCD
algorithm has a computational complexity of O(n) for
each iteration.
Circular Alignment Algorithm
A few methods have been recently proposed ([4],[5])
to circumvent the limitations of the CCD algorithm.
In this section, we propose a new algorithm that can
be considered as a further improvement of the method
proposed in [5].
If d denotes the distance of the target t from the base
of a joint chain, then there exists a unique circumscrib-
ing circle with radius r along which all nodes can be
positioned (Fig. 4).
d d
a
θ
θ ar r
Figure 4: Circular alignment of joints
In the following, we make the assumption that all joints
have the same length. If there are n joints in the chain
then the chain contains n+1 nodes. If θ is the segment
angle of a joint of length a in the circumscribing circle
with radius r then it follows that
a = 2rsin
(
θ
2
)
(3)
And therefore we can define the relationship between
lengths a and d as
sin
(
θ
2
)
sin
(
nθ
2
) = a
d
(4)
We seek the solution of the above equation for θ, by
defining the function
f(θ) = dsin
(
θ
2
)
− asin
(
nθ
2
)
(5)
with the derivative
f ′(θ) =
d
2
cos
(
θ
2
)
− na
2
cos
(
nθ
2
)
(6)
The solution for θ is obtained using Newton-Raphson
iteration
θi+1 = θi − f(θi)
f ′(θi)
(7)
with initial condition
θ0 =
2pi
n
(8)
This givens the initial configuration that the joint chain
is curled around so the end-effector is at the base, such
that the length d = 0. As the angle θ approaches 0 the
chain opens up until d is within the threshold distance
ε of the target t.
When the joints are aligned along a circular path, the
joint angles will automatically assume values in an ac-
ceptable range, and there is no possibility of the chain
intersecting itself. The Newton-Raphson method yields
fast convergence for the parameter θ, from which the
joint angles that are all equal, can be computed.
Because the Circular Alignment Algorithm (CAA) method
does not need to visit each joint during an iteration it
can be shown that the CAA method has a computa-
tional complexity of O(1) for each iteration.
4 PERFORMANCE METRIC MAPS
Metric maps allow easy visualization and analysis of
otherwise complex or dense data. A common example
of metric maps are terrain or elevation maps. In these
metric maps the terrain height at any point on the map
is represented as a color shade. They also often include
contour lines at designated elevation intervals to help
us visualize the layout of the terrain represented by the
map.
This basic principal can be generalized to display many
other types of data. We will show how using metric
maps can greatly simplify the visualization and anal-
ysis of the behavior of various iterative inverse kine-
matic algorithms.
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In order to generate a performance metric map of the
workspace of a given joint chain we need to encap-
sulate the whole workspace in an image. Because the
workspace is a circle we need a square image and if we
set the base of the chain to be the center of the image
then the length of the joint chain becomes the radius.
An example of this can be seen in Fig. 5.
workspace
initial conguration
image
Figure 5: Joint Chain Workspace
From this initial configuration we can now iterate over
each pixel in the image using the pixel’s coordinates
relative to the image center as the target point for the
joint chain. For each of these targets we simply run
an iterative inverse kinematic algorithm over the joint
chain and record the desired metric, for example, the
number of iterations taken to move the end-effector to
within ε of each pixel can be seen in Fig. 6. Where
black indicates that the algorithm failed to reach that
pixel, red indicates that algorithm successfully reached
the pixel on the last attempt and in hue scale down to
blue which indicates that the pixel was reached in a
single iteration.
It is interesting to note in Fig. 6 the dark blue (single
iteration) region separates the remaining iso-surfaces
into two disjoint regions. These properties and pat-
terns cannot be analytically derived but by using met-
ric maps these properties can be observed.
Other metrics can also be measured using the same
method. An example of plotting the distance traveled
by the end-effector can be seen in Fig. 7.
5 COMPARATIVE ANALYSIS
Using metric maps to help visualize the behavior of a
iterative IK algorithm on a joint chain gives a much
clearer picture of problem areas. In Fig. 6 it can been
seen that the CCD method fails to place the end-effector
at target locations in and around the initial end-effector
location. The existence of this large void is somewhat
unintuitive but can be clearly seen using a metric map.
It is also can been seen that CCD algorithm in general
requires more iterations to reach targets further from
9 08 7 6 5 4 3 2 110
Figure 6: Metric Map of Iterations (n = 2, i = 10, ε =
0.01)
the base of the chain but covers most of the possible
workspace.
However, as we increase the number of joints in the
chain and plot their corresponding metric maps a num-
ber of interesting properties can be observed (Fig. 8).
The observed structure of the metric map becomes more
complex and the inclusion of more voids is evident.
A interesting observation that can be made using met-
ric maps is that the workspace coverage of the joint
chain diminishes as the number of joints increases. In-
tuitively it could be thought that increasing the num-
ber of joints in the chain would allow the chain more
freedom to move the end-effector to the target location
and thus increase the workspace coverage. However it
appears that adding more than three joints to a chain
decreases the chain’s coverage. This can been seen in
Fig. 9.
An interesting optimization can be done to the workspace
coverage by altering the lengths of the joints in the
chain. If the lengths of the joints are set so that, start-
ing from the end-effector, each joint is the equal to the
sum of lengths before it, then the coverage is largely
unaffected by the increase in the number of joints (Fig.
10). For example, if we have a joint chain where n = 6
then the the length ratios are l = [16, 8, 4, 2, 1, 1].
Using metric maps we can compare the two algorithms,
CCD and CAA for iterations and workspace coverage
(Fig. 12).
We can clearly see through the use of metric maps the
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2.0 0.0
Figure 7: Metric Map of Distance Traveled (n =
5, i = 10, ε = 0.01)
differences in behavior between the two algorithms.
In this example the CCD method has 67% workspace
coverage and clearly uses up to the maximum number
of iterations, colored red, to reach various target posi-
tions.
However, with exactly the same configuration we can
see that the CAA method has 100% coverage and at no
position needs to use up to the maximum number of
iterations. In fact, the CAA method only uses a max-
imum of 5 iterations to reach every target point in the
workspace. On closer evaluation of the CAA method
we can see that the number of iterations required to
completely cover the workspace is solely dependent on
the size of the threshold ε. A comparison of the com-
putational efficiency also shows that the CCD has an
O(n) computational complexity while the CAA oper-
ates in O(1). An example of this can be seen in Figure
11.
6 CONCLUSION AND FUTURE
WORK
We have shown how the use of metric maps can aid
greatly in visualizing and analyzing the behavior of in-
verse kinematic problems. By generating metric maps
for a popular iterative IK method, CCD, we were able
to easily discover and identify the algorithm’s vari-
ous properties, including helping to formulate a new
method, CAA, to address some of the negative perfor-
mance aspects of the CCD method.
Although generating these metric maps can be some-
Figure 8: Clockwise from top left, n = 3, n = 4, n =
5 and n = 6
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Figure 9: CCD coverage with joints of equal length
(ε = 0.01)
what computationally expensive, as essentially they are
an exhaustive search of workspace, the generation lends
itself well to parallel computational techniques. Even
without parallel techniques our implementation gener-
ated 300 by 300 sample images in only a couple of
seconds (see figure 11).
The CCA method shows promise as a high performance
iterative but relies on some important assumptions that
may not be practical in some situations. We would like
to expand the CAA method to be able to incorporate
chains with joints of different lengths.
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Abstract
This paper presents a technique for detecting unstructured areas in scanned 3D data. For many applications, outdoor 3D
scanned data has to be filtered in order to eliminate undesirable artefacts, such as wires, vegetation, small objects, etc. Usually,
this task is done manually, but it would be desirable to provide an automatic tool to reduce the preprocessing cost. The proposed
technique, which consists in two stages, based on anisotropic diffusion and plane regression respectively, allows us to select
most of the uninteresting data. It also has been shown good results with real data.
Keywords: Data filtering, 3D scanner, anisotropic diffusion.
1 INTRODUCTION
3D data acquisition has been turn very popular in re-
cent times, because of the availability of affordable
and very accurate scanners. A lot of 3D data is being
collected from a variety of sources, outdoor and in-
door, for very different purposes, ranging from recon-
struction to analysis and measurement. For this rea-
son, 3D data filtering techniques have become a very
active research topic, with a variety of applications that
include among others robotic vision, civil engineering,
archaeology, medicine, etc.
Typical available 3D laser scanner software includes
tools for processing the 3D points scanned, which con-
stitute complex sets of data. It is often necessary
to remove unwanted objects from the data (workers,
equipment, temporary support structures, etc.), so a
basic segmentation process is necessary. Without a
priori knowledge, automated unsupervised segmenta-
tion provides unsatisfactory results [3, 1, 4]. For this
reason, current 3D point-cloud management software
requires manual or semi-automatic data segmentation.
This can be an extremely slow and tedious operation
when dealing with large complex models.
Most of the unwanted objects present in a 3D out-
doors scene share common geometrical properties. In
general, they do not present surface-like structures lo-
cally. We will call such objects as unstructured. Typi-
cal unstructured objects give rise to point aggregations
Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
Copyright UNION Agency – Science Press, Plzen, Czech Republic
that are: longitudinal (wires), noisy (bushes or trees
branches), and very small and isolated point clusters
(small objects).
In our case, we want to detect unstructured elements
present in a given scene, using geometric information
exclusively. Starting from a point cloud dataset, ob-
tained from a 3D scanner, our technique allows us to
detect such type of elements. By eliminating the se-
lected points we can extract relevant structures from
the scene, in order to create suitable polygonal meshes
for civil engineering applications. It must be empha-
sized that we do not want to reduce or remove the noise
present in the cloud of points, but to detect unstruc-
tured objects present into the scene.
In this paper, we propose a two-stage process for
detecting such type of structures, based on anisotropic
diffusion and plane regression, where 3D data are ar-
ranged as a two-dimensional matrix representing the
polar coordinates of every point relative to the scan-
ner.
This paper is organized as follows. Section 2 in-
troduces the proposed method. Experimental results,
using both synthetic and real data are shown in Sec-
tion 3. Finally, Section 4 presents our conclusions and
further work.
2 PROPOSED METHOD
We start by obtaining the projections of the scanned
points over a range matrix I, where the column and
row for a given point are determined by his horizon-
tal and vertical angle relative to the scanner position.
Each element of the matrix can be a real number, rep-
resenting the distance of the corresponding point to the
scanner, or be undefined if the scanner did not detect
anything.
Our technique consist of two phases. The first one
applies an anisotropic diffusion process to the range
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matrix. This process displaces each point along the
straight line that connects it with the scanner. Sub-
tracting the resulting matrix and the original one, we
can extract the high frequency component of the range
matrix. One can expect that unstructured objects give
rise to bigger variations in the values of the resulting
matrix.
If we generate a matrix with the differences between
the original range matrix and the smoothed one, we
can see that not only appears big values in nonstruc-
tured zones. It also appear significant values inside
the regions where the distance to the scanner changes
gradually (like the ground, or a inclined wall). This
is due to the anisotropic diffusion process modify the
values of these regions to reach a central value. The
second phase detects such variations in the subtracted
matrix, measuring the difference between every ac-
tual point and a regression plane, calculated from his
neighbours.
2.1 Anisotropic diffusion
Perona and Malik [7] introduced an iterative, non-
linear regularisation technique known as anisotropic
diffusion which regularises grey-valued images while
preserving important discontinuities that often contain
edge information. This process can be generalised to
be applied to colour [5] and disparity (range) images
[6]. Our approach is based in the latter case. Being I
our range matrix, we will apply this technique in or-
der to remove the high frequencies from it, effectively
displacing the points.
Anisotropic diffusion modifies the value on a point
as a function of the difference with its neighbours.
This difference is weighted by a conduction coefficient
c. For the discrete approach of the anisotropic dif-
fusion a four nearest neighbours discretization of the
Laplacian operator can be used to update matrix val-
ues in each iteration:
It+1 = It +λ [cN ·∇N(I)+ cS ·∇S(I)+
+cE ·∇E(I)+ cW ·∇W (I)] (1)
where ∇ represents the gradient operator, λ ∈ [0,1/4],
and the sub-indices N, S, E andW represent the North,
South, East and West neighbours.
Anisotropic diffusion uses a conduction coefficient
c that is 1 inside each region and 0 at the boundaries.
We have used the following expression for c [7]:
g(x) =
1
1+(x/K)2
(2)
Where x is an estimate of the range matrix gradient
magnitude for the corresponding point, and K is just a
threshold according to which the boundaries with con-
trast bigger than K will remain and the rest will tend
Figure 1: Unstructured point detection. a) Structured
set of points, the distance between the point (red) and
the ones used to estimate the regression plane (black),
is small. b) Unstructured set of points: the distance
between the red point and the plane is bigger.
to disappear. This value can be fixed manually or be
the noise estimator described by Canny [2]: the accu-
mulated histogram of the absolute values of the image
gradient can be determined and the value of K is cho-
sen that leaves 90% of the histogram values below.
The number of iterations can be established man-
ually. When the process finishes, we obtain the
smoothed image I′. If we compare the smoothed
image I′ with the original I we can see important
differences in noisy zones. We will then calculate a
new matrix M = I− I′.
2.2 Plane regression
Regions belonging to structured objects present one
characteristic inM: their values can be locally adjusted
to a plane with small error. We use this in a similar
manner to [8], to discriminate between unstructured
and structured regions. To find the best plane that ad-
justs the points we consider the row and column in-
dices of the matrix as the X and Y coordinates and the
values themselves as the Z coordinate. For each value
inside the matrix, we can use its neighbour values to
fit a plane and measure the distance between the plane
and the value itself. If the value corresponds to a struc-
tured region, the distance with the plane will be very
small (See Figure 1). This way we generate a new dif-
ference matrix, M′, filled with the distances between
every value to its corresponding regression plane, al-
lowing us to characterize the unstructured regions.
The final selection stage will be performed by
thresholding the difference matrix M′ estimated in the
regression phase. We use as a threshold the inflection
point calculated over the histogram of M′. Isolated
points are directly marked as unstructured.
3 EXPERIMENTAL RESULTS
3.1 Experimental setup
We have tested our technique on several synthetic and
real world scenes. Synthetic scenes have been ob-
tained by simulation, from a simple world composed
by several simple structured objects (ground and build-
ings), and unstructured ones (trees, bushes and electric
wires), giving us a cloud of approximately 530.000
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Figure 2: Synthetic scene used in experiments.
Figure 3: Synthetic cloud of points used in the exper-
iments, generated from the scene in figure 2. showing
a building, a street light, and some vegetation.
points (See Figures 2 and 3). Vegetation leaves have
been simulated using randomly placed points inside a
sphere.
The real world scene (Figure 4) has been obtained
outdoors using a mid range laser scanner (Callidus CP
3200), showing an ancient stone bridge, surrounded by
vegetation, with approximately 400.000 points. The
point cloud also contains some wires, belonging to the
scanning station.
We have the ground truth only for the synthetic
scene, so we will show numerical results for that im-
age only.
For the diffusion process, the following parameters
have been used for all the experiments: 100 iterations,
λ = 0.25, and K such that leaves an 80% of the accu-
mulated histogram.
3.2 Results obtained
Figures 5 and 6 show the clouds of points projected
over the range matrices. As we can see, there are large
areas of undefined points, corresponding mainly to the
sky, where the laser beam did not return to the scan-
ning station. These points will be simply ignored in
the processing stages.
Figure 4: Cloud of points obtained outdoors by a mid
range scanner.
Figure 5: Projected points corresponding to the syn-
thetic scene, using the real colours of the scene. Un-
defined points are shown in grey.
Figure 6: Projected points corresponding to the real
scene, using the real colours of the scene. Undefined
points are shown in white.
Figure 7 shows the results obtained from the syn-
thetic cloud of points, using regression planes com-
puted over a neighbourhood defined by a centred win-
dow size of 3. It can be seen that most of the un-
structured points are correctly marked, and some of the
structured points, specially those placed in high curva-
ture areas, are marked also as unstructured. Particu-
larly interesting is the case of the street lights, whose
poles are labeled as unstructured. In fact, these objects
are only slightly thicker than the electric wires.
Some numerical results are shown in Table 1. The
best results have been obtained with smaller window
sizes. This is due to the better tolerance to curvature
in the arrangement of the points in the neighbourhoods
of the structured points.
Figure 8 shows the results obtained for the real
scene. It can be seen that most of the bushes are se-
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Figure 7: Results for the synthetic cloud in fake col-
ors (blue: correct match for structured regions; green:
correct match for unstructured regions; red: incorrect
match). Neighbourhood window size: 3.
Window Size Unstructured Structured
3 92.34% 97.18%
5 92.00% 96.77%
7 89.23% 97.28%
9 89.98% 96.53%
Table 1: Accuracy levels achieved for the synthetic
scene, varying the neighbourhood window size.
Figure 8: Results for the real scene. Points detected as
unstructured are marked in red. Neighbourhood win-
dow size: 9.
lected correctly. The upper border of the bridge is
marked also as unstructured. This is due to the pres-
ence of small bushes in this part of the bridge. We can
also see that the vegetation of the ground has been not
marked, because of his small height.
4 CONCLUSIONS AND FUTURE
WORK
Our method can detect and mark most of the unstruc-
tured elements in outdoors 3D scenes. These unstruc-
tured elements correspond in most of the cases with
undesirable objects in the scanned scene (wires, vege-
tation, etc.).
The first stage, composed by an anisotropic diffu-
sion process followed by a subtraction, eliminates the
low frequency components of the cloud of points, and
the plane regression stage detects locally the lacking
of structure. As a result, we obtain a labelling for each
point, indicating the presence (absence) of local struc-
ture.
Numerical results show that the proposed method
is accurate enough to give an initial estimation of the
structures of interest in a cloud of points.
It is worth to mention that our method is currently
used in a 3D data manipulation software, as part of
a supervised point selection tool for civil engineering
applications, with good results.
As a future work, we plan to test our method with
other kinds of scenes, containing objects of different
scales. We want also to take into account the colour in-
formation in the selection process. Finally, our method
can be combined with object detection techniques to
select mixed compound objects, such as trees, which
have unstructured parts (leaves) and structured ones
(trunk).
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ABSTRACT
Detection and removal of rain streaks from videos has recently become a great and challenging topic of research. 
This paper discusses a new technique for the removal of rain from videos using the temporal-spatial statistical 
properties. For this the temporal statistical properties of the pixels affected by rain are made use of, and then an 
efficient and easy algorithm is implemented which takes care of the effective removal of rain from videos. This 
technique works very well for videos with still and moving backgrounds involving moving objects with a fixed 
camera position. For the videos which involve the motion of the camera, the technique works well for a small rate 
of change of background in the camera frames. Our algorithm does not use variable and conditional parameters 
like the shape, size, velocity, and spatio-temporal physical model of raindrops, and camera’s parameters like the 
aperture, focal length, and exposure time. The test results quantitatively and qualitatively illustrate that the 
performance of our algorithm is quite efficient in comparison to the previously existing algorithms which are 
state of the art techniques used for the purpose of removing rain from videos.
Keywords
Rain Detection, Rain Removal, Image Restoration, Temporal Properties, Pixel Occlusion, Spatial Filtering, 
Outdoor Vision and Weather.
1. INTRODUCTION
In the present day scenarios, we need to perform real 
time image processing and computer vision 
operations on real world objects. However, we have 
to deal with a large amount of interference and noise
effects in the images of real world objects. The most 
important and prominent effect is that of the weather. 
The weather effects cause a lot of irritation to human 
viewers, and also affect the performance of vision 
algorithms for carrying out tasks like object 
detection, object recognition, tracking and image 
segmentation. Our project is based on Content Based 
Image Retrieval for Photo Automatic Sorting System. 
We have to carry out tasks like face detection, face 
recognition, image registration, general object 
detection and recognition, and key frames extraction 
in the images and videos of real world objects, which 
could vary from people to landscapes and 
architecture. In this case we use small features which 
operate on the images. 
There are two kinds of outdoor weather conditions 
that we have to deal with: static weather conditions 
(fog, haze) and dynamic weather conditions (rain and 
snowfall). The dynamic effects of weather conditions,
like the blurring and intensity altering effects of rain 
streaks on large portion of the images, affect the 
efficiency of these algorithms. Any vision algorithm 
which uses small features will be seriously affected 
by the disruptive effects of the weather conditions. 
Hence, we aim to reduce these disruptive effects of 
weather like motion blurring, and restore the image to 
its original form, to carry out our task of Content 
Based Image Retrieval with a good performance. In 
this paper we deal specifically with the dynamic 
weather conditions involving the removal of rain 
streaks from videos.
1.1 Related Work
Starik and Werman approached this problem by 
trying out temporal median filtering on pixels
[Starik03a]. The problem with their developed 
method is that it works in the case of moderate rain 
conditions on clear day scenes. However, in the case 
of heavy rain and poor contrast scenarios, their 
method causes unnecessary blurring of other details 
in the images while retaining the blurring effects of 
rain considerably. Figure 1(a) shows the effect of 
using this approach on a scene with appropriate 
contrast and heavy rain conditions, and Figure 1(b) 
illustrates the effect of using this method on a scene 
with poor contrast and heavy rain conditions. It can  
 
WSCG 2011 Communication Papers 173
be seen that the image becomes a little blurred at the 
edges, and the rain streaks are still quite clearly 
evident after the temporal median filtering. Garg and 
Nayar have tried to remove rain using the spatial and 
photometric properties [Garg04a]. Their method does 
not work very well in the case of videos involving 
heavy rain. They also removed rain from videos for 
certain conditions by adjusting the camcorder’s 
parameters like the exposure time and aperture 
[Garg05a]. However, this case does not apply very 
well in the case of heavy rain conditions. Zhang 
utilized the temporal and chromatic properties to 
remove rain [Zhang06a]. This method does not 
perform real time processing, and the chromatic 
property they use depends on the experimental 
frames. Barnum et al use blurred Gaussian to 
approximate a rain streak for the blurring that it 
causes [Barnum07a]. This can work for clear rain 
scenes but in the heavy rain case, a blurred Gaussian 
is not effectively appropriate to segment rain streaks. 
Zhao and Liu implemented the histogram model to 
detect rain in videos [Zhao08a]. Their method uses 
K-means clustering, and its effectiveness is 
appropriate only for videos of stationary scenes taken 
with a fixed camera position. Park and Lee have used 
the Kalman filtering method to estimate the intensity 
of the rain affected pixels [Park08a]. This method 
performs real time processing of videos but it works 
only for a fixed camera position and still background 
which is not practical in real applications. Brewer and 
Liu model rain streaks based on the shape, velocity, 
and aspect ratio of rain drops [Brewer08a]. However, 
the aspect ratio depends heavily upon the camera’s 
exposure time, and for a video with unknown 
exposure time and heavy rain, the segmentation of 
rain and non-rain regions is not much effective, and 
their algorithm does not work very well for heavy 
rain conditions in a video. Liu and Xu detect rain 
using the chromatic property, and they develop a 
discriminant function to eliminate false detections 
[Liu08a]. Their algorithm considers only videos with 
stationary background taken by a stationary camera, 
and it uses the threshold values which have to be 
estimated depending upon the video in consideration. 
They improve their method in [Liu09a] by effectively 
segmenting the rain and moving object pixels to work 
for any video with better and effective results.   
1.2 Our Work
In this paper we discuss the removal of rain using the 
temporal-spatial statistical properties. The intensities 
of each pixel are analyzed for the first 15 frames. 
Using the statistical properties of the pixels, an 
algorithm is empirically developed to distinguish the 
rain affected pixels from the other unaffected pixels. 
This algorithm works for the videos of the static 
scenes taken by a stationary camera. To distinguish 
rain affected pixels in the videos with changing 
background taken by both stationary and moving 
cameras, further processing of the rain affected pixels 
is carried out. An empirical distinguishable property 
of the rain affected pixels is used. This property states 
that the difference in the intensities of the rain 
affected pixels in consecutive frames is 
comparatively lower than the difference in the 
intensities of the pixels affected by the motion of the 
object.
Section 2 deals with the detection and the removal of 
rain. Section 3 deals with the experimental results and 
the comparison of our algorithm with some of the 
previously existing algorithms. Section 4 leads to the 
conclusion where we discuss the benefits and the 
drawbacks of the proposed method. Section 5 lists the 
references that we have used for our study.
  
(a)
      
(b)
Figure 1: Illustrations of the result of using 
temporal median based filtering (a) A scene from 
a video with heavy rain (b) A scene from a video 
with heavy rain and poor contrast
2. DETECTION AND REMOVAL OF 
RAIN
2.1 Rain Detection
The temporal statistical properties are used for the 
detection of rain. We deal with the case of a 
stationary camera and stationary background, which 
may or may not contain moving objects. Then we will 
deal with a more general case involving the motion of 
camera with a changing background. 
We consider the intensities of each pixel for the first 
15 frames. We take the average of the intensities for 
each pixel over the sequential 15 frames. We have 
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considered a few observations reported by Garg and 
Nayar [Garg04a] as our initial assumptions. These 
observations are mentioned below.
 The intensity of a pixel shoots to a very high 
value as compared to its background when it 
is occluded by a rain drop. 
 A pixel is not always covered by rain 
throughout the video. 
 Also a pixel is almost negligibly covered by 
rain in more than 2 frames consecutively. 
The case where the pixel is covered by rain 
drops in more than two frames consecutively 
has also been accounted for by our rain 
removal algorithm. 
So we take the average intensity of each pixel over 
the 15 frames. Let us say that for a particular pixel i
in frame n, this specific value is 1,i nt . The intensity 
values higher than this average value 1,i nt , are 
considered and stored separately. Then we take the 
average of these higher intensities, 2,i nt and take the 
mid value between this average and the average 1,i nt
calculated for all the frames earlier, as the threshold. 
Let us say that this threshold value is 3,i nt whose value 
is obtained from equation 2.1a.
1 2
, ,3
, 2
i n i n
i n
t t
t
                                                   (2.1a)
The intensity values greater than 3,i nt   are empirically 
found out to be affected by rain, and the rest are not 
generally affected by rain. 
We carry out this processing for all the pixels in the 
next 15 frames and hence forth, till the end of the 
video. This method will detect the rain in the case 
where the camera’s position is fixed and the 
background is stationary, without involving the 
motion of any random object. Next we consider the 
case involving the motion of a random object in the 
video with the fixed position of the camera. This 
algorithm will detect the motion of a random object 
as false positives. In that case we can use another 
property of rain affected pixels which is described 
ahead, to distinguish them from the motion of some 
random object. So, we refine this algorithm further to 
remove the false positives.                                                       
We have observed experimentally that for a specific
frame n, and for a particular pixel i affected by rain, 
the difference , ,i n rI between the intensities for the 
frame n and the frame n-1, is lower than the 
difference , ,i n oI between the intensities of the 
pixels affected by the motion of the random object 
for the frame n and frame n-1. This can be expressed 
mathematically with the equations.
, , , , , 1,i n r i n r i n rI I I                                                 (2.1b)
, , , , , 1,i n o i n o i n oI I I                                           (2.1c)
, , , ,i n r i n oI I                                                    (2.1d)
Here r refers to rain affected pixels and o refers to the 
pixels affected by the motion of the object. We have 
a general observation for these differences in 
intensity values.
2 1
, , , ,( )i n r i n i nI t t                                                                                              (2.1e)
2 1
, , , ,( )i n o i n i nI t t                                         (2.1f)
It is observed that the value of   lies in the range 
[0.2 – 0.5] and the value of   is generally greater 
than 0.6. This summarizes the range for    and  
that we get from the videos which we used for our 
observation. The more precise narrow range for    
and    will depend on the experimental video more 
accurately. Using this property of the rain affected 
pixels we can reduce the false positives further. This 
method can effectively eliminate the edges detected 
by the motion of the object in sequential frames, 
which are wrongly detected as candidate rain pixels.
Finally in the case involving the motion of the 
camera, we consider the videos where the 
background changes at very slow rate so that intensity 
of the pixels can be considered for the desired 
number of frames by their proper alignment. The 
limit for the frame rate of the videos, for which our 
algorithm seems to produce good results, lies 
between 10-15 frames per minute. The next section 
involves the removal of rain from the rain affected
candidate pixels.
2.2 Removal of Rain
Here we consider the cases where a candidate pixel is 
affected once or more in three consecutive frames. In 
the case where a particular pixel i is affected once by 
rain in frame n, the intensity ,
first
i nI    is calculated as an 
average of the intensity of the pixel in the previous 
frame , 1i nI    and the next frame , 1i nI  , where the 
pixel is not affected by rain. This concept is taken 
from Garg and Nayar [Garg04a].
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, 1 , 1
, 2
i n i nfirst
i n
I I
I  
                                          (2.2a)
If the pixel is affected by rain more than once in 
consecutive frames, we consider two cases. In one 
case the pixel is affected twice in three consecutive 
frames, and in the other one which is very rare in 
practical situations, a particular pixel is affected in all 
the three consecutive frames. For the former case, if a 
pixel i is affected in frame n and frame n-1, the pixel 
in frame n-1 is convolved with the spatial 3×3 mask
which is illustrated in Figure 2. The justification 
behind using this spatial filter is based upon an 
empirical observation which is, it is very improbable 
for all the pixels in the 3×3 neighborhood of the 
affected pixel to be covered by rain drops and 
especially in a streak. Also, the close neighborhood 
of a pixel generally has an identical intensity 
background pattern. 
The net intensity of the pixel i, sec,
ond
i nI   is then 
computed as the average of the intensity , 1i nI    in the 
n+1 frame and the intensity after spatial filtering 
. .
, 1
spat filt
i nI    in the n-1 frame.
. .
, 1 , 1sec
, 2
spat filt
i n i nond
i n
I I
I  
                                   (2.2b)
We will get a similar result if the pixel in the n+1
frame has been affected instead of the n-1 frame. 
. .
, 1 , 1sec
, 2
spat filt
i n i nond
i n
I I
I  
                                                                          (2.2c)
Next we consider the final case, which is very rare in 
practical situations, where a particular pixel is 
affected consecutively in three frames. This is the 
case when the rain is very heavy as in the case of a 
hurricane or storm. The intensity ,
third
i nI of the pixel i
in frame n is then calculated as the average of the 
intensities . ., 1
spat filt
i nI    and 
. .
, 1
spat filt
i nI    of the pixel in the 
frames n-1 and n+1, respectively, after it has been 
spatially filtered using the same 3×3 mask as shown 
in Figure 2.
. . . .
, 1 , 1
, 2
spat filt spat filt
i n i nthird
i n
I I
I  
                                 (2.2d)
Figure 2: Spatial 3 3 mask
3. EXPERIMENTAL RESULTS
We applied this algorithm on different videos 
involving heavy rain, changing background, static 
and dynamically changing positions of camera. We 
consider these cases one by one to show the 
effectiveness of our algorithm in different practical 
scenarios. The results here are shown for the 
implementation of this technique on the standard 
videos used by Garg and Nayar [Garg04a], Zhang
[Zhang06a], and Park and Lee [Park08a] to facilitate 
comparison with their methods. We compare our 
work with their methods since they performed 
completely independent, unrelated, and pioneering 
work in this area. The rest of the work done by other 
people involves the usage of some part of their 
algorithms to develop and modify their own 
technique for rain detection and its removal from 
videos.
These videos were taken from the work done by Garg 
and Nayar, and Zhang [Garg04a, Garg05a, Garg06a, 
Zhang06a]. We consider a simple case of a video in 
which rain is falling heavily in front of a brick wall 
causing ripples on the ground. Here the background 
is not changing and the position of the camera is 
fixed. Figure 3(a) shows the original image frame,
and Figure 3(b) shows the same image frame after the 
application of our algorithm. It is quite clear that the 
rain streaks have been removed very well. Next we 
consider the similar case of a scene of a wall with 
dense rain streaks. Figure 4(a) shows an image frame 
from the video, and Figure 4(b) shows the same clear 
image frame obtained after the removal of the rain 
streaks. The quality of the picture obtained after the 
application of our algorithm is very good.
     (a)
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(b)
Figure 3: Video with still background and 
stationary camera position (a) Original image 
frame with clearly visible rain streaks (b) The 
same image frame obtained after the application 
of our algorithm on the video
Next we consider a more general case where the 
camera’s position is fixed and the object is moving. 
Here we consider the case where there are candidate 
rain pixels in the foreground and the background. 
Figure 5(a) shows an image frame taken from a video 
in which a man is moving and the background as well 
as the camera is fixed in position. Here the rain 
streaks are very clear. Figure 5(b) shows the same 
frame after the removal of the rain streaks from the 
background as well as the foreground containing the 
moving object. The developed algorithm proves to be 
really effective in this case.
(a)      
(b)
Figure 4: Video with still background and 
stationary camera position (a) Original image 
frame with heavy rain streaks (b) Image frame 
obtained after the application of our algorithm on 
the video containing the frame shown in figure 
3(a)  
      
(a)
                                        (b)                                                                               
Figure 5: Video with still background and moving
WSCG 2011 Communication Papers 177
object with stationary camera position (a) The 
frame shows the image of a moving object with 
fixed background and stationary camera position 
containing rain streaks (b) This image shows the 
same frame after removal of heavy rain streaks 
using our algorithm
We have done qualitative comparison of our 
algorithm with the previously existing algorithms
developed by Garg and Nayar [Garg04s], Zhang 
[Zhang06a], and Park and Lee [Park08a]. For this we 
considered a challenging case where the contrast is 
dark, the background is changing at a slow rate with 
heavy rain and the position of the camera is changing. 
A particular image frame is considered in Figure 6(a). 
Figure 6(b) shows the same frame with the rain 
streaks almost completely removed after the 
application of our algorithm. Figure 6(c) shows the 
frame after the application of Garg and Nayar’s 
method. It can be seen that their method is not very 
effective in removing the rain streaks completely in 
this case.  Figure 6(d) shows the image frame after 
the application of Zhang’s method. Here the rain 
streaks have been removed in a better way as 
compared to Garg and Nayar’s method. However, 
some rain streaks can still be perceived. Finally, 
Figure 6(e) shows the result after applying the 
Kalman filtering process as proposed by Park and 
Lee. Since Park and Lee’s method does not perform 
well for videos taken by cameras with changing 
positions, rain streaks are still very evident in Figure 
6(e) after the Kalman filtering process. The better 
clarity in the visual content after the removal of rain 
from the video using our algorithm can be compared 
to the results obtained after the application of other 
methods as shown below.
(a) Original Scene
(b) Proposed Method
(c) Garg and Nayar’s Method
      
(d) Zhang’s Method
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(e) Park and Lee’s method
Figure 6: Qualitative comparison of our algorithm 
with the previously existing algorithms. Image 
frame is taken from a video having a dark 
contrast with changing background and 
dynamically changing camera position (a) 
Original scene (b) Rain streaks have been almost 
completely removed with the help of our 
algorithm (c) This image frame shows the result 
after the application of Garg and Nayar’s method 
(d) Image frame after the application of Zhang’s 
algorithm (e) This image frame shows the result 
after the application of Kalman filtering process 
as implemented by Park and Lee.
As we had mentioned in the introduction section, our 
purpose for this work is to restore the images which 
have been considerably weather degraded, to carry 
out tasks like object recognition, object detection, 
and image registration using vision algorithms. In this 
case we detect feature points on the image after 
which we carry out techniques like SIFT, SURF and 
MSER. It is observed that we do not get proper 
points in the images which have been degraded by 
rain. Hence, we establish the quantitative 
performance of our method in terms of the detection 
of proper feature points using the Harris-Affine 
Detector and the Hessian-Affine Detector
[Mikolajczyk04a]. This is a completely new approach 
in comparison to the previous approaches to 
quantitatively judge the efficiency of their algorithms. 
Our method for evaluating quantitative performance 
is very specific to our objective for carrying out this 
work. We hope that this kind of evaluation has a 
potential for further research where the aim of 
restoring weather degraded images is to carry out 
content based indexing and retrieval in images and 
videos.
Table 1 and Table 2 illustrate the performance of 
Harris-Affine and Hessian-Affine Detectors on the 
images which have been illustrated in Figure 3, 4 and 
5.
Table1: Harris-Affine Detector
Image Resolution Correct 
Number 
of Points 
Detected
Total 
Number 
of Points 
Detected
Time 
Taken
Figure 4(a) 368×288 109 550 1.2s
Figure 4(b) 368×288 114 508 1.183s
Figure 5(a) 320×304 44 239 1.033s
Figure 5(b) 320×304 47 215 1.033s
Figure 6(a) 504×376 115 767 2.333s
Figure 6(b) 504×376 139 710 2.317s
Table2: Hessian-Affine Detector
Image Resolution Correct 
Number 
of Points 
Detected
Total 
Number 
of Points 
Detected
Time 
Taken
Figure 4(a) 368×288 120 219 0.433s
Figure 4(b) 368×288 136 185 0.417s
Figure 5(a) 320×304 56 133 0.333s
Figure 5(b) 320×304 66 124 0.333s
Figure 6(a) 504×376 148 311 0.817s
Figure 6(b) 504×376 153 296 0.800s
It can be seen that the proper number of points 
detected using the Harris-Affine and Hessian-Affine 
detectors is more in the case of restored images in 
comparison to the weather degraded images, where 
the improper number of feature points detection 
along with the time taken for it, is more.
4. CONCLUSIONS
The experimental results show that the proposed 
algorithm works very well for different scenes with 
still and moving backgrounds with moving random 
objects having varying textures and still and moving 
camera positions. We have implemented the complete 
setup on MATLAB platform. The results show that 
the efficiency of our algorithm is comparable to the 
previously existing algorithms. We have dealt with 
the particular cases where a pixel is covered by rain 
in more than one frame which gives us advantage 
over Garg and Nayar’s method where the average of 
the intensities of the neighboring pixels in the same 
frame is taken as the intensity of the pixel in that 
frame.
Our method has a small latency, so it could be used in 
real time processing applications where latency does 
not need to be strictly negligible. This gives us an 
advantage over Zhang’s method which considers 
many frames from the complete video for processing 
and thus is not suitable for real time processing
applications. Also, Park and Lee’s method of Kalman 
filtering process does not apply well for videos 
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involving changing background and changing camera 
position. Thus, although their method does not 
involve any significant latency, it considers very 
specific cases which are not that practical in day to 
day applications. Our image quality is comparable to 
other methods for the general case involving slowly 
changing background, along with the changing 
camera position. Also, we do not consider the size, 
velocity, shape, and any physical model of rain 
streaks, and the external parameters like camera’s 
aperture size, focal length, and exposure time. 
On the other hand, there are a few limitations of this 
method as well. The small latency makes the method 
unsuitable for real time processing applications 
requiring no latency at all. Also in the case of videos 
having image frames with very large resolution, this 
method would require a lot of storage memory which 
may make it unsuitable for some specific practical 
applications. In the case of heavy rain when the 
spatial filter is convolved two times in two frames for 
a given pixel position, there is a slight degradation of 
quality of the video, in terms of a little blurring of the 
details. Still the video is better in terms of quality 
after the removal of heavy rain from it. The range of 
 and  is empirical and in some cases there are 
misclassifications between the rain affected and the 
moving object pixels. For videos with very bright 
background, the rain affected pixels may not be 
detected properly leading to insufficient removal of 
rain from the frames. This method cannot deal with 
videos with very fast changing background and 
camera position. Figure 7 illustrates two cases where 
this algorithm is not effective. In Figure 7(a), the 
camera’s frame change rate is very fast; whereas in 
Figure 7(b) the rain is very heavy along with mist as 
experienced in a hurricane or storm. Future work 
focuses upon dealing with these issues.
                  (a)                                        (b)
Figure 7: Scenes from the videos where the 
performance of the algorithm is not effective (a) A 
scene from a video where the background is 
changing at a high frame rate (b) A scene from a 
video with extremely heavy rainfall which is 
experienced in a hurricane or a storm.
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ABSTRACT
The ability to generate random samples that match a spherical PDF given in terms of spherical harmonic coefficients is very
important in many fields of computer graphics. Recent work has shown that generating such samples can be done efficiently,
but the published methods are not robust in the presence of reconstruction errors which manifest themselves as negative values
of the PDF. In our paper, we extend the approach so that it can handle such errors, and generates uniform distribution of samples
in the negative parts of the sampled function while preserving a distribution that matches the original function elsewhere. The
overall distribution approximates the original function and guarantees that there are no parts of the spherical domain which
remain unsampled. This property makes the scheme suitable for use in unbiased Monte Carlo rendering.
Keywords: Monte Carlo rendering, importance sampling, spherical harmonics.
1 INTRODUCTION
Spherical harmonics are a set of functions yml (θ ,φ)
which form a basis of square-integrable functions de-
fined over the spherical domain. Thus, any such func-
tion can be represented as a series of coefficients in this
basis. In addition, spherical harmonics have some in-
teresting properties, such as support for rotations and
convolutions, which may favor them over other sim-
ilar bases. This lends to many applications in com-
puter graphics, where functions defined over the sphere
or hemisphere are very common. BRDFs ([4]), pre-
computed radiance transfer ([8]) and irradiance envi-
ronment maps ([6]) are examples of such functions.
Recently, an efficient strategy for importance sam-
pling of functions given as spherical harmonics coef-
ficients has been introduced in [3]. The ability to effec-
tively produce high quality sample distributions broad-
ens the scope of applications of spherical harmonics
to other fields of computer graphics such as unbiased
Monte Carlo rendering.
Spherical harmonics are not without limitations,
though. The projection of a band-unlimited function
to spherical harmonics will yield an infinite sequence
of non-zero coefficients, which for practical purposes
needs to be truncated. This step introduces errors to the
reconstructed function, which manifest themselves as
the so-called ringing artifacts. Specially, for a strictly
positive function f , its reconstruction fˆ can have parts
with negative values. The importance sampling scheme
of Jarosz et al. is particularly sensitive to this kind
Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
of problem, because the hierarchical warping process
used to generate the samples is undefined for negative
values (negative values can’t be used to construct a
valid PDF1). Simple clamping of the negative values
to zero will lead to bias as there will be parts of the
function’s domain which won’t receive any samples.
The authors recommend adding a positive offset to the
function, but it is not clear how to find a suitable value
for the offset. If the offset is set too high, it will prevent
negative reconstruction issues but at the same time it
will degrade the quality of the resulting distribution (it
will tend towards globally uniform distribution).
On the other hand, some applications might not need
a sample distribution that exactly matches the recon-
structed function. During our work on unbiased Monte
Carlo rendering, we faced the problem of importance
sampling a local radiance estimate stored as a set of
spherical harmonic coefficients. Here, the function we
are trying to sample is inaccurate anyway, so an approx-
imate sampling strategy is sufficient.
The contribution of this paper is a modification of
the sampling scheme of Jarosz et al., which overcomes
the reconstruction problems without function offset-
ting. Our method doesn’t always generate samples that
match the sampled function closely, but avoids bias
from negative reconstruction values.
2 RELATEDWORK
2.1 Background
Real spherical harmonic basis functions are defined by:
1 Probability density function
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yml (θ ,φ) =
{
Kml P
|m|
l (cosθ)cos |m|φ , for m≥ 0
Kml P
|m|
l (cosθ)sin |m|φ , for m< 0,
(1)
where Kml are constants and P
m
l are the associated Leg-
endre polynomials. For a detailed description of spher-
ical harmonics and their properties, see [7] or [2].
Due to orthogonality, the coefficients of a function
f projected onto the spherical harmonic basis can be
obtained from:
cml =
∫∫
4pi
f (θ ,φ)yml (θ ,φ)dθ dφ (2)
For practical purposes, we truncate the series by set-
ting yml = 0 for l>N, where N is a pre-determined max-
imum band. During reconstruction, we approximate
the original function by summing the basis functions
weighted by the coefficients cml :
f (θ ,φ)≈ fˆ (θ ,φ) =
N
∑
l=0
l
∑
m=−l
cml y
m
l (θ ,φ). (3)
Mathematically, truncated spherical harmonics ex-
pansion can be shown to be the minimizer of the least
squares error functional:
∫
4pi
( f (Ω)−
N
∑
l=0
l
∑
m=−l
cml y
m
l (Ω))
2 dΩ. (4)
Minimizing the square of the error allows the result
to oscillate about the original function which gives rise
to the so called ringing artifacts. There are a number
of techniques how to reduce this effect, for example fil-
tering the resulting coefficients, using constrained least
squares projection or offsetting the function before its
projection. A survey of these techniques along with a
rigorous mathematical description of the problem can
be found in [5], [1] and [7].
However, none of these techniques can guarantee
a non-negative reconstruction fˆ for an arbitrary non-
negative function f and arbitrary maximum band N in
general.
2.2 Hierarchical sampling
Here, we give a brief overview of the sampling
scheme introduced in [3]. The process starts with a
uniform sample distribution over the whole surface of
the sphere. In the second step, we split the domain
into four quadrants and compute the integrals of the
function over these sub-domains. The four computed
values serve as an importance function, which is used
to warp to sample set. This step is then recursively
repeated on the four quadrants.
Technically, the warping step is accomplished by do-
ing a warp along the vertical axis first and then along
the horizontal axis. For a domain T and its quadrants
A,B,C,D (see Figure 1), this means we compute the in-
tegrals I1 = IA+ IB and I2 = IC+ ID of the reconstructed
function and warp the set of the samples according to
probabilities pAB =
I1
IT
and 1− pAB. Warping along the
horizontal axis is analogous. The effect of the warping
step is that more samples are placed in areas with large
values of fˆ .
Figure 1: Left: definition of quadrants and integrals of
the corresponding domains used in the text. For visual-
ization purposes, we have mapped the spherical surface
domain to a square. T denotes the union of all A, B, C,
D. Right: one of the possible scenarios where some of
the integrals are negative.
Warping continues in this fashion recursively up to a
predefined maximum warping depth. The PDF of each
sample is then computed from the ratio of the integral
over the node containing the sample and the integral
over the whole sphere.
This method generates samples that are distributed
exactly proportionally to values of the reconstructed
function fˆ as long as the reconstruction is positive.
However, once we encounter negative values for the in-
tegrals, we cannot perform the warping step and the
scheme breaks. The authors propose adding a posi-
tive offset to the function before projection, but finding
a suitable value for this parameter automatically is an
open problem.
3 OUR APPROACH
Instead of trying to avoid negative reconstructed values
completely, we use different rules during the warping
process so that it can handle them in an unbiased way.
3.1 Warping step
The basic warping step is similar to [3]. First, the
samples are warped along the vertical axis and then
along the horizontal axis. As opposed to the original
approach, we don’t use the values of the integrals I1,
I2, and corresponding probabilities pAB =
I1
IT
, pCD =
1− pAB directly, but rather we use the values
pˆAB, pˆCD = 1− pˆAB (5)
, where
pˆAB is pAB clamped to the [ε,1− ε] range (6)
for 0 < ε ≤ 12 . Warping along the second axis is analo-
gous.
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Our observation is that this enables us to continue
warping even if some of the integrals IA, IB, IC, ID are
negative, but only as long as the total integral IT is pos-
itive. In effect, we modify the function we are trying
to sample so that it has positive values of the respective
integrals. If the total integral IT is negative, we termi-
nate the recursion immediately, which leaves the sam-
ple uniformly distributed in the domain of T as we have
no suitable definition of corresponding sample distribu-
tion in this case.
Our scheme guarantees that we always get valid sam-
ple distributions and that there are no areas completely
without any samples. This follows from the fact that
at each warping level, the probability of each quadrant
is at least ε2, so for K levels of recursion, we have
pX ≥ ε2K > 0 for all respective sub-regions X of fˆ .
This along with the fact that we can compute the PDF
of each sample exactly means that the importance func-
tion is nonzero over the whole domain and the Monte
Carlo estimator remains unbiased for any ε ∈ (0, 12 ].
3.2 Sample PDF
The PDF of each sample after the warping step can no
longer be computed simply as the integral of the con-
taining node divided by the total integral. This is be-
cause our clamping rule diverts the PDF of generated
samples from the original function. Instead of the orig-
inal calculation, we compute the final PDF incremen-
tally during the recursion. Each warping step modifies
the probability of a given quadrant from the original 14
to pˆh pˆv for the respective horizontal and vertical prob-
abilities computed from fˆ . Therefore, we need to scale
the sample PDF by the factor pˆh pˆv1
4
for each warping
level.
If we start with a PDF of a uniform distribution over
the whole spherical domain, the final PDF of the sample
(after k levels of warping) will be:
1
4pi
k
∏
l=1
pˆh pˆv
1
4
=
4k
4pi
k
∏
l=1
pˆh pˆv (7)
3.3 The role of ε
The value of ε generally affects the uniformity of the
resulting distribution.
Setting ε near zero will yield a distribution, whose
PDF matches the original function very closely, but
very few samples will be in the regions of negative re-
construction. In the limit case of ε = 0, our method
will return the same sample distribution as the original
method of Jarosz et al. for functions which do not ex-
hibit negative reconstruction issues.
On the other hand, setting ε = 12 will yield globally
uniform distribution, as the probabilities will be equal
in each warping step.
In our rendering system, where we sample functions
that approximate local radiance estimates, we use a
value of ε = 0.01 so that the sample distributions match
the functions closely.
Figure 2: The original non-negative function (before
projection) used for evaluation of our method. The
blocky behavior and discontinuities are particularly dif-
ficult for spherical harmonics and severe ringing arti-
facts can be expected upon projection and reconstruc-
tion of this function.
4 RESULTS
Figure 3 shows distributions obtained with our method
and with the original method from [3] with offsetting.
The same number of generated samples is shown for
both methods. After reconstruction, our function from
Figure 2 exhibits ringing artifacts and has parts with
negative values. Note that function offsetting causes
the distribution to be much more uniform than the dis-
tribution from our method.
In our case, where we used the proposed method
for importance sampling of local radiance estimates,
the distribution generated with our method resulted in
faster convergence, because fewer samples were sent to
insignificant directions.
5 CONCLUSION
In our paper, we introduced a method for sampling
functions given in terms of spherical harmonic coeffi-
cients, which, unlike previous methods, is robust in the
presence of reconstruction errors.
The distribution generated with our method will be
warped according to the sampled function in its regions
of positivity, and will be uniform in its negative regions.
Also, there is virtually no memory requirements or per-
formance penalty associated with our modifications.
ACKNOWLEDGEMENTS
We would like to thank Alexander Wilkie, who pro-
vided valuable discussion and insights.
WSCG 2011 Communication Papers 183
(a) The function reconstructed from projec-
tion to spherical harmonics using six bands.
(b) Reconstructed function along with sam-
ples generated by our scheme with ε = 0.1.
(c) Negative (red) and positive (blue) parts of
the reconstructed function.
(d) Reconstructed function with offsetting.
The minimum offset required to make the re-
construction positive across the whole spheri-
cal domain was determined by trial and error.
(e) Reconstructed function with offsetting
along with samples generated by the original
method of Jarosz et al.
(f) Negative (red) and positive (blue) parts of
the reconstructed function.
Figure 3: A comparison of our method and the original method of Jarosz et al. The first row shows results obtained
with our method. Note that the reconstructed function has large parts with negative values and that these regions
do receive a fraction of the samples. On the contrary, to achieve non-negativity of the reconstructed function with
the original method (the second row), a comparatively large offset value was needed, and the resulting distribution
is much more uniform as a result.
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ABSTRACT
Many algorithms require vector algebra operations such as the dot product, vector norms or component-wise manipulations.
Especially for large-scale vectors, the efficiency of algorithms depends on an efficient implementation of those calculations.
The calculation of vector operations benefits from the continually increasing chip level parallelism on graphics hardware. Very
efficient basic linear algebra libraries like CUBLAS make use of the parallelism provided by CUDA-enabled GPUs. However,
existing libraries are often not intuitively to use and programmers may shy away from working with cumbersome and error-
prone interfaces. In this paper we introduce an approach to simplify the usage of parallel graphics hardware for vector calculus.
Our approach is based on expression templates that make it possible to obtain the performance of a hand-coded implementation
while providing an intuitive and math-like syntax. We use this technique to automatically generate CUDA kernels for various
vector calculations. In several performance tests our implementation shows a superior performance compared to CPU-based
libraries and comparable results to a GPU-based library.
Keywords: GPU computing, parallel computing, CUDA, linear algebra
1. INTRODUCTION
In the last years general purpose computation on graph-
ics processing units (GPGPU) has become more and
more popular [Deg10, TNA+10, VKS10]. The mod-
ern GPU is not only a graphic engine but also a flex-
ible programmable processor that can execute thou-
sands of threads in parallel[TNA+10]. In future par-
allel computing will most probably get even more im-
portant. Microprocessor development will focus on
adding cores rather then increasing single thread per-
formance [OHL+08]. Since todays GPUs outclass con-
sumer CPUs in terms of FLOPS, which is a common
measure for computing capabilities, it is obvious that
one should use this to speed up numerical calculations.
Highly parallel linear algebra libraries like CUBLAS
make use of computing power on graphics hardware
but have a lack in usability. In this paper we take on
this problem by introducing a technique allowing us to
use a concise and math-like syntax, while utilizing the
computing power of the GPU. We achieve our goal by
combining CUDA and the expression templates tech-
nique.
Permission to make digital or hard copies of all or part
of this work for personal or classroom use is granted
without fee provided that copies are not made or dis-
tributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first
page. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific
permission and/or a fee.
CUDA [NVI10b] is a general purpose parallel com-
puting architecture developed by NVIDIA. It allows
one to run code, written in CUDA C, which is de-
rived from C and has some extensions but also restric-
tions, on CUDA-enabled GPUs. In general, this is done
by writing a so-called kernel, a function that is exe-
cuted N times in N different threads. The threads are
organized in warps and blocks. Each block is indi-
vidually scheduled on the GPU processor cores. This
means, blocks can run on any processor core in any or-
der. Thus, a CUDA kernel scales automatically with
the number of cores. A warp is a group of 32 parallel
threads within a block. Each warp is scheduled individ-
ually and executes one instruction per cycle. Hence, to
reach maximum efficiency the threads’ execution path
within a warp should not diverge, because otherwise
each path will be executed separately in serial, multi-
plying the execution time by the number of execution
paths. [NVI10b]
In our approach we use the expression template tech-
nique, which was concurrently invented by Todd Veld-
huizen and David Vandevoorde in 1995 [VJ03, Vel95,
IR09], to generate CUDA kernels. In general expres-
sion templates make passing expressions as function ar-
guments in C++ possible. The expression gets inlined
into the function body, preventing the overhead of call-
backs. Therefore a templated class is defined, which
represents an arbitrary expression. At compile time the
expression gets parsed and stored as the template pa-
rameter [Vel95].
We use this technique to generate CUDA kernels,
for arbitrary mathematical expressions, which then can
concurrently be evaluated on the GPU.
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2. RELATED WORK
Since an efficient implementation of vector algebra op-
erations is crucial to many algorithms, there are many
libraries facing this problem. On the one hand, tem-
plate expression math libraries like uBLAS or blitz++1
provide a math-like syntax but do not use the new com-
puting capabilities on GPUs [Vel00, WK+10]. But
since scientific computing through graphics hardware
can be considerably faster then C-code for the CPU
[CAN08], we attempt to make use of those capabili-
ties in our approach. On the other hand libraries like
CUBLAS [NVI10a] or thrust2 are based on CUDA.
While CUBLAS implements basic linear algebra func-
tionality, thrust is a generic C++ template library for
CUDA with a high-level STL-like interface. However,
neither of the two provides a convenient mathematical
syntax as our implementation does. Additionally, with
CUBLAS, only a fixed set of functions is available,
which leads to unnecessary calculations as well as to
the use of temporary objects in the limited GPU mem-
ory [NVI10a]. The thrust library supports user-defined
operations but requires manual specification of func-
tor classes, which means plenty lines of code for the
SAXPY operation Y = c ∗X +Y , with c as a constant.
A simpler solution again requires the allocation of tem-
porary objects. Unlike existing CUDA libraries, our
implementation provides a math-like syntax and avoids
temporary objects for most operators.
3. IMPLEMENTATION
Like already said we want to make the utilization of
CUDA based vector-calculus easier via the expression
template technique. This technique allows to pass ex-
pressions as function arguments. Those expressions get
inlined, thus the code is nearly as fast as handwritten C.
It can also be used to overload class operators and have
the compiler generate the code to compute the result
in a single pass without temporary objects. To achieve
this, no subset of an arbitrary expression may be eval-
uated, until the entire expression is known. At compile
time, the complier determines the expression type and
stores it as a template parameter. Hence, all operations
and operands are determined before the evaluation is
evaluated and according to this the expression can be
computed in one pass [VJ03, Vel95].
The CUDA compiler (nvcc) does only support a sub-
set of C++ that includes function templates but no gen-
eral template programming [NVI10b]. Thus, expres-
sion templates can not be used directly in CUDA code
Instead, we use the expression templates to generate
a CUDA kernel for each expression type at runtime.
Those kernels are automatically executed once the exe-
1 http://www.oonumerics.org/blitz/
2 http://code.google.com/p/thrust
cution reaches the code line, where the expression oc-
curs.
We achieve our goal by introducing several
new classes. Initially we introduce the classi-
cal classes of the expression template technique:
A base class Expression and a vector class
cudaVec. Expression represents any kind of
an expression (without assignment), like v + w,
component_wise_sin(v) or simply v. Since v is also an
expression cudaVec is derived from Expression.
cudaVec also inherits thrust::device_vector
from the thrust library to allow for interoper-
ability with thrust’s generic interface, e.g. for
reductions. Additionally, we develop the class
AssignmentExpression with represents an
assignment of an expression to a cudaVec and over-
load the assignment operator in the cudaVec class
to instantiate an AssignmentExpression.
For example v = w+u is represented by an
AssignmentExpression. A subset of the
class structure is shown in Figure 1.
For each element-wise operation, like multiplica-
tion of a vector with a scalar or the addition of two
vectors, an operator expression class is derived from
Expression. For example, the multiplication of
a vector with a scalar would be implemented in a
VectorMultipliesScalarExpression class.
In order to allow for a concise and math-like syntax,
we overload the arithmetic operators (like +, -, *, /) for
expressions such that they invoke the constructor of the
appropriate operator expression. An Example of an op-
erator expression class and the associated creator func-
tion is shown in Listing 1. In the firest part the class
SumExpression is defined which represents a plus
operation with two arbitrary expressions as operands.
The class has two template parameters, each of which
stores an operator expression type. The template pa-
rameters’ types depend on the expression types the con-
structor is called with. In the second part one can see
the associated creator function. It is a templated func-
tion, in this case the plus operator, thus any expression
can be an argument. The creator function invokes the
constructor of its associated class.
In this way, we can directly write vector alge-
bra in application code and the necessary tree of
expression classes is automatically instantiated. A
simple example is given in Listing 2. Since the
plus operator is redefined as an creator function,
it returns an instance of the SumExpression.
Both template parameters are typed as cudaVec,
because a’s and b’s type is cudaVec. Additionally
the overloaded assignment operator in the cudaVec
class instantiates an AssignmentExpression
with SumExpression<cudaVec,cudaVec> as
template Parameter. The resulting structure of the
classes is shown in Figure 2.
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AssignmentExpression Expression thrust::device_vector
cudaVecoperator expression classes
Figure 1: The class structure.
t empla te <typename E1 , typename E2>
c l a s s SumExpress ion : p u b l i c E x p r e s s i o n <SumExpress ion <E1 , E2> > {
p u b l i c :
c o n s t E1 &_ l ;
c o n s t E2 &_r ;
SumExpress ion ( c o n s t E x p r e s s i o n <E1> &l , c o n s t E x p r e s s i o n <E2> &r )
: _ l ( l ) , _ r ( r ) {}
/ / . . .
}
template < c l a s s E1 , c l a s s E2>
SumExpress ion <E1 , E2> i n l i n e operator +( c o n s t E x p r e s s i o n <E1> &l ,
c o n s t E x p r e s s i o n <E2> &r ) {
re turn SumExpress ion <E1 , E2> ( l , r ) ;
}
Listing 1: Example for an operator expression class and the associated creator function.
cudaVec a ( 1 0 0 ) , b ( 1 0 0 ) , c ( 1 0 0 ) ;
/ / i n i t i a l i z e a , b
c = a + b ;
Listing 2: Sample code which instantiates the classes
shown in Figure 2.
Because we want to evaluate the expressions on the
GPU, each templated AssignmentExpression
has to generate a CUDA kernel which per-
forms the calculation. As Listing 3 shows,
AssignmentExpression contains a static
member variable to which the appropriate
CUDA kernel is assigned at program startup.
This is achieved by the static initializer
AssignmentExpression::init() which is
called for each templated AssignmentExpression
and which takes care of generating the kernel code,
compiling it with nvcc and loading it.
Each kernel is built according to a pattern (Listing 4).
Only the parameter list and the evaluation line depend
on the type of the AssignmentExpression. To
create these two strings, we traverse the object hier-
archy for the corresponding expression from the root.
Each operator expression class writes its CUDA opera-
tor or CUDA function into the evaluation line and calls
its parameters to do the same. Hereby the tree is grad-
ually traversed. If a parameter is a terminal symbol (a
cudaVec or a constant), the parameter list is extended
by a new parameter and the name of the parameter is
put into the evaluation line as an operand.
The example in Listing 2 generates the kernel shown
in Listing 5. In this case the tree has a root typed
as SumExpression with two children of the type
cudaVec. As the tree is hierarchically traversed, the
SumExpression writes its cuda operator (a +) into
the evaluation line. Since both children are terminal
symbols, each extends the parameter list and puts the
parameter’s name into the evaluation line.
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AssignmentExpression<cudaVec, sumExpression<cudaVec, cudaVec> >
cudaVec
sumExpression<cudaVec, cudaVec>
cudaVec cudaVec
Figure 2: Hierarchy of objects that is created when Listing 1 is compiled.
t empla te < c l a s s E>
c l a s s A s s i g n m e n t E x p r e s s i o n {
/ / . . .
s t a t i c i n t k e r n e l I D ;
s t a t i c i n t i n i t ( ) ;
/ / . . .
}
template < c l a s s E>
i n t A s s i g n m e n t E x p r e s s i o n <E > : : k e r n e l I D =
A s s i g n m e n t E x p r e s s i o n <E > : : i n i t ( ) ;
template < c l a s s E>
i n t A s s i g n m e n t E x p r e s s i o n <E > : : i n i t ( ) {
/ / g e n e r a t e , c o m p i l e and load k e r n e l
}
Listing 3: Implementation of the AssignmentExpression class.
ex t ern "C" _ _ g l o b a l _ _ void k e r n e l ( f l o a t ∗ a ,
/∗ p a r a m e t e r l i s t ∗ / , unsigned i n t s i z e ) {
i d x = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;
i f ( i d x < s i z e ) {
a [ i d x ] = /∗ e v a l u a t i o n l i n e ∗ / ;
}
}
Listing 4: The Kernel prototype.
ex t ern "C" _ _ g l o b a l _ _ void k e r n e l ( f l o a t ∗ a , f l o a t ∗ b ,
f l o a t ∗ c , unsigned i n t s i z e ) {
i d x = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;
i f ( i d x < s i z e ) {
a [ i d x ] = b [ i d x ] + c [ i d x ] ;
}
}
Listing 5: Kernel generated by compiling Listing 2.
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The kernel code is compiled into an assembler-like
ptx file by the CUDA compiler and then loaded with
the CUDA Driver API.
Now, if an AssignmentExpression has to be
evaluated, the expression template generated tree is tra-
versed and each terminal symbol passes its value (in the
case of cudaVec a pointer) to the kernel via the CUDA
driver API. Thereafter the kernel is executed.
4. EXPERIMENTAL RESULTS
We now examine the experimental performance of our
implementation. Zotos and Stephanides have shown
that the performance of major numerical CPU-based
libraries varies only by a factor of 4 [ZS]. We there-
fore exemplarily compare our implementation to the
expression template library uBLAS, as well as to an
implementation based on the thrust GPU programming
framework. Our tests were performed on an Intel Core
i5 750 CPU, which has four cores running at 2.67 GHz
on a 64 bit Linux system with four GB RAM and an
NVIDIA GeForce GTS 250 GPU with 1 GB on-board
memory.
The GPU time is only reported as execution time
and neither includes the time of transferring input data
across the PCI express bus to the device nor the time
necessary to compile the CUDA kernels. Normally, the
data is transferred from the host to the device at the be-
ginning and then all calculations concerning these data
are executed. Only after the last calculation, the data is
transferred back to the host. Since data transfer, which
is limited by 4GB/s, can proceed while a contempora-
neous kernel execution is in progress, the PCIe trans-
fer can often be executed in the background, so that no
major delay occurs [SHG09]. The kernel compiler is
started only once at program startup, therefore the ex-
ecution time gives us the clearest picture of the overall
performance.
We perform different computations with various vec-
tor sizes to compare the efficiencies. Our first test is
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Figure 3: Test 1: a = b + c. The execution time of our
CUDA implementation is 35 to 58 times faster com-
pared to uBLAS and performs similar to thrust.
a = b + c starting with a vector size of 1000000 up
to a maximum of 50000000. Smaller sizes could not
be compared since the processor time of an execution
drops below 1ms. Figure 3 shows the result of this test.
We gain a 55 to 58 times faster execution time for vec-
tor sizes between 1000000 and 33553920 compared to
uBLAS and a little bit faster execution time compared
to thrust. The execution time of our implementation
increases heavily if the size goes from 33553920 to
33553921 due to the fact that we need to modify our
kernel. We are forced to do so, because our first ker-
nel computes one element per thread and now there are
more elements then the maximum number of threads on
the GPU used in our tests. Hence we only get a 35 times
speed boost compared to uBLAS and drop slightly be-
low the execution time of thrust. With a further increas-
ing vector size our implementation closes the gap to
thrust and increases performance compared to uBLAS
as well. The described performance drop was observed
in every test we took.
In the second and third test we test a bit more com-
plex calculations. In comparison to uBLAS the results
were similar to the first test and are shown in Figure 4
and 5. For thrust we tested both possible methods, one
with a user-defined functor class and one with tempo-
rary objects. Since the memory on graphics hardware is
limited the second method could only be tested for the
vector-sizes up to 3355920. It is obvious that the tem-
porary object method is up to five times slower then our
implementation and also slower then the functor class
approach.
In comparison to the functor class method our imple-
mentation performed faster in the second test for vector
sizes below 33443920 but fell behind for greater vector
sizes. Like in the first test, the gap closes with increas-
ing size. The thrust implementation and ours performed
on a similar level in the third test.
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Figure 4: Test 2: a = 0.12*b + 7.54*c. The execu-
tion time of our implementation is 38 to 64 times faster
compared to uBLAS and about 5 times faster then thrust
with temporary objects. Thrust’s implementation with
a functor class and ours are on the same level.
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Figure 5: Test 3: a = (b− (a+ 3.75 ∗ c) + c− 0.24 ∗
b)/27.51+a−0.25∗b. The execution time our imple-
mentation is 47 to 60 times faster compared to uBLAS
and again about 5 times faster then thrust with tem-
porary memory allocation. Our implementation and
thrust’s functor class approach perform similar.
In a fourth test we normalized a vector. Therefor we
had to compute the euclidean norm and multiply the in-
verse with the vector. Thrust did not provide the func-
tionality of calculating the Euclidean norm, thus a user-
defined functor class is needed. The computation of the
Euclidean norm we used in our implementation is part
of the CUBLAS library from NVIDIA and gets evalu-
ated first, before the expression template generated ker-
nel is executed. Even though we need two kernel exe-
cutions there is a considerable performance gain com-
pared to uBLAS as shown in Figure 6. The speed of our
implementation and thrust’s are comparable.
We also want to examine the different syntaxes of our
implementation to thrust and uBLAS (Listing 6). Our
implementation and uBLAS have the same concise and
math-like syntax whereas thrust’s syntax is more cum-
bersome and requires way more code.
5. CONCLUSION AND FUTURE
WORK
We presented a technique, which leads to a library for
vector algebra operations utilizing the capabilities of
graphics hardware and still providing a math-like and
concise syntax. Our implementation combines expres-
sion templates with CUDA, so that we benefit from the
strengths of both.
Our experimental results show a superior perfor-
mance compared to the non-GPU library uBLAS,
while keeping the same brief syntax. In comparison
to the thrust library our implementation performed
similar to the user-defined functor class method in all
tests. Compared to the thrust method with temporary
objects our approach was considerably faster.
We want to point out that kernel generation occurs at
run time and of course slows down the execution time
of the program. But for programs with a long execution
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Figure 6: Test 4: a = a/‖a‖2. The execution time of
our CUDA implementation is 34 to 56 times faster com-
pared to uBLAS. Thrust shows comparable results.
time this investment quickly pays off. There are pos-
sibilities conceivable that one could save time in this
step. By caching earlier compiled kernels, recompila-
tion can be avoided. Possible further extensions of our
library include copy-free implementation of matrix al-
gebra as well as further optimization of the kernel call
parameters such as the number of threads per block.
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ABSTRACT
Commonly used hierarchical data structures such as bounding volume hierarchies and kd-trees have rather high build times,
which can be a bottleneck for applications rebuilding or updating the acceleration structure required by data changes. On the
other hand uniform grids can be built almost instantly in linear time, however, they can suffer from severe performance penalty,
in particular in scenes with non-uniformly populated geometry. We improve on performance using a two-step approach that
combines both approaches: first we build a uniform grid and test its performance. Second, using an estimate on the number of
rays to be queried we either continue using the grid or build a hierarchical data structure instead. This way we select a more
efficient data structure given a particular implementation of the algorithms which yields with high probability an overall smaller
computational time. We evaluate the properties of this method for a set of 28 scenes.
Keywords: ray tracing, ray casting, uniform grid, kd-tree, hierarchical data structures.
1 INTRODUCTION
Ray tracing is a technique that can be used for generat-
ing images by shooting rays into a 3D scene and finding
closest intersections among rays and the scene objects.
This basic visibility computation is used in a core of
many rendering algorithms. Although ray tracing has
been known for over last four decades [App68, Gla89],
it is still considered relatively slow to be massively
used in real-time applications particularly for animated
scenes.
Different data structures have been proposed, each
one with its own advantages and disadvantages. Most
commonly used are hierarchical data structures, e.g.
a kd-tree [Ben75] and a bounding volume hierarchy
(BVH) [Kay86]. Their main advantage is their capabil-
ity to adapt to the distribution of geometric primitives –
they can deal with non-uniform geometry distribution,
including so-called "teapot in a stadium" type of scenes.
Because of that they perform well in a vast majority of
scenes encountered in real-life use. They are typically
built in O(N logN) or O(N log2N) time using the sur-
face area heuristic (SAH) [Wal06a]. Super-linear time
Permission to make digital or hard copies of all or part
of this work for personal or classroom use is granted
without fee provided that copies are not made or dis-
tributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first
page. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific
permission and/or a fee.
complexity of their build algorithms can be a bottleneck
in particular when tracing rays in applications with real-
time requirements.
Another type of an acceleration structure is a uniform
grid [Fuj86]. In its simple form it divides a scene reg-
ularly and non-adaptively into equally-sized voxels and
sets the primitive references to each cell overlapped by
the primitives. Ray then traverses cells along the ray
path and only geometric primitives in these cells are
tested for an intersection. Although this data structure
can perform well in certain types of scenes (typically
with uniformly distributed primitives), its performance
degrades drastically in scenes with a non-uniform dis-
tribution. Despite this fact, uniform grids can still be
advantageous for usage in real-time applications be-
cause their build algorithm has only a linear time com-
plexity.
The availability of two approaches with different
properties presents us with a choice whether to use
either an adaptive data structures that will most likely
be efficient for shooting rays, but have higher time
complexity for building, or a simple regular one like
the aforementioned uniform grids, which have lower
build time but can have a severe performance penalty.
In this paper we propose and study such an algorithm
that uses the estimate of performance properties choos-
ing acceleration data structures on the fly. The algo-
rithm uses a calibration phase which requires a set of
scenes of different properties such as number of ge-
ometric primitives and their spatial distribution. The
calibration phase is executed only once before the al-
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gorithm is used for an application on a particular hard-
ware. During the calibration phase we measure the im-
plementation and hardware constants for building up
data structures and also a practical efficiency of shoot-
ing rays. Given an unknown scene we build a uniform
grid first in a short time and test its performance by sam-
pling a small set of representative rays. Using the data
from this test and data from the calibration phase we
estimate if it is more advantageous to use the uniform
grid or to discard it and build a hierarchical data struc-
ture instead. To make a correct decision we need to
know at least roughly the number of rays to be shot in
the application.
This paper is further structured as follows. Section 2
describes the previous work on the most relevant data
structures. Section 3 describes the proposal of our al-
gorithm. Section 4 shows the results obtained from the
set of 28 scenes. Section 5 concludes the paper with
some prospectives for future work.
2 PREVIOUS WORK
In this section we briefly recall the most important work
on uniform grids and hierarchical data structures. As
the number of papers is huge, we select only the most
recent and important work to our approach.
Uniform Grids. The uniform grids, also called
regular subdivision, were proposed by Fujimoto et
al. [Fuj86]. Cleary and Wyvill [Cle88] analyse the
properties of ray tracing with uniform grids in depen-
dence on its resolution. They study the performance
when the number of cells in the uniform grid is propor-
tional to the number of objects. Other methods were
also studied by Ize et al. [Ize07]. The performance of
ray tracing with uniform grids has two important fac-
tors. First, the initial setup time given a ray is relatively
high. Second, when the distribution of primitives in a
scene is highly uniform, it is likely that the ray will stop
its traversal after only a few traversal steps. Therefore,
the uniform grids are for such types of scenes even
more efficient than hierarchical data structures that
require initial traversal phase to a first leaf. However,
for moderately to highly non-uniform distribution of
geometric primitives in space the uniform grids are
rather inefficient as studied for example by Havran et
al. [Hav00b].
Given an arbitrary ray the number of traversed cells
is of order O( 3
√
N) in the worst case, where N is the
number of object primitives hence the number of all
grid cells. The second important property is the time
needed for building a uniform grid, which is only O(N)
provided each geometric primitive is assigned to only a
constant number of cells. Wald et al. [Wal06b] studied
the coherent traversal algorithm for primary rays that
reaches real-time framerates. Recently, Kalojanov and
Slusallek [Kal09] presented the algorithm for parallel
building of uniform grids on a GPU.
Hierarchical Data Structures. Hierarchical data
structures for ray tracing were studied in a num-
ber of papers. Chang [Cha04], Wald [Wal04], and
Havran [Hav00a] provide the survey on the spatial data
structures for ray tracing static scenes with the focus on
the hierarchical data structures. The common property
of the data structures is that the time complexity for
building is O(N logN) since it corresponds to sorting
in 3D space. While the time complexity for building is
higher than the one for uniform grids O(N), the time
needed for ray query can be estimated by O(logN).
The performance of the ray is hence much less depen-
dent on the number of objects than for uniform grids
as we also show further in the paper. The properties
and relations between these data structures in general
were discussed by Havran [Hav07]. Another study that
compares the performances of a grid and a kd-tree was
presented by Szirmay-Kalos et al. [SKH02].
Selection Algorithm. We are aware of only two al-
gorithmic proposals that considers the use of different
data structures. The first one proposed by Havran et
al. [Hav00b] is based on statistical properties for the
same input data. They analyse the distribution of ob-
jects in the scene and if selected statistical character-
istics are low without giving any threshold, they sug-
gest to use uniform grids, otherwise kd-trees or other
hierarchical data structures such as adaptive grids. The
statistics measures that are easy to compute from only
the distribution of geometry in the scene are sparseness,
maximum number of primitives referenced in the cell,
and statistical moments as mean, variance (hence also
standard deviation), skewness, and kurtosis. We recall
below the formulas for these measures computed over t
cells of a grid taking into account the references of ge-
ometric primitives in the cells denoted by Ni for the i-th
cell.
Scene sparseness is the ratio of empty cells to all
cells:
sparseness =
#empty cells
N
(1)
High values of sparseness could indicate inferior grid
performance, as adaptive data structures generally deal
better with cutting off empty space. Big gaps with no
geometry in the scene create many empty cells in the
grid which have to be traversed unnecessarily.
Maximum number of primitives in any cell is defined
simply as:
maxRe f s= max(Ni), i ∈ 1 . . . t (2)
High value could be useful in detecting a "teapot in a
stadium" type of scene.
Mean represents an average number of references per
cell:
mean =
1
t
t
∑
i=1
Ni (3)
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Because the grid is built to have the number of cells
proportional to the number of geometric primitives in
the scene, high mean values indicate low performance
as that means that there are many primitives overlap-
ping multiple cells.
Variance gives us information about how much val-
ues differ from the mean value. It is computed using
this formula:
variance=
1
t−1
t
∑
i=1
(Ni−mean)2 (4)
Higher variance corresponds to the higher differ-
ences in the data: there may be many empty cells
but also many cells with high number of primitives.
Standard deviation σ is computed from variance as
σ =
√
variance.
Skewness describes asymmetry of the distribution
and kurtosis describes "peakedness" of the distribution
belong to higher statistical moments and are defined as:
skewness=
1
t
t
∑
i=1
(
Ni−mean
σ
)3
(5)
kurtosis=
1
t
t
∑
i=1
(
Ni−mean
σ
)4
−3 (6)
The aforementioned metrics can be computed di-
rectly from the uniform grid based on a voxelisation
approach proposed by Klimaszewski [Kli94].
Another approach to selecting a better acceleration
structure on the fly was proposed by Müller and Fell-
ner [MF99]. They create a bounding volume hierarchy
for a given scene and try to find regions (nodes) that
contain uniformly distributed objects. A uniform sub-
division of space to a predetermined number of voxels
is then created in these regions.
3 ALGORITHM OUTLINE
In this section we present the algorithm that given a
scene suggest to use either the uniform grids or a hier-
archical data structure in the dependence on the number
of rays. We analyse such case and suggest an algorithm
that estimates if it is more convenient to use an already
built grid or to build up a hierarchical data structure.
Our decision algorithm can be used for virtually any
application of ray tracing that implements grids and hi-
erarchical data structure in the framework. The data
from the implementation are extracted in the calibra-
tion phase that is executed only once on a given hard-
ware/implementation on a set of scenes.
We verified the observation by Havran et
al. [Hav00b], if the suggested selection algorithm
between grids and kd-trees is valid for another set of
scenes. We have found out that on our set of scenes
(see Figure 3) there is no scene with such low standard
deviation, skewness, and kurtosis as in the study that
could justify the use of uniform grids based only on
the scene statistics. However, when analysing the
statistical characteristics in [Hav00b] it appears that
the threshold for standard deviation should be very
low, such as 2.0, to justify the use of uniform grids.
This leads to the higher performance of ray shooting
irrespective to the number of rays even if we ignore the
time needed to build the data structure.
In this paper we study another case when the number
of rays to be shot is known or well estimated in advance
and we account for the time needed to build the data
structure. The algorithm requires the calibration phase
over all s scenes in a set Scal (i.e. s= |Scal |).
The calibration phase computed for i-th scene having
N(i) geometric primitives for all the scenes in the set
Scal has four steps:
1. Build a uniform grid [Fuj86] over N(i) geometric
primitives of the i-th scene with the number of cells
proportional to N(i). Measure the time TGB (i) to
build the uniform grid.
2. Measure the time TGR (i) for M(i) ray queries using
the ray traversal algorithm over the uniform grid.
3. Build a hierarchical data structure over N(i) geomet-
ric primitives. Measure the time THB (i) needed for
the build.
4. Measure the time THR (i) for M(i) ray queries (the
same ray queries as for uniform grid) using the ray
traversal algorithm over the hierarchical data struc-
ture.
The data from the calibration phase are then used
for an application scenario given an unknown scene
S with N geometric primitives. To improve on the
performance we decide on both cases assuming the
knowledge or the rough estimate for the number of
rays R to be queried.
Decision algorithm:
1. Build a uniform grid [Fuj86] over N geometric prim-
itives of scene S with the number of cells propor-
tional to N. Measure the time TGB (i) to build the
uniform grid.
2. Estimate the time tGR needed for computing a single
ray with the uniform grid. This is carried out by
sampling using a small set of rays.
3. Estimate the time THB to build a hierarchical data
structure from the calibration phase and from N.
4. Estimate the time tHR to ray trace a single ray from
the calibration phase and from N.
5. If tHR ≥ tGR then use the uniform grid to shoot all the
rays. Finish.
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6. Estimate the critical point, it is the number of rays
RC, when the uniform grid and hierarchical data
structure yields the same computation time taking
into the account the estimated build time of the hi-
erarchical data structure. This is computed as: RC =
THB /(t
G
R ·(1+ε)− tHR ). The parameter ε is used only
to avoid division almost by zero, we use the value
such as ε = 0.01.
7. If RC ≤ R (R is the number of rays to be queried),
use uniform grids for the rest of the computation.
Finish.
8. Otherwise, discard the uniform grid and build the
hierarchical data structure. Shoot all the remaining
rays using hierarchical data structure. Finish.
To put it short the decision algorithm above simply
computes the estimate whether or not it is more advan-
tageous to use an already built uniform grid or if it pays
off to build a hierarchical data structure.
The only information computed after building the
uniform grid is the build time TB. To estimate the criti-
cal point for the number of rays RC we need to estimate
the average time tGR to shoot a single ray using the uni-
form grid, the time needed to build the hierarchical data
structure THB , and the time t
H
R for shooting a single ray
using this (unbuilt) data structure.
Below we describe how to estimate these qualitative
performance characteristics. The average time tGR which
gives an average time to shoot a single ray in uniform
grid is estimated by sampling of small number of rays
such as 100 to 1000 rays. This provides an accurate
estimate, the only condition is that the sampling rays
represent the distribution of all rays.
The time needed to build the hierarchical data struc-
ture THB is estimated using the time complexity of a
build O(N logN) and from the times THB (i) needed to
build these data structure in the calibration phase as fol-
lows:
THB = N · log2N ·
1
s
s
∑
i=1
THB (i)
N(i) · log2N(i)
(7)
Similarly, we can estimate the time to shoot a sin-
gle ray THR in a hierarchical data structure under the
assumption of O(log2N) time complexity for this op-
eration, using the time THR (i) needed for the same algo-
rithm from the calibration phase as follows:
tHR = log2N ·
1
s
s
∑
i=1
THR (i)
M(i) · log2N(i)
(8)
Analysis and Discussion
After building the grid the algorithm above provides
three possible outcomes. First, if the estimated time
tGR to shoot a ray in the grid is lower than the estimated
time tHR to shoot a ray in the hierarchical data structure,
it does not make sense to build a hierarchical data struc-
ture. Second, for the number of rays to be shot in the
range between 0 and RC it does not pay off to build up
a hierarchical data structure. This is because the time
to build a hierarchical data structure is relatively high
even if it provides faster processing of a single ray and
for relatively small number of rays it does not pay off.
Third, for the number of rays larger than RC it is then
always more efficient to discard the uniform grid, build
the hierarchical data structure and use it to shoot the
rays.
Below we compare a proposed algorithm combining
uniform grids and hierarchical data structures with a
single use of the either two data structures. When we
compare it to the use of only the grids, the proposed
algorithm is more efficient as it is always of the same
performance or provides the speedup in cases when we
detect that the grids are inefficient.
We also compare the proposed algorithm to the use
of only the hierarchical data structure as we need the
additional time to build the uniform grid. Favourably,
the time complexity O(N) is asymptotically smaller
than the time complexity needed to build the hierarchi-
cal data structure O(N log2N). Theoretically, the time
complexity needed to build the uniform grid, which
is possibly later discarded, gives the time complexity
increase from O(N log2N) to O((N(1 + log2N)) that
presents the slowdown of building of only a hierarchical
data structure 1+ 1/ log2N. In practice when we take
into account the particular implementation, the con-
stants behind the time complexities for building them
are even higher for hierarchical data structure when
compared to uniform grids. Therefore such slowdown
is negligible. For the test scenes used in this paper the
slowdown is only 4.5% on average, with a minimum
value of 2.1% (1,070,671 triangles) and a maximum
value of 15.4% (528 triangles).
We can also express the maximum theoretical
speedup for using the combined solution when using
only the hierarchical data structure. This is only for
a small number of rays with a limit of O(log2N) and
the speedup is then T
H
B +t
H
R ·log2 N
TGB +t
G
R ·log2 N
. The speedup reaches
the average value of 28.07 with a minimum of 6.5
(528 triangles) and a maximum of 46.50 (1,070,671
triangles). We avoid the discussion for a trival case –
it does not pay off to build up any hierarchical data
structure if the number of rays to be shot is smaller
than O(log2N).
4 RESULTS
We have implemented a path tracer application in C++.
We report here the results for a PC equipped with Intel
Core 2 Duo E4300 1.8 G Hz (Allendale) and 6 GBytes
of RAM, running Windows 7 operating system in Mi-
crosoft Visual C++ 2008. For testing we have used a set
WSCG 2011 Communication Papers 196
of 28 scenes, 20 of them unique and 4 scenes tessellated
to triangles in two level of details, see Table 1.
For each scene we have measured uniform grid and
hierarchical data structure build times and traversal
times for two types of ray generation schemes. The first
scheme uses rays generated from two points randomly
generated on a bounding sphere of the scene, the
second one uses rays generated by the path tracer. As a
hierarchical data structure we used an implementation
of a kd-tree. From the measurements we have com-
puted exactly the critical point for the number of rays
RC and each scene where rendering using the uniform
grid is faster according to the equations provided in the
previous section. To test the quality of our estimate
algorithm we have compared the exactly computed
RC and its estimated value Rest when the hierarchical
data structure was not build. We report by how many
percent the estimate of RC is inaccurate (relative error
Err = 100 · Rest−RCRC ).
This was carried out for random combinations of cal-
ibration and estimated scenes as follows: always a cer-
tain number of scenes from the set C are used in the
calibration stage, and the rest is used to test the accu-
racy of the estimate. This number C is increased from
1 to 27, thus for the first case one random scene would
be the base for the calibration and twenty seven would
be estimated and for the last one the situation is re-
versed. To gain some convergent data we have repeated
the computation 5000 times for every of these cases.
Both graphs in Figure 1 and Figure 2 show the average
value of estimated relative errors in percent ( 15000∑Err)
in red and the average of absolute values of relative er-
rors in percent ( 15000 ∑ |Err|) in blue colour.
For randomly generated rays (see Figure 1) the esti-
mate is about 25 percent more optimistic about the qual-
ity of the grid and is quite stable in this prediction ex-
cept for the extremes where there are either not enough
calibration scenes or not enough estimated scenes. The
estimate predicts that it is safe to shoot more rays with
the grid still being faster than in reality.
For path traced rays (see Figure 2) the estimate is off
by around 30 percent, but this prediction is not as stable
as for the randomly generated rays and the tendency is
to predict that the grid is worse than it really is. Since
a big part of our path traced rays are primary rays or
shadow rays, this is not an efficient sampling of the
space of possible rays with regard to providing good
calibration for other scenes. This can also occur for
non-diffuse scenes, where glossy reflections will result
in a non-uniform sampling.
From the results we see that the range of rays where
its does not pay off to build the hierarchical data struc-
ture can be significant in particular for scenes with a
higher number of geometric primitives. For example
for the scene phone-high the critical point for the num-
ber of rays RC is 2.7×106 rays to justify the use of hi-
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Figure 1: Estimate error for random rays calibrated on
random rays.
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Figure 2: Estimate error for the rays from path tracing
calibrated on rays from path tracing.
erarchical data structure for random rays and 856×103
rays for path tracing. The results for 28 scenes also
show that without computing the estimate the selection
cannot be made in general.
5 CONCLUSION AND FUTURE
WORK
We have proposed an algorithm that combines a uni-
form grid and a hierarchical data structure for ray trac-
ing so that it takes advantages of both types. Based on
the scene properties and a small number of rays com-
puted using the grid we decide either to continue ray
tracing with the grid or to build the hierarchical data
structure such as kd-trees.
We show that the use of uniform grids is relatively
limited for standard scenes with the exception of scenes
with a special distribution of geometric primitives in
space. To our best knowledge we present the first al-
gorithm that decides when it is advantageous to use
uniform grids in dependence on the number of rays
to be shot. Compared to the use of only a hierarchi-
cal data structure the method has a slowdown of only
1+1/log2N for the building of the data structure in the
worst case. We can reach the average speedup 28.07
for a small number of rays. Our method can be used
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Figure 3: All used test scenes. There are multiple scenes with the same model which differ only in a polygon
count. Only one picture for each such group is shown. Scenes from the top-left are: a10, boxes, building, camel,
bunny, sockets, case, conference, teapots, hunger, cornell, interior-3, interior-dance, interior-deloix, interior-japan,
knot, teapot, sphere, phone, pills, chess, spheres.
in any hardware platform and any implementation of
ray tracing that uses uniform grid and hierarchical data
structure. We show that the number of rays that gives
the critical point for the same performance of grids and
hierarchical data structure can be well estimated with
only a low number of scenes.
As a future work we can improve on estimates for the
time needed to shoot a ray using yet unbuilt hierarchical
data structure and the time to build this data structure
for example by using other statistical characteristics of
the scene. This could provide more accurate estimate
for the critical point.
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Random rays Path tracing
Scene Primitives σ TGB T
H
B t
G
T t
H
T RC t
G
T t
H
T RC
boxes 528 7.46 2 12 5.0 4.1 11,669 0.9 1.4 0
interior dance 1,990 10.84 3 50 5.0 4.2 55,328 0.7 1.3 0
cornell 2,450 8.73 3 42 7.9 5.5 15,773 3.0 3.0 38,177
sphere 2,880 4.85 4 74 7.7 7.9 0 0.6 1.6 0
teapot 3,080 7.50 32 73 6.8 6.0 78,320 0.8 1.6 0
interior 3 3,412 10.75 4 83 4.6 3.8 101,888 0.9 1.0 124,367
phone 7,716 15.85 6 207 3.3 2.9 441,922 3.3 0.9 53,984
spheres 31,460 7.70 22 696 11.2 8.1 211,736 2.0 4.9 0
pills 32,606 12.90 21 802 7.1 3.6 221,538 2.3 1.8 593,553
teapots 52,360 12.43 29 1,215 13.4 6.8 172,843 4.3 5.4 1,620,297
building 54,490 42.19 21 995 6.3 3.1 304,414 12.8 1.8 63,055
knot 56,448 6.97 35 1,300 20.2 12.1 147,560 1.3 3.3 0
bunny 69,473 7.48 35 1,639 33.1 10.8 69,587 1.3 2.5 0
interior japan 72,310 43.03 36 1,241 4.6 4.8 0 3.1 1.9 515,863
sphere-high 87,120 6.68 48 1,751 23.5 13.5 161,984 1.1 2.8 0
case 131,228 24.93 51 2,872 14.0 4.2 293,541 5.3 3.0 638,451
hunger 141,143 64.21 47 2,586 15.9 5.6 250,041 68.2 3.1 236,153
interior deloix 149,090 16.02 67 3,928 22.9 6.6 231,927 3.0 1.9 1,704,493
camel 178,102 72.49 73 3,734 23.0 6.0 216,668 3.3 2.5 1,734,172
sockets 187,330 15.93 102 5,229 22.8 8.9 358,906 1.2 2.8 0
conference 190,947 25.62 97 4,428 19.4 7.1 348,928 2.8 2.7 3,268,361
chess 249,608 12.65 103 5,799 16.4 5.1 543,065 1.4 1.1 6,037,314
phone-high 318,756 30.72 145 8,163 6.7 2.9 2,262,962 7.5 1.5 856,324
pills-high 590,626 15.23 283 18,694 17.7 4.3 1,401,905 4.6 2.9 5,082,077
a10 1,070,671 60.79 403 29,921 25.0 5.9 1,544,378 2.6 3.1 52,604,130
hunger-high 1,418,560 136.61 384 27,690 44.2 5.6 727,590 156.3 3.9 27,356
case-high 1,614,006 36.86 501 37,224 39.6 4.5 1,108,126 11.1 4.5 3,101,617
sockets-high 1,658,432 16.80 730 45,842 41.0 11.0 1,516,267 2.7 4.1 0
Table 1: Measurements for all tested scenes for both ray generation schemes. TGB and T
H
B are uniform grid and
kd-tree build times. tGT and t
H
T are uniform grid and kd-tree per-ray traversal times. Build times are in milliseconds
and traversal times are in microseconds. RC (the critical point) is the exact number of rays for which the uniform
grid is equal in performance of the kd-tree.
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ABSTRACT 
Mutual conversions between triangular and quadrilateral meshes need the same degree of both diagonal and 
boundary curves of quadrilateral meshes. New approach to quadrilateral patches, S-Patches, offers such 
possibility. The Bézier approach of Smart patches (S-Patch) in the biquadratic case is analyzed. Dependencies 
among the control points are derived. BS-Patches are presented. Close relation between Bézier triangles and BS-
Patches is found. Condition for smooth concatenation of biquadratic BS-Patches is formulated. 
Keywords 
Parametric modeling, S-Patch, Bézier patch, Bézier triangle.  
1. INTRODUCTION 
Two types of meshes, triangular and quadrilateral are 
used very often in various fields of computer graphic 
modeling [Pup_11]. Mutual conversions between 
them are the aim of interest for a long time, e.g. 
[Bru_80], [Far_86], [Gol_87], [Far_88]. Due to 
different geometric properties and incompatibility in 
these two types of meshes, it is difficult to use both 
kinds of patches in the same CAD system. 
Approximation techniques of the meshes mutual 
substitution are analyzed e.g. in [Lai_99]. Conversion 
of triangular patch to three quadrilateral ones is 
analyzed in [Hu_96]. Idea of degenerated rectangular 
meshes is used in [Hu_01]. Functional composition 
of the meshes is studied in [Fen_99] and [Las_02].  
In [Hol_99] some properties of diagonal curve of the 
quadrilateral patch are analyzed. Importance of the 
main diagonal curves is recognized in [Ska_10], 
where the concept of Smart-Patches (S-Patch) is 
introduced. Here the main idea is to find suitable 
conditions, when both diagonal and boundary curves 
are the parametric curves of the same degree. It gives 
us a possibility to find simple and direct correlation 
between triangular and quadrilateral patches. In 
[Ska_10] bicubic patches in Hermit polynomial basis 
are analyzed. 
In our approach we inspired with the idea mentioned 
above. We prefer Bernstein-Bézier form of 
polynomial basis functions. It is more convenient, 
due to the fact that we obtain the same formal 
description of both triangular and quadrilateral 
patches.  
In this paper only the biquadratic case of S-Patches is 
analyzed in detail. (The importance and usefulness of 
biquadratic quadrilateral patches and quadratic 
triangular patches can be found e.g. in [Raz_05], 
[Boc_09].) Proves of main properties are presented in 
a very detailed way due to the fact, that in similar 
way the analysis of the patches of higher degree can 
be realized. 
The rest of the paper is organized as follows. In 
section 2 biquadratic S-Patch is introduced in general 
form of simple polynomial basis functions (1, u, u2). 
It gives us a basic form of S-Patch. In section 3 
Bernstein-Bézier polynomial basis is used. Mutual 
dependencies of control points are analyzed. In 
section 4 it is shown when diagonal curves of S-Patch 
can be expressed as Bézier curves of proper 
‘diagonal’ control points. Such patches are 
introduced as BS-Patches. In section 5 it is shown, 
that BS-Patches we can split to Bézier triangle 
patches. In section 6 conditions of smooth 
concatenation of BS-Patches are formulated. 
2. PROBLEM FORMULATION 
Let us consider biquadratic parametric patch 
    ( ) ( )
T
T
v
v
RRR
RRR
RRR
uuvuX




















==
2
222120
121110
020100
2
1
1, uRv      (1) 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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Our goal is to find out the conditions for all boundary 
lines and both main diagonals D1(u), D2(u) to be the 
lines of the same degree. 
    ( ) ( ) 22101 , uAuAAuuXuD T ++=== uRu           (2) 
 
    
( ) ( ) ( )
2
210
2
121
011
001
1,
uBuBB
uuXuD
T
T
++=










−
−=
=−=−=
uuR
u1uR
.             (3) 
Such patches are named S-Patches [Ska_10]. 
 
Theorem 1. Biquadratic patch (1) is a S-Patch iff  
0222112 === RRR ,  
i.e. 
    ( ) T
R
RR
RRR
vuX vu










=
00
0,
20
1110
020100
           (4) 
Proof: Resulting matrix for (3) is 
    










−−++
−−++
−−++
222221222120
121211121110
020201020100
2
2
2
RRRRRR
RRRRRR
RRRRRR
 
 
So, the conditions (2) and (3) lead to the equations  
    
0
02
0
0
22
222112
22
2112
=
=−−
=
=+
R
RRR
R
RR
.           (5) 
It is obvious, that linear system (5) has trivial solution 
only 
    0222112 === RRR . 
QED. 
Corollary. All parametric lines of a biquadratic S-
Patch are curves of degree d ≤ 2. 
Proof: Let us consider general parametric line of S-
patch. Using standard transformations of (4) for 
( ) ( )buauXuL += ,  we obtain the resulting formula 
    ( ) T
Q
QQ
QQQ
uL uu










=
00
0
20
1110
020100
 
where 
    
.
,
,
,
,2
,
2020
1111
02
2
02
111010
020101
02
2
010000
RQ
bRQ
RbQ
aRRQ
abRbRQ
RaaRRQ
=
=
=
+=
+=
++=
 
Q.E.D. 
3. BÉZIER FORM OF S-PATCH 
Let us express the biquadratic S-Patch in Bézier form 
( ) TTvuX vPuuRv










−
−










−
−==
100
220
121
121
022
001
,
   (6) 
From (6) we can find control points Pij. 
    
11
100
220
121
121
022
001 −−










−
−










−
−= RP                 (7) 
 
In more detailed way 






























=










100
1
2
10
111
00
0
111
0
2
11
001
20
1110
020100
222120
121110
020100
R
RR
RRR
PPP
PPP
PPP
 
Explicit vector form of (7) gives  
    
















































=




























11
20
02
10
01
00
22
21
20
12
11
10
02
01
00
444444
240424
040404
204244
100224
000204
004044
000024
000004
4
1
R
R
R
R
R
R
P
P
P
P
P
P
P
P
P
          (8) 
Rank of the matrix M in (8),  rank(M) = 6. 
In the text below (Figures 2 – 4) we use vector 
indexing and Cartesian indexing  of control points of 
a patch – Fig. 1. 
 
1 2 3  00 01 02 
4 5 6  10 11 12 
7 8 9  20 21 22 
a)   b) 
Figure 1. a) vector indexing, b) Cartesian 
indexing of control points. 
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The first six rows of matrix M in (8) (Fig. 2a)) are 
linearly dependent, as we can write  
    111002010012 22 PPPPPP +−+−= . 
Similarly, the sets of rows in (8) (i.e. the rows of 
matrix M) (1,2,3,7,8,9), (4,5,6,7,8,9), (1,4,7,2,5,8), 
(1,4,7,3,6,9), (2,5,8,3,6,9) are linearly dependent too. 
 
 
a)            b)            c) 
Figure 2. Configurations of dependent 6-element 
sets of control points Pij (black). 
 
For the configuration of points Fig. 2c), i.e. for the 
configuration of rows (1,2,4,6,8,9) of the matrix M in 
(8) we can find relation 
    001001211222 PPPPPP +−−+= . 
The symmetric configuration of rows (2,3,4,6,7,8) is 
linearly dependent too. 
We can formulate the condition for the independency 
of sets of the control points Pij. 
 
Theorem 2. Only the eight six-element sets of control 
points mentioned above are linearly dependent. 
Proof can be done by computing the determinant of 
all 84
6
9
=





  6x6 submatrices of M in (8).  
(Due to symmetries it is enough to parse not more 
than 21 cases.)  
QED. 
Such configurations of control points cannot be used 
for the patch determination. 
Fig. 3 gives examples of independent sets of control 
points. Symmetrical cases are independent too. 
 
 
a)                b)                c)                d) 
Figure 3. Some configurations of independent 6-
element sets of control points (black). 
 
Useful properties of some independent configurations 
of control points are: 
1. configurations from Fig. 3a), 3b) involve all 
corner control points, 
2. configurations from Fig. 3a), 3c) involve full 
information of the pair of neighbour boundary 
lines. 
 
4. BS-PATCH 
Let us analyze the relations between main diagonal 
D1(u) of S-Patch (4) 
    ( ) T
R
RR
RRR
uD uu










=
00
0
20
1110
020100
1
           (9) 
and proper Bézier diagonal – i.e. the curve defined on 
the set of ‘diagonal’ control points 221100 ,, PPP  – 
Bézier diagonal curve 
    ( )




















−
−=
22
11
00
1
121
022
001
P
P
P
uD B u
.         (10) 
 
Using the abbreviation 
    ( )TRRRRRR 112002100100=ℜ ,  
for (9) we obtain 
    ( ) ℜ










=
111000
000110
000001
1 uuD
         (11) 
On the other hand, for Bézier diagonal curve the 
resulting expression of (10) is 
    ( ) .
5.011000
5.000110
000001
1 ℜ










= uuD B
        (12) 
 
As the matrices in (11) and (12) differ in the last 
column only, the condition R11 = 0 must be fulfilled 
for both Bézier and S-patch diagonals to be identical. 
The same result we obtain for the diagonal curves 
D2(u) and D2B(u). 
    ( ) ,
111000
102110
001011
2 ℜ










−
−−= uuD         (13) 
    ( ) .
5.011000
5.002110
001011
2 ℜ










−−= uuD B
        (14) 
Here the matrices in (13) and (14) also differ in the 
last column only. 
Just proved relations among the diagonal lines can be 
formulated as the theorem below. 
WSCG 2011 Communication Papers 203
  
a)                   b)                   c)                   d)                   e)                   f)                   g) 
Figure 4. 5-element sets of control-points. a),b) – non independent, c)–g) independent sets. 
 
 
Theorem 3. D1(u)= D1B(u) if and only if R11=0. 
Moreover, equality of these diagonals automatically 
implies the equality of D2(u)= D2B(u). 
On the base of the Theorem 3 we can introduce 
biquadratic BS-Patch, i.e. patch in the form as 
follows 
    ( ) T
v
v
R
R
RRR
vuX vu




















=
2
20
10
020100 1
00
00, .        (15) 
 
In this case mutual relations among Bézier control 
points Pij (8) are reduced to 
    












































=




























20
02
10
01
00
22
21
20
12
11
10
02
01
00
22222
20212
20202
02122
00112
00102
02022
00012
00002
2
1
R
R
R
R
R
P
P
P
P
P
P
P
P
P
.        (16) 
 
We can see that now the corner control points 
(Fig. 4a) ) are dependent,  
    00022022 PPPP −+= . 
It means that the corner control points create 
rhomboids.  
Similarly the quaternion of neighbour control points  
(Fig. 4b) ) is dependent too, 
    00011011 PPPP −+= . 
 
Examples of non independent and independent 5-
element sets of control points of BS-Patches are 
presented in Fig. 4 c) – g). E.g. for independent 
pentad from Fig. 4e) the rest of control points can be 
represented as 
    
11122122
11102120
11120102
11100100
PPPP
PPPP
PPPP
PPPP
−+=
−+=
−+=
−+=
.         (17) 
 
5. BS-PATCH AND BÉZIER 
TRIANGLES 
As both diagonal and boundary curves of BS-Patches 
are Bézier curves, it is meaningful to analyze the 
triangle patches. We shall demonstrate that there is a 
very close connection between the Cartesian BS-
Patch and a pair of triangular Bézier patches. This 
relation is formulated for the case n =2. 
Let us consider triangular mesh of nodes  
    nkjinkjiPijk =++≤≤ ,,,0  
where nodes 
222111
, kjikji PP are neighbour, if  
    2212121 =−+−+− kkjjii . 
Bézier triangular patch is defined as  
    { }( )
( )
∑=∆
kji
ijk
kji
ijk Pwvukji
nPwvuP
,,
!!!
!
,,,         (18) 
where  
nkjinkjiwvuwvu =++≤≤=++≤≤ ,,,0,1,1,,0 . 
 
Let us consider quadratic BS-Patch defined on the set 
of control points 2,0, ≤≤ jiPij . Let us consider 
Cartesian and triangular indexing of these control 
points according to Fig. 5. 
 
 
a)  b)  c) 
Figure 5. Cartesian a) and triangular b), c) 
indexing of control nodes for n = 2. 
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Theorem 4. BS-Patch defined on control points 
2,0, ≤≤ jiPij  is the same surface as the pair of 
triangular Bézier patches, defined on the sets of 
proper control points. 
Proof. Let us use the independent set of control 
points according to Fig. 4e). Solving proper 
subsystem of (16) 
    
































=
















20
02
10
01
00
21
12
11
10
01
20212
02122
00112
00102
00012
2
1
R
R
R
R
R
P
P
P
P
P
 
and inserting the solution into (15) we obtain 
( )
( )










−+
−
−+−−+
=
002
002
22
112101
0111
1112101011111001
PPP
PP
PPPPPPPP
R
.  (19) 
 
Let us express triangular patch on the nodes  
    P00, P01, P02, P10, P11, P20 – Fig. 5a). 
Using the triangular indexing – Fig. 5b), we have 
    
( )
011101110
002
2
020
2
200
2
222
,,
vwPuwPuvP
PwPvPu
wvuP
+++
+++=
=∆
.        (20) 
Rewriting it to Cartesian indexes – Fig. 5a) we obtain 
    
( )
011011
00
2
02
2
20
2
222
,,
vwPuwPuvP
PwPvPu
wvuP
+++
+++=
=∆
. 
Using (17) and excluding w, as vuw −−= 1  leads to 
the final form of triangle patch 
    
( )
( ) ( )
( ) ( ).22
22
,,
111210
2
112101
2
10110111
111001
PPPvPPPu
PPvPPu
PPPwvuP
−++−++
+−+−+
+−+=∆
 
We have obtained the same relation as (19). 
For the triangle defined on control points form 
Fig. 5c) the process of proving is similar. Difference 
is in used parametrization only: in (20) we use 
( )u−1  instead of u and ( )v−1  instead of v. 
For triangles with the diagonal defined on control 
points 221100 ,, PPP  in (20) we have to use 
parametrizations ( ) vu ,1− ,  ( )vu −1,  respectively. 
QED. 
 
Corollary. Just proved theorem gives us an important 
generalizaton of the trivial fact that a bilinear patch 
can be decomposed to two triangles iff the quaternion 
of control points is planar. 
6. SMOOTH CONCATENATION OF 
BS-PATCHES 
Let us consider 5-element set of independent control 
points form Fig. 4e). Condition (17) says that the set 
of control points creates four rhomboids – Fig. 6. 
Here we can distinguish three types of control points: 
‘central’, ‘crosswise’ and ‘dependent’. 
 
 
Figure 6. Resulting geometry of control points for 
BS-patch. Different types of control points are 
distinguished: black – central one, dark – 
crosswise ones, light – dependent ones. 
 
Let us consider four general BS-patches – Fig. 7a). 
The conditions for concatenation of the patches are 
obvious – Fig 7b):  
a=e, c=g, i=m, k=o, d=l, b=j, h=p, f=n. 
This condition can be formulated more generally in 
the following way. 
 
        
a)   b) 
Figure 7. Concatenation of BS-patches.  
a) Four independent BS-patches. b) Concatenated 
BS-patches. 
 
Let there are two open polylines 
 ( )nPPPP L2101 =Λ  and ( )mRRRR L2102 =Λ . 
Let us consider the lattice of nodes  
    
( )mjniQ ji ≤≤≤≤= 0,0:,Λ  
where 
  .,
00 ,, PPRjiRRPji xyyyxxxx ijji −+=−+=  
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a)   b)   c)   d) 
Figure 8. Smooth concatenation of BS-patches according to the steps a) – d) below. 
 
Theorem 5. Surface is set of BS-Patches iff set of 
control points is a lattice of polylines. 
Moreover, if we demand smooth concatenation of 
BS-Patches, edges b,h must be parallel. Similarly, 
edges c,i must be parallel too. It means that the 
quaternion of central control points from Fig. 7b) 
creates the vertices of rhomboid.  
Construction  
Given two polylines  
( )nPPP L101 =Λ , ( )mRRR L102 =Λ , 
given two sets 
( )110 ,,, −= nppp Lpi , ( )110 ,,, −= mrrr Lρ , 1,0 << ji rp , 
we can construct smooth concatenation of BS-patches 
according to the steps below. 
a) We suppose that the central control points of 
BS-patches create a lattice.  
b) Crosswise control points can be found as a 
ratio of neighbour central control points. 
c) Dependent control points (corners of BS-
patches) are found according to the (17). 
d) Concatenation consists of full-defined BC-
patches. 
Fig. 8 illustrates the above described construction. 
7. CONCLUSIONS 
In the presented study we have described the Bézier 
form of S-Patches in the biquadratic case.  
• Dependencies among the control points are 
derived.  
• BS-Patches are introduced.  
• Close relation between Bézier triangles and BS-
Patches is found.  
• Condition for smooth concatenation of 
biquadratic BS-Patches is formulated. 
We can see that biquadratic BS-patches are very 
convenient for mutual conversion between triangular 
and quadrilateral patches. On the other hand, smooth 
concatenation of such patches is ‘too rigid’ and 
perhaps it is hardly used for the shape expression in 
general case. Future work will be focused to  
• more detailed analysis of relationship between 
S-Patches and BS-Patches, 
• patches of higher degree.  
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