Abstract. A new method for the simultaneous approximation of all the roots of a polynomial is given. The method converges for almost every initial approximation, the set of the exceptional starting points being a closed set of measure zero, at least if all the polynomial roots are real and simple. The method exhibits quadratic convergence not only to simple, but also to multiple roots.
1. Introduction. One of the more effective methods for the simultaneous approximation of the roots of a polynomial, the origin of which is attributed to Weierstrass [1] , is the one published by Kerner [2] , [3] and, independently, by Durand [4] . In a modified form it was also studied by Ehrlich [5] and Aberth [6] . This method can be defined as follows. Let a) /(*)= n (*-«*) = £«*'*-*, «o-i.
*-l k=0
be the polynomial with real roots ak (k = 1,2,... ,N). The method, which, in short, will always be referred to as the W-method, can be defined by the sequences (2) fix("~xA P(») = "(»-!).
rW4-1)-*rl))'
where k -1,2,...,N, n -1,2,... and x[°\ xf\...,x#> e R.
It can be proved [2] , [7] that the W-method is equivalent to a Newton method in an TV-dimensional space by considering the function (3) F:R"-R", F(x) = (Fx(x),F2(x),...,FN(x)), where the functions Fk are defined as follows: (4) Fk(x) = Sk(x)+(-l)k-lak, k = l,2,...,N, and Sk is the elementary symmetric function of degree k. By putting a = (ax, a2,... ,aN), one has F(a) = 0 as a consequence of the fact that, if x = a, the Fkix) = 0 ik = 1,2,...,7V) turn out to be the well-known relations between the roots and the coefficients of the polynomial (1) , and the W-method described by (2) is, in effect, equivalent to Newton's method (5) *<"> = x<"-V -J-1(x^"-^)F(x^-1^) applied to the equation Fix) = 0. In (5) J'1 denotes the inverse of the Jacobian matrix J of the function F. The matrix / is a generalized Vandermonde-type matrix and an explicit expression of/"1 can be given [7] . One property of the method is the following N PI: E4")=-«i. » = 1,2,..., *=i essentially due to the definition of Fx, Fx(x) = Lk-Xxk + ax, and its linearity.
As the W-method is the same as a Newton method, the convergence will be quadratic whenever det J(a) ¥= 0, i.e., whenever the roots ak are all simple.
Moreover, as (2) always converges in practice, the conjecture has been advanced that the W-method converges with almost every starting point. Except for the case of N = 2, however, [1] , [7] , a proof of this conjecture still has not been given.
In Section 2 a new method will be presented which not only preserves all the above-mentioned favorable properties of the If-method but also presents other characteristics that make it more interesting. In fact, it will be shown that the new method:
(A) is globally convergent (see Section 5) , at least when applied to polynomials with real and simple roots, the exceptional set of starting points being a closed set in R^ of measure zero; (B) can be used also if the function / is not a polynomial but any sufficiently smooth function; (C) is at least locally convergent to the real roots if the polynomial (1) has also some complex roots; (D) can yield quadratic convergence not only in the case of simple roots, but also when multiple roots occur.
In the last section numerical examples will be given which illustrate some of the above properties.
2. The New Method. Let x^^.-.^^eR, x = ixx, x2,...,xN) and let us modify the definition of the function (3) by replacing (4) with (6) Fk ( (1) F(x) = 0.
Proof. Proposition 1 can be easily proved by considering that, by using the Newton interpolation formula, one obtains, Vs e R,
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Applying the Newton method to the equation (7):
the Jacobian matrix /(x) comes out to be the following: and it is important to observe that / is now a lower triangular matrix. The new method just described (see (3) , (6), (8)), as it is defined by the divided differences of the function/, remains meaningful also when/is not a polynomial but any sufficiently smooth function. For example, the following Proposition 2 can be proved with arguments very similar to those used in the proof of Proposition 1. Therefore, whenever it is not explicitly specified that/is the polynomial (1), it will be understood in the following that / is, more generally, any sufficiently smooth function. In that case, N will simply continue to mean the chosen number of scalar equations in (7) and, consequently, the dimension of the space in which the problem will be considered. Proof. The elements ./¿r/ of/"1 can be expressed as follows:
•'kk Indeed, it is very easy to check that (/ • / 1)k, = Sk! holds in the case of k < / if / is defined by (11) . In the remaining case k > I, one has: An important consequence of the above result is that the behavior, for increasing n, of the first coordinates x["\ x2"\... ,x^lx, is in no way influenced by that of the following coordinates. The main advantage resulting from this property consists of the possibility to reorder the coordinates during the procedure by putting in the first positions those with better convergence properties, in such a way that the possible nonconvergence or slow convergence of some coordinates has no influence on the others.
It will be shown that this property can be useful not only if the equation/(s) = 0 is solved by the method defined by (3), (6) and (8) with a value of N greater than the total number of the real roots, but also in the general case, especially if not all the roots ak are simple or, more generally, if real roots of different multiplicities occur. In these cases the above-described technique of reordering coordinates results in an appreciable convergence improvement (see also, for a relevant numerical example, Tables 2.1 and 2.2 in Section 6). of (7) will also be obtained by considering the multiplicity of a and by studying some differential properties of the function F defined by (3) and (6) . In this paper we will refer to the multiplicity definition given in [10] .
Let F0)(x) be the ith derivative of F at the point x and ^V(F(,)(x)) its null space. Furthermore, let JTi (i = 1,2,...) be the spaces
and d¿ the dimension of Jf{.
One can then say [10] that the root a of the equation (7) is of multiplicity u if Proof. Note, first of all, that for any fixed k the value of Jk,(a) is the same for all the / e Ih by virtue of the symmetry of the divided differences with respect to their arguments. From Proposition 1 it can then be deduced that f[ax,...,a"a,,...,ak] may be different from zero only if the argument a¡ appears repeated a number of times greater than the multiplicity of a,. This is possible only in the case / e Ih, k> mh, and it is easy to see, by using for example Lemma 1, that (14)). By imposing in succession the N conditions (17) and using Lemma 2 again, it is then easy to check that x satisfies the condition (16) if and only if it belongs to the set described on the right-hand side of (15). D Lemma 4. Let f be the polynomial (1). The null space of the second Fréchet derivative F"(a) at the point a is given by (18) JT(F"(a))= {x^RN\xx = x2 = and, hence (see (12) and (13) • 00
• 00, and, hence, the condition F"i^)x = 0 is satisfied if and only if x belongs to the set described on the right-hand side of (18). Indeed, since all the matrices 9/(£)/8£ which form (19) Theorem 2. The root a of the equation (7) is of multiplicity /x = 1 if and only if the ak are all simple roots of fis) = 0. /// is the polynomial (1), one always has u < 2.
Proof. The theorem is a direct consequence of the preceding definitions and Lemmas 3 and 4. D The next theorem holds not only for the particular Newton method defined by (3), (6) and (8) but, in general, for any Newton method applied to an equation (7) if F is smooth enough. It is contained in the results shown in [10] by L. B. Rail who also analyzes the behavior of the component f(n) of the error decomposition considered in the theorem (see (21)), proving, essentially, that it also converges to zero, though only linearly.
Theorem 3. Let X be the orthogonal complement ofJ/~x and (21) x(n) = a + e("\ e(n) = 7)(n) + f<n), T)(n) e X, f(n) G JTX.
Then, Proof. It is easy to check that the dimension of X is equal to M and that the scalar product between any two elements of the subspaces Jfx and X is equal to zero. D Theorem 4. For each h,l < h < M', let vhbe the number of elements belonging to Ih (i.e., vh is the multiplicity of the hth of the M different roots of the equation fis) = 0), and let Jc(n) be the "nth average-vector" Proof. Consider x(n) and a. They both belong to the subspace X defined in Lemma 5 and, by using this definition of X again and that of Jfx stated in Lemma 3, it is easy to check that Jc(n) -a comes out to be exactly equal to the t)("' defined in (21):
The proof is now concluded by using Theorem 3. D Remark 1. Theorem 4 shows that the method defined by (3), (6) and (8) is essentially a procedure for obtaining, by averaging the coordinates of x(n) which converge to the same root of f(s) = 0, a convergence of quadratic type to all the roots ak of fis) = 0, independently of their multiplicity.
Remark 2. By virtue of the triangular structure of F (see (6) ) and /, Lemmas 3 and 5, as well as Theorem 4, can also be referred, more generally, to the space Rŝ panned by the coordinates xx, x2,...,x^, where 1 < TV < N. The arguments involved need only a simple generalization which can be briefly summed up by describing the generalized forms assumed by the subspaces JTX and X. These can be easily found, bearing in mind the arguments used in the proof of Lemma This means that the error relative to the average of the coordinates of x{n) which converge to the root a* of multiplicity N -I is N -I times smaller than the error e[n) of the coordinate x{n) that converges to the simple root ax. Note (see Corollary 1.1) that e[n) converges to zero as the error of the Newton method applied to the equation f(sx) = 0 in a neighborhood of a simple root. (See, for example, Table 2 .2 in Section 6.) 4 . Global Convergence. In this section the method defined by (3), (6) and (8) is examined in the case of a polynomial (1) with real and simple roots.
Interesting information which completes that already stated in Corollary 1.1 and which concerns the behavior of the method near the subset Sm c R^: Sm = {x g R^lxk = ak, k = 1,2,...,m -1}, with 1 < m < N, can be obtained from Theorems 5 and 6.
A study of the method near Sm means that one hypothesizes intermediate situations in which only a certain number m -1 of the roots ak have as yet been accurately approximated by the first m -I coordinates of jc(n). This is a theoretical hypothesis which will allow us to show that the function $m in (8) tends to the iteration function of the Newton method applied to the equation qm(s) = 0 (see Lemma 1 for the definition of qm), and, consequently, also x^ must converge to another root am oîfis) = 0. Finally, a result due to Barna [11] (see Lemma 6 below) is applied to prove global convergence (Theorem 7).
Note, however, that this theoretical hypothesis actually represents a realistic model for the convergence of x(n) only in the case of particular starting points x(0) in which the accuracy of the first m -I coordinates is much better than that of the remaining ones. In other words, x^ does not normally have to wait for the preceding coordinates x["\ x2"\... ,x£l x to practically coincide with ax,a2,.. .,am_x before starting to converge toward am.
To make the statement of Theorem 5 simpler it is convenient to slightly modify the notations, making evident the dependence of $ on the polynomial and the dimension of the space in which the method defined by (3), (6) and (8) A(m' be the functions defined bŷ )(s) = àm(x{"\xi"\...,xl""lx,s).
The following theorem holds. (see (10)), and note that, as a consequence of Lemma 1, one has f[ax, a2,.. .,am_x, s, s] = q'm(s). Therefore, the assumption xkn) -* ak (k = 1,2,. ..,m -1) can be used for asserting that a y = y(m, C) exists such that the above denominator does not vanish in C for n > y. Then, for any n > y, s g C, we can write, considering that, as a consequence of where the rk depend on s and n and 0 < \rk -ak\ < \xkn) -ak\. Thus, the rk can be considered to belong to compact sets. On the other hand, one easily checks that the dAn/dXi (which are continuous functions), for fixed values of the first m-l variables, are the ratio of polynomials of the same degree 2(N -m) in the mth variable s. Thus the proof can be concluded by standard arguments. D Theorem 6 essentially says that if the first m-l coordinates of x(n) converge, i.e., if p^l x converges to zero (note that it will then converge quadratically, see Theorem 4 and Remark 2), the sequence of the functions A(m' converges uniformly to qm/q'm in any closed set C contained in fim. The consideration of sets C(a) of the type C(a) = {s g R| \s -ßi\ > a, i = 1,2,... ,7V -m}, with a > 0, is of particular interest. One can derive from Theorem 6 the following corollary which brings into evidence that A(m> can be considered arbitrarily close to q"Jq'm in an unbounded set arbitrarily close to ßm if n is large enough. Corollary 6.1. Let {a,}, {t,} be any prefixed sequences which decrease and converge to zero. Then, for each i, an integer ñ¡ exists such that
Finally, a result due to Barna [11] and reported in [12] by S. Smale, is stated in the following Lemma 6. An outline of the proof can be found in [12] ; it is based on the fact that, on the hypothesis of the lemma, T(s) = s -fis)/fis) defines an Axiom A dynamical system on the one-dimensional projective space.
Lemma 6. /// is a polynomial with all roots real, Newton's method applied to the equation fis) = 0 converges to a root with almost every starting point, the exceptional set Ex of starting points being homeomorphic to the Cantor set.
We are now in a position to prove Theorem 7. Except for starting points x(0) belonging to a closed subset of RN of measure zero, the equations (3), (6) and (8) define a sequence {x(n)}" = Xt2i... which converges to a root of the equation (7).
Proof. By virtue of Lemma 6 and Theorem 5 one does not have to consider the set of the x(0) which have the 1st coordinate x[0) belonging to Ex or, analogously, which belong to a certain Sm and have the wth coordinate x$ belonging to the corresponding exceptional set Em of the Newton method applied to the equation qmis) = 0. Furthermore, the set of the xi0) such that x(n) will belong to /0 for some value of n must obviously be left out. The union of these sets is closed and has measure zero and with respect to any one of the x(0) of the complementary set the following is true: the equations (3), (6) and (8) actually define a sequence {*<n)}n-i,2,... and the 1st coordinate x[n) converges to a root ax of fis) = 0.
The assertion can then be derived by the results already stated in this section. They allow one to exclude the possibility that a certain number m -I of the first coordinates x["\ x2"\...,x^lx of x(n) converge to m -1 roots ols a2,...,am_x without the next coordinate x™ converging to another root am.
In fact, since Lemma 6 can also be applied to the equation qmis) = 0, then Tmis) = s -qmis)/q'mis) also defines an Axiom A dynamical system in the projective line and, furthermore, $>m(x{"\ x2n),...,x%lx, s) can ultimately be assumed arbitrarily close to Tm(j) in a set Cia) arbitrarily close to the whole ßm. [It can also be observed, for completeness, that (see also (10)) a can be assumed so small and n so large that if the sequence of the x^ goes once out of Cia) then it will necessarily start to converge to the largest, or to the smallest, root of qmis) = 0.] Thus x^ too The above formulae describe the method in its elementary or basic form. This basic form can then be implemented by some procedures which are suggested by the results stated in the preceding sections.
For example, it has been seen that it is advantageous to get into the first positions the coordinates of x(n) which converge to simple roots when multiple roots of the equation/(j) = 0 are present, and such an arrangement of the x^ can be obtained by proper rearrangements during the execution. More generally, it seems reasonable to implement the basic form of the method by a procedure that forces the sequence {x(B)} to converge to a root a of the equation (7) in which the roots ak oí fis) = 0 are arranged in increasing order of their multiplicity. Suitable tests can be inserted to recognize the convergence to multiple roots of fis) = 0 and to determine the multiplicities during the execution. Those multiple roots will finally be computed by the averages described in Section 3.
These procedures, which have been employed in [8] , can also be used when / is a sufficiently smooth function.
6. Numerical Results. Some numerical results are reported in this section. They illustrate properties of the method described in the preceding sections.
In Table 1 the results obtained in the case of the polynomial with simple roots fis) = is2 -l)is2 -4)is2 -9) are listed.
In Tables 2.1 and 2 .2 the results which one obtains with the polynomial fis) = is + 2)(s -I)2 are shown. In the first case the method is applied without rearrangements and the first two coordinates of x(n) converge to the double root, the third to the simple root. In the second case, the same starting point used in Table 2 .1 has been rearranged to obtain the convergence of the first coordinate x[n) to the simple root. Table 3 Table 3 shows the results obtained in the case of the polynomial fis) = s3. The average of the three coordinates x["\ x2n) and x\n) is equal to the triple root for any value of«. Table 4 concerns the case of a polynomial which also has complex roots. The polynomial is fis) = (s + 2)(í -l)2(s2 + 2).
Finally, an example for the case in which/is not a polynomial is given in Table 5 . The function is/(i) = (cosh 5 -l)(s -3). 
