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Capitolo 1
Introduzione
La teoria del controllo ottimale dei sistemi governati da equazioni alle derivate parziali
trova numerose applicazioni, in cui si esercita un controllo su parametri o funzioni che carat-
terizzano il problema, quali, ad esempio, coefficienti, termini forzanti, condizioni al contorno,
ecc. Affinche` un problema di controllo ottimale sia ben definito, e` necessario porre degli
obiettivi da raggiungere e stabilire l’osservazione sul sistema, per poter esercitare il controllo
stesso. La teoria del controllo ottimale di sistemi di equazioni alle derivate parziali si pre-
figge la minimizzazione di opportuni funzionali, detti funzionali costo o funzioni obiettivo.
L’approccio a questo tipo di problemi si basa sulla teoria classica sviluppata da J.L. Lions
[20] o sul formalismo della Lagrangiana [23], che consente di definire in maniera sistematica
il problema.
Nell’ambito del controllo ci si trova a risolvere un problema matematico per un elevato numero
di configurazioni differenti e cio`, se si vuole garantire una certa precisione, puo` essere estrema-
mente oneroso dal punto di vista computazionale. E` evidente allora la necessita` di sviluppare
metodi in grado di ridurre la complessita` del problema, senza compromettere la precisione
sui risultati. Innanzitutto occorre osservare che non si e` interessati solo alla soluzione delle
equazioni alle derivate parziali, si vuole piuttosto valutare ripetutamente una relazione di tipo
“input-output”: il set di parametri in ingresso (o “input”) e` dato dalle variabili di controllo
ed eventualmente altri parametri fisici o geometrici, mentre le variabili in uscita (o “out-
put”) sono delle quantita` di interesse per il problema di controllo, dipendenti dalla soluzione
delle equazioni alle derivate parziali. La relazione “input-output” e` implicita e richiede la
risoluzione di una o piu` equazioni alle derivate parziali. Uno strumento che consente di calco-
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lare in modo rapido, efficiente e affidabile la relazione “input-output” indotta dalle equazioni
alle derivate parziali e` rappresentato dai metodi a basi ridotte.
I metodi a basi ridotte, introdotti a partire dagli anni ’70 e ora in fase di grande svilup-
po, sono impiegati per la risoluzione di equazioni parametrizzate. L’idea e` di proiettare la
soluzione in uno spazio di dimensioni contenute e specifico per il problema in questione,
anziche` uno spazio con proprieta` approssimanti generiche e di dimensioni considerevoli, come
nel metodo Galerkin-Elementi Finiti. L’impiego di un modello che, senza perdere precisione,
e` in grado di rappresentare il problema fisico con un numero esiguo di gradi di liberta` consente
di ridurre notevolmente i costi e quindi i tempi computazionali.
La novita` introdotta da questo lavoro di tesi e` proprio quella di ricorrere all’approssimazione
numerica delle equazioni parametrizzate, che governano il problema di controllo ottimale, me-
diante il metodo a basi ridotte. In letteratura lo studio dei problemi di controllo con metodi a
basi ridotte e` gia` stato affrontato in [26, 27, 28], ma senza considerare problemi parametrizzati
e impiegando procedure risolutive diverse da quelle proposte di seguito.
Oltre a una presentazione teorica del metodo a basi ridotte e a richiami di teoria del controllo
ottimale per problemi alle derivate parziali, proporremo un’applicazione di fluidodinamica
ambientale, relativa al controllo delle emissioni di inquinanti atmosferici da parte di camini.
Per studiare questo problema, molto attuale e di interesse pratico, si adotta un modello di
diffusione-trasporto bidimensionale, che si presta ad essere parametrizzato in diversi modi.
Di seguito si descrive brevemente il contenuto della tesi.
Dopo questa introduzione, nel Capitolo 2 si illustrano gli aspetti teorici dei metodi a basi ri-
dotte per equazioni alle derivate parziali parametrizzate; in particolare ci si sofferma su come
calcolare l’approssimazione a basi ridotte della soluzione di tali equazioni e perche´ questo
metodo offre considerevoli vantaggi computazionali. Si mostra come controllare l’errore tra
la soluzione a basi ridotte e quella a elementi finiti e si fornisce la stima A-Priori nell’ambito
dell’analisi di convergenza. Infine si spiega la procedura adattiva per la costruzione dello
spazio di approssimazione a basi ridotte della soluzione.
Nel Capitolo 3 si introduce l’applicazione principale: un problema di controllo ottimale per
regolare le emissioni di un impianto industriale in modo da minimizzare l’inquinamento su
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un’area di osservazione, quale potrebbe essere una citta`. Si verifica l’applicabilita` del metodo
a basi ridotte per il solo problema di stato (equazione di diffusione e trasporto in due di-
mensioni) parametrizzato in quattro modi differenti. In questo capitolo si considerano solo
parametri di tipo fisico: intensita` delle sorgenti di inquinante, direzione del vento e viscosita`
del fluido. Per ciascuno dei quattro casi si presenta la formulazione matematica del metodo,
si discutono gli aspetti algoritmici, si studia l’errore rispetto alla soluzione a elementi finiti e
si mostra un esempio di soluzione. Si studia inoltre l’applicabilita` del metodo ad un problema
non stazionario, in cui si ha una sorgente di inquinante in una cavita` rettangolare riempita
di fluido mosso da convezione naturale.
Nel Capitolo 4 si richiamano i concetti fondamentali della teoria del controllo ottimale dei
sistemi di equazioni alle derivate parziali: vengono presentati alcuni teoremi della teoria clas-
sica di J.L. Lions e si illustra l’approccio mediante il formalismo della Lagrangiana. Si mette
in rilievo il ruolo fondamentale del problema aggiunto e si propone un algoritmo iterativo per
la soluzione dei problemi di controllo. Infine si riportano i risultati di un problema esempli-
ficativo.
Il Capitolo 5 e` il capitolo di sintesi tra la teoria delle basi ridotte e i problemi di controllo: si
estende l’applicabilita` del metodo a basi ridotte anche al problema aggiunto e ad ogni passo
del metodo iterativo per la ricerca dell’ottimo si risolvono entrambi i problemi (di stato e
aggiunto) mediante le basi ridotte. Il problema di controllo completo si parametrizza solo in
due casi significativi dei quattro analizzati nel Cap.3. Per ciascuno dei due casi si riporta
l’errore del controllo ottimo rispetto alla soluzione a elementi finiti, il risparmio dei tempi
computazionali e si mostra un esempio di soluzione.
Nel Capitolo 6 si studia la sensitivita` della soluzione del problema di stato rispetto alla
variazione di alcune quantita` geometriche di interesse che parametrizzano il dominio sempre
mediante le basi ridotte. Si tratta ancora della valutazione di una relazione “input-output”,
con la differenza che i parametri in ingresso sono geometrici, anziche` fisici. Infine si ap-
plica l’analisi di sensitivita` geometrica al problema di controllo ottimale dell’inquinante in
modo che, apportando alcune modifiche alla geometria del dominio, si possa contemporanea-
mente minimizzare l’inquinamento sull’area di osservazione e massimizzare la produttivita`
dell’impianto industriale.
Nel Capitolo 7 si formulano alcune conclusioni sul lavoro.
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I riferimenti bibliografici sono in ordine di comparsa all’interno della tesi.
Per le applicazioni numeriche di questo lavoro di tesi si e` fatto impiego del PDE Toolbox
di Matlab c©. Si tratta di un pacchetto appositamente dedicato alla risoluzione di proble-
mi alle derivate parziali mediante il metodo di Galerkin-Elementi Finiti, con approssimanti
polinomiali su domini bidimensionali. La costruzione della griglia avviene mediante la tec-
nica di Delaunay, con possibilita` di regolarizzazione. Si puo` lavorare in modo interattivo
tramite l’interfaccia grafica (Graphical User Interface), che permette la manipolazione della
geometria, delle equazioni e il post-processing della soluzione. Il PDE Toolbox si appoggia
sul codice Matlab c©, di cui e` possibile sfruttare tutte le funzioni per la stesura di un proprio
codice. La programmazione dei codici a basi ridotte ha costituito una parte cospicua del
lavoro. In particolare, per il problema di controllo dell’inquinamento atmosferico, sono stati
sviluppati codici per la creazione e l’ottimizzazione delle basi per i problemi di stato e aggiun-
to, l’approssimazione a basi ridotte della soluzione e la parametrizzazione dei due problemi, la
valutazione dell’errore al variare delle dimensioni della base ridotta, la stima dell’errore medio
per una scelta casuale dei parametri in ingresso. Per il problema della convezione naturale in
una cavita` rettangolare, oltre ai codici per l’applicazione del metodo a basi ridotte, si e` resa
necessaria la programmazione dei codici a Elementi Finiti.
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Questa tesi e` stata sviluppata presso il gruppo di Modellistica e Calcolo Scientifico (MOX)
del Politecnico di Milano e la cattedra di Mode´lisation et Calcul Scientifique (CMCS) del-
l’E´cole Polytechnique Fe´de´rale de Lausanne nell’ambito di uno stage di sei mesi all’interno
del progetto di mobilita` e scambio internazionale Socrates dell’Unione Europea, progetto a
cui aderisce anche la Confederazione Elvetica.
Scritto con LATEX.
Politecnico di Milano,
E´cole Polytechnique Fe´de´rale de Lausanne,
23 giugno 2005.
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Capitolo 2
Metodi a Basi Ridotte per
Equazioni alle Derivate Parziali
Parametrizzate
In questo capitolo si focalizza l’attenzione sulla teoria dei metodi a basi ridotte. Innanzitutto
si indica la categoria di problemi a cui tali metodi possono essere applicati e ci si sofferma su
come calcolare l’approssimazione a basi ridotte della soluzione di una equazione alle derivate
parziali, illustrando i vantaggi computazionali del metodo. Si passa poi alla stima degli
errori, all’analisi di convergenza e alla descrizione della procedura per la costruzione della base
ridotta. Infine si propone una breve rassegna bibliografica sui metodi di riduzione dell’ordine
del modello, di cui i metodi a basi ridotte fanno parte.
2.1 Introduzione
Nell’ambito dell’ottimizzazione, del controllo e della progettazione, ci si trova spesso a risol-
vere un problema matematico per un numero elevato di configurazioni differenti (corrispon-
denti alle diverse scelte dei parametri di progettazione). Cio` puo` comportare un costo com-
putazionale elevato, o addirittura proibitivo, anche nei casi piu` semplici. Per sfruttare in
maniera piu` efficiente le risorse di calcolo disponibili, occorre sviluppare metodi in grado di
ridurre la complessita` del problema garantendo, al tempo stesso, tutte le informazioni utili e
senza compromettere la precisione dei risultati.
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2.1.1 La relazione input-output
Ogni problema di controllo, ottimizzazione o progettazione e` basato sulla valutazione di una
relazione “input-output”. Il set di parametri in ingresso o “input” µ identifica una particolare
configurazione del sistema e tali parametri sono, per esempio, variabili di progetto o variabili
di controllo. Le variabili in uscita o “output”, che indicheremo con s(µ), sono delle quantita`
di interesse per la valutazione della qualita` del progetto, e sono tipicamente espresse come
funzionali delle variabili di stato di un sistema di equazioni alle derivate parziali parametriz-
zate, che descrive il comportamento fisico del sistema. Siamo interessati, cioe`, alla valutazione
di una relazione che fornisca s(µ) per differenti parametri in ingresso µ, scelti in uno spazio
D ⊂ RP , dove P indica il numeri dei parametri.
La relazione “input-output” e` implicita e richiede la soluzione di una o piu` equazioni; non es-
sendo possibile farlo per via analitica, bisogna ricorrere ad una procedura di discretizzazione.
Si passa quindi alla forma matriciale del problema, ossia da F a Fh, dove h e` un para-
metro caratteristico di discretizzazione. Il metodo di discretizzazione deve essere tale che per
h → 0, Fh → F (consistenza) e di conseguenza sh(µ) → s(µ), ∀µ ∈ D (convergenza). Il pro-
gressivo raffinamento della discretizzazione (h→ 0) comporta l’inevitabile aumento del costo
computazionale per valutare Fh: questo costituisce un grosso limite nel momento in cui si
vuole calcolare l’output in tempo reale o e` richiesta la valutazione ricorsiva di molte relazioni
“input-output”. Risulta allora evidente la necessita` di sviluppare un metodo che consenta
di calcolare in modo rapido, efficiente e affidabile la relazione “input-output” indotta dal
sistema di equazioni alle derivate parziali.
2.2 Definizione del Problema
2.2.1 Formulazione esatta
Consideriamo un dominio sufficientemente regolare Ω ⊂ Rd, con d = 1, 2 o 3 e uno spazio
di funzioni associate X ⊂ H1(Ω). A X e` associato il prodotto scalare (., .)X e la norma
‖.‖X = (., .)
1/2. Definiamo inoltre un insieme di parametri D ⊂ RP , i cui elementi verranno
indicati con µ. Introduciamo allora la forma bilineare parametrizzata a : X ×X ×D → R e
le forme lineari f : X → R, l : X → R.
Si richiede che a sia:
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• continua: a(w, v;µ) ≤ γ(µ)‖w‖X‖v‖X ≤ γ0‖w‖X‖v‖X , ∀µ ∈ D, per un’opportuna
funzione γ(µ) superiormente limitata da γ0;
• coerciva:
∃α0 : 0 < α0 ≤ α(µ) = inf
w∈X
a(w,w;µ)
‖w‖2X
, ∀µ ∈ D;
• simmetrica: a(w, v;µ) = a(v, w;µ), ∀v, w ∈ X, ∀µ ∈ D;
Inoltre richiediamo che i funzionali f e l siano limitati.
Infine facciamo delle assunzioni sulla dipendenza di a, f e l dai parametri e in particolare si
suppone che, dato un numero intero Q (preferibilmente piccolo), si possa esprimere a(w, v;µ)
come:
a(w, v;µ) =
Q∑
q=1
σq(µ)aq(w, v), ∀w, v ∈ X, ∀µ ∈ D, (2.1)
con σq : D → R e aq : X ×X → R, q = 1, ..., Q. Questa dipendenza affine dai parametri e`
cruciale per il risparmio computazionale. Allo stesso modo si puo` ammettere una dipendenza
affine di f e l dal parametro, anche se al momento, per semplicita` di trattazione, si assume
che i due funzionali siano indipendenti da µ.
La formulazione astratta del problema che ci interessa considerare e` : ∀µ ∈ D, calcolare
s(µ) ∈ R con:
s(µ) = l(u(µ)) (2.2)
dove u(µ) ∈ X e` la soluzione di
a(u(µ), v;µ) = f(v), ∀v ∈ X. (2.3)
Osserviamo che a(w, v;µ) e` la forma associata all’operatore differenziale che descrive il pro-
blema fisico parametrizzato, u(µ) la variabile di stato; infine s(µ) indica l’output.
Si noti che le ipotesi richieste per la forma bilineare a(w, v;µ) implicano l’esistenza e unicita`
della soluzione di (2.3).
2.2.2 Approssimazione di Galerkin
Le soluzioni u(µ) di (2.3) in generale non sono calcolabili e quindi abbiamo bisogno di scegliere
un metodo numerico per calcolare la soluzione discreta. Per costruire l’approssimazione a basi
ridotte richiediamo innanzitutto un’approssimazione finito-dimensionale di X, che indichiamo
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con Xh: Xh e` un sottospazio N -dimensionale di X. Xh sara` tipicamente lo spazio delle
approssimazioni a elementi finiti [1], associato ad una triangolazione molto fine del dominio
Ω e in generale N sara` molto grande.
L’approssimazione di Galerkin e` : ∀µ ∈ D, calcolare l’output:
sh(µ) = l(uh(µ))
dove uh ∈ Xh e` l’unica soluzione di
a(uh(µ), v;µ) = f(v), ∀v ∈ Xh. (2.4)
Sia {ϕi, i = 1, ...,N} una base per Xh. Si puo` allora introdurre la matrice Ah(µ) ∈ R
N×N ,
definita come segue:
Ahi,j = a(ϕi, ϕj ;µ), ∀i, j ∈ {1, ...,N}. (2.5)
Ah(µ) e` simmetrica, definita positiva per ogni µ ∈ D. Analogamente introduciamo F h ∈ R
N
come:
Fhi = f(ϕi), ∀i ∈ {1, ...,N}. (2.6)
Si puo` ora riformulare l’approssimazione di Galerkin: per ogni µ ∈ D, calcolare l’output:
sh(µ) = L
T
huh(µ) (2.7)
dove uh(µ) ∈ R
N e` l’unica soluzione di
Ah(µ)uh(µ) = F h. (2.8)
Si noti che uh(µ) e uh(µ) = (uh1 , ..., uhn) sono legati nel seguente modo:
uh(µ) =
N∑
j=1
uhj (µ) ϕj .
Per semplicita` di trattazione, d’ora in avanti, salvo specificazione di altro genere, ci si riferira`
al caso “compliant”, per cui l(u) = f(u). Sostituendo (2.8) in (2.7), si puo` esprimere l’output
come un’energia:
sh(µ) = u
T
h (µ)Ah(µ)uh(µ)
o equivalentemente:
sh(µ) = F
T
hA
−1
h (µ)F h
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Il problema della discretizzazione a elementi finiti e` che, essendo fisicamente N molto grande,
la soluzione di (2.8) e di conseguenza la valutazione di sh(µ) saranno molto costose dal punto
di vista computazionale, se si considera un elevato numero di parametri. Questa e` la principale
ragione che motiva l’introduzione della basi ridotte che ci accingiamo a descrivere.
2.3 Approssimazione a Basi Ridotte
Introduciamo un insieme di parametri campioni SN = {µ
1, ..., µN} dove µn ∈ D, n = 1, ..., N .
Per ciascun vettore in ingresso di SN , calcoliamo tramite il metodo a elementi finti (su una
griglia opportunamente fine) una soluzione uh(µ
n) nello spazio Xh, che si ipotizza essere
molto prossimo allo spazio reale X in cui si trova la soluzione esatta. Definiamo lo spazio
dell’approssimazione a basi ridotte:
WN = span{ζ
n ≡ uh(µ
n), n = 1, ..., N}, (2.9)
La (2.9) significa che WN contiene tutte le funzioni di Xh che si possono esprimere come
combinazione lineare delle ζn, sottintendendo che le ζn, per n = 1, ..., N , siano tra loro
linearmente indipendenti.
Nell’approccio a basi ridotte cerchiamo una approssimazione uN (µ) di uh(µ) in WN , che si
esprime come:
uN (µ) =
N∑
j=1
uNj(µ)ζ
j = (uN (µ))
T ζ, (2.10)
dove uN (µ) ∈ R
N e` il vettore colonna dei coefficienti uNj della combinazione lineare, con
j = 1, ..., N .
L’approssimazione a basi ridotte e` pertanto: ∀µ ∈ D, calcolare sN (µ) = l(uN (µ)), dove
uN (µ) ∈WN e` la soluzione di:
a(uN (µ), v;µ) = f(v), ∀v ∈WN . (2.11)
L’idea centrale del metodo a basi ridotte e` di usare per la discretizzazione del problema ori-
ginale, invece di uno spazio di proiezione con proprieta` approssimanti generiche (cioe` valido
per qualunque problema), uno spazio specifico (e quindi valido solo per il problema in que-
stione). Questo consente di costruire un modello in grado di rappresentare il problema fisico
di interesse con sufficiente precisione, impiegando un numero esiguo di gradi di liberta` .
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2.3.1 Forma matriciale
Scegliamo le funzioni test in modo che siano le stesse della base WN , cioe` v = ζ
i, i = 1, ..., N
e sostituiamo (2.10) in (2.11). Si ottiene l’equazione algebrica che permette di ricavare i
coefficienti incogniti uN (µ) ∈ R
N :
AN (µ)uN (µ) = FN , (2.12)
grazie ai quali e` possibile calcolare l’output:
sN (µ) = F
T
NuN (µ), (2.13)
Gli elementi della matrice AN (µ) ∈ R
N×N si ottengono come:
ANi,j(µ) = a(ζ
j , ζi;µ), ∀i, j ∈ {1, ..., N}. (2.14)
Poiche´ ζi e` la soluzione a elementi finiti per la particolare configurazione µi, si puo` scrivere
ζi come combinazione lineare della funzioni nodali degli elementi finiti ϕj , j = 1, ...,N :
ζi =
N∑
j=1
ζijϕj . (2.15)
Sostituendo (2.15) in (2.14) si ha:
ANi,m(µ) = a(
N∑
j=1
ζijϕj ,
N∑
k=1
ζmk ϕk;µ), ∀i,m ∈ {1, ..., N},
e sfruttando la bilinearita` di a(., .;µ), ∀µ ∈ D, si ottiene:
ANi,m(µ) =
N∑
j=1
N∑
k=1
ζijζ
m
k a(ϕi, ϕj ;µ), ∀i,m ∈ {1, ..., N}.
Definiamo ζi, il vettore colonna dei valori nodali della soluzione a elementi finiti per il set di
parametri µi e chiamiamo Ah(µ) la matrice a elementi finiti (2.5), in modo da poter passare
alla scrittura matriciale:
ANi,m(µ) = (ζ
i)TAh(µ)(ζ
m), ∀i,m ∈ {1, ..., N}. (2.16)
Indicando con Z la matrice N ×N le cui colonne sono i vettori dei valori nodali delle soluzioni
a elementi finiti ζi, i = 1, ..., N , si puo` scrivere:
AN (µ) = Z
TAh(µ)Z. (2.17)
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2.3.2 Approccio “Black-Box”
Si vuole sfruttare la possibilita` di scomporre la forma bilineare come
a(., .;µ) =
Q∑
q=1
σq(µ)aq(., .) (2.18)
per ottenere un grande vantaggio computazionale: individuare un set di forme bilineari in
WN indipendenti dai parametri che possano essere calcolate calcolati solo una volta e pos-
sano essere assemblate per ottenere la forma bilineare di partenza. E` quello che si intende
per approccio “black-box”, cioe` i parametri in ingresso vengono immessi in una immaginaria
“scatola nera” all’interno della quale vengono assemblati gli operatori e svolti i calcoli per
ottenere l’output:
µ→
F (µ)
BlackBox
→ s(µ)
Scomponiamo la forma a(., .;µ) in
N∑
j=1
a(ζj , ζi;µ)uNj = f(ζ
i), ∀i = 1, ..., N (2.19)
nella somma:
Q∑
q=1
N∑
j=1
σqaq(ζj , ζi;µ)uNj = f(ζ
i), ∀i = 1, ..., N (2.20)
Eseguiamo sulla (2.20) gli stessi passaggi che da (2.14) hanno portato a (2.16) per applicare
l’approccio “black-box” alle entrate della matrice delle basi ridotte:
ANi,j(µ) =
Q∑
q=1
σq(µ)aq(ζi, ζm)
=
Q∑
q=1
σq(µ)aq(
N∑
j=1
ζijϕj ,
N∑
k=1
ζmk ϕk)
=
Q∑
q=1
σq(µ)
N∑
j=1
N∑
k=1
ζijζ
m
k a
q(ϕj , ϕk)
=
Q∑
q=1
σq(µ)(ζi)TAqh(ζ
m)T , ∀i,m ∈ {1, ..., N},
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dove la matrice Aqh ha i seguenti elementi:
Ahi,j (µ) = a(ϕj , ϕi;µ)
=
Q∑
q=1
σq(µ)aq(ϕj , ϕi;µ)
=
Q∑
q=1
σq(µ)Aqhi,j .
Ora risulta evidente che dobbiamo calcolare una e una sola volta Q matrici AqN ∈ R
N×N
indipendenti dai parametri
AqN = Z
TAqhZ q = 1, ..., Q,
per poter ricostruire l’operatore delle basi ridotte per ogni nuovo set di parametri semplice-
mente calcolando:
AN (µ) =
Q∑
q=1
σq(µ)AqN . (2.21)
2.3.3 Non-omogeneita` del problema a basi ridotte
Per il termine noto si segue lo stesso procedimento:
FNi = f(ζ
i)
= f(
N∑
j=1
ζijϕj)
=
N∑
j=1
ζijf(ϕj)
= (ζi)TF h, i = {1, ..., N}
e si puo` anche riscrivere come:
FN = Z
TF h, i = {1, ..., N}.
2.3.4 Sistema a basi ridotte e output
Possiamo riscrivere il problema (2.19) in forma matriciale:
AN (µ)uN (µ) = FN , (2.22)
Capitolo II 21
dove, come gia` visto, AN (µ) ∈ R
N×N e FN ∈ R
N .
La differenza fondamentale tra le matrici AN (µ) e Ah(µ), oltre alle dimensioni, e` che Ah(µ)
e` una matrice sparsa mentre AN (µ) e` densa e quindi per risolvere (2.22) si impiegano metodi
di soluzione diretti.
Nel nostro caso si ha LN = FN e l’output del problema a basi ridotte si calcola come:
sN (µ) = F
T
NuN (µ).
2.3.5 Decomposizione off-line / on-line
Tutte le matrici e i vettori che consentono la riscrittura del problema in forma matriciale
si dividono in due categorie: parametro-dipendenti e parametro-indipendenti. Fortunata-
mente quelli onerosi dal punto di vista computazionale sono i parametro-indipendenti, che
possono essere quindi calcolati solamente una volta e usati in seguito qualsiasi siano i para-
metri in ingresso. Questa osservazione suggerisce la possibilita` di impiegare un approccio
computazionale suddiviso in due stadi:
• off-line: si calcolano N soluzioni a elementi finiti u(µn), una per ciascun parametro
campione µ ∈ SN . Si costruiscono e si tengono in memoria le matrici parametro-
indipendenti delle basi ridotte AqN = Z
TAqhZ per q = 1, ..., Q. Si costruisce e si
memorizza FN = Z
TF h.
• on-line: si calcolano i coefficienti parametro-dipendenti σq(µ). Si forma la matrice
AN (µ) =
∑Q
q=1 σ
q(µ)AqN e si risolve il sistema AN (µ)uN (µ) = FN . Una volta nota la
soluzione uN (µ) si calcola l’output di interesse sN (µ) = F
T
NuN (µ).
Si osservi che i due stadi sono sequenziali e completamente disaccoppiati. I calcoli onerosi
della parte off-line vengono svolti una e una sola volta. I calcoli efficienti della parte on-line si
eseguono, invece, ogni volta che e` richiesta la valutazione rapida dell’output per diversi punti
dello spazio dei parametri. E` molto importante notare che lo stadio on-line e` indipendente
dalle grandi dimensioni N dello spazio della soluzione Xh e poiche´ N e` tipicamente molto
piccolo l’output si ottiene in “tempo reale”.
Una volta terminato lo stadio off-line, il costo incrementale, o marginale, per valutare sN (µ)
per ogni nuovo µ ∈ D (come richiesto dai problemi di controllo e progettazione) e` molto
22 Metodi a Basi Ridotte per PDE Parametrizzate
piccolo: in primo luogo perche` N e` generalmente O(10), grazie alle buone proprieta` di con-
vergenza di WN [2], e poi perche´ (2.22) puo` essere facilmente assemblato e invertito grazie
alla scomposizione off-line/on-line. In sostanza e` la procedura computazionale off-line/on-line
che consente di sfruttare la riduzione delle dimensioni del problema da N a N . Il fatto che si
possa prendere N “piccolo” e` motivato dalla convergenza esponenziale in N per una dipen-
denza da µ piuttosto regolare [3, 4].
I costi computazionali si dividono in fissi, dovuti alla parte off-line, e variabili per ciascuna
valutazione, dovuti alla parte on-line. Per calcolarli servono tre numeri: la dimensione N
dello spazio della soluzione a elementi finiti, la dimensione N dello spazio delle soluzioni a
basi ridotte e il numero Q degli operatori indipendenti dai parametri. I costi fissi richiedono
N soluzioni a elementi finiti (le ζn, n = 1, ..., N) e O(QN2) prodotti interni di vettori a
elementi finiti. I costi variabili richiedono O(QN2) operazioni per assemblare le Q matrici
parametri-indipendenti delle basi ridotte di dimensioni N ×N e O(N3) operazioni per inver-
tire la matrice risultante e ottenere la soluzione a basi ridotte. La gestione in memoria dei
dati della parte on-line e` O(QN2). Come si nota, il costo variabile totale per ciascuna nuova
valutazione nello spazio dei parametri e` molto contenuto.
2.4 Limite Inferiore e Limite Superiore dell’Output a Basi
Ridotte
Una volta calcolato l’output desiderato sN (µ) con la procedura a basi ridotte, si possono
derivare i limiti: s−N (µ) ≤ sh(µ) ≤ s
+
N (µ), dove gli estremi possono essere considerati come
indici di una stima a posteriori per il valore dell’output sh(µ) che avremmo ottenuto se
avessimo risolto direttamente il problema con gli elementi finiti sulla griglia di partenza.
2.4.1 Condizionatore dei valori limite
Definiamo l’errore e(µ):
e(µ) = uh(µ)− uN (µ) (2.23)
e il residuo r(v;µ):
r(v;µ) = f(v)− a(uN (µ), v;µ), ∀v ∈ X. (2.24)
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Si definisce poi la forma vettoriale Rh(µ) ∈ R
N come Rhi(µ) = r(ϕi;µ), i = 1, ...,N . Notiamo
che
Rh(µ) = F h −AhuN (µ) (2.25)
dove uN ∈ R
N e` il vettore espresso da (2.10).
Poiche´ per un dato N non siamo in grado, per il momento, di calcolare in modo efficiente i
limiti (superiore e inferiore) dell’errore sull’output s(µ)− sN (µ), e quindi non siamo in grado
di determinare se N sia sufficiente per i nostri scopi, introduciamo un Bound Conditioner,
cioe` un condizionatore di limiti [5]. Richiediamo che il Bound Conditioner c : X×X×D → R
sia una forma simmetrica, continua e coerciva e tale che gli autovalori minimo e massimo
ρmin(µ) := min
v∈X
a(v, v;µ)
c(v, v;µ)
ρmax(µ) := max
v∈X
a(v, v;µ)
c(v, v;µ)
soddisfino la seguente “condizione spettrale”: ∀µ ∈ D
1 ≤ ρmin(µ), ρmax(µ) ≤ ρ (2.26)
dove ρ ∈ R e` una costante, preferibilmente piccola.
Osserviamo che: ∀v ∈ X, ∀µ ∈ D
ρmin(µ) ≤
a(v, v;µ)
c(v, v;µ)
≤ ρmax(µ) (2.27)
e per ogni e(µ) ∈ X e eˆ(µ) ∈ X tali che:
a(e, v;µ) = r(v;µ), ∀v ∈ X
e
c(eˆ, v;µ) = r(v;µ), ∀v ∈ X
si puo` provare che:
ρmin(µ) ≤
a(e, v;µ)
c(eˆ, v;µ)
≤ ρmax(µ) (2.28)
Oltre alla condizione spettrale (2.26), si fa una richiesta aggiuntiva, detta ipotesi di “inverti-
bilita` computazionale”:
c−1(w, v;µ) =
∑
i∈I(µ)
αi(µ)c
−1
i (w, v),
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dove I(µ) ⊂ {1, ..., I} e` un set di indici parametro-dipendente, essendo I un intero preferibil-
mente piccolo. Si richiede cioe` che la forma inversa di c si possa vedere come la somma, pesata
con coefficienti dipendenti da µ, di forme bilineari parametro-indipendenti, simmetriche e co-
ercive. Un metodo per scegliere le ci(w, v) e i coefficienti corrispondenti αi e` il Condizionatore
di Limiti a Coefficienti Minimi [6, 7, 8].
2.4.2 Errore e limiti inferiore e superiore dell’output
Calcoliamo ora eˆ(µ) ∈ RN da:
C(µ)eˆ(µ) = Rh(µ). (2.29)
L’esistenza e unicita` della soluzione di questa equazione e` garantita dal fatto che c(w, v;µ)
sia, ∀µ ∈ D, una forma bilineare simmetrica e coerciva, che induce pertanto una matrice C(µ)
simmetrica e definita positiva.
Definiamo poi i limiti inferiore e superiore dell’output come
s−N (µ) = sN (µ),
e
s+N (µ) = sN (µ) + ∆N (µ),
dove ∆N (µ) e` la differenza tra i limiti data da
∆N (µ) := eˆ
T (µ)C(µ)eˆ(µ)
= RTh (µ)C
−1(µ)Rh(µ)
= RTh (µ)eˆ(µ).
2.4.3 Proprieta` di limitazione
Occorre dimostrare che effettivamente s−N (µ) ≤ sh(µ) ≤ s
+
N (µ) per ogni N ≥ 1.
Si parte dal dimostrare che ∀µ ∈ D e ∀N ≥ 1: s−N (µ) ≤ sh(µ). Si ha:
sh(µ)− sN (µ) = f(uh(µ)− uN (µ))
= a(uh(µ), uh(µ)− uN (µ);µ)
= a(uh(µ)− uN (µ), uh(µ);µ)
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= a(uh(µ)− uN (µ), uh(µ)− uN (µ);µ) (2.30)
≥ 0.
Cio` segue dalla definizione di s(µ), da (2.4), per simmetria di a, ortogonalita` di Galerkin
(a(u−uN , v;µ) = 0, ∀v ∈WN ) e cercivita`. Questo costituisce un risultato molto importante:
la soluzione a basi ridotte e` sempre una sottostima della soluzione a elementi finiti, ritenuta
la soluzione esatta.
Si passa ora a dimostrare che per ogni µ ∈ D e per ogni N ≥ 1: sh(µ) ≤ s
+
N (µ). Ricordando
la definizione di errore (2.23), dalle (2.8) e (2.25) segue la consueta relazione errore - residuo:
Ah(µ)e(µ) = Rh(µ). (2.31)
Sfruttando questa relazione nella (2.30), si ha:
sh(µ)− sN (µ) = e
T (µ)Ah(µ)e(µ)
= RTh (µ)A
−1
h (µ)Rh(µ).
Definiamo una quantita` ηN (µ), detta “effettivita`”, come
ηN (µ) :=
s+N (µ)− sN (µ)
sh(µ)− sN (µ)
=
∆N (µ)
sh(µ)− sN (µ)
=
RTh (µ)C
−1(µ)Rh(µ)
RTh (µ)A
−1(µ)Rh(µ)
, (2.32)
che, usando le equazioni (2.29), (2.31), si puo` riscrivere come:
ηN (µ) :=
eˆT (µ)C(µ)eˆ(µ)
eT (µ)A(µ)e(µ)
=
c(eˆ, eˆ;µ)
a(e, e;µ)
e quindi, per le proprieta` di limitazione espresse dalle (2.27) e (2.28):
ρmin(µ) ≤ ηN (µ) ≤ ρmax(µ). (2.33)
Dalla condizione spettrale, secondo cui ρmin(µ) ≥ 1 per ogni µ ∈ D, si ha
ηN (µ) ≥ 1
da cui segue s+N (µ) ≥ sN (µ).
Sempre dalla condizione spettrale, secondo cui vale anche ρmax(µ) ≤ ρ, e dalla (2.33) si ha
anche:
ηN (µ) ≤ ρ.
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Ovviamente e` auspicabile che ρmax(µ) sia il piu` possibile prossimo all’unita` e quindi a ρmin(µ).
Infatti l’output a elementi finiti resta invariato all’aumentare di N , mentre ∆N diminuisce. Si
sa che sh(µ) differira` dall’output calcolato sN (µ) al piu` di ∆N e quindi, trovato il valore di N
per cui ∆N e` “sufficientemente piccolo”, il corrispondente output sN (µ), calcolato con le basi
ridotte, rappresenta una “buona” approssimazione dell’output reale sh(µ), che ovviamente
non e` stato calcolato.
2.5 Analisi della Convergenza: Stima A-Priori
Nel contesto dell’ottimizzazione, o della progettazione, e` richiesta una certa precisione sul-
l’output perche` se s+N (µ) o s
−
N (µ) si scostano troppo da sh(µ) ci si potrebbe discostare
eccessivamente dall’ottimo. Poiche´
|s+N (µ)− sh(µ)| ≤ |s
+
N (µ)− s
−
N (µ)| = ∆N (µ)
e
|sh(µ)− s
−
N (µ)| ≤ |s
+
N (µ)− s
−
N (µ)| = ∆N (µ),
e` auspicabile controllare l’andamento di ∆N (µ) in funzione di N .
Sfruttando (2.30) e (2.32) si puo` scrivere:
∆N (µ) = s
+
N (µ)− s
−
N (µ) = (sh(µ)− sN (µ))
(s+N (µ)− s−N (µ)
sh(µ)− sN (µ)
)
= a(e(µ), e(µ);µ) · ηN (µ).
Il primo fattore, a(e(µ), e(µ);µ), misura l’errore della soluzione dato che e(µ) = uh(µ)−uN (µ),
mentre il secondo fattore ηN (µ) rappresenta il rapporto fra l’errore stimato e l’errore reale
(effettivita`): il primo deve essere piccolo, il secondo deve essere il piu` possibile prossimo
all’unita`. E` importante capire in che modo ∆N (µ) converge a zero all’aumentare di N , cioe`
vedere com’e` la convergenza ‖uh(µ)− uN (µ)‖ → 0 e ηN (µ)→ 1 al variare di N .
Si dimostra [4] che ‖uh(µ)− uN (µ)‖ → 0 e ηN (µ)→ 1 in modo esponenziale e uniforme per
ogni µ ∈ D e per questo ci si aspetta una convergenza molto rapida anche per un grande
numero di parametri.
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2.5.1 La soluzione a basi ridotte come migliore approssimazione
La soluzione uN (µ) del problema a basi ridotte e` ottimale nella norma energia [2]. Questo
significa che, dato un vettore in ingresso µ, la soluzione a basi ridotte e` la miglior combinazione
lineare possibile delle funzioni di base ζn, n = 1, ..., N , per approssimare la soluzione esatta
u(µ) nella norma energia.
In effetti si puo` dimostrare
Teorema 2.1. L’errore in norma X della soluzione a basi ridotte e` limitato dall’alto da una
frazione della soluzione ottimale nello spazio WN :
‖u(µ)− uN (µ)‖X ≤
√
γ
α
inf
wN∈WN
‖u(µ)− wN‖X . (2.34)
Dimostrazione. Per semplicita` di notazione si omette la dipendenza da µ di uN e u. Sfrut-
tando le proprieta` di bilinearita` e simmetria la forma a(., .;µ) per u − uN − vN ∈ X si puo`
vedere come:
a(u− uN − vN , u− uN − vN ;µ) = a(u− uN , u− uN ;µ)− 2a(vN , u− uN ;µ) + a(vN , vN ;µ).
Per ortogonalita` di Galerkin e per coercivita` dell’operatore a (a(vN , vN ;µ) ≥ α‖vN‖
2
X ≥ 0)
si ha
a(u− uN − vN , u− uN − vN ;µ) ≥ a(u− uN , u− uN ;µ). (2.35)
Sia wN = uN + vN , vettore appartenente allo spazio delle basi ridotte WN . Sfruttando le
proprieta` di continuita` e coercivita` di a(., .;µ) e la disuguaglianza (2.35) si ha:
γ‖u− wN‖
2 ≥ a(u− wN , u− wN ;µ) ≥ a(u− uN , u− uN ;µ) ≥ α‖u− uN‖
2
X ,
da cui si ricava il risultato (2.34).

2.5.2 L’output a basi ridotte come migliore approssimazione
Allo stesso modo l’output a basi ridotte e` ottimale nella norma energia. Infatti
Teorema 2.2. Per ogni µ ∈ D,
|s(µ)− sN (µ)| ≤
γ2
α
(
inf
wN∈WN
‖u(µ)− wN‖X
)2
. (2.36)
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Dimostrazione. Anche in questo caso si omette la dipendenza da µ di uN e u. Per linearita`
della forma f(.) si ha:
s(µ)− sN (µ) = f(u)− f(uN ) = f(u− uN ).
Per il fatto che l’output e` “compliant”, cioe` si calcola mediante lo stesso funzionale del termine
noto del problema (s = f), si ottiene:
s(µ)− sN (µ) = f(u− uN ) = a(u, u− uN ;µ).
Sfruttando la bilinearita` e la simmetria dell’operatore a e la gia` citata ortogonalita` di Galerkin,
si puo` scrivere:
s(µ)− sN (µ) = a(u− uN , u− uN ;µ) + a(uN , u− uN , µ) → s(µ) = sN (µ) + a(e(µ), e(µ);µ)
da cui, per continuita` e per la relazione (2.34), si trova la disuguaglianza (2.36).

Piu` avanti, nella Sez.2.7, presenteremo il caso di output generico (s(u) = g(u), eliminan-
do la restrizione s(u) = f(u)) e la possibilita` di introdurre un approccio duale per migliorare
la precisione, mediante un’opportuna correzione [8].
La teoria completa a priori non puo` essere impiegata per il calcolo dei limiti superiore e
inferiore perche´ dipende dalla norma della soluzione esatta, che e` generalmente sconosciuta.
Di conseguenza bisogna ricorrere ad una stima a posteriori dell’errore per conoscerne i limiti,
che dipendono, in questo caso, da quantita` calcolabili come i residui.
In [8] e` stata sviluppata una rigorosa stima a posteriori per l’approssimazione a basi ridotte di
equazioni ellittiche e coercive. In molti casi le stime dell’errore sono molto precise: il rapporto
tra l’errore stimato sull’output e l’errore reale, cioe` ηN , e` molto vicino all’unita`, ma sempre
maggiore di 1.
2.6 Procedura Adattiva per la Costruzione della Base
Il primo problema che ci si pone e` quale possa essere il numero N di funzioni che costituiscono
la base WN . Abbiamo visto nel paragrafo precedente che tale numero puo`, in teoria, essere
scelto piuttosto piccolo. In pratica pero` non sappiamo quanto piccolo possa essere, poiche´
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dipende da vari fattori: la precisione richiesta, l’output o gli outputs di interesse e il problema
in questione. E` chiaro che N non puo` essere ne´ troppo grande, ne´ troppo piccolo, perche´ nel
primo caso si avrebbe un’inefficienza computazionale e nel secondo una imprecisione inac-
cettabile. Per la necessita` di un controllo su N si ricorre alla stima a posteriori dell’errore.
L’altro problema e` trovare quali funzioni devono rientrare nella base. Innanzitutto costru-
iamo off-line un’approssimazione a basi ridotte che presenti, sulla maggior parte del dominio,
un errore in norma-X inferiore ad un valore prefissato ǫpriord . Per far questo calcoliamo le
soluzioni a elementi finiti associate a diversi µ distribuiti in maniera piu` o meno uniforme in
D (indichiamo questo insieme con
∑prior). Iniziamo a considerare un primo punto µ1, cioe`
SN ′=1 = {µ
1}, e successivamente valutiamo ∆N ′=1(µ) in
∑prior. Si sceglie come µ2 (da cui
SN ′=2 = {µ
1, µ2}) il vettore dei parametri appartenente a
∑prior che massimizza ∆N ′=1(µ).
Ripetiamo questo processo finche` il massimo di ∆N ′=Nprior(µ) in
∑prior sia inferiore a ǫpriord .
Dato un nuovo valore di µ e fissata una tolleranza sull’errore ǫpostd , si ripete on-line la procedu-
ra adattiva, scegliendo i parametri campione da SNprior . Scegliamo tipicamente ǫ
prior
d ≪ ǫ
post
d ,
da cui Npost(µ)≪ Nprior(µ).
Questa procedura adattiva permette di avere una precisione maggiore per N piccoli ed e` es-
tremamente importante, non solo per il risparmio computazionale e la rapidita` nel calcolo
dell’output, ma anche per evitare malcondizionamenti nel procedimento di assemblaggio delle
matrici.
Questo algoritmo di adattivita` nella scelta della base, che comporta la risoluzione completa
del problema a basi ridotte, puo` essere sostituito da un algoritmo di proiezione dell’errore,
basato sulla semplice risoluzione di un sistema lineare (si veda [9]).
2.7 Estensioni: Outputs “Non-compliant” e Operatori Non
Simmetrici
Nei paragrafi precedenti si e` riportata la teoria del metodo a basi ridotte nel caso di output
“compliant”, cioe` l(v) = f(v), ∀v ∈ X. La formulazione del metodo e la teoria si possono
estendere al caso in cui il funzionale lineare che definisce l’output sia piu` generale; inoltre si puo`
lasciar cadere l’assunzione di simmetria (ma non di coercivita`) della forma bilineare a(., .;µ),
in modo da poter allargare la categoria dei problemi trattati. Un esempio significativo di
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problema non simmetrico e` l’equazione di diffusione-trasporto (si veda il Cap.3), nella quale
e` il termine convettivo a rendere l’operatore non simmetrico.
Innanzitutto generalizziamo la formulazione astratta riportata nel Par.2.2.1: si mantiene la
definizione del problema “primario” (2.3), non richiedendo piu` la simmetria della simmetria
della forma bilineare e si introduce un problema aggiunto o “duale”. Il problema “duale” di
(2.3) ha la seguente formulazione: ∀µ ∈ D, cercare ψ(µ) ∈ X tale che
a(v, ψ(µ);µ) = −l(v), ∀v ∈ X, (2.37)
ricordando che l(v) e` il funzionale che definisce l’output (2.2).
2.7.1 Approssimazione a basi ridotte
Occorre innanzitutto creare lo spazio delle basi ridotte, scegliendo un set di parametri cam-
pioni casuali SN/2 = {µ
1, ..., µN/2}, con µi ∈ D, per i = 1, ..., N/2 (N pari). Definiamo
uno spazio “integrato” per l’approssimazione a basi ridotte WN = span{(u(µ
n), ψ(µn)), n =
..., N/2}.
Per ogni µ ∈ D, l’approssimazione a basi ridotte della soluzione e` la proiezione di Galerkin in
WN . Per il problema primario si cerca la soluzione
uN (µ) ∈WN : a(uN (µ), v;µ) = f(v), ∀v ∈WN ,
e per il problema aggiunto definiamo (ma, in generale, non calcoliamo) ψN (µ) ∈ WN , tale
che a(v, ψN (µ);µ) = −l(v), ∀v ∈WN . L’approssimazione a basi ridotte dell’output si calcola
allora come sN (µ) = l(uN (µ)).
uN (µ) e ψN (µ) sono ottimali nel senso che:
‖u(µ)− uN (µ)‖X ≤
(
1 +
γ(µ)
α(µ)
)
inf
wN∈WN
‖u(µ)− wN‖X ,
‖ψ(µ)− ψN (µ)‖X ≤
(
1 +
γ(µ)
α(µ)
)
inf
wN∈WN
‖ψ(µ)− wN‖X , .
Queste due disuguaglianze si dimostrano con argomentazioni analoghe a quelle viste in Par.
2.5.1 [8].
Per quanto riguarda l’output, si ha:
|s(µ)− sN (µ)| = |l(u(µ))− l(uN (µ))| = |a(u(µ)− uN (µ), ψ;µ)| =
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|a(u− uN , ψ − ψN ;µ)| ≤ γ0‖u− uN‖X‖ψ − ψN‖X ,
per la definizione stessa di output, l’ortogonalita` di Galerkin, la definizione dei problemi pri-
mario e aggiunto e la disuguaglianza di Cauchy-Schwarz. Quest’ultimo risultato permette di
capire perche´ si devono includere le ψ(µn), per n = 1, ..., N/2, in WN : per assicurare che
‖ψ−ψN‖X sia piccolo. D’altro canto, l’inclusione delle soluzioni aggiunte ψ(µ
n) in WN com-
porta un incremento del costo computazionale.
Esiste un’alternativa alla creazione di uno spazio “integrato” primario-duale per l’approssi-
mazione a basi ridotte ed e` l’approccio “non integrato”, che introduce due spazi separati,
primario (u(µn)) e duale (ψ(µn)), per le approssimazioni, rispettivamente, di u(µ) e ψ(µ).
La creazione di uno spazio “non integrato” comporta significativi vantaggi computazionali
e di condizionamento. Entrambi gli approcci,“integrato” e “non integrato”, permettono di
scindere la procedura computazionale in due stadi (off-line/on-line), in modo che l’onere com-
putazionale e la memorizzazione della parte on-line siano indipendenti dalle dimensioni N
dello spazio delle approssimazioni a elementi finiti.
2.8 Una Breve Rassegna Bibliografica sulla Riduzione delle
Dimensioni del Modello
In conclusione a questo capitolo vogliamo fare un rapido cenno all’inquadramento storico di
tecniche risolutive basate sulla riduzione del modello.
Ridurre le dimensioni del modello significa approssimare in maniera accurata una funzione
mediante un’altra funzione che richiede meno dati per essere definita. Passare da un problema
infinito-dimensionale a uno finito-dimensionale costituisce gia` un tentativo di riduzione del
modello, ma noi siamo interessati alla possibilita` di approssimare un problema complesso,
governato da un sistema di equazioni alle derivate parziali, usando, invece dei migliaia o ad-
dirittura milioni di gradi di liberta` richiesti dalle approssimazioni a elementi finiti (o differenze
finite, o volumi finiti, ecc.), solo un numero maneggevole di gradi di liberta`.
2.8.1 Proper Orthogonal Decomposition
La ‘Proper Orthogonal Decomposition’ (POD) e` probabilmente la piu` famosa tecnica di
riduzione dell’ordine del modello. Si vuole approssimare la soluzione del problema (2.3)
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impiegando un numero di funzioni di base molto inferiore rispetto a quello del metodo a ele-
menti finiti.
La base della POD si determina nel seguente modo [10]:
• partendo da una base ridotta {φ1, ..., φ
fM
}, cioe` una base di soluzioni a elementi finiti
associate a “snapshots” (parametri campione), dove M˜ e` generalmenteO(100), si calcola
la media
φ¯ =
1
M˜
fM∑
j=1
φj .
Assumiamo che le φi, i = 1, ..., M˜ siano state calcolate con il metodo a elementi finiti:
φi ∈ R
N , dove N ≫ 1 e` la dimensione dello spazio a elementi finiti.
• Si costruisce la matrice M˜ × M˜ di correlazione C (simmetrica e semidefinita positiva),
i cui elementi sono ci,j =
1
fM
(φi − φ¯)
T (φj − φ¯), i, j = 1, ..., M˜ .
• Si calcolano gli autovalori {λ1, ..., λ
fM
} e i corrispondenti autovettori {v1, ..., v
fM
} di C,
ordinando gli autovalori in modo decrescente.
• Si sceglie M :
M = min
m∈[1,fM ]
per cui
∑m
j=1 λj∑M˜
j=1 λj
≥ γ,
dove 0 ≤ γ ≤ 1 e` una tolleranza fissata.
• Si pone Φi =
∑
fM
j=1(vi)j(φj − φ¯), per i = 1, ...,M . (vi)j e` la j-esima componente
dell’i-esimo autovettore.
• Si normalizza Φˆi =
Φi
|Φi|
, dove |Φi|
2 = ΦTi Φi.
Sia B = span{Φˆ1, ..., ΦˆM}; l’approssimazione POD del problema (2.3) e` : trovare uM (µ) ∈ B
tale che
a(uM (µ), v;µ) = f(v), ∀v ∈ B. (2.38)
Questo metodo funziona bene per problemi dipendenti da un solo parametro, ma l’estensione
a generici problemi multi-parametro e` piuttosto limitata. Il problema e` la scelta degli “snap-
shots”, poiche´ modelli di ordine ridotto ottenuti per una configurazione possono non essere
ottimali per altre configurazioni e portare a risultati inaccurati o errati.
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2.8.2 Sui metodi a basi ridotte
I metodi a basi ridotte sono stati introdotti verso la fine degli anni ’70 per l’analisi non-lineare
delle strutture, in cui venivano usati solo problemi dipendenti da un singolo parametro. Piu`
tardi, negli anni ’80 e ’90, sono stati sviluppati ampiamente. In particolare, A.K. Noor (per
un bibliografia dettagliata della storia del metodo si rimanda a [11]) estese il metodo a generici
problemi multi-parametrici, J.P. Fink e W.C. Rheinboldt hanno iniziato a trattare problemi
di carattere geometrico e hanno sviluppato un’analisi dell’errore per una classe generale di
problemi mono-parametrici. T.A. Porsching ha considerato spazi approssimanti di Lagrange,
Taylor e ai minimi quadrati discreti e ha sviluppato l’analisi a priori. La maggior parte dei
primi lavori focalizza l’attenzione su due punti: in primo luogo la selezione delle funzioni di
base e il metodo piu` semplice per calcolarle; indi la validazione dell’efficienza e della precisione
dell’approccio a basi ridotte mediante un certo numero di problemi test.
Piu` recentemente l’approccio a basi ridotte e` stato applicato in molte altre aree, per esempio
in problemi di meccanica dei fluidi, fino alle equazioni di Navier-Stokes [34] e ai problemi di
controllo ottimale [26, 27, 28]. Un contributo significativo allo sviluppo e all’applicazione delle
metodologie si deve a A.T. Patera (per una prima sintesi si veda [8]) e ai suoi collaboratori
presso il Dipartimento di Ingegneria Meccanica del Massachusetts Institute of Technology.
Tra le pubblicazioni piu` recenti si ricordano [6], [33].
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Capitolo 3
Basi Ridotte per Problemi di
Diffusione e Trasporto
Per motivare e illustrare i vari aspetti della teoria esposta si e` scelto di considerare dei problemi
di diffusione e trasporto di una sostanza inquinante in atmosfera e in un fluido di altra natura.
Nel primo caso l’obiettivo del lavoro e` di estendere l’uso delle basi ridotte anche a problemi
ambientali studiati mediante la teoria del controllo ottimale [12], in cui l’osservazione del
sistema e` rappresentata dalla concentrazione di inquinante in un sottodominio di interesse
mentre il controllo agisce sull’emissione di inquinante da parte di un impianto industriale.
L’originalita` in questo caso consiste nel risolvere il problema di stato e il problema aggiunto
con metodi a basi ridotte.
Nel secondo caso si applica il metodo delle basi ridotte ad un problema piu` complesso, non
stazionario, in cui si ha una sorgente di inquinante in un fluido mosso da convezione naturale e
si vuole rilevare la variazione nel tempo della concentrazione di inquinante in un sottodominio
fissato.
3.1 Un Problema di Inquinamento Atmosferico
Si definisce contaminata l’aria che contiene composti, solidi o gassosi, di origine naturale
o antropica, in grado di causare danni agli esseri viventi, alla vegetazione e ai manufatti
esposti alla sua azione [13]. Per evitare che si verifichino situazioni di pericolo si sono fissati,
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all’interno di una normativa (D.M. 15/04/94 ), i valori limite di concentrazione delle sostanze
inquinanti e in particolare si distingue tra:
• livello di attenzione, quando la situazione di inquinamento inizia ad essere preoccupante;
• livello di allarme, quando la concentrazione di inquinante e´ rischiosa dal punto di vista
sanitario e ambientale.
Le concentrazioni relative a questi livelli sono reperibili, per esempio, in [13] per i principali
inquinanti atmosferici, tra cui si ricordano il monossido di carbonio (CO), gli ossidi di azoto
(NO e NO2), gli ossidi di zolfo (prevalentemente SO2) e il particolato PMx, dove il pedice x
indica la dimensione caratteristica di tali particelle.
L’evoluzione della concentrazione di inquinante in atmosfera dipende dal tipo di inquinante,
in base alla sua tipica scala temporale (cioe` l’intervallo di tempo in cui resta in atmosfera
prima di essere rimosso da fenomeni fisici o da reazioni chimiche) e spaziale. Per i problemi
di scarichi industriali, come quello in questione, risultano interessanti la scala urbana (fino a
10− 50 Km) e la scala regionale (fino a 500 Km)).
Il nostro scopo e` di sviluppare un metodo sistematico in grado di tenere sotto controllo il
livello di SO4 in una determinata area, in modo che la concentrazione di questa sostanza
inquinante sia inferiore al livello di attenzione (125µg/m3 per l’ossido di zolfo), in condizioni
di vento stazionario. Tale concentrazione in atmosfera e` governata da fenomeni di diffusione e
trasporto: per il calcolo della distribuzione di inquinante all’altezza delle emissioni si impiega
un modello matematico basato sulle equazioni di diffusione e trasporto in due dimensioni,
mentre per conoscere il valore a terra si sfrutta l’analogia con il modello di Gauss, come
discusso in [12].
3.2 Il Modello Matematico per il Controllo dell’Inquinamento
dell’Aria
3.2.1 Equazioni di trasporto e diffusione di una sostanza in aria
Un approccio di tipo euleriano basato sul bilancio di massa dell’inquinante suggerisce la
seguente equazione, con le opportune condizioni iniziali e al contorno:
∂C
∂t
− ν△C +∇ · (CV) = Q, (3.1)
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dove C rappresenta la concentrazione di inquinante, ν la diffusione molecolare dell’inquinante
in aria, V il vettore velocita` del vento e Q il termine sorgente. In pratica, pero` la (3.1)
risulta inutilizzabile perche` il campo di velocita` V deve essere calcolato tramite le equazioni
di Navier-Stokes incomprimibili, con una risoluzione spaziale estremamente onerosa a causa
dell’alto numero di Reynolds per il problema in questione. Utilizzare una risoluzione spaziale
inferiore comporterebbe la perdita di informazioni sui meccanismi di diffusione turbolenta, si
ricorre allora alla formulazione alternativa seguente:
∂C
∂t
−∇ · (K · ∇C) +∇ · (CV) = Q, (3.2)
dove K e` una matrice diagonale 3 × 3 che tiene conto della diffusione turbolenta nelle sue
componenti lungo gli assi di riferimento, mentre si trascura il termine di diffusione molecolare.
Grazie all’introduzione di K, il vettore V puo` limitarsi a descrivere il moto medio dell’aria
ed essere quindi calcolato senza un’eccessiva risoluzione spaziale.
Le componenti del vettore K dipendono da molti fattori e non sono in generale note, per cui
si fara` riferimento a modelli empirici.
In tutta la trattazione riterremo le reazioni chimiche trascurabili.
3.2.2 Influenza della situazione meteorologica
I principali fenomeni di inquinamento si verificano nel cosiddetto Strato Limite Planetario
ed e` importante valutarne la dinamica interna delle masse d’aria, considerando l’influenza
della superficie terrestre, del gradiente di pressione orizzontale e della forze di Coriolis. La
classificazione dei movimenti di tali masse d’aria si opera sulla base del profilo di temperatura
all’interno dello strato limite, perche´ questo fornisce informazioni sulla capacita` dispersiva
dell’atmosfera. Si valuta allora il parametro ∂θ∂z [13], definito nel seguente modo:
∂θ
∂z
=
∂T
∂z
+ γ
dove z rappresenta la quota, ∂T∂z il gradiente termico e γ il gradiente adiabatico di temperatura
con la quota, pari a −0.0098 ◦C/m.
Si ha quindi la seguente suddivisione in classi di stabilita`:
• se ∂θ∂z > 0, l’atmosfera si dice stabile, caratterizzata da una scarsa diffusione verticale
dell’inquinante;
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• se ∂θ∂z ⋍ 0, l’atmosfera si dice neutra, perche´ si verifica una situazione di equilibrio
indifferente a tutti gli spostamenti delle particelle di aria e la dispersione dell’inquinante
e` dovuta essenzialmente alla turbolenza meccanica (orografia del suolo);
• se ∂θ∂z < 0, l’atmosfera e` instabile ed e` caratterizzata da moti convettivi dovuti al riscalda-
mento della superficie terrestre e da venti di debole intensita`; di conseguenza l’inquinante
tende a disperdersi ma anche a cadere in prossimita` della sorgente.
Le condizioni di instabilita` sono particolarmente critiche quando le sorgenti emissive sono
costituite da camini industriali.
3.2.3 Il modello Gaussiano
Il modello Gaussiano consente di prevedere la concentrazione al suolo degli inquinanti emessi
da un camino, se valgono le seguenti ipotesi [13]:
• processo stazionario e termine sorgente Q stazionario;
• dominio omogeneo e terreno piano;
• caratteristiche meteorologiche costanti in spazio e tempo, con velocita` del vento V di
modulo costante e modesto (1− 5 m/s, circa) e diretta come l’asse x (vedi Fig.3.1);
• trasporto di inquinante dovuto alla diffusione turbolenta trascurabile in direzione x
rispetto al trasporto del vento;
• coefficienti di diffusione turbolenta Kyy e Kzz dipendenti dalla sola coordinata x.
Come si puo` notare le ipotesi del modello sono piuttosto restrittive e difficilmente riscontrabili
nella realta`: si tratta di una semplificazione del problema da cui partire.
Applicando queste ipotesi alla (3.2), si ha:
−Kyy
∂2C
∂2y
−Kzz
∂2C
∂2z
+ V
∂C
∂x
= Q, (3.3)
corredata delle opportune condizioni al contorno. In particolare, sempre secondo [13], si
assume che sufficientemente lontano dal camino, soprattutto nella direzione sottovento, la
concentrazione di inquinante sia pari a alla quantita` fissata Cf e che al suolo ci sia comple-
ta riflessione delle particelle di inquinante. In questo contesto la soluzione della (3.3) e` la
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x
y
Figura 3.1: Sistema di riferimento per i modelli Gaussiani
seguente:
C = C(x, y, z) =
Q
2πV σxσy
· e
− 1
2
( y
σy
)2
·
[
e−
1
2
( z−H
σz
)2 + e−
1
2
( z+H
σz
)2
]
+ Cf (3.4)
dove σy :=
√
2Kyyx/V e σz :=
√
2Kzzx/V sono i coefficienti di dispersione e H e` l’altezza
effettiva della sorgente di inquinante, cioe` la somma dell’altezza effettiva de camino e della
quota di innalzamento dei fumi. Il valore di H non e` facilmente determinabile perche´ dipende
da molti fattori, tra cui le condizioni atmosferiche, la temperatura e la velocita` di uscita
dei fumi stessi ecc., e quindi si ricorre a formule basate sull’osservazione sperimentale. I
coefficienti σx e σy modellano il comportamento dell’atmosfera e assumono valori diversi a
seconda dell’orografia del suolo e della classe di stabilita` dell’atmosfera.
Per il nostro problema verranno impiegati i seguenti coefficienti di dispersione per le tre classi
di stabilita`:
aria instabile :


σy = 0.270x(1 + 0.00025x)
− 1
2 [m],
σz = 0.220x(1 + 0.00010x)
− 1
2 [m]
aria neutra :


σy = 0.120x(1 + 0.00025x)
− 1
2 [m],
σz = 0.040x(1 + 0.00020x)
− 1
2 [m]
aria stabile :


σy = 0.075x(1 + 0.00025x)
− 1
2 [m],
σz = 0.012x(1 + 0.00020x)
− 1
2 [m].
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3.2.4 Problema di controllo ottimo dell’inquinante
Nella definizione del problema si mantengono le stesse assunzioni fatte in [14]:
• all’altezza effettiva la distribuzione della concentrazione di inquinante e` dominata da
una equazione di diffusione e trasporto in due dimensioni (piano x-y), in forma non
conservativa;
• distribuzione della concentrazione al suolo calcolata in analogia con il modello Gaus-
siano, cioe` si sceglie di utilizzare un modello ibrido bidimensionale-gaussiano. Il modello
bidimensionale permette di calcolare la concentrazione della sostanza inquinante all’al-
tezza effettiva mentre il modello gaussiano consente di riportare tale concentrazione al
suolo;
• coefficienti di diffusione turbolenta dipendenti dalla sola coordinata radiale (r = distanza
dalla sorgente);
• coefficienti di diffusione in direzione y e z uguali: Kyy = Kzz = K.
Di conseguenza il problema in forma non conservativa si riscrive:

−∇ · (K∇CH) + V · ∇CH = Q in Ω
CH = 0 su ΓD
∂CH
∂n = 0 su ΓN
(3.5)
dove CH rappresenta la concentrazione di inquinante all’altezza effettiva, ΓD e` la parte di
contorno sopravento e ΓN tutti gli altri tratti del bordo (Fig.3.2).
Il termine sorgente Q si definisce all’intersezione tra il cono di fumo fuoriuscente e il piano
x-y all’altezza effettiva.
Grazie alla gia` citata analogia con il modello Gaussiano la concentrazione alla generica quota
z si ricava tramite la formula:
C(x, y, z) = CH(x, y) ·
[
e−
1
2
( z−H
σz
)2 + e−
1
2
( z+H
σz
)2
]
. (3.6)
Dal momento in cui interessa osservare la concentrazione di inquinante su una determinata
area, quale potrebbe essere quella di una citta`, e controllare l’emissione di inquinante da parte
di un impianto industriale si passa dal semplice problema (3.5) ad un problema di controllo
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Figura 3.2: Dominio di riferimento per il problema di controllo delle emissioni di inquinante
ottimale.
Indicando con w (variabile di stato) la concentrazione CH all’altezza effettiva, con u (variabile
di controllo) l’emissione di inquinante Q e con ν il termine di diffusione turbolenta K, il
Problema di Stato si puo` riscrivere come:

−∇ · (ν∇w) + V · ∇w = u in Ω
w = 0 su ΓD
∂w
∂n = 0 su ΓN
(3.7)
dove u vale Qi sull’i-esimo camino e 0 al di fuori dei camini stessi. L’osservazione si basa sulla
proiezione al suolo della concentrazione in corrispondenza dell’area D, cioe` :
J(w, u) =
∫
D
(g(x, y)w(u)− zd)
2d, (3.8)
dove g(x, y) = 2e−
1
2
( H
σz
)2 consente di proiettare al suolo la concentrazione in quota, come si
ricava facilmente dalla (3.6), mentre zd rappresenta l’osservazione ammissibile o desiderata al
suolo, inferiore al livello di attenzione.
Definiamo lo spazio L2(Ω) delle funzioni a quadrato integrabili su Ω ⊂ RN :
L2(Ω) = {f : Ω→ R, t.c.
∫
Ω
f(x)2dΩ < +∞}.
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H1(Ω) e` lo spazio di Sobolev di ordine 1 su Ω ed e` costituito dalla totalita` delle funzioni f di
L2(Ω) aventi tutte le derivate distribuzionali fino al primo ordine appartenenti a L2(Ω):
H1(Ω) = {f ∈ L2(Ω), t.c. Dif ∈ L
2(Ω), ∀i = 1, ..., N}
dove Dif e` la derivata prima di f rispetto a xi nel senso delle distribuzioni [15].
Sia H1ΓD := {v ∈ H
1(Ω), t.c. v|ΓD = 0}; si puo` passare alla formulazione debole del problema
(3.7):
cercare w ∈ H1ΓD : a(w,ϕ) = F (ϕ, u), ∀ϕ ∈ H
1
ΓD
(3.9)
dove:
a(w,ϕ) :=
∫
Ω
ν∇w · ∇ϕ dΩ+
∫
Ω
V · ∇w ϕ dΩ, (3.10)
F (ϕ, u) :=
∫
Ω
uϕ dΩ. (3.11)
E’ ora possibile definire la Lagrangiana:
L(w, p, u) := J(w, u) + F (p, u)− a(w, p),
con w, p ∈ H1ΓD(Ω) e u ∈ L
2(Ω); differenziando la Lagrangiana rispetto alla variabile di stato
(Lw[ϕ]) si ottiene l’equazione aggiunta in forma debole:
cercare p ∈ H1ΓD : a
ad(p, φ) = F ad(φ,w), ∀φ ∈ H1ΓD , (3.12)
dove:
aad(p, φ) :=
∫
Ω
ν∇p · ∇φ dΩ+
∫
Ω
V · ∇φ p dΩ, (3.13)
F ad(φ,w) :=
∫
Ω
(g(x, y) w − zd) g(x, y) φ dD. (3.14)
che, passando alla forma forte, diventa:

−∇ · (ν∇p+ V · p) = χDg(x, y) (g(x, y) w − zd) in Ω
p = 0 su ΓD
ν ∂p∂n + V · n = 0 su ΓN
(3.15)
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dove χD e’ la funzione caratteristica del sottodominio D. Differenziando la Lagrangiana L
rispetto alla funzione di controllo (Lu[ψ]) si ottiene il vincolo di raggiungimento dell’ottimo
in forma debole:
Lu[ψ] =
∫
Q
pψ dΩ = 0, ∀ψ ∈ L2(Ω), (3.16)
dal quale si ottiene la derivata del funzionale costo:
J ′(p) = p. (3.17)
Con Q si indica l’unione dei tre sottodomini corrispondenti ai camini. Per la risoluzione del
problema di controllo si impiega un metodo iterativo e la condizione di arresto si basa sulla
norma di J ′:
‖J ′(p)‖L2(Q) = ‖p‖L2(Q) < tol (3.18)
dove tol e` una certa tolleranza di arresto.
3.3 Approssimazione Numerica del Problema: Stabilizzazione
Per ottenere un’approssimazione numericamente accurata della soluzione esatta si usa, come
si e` gia` visto nel capitolo precedente, il metodo a elementi finiti. Tale metodo consente di
definire la soluzione in spazi assai generali e le condizioni al contorno sono integrate nella
formulazione del problema.
Per calcolare la soluzione a elementi finiti si introduce una triangolazione Th del dominio (Fig.
3.3). Assumiamo che i triangoli, chiamati anche elementi, coprano il dominio computazionale
Ω =
⋃
K∈Th
K e che non ci sia sovrapposizione tra gli elementi. Il pedice h indica il diametro
massimo della triangolazione, definito come:
h = sup
Th∈Th
sup
x,y∈Th
|x− y|,
dove | . | e` la norma euclidea.
3.3.1 Stabilizzazione delle equazioni di diffusione e trasporto
L’equazione di stato (3.7) e` una classica equazione di diffusione trasporto, per la quale si
possono definire:
44 Applicazione delle Basi Ridotte
−5 −4 −3 −2 −1 0 1 2 3 4 5
−4
−3
−2
−1
0
1
2
3
4
Figura 3.3: Triangolazione usata per il metodo a elementi finiti.
• il numero di Pe´clet globale: Peg :=
‖V ‖L∞(Ω)L
2‖ν‖L∞(Ω)
, dove L e` la dimensione caratteristica del
problema;
e, una volta discretizzato il problema,
• il numero di Pe´clet locale: Pe :=
‖V ‖L∞(K)h
2‖ν‖L∞(K)
, con h e` diametro dell’elemento di griglia
K.
Se il numero di Pe´clet globale e` superiore all’unita` il problema si dice a trasporto dominante,
altrimenti si dice a diffusione dominante. Se invece e` il numero di Pe´clet locale ad essere
superiore dell’unita`, e` possibile che la soluzione numerica ottenuta con il metodo di Galerkin
agli elementi finiti presenti oscillazioni. Allo scopo di ridurre o eliminare tali oscillazioni si
introducono dei termini di stabilizzazione, in modo da rendere il numero di Pe´clet locale in-
feriore al valore unitario [15].
Nel caso del problema di controllo definito nella sezione (3.2.4) si ha la necessita` di stabi-
lizzazione sia per il problema di stato, sia per il problema aggiunto, poiche´, in base ai dati
disponibili in letteratura, entrambi sono dominati dal termine di trasporto. Si ha inoltre
una mutua influenza della stabilizzazione dei due problemi: la cattiva approssimazione della
variabile di stato influenzerebbe il problema aggiunto, il cui termine sorgente e` l’osservazione
della variabile di stato, e la variabile aggiunta, a sua volta, influenzerebbe il termine sorgente
dell’equazione di stato (controllo).
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3.3.2 Stabilizzazione del problema di stato: il metodo SUPG
Prima di risolvere il problema completo di controllo ottimale, si verifica l’applicabilita` del
metodo a basi ridotte al solo problema di stato e quindi e` sufficiente stabilizzare quest’ultimo,
per il momento.
Si consideri il seguente problema agli elementi finiti stabilizzati:
cercare wh ∈ Xh : a(wh, ϕh) + L
(ρ)
h (wh, ϕh;u) = F (ϕ, uh), ∀ϕh ∈ Xh,
dove a(., .) e F (., .) sono definiti in (3.10) e (3.11). Si pretende che il termine di stabilizzazione
soddisfi la seguente condizione di consistenza forte: L
(ρ)
h (w, u, ϕh) = 0, ∀ϕh ∈ Xh. A tal fine
poniamo:
L
(ρ)
h (wh, u, ϕh) =
∑
K∈Th
δK(Awh − u,S
(ρ)
K (ϕh))L2(K), (3.19)
dove Aw = −∇ · (ν∇w) + V · ∇w e u sono rispettivamente l’operatore e il termine noto
dell’equazione di stato in forma forte (3.7) e
SρK =
hK
‖V ‖
[ASSϕh + ρ ·ASϕh],
intendendo con ASSϕh e ASϕh, rispettivamente, la parte antisimmetrica e la parte simmetrica
di Aϕh; ρ assume valori differenti a seconda del metodo di stabilizzazione scelto. Si e` usata
la notazione (u, v)L2(K) =
∫
K uv dK. Il diametro di K e` hK e δK e` un parametro dipendente
dal numero di Pe´clet locale.
Scegliendo di usare il metodo SUPG (Streamline Upwind Petrov-Galerkin) [15], per cui ρ = 0,
si prende in considerazione solo la parte antisimmetrica dell’operatore:
ASSϕh =
1
2
(
∇ · (V ϕh) + V · ∇ϕh
)
=
1
2
(
(∇ · V )ϕh + V · ∇ϕh + V · ∇ϕh
)
= V · ∇ϕh,
con ∇ · V = 0 poiche` il campo di velocita` si considera costante per un dato problema.
Il problema stabilizzato ha pertanto la seguente formulazione:
cercare wh ∈ Xh : a(wh, ϕh) + sh(wh, ϕh;uh) = F (ϕh;uh), ∀ϕh ∈ Xh,
sh(wh, ϕh;uh) :=
∑
K∈Th
δK
hK
‖V ‖
∫
K
(Awh − u)(ASSϕh) dK
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o equivalentemente:
cercare wh ∈ Xh : ah(wh, ϕh) = Fh(ϕh;uh), ∀ϕh ∈ Xh, (3.20)
dove:
ah(wh, ϕh) := a(wh, ϕh) +
∑
K∈Th
δK
hK
‖V ‖
∫
K
(−∇ν · ∇wh + V · ∇wh)(V · ∇ϕh) dK, (3.21)
Fh(ϕh;uh) := F (ϕh;uh) +
∑
K∈Th
δK
hK
‖V ‖
∫
K
uh(V · ∇ϕh) dK. (3.22)
Con uh si intende l’approssimazione discreta della funzione u e Xh ⊂ H
1
ΓD
e` lo spazio degli
elementi finiti. Noi utilizzeremo P1, cioe` lo spazio dei polinomi di grado minore o uguale a 1
e quindi lo spazio generatore degli elementi finiti e` lo spazio delle funzioni continue che sono
polinomiali di grado 1 sui singoli triangoli della reticolazione Th.
3.4 Risoluzione del Problema di Stato con i Metodi a Basi
Ridotte
Ci si riferisce al dominio riportato in Fig.3.2 e si studiano alcuni casi corrispondenti a scelte
diverse dei parametri in ingresso, nelle tre diverse condizioni di stabilia` dell’aria.
3.4.1 Caso 1: emissioni variabili dei camini
Nel primo caso studiato il problema e` caratterizzato da un vettore di parametri in ingresso
a due componenti, µ = {µ1, µ2}, con µi = ui, per i = 1, 2, dove per ui si intende il tasso
di emissione dell’i-esimo camino industriale (i camini sono numerati dall’alto verso il basso)
all’altezza effettiva H = 100 m, in un campo di vento costante (V = 2.5 m/s in direzione
xˆ). Supponendo che la quantita` di sostanza inquinante emessa nell’unita` di tempo sia pro-
porzionale alla produttivita` dell’impianto industriale, si fissa un valore totale delle emissioni
(utot = 2700 g/s), in modo da garantire un certo livello di produzione. Di conseguenza, noti
u1 e u2, u3 si ricava sottraendo i primi due al totale utot. Si puo` assumere per µ un valo-
re qualsiasi all’interno di uno spazio specificato D ⊂ R2, con D = [0, 2700] × [0, 2700], cioe`
ciascun camino puo` emettere ad un tasso variabile tra lo 0% e il 100% del totale utot, con il
vincolo u1 + u2 ≤ utot.
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L’output e` dato dalla concentrazione della sostanza inquinante sul sottodominio di interesse
D.
Questo primo problema e` semplificato rispetto alla trattazione generica del capitolo prece-
dente perche´ solo il termine noto (3.22) della formulazione debole dipende da µ, mentre la
forma (3.21) e` parametro-indipendente e l’output dipende dal parametro solo indirettamente.
Sia wN la soluzione a basi ridotte del problema di stato stabilizzato. In base alla (2.10) e alla
(2.15) scriviamo:
wN (µ) =
N∑
j=1
wNj (µ)ζ
j =
N∑
j=1
wNj (µ)
N∑
i=1
ζji ϕi. (3.23)
Le N incognite wNj (µ) si calcolano risolvendo il problema:
ah(wN (µ), ζh) = Fh(ζh) h = 1, ..., N. (3.24)
dove
ah(wN (µ), ζh) =
N∑
j=1
N∑
h=1
wNj (µ)
N∑
i=1
N∑
m=1
ζji ζ
h
m
[ ∑
K∈Th
∫
K
ν∇ϕi · ∇ϕm +
∑
K∈Th
∫
K
(V · ∇ϕi)ϕm+
(3.25)∑
K∈Th
δK
hK
‖V ‖
∫
K
(
−∇ν · ∇ϕi + V · ∇ϕi
)(
V · ∇ϕm
)]
e
Fh(ζh) =
N∑
h=1
N∑
m=1
ζhm
[ ∑
K∈Th
∫
K
uϕm +
∑
K∈Th
δK
hK
‖V ‖
∫
K
u
(
V · ∇ϕm
)]
. (3.26)
Definiamo le matrici C, B, S ∈ RN×N , rispettivamente la matrice di rigidezza, la matrice
relativa al termine di trasporto e la matrice di stabilizzazione:
Cm,i =
∑
K∈Th
∫
K
ν∇ϕi · ∇ϕm, (3.27)
Bm,i =
∑
K∈Th
∫
K
(V · ∇ϕi)ϕm, (3.28)
Sm,i =
∑
K∈Th
δK
hK
‖V ‖
∫
K
(
−∇ν · ∇ϕi + V · ∇ϕi
)(
V · ∇ϕm
)
. (3.29)
La matrice Ah ∈ R
N×N (2.5) e` quindi data da:
Ahm,i = Cm,i +Bm,i + Sm,i. (3.30)
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Si noti che, come gia` anticipato, Ah e` indipendente dai parametri in ingresso µ.
Siano inoltre G(µ), H(µ) ∈ RN i vettori colonna definiti come:
Gm(µ) =
∑
K∈Th
∫
K
uϕm, (3.31)
Hm(µ) =
∑
K∈Th
δK
hK
‖V ‖
∫
K
u
(
V · ∇ϕm
)
, (3.32)
in modo che F h (3.26) si possa scrivere nel seguente modo:
Fhm(µ) = Gm(µ) +Hm(µ). (3.33)
Entrambi G e H dipendono da µ poiche´ u e` la funzione di R2 che vale ui = µ
i sull’i-esimo
camino e 0 sul resto del dominio.
Indicando conW la matrice N×N le cui colonne sono i vettori dei valori nodali delle soluzioni
a elementi finiti ζi, i = 1, ..., N (2.9), il vettore delle incognite wN (µ) si ottiene risolvendo il
problema:
(W TAhW )wN (µ) =W
TF h(µ) (3.34)
Assemblaggio della base
Si calcolano le soluzioni a elementi finiti associate ad un insieme di punti distribuiti in D in
maniera uniforme, come riportato in Fig.3.28
Si sceglie come primo punto µ1 = {0, 0}, cioe` la prima funzione della base e` la soluzione cor-
rispondente ad avere i primi due camini spenti. Seguendo la procedura descritta nel paragrafo
2.6, si trovano i due elementi successivi dell’insieme dei parametri campione: µ2 = {0, 2700},
µ3 = {2700, 0}. Si nota che l’errore relativo medio in norma-H1 passa da O(10−1) a O(10−15).
Questa rapida caduta dell’errore perN molto piccolo ha piu` di una motivazione. Innanzi tutto
l’estrema semplicita` del problema in questione (come gia` osservato, Ah e` indipendente da µ),
che lo rende adatto ad essere una prima applicazione del metodo, toglie generalita` ai risultati.
Inoltre per N ′ = 3 la base e` formata dalle soluzioni del problema di stato dovute a due camini
spenti e l’i-esimo (rispettivamente i = 3, 1, 2) funzionante a pieno regime. Poiche´ la semplicita`
del problema determina la sovrapposizione degli effetti, la soluzione a basi ridotte sara` una
opportuna combinazione lineare delle tre funzioni di base e i coefficienti di tale combinazione
dipendono dalle percentuali di funzionamento delle ciminiere 1 e 2.
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Figura 3.4: Distribuzione uniforme in D dei parametri di partenza per la costruzione della
base nelle diverse condizioni di stabilita` dell’aria.
Nonostante la precisione sia soddisfacente gia` per N ′ = 3, si prosegue l’assemblaggio fino a N ′
a 7 per arricchire la base. La Fig.3.5 riporta, segnati in rosso, i punti di D che costituiscono
i parametri campione nelle tre diverse condizioni di stabilita` dell’aria. Si e` voluto inoltre
calcolare l’errore in norma-H1 di ciascuna soluzione corrispondente a questi 7 parametri in
ingresso al variare del numero di funzioni di base. Avendo testato tutte le diverse configu-
razioni, si e` scelto di riportare in Fig.3.6 gli andamenti dell’errore-H1 massimo, minimo e
medio all’aumentare di N ′. In tutti e tre i casi, l’andamento all’incirca costante del minimo
attorno a 10−16 e` una verifica della consistenza del metodo: per ogni N ′ l’errore minimo
e` dovuto ad un soluzione il cui µ appartiene a SN ′ e per cui, quindi, wN (µ
i) coincide con
uh(µ
i) ∈ WN . Nel caso di aria neutra, per N
′ = 1 non e` riportato nessun valore dell’errore
minimo relativo perche´ tale valore e` inferiore alla precisione macchina. I grafici dell’errore
medio e massimo mostrano la brusca diminuzione dell’errore per N ′ ≥ 3. L’andamento non
costantemente decrescente dell’errore massimo e medio al crescere di N ′ si spiega in termini
di malcondizionamento del sistema (3.34). Poiche´ gia` con tre funzioni di base si riesce a cal-
colare la soluzione per ogni µ ∈ D, l’aggiunta di ulteriori funzioni puo` costituire un disturbo
per il sistema perche` fornisce “informazioni” non strettamente necessarie.
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Figura 3.5: Risultati della ricerca dei parametri campione per SN per le tre diverse condizioni
di stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Figura 3.6: Caso 1 (emissioni variabili): andamento dell’errore-H1 relativo massimo, minimo
e medio rispetto all’aumentare del numero di funzioni di base, per le tre diverse condizioni di
stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Errore per una scelta casuale dell’input
Al fine di verificare la validita` del metodo qualsiasi siano i parametri in ingresso, si e` calco-
lato l’errore relativo in norma-H1 della soluzione a basi ridotte per mille differenti termini
noti, generati casualmente impiegano la funzione random di Matlab. Come si nota in Fig.3.7
l’errore resta sempre confinato in un intervallo limitato: [10−8, 10−7] . In assenza, per ora,
di una rigorosa stima dell’errore, questo test, basandosi su un numero elevato di soluzioni
dovute a input casuali, garantisce l’applicabilita` del metodo a basi ridotte per questo primo
caso, con la base trovata, ∀µ ∈ D.
Considerando il tempo necessario per calcolare la soluzione a elementi finiti e il tempo richiesto
dalla parte on-line per completare l’assemblaggio delle matrici e risolvere il problema a basi
ridotte, si riscontra un risparmio medio dei tempi computazionali del 70 % circa. Se si in-
fittisce la griglia, i costi computazionali per il metodo a elementi finiti aumentano di molto,
mentre quelli per il metodo a basi ridotte restano praticamente invariati (si ricorda che i costi
computazionali per la parte on-line sono indipendenti da N ) e quindi si avrebbero risparmi
computazionali maggiori. Infittire o meno la griglia riguarda la precisione che si vuole avere
sulla soluzione a elementi finiti; le basi ridotte non fanno altro che ricostruire la soluzione
a elementi finiti. Di conseguenza una volta che la griglia e` tale da garantire la precisione
richiesta, prenderne una piu` fine renderebbe le basi ridotte ancora piu` competitive. L’impor-
tante, comunque, e` confrontare i tempi in modo coerente, cioe` la griglia per la soluzione a
elementi finiti deve essere la stessa su cui sono state calcolate le funzioni di base per il metodo
a basi ridotte.
Esempio di soluzione a basi ridotte
Riportiamo in Fig.3.8, a titolo di esempio, la soluzione a basi ridotte corrispondente a µ =
{810 [g/s], 540 [g/s]}, in aria instabile, e in Fig.3.9 la soluzione relativa a elementi finiti. I
grafici mostrano la distribuzione della concentrazione in [µg/m3] della sostanza inquinante,
sia all’altezza effettiva che al suolo. Si osserva la perfetta sovrapposizione delle soluzioni
calcolate con i due metodi differenti. L’errore relativo in norma-H1 e` dell’ordine di 10−15.
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Figura 3.7: Caso 1 (emissioni variabili): errore relativo in norma-H1 per le tre diverse
condizioni di stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Figura 3.8: Caso 1 (emissioni variabili): esempio di soluzione a basi ridotte in aria instabile.
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Figura 3.9: Caso 1 (emissioni variabili): soluzione corrispondente a elementi finiti.
3.4.2 Caso 2: direzione variabile del vento
In questo secondo caso il vettore di parametri in ingresso e` costituito dalle due componenti del
vettore velocita` nel sistema di riferimento cartesiano (Fig.3.2), cioe` µ = {Vx, Vy}. La direzione
della velocita` del vento si considera variabile nell’intervallo [−90◦, 90◦], ma si mantiene il
modulo fisso (per comodita` |V | = 1 m/s), in modo che il campo di viscosita` resti invariato.
Sempre considerando utot = 2700 g/s, si fissa, arbitrariamente, il valore delle emissioni di
ciascuno camino: u1 = 10%, u2 = 20% e quindi u3 = 70% del totale. Il parametro µ
puo` assumere un valore all’interno dello spazio D ∈ R2, D = [0, 1] × [−1, 1], con il vincolo√
(Vx)2 + (Vy)2 = 1.
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Questo problema, pur essendo ancora semplice perche´ il numero delle componenti di µ e` basso,
e` piu` generale del caso precedente poiche´ la forma bilineare (3.21) e` dipendente dal parametro
in ingresso. Si vogliono calcolare le N incognite wNi(µ), cioe` i pesi della combinazione lineare
(3.23), per ottenere la soluzione wN del problema a basi ridotte (3.24). L’operatore ah e il
funzionale Fh restano gli stessi definiti rispettivamente dalle (3.25) e (3.26).
Passando alla forma matriciale, la matrice Ah ∈ R
N×N (2.5) si puo` scrivere nel seguente
modo:
Ahm,i(µ) = Cm,i + Vx ·Bxm,i + Vy ·Bym,i + Sm,i(µ), (3.35)
dove C e` la matrice di rigidezza (3.27), S e` la matrice di stabilizzazione (3.29), in questo caso
parametro-dipendente, e Bx e By sono date da:
Bxm,i =
∑
K∈Th
∫
K
(Ux · ∇ϕi)ϕm, (3.36)
Bym,i =
∑
K∈Th
∫
K
(Uy · ∇ϕi)ϕm, (3.37)
con Ux = (1, 0) e Uy = (0, 1). B = V x ·Bx+ Vy ·By, dove B e` la matrice relativa al termine
di trasporto, definita da (3.28).
F h (3.26) e` data da:
Fhm(µ) = Gm +Hm(µ). (3.38)
In questo secondo caso H (3.32) e` parametro-dipendente perche` dipende dal vettore velocita`,
mentre G (3.31) risulta parametro-indipendente.
Tutte le matrici parametro-indipendenti (C, Bx, By, G) vengono calcolate off-line, una e una
sola volta, e memorizzate, mentre le matrici S e H, dipendenti dal parametro in modo non
affine, devono essere calcolate on-line per ogni nuovo parametro µ in ingresso. Scelto un nuovo
valore di µ, on-line si effettua anche l’assemblaggio delle matrici Ah(µ) e F h(µ). Continuando
ad indicare con W la matrice N × N le cui colonne sono i vettori dei valori nodali delle
soluzioni a elementi finiti utilizzate come funzioni di base, il vettore delle incognite wN (µ) si
ottiene risolvendo il problema:
(W TAh(µ)W )wN (µ) =W
TF h(µ) (3.39)
dove la differenza dalla (3.34) consiste, come gia` detto, nella dipendenza di Ah da µ.
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Assemblaggio della base
Per trovare una base si parte dal calcolo delle soluzioni a elementi finiti associate ad un in-
sieme di punti distribuiti in maniera uniforme in D.
Per garantire di coprire tutto il sottospazio D omogeneamente e senza direzioni preferenziali
per il vento, prendiamo un numero di vettori equispaziati nell’intervallo [−90◦, 90◦]. Si au-
menta il numero di vettori della base finche` l’errore relativo medio in norma-H1, per input
casuale, non sia ritenuto soddisfacente. Per una base di 36 soluzioni associate a altrettante
direzioni del vento, distanziate tra loro di 5◦, osserviamo che tale errore e` dell’ordine di 10−6
per aria instabile. Per aria stabile e neutra si ha un errore dello stesso ordine di grandezza
per una base di 60 funzioni (corrispondenti a direzioni del vento distanziate tra loro di 3◦).
Per capire questa diversita` nel numero di elementi della base occorre considerare il peso del
termine diffusivo rispetto a quello del termine convettivo in Ah (3.35). All’aumentare della
viscosita` il termine diffusivo diventa dominante e quindi bastano “poche” funzioni di base
per avere una buona approssimazione della soluzione dipendente dalla velocita` di trasporto.
Poiche´ nel caso di aria instabile la viscosita` e` maggiore in modulo (Fig.3.10), il termine con-
vettivo ha un’influenza minore e occorrono meno funzioni di base. Si noti l’utilizzo di un
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Figura 3.10: Andamento della viscosita` in funzione delle coordinata x nelle tre condizioni di
aria.
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numero N di funzioni di base molto maggiore rispetto al caso 1 per via della dipendenza di
Ah da µ, che rende il problema meno banale e piu` complesso.
Trovato N , si segue la procedura descritta nel paragrafo 2.6 per ordinare gli elementi della
base, senza ridurne il numero. L’ordinazione della base e` finalizzata al calcolo dell’andamento
dell’errore-H1 massimo, minimo e medio all’aumentare di N ′. Come gia` fatto per il caso 1,
si calcola l’errore in norma-H1 di ciascuna soluzione corrispondente ai parametri di SN al
variare del numero di funzioni di base e si trova l’errore massimo, minimo e medio per ogni
N ′. Uno dei vantaggi di sfruttare la base ordinata e` che l’andamento dei massimi degli errori
e` sempre decrescente, come mostra la Fig.3.11, e si riesce a controllare il numero di basi uti-
lizzate (N). Anche in questo secondo caso, per tutte e tre le condizioni di aria, l’andamento
del minimo e` una verifica della consistenza del metodo. La brusca caduta dell’errore medio in
corrispondenza di N ′ = N/2 indica che per una base formata da un numero dimezzato di ele-
menti l’errore medio, calcolato su diverse configurazioni, e` gia` “piccolo” (O(10−13)), ma, dato
che l’errore massimo e` ancora troppo elevato, si continua ad aumentare N ′. L’andamento non
costante dell’errore minimo e non monotonicamente decrescente dell’errore medio al crescere
di N ′ si spiega con l’inizio di un malcondizionamento del sistema (3.39). Per l’eliminazione
del problema di malcondizionamento mediante l’ortonormalizzazione delle basi (algoritmo di
Gram-Schmidt) si veda [9].
Errore per una scelta casuale dell’input
Calcoliamo l’errore relativo in norma-H1 della soluzione a basi ridotte per cento differenti
parametri in ingresso, generati tramite la funzione random di Matlab. Come si nota in Fig.3.12
l’errore resta sempre confinato in un intervallo limitato: [10−8, 10−5] . Anche questo secondo
caso test, basandosi su un numero sufficientemente elevato di soluzioni relative a input casuali,
garantisce l’applicabilita` del metodo a basi ridotte, con la base trovata, ∀µ ∈ D.
Si riscontra un risparmio medio di tempo di calcolo di ciascuna soluzione a basi ridotte,
rispetto a quello per la corrispondente soluzione a elementi finiti, del 50 % circa. Il calo del
risparmio e` dovuto alla necessita` di calcolare on-line S (3.29) e H (3.32). Se pero`, una volta
costruita la base, si ha la necessita` di effettuare un grande numero di test (on-line) il risparmio
e` molto consistente.
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Figura 3.11: Caso 2 (vento variabile): andamento dell’errore-H1 relativo massimo, minimo e
medio rispetto all’aumentare del numero di funzioni di base, per le tre diverse condizioni di
stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Figura 3.12: Caso 2 (vento variabile): errore relativo in norma-H1 per le tre diverse condizioni
di stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Esempio di soluzione a basi ridotte
Riportiamo in Fig.3.13, a titolo di esempio, la soluzione a basi ridotte corrispondente a µ =
{cos(atan(0.5)) [m/s], sin(atan(0.5)) [m/s]}, in aria instabile, e in Fig.3.14 la soluzione
relativa ottenuta risolvendo il problema a elementi finiti. I grafici mostrano la distribuzione
della concentrazione in [µg/m3] della sostanza inquinante, sia all’altezza effettiva che al suolo.
Si osserva ancora la perfetta somiglianza delle soluzioni calcolate con i due metodi differenti.
L’errore relativo in norma-H1 e` dell’ordine di 10−6.
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Figura 3.13: Caso 2 (vento variabile): esempio di soluzione a basi ridotte in aria instabile.
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Figura 3.14: Caso 2 (vento variabile): soluzione corrispondente a elementi finiti.
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3.4.3 Caso 3: viscosita` variabile
In [12] la viscosita` ν dell’aria e` riportata in funzione della coordinata x (Fig.3.2), per ognuna
delle classi di stabilita` atmosferica. Si introduce un parametro moltiplicativo, indicato con ν¯
(finora si e` tenuto ν¯ = 0.5), in modo che ν si presenti nella forma:
• aria stabile: ν = ν¯ ·
(
752 · 10−6 · (x+3.1)+0.11+0.25·(x+3.1)+0.1
)
· Vm;
• aria neutra: ν = ν¯ ·
(
1202 · 10−6 · (x+3.1)+0.11+0.25·(x+3.1)+0.1
)
· Vm;
• aria instabile: ν = ν¯ ·
(
2702 · 10−6 · (x+3.1)+0.11+0.25·(x+3.1)+0.1
)
· Vm.
Vm e` il modulo della velocita` media del vento, che assumiamo pari a 2.5 m/s (per semplicta`
si sceglie un campo di vento costante in direzione xˆ). Fissiamo arbitrariamente il valore
delle emissioni di ciascun camino, per esempio u1 = 20%, u2 = 30% e u3 = 50% del totale
utot = 2700 g/s e prendiamo ν¯ come unico parametro in ingresso: µ = ν¯. Assumiamo che ν¯
vari all’interno dell’intervallo D ∈ R1, D = [0.1, 1]; ν¯ e` un indice di stabilita` dell’aria: tanto
piu` ν¯ e` basso tanto piu` l’aria e` stabile, cioe` per esempio in condizioni di aria instabile, ν¯ ≃ 1
indichera` una forte instabilita` mentre per ν¯ tendente a 0.1 si avra` una debole instabilita`.
Vogliamo calcolare la soluzione a basi ridotte wN (3.23) del problema di stato stabilizzato
(3.24), in cui l’operatore ah e` definito da (3.25) e il funzionale Fh da (3.26). Le incognite del
problema a basi ridotte sono i coefficienti wNi(µ), per i = 1, ..., N .
Poiche´ la viscosita` dell’aria si scrive come prodotto tra il fattore moltiplicativo ν¯ e una funzione
in x, che indichiamo con n(x), cioe` ν = ν¯ ·n(x), la matrice di rigidezza C si puo` vedere come:
Cm,i =
∑
K∈Th
∫
K
ν∇ϕi · ∇ϕm = ν¯
∑
K∈Th
∫
K
n(x)∇ϕi · ∇ϕm = ν¯ ·Dm,i,
dove la matrice D non e` altro che la matrice C valutata per ν¯ = 1. La matrice Ah ∈ R
N×N
(2.5) si puo` allora scrivere come:
Ahm,i(µ) = µ ·Dm,i +Bm,i + Sm,i(µ), (3.40)
dove B e` la matrice relativa al termine di trasporto (3.28) e S e` la matrice di stabilizzazione
(3.29), parametro-dipendente perche´ dipende da ν. Anche per questo problema, la matrice
Ah dipende da µ.
F h (3.26) e` data da:
Fhm(µ) = Gm +Hm(µ), (3.41)
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con H (3.32) parametro-dipendente, mentre G (3.31) risulta parametro-indipendente.
Si adotta nuovamente l’approccio computazionale a due stadi: tutte le matrici parametro-
indipendenti (D, B, G) vengono calcolate off-line una e una sola volta e memorizzate, mentre
le matrici S e H, dipendenti dal parametro, devono essere calcolate on-line per ogni nuovo
parametro µ in ingresso.
Mantenendo la notazione dei casi precedenti, il vettore delle incognite wN (µ) si ottiene
risolvendo il problema:
(W TAh(µ)W )wN (µ) =W
TF h(µ). (3.42)
Assemblaggio della base
Si calcolano le soluzioni a elementi finiti associate ad un insieme di punti distribuiti in D in
maniera uniforme, cioe` si prendono N valori µi nell’intervallo [0.1, 1] tali che |µi+1 − µi| =
0.9/(N − 1). Aumentiamo N finche` l’errore relativo medio in norma-H1 non sia ritenuto
soddisfacente. Si nota che per una base di 37 elementi, cioe` |µi+1 − µi| = 0.025, tale errore
e` dell’ordine di 10−5 per aria instabile e si procede a ordinare gli elementi della base, senza
ridurne il numero. Nei casi di aria neutra e stabile, invece, per avere un errore dello stesso
ordine di grandezza, o inferiore, e` sufficiente un numero di basi molto inferiore (rispettivamente
6 e 5). In queste due condizioni, infatti, la viscosita` e` minore in modulo (Fig.3.10) e , poiche´
si ha dominanza del termine convettivo, basta un numero minore di funzioni di base per
approssimare bene la soluzione, dipendente dal coefficiente di diffusivita`.
Si segue la stessa procedura dei casi 1 e 2: si calcola l’errore in norma-H1 di ciascuna soluzione
corrispondente ai parametri di SN al variare del numero di funzioni di base e si trovano gli
errori massimi, minimi e medi per ogni N ′ (Fig.3.15). L’andamento del minimo, per tutte le
condizioni di aria, mostra la consistenza del metodo e l’andamento crescente si spiega sempre
con l’inizio di un malcondizionamento del sistema (3.42). Grazie all’ordinamento delle basi
gli andamenti dei massimi e dei medi sono decrescenti. Per aria instabile, l’andamento dei
medi per N ′ = N/2 presenta la stessa brusca caduta riscontrata nel caso 2.
Errore per una scelta casuale dell’input
Calcoliamo l’errore relativo in norma-H1 della soluzione a basi ridotte per almeno cento
differenti parametri in ingresso, generati impiegando la funzione random di Matlab. Anche in
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Figura 3.15: Caso 3 (viscosita` variabile): andamento dell’errore-H1 relativo massimo, minimo
e medio rispetto all’aumentare del numero di funzioni di base, per le tre diverse condizioni di
stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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questo terzo caso, come si nota in Fig.3.16, l’errore resta sempre confinato in un intervallo
limitato: [10−9, 10−6] per aria stabile, [10−8, 10−5] per aria neutra e [10−9, 10−4] per aria
instabile. Si puo` concludere che questo test, basandosi su un numero sufficientemente elevato
di soluzioni relative a input casuali, garantisce l’applicabilita` del metodo a basi ridotte, ∀µ ∈
D.
Il risparmio di tempo nel calcolo on-line di una soluzione a basi ridotte, rispetto al calcolo
della relativa soluzione a elementi finiti, e` del 50 %. Anche in questo terzo caso il risparmio
e` limitato dalla necessita` di formare on-line i termini di stabilizzazione.
Esempio di soluzione a basi ridotte
A titolo di esempio, si riporta in Fig.3.17 la soluzione a basi ridotte corrispondente a ν¯ = 0.67,
in aria instabile, e in Fig.3.18 la soluzione relativa a elementi finiti. I grafici mostrano la
distribuzione della concentrazione in [µg/m3] della sostanza inquinante, sia all’altezza effettiva
che al suolo. L’errore relativo in norma-H1 e` dell’ordine di 10−5.
3.4.4 Caso 4: emissioni variabili e direzione variabile del vento
L’ultimo caso e` leggermente piu` complesso: si prende un vettore di parametri in ingresso a
quattro componenti µ = {u1, u2, Vx, Vy}, cioe` si lasciano variare i tassi di emissione dei tre
camini e la direzione della velocita` del vento. Resta fissato il valore totale delle emissioni
a utot = 2700 g/s, in modo che u3 = 2700 − u1 − u2 (avendo imposto u1 + u2 ≤ utot) e si
mantiene unitario in modulo della velocita`. Si assume che la direzione della velocita` possa
variare nell’intervallo [−40◦, 90◦]. Non si prende piu` l’intervallo [−90◦, 90◦] per evitare di
considerare alcune direzioni del vento che portano i coni di emissione ad essere, di sicuro,
esterni alla citta`. Questa restrizione dell’intervallo si opera in vista della risoluzione del
problema di controllo ottimo per questo caso (Sez.5.3): se l’inquinante non investe l’area di
osservazione non c’e` bisogno di controllo.
Le N incognite wNi(µ) (3.23) si calcolano risolvendo il problema (3.24), dove l’operatore ah
e il funzionale Fh sono definiti rispettivamente in (3.25) e (3.26).
Passando alla forma matriciale, la matrice Ah ∈ R
N×N (2.5) si puo` scrivere nel seguente
modo:
Ahm,i(µ) = Cm,i + Vx ·Bxm,i + Vy ·Bym,i + Sm,i(µ), (3.43)
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Figura 3.16: Caso 3 (viscosita` variabile): errore relativo in norma-H1 per le tre diverse
condizioni di stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Figura 3.17: Caso 3 (viscosita` variabile): esempio di soluzione a basi ridotte in aria instabile.
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Figura 3.18: Caso 3 (viscosita` variabile): soluzione corrispondente a elementi finiti.
dove C e` la matrice di rigidezza (3.27), S e` la matrice di stabilizzazione (3.29), parametro-
dipendente, e Bx e By sono le matrici di trasporto definite in (3.36) e (3.37).
F h (3.26) e` data da:
Fhm(µ) = Gm(µ) +Hm(µ), (3.44)
con G (3.31) e H (3.32) entrambi parametro-dipendenti.
Mantenendo la notazione dei casi precedenti, il vettore delle incognite wN (µ) si ottiene
risolvendo il problema:
(W TAh(µ)W )wN (µ) =W
TF h(µ). (3.45)
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Assemblaggio della base
Osservando le elementi delle basi per i casi 1 e 2, si intuisce come creare una buona base di
partenza per questo quarto caso. Per aria instabile, le funzioni di base sono le soluzioni a
elementi finiti corrispondenti ad avere, per direzioni del vento distanziate di 5◦ nell’intervallo
[−40◦, 90◦], un camino funzionante al 100% di utot a rotazione, quindi N = 81. Questa base
permette di avere un errore medio in norma-H1, per input casuale, compreso tra [10−6, 10−3].
Per aria stabile e neutra si ha un errore dello stesso ordine di grandezza per una base di 132
funzioni, date dalle soluzioni ad elementi finiti aventi, per direzioni del vento distanziate tra
loro di 3◦ nello stesso intervallo, un camino funzionante al 100% di utot a rotazione. Questa
diversita` nel numero di elementi della base ha la stessa spiegazione riportata per il caso 2: al
calare della viscosita` (Fig.3.10) il termine convettivo diventa dominante e quindi occorre un
numero maggiore di funzioni di base per avere una buona approssimazione della soluzione.
La base viene ordinata e si calcola l’errore in norma-H1 di ciascuna soluzione corrispondente
ai parametri di SN , al variare del numero di funzioni di base. Si trovano gli errori massi-
mi, minimi e medi per ogni N ′, riportati in Fig.3.19. L’andamento del minimo e` sempre
una verifica della consistenza del metodo. Nonostante attorno a N ′ = N/2 ci sia una brus-
ca caduta dell’errore medio, si continua ad aumentare il numero di funzioni di base finche`
si ritiene soddisfacente l’errore massimo. L’andamento non costante dell’errore minimo e
quello non monotonicamente decrescente dell’errore medio si spiegano sempre in termini di
malcondizionamento del sistema (3.45).
Errore per una scelta casuale dell’input
Si ripete la procedura piu` volte descritta e anche in quest’ultimo caso, come si nota in
Fig.3.20, l’errore resta sempre confinato in un intervallo limitato: [10−8, 10−4] per aria stabile,
[10−9, 10−4] per aria neutra e [10−6, 10−3] per aria instabile. Si conclude che il test, basandosi
su un numero sufficientemente elevato di soluzioni relative a input casuali, garantisce l’ap-
plicabilita` del metodo a basi ridotte con la base trovata, ∀µ ∈ D.
Il risparmio di tempo nel calcolo on-line di una soluzione a basi ridotte, rispetto al calcolo
della relativa soluzione a elementi finiti, e` del 60 %.
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Figura 3.19: Caso 4 (emissioni e vento variabili): andamento dell’errore-H1 relativo massimo,
minimo e medio rispetto all’aumentare del numero di funzioni di base, per le tre diverse
condizioni di stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Figura 3.20: Caso 4 (emissioni e vento variabili): errore relativo in norma-H1 per le tre diverse
condizioni di stabilita` dell’aria: stabile (a), neutra (b) e instabile (c).
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Esempio di soluzione a basi ridotte
Riportiamo in Fig.3.21 la soluzione a basi ridotte corrispondente a µ = {1971 [g/s], 567 [g/s],
cos(atan(0.3))[m/s], sin(atan(0.3))[m/s]}, in aria instabile, e in Fig.3.22 la soluzione
relativa a elementi finiti. I grafici mostrano la distribuzione della concentrazione in [µg/m3]
della sostanza inquinante all’altezza effettiva e al suolo. L’errore relativo in norma-H1 e`
dell’ordine di 10−5.
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Figura 3.21: Caso 4 (emissioni e vento variabili): esempio di soluzione a basi ridotte in aria
instabile.
−5 0 5
−4
−3
−2
−1
0
1
2
3
4
Soluzione a Elementi Finiti all’altezza effettiva
0
1
2
3
4
5
6
7
8
x 104
−5 0 5
−4
−3
−2
−1
0
1
2
3
4
Soluzione a Elementi Finiti al suolo
0
0.5
1
1.5
2
2.5
x 104
Figura 3.22: Caso 4 (emissioni e vento variabili): soluzione corrispondente a elementi finiti.
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3.5 Un Problema di Inquinamento di un Fluido Generico in
una Cavita`
In una cavita` di forma rettangolare contenente un fluido di proprieta` generiche e` presente una
sorgente di sostanza inquinante in Ωu e si vuole rilevare la concentrazione di tale sostanza in
Ωs (Fig.3.23). Il campo di velocita` del fluido e` quello indotto dalla convezione naturale, la
quale si genera in presenza di:
• forza gravitazionale;
• un gradiente di temperatura non parallelo alla forza gravitazionale: le pareti verti-
cali della cavita` sono mantenute a due temperature differenti (quella di sinistra alla
temperatura superiore Th) in modo che i due vettori (∇T e g) siano ortogonali.
Figura 3.23: Dominio per il problema della convezione naturale in cavita`.
Le pareti orizzontali della cavita` sono adiabatiche e hanno una lunghezza (B) pari a quatto
volte quella delle pareti verticali (H).
I parametri adimensionali caratteristici della convezione naturale e i loro valori sono:
• il numero di Nusselt:
Nu =
h · L
k
,
dove h e` il coefficiente di scambio termico, L la lunghezza caratteristica del problema e
k la diffusivita` termica. Per questo problema il valore del numero di Nusselt e` di poca
importanza in quanto non interessa lo scambio termico.
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• Il numero di Prandtl:
Pr =
ν
k
= 0.
Il fatto che sia nullo significa che la diffusivita` termica k e` elevata rispetto alla diffusivita`
di quantita` di moto ν.
• Il numero di Grashof:
Gr =
g · α ·∆T · L3
ν2
= 16000,
dove g e` il modulo dell’accelerazione di gravita` , α il coefficiente di espansione termica
e ∆T = Th − Tc la differenza di temperatura tra le pareti verticali. Gr rappresenta il
rapporto tra le forze di galleggiamento e le forze viscose.
Si ipotizza che il fluido sia incomprimibile e newtoniano e che il flusso sia bidimensionale e
laminare. Si suppone valida l’approssimazione di Boussinesq (le variazioni di densita` si con-
siderano solo nel termine di galleggiamento) e si ritengono modeste le variazioni di pressione
all’interno della cavita`. Questo problema di convezione naturale, con i valori indicati dei para-
metri adimensionali, la geometria scelta e le ipotesi sopraelencate, corrisponde al problema
di Roux [16].
Per ottenere il campo di velocita` del fluido in istanti discreti di tempo si risolvono le equazioni
di Navier-Stokes, adimesionalizzate e semplificate dalle ipotesi fatte, tramite una simulazione
numerica diretta, su una mesh strutturata, usando la tecnica dei volumi finiti in ambiente
Matlab [17]. Si indicano con u∗ e v∗ le componenti del vettore velocita` ,V = (u∗, v∗), e con
p∗ la pressione. Siano definite le seguenti variabili adimensionali (senza asterisco): t = k
H2
t∗,
x = x
∗
H , y =
y∗
H , u =
H
k u
∗, v = Hk u
∗, p = H
2
ρk2
p∗, T = T
∗−Tc
Th−Th
. Si possono allora scrivere le
equazioni di Navier-Stokes in forma adimensionale per il problema in questione:
• equazione di continuita`:
∂u
∂x
+
∂v
∂y
= 0,
• equazioni di bilancio della quantita` di moto:

∂u
∂t + u
∂u
∂x + v
∂u
∂y = −
∂p
∂x + Pr
(
∂2u
∂x2
+ ∂
2u
∂y2
)
,
∂v
∂t + u
∂v
∂x + v
∂v
∂y = −
∂p
∂y + Pr ·
(
∂2v
∂x2
+ ∂
2v
∂y2
)
−Gr · Pr2 · T,
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• equazione di bilancio dell’energia:
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
=
∂2T
∂x2
+
∂2T
∂y2
.
3.6 Modello Matematico e Approssimazione Numerica del Pro-
blema della Cavita`
Indicando con y la concentrazione di sostanza inquinante, con V il campo di velocita` della
convezione naturale e con ν la diffusivita`, l’equazione che governa il problema, corredata dalle
opportune condizioni al contorno e dalla condizione iniziale, e` la seguente:

∂y
∂t − ν△y + V · ∇y = β(x)u(t)
y|ΓD = 0
∇y · n|ΓD = 0
y(t = 0) = 0
(3.46)
Il bordo di Dirichlet coincide con la parete verticale alla temperatura superiore, mentre per
le pareti restanti valgono condizioni al contorno di Neumann. Il termine noto si scrive come
prodotto di due funzioni: β, dipendente solo dalla spazio, che indica dove viene rilasciato
l’inquinante e u, dipendente solo dal tempo, che indica la quantita` di sostanza inquinante
emessa nel tempo. La funzione β(x) vale 1 in Ωu e 0 altrove, mentre u(t) assume un valore
fissato u0 per t = 0 e vale 0 in tutti gli altri istanti , cioe` si emette inquinante esclusivamente
nell’istante iniziale.
Ricordando che H1ΓD = {v ∈ H
1(Ω), t.c. v|ΓD = 0}, si puo` passare alla formulazione debole
del problema (3.46):
∀ 0 < t ≤ 1 cercare y(t) ∈ H1ΓD : a(y(t), ϕ) = F (ϕ, u(t)), ∀ϕ ∈ H
1
ΓD
,
dove:
a(y(t), ϕ) :=
∫
Ω
∂y
∂t
ϕ dΩ+
∫
Ω
ν∇y · ∇ϕ dΩ+
∫
Ω
V · ∇y ϕ dΩ,
F (ϕ, u) :=
∫
Ω
β(x)u(t)ϕ dΩ.
Per calcolare l’approssimazione a elementi finiti della soluzione esatta introduciamo una tri-
angolazione Th del dominio, sufficientemente raffinata, e una discretizzazione dell’intervallo
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temporale [0, 1] s, poiche´ si tratta di un problema non stazionario e quindi occorre discretiz-
zare l’equazione in tempo, oltre che in spazio [15].
Si discretizza la derivata temporale mediante un semplice rapporto incrementale:
∂y
∂t
=
yk − yk−1
∆t
,
dove yk = y(tk = k ·∆t), per k = 1, ..., Nk con Nk = 1/∆t. Si sceglie di adottare una strategia
del tipo Eulero implicito [15]. Il problema discretizzato nel tempo assume la forma seguente:
per 1 ≤ k ≤ Nk cercare y
k ∈ H1ΓD : a
k(yk, ϕ) = F k(ϕ, uk), ∀ϕ ∈ H1ΓD , (3.47)
dove:
ak(yk, ϕ) := ∆t−1
∫
Ω
yk ϕ dΩ+
∫
Ω
ν∇yk · ∇ϕ dΩ+
∫
Ω
V k · ∇yk ϕ dΩ,
F k(ϕ, uk) :=
∫
Ω
β(x)ukϕ dΩ+∆t−1
∫
Ω
yk−1 ϕ dΩ.
V k e` il campo di moto della convezione naturale all’istante tk, mentre uk = u(tk).
Passando alla discretizzazione in spazio si nota che qualsiasi sia il valore di ν ∈ [0.1, 10], il
numero di Pe´clet locale e` superiore all’unita` e quindi il problema necessita di stabilizzazione.
Indicando con ykh ∈ Xh l’approssimazione Galerkin-elementi finiti della soluzione all’istante
tk, il problema stabilizzato e` il seguente:
cercare ykh ∈ Xh : a
k(ykh, ϕh) + L
(ρ)
h (y
k
h, f, ϕh) = F
k(ϕ, uk), ∀ϕh ∈ Xh.
purche` valga L
(ρ)
h (y
k, f, ϕh) = 0, ∀ϕh ∈ Xh. La forma generale per L
(ρ)
h e` la (3.19), dove,
per questo problema, Ay = ∂y∂t − ν△y + V · ∇y e f = β(x)u(t). Scegliendo nuovamente di
usare il metodo SUPG, per cui ρ = 0, si prende in considerazione solo la parte antisimmetrica
dell’operatore:
ASSϕh =
1
2
(
∇ · (V ϕh) + V · ∇ϕh
)
=
1
2
(
∇ · V + V · ∇ϕh + V · ∇ϕh
)
= V · ∇ϕh,
e il problema stabilizzato ha la seguente formulazione:
per 1 ≤ k ≤ Nk cercare y
k
h ∈ Xh : a
k(ykh, ϕh) + sh(y
k
h, ϕh;u
k) = F k(ϕh;u
k), ∀ϕh ∈ Xh,
sh(y
k
h, ϕh;u
k) :=
∑
K∈Th
δK
hK
‖V k‖
∫
K
(Aykh − f)(ASSϕh) dK
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o equivalentemente:
per 1 ≤ k ≤ Nk cercare y
k
h ∈ Xh : a
k
h(y
k
h, ϕh) = F
k
h (ϕh;u
k), ∀ϕh ∈ Xh, (3.48)
dove:
akh(y
k
h, ϕh) := a
k(ykh, ϕh) +
∑
K∈Th
δK
hK
‖V k‖
∫
K
(∆t−1ykh + V
k · ∇ykh)(V
k · ∇ϕh) dK,
F kh (ϕh;u
k) := F (ϕh;u
k) +
∑
K∈Th
δK
hK
‖V k‖
[ ∫
K
(∆t−1yk−1h )(V
k · ∇ϕh) dK+
∫
K
βhu
k(V k · ∇ϕh) dK
]
.
Il diametro di K e` hK , δK e` un parametro dipendente dal numero di Pe´clet locale, βh e`
l’approssimazione discreta della funzione β(x) e Xh ⊂ H
1
ΓD
e` lo spazio degli elementi finiti
(noi li utilizzeremo di tipo P1). Il contributo alla stabilizzazione e` nullo per tutti i triangoli
per cui V k e´ nulla. Introduciamo un output di interesse dato dalla concentrazione di sostanza
inquinante nel sottodomino Ωs (Fig.3.23):
s(ν, t) = |Ωs|
−1
∫
Ωs
y(ν, t) dΩ. (3.49)
3.6.1 Esempi di soluzione a elementi finiti
Si riportano le soluzioni a elementi finiti corrispondenti a tre coefficienti di diffusivita` diversi:
• ν = 0.01 m2/s (Fig.3.24) con Peg ≫ 1: il flusso si dice a trasporto dominante, come
mostrano i grafici in cui l’inquinante evidenzia la struttura vorticosa del moto;
• ν = 0.1 m2/s (Fig.3.25): il numero di Pe´clet e` attorno all’unita` e si hanno contempo-
raneamente diffusione e trasporto, senza che nessuno dei due sia dominante;
• ν = 1 m2/s (Fig.3.26) con Peg ≪ 1: si ha dominanza della diffusione, infatti i grafici
mostrano come la traccia dell’inquinante perda ogni informazione sulla struttura del
moto convettivo.
Occorre precisare che la scala cromatica varia tra i grafici, perche´ la concentrazione ([g/m2])
di inquinante in uno spazio fissato cala al passare del tempo e, se si mantenesse inalterata la
scala, negli ultimi grafici non si noterebbero le variazioni
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t = 0.1 s t = 0.2 s
t = 0.3 s t = 0.4 s
t = 0.5 s t = 0.6 s
t = 0.7 s t = 0.8 s
t = 0.9 s t = 1 s
Figura 3.24: Soluzioni a elementi finiti della convezione naturale in cavita` per ν = 0.01 m2/s:
diffusione di inquinante (concentrazione [g/m2]).
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t = 0.1 s t = 0.2 s
t = 0.3 s t = 0.4 s
t = 0.5 s t = 0.5 s
t = 0.7 s t = 0.8 s
t = 0.9 s t = 1 s
Figura 3.25: Soluzioni a elementi finiti della convezione naturale in cavita` per ν = 0.1 m2/s:
diffusione di inquinante (concentrazione [g/m2]).
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t = 0.1 s t = 0.2 s
t = 0.3 s t = 0.4 s
t = 0.5 s t = 0.6 s
t = 0.7 s t = 0.8 s
t = 0.9 s t = 1 s
Figura 3.26: Soluzioni a elementi finiti della convezione naturale in cavita` per ν = 1 m2/s:
diffusione di inquinante (concentrazione [g/m2]).
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blu scuro indica una concentrazione nulla mentre il rosso scuro, per ν = 0.01 m2/s, passa da
0.55 g/m2 per t = 0.1 s a 0.055 g/m2 nell’ultimo grafico, per ν = 0.1 m2/s va da 0.28 g/m2
per t = 0.1 s a 0.022 g/m2 per t = 1 s e infine per ν = 1 m2/s passa da 0.01 g/m2 per
t = 0.1 s a 0.002 g/m2 per t = 1 s. Indicativamente in uno stesso grafico i colori freddi si
riferiscono alle concentrazioni basse e quelli caldi alle concentrazioni maggiori.
Si osserva che per t ≥ 0.5 s l’aspetto della soluzione si stabilizza e non varia di molto, a parte
piccole traslazioni in orizzontale, mentre nei primi istanti varia molto velocemente. Si e` deciso
allora di vedere le dinamiche che intervengono, per esempio, per ν = 0.1 m2/s e istanti di
tempo compresi tra t = 0.1 s e t = 0.2 s: Fig.3.27 riporta le soluzioni campionate con passo
temporale ∆t = 0.01 s.
3.7 Risoluzione del Problema della Cavita` con i Metodi a Basi
Ridotte
Il vettore dei parametri in ingresso e` a due componenti: µ = {ν, tf}, dove tf ∈ [0, 1] s e`
l’istante finale di tempo in cui si vuole conoscere la soluzione. Il vettore µ puo` assumere un
valore qualsiasi all’interno dello spazio D ⊂ R2, con D = [0.1, 1]× [0, 1]. Si preferisce limitare
l’intervallo di variazione di ν a [0.1, 1], anziche` considerare [0.01, 1], per evitare un range di
variazione della variabile in ingresso troppo elevato, considerando un problema evolutivo.
Sia yN (µ) la soluzione a basi ridotte del problema stabilizzato (3.48). In base alla (2.10) e
alla (2.15) scriviamo:
yN (ν, t
k) =
N∑
j=1
ykNj (µ)ζ
j =
N∑
j=1
ykNj (µ)
N∑
i=1
ζji ϕi. (3.50)
Per ogni istante k-esimo tk, 1 ≤ k ≤ Nk, le N incognite y
k
Nj
(µ) si calcolano risolvendo il
problema:
akh(yN (µ), ζh;µ) = F
k
h (ζh) 1 ≤ h ≤ N.
dove
akh(yN , ζh;µ) =
N∑
j=1
N∑
h=1
ykNj (µ)
N∑
i=1
N∑
m=1
ζji ζ
h
m
[
∆t−1
∑
K∈Th
∫
K
ϕi ϕm + ν
∑
K∈Th
∫
K
∇ϕi · ∇ϕm+
∑
K∈Th
∫
K
(V k · ∇ϕi)ϕm +
∑
K∈Th
δK
hK
‖V k‖
∫
K
(∆t−1ϕi + V
k · ∇ϕi)(V
k · ∇ϕm)
]
80 Applicazione delle Basi Ridotte
t = 0.11 s t = 0.12 s
t = 0.13 s t = 0.14 s
t = 0.15 s t = 0.16 s
t = 0.17 s t = 0.18 s
t = 0.19 s
Figura 3.27: Soluzioni a elementi finiti per ν = 0.1 m2/g nell’intervallo temporale [0.1, 0.2] s:
diffusione di inquinante in cavita` (concentrazione [g/m2]).
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e
F kh (ζh) =
N∑
j=1
N∑
h=1
yk−1Nj
N∑
i=1
N∑
m=1
ζji ζ
h
m
[
∆t−1
∑
K∈Th
∫
K
ϕi ϕm+∆t
−1
∑
K∈Th
δK
hK
‖V k‖
∫
K
ϕi(V
k·∇ϕm)
]
+
N∑
h=1
N∑
m=1
ζhm
[ ∑
K∈Th
∫
K
βhu
kϕm +
∑
K∈Th
δK
hK
‖V k‖
∫
K
βhu
k(V k · ∇ϕm)
]
.
Definiamo le matrici M , C, Bk, Sk ∈ RN×N , rispettivamente matrice di massa, matrice di
rigidezza, matrice associata al temine di trasporto e matrice di stabilizzazione:
Mm,i =
∑
K∈Th
∫
K
ϕi ϕm,
Cm,i =
∑
K∈Th
∫
K
∇ϕi · ∇ϕm,
Bkm,i =
∑
K∈Th
∫
K
(V k · ∇ϕi)ϕm,
Skm,i(µ) =
∑
K∈Th
δK
hK
‖V k‖
∫
K
(∆t−1ϕi + V
k · ∇ϕi)(V
k · ∇ϕm).
La matrice Ah ∈ R
N×N (2.5) e` data da:
Akh(µ) = ∆t
−1 ·M + ν · C +Bk + Sk(µ).
Per poter scrivere il termine noto in forma matriciale occorre definire anche Dk ∈ RN×N e
Gk, Hk ∈ RN :
Dkm,i(µ) =
∑
K∈Th
δK
hK
‖V k‖
∫
K
ϕi(V
k · ∇ϕm),
Gkm =
∑
K∈Th
∫
K
βhu
kϕm,
Hkm(µ) =
∑
K∈Th
δK
hK
‖V k‖
∫
K
βhu
k(V k · ∇ϕm).
Sk, Dk e Hk dipendono in modo non affine da µ, perche´ il parametro δK dipende dal numero
di Pe´clet (quindi da ν) in modo non affine; di conseguenza devono essere calcolate on-line.
Tutte le altre matrici vengono calcolate off-line.
Mantenendo la notazione del problema di inquinamento atmosferico, il vettore delle incognite
yk
N
(µ) si ottiene risolvendo il problema:
(W TAkh(µ)W ) y
k
N
(µ) = ∆t−1 · [W T (M +Dk(µ))W ] yk−1
N
+W T (Gk +Hk(µ)), (3.51)
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dove il vettore yk−1
N
e` noto dalla soluzione al passo temporale precedente t = tk−1.
Dalla soluzione (3.50) si calcola l’approssimazione a basi ridotte dell’output:
skN (ν, t
k) = |Ωs|
−1
∫
Ωs
ykN (µ) dΩ. = |Ωs|
−1
N∑
j=1
ykNj (µ)
N∑
i=1
ζji
∫
Ωs
ϕi dΩ. (3.52)
3.7.1 Assemblaggio della base
Come funzioni di base si prendono le soluzioni ottenute risolvendo il problema ad elementi
finiti, estratte ogni decimo di secondo, per ν = 0.1, 0.3, 0.5, 0.7, 1 m2/s. Si preferisce partire,
come gia` fatto per alcuni dei problemi precedenti, da una base di funzioni non casuali, ma
associate ad una distribuzione uniforme in D dei parametri in ingresso (Fig.3.28). Per questa
10−1 100
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Parametri campione nello spazio ν−t
ν [m2/2]
t [
s]
Figura 3.28: Distribuzione uniforme dei parametri campione per il problema della convezione
naturale in cavita`.
base di 50 elementi l’errore relativo medio in norma-H1 e` dell’ordine di 10−7 e non e` richiesta
nessuna ordinazione degli elementi stessi perche´ la base di partenza e` gia` sufficientemente
ordinata, come mostra la Fig.3.29, in cui l’andamento dell’errore massimo e` monotonicamente
decrescente. Si ripete la procedura piu` volte descritta: si calcola l’errore in norma-H1 di
ciascuna soluzione corrispondente ai 50 parametri campione di SN al variare del numero di
funzioni di base e si trovano massimi, minimi e medi per ogni N ′. Si riporta solo l’andamento
dei massimi (Fig.3.29), perche´ ritenuto il piu` significativo dei tre. L’andamento dei minimi,
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infatti, non e` altro che una prova di consistenza del metodo e quello dei medi presenta, come
gia` riscontrato in altri casi, una caduta verticale dell’errore relativo medio in corrispondenza
di N ′ = N/2.
0 5 10 15 20 25 30 35 40 45 50
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
Massimi dell’errore relativo in norma H1 rispetto a N’
N’
e
rr
o
re
Figura 3.29: Andamento dell’errore-H1 relativo massimo all’aumentare del numero di funzioni
di base.
3.7.2 Limiti dell’errore sulla soluzione
Calcoliamo, al variare di N ′, l’errore relativo in norma-H1 su un numero elevato di soluzioni
casuali. I parametri in ingresso sono stati generati, come negli altri casi, dalla funzione
random di Matlab. Si interpolano i massimi e i minimi di questi errori, in modo da tracciare
nel piano (Fig.3.30) una banda all’interno della quale e` “molto probabile” che si trovi l’errore,
qualunque sia il parametro in ingresso. Si conclude che questo test, per il momento, garantisce
l’applicabilita` del metodo a basi ridotte per il problema della cavita`, ∀µ ∈ D. Piu` avanti
(Sez.3.7.4) si accenna alla stima a posteriori del problema in questione [18].
3.7.3 Limiti dell’errore sull’output “non-compliant” e “compliant”
Si ripete ora l’operazione analoga per l’output: si calcola, al variare di N ′, l’errore relativo in
norma-H1 degli output corrispondenti a parametri in ingresso scelti in maniera casuale. Si
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Figura 3.30: Interpolazione dei massimi e dei minimi degli errori-H1 relativi su soluzioni
dovute a parametri in ingresso casuali.
interpolano i massimi e i minimi di questi errori in modo da evidenziare i limiti per gli errori
sull’output ai diversi N ′.
La scelta di rilevare la concentrazione dell’inquinante in ΩD rende l’output “non-compliant”
(si emette in un’area e si rileva la concentrazione nel tempo in un’area differente) e noi lo
stiamo calcolando senza tenere conto della necessita` di integrare la base con le soluzioni
del problema duale ψ(µn) (2.37), per n = 1, ..., N . Questo peggiora l’approssimazione a
basi ridotte dell’output. Per capire la differenza tra l’approssimazione di un output “non-
compliant” e quella di un output “compliant” con la stessa base WN , si va a rilevare la
concentrazione dell’inquinante nella stessa zona di emissione e si tracciano massimi e minimi
degli errori-H1 al variare di N ′. La Fig.3.31 mostra il confronto. Si osserva che l’errore
sull’output compliant e` inferiore di un ordine di grandezza [11].
3.7.4 Cenni alla stima a posteriori
Il problema (3.47) si puo` riscrivere come:
per 1 ≤ k ≤ Nk cercare y
k ∈ H1ΓD :
∆t−1m(yk(µ)− yk−1(µ), ϕ) + aDT (yk, ϕ;µ) = b(uk, ϕ), ∀ϕ ∈ H1ΓD , (3.53)
dove:
m(yk(µ)− yk−1(µ), ϕ) =
∫
Ω
(yk(µ)− yk−1(µ))ϕ dΩ,
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Figura 3.31: Interpolazione dei massimi e dei minimi degli errori-H1 sull’output nei due casi:
“non-compliant” (a) e compliant (b).
e
b(uk, ϕ) =
∫
Ω
β(x)ukϕ dΩ.
La forma bilineare di diffusione e trasporto aDT (yk, ϕ;µ) e` non simmetrica e puo` essere vista
come la somma di due termini, uno di diffusione e uno di trasporto [18]:
aDT (yk, ϕ;µ) = aD(yk, ϕ;µ) + aT (yk, ϕ;µ),
con
aD(yk, ϕ;µ) =
∫
Ω
∇yk · ∇ϕ dΩ,
aT (yk, ϕ;µ) =
∫
Ω
(V k · ∇yk)ϕ dΩ+
1
2
∫
Ω
(∇ · V k)ykϕ dΩ.
Il termine di trasporto aT e` tale che:
aT (ϕ,ϕ) =
∫
Ω
(V k · ∇ϕ)ϕ+
1
2
∫
Ω
(∇ · V k)ϕ2,
=
1
2
∫
Ω
V k · ∇ϕ2 +
1
2
∫
Ω
(∇ · V k)ϕ2,
=
1
2
∫
Ω
∇ · (V kϕ2),
=
1
2
∫
Γ
(n · V k)ϕ2 = 0, ∀ϕ ∈ H1ΓD .
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Poiche´ aDT (ϕ,ϕ) = aD(ϕ,ϕ), per la stima a posteriori dell’errore si possono usare i risultati
riportati in [8] per il caso di forma bilineare simmetrica. Se aDT (ϕ,ϕ) non fosse riconducibile
ad una forma simmetrica, si dovrebbero impiegare “tecniche aggiunte” [8], che si basano sul
calcolo del residuo del problema primario e del problema duale (Sez.2.7) e la stima a posteriori
risulterebbe molto piu` complessa.
Supponiamo che il parametro inf-sup
α˜(µ) = inf
y∈H1ΓD
sup
ϕ∈H1ΓD
aDT (y, ϕ;µ)
‖y‖‖ϕ‖
sia strettamente positivo, cioe` α˜(µ) ≥ α0 > 0, ∀µ ∈ D.
Sia R(ϕ; tk, ν) il residuo del problema (3.53) per l’approssimazione a basi ridotte della solzione
yN (ν, t
k) ∈WN :
R(ϕ; tk, ν) = b(uk, ϕ)− (∆t−1m(yN (ν, t
k)− yN (ν, t
k−1), ϕ) + aDT (yN (ν, t
k), ϕ;µ))
e sia
εN (ν, t
k) = sup
ϕ∈H1ΓD
R(ϕ; tk, ν)
‖v‖
, 1 ≤ k ≤ Nk.
Definiamo lo stimatore dell’errore:
∆N (ν, t
k) = α˜−1/2(µ)
( k∑
k′=1
∆t ε2N (ν, t
k′)
)1/2
, 1 ≤ k ≤ Nk.
Definiamo inoltre la seguente norma:
‖|y(ν, tk)‖|2 = m(y(ν, tk), y(ν, tk)) +
k∑
k′=1
∆t aD(y(ν, tk
′
), y(ν, tk
′
);µ).
Si puo` dimostrare [18] che
‖|y(ν, tk)− yN (ν, t
k)‖|2 ≤ ∆N (ν, t
k), ∀µ ∈ D.
Questa disuguaglianza afferma che ∆N (ν, t
k) e` una rigorosa sovrastima di ‖|y(ν, tk)−yN (ν, t
k)‖|.
Per quanto riguarda l’output e` possibile dimostrare [18] che:
|s(ν, tk)− sN (ν, t
k)| ≤ ∆s(ν, tk),
dove
∆s(ν, tk) =
(
sup
ϕ∈H1ΓD
l(ϕ)
‖ϕ‖H1ΓD
)
∆N (ν, t
k).
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Per calcolare εN (µ) e α˜(µ) in modo efficiente si adotta una costruzione appropriata, associata
a procedure computazionali off-line/on-line [19]. I costi on-line sono indipendenti da N e sono
paragonabili ai costi on-line per la valutazione di sN (ν, t
k).
3.7.5 Esempio di soluzione a basi ridotte
A titolo di esempio, e per mostrare la ricostruzione della soluzione a basi ridotte rispetto
a quella con approssimazione Galerkin-elementi finiti, riportiamo in Fig.3.32 il confronto
fra la soluzione a basi ridotte per µ = (0.1, 1) e la soluzione relativa a elementi finiti. La
concentrazione e` espressa in g/m2.
Fig.3.33 mostra l’errore l’errore puntuale in modulo tra le due soluzioni su tutto il dominio,
mentre l’errore relativo in norma-H1 e` dell’ordine di 10−11.
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(a) (b)
Figura 3.32: Confronto tra la soluzione a basi ridotte (a) e la relativa soluzione a elementi
finiti (b). Concentrazione in [g/m2]
Figura 3.33: Esempio di distribuzione dell’errore puntuale in modulo tra la soluzione a basi
ridotte e la soluzione a elementi finiti
Capitolo 4
Richiami di Teoria del Controllo
Ottimale per Problemi alle Derivate
Parziali
In questo capitolo richiamiamo brevemente i concetti fondamentali su cui si fonda la teoria del
controllo ottimale dei sistemi di equazioni alle derivate parziali. L’approccio classico a questo
tipo di problemi si basa sulla teoria sviluppata da J.L. Lions [20, 21], ampiamente descritta
in [12, 22], o sul formalismo della Lagrangiana [23]. Nell’applicazione centrale di questo
lavoro di tesi (Cap.5) adotteremo il formalismo della Lagrangiana, sui cui aspetti teorici ci
si soffermera` in questo capitolo. Verra` proposto un algoritmo iterativo per la risoluzione dei
problemi di controllo e infine si presenteranno i risultati di un esempio semplice per facilitare
la comprensione.
4.1 Introduzione alla Teoria del Controllo Ottimale
Per illustrare la teoria del controllo ottimale e` necessario introdurre i seguenti elementi:
• la funzione di controllo u ∈ Uad, dove Uad e` detto lo spazio dei controlli ammissibili.
Il controllo puo` essere sul contorno Γ (controllo sul bordo) o all’interno del dominio di
calcolo Ω (controllo distribuito).
• Lo stato del sistema w(u), dipendente dal valore assunto dalla funzione controllo, che
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rappresenta la soluzione di un problema differenziale alle derivate parziali detto problema
di stato:
Λw(u) = f, (4.1)
completato dalle opportune condizioni al bordo. Questo problema descrive il sistema
fisico che si vuole controllare e/o ottimizzare.
• La funzione di osservazione z(u) ∈ Z, funzione di w(u) tramite un operatore C e quindi
a sua volta dipendente dal controllo u: z(u) = Cw(u). L’osservazione puo` essere sul
contorno o all’interno del dominio o in una parte di essi.
• Il funzionale costo J , definito sullo spazio Z delle funzioni osservate:
z(u) ∈ Z → J(z(u)) ≥ 0. (4.2)
Il problema di controllo ottimale si puo` esprimere in una delle due forme:
• cercare u ∈ Uad tale che:
J(u) = inf J(v) ∀v ∈ Uad; (4.3)
• cercare u ∈ Uad per cui valga:
J(u) ≤ J(v) ∀v ∈ Uad (4.4)
E` evidente che bisogna assicurare l’esistenza e unicta` della soluzione del problema di controllo.
4.1.1 Esistenza e unicita` per i minimi dei funzionali
Sia U uno spazio funzionale di Hilbert [24] su cui e` definita la forma π: u, v → π(u, v),
∀u, v ∈ U . Si assuma che tale forma abbia le seguenti caratteristiche:
• bilinearita`:
π(λu+ µw, v) = λπ(u, v) + µπ(w, v) ∀λ, µ ∈ R,∀u, v, w ∈ U
π(u, λw + µv) = λπ(u, v) + µπ(u,w) ∀λ, µ ∈ R,∀u, v, w ∈ U ,
• simmetria: π(u, v) = π(v, u), ∀u, v ∈ U ,;
• continuita`: ∃M > 0 : |π(u, v)| ≤M ||u|| · ||v||, ∀ u, v ∈ U ;
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• coercivita`: ∃c > 0 : π(v, v) ≥ c||v||2 ∀v ∈ U .
Con ||.|| si indica la norma di U indotta dal prodotto scalare: ||v|| =
√
(v, v).
Si consideri ora una forma L su U : v → L(v), ∀v ∈ U . Si richiede che tale forma sia
• lineare: L(λv + µw) = λL(v) + µL(w), ∀λ, µ ∈ R, ∀v, w ∈ U ;
• continua: ∃γ > 0 : |L(v)| ≤ γ||v||, ∀v ∈ U .
Sia Uad ⊂ U lo spazio delle funzioni ammissibili per il controllo e supponiamo di poter scrivere
il funzionale costo come:
J(v) = π(v, v)− 2L(v), ∀v ∈ Uad. (4.5)
Valgono i seguenti risultati [20]:
Teorema 4.1. Sia π(u, v) una forma bilineare continua, coerciva e simmetrica su U . Allora
esiste ed e` unico il controllo u ∈ Uad tale che:
J(u) = inf J(v) ∀v ∈ Uad. (4.6)
Teorema 4.2. Nelle stesse ipotesi del teorema precedente (4.1), la soluzione u ∈ Uad e`
caratterizzata dalla seguente disuguaglianza variazionale:
π(u, v − u) ≥ L(v − u) ∀v ∈ Uad. (4.7)
Nel caso in cui Uad sia un insieme chiuso e convesso con vertice nell’origine 0 (cioe` un cono)
vale anche:
π(u, v) ≥ L(v), π(u, u) = L(u) ∀v ∈ Uad. (4.8)
Teorema 4.3. Si assuma che la funzione v → L(v) sia strettamente convessa e differenziabile
e soddisfi la condizione: J(v)→∞ per ||v|| → ∞, ∀v ∈ Uad. Allora l’unico elemento u ∈ Uad
che soddisfa la condizione (4.6) e` caratterizzato dalla disequazione:
J ′(u) · (v − u) ≥ 0 ∀v ∈ Uad. (4.9)
Teorema 4.4. Con tutte le ipotesi del teorema (4.3) soddisfatte, un risultato equivalente a
(4.9) e`:
J ′(v) · (v − u) ≥ 0 ∀v ∈ Uad. (4.10)
Infatti, in generale, vale:
J ′(v) · (v − u) ≥ J ′(u) · (v − u) ≥ 0 ∀v, u ∈ Uad.
92 La Teoria del Controllo Ottimale per sistemi di EDP
L’esistenza e l’unicita` del controllo ottimale u si possono provare anche nel caso di forme bi-
lineari continue, coercive, non necessariamente simmetriche. Si osservi infatti che dal teorema
4.2 si puo` dedurre il seguente lemma, grazie al lemma di Lax-Milgram [1, 15]:
Lemma 4.1. Se Uad ≡ U e π(u, v) e` una forma bilineare continua e coerciva, non necessaria-
mente simmetrica, allora esiste ed e` unica la funzione di controllo u tale che:
π(u, v) = L(v) ∀v ∈ U .
Alla luce dei problemi elencati il problema di controllo si puo` esprimere in una delle tre
seguenti formulazioni equivalenti:
i) cercare u ∈ Uad : J(u) = inf J(v), ∀v ∈ Uad
ii) cercare u ∈ Uad : J
′(u) · (v − u) ≥ 0, ∀v ∈ Uad
iii) cercare u ∈ Uad : J
′(v) · (v − u) ≥ 0, ∀v ∈ Uad.
4.1.2 Spazi funzionali e definizione del problema aggiunto
Siano V e H due spazi di Hilbert tali che:
• V ⊂ H;
• l’iniezione di V inH sia continua, cioe` esiste una costante C tale che ||v||H ≤ C||v||V ,∀v ∈
H;
• V sia denso in H, cioe` ogni elemento di H puo` essere ottenuto come limite, nella norma
||.||, di una successione di elementi di V.
Sia V ′ il duale di V, cioe` lo spazio costituito dai funzionali lineari limitati definiti su V, si
ha che H e` un sottospazio di V ′ e V ⊂ H ⊂ V ′. In seguito gli spazi V e H saranno scelti,
rispettivamente, come H1(Ω) e L2(Ω), dove Ω indica il dominio.
Definizione 1. Dati due spazi funzionali X e Y, si definisce isomorfismo un operatore lineare
e continuo T che metta in corrispondenza biunivoca gli elementi dei due spazi funzionali e,
inoltre, esista il suo inverso T −1. Un isomorfismo si dice canonico se X ⊂ Y.
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Definizione 2. Dato un operatore A lineare e continuo e prese φ, ψ ∈ V, si definisce
operatore aggiunto di A, e si indica con A*, l’operatore per cui vale:
V ′ < Aϕ,ψ >V = V < ϕ,A
∗ψ >V ′
La notazione 〈F, φ〉, detta crochet, indica il funzionale F che opera sugli elementi φ apparte-
nenti allo spazio opportuno.
Per un certo controllo u ∈ Uad, lo stato w(u) del sistema e` la soluzione di:
Aw = f +Bu.
dove A e` un operatore differenziale, continuo e lineare, applicato alla variabile di stato w e B e`
un operatore differenziale, anch’esso lineare e continuo, che introduce la variabile di controllo
u nell’equazione di stato.
Il funzionale costo si scrive come:
J(w, u) =
1
2
‖Cw − zd‖
2 +
1
2
n(u, u), (4.11)
dove C e` l’operatore che porta la variabile di stato nello spazio Z delle funzioni osservate, zd
e` la funzione osservazione desiderata e n(., .) e` una forma Hermitiana definita positiva.
Definizione 3. Una forma bilineare n : V × V → C si dice Hermitiana definita positiva se:
• n(φ, ψ) = n(ψ, φ), ∀φ, ψ ∈ V,
• n(φ, φ) > 0, per φ ∈ V.
Grazie alla forma Hermitiana possiamo riscrivere il funzionale costo come somma algebrica
di una forma π e un funzionale L (4.5) che soddisfino le ipotesi del Teorema 4.1, a garanzia
dell’esistenza e unicita` del controllo ottimale u ∈ Uad. Nel caso in cui la forma n(., .) sia nulla,
in teoria si dimostra solo l’esistenza della soluzione del problema di controllo ma non l’unicita`.
In pratica, poiche´ la discretizzazione produce, in genere, effetti dissipativi, la soluzione e` unica
anche se n(., .) = 0.
Per un controllo u ∈ Uad, lo stato aggiunto p(u) ∈ V e` definito da:
A∗p(u) = C∗Λ[Cw(u)− Zd].
Un risultato notevole per lo studio dei problemi di controllo ottimale e` il seguente corollario
che deriva dalle definizioni introdotte precedentemente:
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Corollario 4.1. (Lions). Per la derivata del funzionale costo vale:
1
2
· J ′(u) = B∗p(u) + ΛUN(u).
dove p e` lo stato aggiunto, ΛU e` un isomorfismo canonico di U in U
′ e N(u) e` l’operatore
associato alla forma Hermitiana. Questo risultato permette di calcolare la derivata del fun-
zionale costo ricorrendo alla risoluzione di un altro problema differenziale, del tutto simile al
problema di stato: il problema aggiunto.
Per un’applicazione di questo Corollario si veda l’esempio alla Sez.4.4.
4.2 Approccio ai Problemi di Controllo mediante Lagrangiana
4.2.1 Ottimizzazione vincolata
Si consideri un semplice esempio di ottimizzazione vincolata: date f, g ∈ C1(X), dove X e` un
aperto di RN , trovare gli estremi della funzione f , col vincolo che i punti estremi appartengano
all’insieme E0 := {x ∈ R
N : g(x) = 0}. Per semplicita` di trattazione si assume che g sia una
funzione scalare g : X → R.
Definizione 4. Dati f, g e E0, il punto x0 ∈ X si definisce punto critico condizionato al
vincolo g(x) = 0 se:
• e` un punto regolare per E0, cioe` g(x0) = 0 e ∇g(x0) 6= 0;
• la derivata di f in direzione tangente al vincolo g e` nulla in x0.
Questa definizione permette di arrivare a enunciare il seguente teorema fondamentale:
Teorema 4.5. Siano f, g ∈ C1(X), con X aperto di RN , e sia x0 un punto regolare di
E0 = {x ∈ R
N : g(x) = 0}; allora x0 e` un punto critico vincolato se e solo se esiste λ0 ∈ R
tale che:
∇f(x0) = λ0∇g(x0).
Definiamo la funzione L(x, λ), detta Lagrangiana:
L(x, λ) := f(x)− λg(x).
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Dal Teorema 4.5 segue che x0 e` un punto critico vincolato se e solo se (x0, λ0) e` un punto
critico libero per la funzione L. Il numero λ0 si definisce moltiplicatore di Lagrange e il suo
valore si ricava risolvendo il sistema:
∇L(x, λ) = 0
cioe`: 

Lx = fx − λgx = 0,
Lλ = −g = 0.
4.2.2 Formulazione astratta del problema di controllo ottimale
Come detto, lo scopo del problema di controllo e` trovare la funzione u ∈ Uad che minimizza
il funzionale costo J = J(w, u), dove w e` la soluzione del problema di stato. Il problema si
puo` formulare come segue:
trovare u ∈ Uad tale che J(w, u) sia minimo e valga Aw = f +Bu,∀v ∈ V. (4.12)
Notando il parallelismo tra il funzionale costo J e la funzione f (Sez. 4.2.1), tra l’equazione di
stato e la funzione g e tra il controllo u e il punto estremo x, il problema di controllo ottimale
non e` altro che un problema di estremo vincolato.
Introducendo il moltiplicatore Lagrangiano p e il funzionale Lagrangiano
L(w, p, u) = J(w, u) + 〈p,Aw − f −Bu〉, (4.13)
il problema (4.12) si riconduce alla ricerca dei punti critici liberi (w, p, u) del funzionale
Lagrangiano. La soluzione del problema (4.12) si trova allora risolvendo il sistema di equazioni
alle derivate parziali:
∇L(w, p, u) = 0.
Si consideri w ∈ V, u ∈ U e f ∈ H, essendo V, U , H opportuni spazi di Hilbert, la forma
debole dell’equazione di stato e` data da:
a(w,ϕ) = (f, ϕ) + b(u, ϕ), ∀ϕ ∈ V, (4.14)
dove a(., .) e` la forma bilineare associata all’operatore ellittico e b(., .) e` la forma bilineare
associata al termine di controllo Bu.
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Il funzionale costo e` definito dalla (4.11). Il moltiplicatore di Lagrange p appartiene alla stesso
spazio funzionale V della variabile di stato e, grazie alle (4.14) e (4.11), la (4.13) diventa:
L(w, p, u) = J(w, u) + b(u, p) + (f, p)− a(w, p).
Il problema (4.12) e` analogo a:
cercare (w, p, u) ∈ V × V × U : ∇L(w, p, u)[(ϕ, φ, ψ)] = 0, ∀(ϕ, φ, ψ) ∈ V × V × U .
Si ottiene quindi: 

Lw[ϕ] = (Cw − zd, Cϕ)− a(p, ϕ) = 0, ∀ϕ ∈ V,
Lp[φ] = (f, φ) + b(u, φ)− a(w, φ) = 0, ∀φ ∈ V,
Lu[ψ] = b(p, ψ) + n(u, ψ) = 0, ∀ψ ∈ U .
(4.15)
Il termine Lp corrisponde all’equazione di stato in forma debole, Lw all’equazione aggiunta e
Lu esprime il vincolo di raggiungimento dell’ottimo. Riscrivendo il sistema (4.15) si ha:

a(p, ϕ) = (Cw − zd, Cϕ), ∀ϕ ∈ V,
a(w, φ) = (f, φ) + b(u, φ), ∀φ ∈ V,
b(p, ψ) + n(u, ψ) = 0, ∀ψ ∈ U .
La variabile aggiunta, intesa come moltiplicatore di Lagrange, e` legata alla sensitivita` del
funzionale costo J , alle variazioni della funzione di osservazione e quindi della funzione di
controllo.
Il vincolo di raggiungimento dell’ottimo Lu[ψ] puo` essere messo in relazione con la derivata
forte J ′(u) tramite la definizione di funzionale costo e il Teorema di Rappresentazione di Riesz.
Teorema 4.6. (Riesz). Ogni funzionale lineare e limitato su uno spazio di Hilbert X si puo`
rappresentare come prodotto scalare:
∀ z∗ ∈ X ′, ∃! z ∈ X : 〈z∗, x〉 = (z, x), ∀x ∈ X e ‖z∗‖ = ‖z‖X ,
con X ′ spazio duale di X.
Il funzionale Lu[ψ] e` lineare e limitato e ψ appartiene allo spazio di Hilbert. Possiamo allora
scrivere Lu[ψ] = 〈J ′(p, u), ψ〉 = (J ′(p, u), ψ).
Capitolo II 97
Il formalismo della Lagrangiana genera l’equazione aggiunta in forma debole, a differenza del
metodo alla Lions che la esprime direttamente in forma forte. La definizione di problema
aggiunto, e quindi di variabile aggiunta, non e` univoca e i due approcci, in generale, non
conducono alla stessa. Questo non significa che ce ne sia uno piu` corretto dell’altro, ma
solamente che uno dei due sara` piu` conveniente per un dato problema.
4.3 Metodo Iterativo per la Risoluzione del Problema di Con-
trollo
Per trovare la soluzione del problema di controllo ottimale (4.12) si impiega un procedimen-
to iterativo, ricordando che in corrispondenza dell’ottimo devono essere soddisfatte le tre
equazioni del sistema (4.15):
• equazione di stato;
• equazione aggiunta;
• equazione di vincolo di raggiungimento dell’ottimo.
Per l’elaborazione di un algoritmo iterativo occorre osservare che la valutazione di J ′ in un
dato punto del dominio di controllo fornisce un’indicazione della sensitivita` del funzionale
costo J , in quel punto, alle variazioni del controllo u. Questo significa che una variazione
infinitesimale della funzione di controllo δu, attorno ad un certo valore di u, genera una
variazione δJ proporzionale a J ′(u), a meno di infinitesimi di ordine superiore. Sia uk la
funzione di controllo al passo k-esimo, il controllo al passo successivo k + 1, si ottiene nel
seguente modo:
uk+1 = uk − τkJ ′(uk). (4.16)
Si sceglie cioe` di impiegare il metodo discesa ripida con −J ′(uk) come direzione di discesa,
dove τk indica un parametro di rilassamento [22]. Il metodo di discesa ripida rientra nella
categoria dei metodi di Newton inesatti [25] e a differenza di altri metodi, quali il metodo
di Newton e il metodo del gradiente coniugato, non necessita di calcoli aggiuntivi per la
determinazione della direzione di discesa. Infatti, la derivata del funzionale costo e` nota
una volta risolto il problema aggiunto. Resta il problema della determinazione di un valore
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appropriato del parametro di rilassamento τk. La scelta di tale parametro deve essere in grado
di garantire la convergenza del funzionale costo al minimo, cioe` ad ogni passo deve valere:
J(uk − τkJ ′(uk)) < J(uk).
In seguito si prendera` τk pari a un valore ottimale τopt, da determinarsi a priori (si veda [12]).
Un aspetto fondamentale per l’elaborazione del procedimento iterativo e` la scelta del criterio
d’arresto del procedimento stesso. Se la soluzione che minimizza il funzionale costo e` effetti-
vamente raggiungibile dal sistema, potrebbe sembrare un criterio appropriato quello di fissare
una tolleranza sulla distanza, in norma opportuna, tra l’osservata z e la zd desiderata:
‖zk − zd‖Z ≤ tol.
In realta` non e` detto che in un processo iterativo convergente il funzionale costo J tenda a zero
per k →∞, quindi imporre che la distanza tra l’osservata e la zd sia inferiore alla tolleranza
prefissata puo` portare ad un valore di J tutt’altro che nullo. Occorre allora adottare un
criterio d’arresto basato sulla valutazione della norma della derivata del funzionale costo:
‖J ′(uk)‖U ≤ tol.
Il valore della tolleranza dipende dal livello di vicinanza all’ottimo reale che si vuole avere,
nonche` dal valore iniziale di ‖J ′‖. La derivata del funzionale risulta definita solo dove lo e` la
funzione di controllo, come si nota dalla forma debole impiegata per definire il differenziale
Lu[ψ], essendo ψ appartenente allo spazio U delle funzioni di controllo.
Il metodo iterativo per la ricerca dell’ottimo puo` essere schematizzato come segue:
1. A partire dall’equazione di stato e dal funzionale costo si definisce il funzionale La-
grangiano, da cui si ricavano le espressioni dell’equazione aggiunta e il criterio d’arresto,
che valuta la distanza dall’ottimo.
2. Si fornisce un valore iniziale u0 della funzione di controllo.
3. Si risolve l’equazione di stato per questo valore del controllo e si ottiene w.
4. Si valuta il funzionale costo e si risolve l’equazione aggiunta in p.
5. Nota la variabile aggiunta, si ricava il valore di J ′.
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6. Si verifica se il criterio di arresto e` soddisfatto e se lo e` si ha gia` la soluzione ottimale.
7. Se non e` soddisfatto, si adotta un procedimento iterativo sulla funzione di controllo
usando il metodo discesa ripida (4.16) e si riparte dal punto 3.
4.4 Esempio di Problema di Controllo
Si illustra un semplice esempio di problema di controllo ottimale con condizioni di tipo Di-
richlet con controllo u e osservazione distribuiti in tutto il dominio Ω.
Il problema di stato e` dato dal problema di Poisson:

−△w = f + u in Ω,
w = 0 su Γ = ∂Ω.
(4.17)
Il controllo u opera sul problema come un termine sorgente aggiunto alla forzante f . Lo scopo
del problema e` trovare il minimo del funzionale:
J(u) =
∫
Ω
(w(u)− zd)dΩ,
avendo scelto di osservare la soluzione w e di confrontarla con zd su tutto il dominio.
Il problema aggiunto per il problema di controllo (4.17) e` :

−△p = w(u)− zd in Ω,
p = 0 su Γ = ∂Ω.
(4.18)
Si risolve il caso in cui Ω sia il quadrato (0, 1)× (0, 1) in R2, f = cos(x)sin(y) + sin(x)cos(y)
e la funzione di controllo desiderata sia zd = 5xy(1 − x)(1 − y). Si parte da un valore del
controllo iniziale u0 nullo e si segue l’algoritmo iterativo descritto nella Sez.(4.3), ponendo
τopt = 700 [12] e definendo un criterio d’arresto basato sull’errore relativo tra la soluzione
ottenuta e quella desiderata:
‖w − zd‖L2(Ω)
‖zd‖L2(Ω)
≤ tol.
Imponendo una tolleranza pari a 10−4, si arriva a convergenza dopo 9 iterazioni. Riportiamo i
grafici (Fig.4.1) della soluzione del problema di stato, iniziale e a convergenza, da confrontare
con zd, la soluzione del problema aggiunto (Fig.4.2), il controllo a convergenza e l’errore
puntuale tra la soluzione ottenuta e la soluzione desiderata (Fig.4.3).
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Figura 4.1: Soluzione del problema di stato (4.17): iniziale wi (a sinistra) e finale wf (a
destra).
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Figura 4.2: Soluzione finale del problema aggiunto (4.18) pf (a sinistra) e soluzione ottimale
zd (a destra).
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Figura 4.3: Controllo finale uf (a sinistra) e errore puntuale wf − zd (a destra).
Capitolo 5
Metodi a Basi Ridotte per
Problemi di Controllo
Nel capitolo precedente abbiamo verificato l’applicabilita` del metodo a basi ridotte al solo
problema di stato (3.7). Si vuole ora estenderne l’applicazione al problema aggiunto (3.15),
in modo che ad ogni passo del metodo iterativo per la ricerca del controllo ottimo (Sez.4.3)
entrambi i problemi possano essere risolti con il metodo a basi ridotte, ottenendo riduzioni si-
gnificative dei tempi di calcolo. Considereremo due diverse applicazioni del controllo ottimale
a problemi parametrizzati risolti mediante metodi a basi ridotte.
5.1 Approssimazione Numerica Del Problema di Controllo: la
Lagrangiana Stabilizzata
Invece di stabilizzare separatamente le equazioni di stato e aggiunta in modo convenzionale,
per evitare instabilita` numeriche e la loro propagazione nel metodo iterativo di ottimizzazione
si sceglie il metodo della Lagrangiana stabilizzata [14]. Tale approccio e` diverso rispetto a
quello usato nel Cap.3 perche´ in questo modo non solo il metodo e` fortemente consistente,
ma c’e` anche coerenza tra le equazioni stabilizzate di stato e aggiunta.
La Lagrangiana stabilizzata si definisce come:
Lh(wh, ph, uh) := L(wh, ph, uh) + Sh(wh, ph, uh), ∀wh, ph ∈ Xh,
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dove:
Sh(wh, ph, uh) :=
∑
K∈Th
δK
∫
K
R(wh, uh)R
ad(ph, wh) dK. (5.1)
I termini R(wh, uh) e R
ad(ph, wh) rapprensentano i residui, rispettivamente, dell’equazione
di stato e aggiunta, mentre δK e` un parametro di stabilizzazione dipendente dal numero di
Pe´clet locale. La funzione uh e` l’approssimazione discreta del controllo u ∈ L
2(Ω) e Xh ⊂ H
1
ΓD
e` lo spazio degli elementi finiti (noi utilizzeremo elementi finiti di tipo P1). Esplicitando i
residui dalle equazioni (3.7) e (3.15), si ottiene:
R(wh, uh) := L(wh)− uh,
Rad(ph, wh) := L
ad(ph)−G(wh);
dove
L(wh) := −∇ · (ν∇wh) + V · ∇wh, (5.2)
Lad(ph) := −∇ · (ν∇ph + V ph), (5.3)
G(wh) := χDg(x, y) (g(x, y) wh − zd). (5.4)
Le funzioni g, χD, zd sono state introdotte nella sezione 3.2.4. Differenziando la Lagrangiana
stabilizzata rispetto alla variabile aggiunta, otteniamo l’equazione di stato stabilizzata in
forma debole:
cercare wh ∈ Xh : a(wh, ϕh) + sh(wh, ϕh;uh) = F (ϕh;uh), ∀ϕh ∈ Xh,
sh(wh, ϕh;uh) := −
∑
K∈Th
δK
∫
K
R(wh, uh)L
ad(ϕh) dK,
o equivalentemente:
cercare wh ∈ Xh : ah(wh, ϕh) = Fh(ϕh;uh), ∀ϕh ∈ Xh, (5.5)
dove:
ah(wh, ϕh) := a(wh, ϕh)−
∑
K∈Th
δK
∫
K
L(wh)L
ad(ϕh) dK, (5.6)
Fh(ϕh;uh) := F (ϕh;uh)−
∑
K∈Th
δK
∫
K
uhL
ad(ϕh) dK. (5.7)
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Differenziando invece la Lagrangiana stabilizzata rispetto alla variabile di stato, otteniamo
l’equazione aggiunta stabilizzata:
cercare ph ∈ Xh : a
ad(ph, φh) + s
ad
h (ph, φh;wh) = F
ad(φh;wh), ∀φh ∈ Xh,
sadh (ph, φh;wh) := −
∑
K∈Th
δK
∫
K
(Rad(ph, wh)L(φh)−R(wh;uh)G
′(φh)) dK,
con
G′(w) := χDg
2w.
L’equazione aggiunta si puo` anche riscrivere nel seguente modo:
cercare ph ∈ Xh : a
ad
h (ph, φh) = F
ad
h (φh;wh;uh), ∀φh ∈ Xh,
dove:
aadh (ph, φh) := a
ad(ph, φh)−
∑
K∈Th
δK
∫
K
Lad(ph)L(φh) dK,
F adh (φh;wh;uh) := F
ad(φh;wh)−
∑
K∈Th
δK
∫
K
(G(wh)L(φh) +R(wh;uh)G
′(φh)) dK.
I termini a(wh, ϕh), F (ϕh;uh), a
ad(ph, φh) e F
ad(φh;wh) sono definiti nelle (3.10), (3.11),
(3.13) e (3.14). In questo modo si sono ottenute le approssimazioni di Galerkin delle equazioni
di stato e aggiunta, arricchite dei termini derivanti dalla differenziazione di Sh in (5.1).
Infine differenziando Lh rispetto a uh si ottiene:
J ′(ph, wh) = ph −
∑
K∈Th
δKR
ad(ph;wh), (5.8)
a cui e` associato il seguente criterio di arresto:
‖J ′(ph, wh)‖L2(Ω) = ‖ph −
∑
K∈Th
δKR
ad(ph;wh)‖L2(Ω) < tol. (5.9)
5.2 Risoluzione del Problema Aggiunto con i Metodi a Basi
Ridotte
Si vuole studiare il problema di controllo completo solo in due dei quattro casi analizzati nel
Cap.3, quelli ritenuti piu` significativi: il caso 1 (emissioni variabili), certamente il piu` semplice
e il caso 4 (emissioni e velocita` variabile), il piu` complesso dei quattro. Per questo motivo si
risolve il problema aggiunto solo nei casi di interesse, riferendosi sempre al dominio riportato
in Fig.3.2.
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5.2.1 Caso a: emissioni variabili dei camini
Per risolvere il problema aggiunto (3.15) occorre conoscere la soluzione del problema di stato.
Indichiamo sempre con wN l’approssimazione a basi ridotte della variabile di stato, che ora
supponiamo nota, e sia pN l’approssimazione a basi ridotte della soluzione del problema
aggiunto.
Coerentemente con la (3.23), scriviamo:
pN (µ) =
N∑
j=1
pNj (µ)ξ
j =
N∑
j=1
pNj (µ)
N∑
i=1
ξjiϕi, (5.10)
dove con ξj , j = 1, ..., N , si indicano le funzioni di base per il problema aggiunto. L’approssi-
mazione del problema aggiunto dipende dal vettore dei parametri in ingresso µ tramite la
soluzione del problema di stato wN (µ). Si ricorda che in questo caso µ = {u1, u2}, dove ui e`
il tasso di emissione dell’i-esimo camino.
Le N incognite pNj (µ) si calcolano risolvendo il problema:
aadh (pN (µ), ξh) = F
ad
h (ξh;wN , uh) h = 1, ..., N. (5.11)
dove
aadh (pN (µ), ξh) =
N∑
j=1
N∑
h=1
pNj (µ)
N∑
i=1
N∑
m=1
ξji ξ
h
m
[ ∑
K∈Th
∫
K
ν∇ϕi · ∇ϕm+ (5.12)
∑
K∈Th
∫
K
(
V ·∇ϕm
)
ϕi+
∑
K∈Th
δK
∫
K
(
∇ν ·∇ϕi+∇·V ϕi+V ·∇ϕi
)(
−∇ν ·∇ϕm+V ·∇ϕm
)]
,
e
F adh (ξh;wN (µ);uh) =
N∑
h=1
N∑
m=1
ξhm
[ ∑
K∈Th
∫
K
χDg(gwN (µ)− zd)ϕm− (5.13)
∑
K∈Th
δK
∫
K
χDg(gwN (µ)− zd)
(
−∇ν · ∇ϕm + V · ∇ϕm
)
−
∑
K∈Th
δK
∫
K
χDg
2
(
−∇ν · ∇wN (µ) + V · ∇wN (µ) + uh
)
ϕm
]
.
Sia C la matrice (3.27), introduciamo Bad,Sad ∈ RN×N :
Badm,i =
∑
K∈Th
∫
K
(
V · ∇ϕm
)
ϕi = Bi,m, (5.14)
Sadm,i =
∑
K∈Th
δK
∫
K
(
∇ν · ∇ϕi +∇ · V ϕi + V · ∇ϕi
)(
−∇ν · ∇ϕm + V · ∇ϕm
)]
. (5.15)
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dove Bi,m e` definito da (3.28).
Indichiamo con Aadh la matrice R
N×N :
Aadhm,i = Cm,i +B
ad
m,i + S
ad
m,i.
Siano inoltre Gad, Had, Iad ∈ RN i vettori colonna definiti come:
Gadm =
∑
K∈Th
∫
K
χDgϕm, (5.16)
Hadm = −
∑
K∈Th
δK
∫
K
χDg
(
−∇ν · ∇ϕm + V · ∇ϕm
)
, (5.17)
Iadm = −
∑
K∈Th
δK
∫
K
χDg
2
(
−∇ν · ∇ϕm + V · ∇ϕm
)
ϕm. (5.18)
Nella definizione di Iad si e` tenuto conto del fatto che:
∑
K∈Th
δK
∫
K
χDg
2uhϕm = 0,
perche´ la funzione discretizzata uh assume valori nulli nel sottodominio di osservazione D
(Fig.3.2).
Tutte le matrici C, Bad, Sad e i vettori Gad, Had, Iad vengono calcolate off-line una e una sola
volta e memorizzate, mentre per ogni nuovo µ si assembla on-line il termine noto F adh ∈ R
N :
F adh (µ) = (gwN (µ)− zd) · (G
ad +Had) + wN (µ) · I
ad.
Indicando con Z la matriceN×N le cui colonne sono i vettori dei valori nodali delle soluzioni a
elementi finiti del problema aggiunto ξi, i = 1, ..., N , e ricordando che wN (µ) (3.23), zd ∈ R
N ,
il vettore delle incognite p
N
(µ) si ottiene risolvendo il problema:
(ZTAadh Z)pN (µ) = Z
TF adh (µ). (5.19)
Assemblaggio della base
Occorre innanzi tutto capire quante e quali funzioni di base servono per il problema aggiunto.
Una possibilita` e` quella di creare una base “coerente” con quella del problema di stato: le
funzioni di base per il problema aggiunto sono le soluzioni del problema aggiunto il cui ter-
mine noto e` calcolato sostituendo a w (3.15) le funzioni di base del problema di stato.
In realta` si scopre che e` piu` opportuno creare una base propria e indipendente: si parte da una
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distribuzione uniforme di parametri in ingresso nello spazio D = [0, 2700]× [0, 2700] (sempre
col vincolo u1 + u2 ≤ 2700 g/s). Per ciascun µ si calcola la soluzione a elementi finiti del
problema di stato, che permette di calcolare la soluzione a elementi finiti del problema ag-
giunto e, seguendo la procedura descritta nel paragrafo 2.6, si individuano le funzioni di base.
Nonostante, anche per il problema aggiunto, la precisione sia soddisfacente gia` per N ′ = 3, si
prosegue l’assemblaggio fino a N ′ a 7 per arricchire la base.
Con la base generata in questo secondo modo calcoliamo l’errore in norma-H1 di ciascuna
soluzione corrispondente a questi 7 parametri in ingresso al variare del numero di funzioni
di base. Si riportano in Fig.5.1 gli andamenti dell’errore-H1 massimo, minimo e medio al-
l’aumentare di N ′. Come gia` osservato per i problemi di stato, per tutti i regimi atmosferici
l’andamento all’incirca costante del minimo attorno a 10−15 e` una prova della consistenza del
metodo. I grafici dell’errore medio e massimo mostrano la brusca diminuzione dell’errore per
N ′ ≥ 3: la semplicita` di questo primo caso e` tale per cui anche una base con pochi elemen-
ti garantisce una buona approssimazione della soluzione. L’andamento non costantemente
decrescente dell’errore massimo e medio al cresce di N ′ e` dovuto al malcondizionamento del
sistema (5.19). La spiegazione di questo comportamento del sistema e` analoga a quella ri-
portata nella Sez.3.4.1. Se per ottenere i grafici in Fig.5.1 avessimo usato la base “coerente”,
non si avrebbe avuto un andamento costantemente decrescente nemmeno per N ′ ≤ 3.
5.2.2 Caso b: emissioni e velocita` del vento variabili
In questo caso si fanno variare sia i tassi di emissione dei primi due camini, mantenendo
utot = 2700 g/s, sia la direzione della velocita` del vento. Abbiamo dunque µ = {u1, u2, Vx, Vy}
con i vincoli u1+u2 ≤ utot e
√
(Vx)2 + (Vy)2 = 1. Si vogliono calcolare le N incognite pNj (µ),
cioe` i pesi della combinazione lineare (5.10), per ottenere l’approssimazione a basi ridotte della
soluzione pN (µ) del problema aggiunto (5.11). L’operatore a
ad
h e il funzionale F
ad
h restano gli
stessi definiti rispettivamente dalle (5.12) e (5.13).
Passando alla forma matriciale, sia Aadh ∈ R
N×N la matrice definita come segue:
Aadhm,i(µ) = Cm,i + Vx ·B
ad
xm,i + Vy ·B
ad
ym,i + S
ad
m,i(µ),
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Figura 5.1: Problema aggiunto per il caso a (emissioni variabili): andamento dell’errore-H1
relativo massimo, minimo e medio rispetto all’aumentare del numero di funzioni di base, per
aria stabile (a), neutra (b) e instabile (c).
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dove C e` la matrice di rigidezza (3.27), Sad e` la matrice di stabilizzazione (5.15), in questo
caso parametro-dipendente. Gli elementi delle matrici Badx e B
ad
y sono dati da:
Badxm,i =
∑
K∈Th
∫
K
(
Ux · ∇ϕm
)
ϕi = Bxi,m ,
Badym,i =
∑
K∈Th
∫
K
(
Uy · ∇ϕm
)
ϕi = Byi,m ,
con Ux = (1, 0) e Uy = (0, 1), mentre Bxi,m e Byi,m sono definiti in (3.36) e (3.37). Inoltre
vale Bad = V x ·Badx +Vy ·B
ad
y , dove B
ad e` la matrice relativa al termine di trasporto, definita
da (5.14).
Il termine noto F h (3.26) e` dato dal vettore:
F adhm(µ) = G
ad
m +H
ad
m (µ) + I
ad
m (µ).
In questo secondo caso Had (5.17) e Iad (5.18) sono parametro-dipendenti perche` dipendono
dal vettore velocita`, mentre Gad (5.16) risulta parametro-indipendente.
Tutte le matrici e i vettori parametro-indipendenti (C, Badx , B
ad
y , G
ad) vengono calcolati off-
line, una e una sola volta, mentre Sad, Had e Iad, dipendenti dal parametro in modo non
affine a causa del parametro di stabilizzazione δK , devono essere calcolati on-line per ogni
nuovo parametro µ in ingresso. On-line si effettua anche l’assemblaggio delle matrici Aadh (µ)
e F adh (µ).
Mantenendo la notazione del caso precedente, il vettore delle incognite p
N
(µ) si ottiene
risolvendo il problema:
(ZTAadh (µ)Z)pN (µ) = Z
TF adh (µ). (5.20)
A differenza di (5.19), in (5.20) anche la matrice Aadh dipende dal parametro in ingresso µ e
questo rende il problema leggermente piu` complicato e i risultati piu` generalizzabili.
Assemblaggio della base
Vista la complessita` di questo secondo caso, il modo piu` semplice di costruire la base per il
problema aggiunto e` di considerare nel termine noto le soluzioni a elementi finiti usate come
funzioni di base del problema di stato. Questo significa che per aria instabile si ha una base
di 81 elementi (si prendono le soluzioni a elementi finiti del problema di stato associate a
direzioni del vento distanziate di 5◦ nell’intervallo [−40◦, 90◦], con un camino funzionante al
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100% di utot a rotazione e da queste si risolve poi il problema aggiunto), mentre per aria
neutra e stabile si hanno 132 funzioni di base (per direzioni del vento distanziate di 3◦ nello
stesso intervallo, con un camino funzionante al 100% di utot a rotazione).
Ora che si e` stabilita la dimensione della base per il problema aggiunto, si segue la procedura
descritta nel paragrafo 2.6 per ordinare, in modo indipendente, gli elementi della base, senza
ridurne il numero. Come gia` fatto per il caso precedente, si calcola l’errore in norma-H1
di ciascuna soluzione dipendente dai parametri di SN al variare del numero di funzioni di
base e si trova l’errore massimo, minimo e medio per ogni N ′. Si riportano in Fig.5.2 gli
andamenti. Anche in questo caso si ripete quanto gia` osservato per il problema di stato: per
tutte le condizioni d’aria l’andamento circa costante del minimo e` una prova della consistenza
del metodo e il numero di funzioni di base si aumenta finche` l’errore massimo si ritiene
sufficientemente basso.
5.3 Risoluzione del Problema di Controllo Completo con Meto-
di a Basi Ridotte
Verificata l’applicabilita` del metodo a basi ridotte, separatamente, per il problema di stato
e il problema aggiunto, si vuole applicare tale metodo nella risoluzione di un problema di
controllo completo.
Ad ogni passo dell’algoritmo iterativo per la ricerca dell’ottimo (Sez.4.3) applicheremo il
metodo a basi ridotte sia al problema di stato (punto 3) che al problema aggiunto (punto 4).
Il problema di stato viene risolto nel modo descritto nel Cap.3 (alla Sez.3.4.1 per il primo
caso e alla Sez.3.4.4 per il secondo) con la differenza del termine di stabilizzazione: invece di
quello definito in (3.29), derivante dal metodo SUPG, si usa
S′m,i =
∑
K∈Th
δK
∫
K
(
∇ν · ∇ϕm +∇ · V ϕm + V · ∇ϕm
)(
−∇ν · ∇ϕi + V · ∇ϕi
)]
= Sadi,m.
Questo cambiamento della matrice di stabilizzazione dipende dal fatto che la stabilizzazione
indotta dalla Lagrangiana stabilizzata e` particolarmente indicata per la soluzione di problemi
di controllo ottimale, ma perde di significato quando si studia il solo problema di stato, come
fatto nel Cap.3. Il problema aggiunto viene risolto esattamente come descritto nella Sez.5.2.
In entrambi i casi si impongono i valori iniziali per le emissioni dei tre camini industriali
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Figura 5.2: Problema aggiunto per il caso b (emissioni e vento variabili): andamento
dell’errore-H1 relativo massimo, minimo e medio rispetto all’aumentare del numero di funzioni
di base, per aria stabile (a), neutra(b) e instabile (c).
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e la soluzione del problema di controllo fornisce i tassi di emissione che rendono il livello
di inquinamento sull’area di osservazione il piu` vicino possibile a quello desiderato, pari a
110 µg/m3. Si e` scelto tale valore perche´ e` ben al di sotto del limite ammesso di 250 µg/m3
e inferiore alla soglia di attenzione 125 µg/m3. Per quanto riguarda l’algoritmo iterativo, si
prende un parametro di rilassamento del metodo “discesa ripida” costante e pari a τopt = 800
[12].
Nell’evoluzione della risoluzione del problema di controllo puo` succedere che, per garantire
la convergenza della concentrazione di inquinante sulla citta` al valore desiderato, un camino
passi da sorgente di inquinante a pozzo. Quando questo avviene, il camino corrispondente
viene spento completamente, il che implica una perturbazione sull’evoluzione dell’algoritmo
di ottimizzazione.
5.3.1 Caso a: errori per una scelta “casuale” dell’input
Per verificare che il problema risolto con il metodo a elementi finiti e quello risolto con il meto-
do a basi ridotte, pur evolvendo in maniera indipendente, convergano alla stessa soluzione,
si calcola l’errore-L2 εu sul controllo a convergenza e l’errore εJ sul funzionale costo (3.8) a
convergenza per un certo numero di input “casuali”:
εu =
∫
Q
(ufh − u
f
N )
2dΩ, (5.21)
εJ = |J
f (wN , uN )− J
f (wh, uh)|. (5.22)
L’apice f indica che ci stiamo riferendo alla convergenza, cioe` all’iterazione finale, e ufh e u
f
N
sono dati da:
ufh = u
f−1
h − τoptJ
′(uf−1h ) = u0 − τopt
f−1∑
i=1
J ′(uih),
ufN = u
f−1
N − τoptJ
′(uf−1N ) = u0 − τopt
f−1∑
i=1
J ′(uiN ).
dove u0 e` il controllo iniziale, calcolato sui tassi di emissione dei camini passati come parametri
in ingresso.
Si usano le virgolette per “casuali” perche´, a partire da un certo numero di input generati
dalla funzione random di Matlab, si eliminano tutti quelli che non hanno bisogno di controllo
ottimale in quanto sono gia` condizioni di ottimo. Infatti, se i tassi di emissioni sono tali
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che ‖J ′(u1N )‖L2(Ω) < tol, il controllo ottimale perde di significato e si hanno εu = 0 e εJ e`
dell’ordine di 10−17.
Risolvendo i casi test, si nota che il problema di controllo a elementi finiti e quello a basi ridotte
convergono in un numero di iterazioni che non sempre coincide, ma in generale differisce di
una o due iterazioni.
Imponendo una tolleranza tol = 10−7 per un certo numero di input “casuali”, si riscontra che
εu ∈ [10
−17, 10−4] e εJ ∈ [10
−13, 10−10] per le condizioni di aria instabile e neutra. Nel caso
di aria stabile non e` necessario, in nessun caso, operare alcuna ottimizzazione sul problema,
perche´ la concentrazione di inquinante sull’area di osservazione e` al di sotto di 110 µg/m3.
Questo significa che nel caso di aria stabile si puo` mantenere il massimo della produttivita` con
una qualsiasi combinazione di u1, u2 e u3. Gli errori sul funzionale costo si mantengono molto
bassi, mentre gli errori di controllo in alcuni casi arrivano ad essere dell’ordine di grandezza
di 10−4. Per giustificare quest’ultimo valore basta notare che:
εu =
∫
Q
(ufh − u
f
N )
2dΩ =
∫
Q
(
τopt
f−1∑
i=1
(
J ′(uiN )− J
′(uih)
))2
dΩ,
e, ricordando che J ′ = p (3.17), si riscrive:
εu =
∫
Q
(
τopt
f−1∑
i=1
(
piN − p
i
h
))2
dΩ.
Questo significa che l’errore-L2 sul controllo a convergenza dipende dalla somma, estesa a
tutte le iterazioni precedenti, degli errori sulla variabile aggiunta moltiplicata per τopt = 800 e
quindi tanto piu` grande sara` il numero di iterazioni per arrivare a convergenza, tanto maggiore
sara` εu. Un errore εu ∼ 10
−4 e` comunque accettabile perche´ noi siamo interessati a conoscere
le percentuali di funzionamento dei camini (date dall’integrale del controllo u sull’area di
ciascun camino diviso l’area della bocca del camino) e si ritiene sufficiente una precisione fino
alla seconda cifra decimale.
Confrontando il tempo necessario per risolvere il problema di controllo con il metodo a ele-
menti finiti (su una griglia di circa 1700 nodi) e quello richiesto per la risoluzione con il
metodo a basi ridotte, si riscontra un risparmio medio dei tempi computazionali del 65-70%
circa. Questo e` gia` un buon risultato perche` nel tempo in cui il metodo a elementi finiti
risolve una iterazione (problema di stato + problema aggiunto), il metodo a basi ridotte ne
risolve tre. Se per i problemi di stato e aggiunto si adottasse un metodo di stabilizzazione, o
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una sorta di “stabilizzazione inesatta”, tale da permettere di calcolare off-line la matrice di
stabilizzazione, si avrebbe un risparmio di tempo fino al 90%.
5.3.2 Caso a: esempi di soluzione
Si parte da una configurazione, in condizione di aria neutra, con il primo camino funzionante
al 45% di utot e il secondo spento, cioe` µ = {1215, 0} [g/s]. Le Fig.5.3 e Fig.5.4 mostrano la
soluzione iniziale a elementi finiti e a basi ridotte, rispettivamente, del problema di stato e del
problema aggiunto al suolo. In Fig.5.5 riportiamo le soluzioni a convergenza calcolate con i
due metodi: la condizione di ottimo prevede che il primo camino abbia un tasso di emissione
ridotto al 3.49%, il secondo resti spento e il terzo funzioni al 55.02%.
Per questa particolare scelta di µ i problemi di controllo risolti con i due metodi convergono
entrambi dopo 21 iterazioni, con la differenza che il problema a basi ridotte impiega 1.4 s
a convergere, mentre quello a elementi finiti ne impiega 5.2 s. Il fatto che i problemi risolti
con i due metodi convergano dopo uno stesso numero di iterazioni e` un caso fortuito, ma
consente di confrontare i valori della derivata del funzionale costo (J ′(uN ) e J
′(uh) in Fig.5.6),
del funzionale costo (J(wN , uN ) e J(wh, uh) in Fig.5.7) ad ogni iterazione e di apprezzare
l’andamento dell’errore-L2 sul controllo (Fig.5.8). Mentre il funzionale costo J decresce in
modo monotono, sull’andamento di J ′ a priori non si puo` dire nulla; in ogni caso si nota
che c’e` perfetta sovrapposizione tra J ′(uN ) e J
′(uh) ad ogni iterazione. Lo stesso vale per
J(wN , uN ) e J(wh, uh).
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Figura 5.3: Caso a (emissioni variabili): soluzione a elementi finiti (a destra) e a basi ridotte
(a sinistra) del problema di stato alla prima iterazione. La concentrazione e` in [µg/m3].
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Figura 5.4: Caso a (emissioni variabili): soluzione a elementi finiti (a destra) e a basi ridotte
(a sinistra) del problema aggiunto alla prima iterazione. La soluzione e` in [µg s/m3].
−5 0 5
−4
−3
−2
−1
0
1
2
3
4
Soluzione finale a Elementi Finiti al suolo [µg/m 3]
200
400
600
800
1000
1200
1400
1600
1800
2000
−5 0 5
−4
−3
−2
−1
0
1
2
3
4
Soluzione finale a Basi Ridotte al suolo [µg/m 3]
200
400
600
800
1000
1200
1400
1600
1800
2000
Figura 5.5: Caso a (emissioni variabili): soluzione a elementi finiti (a destra) e a basi ridotte
(a sinistra) del problema di stato a convergenza. La concentrazione e` in [µg/m3].
5.3.3 Caso b: errori per una scelta “casuale” dell’input
Si ripete per il caso b quanto gia` visto per il caso a: in assenza di una rigorosa stima dell’errore,
si valutano gli errori sul funzionale costo e sul controllo a convergenza per un certo numero
di input “casuali”. Anche in questo secondo caso non vengono tenuti in considerazione tutti
quei parametri in ingresso che rappresentano gia` una condizione di ottimo.
Imponendo sempre una tolleranza tol = 10−7 per un certo numero di input “casuali”, si osserva
che εu ∈ [10
−14, 10−5] e εJ ∈ [10
−11, 10−8] per le condizioni di aria instabile e neutra. Anche
in questo caso, per la condizione di aria stabile, non e` necessario alcun tipo di ottimizzazione
e l’impianto industriale puo` operare con un qualsiasi tasso di emissione per i tre camini.
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Figura 5.6: Caso a (emissioni variabili): andamento della derivata del funzionale costo J ′(uN )
e J ′(uh).
L’ampio intervallo in cui εu si spiega con la stessa considerazione fatta nella Sez.5.3.1: poiche´
εu dipende dalla somma, estesa a tutte le iterazioni precedenti la convergenza, degli errori
sulla variabile aggiunta, se il problema converge dopo molte (piu` di 40) iterazioni l’errore e`
10−5 mentre se arriva subito a convergenza (2 iterazioni) e` dell’ordine di 10−14.
Si riscontra un risparmio medio di tempo di calcolo per la risoluzione completa di un problema
di controllo ottimale con il metodo a basi ridotte, rispetto a quella con gli elementi finiti,
attorno al 55-65%.
5.3.4 Caso b: esempi di soluzione
Si riportano, a titolo di esempio, alcuni grafici associati alla soluzione del problema di control-
lo, in aria instabile, avente il primo camino che funziona al 30% di utot, il secondo al 40% e la
direzione del vento inclinata di 45◦ rispetto all’asse delle x (Fig.3.2). In Fig.5.9 riportiamo la
soluzione iniziale a elementi finiti e a basi ridotte del problema di stato al suolo. La Fig.5.10
mostra la soluzione ottimale, che prevede che il primo camino abbia un tasso di emissione del
30.02%, del 38.81% per il secondo e del 7.27% per il terzo.
Anche in questo secondo caso si e` voluto scegliere un particolare set di parametri in in-
gresso in modo che i problemi risolti con il metodo a elementi finiti e con il metodo a basi
ridotte convergano dopo uno stesso numero di iterazioni. Questo consente di confrontare
ad ogni iterazione i valori del funzionale costo (J(wN , uN ) e J(wh, uh) in Fig.5.12), della
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Figura 5.7: Caso a (emissioni variabili): andamento del funzionale costo J(wN , uN ) e
J(wh, uh).
derivata del funzionale costo (J ′(uN ) e J
′(uh) in Fig.5.11) e di valutare l’errore-L
2 sul con-
trollo (Fig.5.13). Si nota che J ′(uh) > J
′(uN ) per tutte le iterazioni, esclusa la prima e
l’ultima in cui i valori calcolati con i due metodi coincidono. Per quanto riguarda invece
l’andamento del funzionale costo, fino alla quinta iterazione J(wN , uN ) < J(wh, uh), mentre
dalla quinta a convergenza J(wN , uN ) > J(wh, uh) e il modulo della differenza dei due valori
|J(wN , uN ) − J(wh, uh)| aumenta ad ogni iterazione fino a portarsi ad un valore costante.
Inizialmente J(wN , uN ) < J(wh, uh) perche´ la la soluzione a basi ridotte e` sempre una sot-
tostima della soluzione a elementi finiti (Sez.2.4.3). Dopo un certo numero di iterazioni si
ha, invece, J(wN , uN ) > J(wh, uh) perche´, se la soluzione a basi ridotte e` una sottostima, il
termine sorgente del problema aggiunto e` inferiore se si impiega il metodo a basi ridotte e di
conseguenza su tutto il dominio si avra` che pN (µ) < ph(µ); poiche´ J
′ = p, se J ′(uN ) < J
′(uh)
(come mostra anche Fig.5.11), significa che J(wN , uN ) decresce meno rapidamente e quindi
J(wN , uN ) risulta maggiore.
Osservazione 5.1. Lo studio dei problemi di controllo con basi ridotte in fluidodinamica e`
stato anche fatto da K. Ito e S.S. Ravindran in tre lavori [26, 27, 28], ma senza considerare
problemi parametrizzati e impiegando metodi diversi per quanto riguarda l’assemblaggio delle
basi.
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Figura 5.8: Caso a (emissioni variabili): andamento dell’errore-L2 sul controllo εu.
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Figura 5.9: Caso b (emissioni e vento variabili): soluzione a elementi finiti (a destra) e a
basi ridotte (a sinistra) del problema di stato alla prima iterazione. La concentrazione e` in
[µg/m3].
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Figura 5.10: Caso b (emissioni e vento variabili): soluzione a elementi finiti (a destra) e a
basi ridotte (a sinistra) del problema di stato a convergenza. La concentrazione e` in [µg/m3].
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Figura 5.11: Caso b (emissioni e vento variabili): andamento della derivata del funzionale
costo J ′(uN ) e J
′(uh).
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Figura 5.12: Caso b (emissioni e vento variabili): andamento del funzionale costo J(wN , uN )
e J(wh, uh).
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Figura 5.13: Caso b (emissioni e vento variabili): andamento dell’errore-L2 sul controllo εu.
Capitolo 6
Basi Ridotte per Domini
Parametrizzati e Sensitivita`
Geometrica
In questo capitolo consideriamo un problema in un domino parametrizzato, completando
cos`ı il quadro dei parametri introdotti (fisici, di produzione e geometrici).
Verranno studiati due casi test diversi e si passera` alla combinazione dello studio geometrico
parametrizzato con il problema di controllo.
6.1 Motivazione
Gli esempi riportati nel capitolo precedente mostrano che la soluzione ottimale comporta
sempre una riduzione della produttivita` dell’impianto industriale. Si nota infatti che a con-
vergenza il totale delle emissioni non e` piu` pari a utot e, assumendo che i tassi di emis-
sivita` siano proporzionali alla produttivita`, questo corrisponde ad una riduzione dell’attivita`
dell’industria.
Per questo motivo introduciamo ora un’analisi della sensitivita` della soluzione del problema di
stato alla variazione di alcune quantita` geometriche di interesse. Studiamo cioe` come varia la
concentrazione di inquinante sulla citta` (output) al variare di determinati parametri geometri-
ci (inputs). Si tratta sempre di valutare una relazione “input-output”, ma, a differenza dei
casi studiati nei Capitoli 3 e 5, le variabili in ingresso non sono piu` parametri fisici (l’intensita`
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delle sorgenti di inquinante, la direzione del vento, la viscosita`) ma geometrici (la distanza
della citta` dai camini, l’area delle citta`, le distanze tra i camini).
Quest’analisi applicata poi al problema di controllo ottimale fa s`ı che l’ottimo sia la soluzione
che, contemporaneamente, minimizza l’inquinamento e massimizza la produttivita`.
Lo studio della sensitivita` geometrica e` particolarmente interessante perche´ permette di risol-
vere alcune questioni di tipo pratico: supponendo, per esempio, di voler costruire un impianto
industriale nei pressi di una citta` gia` esistente, suggerisce dove farlo sorgere o, se si vuole
aggiungere una nuova ciminiera, dove e` piu` opportuno posizionarla.
6.2 I Modelli Geometrici
Prendiamo in considerazione due modelli differenti: il primo offre la possibilita` di allontanare
la citta` e di modificarne l’area, mentre il secondo consente di variare la posizione dei camini.
6.2.1 Modello 1
Si divide il dominio fisico Ωˆ ⊂ R2 in quattro sottodomini Ωˆi, con i = 1, ..., 4 (Fig.6.1),
considerando i seguenti parametri:
• la distanza L tra i camini e la citta`;
• la lunghezza H2, da cui dipende l’area della citta`;
• la lunghezza H1.
Si impone il vincolo H1 +H2 = H (nei nostri calcoli prenderemo H = 8 Km).
Il metodo a basi ridotte, che per costruire le basi necessita di soluzioni sullo stesso dominio,
si basa sulla trasformazione affine che permette di passare da un dominio di riferimento (Ω,
per cui L = 2 Km, H1 = 4 Km, H2 = 4 Km) a quello reale (Ωˆ).
6.2.2 Modello 2
Dividiamo il dominio in sette sottodomini Ωˆi, con i = 1, ..., 7, e prendiamo in considerazione
i parametri C1, C2, C3 e C4 (Fig.6.2), con i vincoli C1 + C2 = 3 Km e C3 + C4 = 3 Km.
Il camino centrale e` fisso e si fa variare la distanza C2 del camino inferiore e la distanza C3
del camino superiore. Il dominio di riferimento Ωˆ e` quello per cui C1 = 2 Km, C2 = 1 Km,
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Figura 6.1: Schema del dominio computazionale reale: sottodomini e parametri per il modello
1.
C3 = 1 Km e C4 = 2 Km.
In questo caso la citta` e` fissa e non subisce trasformazioni.
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Figura 6.2: Schema del dominio computazionale reale: sottodomini e parametri per il modello
2.
6.3 Il Problema di Stato Parametrizzato
Il nostro scopo e` parametrizzare il problema di stato (3.7) in sottodomini che dipendano dalle
quantita` geometriche di interesse. Per lo studio di problemi alle derivate parziali parametriz-
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zati si veda [5, 9, 29]. Indichiamo con R il numero di sottodomini in cui e` suddiviso il dominio
reale: Ωˆ =
⋃R
r=1 Ωˆ
i. Dalla formulazione debole del problema (3.9) definiamo le seguenti forme
bilineari e lineari:
Aˆ(wˆ, vˆ) =
R∑
r=1
∫
Ωˆr
∂wˆ
∂xˆi
νˆrij
∂vˆ
∂xˆj
dΩˆ, (6.1)
Bˆ(wˆ, vˆ) =
R∑
r=1
∫
Ωˆr
Vi
∂wˆ
∂xˆi
vˆdΩˆ, (6.2)
Fˆ(vˆ) =
R∑
r=1
∫
Ωˆr
uˆvˆdΩˆ.
dove 1 ≤ i, j ≤ d = 2 e νˆri,j = νˆ
rδi,j . Per semplicita` si considera che il campo di viscosita` non
sia piu` dipendente dalla coordinata x, ma assuma un valore costante su ciascun sottodominio
Ωˆi, i = 1, ..., R (modello 1) o sia addirittura costante su tutto il dominio Ωˆ (modello 2). Il
problema di stato in forma debole nel dominio reale si puo` scrivere come:
cercare wˆ(µ) ∈ H1ΓD : Aˆ(wˆ, vˆ) + Bˆ(wˆ, vˆ) = Fˆ(vˆ) ∀vˆ ∈ H
1
ΓD
. (6.3)
Siamo interessati a un’equazione alle derivate parziali dipendente dal set di parametri geo-
metrici µ che costituiscono i coefficienti in ingresso. Si riporta quindi il problema (6.3) ad
un dominio di riferimento tramite una trasformazione affine di ogni sottodominio Ωˆr nel
corrispondente Ωr. Per ogni xˆ ∈ Ωˆr, r = 1, . . . , R, la sua immagine x ∈ Ωr e` data da:
x = Gr(µ; xˆ) = Gr(µ)xˆ+ gr, 1 ≤ r ≤ R.
Di conseguenza si ha:
∂
∂xˆi
=
∂xj
∂xˆi
∂
∂xj
= Grji(µ)
∂
∂xj
, 1 ≤ i, j ≤ d = 2 (6.4)
e nel dominio di riferimento Ω otteniamo:
A(w, v;µ) =
R∑
r=1
∫
Ωr
∂w
∂xi
(
Grii′(µ)νˆ
r
i′j′G
r
jj′(µ)|(G
r(µ))−1|
) ∂v
∂xj
dΩ, ∀v ∈ H1ΓD ,
B(w, v;µ) =
R∑
r=1
∫
Ωr
Vi
∂w
∂xi
(
Grii′(µ)|(G
r(µ))−1|
)
vdΩ, ∀v ∈ H1ΓD ,
F(v;µ) =
R∑
r=1
∫
Ωr
(
uˆ|(Gr(µ))−1|
)
vdΩ, ∀v ∈ H1ΓD .
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I tensori di trasformazione per le forme bilineari sono dati da:
νrij(µ) = G
r
ii′(µ)νˆ
r
i′j′G
r
jj′(µ)|(G
r(µ))−1|, 1 ≤ i, j ≤ 2, r = 1, ..., R,
dove νr corrisponde alla definizione di viscosita` nei sottodomini di riferimento, mentre per le
forme lineari definiamo:
χri (µ) = G
r
ii′(µ)|(G
r(µ))−1|, 1 ≤ i ≤ 2, r = 1, ..., R. (6.5)
Inoltre introduciamo:
σq(i,j,r)(µ) = νrij(µ), A
q(i,j,r)(w, v) =
∫
Ωr
∂w
∂xi
∂v
∂xj
dΩ,
Φs(i,r)(µ) = χri (µ), B
s(i,r)(w, v) =
∫
Ωr
Vi
∂w
∂xi
vdΩ, (6.6)
per 1 ≤ i, j ≤ 2, r = 1, ..., R, con q e s che sono indici “condensati” per indicare una
combinazione rispettivamente di i, j, r e i, r. Queste definizioni permettono di riscrivere le
forme A e B come segue:
A(σ(µ), w, v) =
Qa∑
q=1
σq(µ)Aq(w, v), (6.7)
B(Φ(µ), w, v) =
Qb∑
s=1
Φs(µ)Bs(w, v),
con max(Qa) = d×d×R e max(Qb) = d×R. Si noti anche in questo caso il disaccoppiamento
computazionale nei due stadi off-line/on-line.
Il problema di stato nel domino di riferimento Ω e`:
cercare w(µ) ∈ H1ΓD : A(w, v;µ) + B(w, v;µ) = F(v;µ), ∀v ∈ H
1
ΓD
.
L’output di interesse e` sempre la concentrazione di inquinante sopra la citta`:
s(µ) =
∫
Dˆ wˆdΩˆ∫
Dˆ dΩˆ
.
6.3.1 Modello 1
Introduciamo il vettore dei parametri in ingresso µ = {L,H1, H2} ∈ D ⊂ R
P , dove D e` dato
da [Lmin, Lmax]× [H1min , H1max ]× [H2min , H2max ].
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Per questo modello si adotta una viscosita` costante su ciascun sottodominio reale. La visco-
sita` viene inglobata nei quattro tensori di trasformazione nei sottodomini di riferimento che
riportiamo di seguito:
ν1 = νˆ1

 1 0
0 1

 ; ν2 = νˆ2


2
L 0
0 L2

 ; ν3 = νˆ3


H1
4 0
0 4H1

 ; ν4 = νˆ4


H2
4 0
0 4H2

 ;
mentre χr, r = 1, ..., 4, vale:
χ1 =

 1
1

 ; χ2 =

 1
L
2

 ;χ3 =


H1
4
1

 ; χ4 =


H2
4
1

 .
L’output si calcola come:
s(µ) =
∫
Dˆ wˆdΩˆ∫
Dˆ dΩˆ
=
∫
D wˆ|(G
4(µ))−1|dΩ∫
D |(G
4(µ))−1|dΩ
,
e poiche´ |(G4(µ))−1| e` costante si ha:
s(µ) =
∫
D wˆdΩ∫
D dΩ
.
6.3.2 Modello 2
Il vettore dei parametri in ingresso e` µ = {C1, C2, C3, C4} ∈ D ⊂ R
4, dove D e` dato da
[C1min , C1max ]× [C2min , C2max ]× [C3min , C3max ]× [C4min , C4max ].
La viscosita` e` sempre inglobata nei tensori di trasformazione nei sottodomini di riferimento:
ν1 = ν


C1
2 0
0 2C1

 ; ν2 = ν

 1 0
0 1

 ; ν3 = ν

 C2 0
0 1C2

 ;
ν4 = ν

 1 0
0 1

 ; ν5 = ν

 C3 0
0 1C3

 ; ν6 = ν

 1 0
0 1

 ; ν7 = ν


C4
2 0
0 2C4

 ;
mentre χr, r = 1, ..., 7, vale:
χ1 =


C1
2
1

 ; χ2 =

 1
1

 ; χ3 =

 C2
1

 ;
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χ4 =

 1
1

 ; χ5 =

 C3
1

 ; χ6 =

 1
1

 ; χ7 =


C4
2
1

 .
In questo caso si non si fanno variare l’area della citta` e la sua posizione, quindi:
s(µ) =
∫
D wˆdΩ∫
D dΩ
.
6.4 Analisi di Sensitivita`
Sia wˆN (µ) ∈ WˆN (3.23) la soluzione a basi ridotte del problema di stato nel dominio reale
Ωˆ. Volendo studiare la sensitivita` geometrica della soluzione del solo problema di stato,
per il problema discretizzato si adotta il metodo di stabilizzazione SUPG. La stabilizzazione
introduce due forme ulteriori, una bilineare e una lineare:
Sˆ(wˆN , vˆ) =
R∑
r=1
∑
Kˆ∈T r
h
δKˆ
hKˆ
‖V ‖
∫
Kˆ
(
Vi
∂wˆN
∂xˆi
)(
Vj
∂vˆ
∂xˆj
)
dKˆ, (6.8)
Gˆ(vˆ) =
R∑
r=1
∑
Kˆ∈T r
h
δKˆ
hKˆ
‖V ‖
∫
Kˆ
uˆ
(
Vi
∂vˆ
∂xˆi
)
dKˆ. (6.9)
L’approssimazione a basi ridotte del problema di stato stabilizzato nel dominio reale Ωˆ e`:
cercare wˆN (µ) ∈ WˆN : Aˆ(wˆN , vˆ) + Bˆ(wˆN , vˆ) + Sˆ(wˆN , vˆ) = Fˆ(vˆ) + Gˆ(vˆ) ∀vˆ ∈ WˆN .
Nel dominio di riferimento abbiamo:
S(wN , v;µ) =
R∑
r=1
∑
K∈T r
h
δK
hK
‖V ‖
∫
K
Vi
∂wN
∂xi
(
Grii′(µ)G
r
jj′(µ)|(G
r(µ))−1|
) ∂v
∂xj
Vj dK, ∀v ∈WN ,
G(v;µ) =
R∑
r=1
∑
K∈T r
h
δK
hK
‖V ‖
∫
K
uˆVi
∂v
∂xi
(
Grii′(µ)|(G
r(µ))−1|
)
dK, ∀v ∈WN ,
per 1 ≤ i, j ≤ 2, r = 1, ..., R. Definiamo i tensori di trasformazione per la forma bilineare
S(wN , v;µ):
λrij(µ) = G
r
ii′(µ)G
r
jj′(µ)|(G
r(µ))−1| =
νrij
νˆri′j′
, 1 ≤ i, j ≤ 2, r = 1, ..., R,
mentre per la forma lineare G(v;µ) la trasformazione e` data dai χri (µ).
Introduciamo allora:
Υq(i,j,r)(µ) = λrij(µ), S
q(i,j,r)(wN , v) =
∑
K∈T r
h
δK
hK
‖V ‖
∫
K
Vi
∂wN
∂xi
∂v
∂xj
Vj dK, (6.10)
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Gs(i,r)(v) =
∑
K∈T r
h
δK
hK
‖V ‖
∫
K
uˆVi
∂v
∂xi
dK,
per 1 ≤ i, j ≤ 2, r = 1, ..., R. Le forme S e G si possono riscrivere come:
S(Υ(µ), wN , v) =
Qa∑
q=1
Υq(µ)Sq(wN , v), (6.11)
G(Φ(µ), v) =
Qb∑
s=1
Φs(µ)Gs(v), (6.12)
dove Φs(µ) e` definito in (6.6).
Queste definizioni consentono di introdurre l’approssimazione a basi ridotte del problema di
stato stabilizzato nel domino di riferimento Ω:
cercare wN (µ) ∈WN : A(wN , v;µ)+B(wN , v;µ)+S(wN , v;µ) = F(v;µ)+G(v;µ), ∀v ∈WN .
6.4.1 Modello 1: risultati
Essendo L, H1 e H2 gli unici parametri variabili, si fissano i tassi di emissione dei tre camini
e la direzione del vento: u1 = 50% di utot = 2700 g/s, u2 = 20% e quindi u3 = 30%, con
V = (2.5, 0) m/s. Come gia` specificato, si assume che la viscosita` sia costante su ciascun
sottodomino: νˆ1 = 50 m2/s, νˆ2 = 160 m2/s, νˆ3 = νˆ4 = 220 m2/s (si ricorda che sono i valori
della viscosita` turbolenta, non della viscosita` molecolare). Questi valori rappresentano una
media sui sottodomini della viscosita` in condizioni di aria instabile. Ci si limita a considerare
solo questo tipo di aria perche´, come visto nel Cap.5, e` la condizione piu` critica ed e` quindi
la piu` significativa per l’analisi di sensitivita`.
Per generare la base si parte da una distribuzione uniforme di punti µ = {L,H1, H2} in D,
dove D e` dato da [2, 10]×[1, 7]×[1, 7] ([Km×Km×Km]). I parametri indipendenti, in realta`,
sono due perche´ si impone il vincolo H1 +H2 = 8 Km. Seguendo la procedura descritta al
paragrafo 2.6 si ricava la base ottimizzata: per una base costituita da 20 elementi si ha un
errore medio in norma H1, per input casuale, dell’ordine di 10−5, che si ritiene soddisfacente.
Avendo provato su numerosi casi test che la soluzione a basi ridotte, con la base cos`ı generata,
garantisce una “buona” approssimazione della soluzione a elementi finiti, si passa allo studio
della sensitivita` della soluzione alle variazioni di L e H1 (da cui dipende H2). Il risultato
dell’analisi e` riportato in Fig.6.3. Per L fissato, cioe` considerando una data distanza tra i
camini industriali e la citta`, si osserva che la concentrazione di inquinante sulla citta` aumenta
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Figura 6.3: Variazione della concentrazione di inquinante (in µg/m3) sulla citta` al variare
della sua distanza (L) e della sua area (dipendente da H2 = 8−H1).
all’aumentare delle dimensioni della citta` (proporzionali a H2). Per quanto riguarda il com-
portamento al variare di L, ci si aspetta che la concentrazione di inquinamento diminuisca
all’aumentare della distanza dai camini e questo si verifica in 6 casi su 7. Il settimo caso
corrisponde ad avere una citta` molto piccola e confinata in alto a destra nel dominio: all’au-
mentare di L aumenta anche la superficie della citta` interna al cono di emissione del primo
camino. Questo spiega il comportamento in controtendenza; infatti, per L piccolo, la citta` e`
parzialmente esterna a tale cono di fumo e ci entra progressivamente all’aumentare di L.
Volendo costruire un impianto industriale nei pressi di una citta`, si deve tenere presente che
non sempre allontanare la citta` equivale a diminuire l’inquinamento su di essa ma occorre
considerare la posizione relativa tra la citta` e il cono di fumo che fuoriesce dai camini.
6.4.2 Modello 2: risultati
Questo secondo caso e` leggermente piu` complicato del precedente: aumenta il numero dei para-
metri in ingresso, µ = {C1, C2, C3, C4} ∈ D, e di conseguenza aumenta il numero di sottodo-
mini. Lo spazio D e` dato da [0.1, 2.9]×[0.1, 2.9]×[0.1, 2.9]×[0.1, 2.9] ([Km×Km×Km×Km])
e anche in questo caso i parametri indipendenti sono solo due perche´ si impongono due vincoli:
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C1 + C2 = 3 Km e C3 + C4 = 3 Km. Si fissano i tassi di emissione dei camini (u1 = 20% di
utot = 2700 g/s, u2 = 5% e quindi u3 = 75%) e si mantiene un campo di velocita` del vento
diretto come l’asse delle x (Fig.3.2), di intensita` 2.5 m/s. La viscosita` si assume costante su
tutto il dominio e pari a 100 m2/s.
Per costruire la base ottimizzata si parte sempre da una distribuzione uniforme di µ in D
e si selezionano gli elementi che faranno parte della base seguendo la procedura descritta
nella Sez.2.6. Per una base di 35 elementi l’errore medio in norma H1, per input casuale, e`
dell’ordine di 10−5, cioe` per avere la stessa precisione del modello 1 e` necessario aumentare il
numero di funzioni di base a causa della maggiore complessita` del problema.
Riportiamo in Fig.6.4 il risultato dell’analisi. Si osserva che fissando C3, cioe` per una deter-
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Figura 6.4: Variazione della concentrazione di inquinante (in µg/m3) sulla citta` al variare
della posizione del camino superiore (C3) e inferiore (C2).
minata posizione del camino superiore, la concentrazione di inquinante sulla citta` diminuisce
per C2 che va da 0.1 a 1.3, mentre per 1.3 ≤ C2 ≤ 2.9 non ci sono variazioni sostanziali.
Questo dipende dal fatto che per C2 ≥ 1.3 la citta` e` esterna al cono di emissione del terzo
camino. Invece, se si mantiene costante la posizione C2 del camino inferiore, si nota che la
concentrazione di inquinante sulla citta` ha un rapido incremento fino a raggiungere un mas-
simo intorno a C3 = 1 e poi decresce fino a C3 = 2.9. Questo comportamento e` dovuto al
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fatto che per C3 = 0.1 la citta` e` investita solo parzialmente dalla scia di inquinante, mentre
per C3 = 1 la citta` e` completamente interna al cono di emissione dei fumi. Per C3 ≥ 1 la
citta` esce progressivamente dal cono di emissione.
Ancora una volta si vede come sia importante considerare la posizione relativa tra la citta` e i
coni di emissione dei tre camini: si vede infatti che spostare la terza ciminiera verso il basso,
oltre C2 = 1.3, non comporta vantaggi di nessun tipo mentre spostare il camino 1 da C3 = 1
a C3 = 2.9 consente di ridurre l’inquinamento dell’80% circa.
6.5 Analisi di Sensitivita` Applicata al Problema di Controllo
Si vuole sfruttare l’analisi di sensitivita` della soluzione del problema di stato all’interno del
problema di controllo, con lo scopo massimizzare la produttivita` dell’impianto mentre si
minimizza l’inquinamento sull’area di osservazione. Si prende in considerazione solo il modello
2, perche` siamo interessati a valutare il miglior posizionamento dei camini. Supponiamo cioe` di
dover scegliere dove costruire i tre camini (o, per esempio, dove costruirne un terzo quando due
sono gia` esistenti), nota la distanza dalla citta` rispetto a cui dovranno sorgere e le dimensioni
della citta` stessa.
Si passano come parametri in ingresso i tassi di emissioni che si vorrebbero assegnare ai camini,
cioe` si definisce il controllo iniziale u0, e si fornisce la tolleranza per il criterio di arresto del
metodo iterativo adottato per la risoluzione del problema di controllo (Sez.4.3). Si risolvono
i problemi di stato e aggiunto per il controllo u0. In generale la prima soluzione del problema
aggiunto non sara` tale da soddisfare il criterio di arresto (3.18). A questo punto non si avvia
subito il procedimento iterativo sulla funzione di controllo (punto 7 della schematizzazione
nella Sez.4.3), ma si controlla se variando le posizioni del camino 1 e 3 si riesce a soddisfare
il criterio d’arresto. Nel caso in cui si riuscisse a soddisfarlo semplicemente variando C2 e
C3, si riuscirebbe a produrre al 100% delle possibilita` dell’impianto con i tassi di emissione
desiderati. In caso contrario, si inizia il processo iterativo sulla variabile di controllo basato
sul metodo di discesa ripida (4.16). Ad ogni passo iterativo in cui lo stato aggiunto non
soddisfa il criterio di arresto, prima di passare al passo successivo, si vede se il criterio puo`
essere soddisfatto variando i parametri geometrici. In questo modo si minimizza il numero
di iterazioni e quindi si massimizza la produttivita` perche´ ad ogni passo iterativo il tasso
di emissivita` dei camini diminuisce (essendo uk+1 = uk − τkJ ′(uk)). Per chiarire questa
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variante del metodo iterativo che si utilizza per la risoluzione del problema di controllo se ne
rappresenta lo schema in figura 6.5.
Equazione Aggiunta
w
u
J’J
z d
p
J’ < toltol
SI
Variazione di C e C2 3
 C < 2.93
Equazione di Stato
Equazione Aggiunta
J’
J’ < tol
SI
SI
NO
NO
NO C < 2.9 &2
Equazione di Stato
Raggiungimento dell’Ottimo
Passo Iterativo su u
Figura 6.5: Schema del processo iterativo per la risoluzione del problema di controllo che
tiene conto dell’analisi di sensitivita` geometrica.
6.5.1 Problema aggiunto parametrizzato
Sia Aˆ la forma (6.1); dalla formulazione debole del problema aggiunto (3.12) definiamo le
seguenti forme bilineare e lineare:
Bˆad(pˆ, vˆ) =
R∑
r=1
∫
Ωˆr
pˆVi
∂vˆ
∂xˆi
dΩˆ = Bˆ(vˆ, pˆ),
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Fˆad(vˆ) =
R∑
r=1
∫
Ωˆr
χˆDgˆ
(
gˆwˆ − zˆd
)
vˆ dΩˆ,
per 1 ≤ r ≤ 7, 1 ≤ i, j ≤ 2, dove Bˆ e` definito da (6.2). Il problema aggiunto in forma debole
nel dominio reale si puo` scrivere come:
cercare pˆ(µ) ∈ H1ΓD : Aˆ(pˆ, vˆ) + Bˆ
ad(pˆ, vˆ) = Fˆad(vˆ), ∀vˆ ∈ H1ΓD .
In base alla (6.4), nel dominio di riferimento otteniamo:
Bad(p, v;µ) =
R∑
r=1
∫
Ωr
Vi
∂v
∂xi
(
Grii′(µ)|(G
r(µ))−1|
)
p dΩ, ∀v ∈ H1ΓD ,
Fad(v;µ) =
R∑
r=1
∫
Ωr
(
χˆDgˆ
(
gˆwˆ − zˆd
)
|(Gr(µ))−1|
)
v dΩ, ∀v ∈ H1ΓD .
Inoltre introduciamo:
Φs(i,r)(µ) = χri (µ), B
s(i,r)
ad (p, v) =
∫
Ωr
Vi
∂v
∂xi
p dΩ,
per 1 ≤ i, j ≤ 2, 1 ≤ r ≤ 7, dove χri (µ) e` definito in (6.5). Queste definizioni permettono di
scrivere la forma Bad come segue:
Bad(Φ(µ), p, v) =
Qb∑
s=1
Φs(µ)Bsad(p, v).
Il problema aggiunto nel dominio di riferimento e`:
cercare p(µ) ∈ H1ΓD : A(p, v) + B
ad(p, v) = Fad(v) ∀v ∈ H1ΓD ,
dove A e` dato da (6.7).
Indichiamo con pˆN (µ) ∈ ZˆN l’approssimazione a basi ridotte dello stato aggiunto nel dominio
reale Ωˆ. Poiche´ il problema aggiunto si studia in funzione del problema di controllo ottimale,
adottiamo la stabilizzazione che deriva dalla Lagrangiana stabilizzata. Le forme introdotte
dalla stabilizzazione sono:
Sˆad(pˆN , vˆ) =
R∑
r=1
∑
Kˆ∈T r
h
δKˆ
∫
Kˆ
(
Vi
∂pˆN
∂xˆi
)(
Vj
∂vˆ
∂xˆj
)
dKˆ,
Gˆad(vˆ) = −
R∑
r=1
∑
Kˆ∈T r
h
δKˆ
∫
Kˆ
χˆDgˆ
(
gˆwˆN − zˆd
)(
Vi
∂vˆ
∂xˆi
)
dKˆ,
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Hˆad(vˆ) = −
R∑
r=1
∑
Kˆ∈T r
h
δKˆ
∫
Kˆ
χˆDgˆ
2
(
Vi
∂wˆN
∂xˆi
+ uˆ
)
vˆ dKˆ,
sempre per 1 ≤ i, j ≤ 2, 1 ≤ r ≤ 7.
L’approssimazione a basi ridotte del problema aggiunto nel dominio reale e`:
cercare pˆN (µ) ∈ ZˆN :
Aˆ(pˆN , vˆ) + Bˆ
ad(pˆN , vˆ) + Sˆ
ad(pˆN , vˆ) = Fˆ
ad(vˆ) + Gˆad(vˆ) + Hˆad(vˆ) ∀vˆ ∈ ZˆN .
Nel dominio di riferimento abbiamo:
Sad(pN , v;µ) =
R∑
r=1
∑
K∈T r
h
δK
∫
K
Vi
∂pN
∂xi
(
Grii′(µ)G
r
jj′(µ)|(G
r(µ))−1|
) ∂v
∂xj
Vj dK, ∀v ∈ ZN ,
Gad(v;µ) = −
R∑
r=1
∑
K∈T r
h
δK
∫
K
χˆDgˆ
(
gˆwˆN − zˆd
)(
Vi
∂v
∂xi
)(
Grii′(µ)|(G
r(µ))−1|
)
dK, ∀v ∈ ZN ,
Had(v;µ) = −
R∑
r=1
∑
K∈T r
h
δK
∫
K
χˆDgˆ
2
(
Vi
∂wˆN
∂xi
)(
Grii′(µ)|(G
r(µ))−1|
)
v dK, ∀v ∈ ZN .
Introduciamo
S
q(i,j,r)
ad (pN , v) =
∑
K∈T r
h
δK
∫
K
Vi
∂pN
∂xi
∂v
∂xj
Vj dK, ∀v ∈ ZN ,
G
s(i,r)
ad (v) = −
∑
K∈T r
h
δK
∫
K
χˆDgˆ
(
gˆwˆN − zˆd
)(
Vi
∂v
∂xi
)
dK,
H
s(i,r)
ad (v) = −
∑
K∈T r
h
δK
∫
K
χˆDgˆ
2
(
Vi
∂wN
∂xi
)
v dK.
Le forme Sad, Gad e Had si possono allora scrivere come:
Sad(Υ(µ), pN , v) =
Qa∑
q=1
Υq(µ)Sqad(pN , v),
Gad(Φ(µ), v) =
Qb∑
s=1
Φs(µ)Gsad(v),
Had(Φ(µ), v) =
Qb∑
s=1
Φs(µ)Hsad(v),
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dove Υq(µ) e Φs(µ) sono definiti rispettivamente in (6.10) e (6.6).
Tutte queste definizioni consentono di introdurre l’approssimazione a basi ridotte del problema
aggiunto stabilizzato nel dominio di riferimento Ω:
cercare pN (µ) ∈ ZN :
A(pN , v) + B
ad(pN , v) + S
ad(pN , v) = F
ad(v) + Gad(v) +Had(v) ∀v ∈ ZN .
6.5.2 Risoluzione del problema di controllo
Per la soluzione del problema di stato all’interno del problema di controllo ottimale si adotta
la stabilizzazione derivante dalla Lagrangiana stabilizzata, anziche´ impiegare il metodo SUPG
(Sez.6.4). Poiche´ la viscosita` e` costante su tutto il dominio, i due metodi di stabilizzazione
introducono forme, lineari e bilineari, coincidenti: Sˆ(wˆN , vˆ) (6.8), Gˆ(vˆ) (6.9), S(wN , v) (6.11)
e G(v) (6.12) restano invariate.
I parametri in ingresso per questo problema sono sei: le emissioni dei primi due camini e i
quattro parametri geometrici del modello 2, cioe` µ = {u1, u2, C1, C2, C3, C4}. Si impongono
i vincoli consueti: u1 + u2 ≤ 2700 g/s, C1 + C2 = 3 Km e C3 + C4 = 3 Km, quindi dei sei
parametri in ingresso solo quattro sono indipendenti. Il set di parametri µ appartiene allo
spazio D = [0, 2700]× [0, 2700]× [0.1, 2.9]× [0.1, 2.9]× [0.1, 2.9]× [0.1, 2.9].
Per generare la base seguiamo la stessa procedura usata in tutti i casi precedenti: si parte da
una distribuzione uniforme di parametri nello spazio D e si calcolano le soluzioni a elementi
finiti del problema di stato e del problema aggiunto. Sempre grazie al procedimento ripor-
tato nella Sez.2.6 si ricavano le basi ottimizzate, indipendentemente per i due problemi. Si
osserva che per N = 80, per entrambi i problemi, la soluzione a basi ridotte e` una “buona”
approssimazione della soluzione a elementi finiti, cioe` si ha un errore medio in norma-H1, per
input casuale, dell’ordine di 10−5.
Per verificare che il problema di controllo risolto con il metodo a elementi finiti e quello risolto
con il metodo a basi ridotte, pur evolvendo in maniera indipendente, convergano alla stessa
soluzione, si calcola l’errore-L2 sul controllo, a convergenza, εu (5.21) e l’errore sul funzionale
costo, a convergenza, εJ (5.22) per un certo numero di input casuali. Imponendo tol = 10
−7,
si riscontra un valore medio di εu dell’ordine di grandezza di 10
−5 e di εJ dell’ordine di
10−10. Per quanto riguarda l’errore sul controllo a convergenza vale quanto gia` osservato
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nella Sez.5.3.1: tanto maggiore e` il numero di iterazioni per arrivare a convergenza, tanto piu`
grande sara` εu (a causa della propagazione dell’errore ad ogni passo del metodo).
Per ciascuno degli input casuali si risolve anche il problema di controllo senza sensitivita`
geometrica, cioe` quello che itera semplicemente sulla funzione di controllo senza considerare
possibili variazioni della geometria: l’analisi di sensitivita` consente un guadagno medio della
produttivita` del 15% sul totale.
6.5.3 Esempio di soluzione
Partiamo da una configurazione iniziale con il primo camino funzionante al 30% di utot =
2700 g/s e il secondo operativo al 40%, in condizioni di aria instabile. Il metodo iterativo
adottato per la soluzione del problema di controllo converge, per tol = 10−7, dopo quattro
iterazioni (si contano le iterazioni sul controllo u) alla soluzione ottimale: il primo camino
spento, il secondo attivo al 18.3% di utot e il terzo al 29.83%, con C2 = 0.4Km e C3 = 2.9Km.
La soluzione a convergenza prevede che il camino superiore sia spostato il piu` in alto possi-
bile, mentre quello inferiore viene avvicinato al camino centrale. Se si risolvesse il problema
di controllo senza sensitivita` geometrica la soluzione a convergenza prevederebbe u1 = 3.55%,
u3 = 28.66% e il camino centrale spento, cioe` si avrebbe una riduzione del 15.92% sul totale
utot. Il fatto che il camino superiore sia spostato verso l’alto significa che si ha un margine di
aumento del suo tasso di emissione senza incrementare l’inquinamento sulla citta`. Il problema
di controllo ottimo pero` non tiene conto della possibilita` di aumentare i tassi di emissione,
che, in genere, diminuiscono ad ogni iterazione.
La Fig.6.6 mostra il confronto tra la soluzione iniziale calcolata con il metodo a basi ridotte
e quella calcolata con gli elementi finiti, mentre Fig.6.7 riporta lo stesso confronto per la
soluzione a convergenza. Per mostrare l’effetto della variazione dei parametri geometrici ri-
portiamo in Fig.6.8 e in Fig.6.9 la sensitivita` della derivata del funzionale costo e la sensitivita`
del funzionale costo alla variazione di C2 e C3, per u = u0.
Come si nota da Fig.6.8, spostare i camini 1 e 3 non e` sufficiente a soddisfare il criterio
di arresto (3.18) alla prima iterazione, perche´ per nessuna configurazione geometrica si ha
‖J ′(u0)‖L2(Ω) ≤ 10
−7. Questo si verifica per la maggioranza dei casi analizzati e significa
che, in generale, non si riesce a produrre al 100% di utot con i soli cambiamenti di geometria
previsti dal modello 2. In questo caso si ha εJ = 2 · 10
−10 e εu = 4.4 · 10−5.
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Figura 6.6: Soluzione a elementi finiti (a destra) e a basi ridotte (a sinistra) del problema di
stato alla prima iterazione. La concentrazione e` in [µg/m3].
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Figura 6.7: Soluzione a elementi finiti (a destra) e a basi ridotte (a sinistra) del problema di
stato a convergenza. La concentrazione e` in [µg/m3].
6.6 Sviluppi
Nel 2004 in [30] e` stato proposto un metodo per trattare parametrizzazioni con mappe non
affini, mediante un metodo di interpolazione empirica (chiamato “magic points”) che permette
di mantenere il disaccoppiamento computazionale off-line/on-line e garantisce accuratezza e
convergenza. In [31, 32] il metodo viene applicato a parametrizzazioni su domini curvi e nel
nostro caso in esame si potrebbe usare per considerare la viscosita` dipendente dai parametri
geometrici e dalle coordinate.
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Figura 6.8: Andamento della derivata del funzionale costo, calcolata sul controllo iniziale, al
variare dei parametri geometrici C2 e C3.
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Figura 6.9: Andamento del funzionale costo, calcolato sul controllo iniziale, al variare dei
parametri geometrici C2 e C3.
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Conclusioni
In questo lavoro di tesi sono stati affrontati gli aspetti legati alla risoluzione numerica di pro-
blemi di controllo ottimale governati da equazioni differenziali alle derivate parziali, lineari
di tipo ellittico, parametrizzate, definite su domini bidimensionali. Per calcolare la soluzione
ottimale e contenere i costi computazionali si e` posta l’attenzione sull’approssimazione nu-
merica delle equazioni che governano il problema di controllo: anziche` adottare il metodo
Galerkin-Elementi Finiti, che implicherebbe tempi di calcolo elevati, si e` impiegato il metodo
a basi ridotte.
Come applicazione principale di questa tesi e` stato scelto un problema di controllo di flui-
dodinamica ambientale, relativo al controllo delle emissioni di sostanze inquinanti da parte
di ciminiere, modellato con un equazioni di diffusione-trasporto su domini bidimensionali.
Prima di risolvere con il metodo a basi ridotte il problema di controllo completo, si e` vo-
luto verificarne l’applicabilita` al semplice problema di diffusione e trasporto dell’inquinante,
analizzando quattro diverse parametrizzazioni. In un primo momento si sono presi in consi-
derazione solo parametri di tipo fisico e questi quattro casi, di complessita` differente, hanno
permesso di mettere in evidenza le potenzialita` del metodo a basi ridotte. Per arricchire il
quadro dei casi in esame si e` applicato tale metodo anche a un problema non stazionario di
diffusione e trasporto di inquinante in un fluido generico, chiuso in una cavita` rettangolare e
mosso dalla convezione naturale. Dopo aver richiamato i concetti fondamentali della teoria
del controllo ottimale per i sistemi di equazioni alle derivate parziali, si e` proposto un algo-
ritmo iterativo per la risoluzione del problema di controllo degli inquinanti. Successivamente
si e` passati all’applicazione del metodo a basi ridotte per entrambe le equazioni (equazione
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di stato ed equazione aggiunta) che governano il problema di controllo, mettendone in evi-
denza i vantaggi computazionali. Si sono considerati poi dei parametri di tipo geometrico,
per mostrare la versatilita` del metodo a basi ridotte ed elaborare un’analisi di sensitivita`
geometrica. Infine, come ultima applicazione, si e` risolto un problema di controllo ottimale
con parametri in ingresso sia fisici che geometrici.
In conclusione possiamo evidenziare le seguenti considerazioni sugli aspetti originali sviluppati
in questa tesi:
• E` stata presentata una sintesi del metodo a basi ridotte, che rappresenta uno strumento
molto potente per la valutazione rapida e ripetuta di una relazione di tipo “input-
output”, qualora il problema presenti una dipendenza affine dai parametri in ingresso
(inputs). Questo tipo di dipendenza consente di suddividere l’approccio computazionale
in due stadi: uno (off-line), oneroso dal punto di vista computazionale, viene svolto una
e una sola volta e l’altro (on-line), molto efficiente e rapido, e` eseguito per ogni nuovo
input. La decomposizione off-line/on-line consente considerevoli risparmi di tempo.
• Tutto cio` che presenta una dipendenza non-affine dal parametro non puo` essere calco-
lato off-line e, dovendo essere calcolato on-line, comporta una riduzione del risparmio
dei tempi computazionali. Per quanto riguarda il problema di diffusione-trasporto di
sostanze inquinanti in aria, questo si verifica per i termini dovuti alla stabilizzazione
dell’equazione (metodo SUPG per il solo problema di stato e stabilizzazione derivante
dalla Lagrangiana stabilizzata per il problema di controllo ottimale). Di conseguenza
tutti i risparmi di tempo riportati nelle sezioni opportune sono soggetti a miglioramenti
qualora si introducesse un metodo di stabilizzazione basato su termini di stabilizzazione
calcolabili off-line.
• Una prima questione da affrontare nell’impiego del metodo a basi ridotte e` stabilire
il numero N delle funzioni di base, cioe` la dimensione dello spazio in cui si cerca la
soluzione. Tale numero per un dato problema parametrizzato dipende dalla complessita`
del problema stesso: fissato l’ordine di grandezza dell’errore medio per input casuale,
maggiore e` la complessita`, maggiore e` la dimensione della base. Il numero delle funzioni
di base dipende anche dal tipo di parametro in ingresso e dal suo peso all’interno del
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problema; per esempio, se il parametro e` la velocita`, il caso in cui si ha convezione
dominante necessita di un numero di funzioni di base superiore al caso con diffusione
dominante.
• Per la soluzione del problema non stazionario, una volta discretizzata la derivata tem-
porale con il metodo Eulero implicito, l’istante temporale a cui si vuole calcolare la
soluzione si considera come un parametro in ingresso. In questo caso quindi la tecnica
risolutiva non differisce da quella adottata per i problemi stazionari, con la differenza
che la soluzione ad un istante di tempo dipende dalla soluzione all’istante precedente.
Cio` determina una propagazione dell’errore, tra soluzione a basi ridotte e soluzione
a elementi finiti, ad ogni passo temporale e di conseguenza e` importante fare in mo-
do che resti “piccolo” l’errore delle soluzioni alla fine dell’intervallo temporale con-
siderato. Per il problema non stazionario si e` anche fatto un confronto tra l’errore
sull’output “non-compliant” e l’errore sull’output “compliant”, mostrando che nel caso
“non-compliant”, se non si assembla la base in maniera opportuna, l’approssimazione a
basi ridotte dell’output e` peggiore.
• Per quanto riguarda il problema di controllo si e` trovato che per l’approssimazione
dello stato aggiunto con il metodo a basi ridotte e` meglio creare una base propria e
indipendente da quella usata per la soluzione del problema di stato. E` meglio cioe`
adottare una base “non coerente”, intendendo per “coerente” la base formata dalle
soluzioni del problema aggiunto dipendenti dalle funzioni di base del problema di stato.
Per quanto riguarda il numero di funzioni di base necessarie per approssimare la variabile
aggiunta con un errore al di sotto di una soglia prestabilita, valgono le stesse osservazioni
fatte per la variabile di stato: N dipende dalla complessita` del problema e dai parametri
in ingresso.
• L’adozione del metodo a basi ridotte per la soluzione del problema di stato e del pro-
blema aggiunto ad ogni passo del metodo iterativo per la risoluzione del problema di
controllo ottimo comporta notevoli vantaggi dal punto di vista dei tempi di calcolo.
Nei due casi analizzati si e` riscontrato un risparmio dei tempi computazionali fino al
70%. Questo significa che nello stesso tempo in cui con gli elementi finiti si risolve
un’iterazione (problema di stato e problema aggiunto), con il metodo a basi ridotte se
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ne risolvono tre. Il prezzo da pagare per questa riduzione dei tempi e` un errore sul
controllo e sul funzionale costo a convergenza. Quest’ultimo si mantiene sempre molto
basso, mentre bisogna fare attenzione al fatto che l’errore sul controllo a convergenza
dipende dalla somma, estesa a tutte le iterazioni precedenti, degli errori sulla variabile
aggiunta moltiplicata per il parametro di rilassamento ottimale. Di conseguenza tanto
piu` grande sara` il numero di iterazioni per arrivare a convergenza, tanto maggiore sara`
l’errore sul controllo a convergenza. Si deve fare in modo che anche nel caso peggiore
(molte iterazioni per arrivare a convergenza) tale errore sia comunque accettabile.
• Si e` condotta un’analisi di sensitivita` della variabile di stato rispetto alla variazione di
alcune quantita` geometriche di interesse. In particolare si sono considerati due modelli:
uno che permette di modificare la superficie della citta` e la distanza tra la citta` e i camini
industriali e l’altro che fa variare le posizioni dei camini. E` emerso che cio` che conta e`
la posizione relativa tra la citta` e i coni di emissione dei camini. Questo, per esempio,
spiega perche´ non sempre allontanare la citta` equivale a diminuire l’inquinamento sopra
di essa, come invece ci si potrebbe aspettare.
• L’applicazione finale di sintesi tra il metodo a basi ridotte e la teoria del controllo otti-
male per sistemi di equazioni alle derivate parziali e` una sorta di problema di controllo
“doppio”: i due obiettivi sono minimizzare l’inquinamento sopra la citta` e massimizzare
la produttivita` dell’impianto industriale. Per risolvere questo tipo di problema si applica
l’analisi di sensitivita` ad ogni passo del metodo iterativo per la risoluzione del problema
di controllo. Si cerca cioe` di mantenere l’inquinamento sull’area di osservazione sotto
una soglia prefissata provando prima a variare le posizioni dei camini e poi, solo se
questo non e` possibile, si passa a ridurre i tassi di emissione.
Come gia` specificato, nel corso di questa tesi il metodo a basi ridotte e` stato applicato so-
lamente a problemi che presentano una dipendenza affine dai parametri in ingresso. Un
sviluppo futuro del lavoro prevede la possibilita` di studiare problemi con dipendenza non
affine da parametri. Recentemente [30] e` stato proposto un metodo per trattare questo tipo
di dipendenza che si basa su un metodo di interpolazione empirica. Chiaramente aumenta la
complessita` del metodo di approssimazione della soluzione del problema ma si puo` affrontare
una casistica piu` ampia di problemi. Si sono considerate solo equazioni scalari ma il metodo
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a basi ridotte puo` essere applicato anche a equazioni vettoriali, come in [9], dove le variabili
da approssimare sono la velocita` (nelle sue due componenti, trattandosi di un problema bidi-
mensionale) e la pressione. Questo lavoro, che si basa su equazioni di diffusione e trasporto, si
inserisce in un filone di applicazione del metodo a basi ridotte che e` partito dalle equazioni di
Stokes [9, 31] per arrivare alle equazioni di Navier-Stokes [33, 34] con l’aggiunta del termine
di trasporto non lineare. Tra quello che resta ancora da fare si ricorda, in particolar modo,
la derivazione di una rigorosa stima a posteriori del problema parametrizzato.
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