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Abstract
We are given univariate data that include random errors. We consider the problem of calculating a best
approximation to the data by minimizing a strictly convex function of the errors subject to the condition that
there are at most q sign changes in the sequence of the second divided di0erences of the approximation,
where q is a prescribed integer. There are about O(nq) combinations of positions of sign changes, which
make an exhaustive approach prohibitively expensive. However, Demetriou and Powell (Approximation Theory
and Optimization, Cambridge University Press, Cambridge, 1997, pp. 109–132), have proved the remarkable
property that there exists a partitioning of the data into (q + 1) disjoint subsets such that the approximation
may be calculated by a separate convex programming calculation on each subset. Based on this result, we
provide a characterization theorem that reduces the problem to an equivalent one, where the unknowns are the
positions of the sign changes subject to feasibility restrictions at the sign changes. Furthermore, we present
counterexamples on two conjectures that investigate whether the search for optimal sign changes may be
restricted to certain subranges of the data.
c© 2003 Published by Elsevier B.V.
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1. Introduction
Let there be given n data {(xi; i): i = 1; 2; : : : ; n}, where the abscissae {xi: i = 1; 2; : : : ; n} are
distinct and in ascending order, and the ordinates {i: i=1; 2; : : : ; n} are measurements of a smooth
function which include random errors. We assume that the function has a graph that is composed
of (q + 1) successive convex and concave sections, but as an error consequence the piecewise
convex–concave property of the graph has been lost. We consider the problem of calculating numbers
{yi: i=1; 2 : : : ; n} from the measurements that are smooth and closer than the measurements to the
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true function values. SpeciEcally, we regard {i: i=1; 2; : : : ; n} and {yi: i=1; 2; : : : ; n} as n-vectors
 and y, respectively, and consider the problem of calculating y by minimizing the objective function
F(y) = F(y1; y2; : : : ; yn) =
n∑
i=1
hi(i − yi) (1)
subject to the constraints that the second divided di0erences of y,
y[xi−1; xi; xi+1] =
yi−1
(xi−1 − xi)(xi−1 − xi+1) +
yi
(xi − xi−1)(xi − xi+1)
+
yi+1
(xi+1 − xi−1)(xi+1 − xi) ; i = 2; 3 : : : ; n− 1; (2)
change sign at most q times, where hi is a real strictly convex function whose least value is hi(0)¿ 0
and where hi(t)→∞ as |t| → ∞. We call y optimal piecewise convex–concave approximation, or
just optimal approximation.
The constraints on y are that there exist integers {ji: i = 1; 2; : : : ; q} satisfying the conditions
26 j16 j26 · · ·6 jq6 n− 1; (3)
such that the inequalities
y[xi−1; xi; xi+1]¿ 0; i = 2; 3; : : : ; j1 − 1;
y[xi−1; xi; xi+1]6 0; i = j1; j1 + 1; : : : ; j2 − 1;
· · · · · ·
(−1)qy[xi−1; xi; xi+1]¿ 0; i = jq; jq + 1; : : : ; n− 1 (4)
hold. We call feasible any n-vector y that satisEes these constraints, we let Y ⊂ Rn denote the set
of feasible vectors for a speciEed value of q and throughout this paper we assume that the Erst
nonzero divided di0erence of any feasible y is positive. Ideally, q is the number of sign changes in
the second derivative of the underlying function.
If the integers {ji: i=1; 2; : : : ; q} have speciEc values then the constraints are linear in y and, in
view of the strictly convex function (1), we obtain a strictly convex programming calculation that
has a unique solution. However, it is important to note that the integers {ji: i= 1; 2; : : : ; q} are not
given, their values being calculated automatically to minimize the objective function (1). Therefore,
there are about n!=[q!(n − q)!] combinations of {ji: i = 1; 2; : : : ; q}, which makes an exhaustive
procedure for identifying an optimal approximation prohibitively expensive, even for small values
of n and q.
This calculation when hi(t)= t2 is proposed and studied in [1], while in [4] developed a dynamic
programming method that Ends an optimal least-squares Et in O(qn2) structured quadratic program-
ming calculations. It is shown in [4] that if y is optimal, if the associated integers {ji: i=1; 2; : : : ; q}
satisfy inequalities (3) and if, in order to avoid trivialities, ji and ji+1 are away from the ends of the
range [2; n− 1], then the components {yk : k = ji; ji +1; : : : ; ji+1} on [xji ; xji+1] minimize the sum of
the squares
∑ji+1
k=ji (k − yk)2 subject to the constraints y[xk−1; xk ; xk+1]¿ 0; k = ji +1; : : : ; ji+1− 1,
if i is even, and the components {yk : k = ji; ji + 1; : : : ; ji+1} on [xji ; xji+1] minimize the sum of the
squares
∑ji+1
k=ji (k − yk)2 subject to the constraints y[xk−1; xk ; xk+1]6 0; k = ji +1; : : : ; ji+1− 1, if i
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is odd. In the former case we say that the Et has a convex section on [xji ; xji+1] and on the latter case
we say that the Et has a concave section on [xji ; xji+1]. Therefore, provided that {ji: i=1; 2; : : : ; q} are
known, the components of y can be generated by solving a separate quadratic programming problem
on each convex and concave section. Conversely, this important result allows dynamic programming
to be applied for generating the optimal least-squares Et with q sign changes in its second divided
di0erences.
In Section 2 we consider an extension of this problem to one that employs the strictly convex
objective function (1), subject to the same constraints on y∈Y . Then, we state a characterization
theorem that replaces the original optimization calculation with one where unknowns are only the
integers {ji: i = 1; 2; : : : ; q}, subject to certain feasibility restrictions. In Section 3 we consider two
unsuccessful conjectures, which might have provided techniques for improving the search for the
optimal integer values of the characterization theorem. In Section 4 we discuss brieIy on these
results.
2. The theorem
In this section we provide a reformulation of the problem of Section 1, by making use of the
important property that an optimal approximation consists of separate optimal convex and concave
sections. The following lemma comes from [4, Lemma 2.3], except that we relay on the following
strictly convex programming problems.
We call {(xk ; y∗k ): k = ji; ji + 1; : : : ; ji+1} best convex approximation to {(xk ; k): k = ji; ji +
1; : : : ; ji+1} if the components y∗k ; k = ji; ji + 1; : : : ; ji+1, minimize
F(yji ; yji+1; : : : ; yji+1) =
ji+1∑
k=ji
hk(k − yk); (5)
subject to the (convexity) constraints
y[xk−1; xk ; xk+1]¿ 0; k = ji + 1; : : : ; ji+1 − 1;
and we call it best concave approximation to {(xk ; k): k = ji; ji + 1; : : : ; ji+1} if the components
y∗k ; k = ji; ji + 1; : : : ; ji+1, minimize (5) subject to the (concavity) constraints
y[xk−1; xk ; xk+1]6 0; k = ji + 1; : : : ; ji+1 − 1;
except that there are no constraints if ji+16 ji + 1.
Lemma 1. Let {t: i=1; 2; : : : ; q} be integers that satisfy the conditions 26 16 26 · · ·6 q6 n−
1 and (−1)iy∗[xi−1; xi ; xi+1]¿ 0; i = 1; 2; : : : ; q, where y∗ minimizes (1) subject to y∈Y . Then
{(xi; y∗i ): i= j−1; j−1 +1; : : : ; j−1} is the best convex approximation to {(xi; i): i= j−1; j−1 +
1; : : : ; j − 1} if j is odd in [1; q+ 1] and the best concave approximation if j is even in [1; q+ 1],
where 0 = 1 and q+1 = n+ 1.
Provided that the optimal values of {ji: i = 1; 2; : : : ; q} are known, then Lemma 1 establishes
the separability of the convex from the concave sections of an optimal piecewise convex–concave
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approximation. Theorem 1 below provides a highly useful equivalent formulation to the optimization
problem of Section 1, that depends on the following deEnitions:
(i; j) = min
yi;yi+1 ; :::; yj
y[xk ; xk+1 ; xk+2]¿0; i6k6j−2
j∑
k=i
hk(k − yk); (6)
(i; j) = min
yi;yi+1 ; :::; yj
y[xk ; xk+1 ; xk+2]60; i6k6j−2
j∑
k=i
hk(k − yk) (7)
and
(i; i) = (i; i + 1) = (i; i) = (i; i + 1) = 0:
Theorem 2. If the vector y∗ associated with the integers {i: i=1; 2; : : : ; q} minimizes F(y) subject
to y∈Y and satis7es the inequalities
(−1)iy∗[xi−1; xi ; xi+1]¿ 0; i = 1; 2; : : : ; q; (8)
then the equation
q+1∑
i=1
i odd
(i−1; i − 1) +
q+1∑
i=1
i even
(i−1; i − 1)
= min
26j16j26···6jq6n−1
(−1)i [xji−1 ; xji ; xji+1]¿0; i∈[1; q];

 q+1∑
i=1
i odd
(ji−1; ji − 1) +
q+1∑
i=1
i even
(ji−1; ji − 1)

 ; (9)
holds, where 0 = j0 = 1, q+1 = jq+1 = n + 1 and  is the vector whose components occur in the
de7nitions of {(ji−1; ji−1): i odd in [1; q+1]} and {(ji−1; ji−1): i even in [1; q+1]}. Conversely,
if Eq. (9) is satis7ed, then the integers {∗i : i = 1; 2; : : : ; q}, de7ned by
∗i =
{
i; if (−1)i [xi−2; xi−1; xi ]6 0; i∈ [1; q];
i − 1; if (−1)i [xi−2; xi−1; xi ]¿ 0; i∈ [1; q];
(10)
omitting any integer where an index is less than one, de7ne an optimal approximation.
Proof. Since y∗ associated with the integers {i: i = 1; 2; : : : ; q} is an optimal approximation, and
satisEes inequalities (8), it follows from Lemma 1 that the sequence {(xj; y∗j ): j = i−1; i−1 +
1; : : : ; i − 1} is the best convex approximation to {(xj; j): j = i−1; i−1 + 1; : : : ; i − 1} if i is
odd in [1; q+ 1] and the best concave approximation if i is even in [1; q+ 1]. Thus, we obtain the
equations
i−1∑
j=i−1
hj(j − yj) =
{
(i−1; i − 1) for i odd;
(i−1; i − 1) for i even;
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where 0 = 1 and q+1 = n+1. Then, in view of these relations and the optimality of y∗, expression
(1) gives
F(y∗) =
q+1∑
i=1
i odd
(i−1; i − 1) +
q+1∑
i=1
i even
(i−1; i − 1);
which shows that F(y∗) is an upper-bound on the right-hand side of Eq. (9). Therefore, Eq. (9)
follows, if we establish the inequality
F(w∗)6
min
26j16j26···6jq6n−1
(−1)i [xji−1 ; xji ; xji+1]¿0; i=1;2; :::; q;

 q+1∑
i=1
i odd
(ji−1; ji − 1) +
q+1∑
i=1
i even
(ji−1; ji − 1)

 ; (11)
where w∗ is any optimal approximation. Let {ji: i=1; 2; : : : ; q} be integers that satisfy the conditions
26 j16 j26 · · ·6 jq6 n− 1
and
(−1)i [xji−1; xji ; xji+1]¿ 0; i = 1; 2; : : : ; q; (12)
where the vector  has been deEned after Eq. (9). Since for any {ji: i = 1; 2; : : : ; q} that satisfy
these conditions,  is feasible whatever the signs of the di0erences
(−1)i [xji−2; xji−1; xji ]; i = 1; 2; : : : ; q;
we obtain
F(w∗)6F( ) =
q+1∑
i=1
i odd
(ji−1; ji − 1) +
q+1∑
i=1
i even
(ji−1; ji − 1);
as required.
To complete the proof of the theorem we let the integers {i: i=1; 2; : : : ; q} satisfy the conditions
26 16 26 · · ·6 q6 n− 1
and
(−1)i [xi−1; xi ; xi+1]¿ 0;
and Eq. (9), where we regard  as being the vector whose components occur in the deEnition of
(i−1; i− 1), for i odd in [1; q+1], and (i−1; i− 1), for i even in [1; q+1]. We shall show that
the vector associated with the integers {∗i : i= 1; 2; : : : ; q}, which are deEned by (10), say it z∗, is
optimal. Since the constraints
(−1)i [xi−1; xi ; xi+1]¿ 0; i = 1; 2; : : : ; q;
are satisEed,  is feasible, whatever the sign of the di0erences (−1)i [xi−2; xi−1; xi ], i=1; 2; : : : ; q.
Hence
F( )¿F(w∗);
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where
F( ) =
q+1∑
i=1
i odd
(i−1; i − 1) +
q+1∑
i=1
i even
(i−1; i − 1)
and where w∗ is any optimal approximation. Since expression (9) has the value F(w∗), in view of
the above two relations, we obtain
F( ) = F(w∗):
Now the vector z∗ deEned by the integer values {∗i : i = 1; 2; : : : ; q} is the unique solution of a
strictly convex programming calculation whose constraints are obtained by  due to deEnition (10).
It follows that
F(z∗)6F( );
which shows the optimality of z∗, thus obtaining the optimality of {∗i : i = 1; 2; : : : ; q}. The proof
of the theorem is complete.
Theorem 2 provides the equivalent formulation (9) to the optimization calculation of Section
1, which avoids the use of constraints (4) and the explicit calculation of the components {yi: i =
1; 2; : : : ; n}. Now the unknowns are the integer variables {ji: i=1; 2; : : : ; q} subject to the feasibility
of the jith constraint on the components taken from the best convex and the best concave approxima-
tions between successive ji’s. A strong advantage of this representation is that it allows a systematic
search of optimal values of the integer variables {ji: i=1; 2; : : : ; q}. Some algorithms in [4] exploit
this structure and by dynamic programming calculate an optimal least-squares approximation with
q sign changes in its second divided di0erences in O(qn2) quadratic programming calculations to
subranges of the data. In the case of function (1) these algorithms would require O(qn2) strictly
convex programming calculations to subranges of the data. Therefore, once optimal values for the
variables {ji: i = 1; 2; : : : ; q} have been found, the optimal components {yi: i = 1; 2; : : : ; n} are
calculated by applying a convex programming calculation on each interval [xji ; xji+1], resulting to a
convex or a concave section.
3. Two counter-examples
This section considers two conjectures which were motivated by the properties of the optimal
approximation that allows several sign changes in its Erst divided di0erences [2,3], and which might
have restricted the range of the optimization variables {ji: i = 1; 2; : : : ; q} in formula (9). Two
counterexamples are constructed that show the falsity of the conjectures.
It is shown in [3] that the search for the extrema of an optimal piecewise monotonic approximation
may be restricted to the set of the local maxima and local minima of the data, where, for example,
a local maximum exists at xt , if the inequalities [xt−1; xt]¡ 0 and [xt; xt+1]¿ 0 are satisEed.
The following example shows that the search for the integers {i: i = 1; 2; : : : ; q} deEned in
Theorem 1, cannot be restricted to the indices p ∈ [2; n − 1] of the data that satisfy the condition
[xp−1; xp ; xp+1]¿ 0 if p is odd, and the condition [xp−1; xp ; xp+1]¡ 0 if p is even.
I.C. Demetriou / Journal of Computational and Applied Mathematics 164–165 (2004) 245–254 251
Example 1. Let n = 7 and let the data be {(xi; i): i = 1; 2; : : : ; n}, where {xi = i: i = 1; 2; : : : ; n}
and, 1 = 2:3, 2 = 1:9, 3 = 1:65, 4 = 1:7, 5 = 1:8, 6 = 1:5 and 7 = 1:8. Let the components
yi; i = 1; 2; : : : ; n, minimize the sum of squares
∑n
i=1 (i − yi)2, subject to the constraints that the
sequence y[xi−1; xi; xi+1]; i = 2; 3; 4; 5; 6, changes sign once, so p = 1. Then we End that these
components have the values
yi = i; i = 1; 2; 3; 4 and yi = 1:7; i = 5; 6; 7;
and that they satisfy the equations
y[x1; x2; x3] = 0:075; y[x2; x3; x4] = 0:15; y[x3; x4; x5] =−0:025
and
y[x4; x5; x6] = y[x5; x6; x7] = 0:
Clearly the Erst four components belong to the convex section of the Et, the last three components
belong to the concave section, while these sections join with a negative divided di0erence centered at
x4. However, we see that the data give the di0erence [x3; x4; x5]=0:025, which is a positive number,
despite the fact that y[x3; x4; x5] is a negative number. The assertion stated before the example is true.
The key to this example was the choice of the data point (x7; 7) so that the equation y[x5; x6; x7]=0
is satisEed by any approximation to the data subject to the restrictions that the second di0erences
change sign at most once, while (x3; 3) was chosen so that [x3; x4; x5]¿ 0 and (x4; 4) was
chosen in the extension of the line that gives the least squares linear approximation to the data
{(xi; i): i = 5; 6; 7}.
It is shown in [2,3] that the rightmost extremum of an optimal approximation that allows several
sign changes in its Erst divided di0erences is an increasing function of n. The second example
addresses the question, whether the integer jq, which occurs in (3), satisEes an analogous relation
for the piecewise convex–concave case. The presentation of this example is simpliEed by intro-
ducing the following terminology. Let the data be {(xi; i): i = 1; 2; : : : ; n}, let the components
yi; i = 1; 2; : : : ; n, minimize the sum of squares
∑n
i=1 (i − yi)2, subject to the constraints that the
sequence y[xi−1; xi; xi+1], i=2; 3; : : : ; n−1, changes sign at most once and let j= j(n) be an integer
in [2; n−1] such that yi; i=1; 2; : : : ; j−1, is the best convex approximation to i; i=1; 2; : : : ; j−1,
and yi; i= j; j+1; : : : ; n, is the best concave approximation to i; i= j; j+1; : : : ; n. We call xj(n) a
join of y and we note that a join need not be unique. Then the subject of the example is summarized
by asking whether there exist data and integers s and t in [2; n] such that s¡ t but j(s)¿j(t), where
j(s) is the smallest index of a join when considering optimal convex–concave approximations to the
Erst s data, and j(t) is the largest index of a join of an optimal convex–concave approximation to
the Erst t data. We will see, however, in Example 2 that the assumption can fail.
Example 2. Let s= 7, let the data points be
(x1; 1) = (−2; 1); (x2; 2) = (−1; 0:99500); (x3; 3) = (−0:1; 0:99100);
(x4; 4) = (−0:0001; 0:99990); (x5; 5) = (−0:00005; 0:99992);
(x6; 6) = (0; 1) and (x7; 7) = (1; 0);
and let all approximations in this example be least-squares approximations.
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The unsmoothed values {(xi; yi): yi = i, i = 1; 2; : : : ; 7}, give the divided di0erences
y[x1; x2; x3] = 0:00029; y[x2; x3; x4] = 0:09354; y[x3; x4; x5] = 3:11066;
y[x4; x5; x6] = 12000 and y[x5; x6; x7] =−2:59987; (13)
thus they form an optimal convex–concave approximation to the data. This approximation is unique
and the smallest index of its join is j(7) = 5.
We introduce the data point (x8; 8) = (2;−0:5) into the calculation and we shall show that j(8),
which is the largest index of a join of any best convex–concave approximation to {(xi; i): i =
1; 2; : : : ; 8}, is such that j(8) = 4¡j(7). We seek approximations that might have their join at, or
to the right of xj(7), where j(7) = 5.
We begin with the unsmoothed values {(xi; yi): yi=i; i=1; 2; : : : ; 8}, whose Erst six components
provide the best convex approximation to the Erst six data and whose last two components provide
the best concave approximation to the last two data. These components satisfy the relations (13)
and also give the di0erence y[x6; x7; x8] = 0:25. Since the signs of these di0erences are ordered as
positive, negative and positive, it follows that the unsmoothed values are infeasible, and therefore,
the join cannot by located at x7.
Next, we calculate Ets that might have the required join at x8 or x7. We begin with the best convex
approximation to all eight data that has its join trivially at x8. Its components are y1 =1:48510; y2 =
1:08289; y3 =0:72091, y4 =0:68073, y5 =0:68071, y6 =0:68069, y7 =0:27849, y8 =−0:12372, these
components being on a straight line and giving the sum of squares of residuals
F(y) =
8∑
i=1
(i − yi)2 = 0:84086: (14)
We continue by considering the best convex approximation to the Erst seven data, whose compo-
nents are y1 =1:12654; y2 =1:02405; y3 =0:80684; y4 =0:78273; y5 =0:78272; y6 =0:78271; y7 =
0:54137. Since these components are on a straight line, they make zero all the Erst Eve divided
di0erences. We let y8 = 8 and the sum of squares of residuals is
F(y) =
8∑
i=1
(i − yi)2 = 0:53982: (15)
Because the sixth second divided di0erence of these yi; i = 1; 2; : : : ; 8, has the negative value
y[x6; x7; x8] =−0:8, it follows that the required join is at x7.
Further, the required join cannot be located at x6, because the best convex approximation to the
Erst Eve data, given by the components {zi=i: i=1; 2; 3; 4; 5}, and the best concave approximation
to the last three data, given by the components z6 = 0:9167; z7 = 0:1667; z8 = −0:5834, give the
di0erences
z[x1; x2; x3] = 0:00029; z[x2; x3; x4] = 0:09354; z[x3; x4; x5] = 3:11066;
z[x4; x5; x6] =−16648000; z[x5; x6; x7] = 1633:5668 and z[x6; x7; x8] = 0;
which shows that z is infeasible.
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The required join cannot also be located at x5, because the best convex approximation to the Erst
four data, given by the components {wi = i: i = 1; 2; 3; 4}, and the best concave approximation
to the last four data, given by the components w5 = 0:95453; w6 = 0:95449; w7 = 0:18180 and
w8 =−0:59090, give the di0erences
w[x1; x2; x3] = 0:0003; w[x2; x3; x4] = 0:0935; w[x3; x4; x5] =−9079:4306;
w[x4; x5; x6] = 9066000; w[x5; x6; x7] = 0 and w[x6; x7; x8] = 0;
which shows that w is infeasible.
What is interesting in these numbers is that the data points (x4; 4); (x5; 5) and (x6; 6) have
been chosen to be quite close, but clearly di0erent from each other. The point (x5; 5) is strictly
over the slope of the line that gives the least squares linear approximation {(xi; zi): i = 6; 7; 8} as
we can see from the positive value of z[x5; x6; x7]. Also, the point (x4; 4) is strictly over the slope
of the line that gives the least squares linear approximation {(xi; wi): i = 5; 6; 7; 8} as we can see
from the positive value of w[x4; x5; x6]. However, z[x4; x5; x6] and w[x3; x4; x5] are both negative, and
therefore, neither x5 nor x6 can be joins of an optimal approximation.
Furthermore, (x3; 3) has been chosen below the slope of the line that gives the least squares
linear approximation, say {(xi; y˜ i): i = 4; 5; 6; 7; 8} to the last Eve data, where y˜ 4 = 0:96873; y˜ 5 =
0:96869; y˜ 6 = 0:96866; y˜ 7 = 0:18746 and y˜ 8 = −0:59373. This implies that the approximation
y∗ ∈R8, whose convex section is deEned by the components
{y∗i = i: i = 1; 2; 3};
and whose concave section is deEned by the components
{y∗i = y˜ i: i = 4; 5; 6; 7; 8};
satisEes the equations
y∗[x1; x2; x3] = 0:00029; y∗[x2; x3; x4] =−0:21850; y∗[x3; x4; x5] =−5:77366;
y∗[x4; x5; x6] = y∗[x5; x6; x7] = y∗[x6; x7; x8] = 0:
Therefore, y∗ is a feasible approximation, and the associated sum of squares of residuals is
F(y∗) =
8∑
i=1
(i − y∗i )2 = 0:04686;
which is strictly smaller than the values given by (14) and (15). In fact, y∗ is the unique optimal
convex–concave approximation to ∈R8 and the largest index of its join is j(8) = 4. Now, since
xj(8) = x4 ¡x5 = xj(7), where j(7) is the smallest index of a join of the best convex–concave ap-
proximation to the Erst seven data, we obtain the inequality j(8)¡j(7), which provides a negative
answer to the question asked just before this example.
4. Summary
This paper considers the data smoothing problem that obtains a Et to n function measurements
contaminated by errors by minimizing a sum of strictly convex functions of the errors, subject to the
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constraints that the second divided di0erences of the Et change sign q times. The constraints allow
a piecewise convex–concave approximation to the data, which provides a highly useful geometric
description of the underlying function. Moreover, once the piecewise convex–concave values have
been obtained, they may be further useful to numerical calculations, like di0erentiation, integration,
location of local extrema and inIection points of the underlying function, or to further data processing
as, for example, in times series analyses, computer graphics and cycles recognition.
Section 2 presents an equivalent optimization calculation where the main unknowns are the po-
sitions of the sign changes of the divided di0erences, avoiding the divided di0erences constraints
(4) and the explicit calculation of the components {yi: i = 1; 2; : : : ; n}. A strong advantage of
this representation is that it allows a systematic search for optimal values of the integer variables
{ji: i = 1; 2; : : : ; q}.
Section 3 investigates some properties of the optimal Et, which were attempts towards the direction
of improving the search of the mentioned equivalent calculation. First, it was shown that the joins
(in the sense of the deEnition in Section 3) of a piecewise convex–concave Et are not a0ected by
the signs of the associated divided di0erences of the data centered at the join. Second, it was shown
that the joins of a piecewise convex–concave Et do not necessarily increase as more data enter the
calculation, while q remains Exed.
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