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Abstract
We consider orthogonal transformations of arbitrary square matrices to a form
where all diagonal entries are equal. In our main results we treat the simultaneous
transformation of two matrices and the symplectic orthogonal transformation of one
matrix. A relation to the joint real numerical range is worked out, efficient numerical
algorithms are developped and applications to stabilization by rotation and by noise
are presented.
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1 Introduction
A square matrix whose diagonal entries are all zero, is sometimes called a hollow matrix,
e.g. [8, 11, 21, 27]. By a theorem of Fillmore [13], which is closely related to older results
of Horn and Schur [32, 18], every real square zero-trace matrix is orthogonally similar to a
hollow matrix. Taken with a pinch of salt, the structure of a hollow matrix can be viewed
as the negative of the spectral normal form (e.g. of a symmetric matrix), where the zeros
are placed outside the diagonal. While the spectral form reveals an orthogonal basis of
eigenvectors, a hollow form reveals an orthogonal basis of neutral vectors, i.e. vectors for
which the quadratic form associated to the matrix vanishes.
This property turns out to be relevant in asymptotic eigenvalue considerations. More
concretely, we use it to extend and give new proofs for results on stabilization of linear
systems by rotational forces or by noise. Since the pioneering work [2] these phenomena
have received ongoing attention, with current interest e.g. in stochastic partial differential
equations or Hamiltonian systems, [33, 7, 20]. Our new contribution concerns simultaneous
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stabilization by noise and features a new method of proof, which relies on an orthogonal
transformation of matrices to hollow form.
It is easy to see that – in contrast to the spectral transformation – the transformation
to hollow form leaves a lot of freedom to require further properties. In the present note,
we first show that it is possible to transform two zero-trace matrices simultaneously to an
almost hollow form, as will be specified in Section 2. In a non-constructive manner, the
proof can be based on Brickman’s theorem [5] that the real joint numerical range of two
real matrices is convex. But to make the transformation computable, we provide a different
proof, which is fully constructive. As a side result, this also leads to a new derivation of
Brickman’s theorem. Moreover, the simultaneous transformation result allows to prove a
stronger version of Fillmore’s theorem, namely that every real square zero-trace matrix is
orthogonal-symplectically similar to a hollow matrix.
We mainly treat the real case, because it is slightly more involved than its complex counter-
part. Complex versions of our results can be obtained easily and are stated in Section 2.4.
It turns out that any pair of Hermitian zero-trace matrices is unitarily similar to a hollow
pair (not just an almost hollow pair as in the real case). In [27] the term simultaneous
unitary hollowisation is used for such a tranformation, and it is put in the context of a
quantum separability problem. The authors show that a certain quantum state is sepa-
rable, if and only if an associated set of matrices is simultaneously unitarily hollowisable.
This is a non-trivial restriction, if there are more than two matrices. For an arbitrary triple
of Hermitian matrices, however, we can show that it is unitarily similar to an almost hollow
triple, i.e. almost hollowisable, so to speak. We see this as a first step towards criteria for
larger sets of matrices to be simultaneously unitarily (almost) hollowisable. Thus, to the
best of our knowledge, the current note is the first to treat hollowisation problems from
the matrix theoretic side.
All our results are constructive and can be implemented in a straight-forward way. Com-
putational aspects of the real transformations are discussed in Section 3. The orthogonal
symplectic transformation of 4 × 4-matrices requires detailed explicit calculations which
have been shifted to the appendix. We show analytically that for n × n-matrices the
computational cost of our hollowising transformations is O(n2) and report on numerical
experiments.
In Section 4, we present the applications of our results in stabilization theory. We show
that a number of linear dissipative systems can be stabilized simultaneously by the same
stochastic noise process, provided the coefficient matrices can be made almost hollow si-
multaneously by an orthogonal transformation. The results are illustrated by numerical
examples.
2 Hollow matrices and orthogonal transformations
We first review some known facts on hollow matrices and then present our main results.
Definition 1 Let A = (aij) ∈ Rn×n.
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(i) We call A hollow, if aii = 0 for all i = 1, . . . , n.
(ii) We call A almost hollow, if aii = 0 for i = 1, . . . , n− 2 and an−1,n−1 = −ann.
(iii) If traceA = 0, then A is called a zero trace matrix.
Obviously, every hollow matrix is also almost hollow, and every almost hollow matrix is
zero trace. Vice versa, traceA = 0 implies that A is orthogonally similar to a hollow
matrix. This result has been proven in Fillmore (1969) [13]. We add a proof, because
similar arguments will be used in the later discussion.
Lemma 2 Let A ∈ Rn×n with traceA = 0.
(a) There exists a vector v ∈ Rn with v 6= 0, such that vTAv = 0.
(b) There exists an orthogonal matrix V ∈ Rn×n, such that V TAV is hollow.
Proof: (a) If a11 = 0, then we can choose v = e1. Otherwise let (after possibly dividing
A by a11) w.l.o.g. a11 = 1. Since traceA = 0, there exists j ∈ {2, . . . , n} with ajj < 0. For
v = xe1 + ej with x ∈ R, we have
vTAv = x2 + (a1j + aj1)x+ ajj
which has two real zeros. Hence (a) follows.
(b) Extend v1 = v/‖v‖ with v from (a), to an orthonormal matrix V1 = [v1, . . . , vn]. Then
V TAV =
[
0 ⋆
⋆ A1
]
with A1 ∈ R(n−1)×(n−1) and traceA1 = traceA = 0. Therefore we can
proceed with A1 as with A. 
Corollary 3 For A ∈ Rn×n, there exists an orthogonal matrix V ∈ Rn×n, such that all
diagonal entries of V TAV are equal.
Proof: We set A0 = A− traceAn I. By Lemma 2 there exists an orthogonal matrix V such
that V TA0V is hollow. Then V
TAV = V TA0V +
traceA
n
I. 
Remark 4 (a) A transformation matrix V making V TAV hollow as in Lemma 2 will
sometimes be called an (orthogonal) hollowiser (for A).
(b) As is evident from the construction, the hollowiser V is not unique. In the following
we will exploit this freedom to transform two matrices simultaneously or to replace V
by an orthogonal symplectic matrix.
(c) Since V TAV is hollow, if and only if V T (A+AT )V is hollow, there is no restriction
in considering only symmetric matrices.
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(d) We are mainly interested in the real case, but it is immediate to transfer our results
to the complex case, where A ∈ Cn×n and V is unitary. This is sketched in subsection
2.4.
2.1 Simultaneous transformation of two matrices
Simultaneous transformation of several matrices to a certain form (e.g. spectral form)
usually requires quite restrictive assumptions. Therefore it is remarkable that an arbitrary
pair of zero trace matrices can simultaneously be transformed to an almost hollow pair.
The precise statement is given in the following result.
Proposition 5 Consider A,B ∈ Rn×n with traceA = traceB = 0.
(a) If n ≥ 3, there exists a nonzero vector v ∈ Rn, such that vTAv = vTBv = 0.
(b) There exists an orthogonal matrix V ∈ Rn×n such that V TAV is hollow and V TBV
is almost hollow.
Proof: (b): We first note that (b) follows easily from (a). If (a) holds, then the orthogonal
transformation V is obtained by applying (a) repeatedly as in the proof of Lemma 2(b)
until the remaining submatrix is smaller than 3× 3.
For (a) we provide two different proofs. The first is quite short, but not constructive. It
exploits Brickman’s theorem [5] on the convexity of the joint real numerical range of two
matrices, see Theorem 7 below. The second is constructive, but considerably longer. It is
the basis for our algorithmic approach.
short proof of (a): By Lemma 2, we can assume w.l.o.g. that A is hollow. If bjj = 0
for some j, then we can choose v = ej . Otherwise, since traceB = 0, not all the signs of
the bjj are equal. For simplicity of notation assume that b11 > 0 and b22 < 0. The points
(eT1Ae1, e
T
1Be1) = (0, b11) and (e
T
2Ae2, e
T
2Be2) = (0, b22) lie in the joint real numerical range
of A and B, defined as
W (A,B) = {(xTAx, xTBx) ∣∣ x ∈ Rn, ‖x‖ = 1} ⊂ R2 .
According to Theorem 7 the set W (A,B) is convex for n ≥ 3. Hence it also contains
(0, 0) = (vTAv, vTBv) for some unit vector v ∈ Rn.
constructive proof of (a): By Remark 4, we can assume that A and B are symmetric,
and by Lemma 2, we can assume w.l.o.g. that A is hollow. If bjj = 0 for some j, then we
can choose v = ej . For the remaining discussion let bjj 6= 0 for all j. Since traceB = 0,
not all the signs of the bjj are equal. After possible permutation and division of B by one
of the diagonal entries, we can assume that the left upper 3× 3 blocks of A and B are
A3 =
1
2

 0 a ba 0 c
b c 0

 , B3 = 1
2

 2d− α βα 2d+ γ
β γ 2

 with d− < 0, d+ > 0 . (1)
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If possible, we try to find v3 =
[
1
x
y
]
with x, y ∈ R, such that vT3 A3v3 = vT3 B3v3 = 0. This
leads to the conditions
0 = vT3 A3v3 = ax+ by + cxy = ax+ (b+ cx)y (2)
0 = vT3 B3v3 = d− + αx+ βy + γxy + d+x
2 + y2 . (3)
We distinguish a number of cases.
Case a = 0 or b = 0: If a = 0, then (2) holds with y = 0 and (2) reduces to
0 = d− + αx+ d+x2, which has a real solution x, because d− < 0, d+ > 0. Analogously, if
b = 0 then (2) holds with x = 0 and (3) again has a real solution.
Case a 6= 0, b 6= 0, and c 6= 0: From now on let a 6= 0 and b 6= 0. If equation (2) holds
with b+ cx = 0, then also ax = 0, i.e. a = 0 or x = 0, where the latter implies b = 0 and
thus both cases contradict our assumption. Therefore we can exclude the case b+ cx = 0
and solve for y = − ax
b+cx
. Inserting this in (3) yields
0 = d− + αx− βax
b+ cx
− γax
2
b+ cx
+ d+x
2 +
a2x2
(b+ cx)2
.
If we multiply the equation with (b+ cx)2 and consider only the coefficients at x0 and x4,
we have
0 = d−b
2 + . . .+ d+c
2x4 . (4)
If c 6= 0, then d+c2 > 0 and d−b2 < 0 imply the existence of a real root x.
Case a 6= 0, b 6= 0, and c = 0: The final case to be considered is c = 0. Now (2) gives
y = −a
b
x, which inserted in (3) leads to
0 = d− + αx− βa
b
x+
(
−γ a
b
+ d+ +
a2
b2
)
x2 .
Because d− < 0, the existence of a real root x is guaranteed, if −γ ab + d+ + a
2
b2
> 0.
On the other hand note, that for any v˜3 =
[
0
x
y
]
, we have v˜T3 A3v˜3 = 0. If moreover the
submatrix
[
2d+ γ
γ 2
]
is not positive definite, i.e. γ2 ≥ 4d+, then there exists a nonzero v˜3,
satisfying v˜T3 B3v˜3 = 0.
To conclude the proof, it suffices to note that the inequalities −γ a
b
+ d+ +
a2
b2
≤ 0 and
γ2 < 4d+ contradict each other via
0 ≥ d+ − γ a
b
+
a2
b2
>
γ2
4
− γ a
b
+
a2
b2
=
(γ
2
+
a
b
)2
≥ 0 .
The desired vector v is now given by v = [ v30 ], or v = [
v˜3
0 ], respectively. 
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Remark 6 The assumption in Proposition 5(a) that n ≥ 3 is essential. As the standard
example (e.g. [5]), consider the two symmetric matrices A =
[
1 0
0 −1
]
and B =
[
0 1
1 0
]
with traceA = traceB = 0. For v = [ xy ], we have vTAv = x2 − y2 and vTBv = 2xy. If
both forms are zero, then necessarily x = y = 0. Therefore, in general, a pair of symmetric
matrices with zero trace is not simultaneously orthogonally similar to a pair of hollow
matrices.
2.2 A constructive proof of Brickman’s theorem
The following theorem was used in the short proof of Proposition 5(a). It was derived
in [5, 4] by topological methods. More elementary approaches using only connectivity
properties of quadrics in R3 were given in [36, 29, 25] and surveyed e.g. in [31, 30]. Below,
we provide yet another derivation, which exploits the 3×3 case discussed in the constructive
proof. While our approach might not be as elegant as some of the previous proofs, it easily
lends itself for computational purposes.
Theorem 7 (Brickman [5]) Let A,B ∈ Rn×n with n ≥ 3. Then the set
W (A,B) = {(xTAx, xTBx) ∣∣ x ∈ Rn, ‖x‖ = 1}
is convex.
Proof: Consider two linearly independent unit vectors u, v ∈ Rn and set
a = (a1, a2) = (u
TAu, uTBu), b = (b1, b2) = (v
TAv, vTBv) .
For 0 < t < 1 let c = (c1, c2) = (1− t)a+ tb. We have to show that c ∈ W (A,B), i.e. there
exists a unit vector x ∈ Rn, satisfying (xTAx, xTBx) = c.
If uTAu = vTAv, then either [u, v]TA[u, v] = c1I2, and we can choose x ∈ span{u, v}.
Or [u, v]TA[u, v]−c1I2 is indefinite, in which case there exist z± ∈ span{u, v} with ‖z±‖ = 1
such that zT+Az+ > c1, z
T
−Az− < c1. If u
TAu 6= vTAv, then we can trivially choose
z± ∈ {u, v} with the same properties. From now on, we assume such vectors z± to be
given.
Since n ≥ 3 there exists another unit vector y ∈ Rn orthogonal to z±. Depending on
whether yTAy ≥ c1 or yTAy ≤ c1, we can choose a linear combination w = αy + βz− or
w = αy + βz+, α 6= 0, such that wTAw = c1 and ‖w‖ = 1. With the nonsingular matrix
U = [
√
1− t u,√t v, w], we define
A˜ = UT (A− c1I)U =

 (1− t)(a1 − c1) ⋆ ⋆⋆ t(b1 − c1) ⋆
⋆ ⋆ 0


B˜ = UT (B − c2I)U =

 (1− t)(a2 − c2) ⋆ ⋆⋆ t(b2 − c2) ⋆
⋆ ⋆ wTBw − c2

 .
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By construction, 0 = a˜11+ a˜22 = b˜11+ b˜22. Hence, by Lemma 2, there exists an orthogonal
matrix Q1 ∈ R2×2, such that for Q =
[
Q1 0
0 1
]
we have
QT A˜Q =

 0 ⋆ ⋆⋆ 0 ⋆
⋆ ⋆ 0

 , QT B˜Q =

 d1 ⋆ ⋆⋆ d2 ⋆
⋆ ⋆ wTBw − c2

 where d1 = −d2 .
If zTQT A˜Qz = zTQT B˜Qz = 0 for some vector z ∈ R3, then x = UQz‖UQz‖ ∈ Rn yields
xTAx =
zTQT (A˜+ c1U
TU)Qz
‖UQz‖2 = c1 and x
TBx =
zTQT (B˜ + c2U
TU)Qz
‖UQz‖2 = c2,
as desired. Such a vector z can be found as in the constructive proof of Proposition 5(a). If
d1 = 0 or w
TBw = c2, then x = e1 or x = e3 is suitable. Otherwise, after renormalization,
the pair (QT A˜Q,QT B˜Q) has the same structure as (A3, B3) in (1). This completes the
proof. 
2.3 Symplectic transformation of a matrix
Symplectic transformations play an important role in Hamiltonian systems, e.g. [26]. We
briefly recapitulate some elementary facts. A real Hamiltonian matrix has the form
H =
[
A P
Q −AT
]
∈ R2n×2n ,
where A ∈ Rn×n is arbitrary, while P,Q ∈ Rn×n are symmetric. If J =
[
0 I
−I 0
]
, then
all real Hamiltonian matrices are characterized by the property that JH is symmetric.
A real matrix U ∈ R2n×2n is called symplectic if UTJU = J . If U is symplectic, then
the transformation H 7→ UTHU preserves the Hamiltonian structure. Amongst other
things, symplectic orthogonal transformations are relevant for the Hamiltonian eigenvalue
problem, e.g. [28, 35, 12]. There is a rich theory on normal forms of Hamiltonian matrices
under orthogonal symplectic transformations (e.g. [6, 23]). It is, however, a surprising
improvement of Lemma 2 that an arbitrary zero trace matrix can be hollowised by a
symplectic orthogonal transformation. Before we state the main result of this section, we
provide some examples of symplectic orthogonal matrices, which will be relevant in the
proof and the computations.
Example 8 It is well-known and straight-forward to verify that an orthogonal matrix
U ∈ R2n×2n is symplectic, if and only if it has the form
U =
[
U1 U2
−U2 U1
]
, where U1, U2 ∈ Rn×n.
This allows to construct elementary symplectic orthogonal matrices (see e.g. [24]).
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1. If V ∈ Rn×n is orthogonal, then U = [ V 00 V ] is symplectic orthogonal.
2. If c2 + s2 = 1 then we define the Givens-type symplectic orthogonal matrices
Gk(c, s) =


Ik−1
c s
In−k
Ik−1
−s c
In−k


, k ∈ {1, . . . , n} (5)
G(c, s) =


In−2
c s
−s c
In−2
c s
−s c


. (6)
3. For p20 + p
2
1 + p
2
2 + p
2
3 = 1 we have the symplectic orthogonal 4× 4-matrix
S =


p0 −p1 −p2 −p3
p1 p0 −p3 p2
p2 p3 p0 −p1
p3 −p2 p1 p0

 . (7)
Theorem 9 Consider a matrix A ∈ R2n×2n with n ≥ 1. Then there exists a symplectic
orthogonal matrix U , such that UTAU has constant diagonal.
Proof: W.l.o.g. we can assume that A is symmetric with traceA = 0. The transfor-
mation U is constructed in several steps, where we make use of the orthogonal symplectic
transformations above.
1st step: Let d1, . . . , d2n denote the diagonal entries of A. Applying Gk(c, s) from (5)
for the transformation A+ = Gk(c, s)
TAGk(c, s) we can achieve that d
+
k = d
+
k+n. After n
such transformations we have
A+ =
[
A+1 ⋆
⋆ A+2
]
=


d+1 ⋆
. . .
⋆ d+n
⋆
⋆
d+1 ⋆
. . .
⋆ d+n


.
In particular traceA+1 = traceA
+
2 = 0.
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2nd step: By Proposition 5, there exists an orthogonal matrix V ∈ Rn×n, such that
V TA+1 V is hollow and V
TA+2 V is almost hollow. Thus, with the symplectic orthogonal
matrix U =
[
V 0
0 V
]
, we have
UTA+U =
[
V TA+1 V ⋆
⋆ V TA+2 V
]
=


0 ⋆
. . .
⋆ [ 0 aa 0 ]
⋆
⋆
0 ⋆
. . .
⋆
[
d b
b −d
]


.
3rd step: If from now on we work with symplectic orthogonal matrices Gk(c, s) from
(5), where k ∈ {n− 1, n} or G(c, s) from (6), the problem reduces to the transformation of
a 4× 4 symmetric matrix A4 =


d1 a ⋆ ⋆
a −d1 ⋆ ⋆
⋆ ⋆ d2 b
⋆ ⋆ b −d2

 with
G12 =


c s 0 0
−s c 0 0
0 0 c s
0 0 −s c

 , G13 =


c 0 s 0
0 1 0 0
−s 0 c 0
0 0 0 1

 , G24 =


1 0 0 0
0 c 0 s
0 0 1 0
0 −s 0 c

 . (8)
We will show, that for each such matrix A4 with d1, d2 6= 0 there exists a product G of
matrices from (8) so that
GTA4G =


d+1 a
+ ⋆ ⋆
a+ −d+1 ⋆ ⋆
⋆ ⋆ d+2 b
+
⋆ ⋆ b+ −d+2

 with |d+1 |+ |d+2 | < |d1|+ |d2| .
We distinguish between different cases.
If d1 6= d2, then we can apply transformations with suitable G13 and G24 so that
d+1 = d
+
2 = (d1 + d2)/2. In particular |d+1 |+ |d+2 | ≤ |d1|+ |d2|.
If d1 = d2 =: d, let us assume w.l.o.g. that |a| ≥ |b|. Moreover assume that d > 0 and
a > 0. Other combinations can be treated analogously to the following considerations.
Setting A+4 = G
T
12A4G12, we have
d+1 = d
+
1 (c, s) = d(c
2 − s2)− 2acs , d+2 = d+2 (c, s) = d(c2 − s2)− 2bcs .
If c = cos(t), s = sin(t), then d+1 is positive for t = 0, negative for t = π/4 and strictly
decreasing in t on the interval [0, π/4]. A direct calculation shows that d+1 = 0 for
c =
(
1
2
+
a
2
(d2 + a2)−1/2
)1/2
, s =
(
1
2
− a
2
(d2 + a2)−1/2
)1/2
. (9)
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Here c = cos(t0), s = sin(t0) > 0 with minimal t0 ∈]0, π/4[, and therefore c2 > s2 and
c, s > 0. Hence, if b ≥ 0, then a ≥ b implies
d > d+2 = d(c
2 − s2)− 2bcs ≥ 0 .
In this case |d+1 |+ |d+2 | = |d+2 | ≤ |d| = 12(|d1|+ |d2|) as desired.
The case b < 0 is slightly more subtle. We first derive a lower bound for s in (9). To
this end note that the norm ‖A4‖2 = ∆ is invariant under orthogonal transformations and
a ≤ ∆. Hence, for a given d > 0, we have
s ≥
(
1
2
− ∆
2
(d2 +∆2)−1/2
)1/2
=: µ(d) > 0 .
Since d+1 , d
+
2 ≥ 0, we have
|d+1 |+ |d+2 | = d+2 (c, s) = 2d(c2 − s2)− (a+ b)cs ≤ 2d(1− 2s2) ≤ 2d(1− µ(d)2) < 2d .
Altogether, given A4 we set G = G12G13G24, where the transformation with G13G24
achieves d1 = d2 and G12 makes |d1| + |d2| smaller. Applying these transformations re-
peatedly, we obtain a sequence [d
(k)
1 , d
(k)
2 ] of diagonal entries, whose norm |d(k)1 | + |d(k)2 |
is monotonically decreasing, and in the limit necessarily µ(d) = 0, which implies that
[d
(k)
1 , d
(k)
2 ]
k→∞−→ 0. 
Remark 10 The previous proof is constructive, but the iterative approach to the 4×4 case
in the 3rd step is numerically inefficient. In the appendix we provide a direct construction
of the transformation, which exploits also transformations of the special type (7).
2.4 The complex Hermitian case
The joint numerical range has been studied in even more detail for the complex Hermitian
case than for the real case. Some of our results simplify or become even stronger if we allow
for complex unitary instead of real orthogonal transformations. In the current subsection
we sketch briefly how the results can be transferred. For completeness we start with the
complex version of Lemma 2, whose immediate proof is omitted, see [13].
Lemma 11 Let A ∈ Cn×n be Hermitian with traceA = 0. Then there exists a unitary
matrix V ∈ Cn×n, such that V ∗AV is hollow.
A complex version of Brickman’s theorem has been proven in [4].
Theorem 12 Consider Hermitian matrices A,B,C ∈ Cn×n. Depending on n, the follow-
ing sets are convex:
n < 3 : W (A,B) := {(x∗Ax, x∗Bx) ∣∣ x ∈ Cn, ‖x‖ = 1} ,
n ≥ 3 : W (A,B,C) := {(x∗Ax, x∗Bx, x∗Cx) ∣∣ x ∈ Cn, ‖x‖ = 1} .
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Based on Theorem 12, it is easy to derive complex versions of Proposition 5 and Theorem 9.
Proposition 13 Let A,B,C ∈ Cn×n be zero-trace Hermitian matrices.
(a) If n ≥ 3, there exists v ∈ Cn \ {0}, such that v∗Av = v∗Bv = v∗Cv = 0.
(b) There exists a unitary matrix V ∈ Cn×n such that V ∗AV and V ∗BV are hollow,
while V ∗CV is almost hollow.
Proof: We first consider only A and B. By Lemma 11, we can assume A to be hollow.
Literally as in the short proof of Proposition 5(a) it follows then that (0, 0) lies in the con-
vex hull of W (A,B) and thus in W (A,B) itself by Theorem 12. Hence, as in the proof of
Proposition 5(b), there exists a unitary matrix V , such that V ∗AV and V ∗BV are hollow.
If n < 3 this proves (b).
If n ≥ 3 we assume for simplicity that A and B are already hollow. If one of the diagonal
entries of C vanishes, say cjj = 0, then we can choose v = ej . Otherwise, there exist
j, k ∈ {1, . . . , n} such that cjjckk < 0. Since (0, 0, cjj), (0, 0, ckk) ∈ W (A,B,C), another
application of Theorem 12 yields 0 ∈ W (A,B,C) and thus (a). As before, (b) is a conse-
quence of (a). 
Corollary 14 Consider a Hermitian matrix A ∈ C2n×2n with traceA = 0. Then there
exists a unitary matrix U , such that U∗JU = J and U∗AU is hollow.
Proof: We only need to repeat the first two steps in the proof of Theorem 9, where in the
second step we use Proposition 13. 
3 Computational aspects
The orthogonal transformation of a single matrix A with traceA = 0 to a hollow matrix is
straightforward along the proof of Lemma 2. Note that each nonzero diagonal entry can
be eliminated by one Givens rotation. Hence, if there are ν nonzero diagonal entries, then
ν − 1 Givens rotations are required.
3.1 Simultaneous transformation of two matrices
The transformation of a pair (A,B) of zero trace matrices follows the constructive proof
of Proposition 5. In the first step, A is transformed to hollow form.
Given a pair (A,B) of k × k matrices, k ≥ 3, with A hollow and B zero-trace, we first
check, whether b11 = 0. If so, then the dimension can be reduced immediately.
Else, let i2 6= i3 with bi2,i2 = min{b22, . . . , bnn} and bi3,i3 = max{b22, . . . , bnn}. For the
submatrices A3 of A and B3 of B corresponding to the rows and columns 1, i2, i3 as in (1),
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a common neutral vector v3 ∈ R3 is computed. Generically, this requires the solution of a
quartic equation as in (4). The vector v3 can be extended to an orthogonal k×k matrix V
which differs from a permutation matrix only in a 3×3 subblock. After the transformation
(A,B)← (V TAV, V TBV ) =
([
0 ⋆
⋆ A˜
]
,
[
0 ⋆
⋆ B˜
])
(10)
we have trace A˜ = trace B˜ = 0, where at most two diagonal entries of A˜ are non-zero.
Hence, by another Givens rotation we have reduced the problem from dimension k to
k − 1. Since each Givens rotation and each transformation (10) requires O(k) elementary
operations, the whole algorithm has complexity O(n2) including the solution of at most
n− 2 quartic equations.
We carried out experiments on a 2016 MacBook Pro with a 3.3 GHz Intel Core i7 processor
and 16 GB Memory running OS X 10.14.6 using MATLAB version R2019b. For 20 random
pairs of n× n matrices A, B we avaraged the computing times, see Table 1. Although the
theoretical complexity is not manifest in the outcome, we see that the algorithm is quite
fast also for large matrices.
size n 100 200 400 800 1600 3200 6400
time in sec 0.016 0.037 0.10 0.72 7.9 71 852
Table 1: Computing times for simultaneous orthogonal transformation to hollow form
3.2 Symplectic transformation of a matrix
The symplectic orthogonal transformation of a single matrix follows the three steps in the
proof of Theorem 9. In the 3rd step the direct construction in Appendix A is used. This
also gives an algorithm of complexity O(n2). Numerical experiments with MATLAB were
carried out as in the previous subsection. Again, the theoretical complexity is not really
expressed by the computing times in Table 2 (or only roughly between 2n = 200 and
2n = 800), but most likely this is due to other effects such as memory management for
large n.
size 2n 100 200 400 800 1600 3200 6400
time in sec 0.010 0.013 0.038 0.17 1.2 11.7 97
Table 2: Computing times for symplectic orthogonal transformation to hollow form
4 Applications to stabilization problems
In this section we present two related stabilization problems. Both deal with unstable
linear ordinary differential equations, whose coefficient matrix has negative trace. Such
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systems have stable and unstable modes, but the stable ones dominate. By a mixing of the
modes the system can be stabilized. This mixing can be achieved e.g. by adding rotational
forces or stochastic terms. For both cases we extend known results from the literature.
The basic idea lies in an asymptotic analysis based on the hollow forms constructed in the
previous sections.
4.1 Hamiltonian stabilization by rotation
A linear autonomous system x˙ = Ax is called asymptotically stable, if all solutions x(t)
converge to 0 for t→∞. It is well known, that this is equivalent to the spectrum of A being
contained in the open left half plane, σ(A) ⊂ C−. In this case, necessarily traceA < 0.
Vice versa, one can ask, whether for any matrix A with traceA < 0, there exists a zero
trace matrix M of a certain type, such that σ(A +M) ⊂ C−. In [9] it has been shown,
that such a matrix M can always be chosen to be skew-symmetric. Then we say that M
stabilizes A or by rotation, see e.g. [3]. The following theorem extends this result.
Theorem 15 Let A ∈ R2n×2n with traceA < 0. Then there exists a skew-symmetric
Hamiltonian matrix M , such that σ(A+M) ⊂ C−.
Proof: By Theorem 9 there exists a symplectic orthogonal matrix U , such that UTAU
has all diagonal entries equal to α = traceA
2n
< 0. Consider M0 =
[
0 Λ
−Λ 0
]
with Λ =
diag(λ1, . . . , λn) ∈ Rn×n, where |λj| 6= |λk| for j 6= k. Then M0 is Hamiltonian and skew-
symmetric, and has all simple eigenvalues ±iλk with respective eigenvectors ek ± iek+n.
For ε > 0 we perturb M0 to Mε = M0 + εU
TAU . By [9, Theorem 3.1] (see also [34, 17])
the eigenvalues of Mε have the expension
±iλk + (ek ± iek+n)∗UTAU(ek ± iek+n) +O(ε2) = ±iλk + εα+O(ε2) .
Hence
σ(A+ 1
ε
UM0U
T ) = {α± 1
ε
iλk +O(ε)
∣∣ k = 1, . . . , n} ⊂ C−
for sufficiently small ε. The matrix M = 1
ε
UM0U
T stabilizes A by rotation. Since U is
symplectic orthogonal, the matrix M is skew-symmetric Hamiltonian. 
Example 16 We illustrate Theorem 15 by A = diag(1, 1, 1,−4) and M0 as above with
Λ = diag(1, 2). The matrix A is hollowised by the orthogonal symplectic matrix U =
1
2
[√
2
√
2 0 0
1 −1 1 −1
0 0
√
2
√
2
−1 1 1 −1
]
. Then M˜0 = UM0U
T = 1
4
[
0 −√2 6 −√2√
2 0 −√2 6
−6 √2 0 −√2√
2 −6 √2 0
]
is skew-symmetric and
Hamiltonian. The spectral abscissa α(µ) = maxRe σ (A+ µM) for µ > 0 is depicted
in Fig. 1. It becomes negative for µ ≈ 3.7. Hence for µ > 3.7 the system x˙ = (A+ µM˜0)x
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is asymptotically stable. In [9] a servo-mechanism was described, which chooses a suitable
gain µ adaptively via the feedback equation
x˙ = (A+ µ(t)M˜0) x , µ˙ = ‖x(t)‖ . (11)
This method also works in the current example (see the right plot in Fig. 1), where µ
roughly converges to e2.73 − 1 ≈ 14.37.
0 5 10 15 20
0
0.5
1
α(µ)
0 5 10 15 20
−2
0
2
ln(µ(t) + 1)
x(t) ∈ R4
Figure 1: Left: Spectral abscissa αj as a function of µ. Right: Adaptively stabilized system
(11) with x(0) = [1, 1, 1, 1]T , µ(0) = 0.
4.2 Simultaneous stabilization by noise
Stabilization of a dynamic system by noise processes is an interesting phenomenon, which
was analyzed in [2] (see also e.g. [1, 7]). As a particular situation, we consider the
Stratonovich equation
dx = Axdt +Mx ◦ dw . (12)
We call (12) asymptotically mean square (or 2nd mean) stable, if for all solutions x(t)
the expected value of the squared norm E(‖x(t)‖2) converges to zero as t → ∞ (see e.g.
[19, 10]).
For a given matrix A ∈ Rn×n we want to constructM such that (12) is asymptotically mean
square stable. It follows from results in [2] that this is possible (with a skew-symmetric
M), if and only if traceA < 0. Here we derive the following generalization.
Theorem 17 Let A1, A2 ∈ Rn×n with traceA1 < 0 and traceA2 < 0 be given. Then there
exists a common skew-symmetric matrix M , such that the systems
dx1 = A1x1 dt+Mx1 ◦ dw1 (13)
dx2 = A2x2 dt+Mx2 ◦ dw2 (14)
are both asymptotically mean square stable.
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Proof: Let α1 =
traceA1
n
< 0 and α2 =
traceA2
n
< 0. By Proposition 5 there exists an
orthogonal matrix V such that V T (A1 − α1I)V is hollow and V T (A2 − α2I)V is almost
hollow. Transforming xj 7→ V Txj we can assume that A1 − α1I is hollow and A2 − α2I is
almost hollow.
For brevity we only elaborate on the case of odd n = 2k + 1. The transfer to the even
case is then even easier (see Example 18). Let ω = [ω1, . . . , ωk] with 0 < ω1 < . . . < ωk,
and set
M(ω) =


0
0 ω1
−ω1 0
. . .
0 ωk
−ωk 0

 ∈ Rn×n .
We claim, that for M = µM(ω) with sufficiently large µ > 0 both (13) and (14) are
asymptotically mean square stable.
Note, that all eigenvalues of M(ω) are simple. An orthonormal set of eigenvectors is
given by u1 = e1 and uj =
1√
2
(ej + iej+1), uj+1 =
1√
2
(ej − iej+1) for even j. Hence with
U = [u1, . . . , un], we have
U∗M(ω)U = diag(0, iω1,−iω1, . . . , iωk,−iωk) =: diag(iω˜1, . . . , iω˜n) . (15)
We rewrite the Stratonovich equations as the equivalent Itoˆ equations (e.g. [15])
dxj =
(
Aj +
1
2
M2
)
xj dt+Mxj dwj . (16)
It is well-known (e.g. [10]), that (16) is asymptotically mean square stable, if and only if
σ(L
Aj+
1
2
M2
+ΠM) ⊂ C− .
Here LN : X 7→ NX +XNT for arbitrary N ∈ Rn×n, and ΠM : X 7→ MXMT . We replace
M by µM(ω). Then for large µ2 = 1/ε, we interpret
1
µ2
(
L
Aj+
1
2
(µM(ω))2
+ΠµM(ω)
)
=
(LM(ω)2/2 +ΠM(ω))+ εLAj (17)
as a perturbation of LM(ω)2/2 +ΠM(ω). It follows from (15) that
(LM(ω)2/2 +ΠM(ω))(uku∗ℓ) = 12
(
M(ω)2uku
∗
ℓ + uku
∗
ℓM(ω)
2
)
+M(ω)uku
∗
ℓM(ω)
= −1
2
(
ω˜2k + ω˜
2
ℓ − 2ω˜kω˜ℓ
)
uku
∗
ℓ = −12 (ω˜k − ω˜ℓ)2 uku∗ℓ
with ω˜k − ω˜ℓ = 0, if and only if k = ℓ. Thus, LM(ω)2/2 +ΠM(ω) has an n-fold eigenvalue 0
while all other eigenvalues are strictly negative. We only have to consider the perturbation
of the eigenvalue 0. For small ε, the perturbed mapping (17) has an n-dimensional invariant
subspace with a basis, which depends smoothly on ε and coincides with u1u
∗
1, . . . , unu
∗
n for
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ε = 0, see [34]. The restriction of (17) to this subspace has the matrix representation
Bj = (b
(j)
kℓ ) with
b
(j)
kℓ = trace
(LAj(uℓu∗ℓ) uku∗k) = u∗k (Ajuℓu∗ℓ + uℓu∗ℓATj )uk
=
{
0 ℓ 6= k
u∗k(Aj + A
T
j )uk = 2αj ℓ = k
,
since both Aj − αjI are almost hollow. Hence Bj = 2αjI has all eigenvalues in C− and
so has the matrix in (17) for sufficiently small ε. This proves that for M = µM(ω) with
sufficiently large µ, both (13) and (14) are asymptotically mean square stable. 
Example 18 For an illustration with even n, we choose the simple but arbitrary matrix
pair
(A1, A2) =



 −1 1 1 1 1 11 0 1 1 1 10 1 0 1 1 1
0 0 1 0 1 1
0 0 0 1 0 1
0 0 0 0 1 0

 ,

 1 −1 0 0 0 01 1 −1 0 0 01 0 1 −1 0 0
1 0 0 1 −1 0
1 0 0 0 1 −1
1 0 0 0 0 −6



 .
The orthogonal matrix
U =

 0.1919 0.1709 −0.1182 0.4410 0.3961 0.7541−0.8960 −0.1266 0.1726 −0.0363 −0.1203 0.36820.0159 −0.6560 −0.1059 −0.3989 0.6311 0.0298
0.0144 0.0086 −0.8175 −0.3556 −0.3660 0.2664
0.0138 0.6274 0.2379 −0.6786 0.2555 0.1542
−0.3996 0.3616 −0.4692 0.2411 0.4808 −0.4473


transforms (A1, A2) to the almost hollow pair (A˜1, A˜2) with
A˜1 =

 −0.1667 −0.6778 0.8432 0.5969 −1.2359 −0.81440.3655 −0.1667 −0.1359 0.0294 −0.0818 −0.44530.4809 −0.4877 −0.1667 1.1305 −1.0531 0.2396
0.2712 −0.5650 1.0652 −0.1667 −0.4391 −0.0790
−1.3083 0.7799 −0.8330 −1.1435 −0.1667 0.0971
−1.3506 0.1132 −1.5411 −1.4969 1.1554 −0.1667

 ,
A˜2 =

 −0.1667 0.2200 −1.2765 −0.2157 1.4333 −2.23931.4680 −0.1667 0.8754 −0.9385 −1.5753 1.6896−1.5017 1.5458 −0.1667 −0.2265 1.1226 −1.9108
0.5741 −0.3164 0.2973 −0.1667 −0.9509 −0.4748
1.9688 −0.9634 2.1166 −0.5422 0.0562 2.0303
−0.4528 1.3096 −1.5708 1.2474 1.3797 −0.3895

 .
For M
([
1
2
3
])
=

 0 1−1 0 0 2−2 0
0 3−3 0

 we obtain the stabilizing skew-symmetric matrix
M = UM
([
1
2
3
])
UT =

 0.0000 0.6949 −1.3331 1.9489 −0.3262 −1.1247−0.6949 −0.0000 −0.2634 0.1201 −1.1153 −0.69501.3331 0.2634 0.0000 −0.0300 0.6217 −1.5717−1.9489 −0.1201 0.0300 0.0000 0.9140 −0.6124
0.3262 1.1153 −0.6217 −0.9140 0.0000 −0.8317
1.1247 0.6950 1.5717 0.6124 0.8317 −0.0000

 .
In Fig. 2, we have plotted the spectral abscissae
αj(µ) = maxRe σ
(
L
Aj+
1
2
(µM)2
+ΠµM
)
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for j = 1, 2 depending on µ. Roughly for µ ≥ 7 both are negative. We chose µ = 5 and
µ = 20 for simulations, where α1(5) ≈ −0.03 < 0, α2(5) = 0.25 > 0, α1(20) ≈ −0.32 < 0,
α2(20) = −0.29 < 0. For both cases, Fig. 3 shows five sample paths of ‖xj‖, j = 1, 2,
with random initial conditions x0 satisfying ‖x0‖ = 1. The solutions were computed by
the Euler-Maruyama scheme (e.g. [19]) with step size 1e− 5 applied to the Itoˆ formulation
(16) of the Stratonovich equation. The plots exhibit the expected stability behaviour.
0 5 10 15 20 25
0
2
4 α1(µ)
α2(µ)
Figure 2: Spectral abscissa αj as a function of µ.
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10−10
10−3
104
‖x1(t)‖
‖x2(t)‖
0 10 20 30 40
10−20
10−8
104
‖x1(t)‖
‖x2(t)‖
Figure 3: Sample paths of ‖xj(t)‖ for µ = 5 (left) and µ = 20 (right)
Remark 19 There even exists a common skew-symmetric matrix M so that m equations
dxj = Ajxj dt+Mxj ◦ dwj with traceAj < 0 j = 1, . . . , m (18)
are simultaneously stabilized, if a common orthogonal matrix U can be found, so that for
all j
diag
(
UT
(
Aj − traceAjn I
)
U
)
= [0, d
(j)
1 ,−d(j)1 , . . . , , d(j)k ,−d(j)k ], if n = 2k + 1, or
diag
(
UT
(
Aj − traceAjn I
)
U
)
= [d
(j)
1 ,−d(j)1 , . . . , d(j)k ,−d(j)k ], if n = 2k.
The proof of Theorem 17 applies literally in this case.
If the matrix U can be chosen symplectic, then M can be chosen Hamiltonian, as a com-
bination with the proof of Theorem 15 shows.
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5 Conclusion and outlook
As our main theoretic contribution we see Theorem 9, which states that every real matrix
is symplectic-orthogonally similar to a matrix with constant diagonal, (w.l.o.g. a hollow
matrix, if the trace is subtracted). The proof requires a result on the simultaneous transfor-
mation of two matrices which is closely related to properties of the joint numerical range.
For our applications it turns out that the hollow form can be weakened to a 2 × 2-block
hollow form, where only aii + ai+1,i+1 = 0 for i = 1, 3, . . .. This gives rise to further
connections and questions, which were not discussed here. For instance, a simultaneous
transformation to a 2 × 2-block hollow form is related to the real 2-nd numerical range
(cf. [14, 22]). General conditions on the convexity of the real 2-nd numerical range (like
e.g. in [16]) do not seem to be available. Therefore it is unclear, whether more than two
zero-trace matrices can always be transformed to 2× 2-block hollow form.
Numerically, also the following variant of Theorem 5 seems to hold, but we were not able
to prove it. Therefore we state it as a conjecture.
Conjecture 20 Consider A,B ∈ Rn×n with traceA = traceB = 0. There exists an
orthogonal matrix V ∈ Rn×n such that V TAV is hollow and V BV T is almost hollow.
A Direct symplectic orthogonal transformation of a
symmetric 4× 4 matrix
In this appendix we develop a much more efficient alternative to the 3rd step in the proof
of Theorem 9. Using an adapted notation, we now consider the symmetric 4× 4-matrix
A =


a b c d
b e f g
c f h i
d g i j

 with a+ e + h+ j = 0. (19)
Claim 21 There exists a symplectic orthogonal transformation S ∈ R4×4, such that STAS
for A in (19) is hollow.
Proof: We will obtain S as the product of two symplectic orthogonal transformations
S = S1S2 and consider S
TAS = ST2
(
ST1 AS1
)
S2. Assume that for A˜ = S
T
1 AS1 we have
a˜11 = −a˜33 (a˜ = −h˜) and a˜22 = −a˜44 (e˜ = −j˜). Consider the symplectic orthogonal
matrix
S2 =


q0 0 q2 0
0 q1 0 q3
−q2 0 q0 0
0 −q3 0 q1

 with q20 + q22 = 1, q21 + q23 = 1
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and its effect on the diagonal elements of A˜. (Note that S2 = G1(q0, q2)G2(q1, q3) with
G1, G2 from (5)). That is, we consider the diagonal elements of Aˆ = S
T
2 A˜S2
eT1 Aˆe1 = q
2
0 a˜− 2q0q2c˜+ q22h˜ = 0,
eT2 Aˆe2 = q
2
1 e˜− 2q1q3g˜ + q23 j˜ = 0,
eT3 Aˆe3 = q
2
0h˜+ 2q0q2c˜+ q
2
2 a˜ = 0,
eT4 Aˆe4 = q
2
1 j˜ + 2q1q3g˜ + q
2
3 e˜ = 0.
The first and the third as well as the second and the fourth equation are identical as a˜ = −h˜
and e˜ = −j˜. Thus it suffices to consider
eT1 Aˆe1 = q
2
0 a˜− 2q0q2c˜− q22 a˜ = 0,
eT2 Aˆe2 = q
2
1 e˜− 2q1q3g˜ − q23 e˜ = 0.
As both equations have the same form, we only consider the first equation and divide by
q20 a˜ (assuming that a˜ 6= 0)
0 = t2 + 2t
c˜
a˜
− 1
and
t1,2 = − c˜
a˜
±
√(
c˜
a˜
)2
+ 1, q0 =
1√
t2 + 1
, q2 = tq0.
In case a˜ = 0, the choice q0 = 1, q2 = 0 will be perfect. Thus, if S1 can be chosen such
that the diagonal elements of A˜ = ST1 AS1 satisfy a˜ = −h˜ and e˜ = −j˜,, then a symplectic
orthogonal matrix S2 can be constructed such that diag(S
′
2A˜S2) = 0.
Now let us consider
S1 =


p0 −p1 −p2 −p3
p1 p0 −p3 p2
p2 p3 p0 −p1
p3 −p2 p1 p0


as in (7) and its effect on the diagonal elements of A˜ = ST1 AS1
eT1 A˜e1 = p
2
0a + p
2
1e+ p
2
2h+ p
2
3j + 2p0(p1b+ p2c+ p3d) + 2p1(p2f + p3g) + 2p2p3i,
eT2 A˜e2 = p
2
0e + p
2
1a+ p
2
2j + p
2
3h + 2p0(−p1b− p2g + p3f) + 2p1(p2d− p3c)− 2p2p3i,
eT3 A˜e3 = p
2
0h + p
2
1j + p
2
2a + p
2
3e + 2p0(p1i− p2c− p3f) + 2p1(−p2d− p3g) + 2p2p3b,
eT4 A˜e4 = p
2
0j + p
2
1h+ p
2
2e + p
2
3a + 2p0(−p1i+ p2g − p3d)− 2p1(p2f − p3c)− 2p2p3b.
Now choose p0, p1, p2, p3 such that e
T
1 A˜e1 = −eT3 A˜e3 and eT2 A˜e2 = −eT4 A˜e4
p20a + p
2
1e+ p
2
2h+ p
2
3j + 2p0p1b+ 2p0p2c + 2p0p3d+ 2p1p2f + 2p1p3g + 2p2p3i
= −p20h− p21j − p22a− p23e− 2p0p1i+ 2p0p2c+ 2p0p3f + 2p1p2d+ 2p1p3g − 2p2p3b,
p20e + p
2
1a+ p
2
2j + p
2
3h− 2p0p1b− 2p0p2g + 2p0p3f + 2p1p2d− 2p1p3c− 2p2p3i
= −p20j − p21h− p22e− p23a+ 2p0p1i− 2p0p2g + 2p0p3d+ 2p1p2f − 2p1p3c+ 2p2p3b,
19
that is,
0 = (p20 + p
2
2)(a+ h) + (p
2
1 + p
2
3)(e+ j)
+ 2(p0p1 + p2p3)(b+ i) + 2(p0p3 − p1p2)(d− f),
0 = (p20 + p
2
2)(e+ j) + (p
2
1 + p
2
3)(a + h)
− 2(p0p1 + p2p3)(b+ i)− 2(p0p3 − p1p2)(d− f)
and
p20 + p
2
1 + p
2
2 + p
2
3 = 1.
Recall that a + e+ h+ j = 0 holds. Thus, a + h = −(e + j).
• In case a + h = e+ j = 0, we obtain the two equations
0 = (p0p1 + p2p3)(b+ i) + (p0p3 − p1p2)(d− f), p20 + p21 + p23 + p23 = 1,
which are satisfied for the choice p0 = 1, p1 = p2 = p3 = 0, that is, S1 = I.
• In case a + h = −(e + j) 6= 0, we obtain the two equations
0 = (−p20 − p22 + p21 + p23)(e + j)
+ 2(p0p1 + p2p3)(b+ i) + 2(p0p3 − p1p2)(d− f),
1 = p20 + p
2
1 + p
2
2 + p
2
3
As p21 + p
2
3 = 1− p20 − p22 this can be rewritten to
0 = (1
2
− p20 − p22)(e+ j) + (p0p1 + p2p3)(b+ i) + (p0p3 − p1p2)(d− f),
1 = p20 + p
2
1 + p
2
2 + p
2
3
We need to distinguish some cases.
– In case b + i = d − f = 0 we have 1
2
− p20 − p22 = 0, that is 12 = p20 + p22 and
1
2
= p21 + p
2
3. One option is to choose p0 = p1 = p2 = p3 =
1
2
. A different option
is the choice p1 = p2 = 0 and p0 = p3 =
1√
2
, while a third option is given by
p0 = p1 = 0 and p2 = p3 =
1√
2
.
– In case b+ i = 0 we have
0 = (1
2
− p20 − p22)(e+ j) + (p0p3 − p1p2)(d− f),
1 = p20 + p
2
1 + p
2
2 + p
2
3.
The choice p1 = p3 = 0 and p0 = p2 =
1√
2
yields the desired transformation.
– In case d− f = 0 we have
0 = (1
2
− p20 − p22)(e+ j) + (p0p1 + p2p3)(b+ i),
1 = p20 + p
2
1 + p
2
2 + p
2
3.
The choice p1 = p3 = 0 and p0 = p2 =
1√
2
yields the desired transformation.
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– For all other cases, the simple choice p2 = p3 = 0, S1 =
[ p0 −p1 0 0
p1 p0 0 0
0 0 p0 −p1
0 0 p1 p0
]
, with
1 = p20+p
2
1 and 0 = (p
2
1−p20)(e+j)+2p0p1(b+i) gives the desired transformation.
The second equation gives with t = p0
p1
t2 − 2t b+ i
e+ j
− 1 = 0.
Thus
t1,2 =
b+ i
e+ j
±
√(
b+ i
e+ j
)2
+ 1
and
p1 =
1√
1 + t2
p0 = tp1.
Note that there are a number of other possible choices of p0, p1, p2, p3, thus the
symplectic orthogonal matrix S1 is not unique.

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