Abstract. Let X be a K3 surface with a polarization H of degree H 2 = 2rs, r, s ≥ 1, and with a primitive Mukai vector (r, H, s). The moduli space of sheaves over X with the isotropic Mukai vector (r, H, s) is again a K3 surface Y .
Introduction
Let X be a K3 surface with a polarization H of degree H 2 = 2rs, r, s ≥ 1. Assume that the Mukai vector v = (r, H, s) is primitive.
Let Y be the moduli of coherent sheaves over X with the isotropic Mukai vector v = (r, H, s) (see [Mu1] - [Mu4] and also [A] ). The Y is a K3 surface which is equipped with a natural primitive nef element h with h 2 = 2ab where we denote c = g.c.d(r, s) and a = r/c, b = s/c. The surface Y is isogenous to X in the sense of Mukai. The second Chern class of the corresponding quasi-universal sheave gives then a 2-dimensional algebraic cycle Z ⊂ X × Y and an algebraic correspondence between X and Y .
Let H be divisible by d ∈ N where H = H/d is primitive in the Picard lattice N (X) of X. Primitivity of v = (r, H, s) means that g.c.d(r, d, s) = 1. We have d 2 |rs. Let γ = γ( H) is defined by H · N (X) = γZ, i.e. H · N (X) = γd. Clearly, γ|(2rs/d 2 ) = H 2 . We denote n(v) = g.c.d (r, s, dγ) .
1 By Mukai, [Mu2] , [Mu3] , n(v) By Mukai [Mu2] , [Mu3] , the transcendental periods (T (X), H 2,0 (X)) and (T (Y ), H 2,0 (Y )) are isomorphic in this case. We can expect that sometimes the surfaces X and Y are also isomorphic, and we then get a cycle Z ⊂ X×X, and a correspondence of X with itself. Thus, an interesting for us question is
Question 1. When is Y isomorphic to X?
We want to answer this question in terms of Picard lattices N (X) and N (Y ) of X and Y . Then our question can be reformulated as follows:
Question 2. Assume that N is a hyperbolic lattice, H 1 ∈ N an element with square 2rs. What are conditions on N and H 1 such that for any K3 surface X with Picard lattice N (X) and s polarization H ∈ N (X) the corresponding K3 surface Y is isomorphic to X, if the the pairs (N (X), H) and (N, H 1 ) are isomorphic as abstract lattices with fixed elements?
In
other words, what are conditions on (N (X), H) as an abstract lattice with an element H which are sufficient for Y to be isomorphic to X, and they are necessary, if X is a general K3 surface with the Picard lattice N (X)?
We answered this question in [MN1] , [MN2] and [N4] under the condition d = γ = 1 (equivalently, H · N (X) = Z): in [MN1] for r = s = 2; in [MN2] for r = s; in [N4] for arbitrary r and s.
The main surprising result of [MN1] , [MN2] and [N4] was that Y ∼ = X, if the Picard lattice N (X) has an element h 1 with some prescribed square (h 1 ) 2 and some minor additional conditions. Moreover, these conditions are necessary to have Y ∼ = X for a general K3 surface X with ρ(X) = 2. Thus, sometimes, elements of Picard lattice N (X) deliver important 2-dimensional algebraic cycles on X × X. Moreover, here (h 1 ) 2 can be negative, and this gives geometric meaning for elements of the Picard lattice with negative square (it is well-known only for h 2 1 = −2; then ±h 1 is effective).
Here we prove similar results in general. We assume (0.1). Then We prove (see Theorem 3.3.4) the following result where we denote as Zf ( H) the orthogonal complement to H in the 2-dimensional lattice N and use the invariant µ ∈ (Z/2a 1 b 1 c 2 /γ) * of the pair H ∈ N (see Proposition 3.1.1).
Theorem 0.1. Let X be a K3 surface and H a polarization of X of degree H 2 = 2rs, r, s ≥ 1. Assume that the Mukai vector (r, H, s) is primitive. Let Y be the moduli space of sheaves on X with the isotropic Mukai vector v = (r, H, s) and the canonical nef element h = (−a, 0, b) mod Zv. Let H = H/d be the corresponding primitive polarization.
We have Y ∼ = X if there exists h 1 ∈ N (X) such that H, h 1 belong to a 2-dimensional primitive sublattice N ⊂ N (X) such that H · N = γZ, γ > 0, and g.c.d(c, dγ) = 1, moreover, for one of ǫ = ±1 the element h 1 belongs to the a-series or to the b-series described below:
h 1 belongs to the a-series, if
for any prime l 1 , l 2 such that l 
satisfy the singular condition (BG) (congruences (3.2.44) -(3.2.49) mod γ) of b-series. These conditions are necessary to have Y ∼ = X, if ρ(X) = 2 and X is a general X K3 surface with its Picard lattice, i. e. the automorphism group of the transcendental periods (T (X), H 2,0 (X)) is ±1.
It seems many (if not all) known examples when Y ∼ = X follow from this Theorem. E.g. see [C] , [T1] - [T3] and [V] .
Like in [MN1] , [MN2] and [N4] we also describe irreducible divisorial conditions on moduli of polarized K3 surfaces (X, H) which imply H ·N (X) = γZ and Y ∼ = X. We show that they are labelled by pairs (±µ, δ) where ±µ ∈ Z/(2a 1 b 1 c 2 /γ) * , δ ∈ N where δ ≡ µ 2 γ mod 2a 1 b 1 c 2 /γ, moreover the pair belongs to the a-series or to the b-series. It belongs to the a-series if at least for one ǫ = ±1 the equation has an integral solution (p 1 , q 1 ) where (p 1 , q 1 ) satisfy conditions (A) of a-series (see (3.2.32)-(3.2.40)). Similarly one can consider b-series changing a and b places. See Sect. 4. As a result, we prove that the number of the divisorial conditions is infinite if non-empty. If γ = 1 it is always non-empty which shows that for any type of primitive isotropic Mukai vector (r, H, s) the number of divisorial conditions on moduli of K3 which imply that Y ∼ = X is always non-empty and infinite.
This paper generalizes to the general case results of [N4] (see also [MN1] and [MN2] ) where a particular case d = γ = 1 had been considered. Results of this paper are much more complicated and then less efficient.
As in [MN1] , [MN2] and [N4] , the fundamental tools to get the results above is the Global Torelli Theorem for K3 surfaces proved by Piatetsky-Shapiro and Shafarevich in [PS] , and results of Mukai [Mu2] , [Mu3] . By results of [Mu2] , [Mu3] , we can calculate periods of Y using periods of X; by the Global Torelli Theorem for K3 surfaces [PS] , we can find out if Y is isomorphic to X. These paper treats in general problems considered in [MN1] , [MN2] and [N4] where the additional condition γ = d = 1 had been imposed. It makes results of this paper much more complicated and less efficient. For instance, in these paper we don't consider the question of non-emptiness of the divisorial conditions on moduli for γ > 1. It is much more complicated in the general setting of this paper. We hope to consider this problem later.
Preliminary notations and results about lattices and K3 surfaces
1.1. Some notations about lattices. We use notations and terminology from [N2] about lattices, their discriminant groups and forms. A lattice L is a nondegenerate integral symmetric bilinear form. I. e. L is a free Z-module equipped with a symmetric pairing x · y ∈ Z for x, y ∈ L, and this pairing should be nondegenerate. We denote
The signature of L is the signature of the corresponding real form L⊗R. The lattice L is called even if
if L is even. To get this forms, one should extend the form of L to the form on the dual lattice L * with values in Q.
For x ∈ L, we shall consider the invariant γ(x) ≥ 0 where
Clearly, γ(x)|x 2 if x = 0. We denote by L(k) the lattice obtained from a lattice L by multiplication of the form of L by k ∈ Q. The orthogonal sum of lattices L 1 and L 2 is denoted by L 1 ⊕ L 2 . For a symmetric integral matrix A, we denote by A a lattice which is given by the matrix A in some bases. We denote
Any even unimodular lattice of the signature
and O(q L ) the automorphism groups of the corresponding forms. Any δ ∈ L with δ 2 = −2 defines a reflection s δ ∈ O(L) which is given by the formula
1.2. Some notations about K3 surfaces. Here we remind some basic notions and results about K3 surfaces, e. g. see [PS] , [S-D] , [Sh] . A K3 surface X is a non-singular projective algebraic surface over C such that its canonical class K X is zero and the irregularity q X = 0. We denote by N (X) the Picard lattice of X which is a hyperbolic lattice with the intersection pairing x · y for x, y ∈ N (S). Since the canonical class K X = 0, the space H 2,0 (X) of 2-dimensional holomorphic differential forms on X has dimension one over C, and
where H 2 (X, Z) with the intersection pairing is a 22-dimensional even unimodular lattice of signature (3, 19) . The orthogonal lattice
is called the transcendental periods of X. The Picard number of X is ρ(X) = rk N (X). A non-zero element x ∈ N (X) ⊗ R is called nef if x = 0 and x · C ≥ 0 for any effective curve C ⊂ X. It is known that an element x ∈ N (X) is ample if x 2 > 0, x is nef , and the orthogonal complement x ⊥ to x in N (X) has no elements with square −2. For any element x ∈ N (X) with x 2 ≥ 0, there exists a reflection w ∈ W (−2) (N (X)) such that the element ±w(x) is nef; it then is ample, if x 2 > 0 and x ⊥ had no elements with square −2 in N (X). We denote by V + (X) the light cone of X, which is the half-cone of
containing a polarization of X. In particular, all nef elements x of X belong to V + (X): one has x · V + (X) > 0 for them. The reflection group W (−2) (N (X)) acts in V + (X) discretely, and its fundamental chamber is the closure K(X) of the Kähler cone K(X) of X. It is the same as the set of all nef elements of X. Its faces are orthogonal to the set Exc(X) of all exceptional curves r on X which are non-singular rational curves r on X with r 2 = −2. Thus, we have
2. Condition of Y ∼ = X for a general K3 surface X with a given Picard lattice 2.1. The correspondence. Let X be a smooth complex projective K3 surface with a polarization (or more generally a nef element) H of degree 2rs, r, s
We assume that the Mukai vector (r, H, s) is primitive, i. e.
Let Y be the moduli space of (coherent) sheaves E on X with the primitive isotropic Mukai vector v = (r, H, s). Then rk E = r, χ(E) = r + s and c 1 (E) = H. Let
be the full cohomology lattice of X equipped with the Mukai product
is isotropic, i.e. v 2 = 0, since H 2 = 2rs. In this case (for a primitive v), Mukai showed [Mu2] , [Mu3] that Y is a K3 surface, and one has the natural identification
which also gives the isomorphism of the Hodge structures of X and Y . The Y has the canonical nef element h = (−a, 0, b) mod Zv with h 2 = 2ab. In particular, (2.1.5) gives the embedding
of the transcendental periods of the index
and v · x = 0 (see [Mu2] , [Mu3] ). In this paper, we are interested in the case when Y ∼ = X. By (2.1.10), it may happen, if n(v) = 1 only.
We can introduce the invariant γ = γ( H) ∈ N which is defined by This is exactly the case when, according to Mukai, the transcendental periods
2.2. The characteristic map of a primitive element of a lattice. Let S be an even lattice and P ∈ S its primitive element with P 2 = 2m = 0 and γ(P ) = γ|2m (in S), i. e. P · S = γZ.
We want to calculate the discriminant quadratic form of S. Consider
the orthogonal complement to P in S. Put P * = P/2m. Then any element x ∈ S can be written as x = nγP * + k and P · S = γZ. Since γ(P ) = γ, the map nγP N2] . It follows,
The element u * (P ) is defined canonically mod K(P ) by the condition that γP
is called the canonical element of P . Since γP * + u * (P ) belongs to the even lattice S, it follows
For n ∈ Z and k * ∈ K(P ) * , we have x = nP * + k * ∈ S * , if and only if
It follows,
(2.2.6) It gives the calculation of the discriminant group A S = S * /S where S is given by (2.2.3) and S * is given by (2.2.6). We define the canonical submodule K(P ) * ⊂ Z ⊕ K(P ) * by the condition
Now we define the characteristic map
Obviously, the characteristic map is epimorphic. Its kernel is
Thus, we correspond to a primitive P ∈ S with P 2 = 2m and γ(P ) = γ the canonical triplet (K(P ), u
This triplet is important because of the trivial but very important for us Lemma 2.2.1. Let P 1 ∈ S and P 2 ∈ S are two primitive elements of an even lattice S with P 2 1 = 0 and P 2 2 = 0. There exists an automorphism f ∈ O(S) such that f (P 1 ) = P 2 and f gives ±1 on the discriminant group A S = S * /S, if and only if P 2 1 = P 2 2 , γ(P 1 ) = γ(P 2 ), and there exists an isomorphism of lattices φ :
* is ± commuting with the characteristic maps κ(P 1 ) and κ(P 2 ), i. e.
Proof. Trivial.
We also mention that 
2 |ab and γd 2 |2ab. Thus, our data are defined by
and by a primitive polarization
Let us denote by e 1 the canonical generator of H 0 (X, Z) and by e 2 the canonical generator of H 4 (X, Z). They generate the sublattice U in H * (X, Z) with the Gram matrix U . Consider Mukai vector v = (re 1 + se 2 + H). We have
Then we have an embedding of lattices of finite index
We have the orthogonal decomposition up to finite index
since f ∈ v ⊥ and hence (f, v) = 0. Thus, y = (sx 1 + rx 2 ) and
Here f ∈ U ⊕ N (X) if and only if
Equivalently, by Sect. 2.2, we have
We denote
where h ′ = −ae 1 + be 2 , and (2.3.9) is a sublattice of finite index in (v ⊥ ) U⊕N(X) . The generators v, h ′ and generators of K(H) are free, and we can rewrite f above using these generators with rational coefficients. We have
where x 1 , x 2 , z * satisfy (2.3.8). Considering mod Zv, we finally get
(2.3.12) Let us calculate the lattice
where sx 1 + rx 2 ≡ 0 mod dγ and −sx 1 + rx 2 = 0. It follows, x 1 = ax, x 2 = bx, x ∈ Z, and sx 1 +rx 2 = 2abcx ≡ 0 mod dγ, which is always true. Thus,
, and the index [K(h) :
Let us show that d|h in N (Y ) and h/d is primitive in N (Y ). By (2.3.12), the primitive submodule in N (Y ), generated by h, is c(−sx 1 + rx 2 )/(2rs)h where
We had proved that h is primitive in N (Y ) and
where m is defined mod 2ab/(d 2 γ). We shall calculate m below. Now we can rewrite (2.3.12) in the form (2.2.2). We denote h
2 ). We have
where bx 1 + ax 2 ≡ 0 mod dγ. We have proved that the elements (−bx
The congruences (2.3.15) define m uniquely mod 2ab/(d 2 γ). Really, assume that Let us prove that u
From (2.3.18) we have d a γ a |x 1 and d b γ b |x 2 . From (2.3.14) and (2.3.18), we get 3.19) and
Since h 2 = 2ab and H 2 = 2abc 2 , we can formally put h = H/c. By our construction, K(H) ⊂ K(h) is a sublattice. Thus, we can consider N (X) and N (Y ) as extensions of finite index of a common sublattice Z H + K(H).
Finally, we get the very important for us Proposition 2.3.1. The Picard lattice of X is
where
where the element
They are related as follows:
We can formally put h = H/c, equivalently h = H/c. Then N (X) and N (Y ) become the extensions of a common sublattice:
Since n(v) = 1, the transcendental lattices
It follows that we have the canonical identifications
Here we use that discriminant groups of orthogonal complements in a unimodular lattice are canonically isomorphic. For example, here the identification
Let us calculate the identification
Obviously (from the description above), it is given by the canonical maps
Like in (2.3.11), (2.3.12) and (2.3.14), we finally get that the corresponding to
Thus, the identification (2.3.27) is given by f 
of the discriminant groups given by periods:
is given by
Equivalently, the characteristic maps κ( H) :
are related as follows:
This finishes the calculation of the periods of N (Y ) in terms of the periods of N (X).
Applying . This is just a specialization of the ρ = 1 case above. This result is also due to Mukai [Mu3] In Sect. 3 we consider ρ = 2. We shall analyze when we can satisfy conditions of Theorem 2.3.3 in this case. By specialization of these cases, we shall get results about K3 surfaces with any Picard number ρ ≥ 2.
the following conditions (a), (b) and (c) are valid: (a) there exists a primitive
3. Conditions of Y ∼ = X for a general K3 surface X with ρ = 2 3.1. Main results for ρ(X) = 2. Here we apply results of Sect. 2 to X and Y with Picard number 2. Thus, we assume that ρ(X) = rk N (X) = 2.
We start with some preliminary considerations on a primitive element P ∈ S of an even hyperbolic lattice S of rk S = 2. We assume that P 2 = 2n, n ∈ N, and γ(P ) = γ|2n.
Let
and f (P ) 2 = −t where t > 0 is even. Then ±f (P ) ∈ S is defined uniquely by P . Below we set f = f (P ).
By elementary considerations, we have
is the invariant of the pair P ∈ S up to isomorphisms of lattices with a primitive vector P of P 2 = 2n and γ(P ) = γ. If f changes to −f , then µ mod 2n/γ changes to −µ mod 2n/γ.
We have (γ(µP +f )/(2n)) 2 = γ 2 (µ 2 −t/2n)/2n ≡ 0 mod 2. It follows 2nµ 2 −t ≡ 0 mod 8n 2 /γ 2 . It follows that for some δ ∈ N we have
We have det S = −γδ.
(3.1.6) Any element z ∈ S can be written as z = γ(xP + yf )/2n where x ≡ µy mod 2n/γ. We have
It is convenient to put
Thus, the considered above case of a primitive P ∈ S where S is an even hyperbolic lattice of rk S = 2 is described by the invariants n, γ, δ, ±µ ∈ (Z/ n) * , (3.1.9)
where n, γ, δ ∈ N. The invariants (3.1.9) must satisfy nγ ≡ nδ ≡ 0 mod 2, δ ≡ µ 2 γ mod 2 n. (3.1.10)
Then P 2 = nγ, f 2 = − nδ, P ⊥ f , and
We have
Moreover, det S = −δγ.
(3.1.13)
Here v, w ∈ Z. From (3.1.15), w = µv + nt, and 1.17) and v(P * + µf * ) + t nf * ∈ S, if and only if
We remind notations we have used in Sect. 2:
Applying calculations above to S = N (X) and primitive P = H with n = 2a 1 b 1 c 2 , n = 2a 1 b 1 c 2 /γ = e 2 a 2 b 2 c 2 , and γ( H) = γ, we get Proposition 3.1.1. Let X be a K3 surface with Picard number ρ = 2 equipped with a primitive polarization (or vector) 
For some µ ∈ (Z/(2a 1 b 1 c 2 /γ)) * (the ±µ is the invariant of the pair H ∈ N (X)) where δ ≡ µ 2 γ mod 4a 1 b 1 c 2 /γ, one has
For any primitive element P ∈ N (X) with P 2 = 2a 1 b 1 c 2 , γ(P ) = γ and the same invariant ±µ, there exists an automorphism φ ∈ O(N (X)) such that φ( H) = P .
Applying calculations above to S = N (Y ) and primitive P = h ∈ N (Y ) with n = 2a 1 b 1 , n = 2a 1 b 1 /γ = e 2 a 2 b 2 and γ( h) = γ, we get Proposition 3.1.2. Let Y be a K3 surface with Picard number ρ = 2 equipped with a primitive polarization (or vector) 
For any primitive element P ∈ N (Y ) with P 2 = 2a 1 b 1 , γ(P ) = γ and the same invariant ±ν, there exists an automorphism
The crucial statement is 
with square h 2 = 2a 1 b 1 satisfying Theorem 2.2.3 are in one to one correspondence with integral solutions (x, y) of the equation
(ii) (x, y) belongs to one of a-series (the sign +) or b-series (the sign −) of solutions defined below:
where + is taken for a-series, and − is taken for b-series.
(iv) the pair (x, y) is µ-primitive: 
(P ) = γ defines a pair (X, P ) which is isomorphic to the (Y, h), if and only if (x, y) satisfies the conditions (ii) and (iii) (it satisfies conditions (i), (iv) and (v) since it corresponds to a primitive element of N (X) with γ(P ) = γ).
Proof. We denote
. By (3.1.19), we have
satisfies conditions of Theorem 2.2.1. Then x , y ∈ Z and x ≡ µy mod 2a
We get (3.1.29) in (i). Moreover, h is primitive which is equivalent to (iv). We also have γ( h) = γ. It is equivalent to
It follows (3.1.30) in (i), and (v). We have h 2 = 2a 1 b 1 . This is equivalent to γx 2 − δy 2 = 4a
where ν ∈ (Z/(2a 1 b 1 /γ)) * (according to Proposition 3.1.2). We denote
By (3.1.19), we have
There exists a unique (up to ±1) embedding
because of (3.1.39). This gives the first part of (b) in Theorem 2.3.3. We have
On the other hand, by (3.1.39)
Thus, by (3.1.44), second part of (b) in Theorem 2.3.3 is ±ν
Thus, for ν given by (3.1.46) one has (this is the definition of ν)
(3.1.48) This gives (ii).
Let us consider the condition (c) of Theorem 2.3.3. For a choice of β = ±1, one has
* , if and only if µcn∓kc ≡ 0 mod 2a 1 b 1 c 2 /γ. This is equivalent to k ≡ ±µn mod 2a 1 b 1 c/γ. Like in (3.1.17), we get k = ±µn + (2a 1 b 1 c/γ)t where n, t ∈ Z. We get
Thus, it is enough to check
where (n, k) = (1, ±µ) or (n, k) = (0, 2a 1 b 1 c/γ). Thus, one should check for one of
(3.1.56) and (3.1.54) is
(3.1.57)
Here one should take +, if (x, y) belongs to a-series, and one should take −, if (x, y) belongs to b-series. By (3.1.16), we can reformulate (3.1.56) as (3.1.34) in (iii), and we can reformulate (3.1.57) as (3.1.35) in (iii).
This finishes the proof.
Now we analyze conditions of Theorem 3.1.3. The most important are congruences mod δ since δ is not bounded by a constant depending on (r, s).
Let us consider the congruence cx − (±β)(2a 1 b 1 c 2 /γ) ≡ 0 mod δ in (3.1.35). We know that δ ≡ γµ 2 mod (2a 1 b 1 /γ)c 2 where µ mod (2a 1 b 1 /γ)c 2 is invertible, γ|2a 1 b 1 and g.c.d(γ, c) = 1. It follows that g.c.d(c, δ) = 1. Thus, the considered congruence is equivalent to
since β = ±1. Later we shall see that all congruences mod δ which follow from conditions of Theorem 3.1.3 are consequences of (3.1.58). Thus, (3.1.58) is the most important condition of Theorem 3.1.3. Let us consider all integral (x, y) which satisfy (3.1.28) and (3.1.58), i. e. We apply the main trick used in [MN1] , [MN2] and [N4] . Considering ±(x, y), we can assume that x ≡ 2a 1 b 1 c/γ mod δ, i. e. Any solution (x, y) of (3.1.65) can be written in the form (3.1.66) where α, (p, q) is solution of (3.1.67). Any solution of (3.1.67) gives a solution (3.1.66) of (3.1.65). Solutions of (3.1.65) and (3.1.67) are in one-to-one correspondence if we additionally assume that q ≥ 0. Now we can write (x, y) of Theorem 3.1.3 in the form (3.1.66) as associated solutions to (3.1.67). Putting that (x, y) to relations (i)-(v) of Theorem 3.1.3, we get some relations on α and (p, q). They are a finite number of congruences mod N i where N i depend only on (r, s) (or (a, b, c) ). All N i are bounded by functions depending only on (r, s). These congruences have a lot of relations between them and with (3.1.67). All together they give many very strong restrictions on α and (p, q) (except (3.1.67)). Unfortunately, it is hard to analyze all these relations and restrictions completely. In this paper, we were able to analyze only the most important these relations and restrictions. We present them below.
We fix µ ∈ Z/(2a 1 b 1 c 2 /γ) * (3.1.68) and consider δ ∈ N such that
The relation (3.1.29) in (i) of Theorem 3.1.3 is equivalent to 
Proof. To get (3.1.82), consider µ (3.1.78) -(3.1.81).
Now consider (3.1.31) of Theorem 3.1.3. Let us consider the a-series (the sign +). Since m(a, b) ≡ −1 mod 2a 1 /(γ 2 γ a ), we get −µx + (δy/γ) ≡ 0 mod 2a 1 /(γ 2 γ a ). It is satisfied because of (3.1.30). Since m(a, b) ≡ 1 mod 2b 1 /(γ 2 γ b ), we get µx + (δy/γ) ≡ 0 mod 2b 1 /(γ 2 γ b ). By (3.1.30), we get µx − (δy/γ) ≡ 0 mod 2b 1 /(γ 2 γ b ). Thus, we get 2µx ≡ 0 mod 2b 1 /(γ 2 γ b ). If γ 2 = 1, this is equivalent to µx ≡ 0 mod b 1 /γ b and x ≡ 0 mod b 1 /γ b . If γ 2 = 2, then b 1 /γ b is odd, and we get 2µx ≡ 0 mod (b 1 /γ b ) which is equivalent to x ≡ 0 mod b 1 /γ b . Thus, at any case we get (b 1 /γ b )|x, equivalently, x ≡ 0 mod (b 1 /γ b ). By (3.1.66), this is equivalent to αδq
Let us consider (3.1.32) of Theorem 3.1.3. We consider the a-series. We get x − µy ≡ 0 mod 2a 1 /(γ 2 γ a ). It satisfies because of (3.1.29). We get x + µy ≡ 0 mod 2b 1 /(γ 2 γ b ). Using (3.1.29), we similarly get that this is equivalent to (b 1 /γ b )|x.
Thus, we finally get Proposition 3.1.7. The conditions (3.1.31) and (3.1.32) in (ii) of Theorem 3.1.3 are equivalent to
for a-series (the sign +), and it is equivalent to
for b-series (the sign −).
Consider (3.1.33) in Theorem 3.1.3. We consider the a-series. We get mod 2a 1 /(γ 2 γ a ) that
.
Using (3.1.66) (and (3.1.71) to make the relations homogeneous), we finally get Proposition 3.1.8. The condition (3.1.33) of Theorem 3.1.3 is equivalent to
for the a-series (the sign +), and it is equivalent to
for the b-series (the sign −).
Consider the condition (3.1.35) of Theorem 3.1.3. Consider the a-series (the sign +). Second condition in (3.1.35) gives x ≡ β(2a 1 b 1 c/γ) mod δ. By (3.1.66), we get (x, y) = β(2a 1 b 1 c/γ + αδq 2 , αpq). Then third condition in (3.1.35) is equivalent to
This is equivalent to αq(p − µγq) ≡ 0 mod 2a 1 b 1 c. Since γ|2a 1 b 1 c, it follows the first condition in (3.1.35) which is cδβαpq ≡ 0 mod γ. For b-series we get the same. Thus, we have Proposition 3.1.9. The condition (3.1.35) of Theorem 3.1.3 is equivalent to
Consider (3.1.34) of Theorem 3.1.3. We consider the a-series. Then
The first relation of (3.1.34) gives
Using (3.1.96), we get
This is equivalent to
and αδq 2 + µαpq ≡ 0 mod 2b 1 .
Using (3.1.71), we can rewrite the first relation in the homogeneous form
The second relation of (3.1.34) gives
This is equivalent to −αpq + αµγq 2 ≡ 0 mod 2a 1 and αpq + αµγq 2 ≡ 0 mod 2b 1 .
The third relation in (3.1.34) is
Using (3.1.96), one can calculate that it is equivalent to
and
Thus, we get Proposition 3.1.10. The condition (3.1.34) of Theorem 3.1.3 is equivalent to the system of congruences: For the a-series (the sign +)
For the b-series (the sign −):
Consider the condition (iv) of Theorem 3.1.3. It means that the corresponding element h is primitive. Since h 2 = 2a 1 b 1 and the lattice N (X) is even, it is not valid only if h/l ∈ N (X) for some prime l such that l 2 |a 1 b 1 . Thus, (3.1.36) is not valid if and only if
for some prime l such that l 2 |a 1 b 1 . Using (3.1.66) and (3.1.71), we get Proposition 3.1.11. The condition (iv) of Theorem 3.1.3 is equivalent to the nonexistence of a prime l such that l 2 |a 1 b 1 and
Equivalently, the system of congruences
is not satisfied for any prime l such that l 2 |a 1 b 1 .
Consider the condition (v) of Theorem 3.1.3. This is equivalent to γ( h) = γ where h · N (X) = γ( h)Z. All other conditions of Theorem 3.1.3 give that γ| h · N (X), and γ|γ( h). Since h 2 = 2a 1 b 1 , it follows that (γ( h)/γ) | 2a 1 b 1 /γ. Equivalently, (v) is not satisfied, if and only if for some prime l|2a 1 b 1 /γ one has
Using (3.1.66) and (3.1.71), we get 
is not satisfied for any prime l | (2a 1 b 1 /γ).
Now we collect analyzed conditions of Theorem 3.1.3 all together. We divide them in general conditions: (G ′ ) which are valid for both a and b-series, conditions (A ′ ) which are valid for the a-series, and conditions (B ′ ) which are valid for the b-series.
is not satisfied for any prime l such that l 2 |a 1 b 1 ,
is not satisfied for any prime l | (2a 
3.2. Simplification of the conditions (G ′ ) (A ′ ) and (B ′ ). We have the following fundamental result which completely determines α up to multiplication by ±1.
Lemma 3.2.1. For the a-series, we have that the square-free α|b 1 and
Respectively, for the b-series, we have that the square-free α|a 1 and 
where γ 0 |γ.
Since (γ/γ 0 )µ 0 are invertible mod u, we can choose k such that
It follows the statement.
Further we consider the a-series (similar results will be valid for b-series).
The congruence (3.1.125) implies (3.1.113). The (3.1.125) is equivalent to
Thus, (3.1.113) and (3.1.125) are equivalent to (3.2.9). The congruence (3.1.118) is equivalent to γ b q ≡ 0 mod b 1 . Equivalently,
where q 1 is an integer. By (3.2.9), we have p − µγ 2 γ a b 1 q 1 ≡ 0 mod 2a 1 b 1 c, and then γ 2 γ a b 1 |p. Then
where p 1 is an integer. The congruence (3.2.9) is then equivalent to
Now we can rewrite conditions (G ′ ), (A ′ ) and (B ′ ) using the introduced (p 1 , q 1 ). As we have seen, the conditions (3.1.113), (3.1.118) and (3.1.125) are equivalent to (3.2.12) and
The condition (3.1.114) gives
The condition (3.1.115) gives
2 ) = 1 and p 1 − γµq 1 ≡ 0 mod (2/γ 2 )(a 1 /γ a )c (by (3.2.12)), it is similarly equivalent to
The condition (3.1.120) gives
, the congruence (3.2.18) is actually a congruence mod γ b on p 1 q 1 . It also implies (3.2.16).
The condition (3.1.121) gives b 1 p 1 (p 1 − µq 1 ) ≡ 0 mod (2/γ 2 )(a 1 /γ a )γ b . It satisfies because of (3.2.12) and γ b |b 1 .
The condition (3.1.122) gives
The condition (3.1.123) gives (b 1 /γ b )q 1 (−p 1 + µq 1 ) ≡ 0 mod (2/γ 2 )(a 1 /γ a ). It satisfies by (3.2.12).
The condition (3.1.124) gives 
Since a 1 and b 1 are coprime, this is equivalent to two congruences 
It satisfies because of (3.2.12) and (3.2.18). The congruence (3.2.24) can be written as
It satisfies because of (3.2.12) and since δ − γµ 2 ≡ 0 mod (4/γ 2 )(a 1 /γ a )c 2 . The condition (3.1.116) is equivalent to
is not satisfied for any prime l such that l 2 |a 1 b 1 . By its meaning, the congruences (3.2.25) satisfies if we formally put l = 1. Assume that for a prime l we have l 2 |a 1 b 1 and g.c.
is not satisfied. By Lemma 3.2.2, we can assume that δ ≡ γµ 2 mod (4/γ 2 )(a 1 /γ a )lc 2 , and the last condition is equivalent to
is not satisfied. By (3.2.12), this is equivalent to
is not satisfied. Assume that l|b 1 . By (3.2.14), then the first and second congruences satisfy and (3.2.26) is equivalent to 
is not satisfied for any prime l | (2a 1 b 1 /γ). By its meaning, (3.2.29) satisfies if we formally put l = 1. Assume that g.c.d(l, γ) = 1 and l|2a 1 b 1 /γ. Then (3.2.29) is equivalent to
is not satisfied. First assume that l|a 1 b 1 . By Lemma 3.2.2, we can assume that δ ≡ γµ 2 mod (4/γ 2 )(a 1 /γ a )lc 2 , and the last condition is equivalent to
is not satisfied. We obtain exactly the same conditions (3.2.27) and (3.2.28) as above. Now assume that l |a 1 b 1 . Then l = 2 and a 1 , b 1 , γ, δ are odd. We then obtain that
is not satisfied. From first two congruences we get that p 1 ≡ q 1 ≡ 0 mod 2. Then we get q 1 δ ≡ q 1 γµ 2 mod (4/γ 2 )(a 1 /γ a )lc 2 , and we can rewrite (3.2.30) again as 
is not satisfied for any prime l such that l 2 |a 1 b 1 and l|γ,
is not satisfied for any prime l | (2a 1 b 1 /γ) and l|γ.
We remind that here We have
and X belongs either to a-series or to b-series.
Here X belongs to a-series if for one of ǫ = ±1 the equation 
Here X belongs to b-series if for one of signs ǫ = ±1 the equation We remind that here Zf ( H) is the orthogonal complement to H in N (X). Both these calculations of p 1 and q 1 are equivalent. By construction, (3.2.32) is equivalent to h 1 ∈ N (X), (3.2.33) is equivalent to h 1 /l ∈ N (X), (3.2.34) is equivalent to H · h 1 ≡ 0 mod γ(b 1 /γ b )cl.
Changing the letters a and b places we get the same results for the b-series. Thus, we get By Theorem 3.3.1, the set D(r, s, d, γ) µ describes all possible pairs H ∈ N (X) of general polarized K3 surfaces (X, H) with rk N (X) = 2, the primitive polarization H = H/d ∈ N (X), the invariant γ( H) = γ (i. e. H · N (X) = γZ) and the invariant ±µ for H ∈ N (X)), such that Y ∼ = X. By general results of [N1] and [N2] the pair H ∈ N (X) defines the irreducible 18-dimensional moduli of such pairs (X, H), i. e. a (irreducible) divisorial condition on 19-dimensional moduli of polarized K3 surfaces (X, H) which implies that γ( H) = γ and Y ∼ = X. Thus, we can interpret our results as follows. µ ǫ are non-empty? We hope to consider this question in further publications on the subject. It was shown in [N4] (see also [MN1] , [MN2] ) that at least one of these sets is not empty if d = 1 and γ = 1. Theorem 3.3.1 and exactly the same considerations as in [N4] show that it is also valid for γ = 1 and any d because singular conditions (AS) and (BS) satisfy if γ = 1. Thus we have We hope to consider Problem 4.2 for other γ in further publications on the subject.
