Biological processes underlying the basic functions of a cell involve complex interactions between genes. From a technical point of view, these interactions can be represented through a graph where genes and their connections are, respectively, nodes and edges. The main objective of this paper is to develop a statistical framework for modelling the interactions between genes when the activity of genes is measured on a discrete scale. In detail, we define a new algorithm for learning the structure of undirected graphs, PC-LPGM, proving its theoretical consistence in the limit of infinite observations. The proposed algorithm shows promising results when applied to simulated data as well as to real data.
Introduction
Current demand for modelling complex interactions between genes, combined with the greater availability of high-dimensional discrete data, possibly showing a large number of zeros and measured on a small number of units, has led to an increased focus on structure learning for discrete data in high dimensional settings.
Various solutions are nowadays available in the literature for learning (sparse) graphical models for discrete data. Höfling and Tibshirani (2009) consider the problem of estimating the parameters as well as the structure of binary-valued Markov networks; Ravikumar et al. (2010) consider the problem of estimating the graph associated with a binary Ising Markov random field; Jalali et al. (2011) consider learning general discrete graphical models, where each variable can take a multiplicity of possible values, and factors can be of order higher than two and consider learning graphical models for Poisson counts. To deal with high dimensionality, most methods resort on penalization, which simultaneously performs parameter estimation and model selection.
In this paper, we concentrate on count data and introduce a simple algorithm for structure learning of undirected graphical models, called PC-LPGM, particularly useful when sparse graphs are under consideration. The algorithm stems from the conditional approach of , where the neighbourhood of each node is estimated in turn by solving a lasso penalized regression problem and the resulting local structures stitched together to form the global graph. We propose to substitute penalized estimation with a testing procedure on the parameters of the local regressions following the lines of the PC algorithm, see Spirtes et al. (2000) . This solution is particularly attractive, since it inherits the potential of the PC algorithm to estimate a sparse graph even if p, the number of variables, is in the hundreds or thousands.
We give a theoretical proof of convergence of PC-LPGM that shows that the proposed algorithm consistently estimates the edges of the underlying (sparse) undirected graph, as the sample size n → ∞. For such proof to be developed, a joint distribution must exist, a condition which might be questionable when relying on a conditional model specification such as the one behind a neighbourhood approach. If one assumes that each variable conditioned on all other variables follows a Poisson distribution, for example, a unique joint distribution compatible with the given conditionals exists provided that conditional dependencies are all negative. As this condition, known as "competitive relationship" among variables, highly limits attractiveness of such specification in applications, we have chosen to develop statistical guarantees for PC-LPGM under the assumption that conditional distributions follow a truncated Poisson law. Such choice admits dependencies richer than those under competitive relationship; see, however, Yang et al. (2013) for a discussion about its limitations. For the truncated Poisson model, under mild assumptions on the expected Fisher information matrix, and fixing the truncation point R > 0, convergence is guaranteed for n > O p (p 2 log p) (or n > max O p (m log p) , O p m 2 log m , where m is the maximum neighbourhood size).
To explore whether it is reasonable to extend the desirable properties of PC-LPGM to the case of conditional Poisson distributions with unrestricted conditional dependencies, extensive simulations studies are conducted to empirically evaluate statistical properties of the algorithm in such cases.
The paper is organized as follows. After reviewing some essential concepts on undirected graphical models and Truncated Poisson models in Section 2, we introduce PC-LPGM algorithm in Section 3. We then provide statistical guarantees in Section 4. Properties of the algorithm in the setting of conditional Poisson distributions with unrestricted conditional dependencies are explored, also relative to various alternatives, in Section 5. A validation of the algorithm on a real case is offered in Section 6 and some concluding remarks are presented in Section 7.
A quick review on truncated Poisson undirected graphical models
In this section, we review some essential concepts on undirected graphical models and introduce truncated Poisson undirected graphical models.
Consider a p-dimensional random vector X = (X 1 , . . . , X p ) such that each random variable X s corresponds to a node of a graph G = (V, E) with index set V = {1, 2, . . . , p}. An edge between two nodes s and t will be denoted by (s, t) . The neighbourhood of a node s ∈ V is defined to be the set N (s) = {t ∈ V : (s, t) ∈ E} consisting of all nodes connected to s. The random vector X satisfies the pairwise Markov property with respect to G if X s ⊥ ⊥ X t |X V \{s,t} whenever (s, t) / ∈ E. When all variables X s , s ∈ V, are discrete with positive joint probabilities, as in the case under consideration, the pairwise Markov property coincides with the local and global Markov property, according to which, respectively, X s ⊥ ⊥ X V \{N (s)∪{s}} |x N (s) for every s ∈ V, and X A ⊥ ⊥ X B |x C , for any triple of pairwise disjoint subsets A, B, C ⊂ V such that C separates A and B in G, that is, every path between a node in A and a node in B contains a node in C.
To specify a probabilistic model for X, we take a conditional approach. Assume that each conditional distribution of node X s given other variables X V \{s} follows a Poisson distribution truncated at R, R > 0, written as X s |x V \{s} ∼ TP(exp{θ s + t =s θ st x t }), with node conditional distribution P(x s |x V \{s} ) = exp θ s x s + t =s θ st x t x s − log x s ! R k=0 exp θ s k + k t =s θ st x t − log k! = exp θ s x s + x s θ s , x V \{s} − log x s ! R k=0 exp θ s k + k θ s , x V \{s} − log k! = exp θ s x s + x s θ s , x V \{s} − log x s ! − D( θ s , x V \{s} ) ,
where θ s = {θ st , t ∈ V, t = s} denotes the set of conditional dependence parameters, ., . denotes the inner product, and D( θ s , x V \{s} ) = log R k=0 exp θ s k + k θ s , x V \{s} − log k! .
An application of Proposition 1 in Yang et al. (2015) shows that a valid joint probability distribution function from the above given set of specified conditional distributions can be constructed. By Assumption 1 and Assumption 2 in Section 4.1 of Besag (1974) , such distribution defines an undirected graph G = (V, E) in which a missing edge between node s and node t corresponds to the condition θ st = θ ts = 0. On the other side, one edge between node s and node t implies θ st ≡ θ ts .
The existence of a joint distribution suggests that the structure of the network might be recovered from observed data within a likelihood approach by mean of a set of statistical tests. Indeed, in an undirected graphical model, the pairwise Markov property infers a collection of full conditional independences encoded in absent edges. For this reason, performing |V | 2 pairwise full conditional independence tests yields a method to estimate the graph G. However, such an approach might be impractical even for modestly sized graphs. The existence of the maximum likelihood estimates is, in general, not guaranteed if the number of observations is small, the basic problem being that the number of parameters in θ is of the order p 2 . Hence, the sample size is often not large enough to obtain a good estimator. Moreover, it requires computing complex normalization constants and combinatorial searches through the space of graph structures. For this reason, in what follows, we will exploit the local Markov property, according to which every variable is conditionally independent of the remaining ones given its neighbours. This property suggests that each variable X s , s ∈ V can be optimally predicted from its neighbour X N (s) .
The PC-LPGM algorithm
We will work within the neighbourhood selection approach. The analysis of this setting is related to the concept of pseudo-likelihood,
where P(x s |x V \{s} ) is the distribution function of each node conditional distribution. Standard model specifications treat different conditional distributions P(x s |x V \{s} ) as unrelated. In other words, the symmetry of interaction parameters θ st and θ ts is usually not explicitly taken into account (see, however, Peng et al. (2009) for a solution that takes the natural symmetry of coefficients into account in the Gaussian setting).
In this setting, structure learning usually proceeds by disjointly maximizing the single factors in P L(θ). In high-dimensional sparse settings, many up-to-date algorithms are based on solving local convex optimization problems, typically formed by the sum of a loss function, such as the local negative log likelihood, with a sparsity inducing penalty function. Each local penalized estimateθ s is then combined into a single non-degenerate global estimate, possibly employing consensus operators aimed at solving inconsistencies with respect to parameters shared between factors (see, for example, Mizrahi et al., 2014) . From empirical studies, it is in most cases easy to check that such algorithms converge, sometimes also reasonably quickly thanks to the possibility of distributing the various maximization tasks. However, it is not immediately clear if convergence can be established theoretically, so that it cannot be given for granted that such algorithms ultimately yield correct graphs.
Our proposal, called PC-LPGM, is a pseudo-likelihood based algorithm that stems from current neighbourhood selection methods for count data (see , but substitutes penalization with hypothesis testing. In Section 4, it is rigorously demonstrated that the sequence of tests does indeed converge to the true structure in the limit of infinite observations, regardless of the dimension of the problem.
We consider the same model specification as in (1). In detail, we assume that each node conditional distribution follows a truncated Poisson distribution. As we are only interested in the structure of graph G, without loss of generality we can assume θ s = 0, s ∈ V. In line with the most common solutions, we also treat the conditional distributions P θs (x s |x V \{s} ) as unrelated.
In PC-LPGM, neighbours are identified by mean of conditional independence tests built from the conditional models and aimed at identifying the set of non-zero conditional dependence parameters. Tests are based on Wald type statistics built on exploiting the asymptotic normality of the local maximum likelihood estimators. To face the high computational complexity related to the testing procedure, we employ the PC algorithm, which relies on controlling the number of variables in the conditional sets, a strategy particularly effective when sparse graphs are under consideration.
In what follows, let X (1) , . . . , X (n) be n independent p-random vectors drawn from X, where X (i) = (X i1 , . . . , X ip ); and X = {x (1) , . . . , x (n) } be the collection of n samples drawn from the random vectors X (1) , . . . , X (n) , with x (i) = (x i1 , . . . , x ip ), i = 1, . . . , n. For each U ⊂ V , let X U be the set of n samples of the |U |-random vector X U = (X i : i ∈ U ), with x (i) U = (x ij ) j∈U , i = 1, . . . , n. Starting from the complete graph, for each s and t ∈ V \{s} and for any set of variables S ⊂ {1, . . . , p}\{s, t}, we test, at some pre-specified significance level, the null hypothesis H 0 : θ st|K = 0, with K = S ∪ {s, t}. In other words, we test if data support existence of the conditional independence relation X s ⊥ ⊥ X t |X S . If the null hypothesis is not rejected, the edge (s, t) is considered to be absent from the graph. A control is operated on the cardinality of the set S of conditioning variables, which is progressively increased from 0 to p − 2 or to m, m < (p − 2). Assume
and denote θ s|K = {θ st|K : t ∈ K\{s}}. A rescaled negative node conditional log-likelihood given the conditioning variables X K\{s} = (X k : k ∈ K\{s}) can be written as
where the scaling factor is taken for later mathematical convenience. The estimateθ s|K of the parameter θ s|K is determined by minimizing the rescaled negative conditional loglikelihood given in Equation (3), i.e.,
A Wald-type test statistic for the hypothesis H 0 : θ st|K = 0 can be obtained from asymptotic normality ofθ s|K ,
where I(θ s|K ) denotes the expected Fisher information matrix,
which holds under fairly general regularity conditions. The test statistic for the null hypothesis H 0 : θ st|K = 0 can be obtained on exploiting the marginal asymptotic normality of the componentθ st|K .
In practice, the observed information J(θ s|K ) = n ∂ 2 l(θ s|K , X {s} ; X K\{s} ) ∂ 2 θ s|K , that is, the second derivative of the negative log-likelihood function, is more conveniently used evaluated atθ s|K as variance estimate of maximum likelihood quantities instead of the expected Fisher information matrix, a modification which comes from the use of an appropriately conditioned sampling distribution for the maximum likelihood estimators. Following this line, the test statistic for the hypothesis H 0 : θ st|K = 0 is given by
where [A] jj denotes the element in position (j, j) of matrix A. It is readily available that Z st|K is asymptotically standard normally distributed under the null hypothesis, provided that some general regularity conditions hold (Lehmann, 1986, page185) . Possible inconsistencies with respect to parameters shared between local conditional models are solved by removing edge (s, t) if either H 0 : θ st|K = 0 or H 0 : θ ts|K = 0 is not rejected. The conditional independence tests are prone to mistakes. Moreover, incorrectly deleting or retaining an edge would result in changes in the neighbour sets of other nodes, as the graph is updated dynamically. Therefore, the resulting graph is dependent on the order in which the conditional independence tests are performed. To avoid this problem, we employ the solution in Colombo and Maathuis (2014) , who developed a modification of the PC algorithm that removes the order-dependence, called PC-stable. In this modification, the neighbours of all nodes are searched for and kept unchanged at each particular cardinality l of the set K s . As a result, an edge deletion at one level does not affect the conditioning sets of the other nodes, and thus the output is independent on the variable ordering.
The pseudo-code of our algorithm is illustrated in Algorithm 1, where adj(Ĝ, s) = {t ∈ V : (s, t) ∈Ĝ} denotes the estimated set of all nodes that are adjacent to s on the grapĥ G. We note that the pseudo-code is identical to Algorithm 4.1 in Colombo and Maathuis (2014) . Indeed, the difference lies in the statistical procedure used to test the hypothesis at line 15.
Statistical Guarantees
In this section, we address the property of statistical consistency of our algorithm. In detail, we study the limiting behaviour of our estimation procedure as the sample size n, and the model size p go to infinity. In what follows, we derive uniform consistency of our distributed estimators explicitly as a function of the sample size, n, the number of nodes, p, the truncation point R. Moreover, we prove consistency of the graph estimator as a function of the previous quantities and of the maximum number of neighbours, m, by assuming that the true distribution is faithful to the graph. We acknowledge that our results are based on the work of Yang et al. (2012) for exponential family models, combined with ideas coming from Kalisch and Bühlmann (2007) . In detail, we borrowed some ideas from the proof of consistency of estimators in l 1 regularized local models given in Yang et al. (2012) and we adapted to our setting the ideas of Kalisch and Bühlmann (2007) for proving consistency of the graph estimator.
For the readers' convenience, before stating the main result, we summarize some notation that will be used through out this proof. Given a vector v ∈ R p , and a parameter q ∈ [0, ∞], we write u q to denote the usual l q norm. Given a matrix A ∈ R p×p , denote the largest and smallest eigenvalues as Λ max (A), Λ min (A), respectively. We use |||A||| 2 = Λ max (A T A) to denote the spectral norm, corresponding to the largest singular value of A, and the l ∞ matrix norm is defined as |||A||| ∞ = max i=1,...,a a j=1 |A i,j |.
Algorithm 1
The PC-LPGM algorithm.
1: Input: n independent realizations of the p-random vector X; x (1) , x (2) , . . . , x (n) ; an ordering order(V ) on the variables, (and a stopping level m). for all vertices s ∈ V , do 8:
end for 10:
Select a (new) ordered pair of nodes s, t that are adjacent inĜ such that
12:
|K s \{t}| ≥ l, using order(V ). choose a (new) set S ⊂ K s \{t} with |S| = l, using order(V ). until edge (s, t) is deleted or all S ⊂ K s \{t} with |S| = l have been considered.
19:
until all ordered pair of adjacent variables s and t such that |K s \{t}| ≥ l and 20: S ⊂ K s \{t} with |S| = l have been tested for conditional independence. 21: until l = m or for each ordered pair of adjacent nodes s, t: |adj(Ĝ, s)\{t}| < l.
Assumptions
We will begin by stating the assumptions that underlie our analysis, and then give a precise statement of the main result.
Denote the population Fisher information and the sample Fisher information matrix corresponding to the covariates in model (2) with K = V as follows
and
We note that we will consider the problem of maximum likelihood on a closed and bounded dish Θ ⊂ R (p−1) . For θ s|K ∈ R |K|−1 , we can immerse θ s|K into Θ ⊂ R (p−1) by zero-pad θ s|K to include zero weights over {V \K}.
Assumption 4.1 The coefficients θ s|K ∈ Θ for all sets K ⊂ V and all s ∈ K have an upper bound norm, max s,t,K |θ st|K | ≤ M, ∀ θ st|K = 0, and a lower bound norm, min s,t,K |θ st|K | ≥ c, ∀ θ st|K = 0, where t ∈ K.
Assumption 4.2 The Fisher information matrix corresponding to the covariates in model (2) with K = V has bounded eigenvalues; that is, there exists a constant λ min > 0 such that
Moreover, we require that
where λ max is some constant such that λ max < ∞.
The first assumption simply bounds the effects of covariates in all local models. In other words, we consider parameters θ st|K belong to a compact set bounded by M . Being the expected value of the rescaled negative log-likelihood twice differentiable, the lower bound on the eigenvalues of the Fisher information matrix in the second assumption guarantees strong convexity in all partial models. Condition on the upper eigenvalue of the covariance matrix guarantees that the relevant covariates do not become overly dependent, a requirement which is commonly adopted in these settings.
Convergence guarantees of local estimators
We are now ready to consider the question of whether convergence guarantees can be proved in the setting of our interest. Before proving our main theorem, we show some intermediate results of independent interest (see Appendix A for related proofs). Proposition 4.3 Assume 4.1-4.2 and let K ⊂ V . Then, for all s ∈ K and any δ > 0
Theorem 4.4 Assume 4.1-4.2 and let K ⊂ V . Then there exists a non-negative decreasing sequence δ n → 0, such that
when n → ∞.
We now proceed to consider uniform consistency of the local estimators. Letθ = (θ 1 ,θ 2 , · · · ,θ p ) be the array of rowwise local estimatorsθ s =θ s|K with K = V . We can state the following theorem, which extends Theorem 4.4 without any additional conditions. Theorem 4.5 (uniform consistency) Assume 4.1-4.2. Then,θ converges in probability to θ, the true value, as n increases, uniformly in θ.
Proof We have to show that given > 0, µ > 0, there exists an integer n 0 dependent on and µ but not on θ, such that for all n > n 0 ,
Take p as the number δ n , and the µ p to be the exp{−cn} in Theorem A.3. Then, for each s ∈ V , there exist n s , such that for all n > n s
Let Ω s be the space such that for all X ∈ Ω s , θ s − θ s 2 ≤ p ,
Moreover, it is easy to prove by induction that
Hence, for all X ∈ Ω, we have |||θ −θ||| 2 ≤ , and P θ (Ω) ≥ 1 − µ. In other words, we have
Remark 1 With suitable modifications, uniform consistency can be proved in the case of Poisson node conditional distributions with "competitive relationships" between variables, that is, with only negative conditional interaction parameters. Analogously, it can be extended to other distributions for count data belonging to the exponential family, such as the Negative Binomial distribution, provided that a joint distribution compatible with the conditional specifications can be constructed.
Remark 2 Convergence of the pseudo likelihood estimatorθ might also have been proved by characterizing its asymptotic behaviour in terms of law of large numbers. Indeed, the pseudo likelihood estimatorθ can be proved to converge to the true parameter value when some conditions on the parameter space θ and moments of the variables X are satisfied (see, for example, Theorem 5.7 from Van der Vaart, 2000) . It is worth noting that our proof allows to highlight the relative scaling of n, p and R needed to reach convergence.
Consistency of the graph estimator
In what follows, we assume faithfulness of the truncated Poisson node conditional distributions to the graph G. We restrict the parameter space Θ to the subspace, Ω(Θ) say, on which the faithfulness condition is guaranteed. We recall that a distribution P X is said to be faithful to the graph G if
for all disjoint vertex sets A, B, C. It is worth noting that faithfulness of the local distributions guarantees faithfulness of the joint distributions, thanks to the equivalence between local and global Markov property. Now we state the main result of this work for the consistency of the graph estimate. We note that PC-LPGM employs a modification of the PC algorithm, PC-stable. However, the proof of consistency of the algorithm in Kalisch and Bühlmann (2007) is unchanged.
Theorem 4.6 Assume 4.1-4.2. Denote byĜ(α n ) the estimator resulting from from Algorithm 1, and by G the true graph. Then, there exists a numerical sequence α n −→ 0, such that
when n −→ ∞.
Proof Letθ st|K , and θ * st|K denote the estimated and true partial weights between X s and X t given X r , r ∈ S, where S = K\{s, t} ⊂ {1, . . . , p}\{s, t}. Many partial weights are tested for being zero during the run of the PC-procedure. For a fixed ordered pair of nodes s, t, the conditioning sets are elements of
The cardinality is bounded by
Let E st|K denote type I or type II errors occurring when testing H 0 : θ st|K = 0. Thus
in which, for n large enough
where Z st|K was defined in (4), and α is a chosen significance level. Consider an arbitrary matrix θ |K = {θ s|K } T s∈K ∈ Ω(Θ), such that |θ st|K | ≥ δ, for some δ > 0. Let θ 0 |K be the matrix that has the same elements as
using Theorem A.3 and the fact that
with the choice of α n above, and δ
Finally, by Theorem 4.4, we then obtain
as n −→ ∞. Now, by (5)- (7), we get P θ ( a type I or II error occurs in testing procedure)
as n −→ ∞.
Unrestricted Poisson graphical models
It is interesting to ask if consistency of PC-LPGM holds also in the case of Poisson node conditional distributions with unrestricted conditional interaction parameters, although a theoretical proof is still an unsolved question.
We devote this section to an empirical study of consistency of our proposed algorithm in this setting.We aim to measure the ability of PC-LPGM to recover the true structure of the graphs, also in situations where relatively moderate sample sizes are available. As measure of ability, we adopt two measures: PPV that stands for Positive Predictive Value and is defined as TP/(TP+FP); and Sensitivity (Se), defined as TP/(TP+FN), where TP (true positive), FP (false positive), and FN (false negative) refer to the inferred edges.
In doing these studies, we also aim to compare PC-LPGM to a number of popular structure learning algorithms. We therefore consider Local Poisson Graphical Models (LPGM) and Poisson dependency networks (PDNs) (Hadiji et al., 2015) . It is worth remembering that structure learning for discrete undirected graphical models is usually performed by employing methods for continuous data after proper data transformation. We therefore consider two representatives of approaches based on the Gaussian assumption, variable selection with lasso (VSL) (Meinshausen and Bühlmann, 2006) , and graphical lasso algorithm (GLASSO) (Friedman et al., 2008) . Moreover, we consider two structure learning methods dealing with the class of nonparanormal distributions, the nonparanormal-Copula algorithm (NPN-Copula) (Liu et al., 2009) , and the nonparanormal-SKEPTIC algorithm (NPN-Skeptic) .
Data generation
For two different cardinalities, p = 10 and p = 100, we consider three graphs of different structure: (i) a scale-free graph, in which the node degree distribution follows a powerlaw; (ii) a hub graph, where each node is connected to one of the hub nodes; (iii) a random graph, where presence of edges are independent and identically distributed Bernoulli random variables. To construct the scale-free and hub networks, we employed the R package XMRF. For the scale-free network, we assumed a power law with parameter 0.01 for the node degree distribution. For the hub network, we assumed two hub nodes for p = 10, and 5 hub nodes for p = 100. To construct the random network, we employed the R package igraph with edge probability 0.2 for p = 10, and 0.02 for p = 100. See Figure 1 and 2 for a plot of the three chosen graphs for p = 10 and p = 100, respectively.
For each graph, 500 datasets were sampled for three sample sizes, n = 200, 1000, 2000. To generate the data, we followed the approach in . Let X ∈ R n×p be the set of n independent observations of random vector X. Then, X is obtained from the following model X = YW + , where Y = (y st ) is an n × (p + p(p − 2)/2) matrix whose entries y st are realizations of independent random variables Y st ∼ Pois(λ true ) and = (e st ) is an n×p matrix with entries e st which are realizations of random variables E st ∼ Pois(λ noise ). Let W be the adjacency matrix of a given true graph, then the adjacency matrix is encoded by matrix W as W = [I p ; P (1 p tri(W ) T )] T . Here, P is a p×(p(p−1)/2) pairwise permutation matrix, denotes the element-wise product, and tri(W ) is the (p(p − 1)/2) × 1 vectorized upper triangular part of W . As in , we simulated data at two signal- to-noise ratio (SNR) levels. We set λ true = 1 with λ noise = 5 for the low SNR level, and λ noise = 0.5 for the high SNR level. 
Results
The considered algorithms are listed below, along with specifications, if needed, of tuning parameters. Algorithms for Gaussian data have been used on log transformed data shifted by 1. Whenever a regularization parameter λ had to be chosen, the StARS algorithm (Liu et al., 2010) was employed, which aims to seek the value of λ ∈ (λ min , λ max ), λ opt say, leading to the most stable set of edges. We refer the reader to Appendix C, for details on the StARS algorithm and its tuning parameters, in particular the variability threshold β and the number of subsamplings B. It is worth noting that, whenever the graph corresponding to λ opt was empty, we shifted to the first nonempty graph (if it existed) in the decreasing regularization path. We therefore considered: For the two considered vertex cardinalities, p = 10, 100, and for the chosen sample sizes n = 200, 1000, 2000, Table 1 and Table 2 report, respectively, Monte Carlo means of TP, FP, FN, PPV and Se for each of considered method at low (λ noise = 5) and high (λ noise = 0.5) SNR levels. Each value is computed as an average of the 1500 values obtained by simulating 500 samples for each of the three networks. Monte Carlo means (and standard deviations) of the same quantities disaggregated by network type are given in Appendix D, Tables 3 -6. These results indicate that the PC-LPGM algorithm is consistent and outperforms, on average, Gaussian-based competitors (VSL, GLASSO), nonparanormalbased competitors (NPN-Copula, NPN-Skeptic) as well as the state-of-the-art algorithms that are designed specifically for Poisson graphical models (LPGM, PDN) on average in terms of reconstructing the structure from given data. When p = 10, the PC-LPGM algorithm reaches the highest TP value, followed by the PDN and the LPGM algorithms. When n ≥ 1000, PC-LPGM recovers almost all edges for both low and high SNR levels, see Figure 3 . A closer look at the PPV and Se plot (see Figure 4 and Figure 5 ) provides further insight of the behaviour of considered methods. Among the algorithms with highest PPV, PC-LPGM shows a sensitivity approaching 1 already at the sample size n = 1000 for both a high and a low SNR level (Figure 4) . It is worth noting that, LPGM algorithm was successful only for a high SNR level (λ nois = 0.5).
It is interesting to note that the performance of the PC-LPGM algorithm is far better than that of the competing algorithms employing the Poisson assumption, PDN and LPGM. This might be explained in terms of difference between penalization and restriction of the conditional sets. In the LPGM algorithm, as well as in the PDN algorithm, a prediction model is fitted locally on all other variables, by mean of a series of independent penalized regressions. In the PC-LPGM algorithm, the number of variables in the conditional sets is controlled and progressively increased from 0 to p − 2 (or to the maximum number of neighbours m). In our simulations, this second strategy appears to be more powerful in the network reconstruction. The Gaussian based methods (VSL, GLASSO) perform reasonably well, with an inferior score with respect to the leading threesome only for the hub graph at high SNR level. It is worth noting that sophisticated techniques that replace the Gaussian distribution with a more flexible continuous distribution such as the nonparanormal distribution, for example, NPN-Copula, NPN-Skeptic show slight gains in accuracy over the naive analysis.
Results for the high dimensional setting (p = 100) are somehow comparable, as it can be seen in Figures 6, 7 and 8. The PC-LPGM outperforms all competing methods, and differences among algorithms are more evident. The TP score of PC-LPGM becomes already reasonable when n approaches 2000 observations. It is worth noting that performances of methods based on l 1 -regularized regression are overall less accurate and more variable in this scenario. For example, the number of recovered edges with LPGM is almost comparable to an empty graph in a number of cases, a result possibly related to the levels of β chosen in the exercise. To ascertain such explanation, we run some simulations with higher variability threshold levels, β = 0.5 and 0.3 for LPGM (results not reported here). Although the TP scores improved, they were still unable to compete with the best performing algorithms. Overall, results seem to demonstrate the good performances of PC-LPGM algorithm in all considered situations. 
Real data analysis: inferring networks from next generation sequencing data
To make our evaluation of PC-LPGM stronger, we perform some biological validation by applying the new algorithm to level III breast cancer microRNAs (miRNAs) expression, retrieved from the Cancer Genome Atlas. Here, we expect to obtain results coherent with the current biological knowledge. miRNAs are non-coding RNAs that are transcribed but do not encode proteins. miRNAs have been reported to play a pivotal role in regulating key biological processes, for example, post-transcriptional modifications and translation processes. Some studies revealed that some disease-related miRNAs can indirectly regulate the function of other miRNAs associated with the same phenotype. In this perspective, studying the features of the interaction pattern of miRNAs in some conditions might help understand complex phenotype conditions.
Here, we consider level III breast cancer. Our interest lies in the pattern of interactions among miRNAs, with a particular focus on the existence of hubs. In fact, nodes with atypically high numbers of connections represent sites of signalling convergence with potentially large explanatory power for network behaviour or utility for clinical prognosis and therapy. By applying our algorithm, we expect to obtain results in line with known associations between miRNAs and breast cancer, and possibly gain more understanding of the nature of their effect on other genes. In other words, we expect some miRNAs associated with this phenotype to be the hubs of our estimated structure. miRNAs expression, obtained by high-throughput sequencing, was downloaded from The Cancer Genome Atlas (TCGA) portal (https://tcga-data.nci.nih.gov/docs/publications/ brca_2012/). The raw count data set consisted of 544 patients and 1046 miRNAs. As measurements were zero-inflated and highly skewed, with total count volumes depending on experimental condition, standard preprocessing was applied to the data (see Allen and Liu, 2013). In particular: we normalized the data by the 75% quantile matching (Bullard et al., 2010) ; selected top 25% most variable mirRNAs across the data; used a power transform X α for α ∈ [0, 1] with α chosen via the minimum Kolmogorov-Smirnov statistic (Li et al., 2012) . The miRNAs with little variation across the samples were filtered out, leaving 544 patients (n = 544) and 261 miRNA (p = 261). The effect of preprocessing on four prototype miRNA are shown in Figure 9 . Normalized data was used as input to PC-LPGM. A significance level of 10% resulted in a spare graph is shown in Figure 10 . We identified ten hub nodes in the network, miR-10b, -30a, -143, -375, -145, -210, -139, -934, -190b, -590 . Almost all of them are known to be related to breast cancer (Volinia et al., 2012) , providing a biological validation of the potential of the algorithm to recover the sites of the network with high explanatory power. In particular, miR-10b and -210 highly express in breast cancer, when high expression is related to poor prognosis; miR-30a, -143 and -145 appear to be inhibitors of progression, and should therefore be low in patients with good survival Yan et al., 2014) . These results play the role of a biological validation of the ability of PC-LPGM to retrieve structures reflecting existing relations among variables.
Discussion
The main contribution of this paper is a careful analysis of the numerical and statistical efficiency of PC-LPGM, a simple method for structure learning of undirected graphical models for count data. A key strategy of our approach is controlling the number of variables in the conditional sets, as done in the PC algorithm. In this way, we control problems of estimation when the number of random variables p is large possibly goes to infinity.
Our main theoretical result on truncated Poisson counts provides sufficient conditions on the set (n, p, m, R) and on the model parameters for the method to succeed in consistently estimating the neighbours of every node in the graph. Precisely, Theorem 4.6 not only specifies sufficient conditions but it also provides the probability with which the method recovers the true edge set. Indeed, Equation (8) shows that P θ ( a type I or II error occurs in testing procedure) ≤ O(p m+2 ) exp{−cn} Hence, the right hand sight of the Equation will tend to 0 if p m+2 exp{−cn} → 0, equivalent to n > O p (m log p). Moreover, Proposition A.2, and Lemma A.1 require
Thus, the sufficient condition becomes
to guarantee the convergences. Appendix B shows that κ 1 ≤ O p (R 2 ). Hence, to have consistency of PC-LPGM with exponentially decaying error, it is sufficient to have n > O p R 8 p 2 log p . When R is fixed, the condition reduces to n > O p p 2 log p . However, it is worth remembering that when the maximum number of neighbours that one node is allowed to have is fixed to m, a limitation is operated on the cardinalities m + 1 of the sets K. In this situation, the condition for convergence is relaxed to n > max O p (m log p) , O p m 2 log m (see Note A.4 and A.5 for details).
Our simulation results show that the algorithm perform well also when Poisson conditional distributions with no constraints on the interaction parameters are taken as starting point for model specification. The empirical comparison shows that the algorithm outperforms its natural competitors.
Appendix A. Proofs
In this section, we provide proofs of Proposition 4.3 and Theorem 4.4 stated in Section 4 of the main paper. We begin by introducing results for the case K = V . Then, the same results for general case K ⊂ V are deduced.
Before going into details, we first prove the following Lemma, used in the proof of Theorem A.3.
Lemma A.1 Assume 4.2. Then, for any δ > 0, we have
Proof The (j, k) element of the matrix Z n = Q s (θ s ) − I s (θ s ) can be written as
where
. . , n are independent and bounded by
By the Azuma-Hoeffding inequality (Theorem 2 in Hoeffding, 1963) , for any > 0, we have
where y ∈ R p−1 is an arbitrary vector with unit norm. Hence,
(9) We now derive a bound on the spectral norm |||I s (θ s ) − Q s (θ s )||| 2 . Let = δ/p, then
Form Equation (9) and (10), we have
Similarly, we have
We now introduce results for the case K = V .
Proposition A.2 Assume 4.1-4.2. Then, for any δ > 0
Proof A rescaled negative node conditional log-likelihood can be written as
The t-partial derivative of the node conditional log-likelihood l(θ s , X s ; X V \{s} ) is:
for some h > 0. We therefore need to compute
First, we have
for some v ∈ [0, 1], where we move from line 2 to line 3 by applying
V \{s} ) = 1, and from line 3 to line 4 by using a Taylor expansion for function D(.) at θ s , x
is a continuous function, and Ω(Θ) is bounded, see Appendix B for details). Similarly,
Let h = δ R 2 κ 1 , from (11)- (13), we have
Theorem A.3 Assume 4.1-4.2. Then, there exists a non-negative decreasing sequence δ n → 0, such that
Proof For a fixed design X, define G :
A Taylor expansion of the rescaled negative node conditional log-likelihood at θ s yields
By using Taylor expansion for
with probability at least 1 − exp − c 2 n , where
is a continuous function, and Θ is bounded, see Appendix B for details). Let δ = λ min 4 in Proposition A.2. Then, from Proposition A.2, we have
with probability at least 1 − exp − c 1 n , provided that p < 1 2 exp nλ 2 min 2 64R 2 κ 1 . Combining with the inequality of q, we have
When n → ∞ we can choose a non-negative decreasing sequence δ n such that δ n < λ min 4 √ pλ max κ 2 R , then
Results for K ⊂ V are derived as following. Proposition 4.3 Assume 4.1-4.2 and let K ⊂ V . Then, for all s ∈ K and any δ > 0
Proof The proof of Proposition 4.3 follows the lines of Proposition A.2. We note that the set of explanatory variables X K\{s} in the generalized linear model X s given X K\{s} does not include variables X t , with t ∈ V \K. Suppose we zero-pad the true parameter θ s|K ∈ R |K|−1 to include zero weights over V \K, then the resulting parameter would lie in
Note A.4 When the maximum number of neighbours that one node is allowed to have is fixed, a control is operated on the cardinality of the set K, |K| ≤ m + 1. In this case, parameters θ st|K are estimated from models that are restricted on subsets of variables with their cardinalities less than or equal to m + 1. Therefore, p in Proposition A.2 is replaced by m + 1. In detail, for all s ∈ K and any δ > 0
We take the same way as in the proof of Theorem A.3 to prove Theorem 4.4. Theorem 4.4 Assume 4.1-4.2 and let K ⊂ V . Then, there exists a non-negative decreasing sequence δ n → 0, such that when n → ∞. Proof Letû =θ s|K − θ s|K , and define G :
Similar to Theorem A.3, we have
Recall the conditional rescaled negative log-likelihood function:
By its Taylor expansion at θ s|K , we have
K\{s} .
By using Taylor expansion of
Hence,
The second and third inequality are due to well-known results on eigenvalue inequalities for a matrix and its submatrix (see, for example, Johnson and Robinson, 1981) . Here,
is a sub-matrix of the Hessian matrix Q s (θ s ). Hence,
Similarly, for the matrix
Then, by performing the same analysis as in the proof of Theorem A.3 and Proposition A.2, we get the result.
Note A.5 In the proof of Theorem 4.4, we only require the uniform convergence of a submatrix (restricted on K), Q s|K (θ s|K ), of the sample Fisher information matrix Q s (θ s ). Therefore, when the maximum neighbourhood size is known, |K| ≤ m + 1, we have convergence provided that n > O p κ 1 R 4 m 2 log m . In detail, let I s|K (θ s|K ) be the submatrix of I s (θ s ) indexed in K, Equation (10) becomes
Appendix B. A bound on the second and third derivative of the log normalizing term D(.)
Here, we derive bounds κ 1 and κ 2 for the second and third derivative of the log normalizing term
V \{s} ). For the sake of simplicity, we write
which we consider on a compact set U ⊂ R. The first and second derivative of D(.) is
exp kx − log k! exp hx − log h! exp rx − log r! exp tx − log t!
Appendix C. The StARS algorithm
The StARS algorithm introduced in Liu et al. (2010) , aims to seek the value of λ leading to the most stable set of edges. More precisely, it considers a range Λ = {λ 1 , . . . , λ k } of values for λ, and fixes a number n B , 1 < n B < n of observations in one sample. Then, B samples of size n B , S 1 , . . . , S B , are generated from x 1 , . . . , x n . For each λ ∈ Λ, the graph is estimated by solving a lasso problem. Let A np λ (S 1 ), . . . , A np λ (S B ) be estimated adjacency matrices of the graph in the subsamples. The stability of one edge can be estimated by
λ (S i ) st is the estimated probability of one edge between nodes s and t. The optimal value λ opt is defined as the largest value that maximizes the total stabilityD n B (λ) = sup 0≤ρ≤λ Appendix D. Simulation study results Table 3 to Table 6 report TP, FP, FN, PPV and Se for each of methods considered in Section 5 of the main paper. Two different graph dimensions, p = 10, 100, and three graph structures (see Figure 1 and Figure 2 of the main paper) are considered at one low (λ noise = 5) and one high (λ noise = 0.5) SNR levels. 
