Abstract. We present a new domain for analyzing must-equalities between address expressions. The domain is a smooth combination of Herbrand and affine equalities which enables us to describe field accesses and array indexing. While the full combination of uninterpreted functions with affine arithmetics results in intractable assertion checking algorithms, our restricted domain allows us to construct an analysis of address must-equalities that runs in polynomial time. We indicate how this analysis can be applied to infer access patterns in programs manipulating arrays and structs.
Introduction
Consistent correlations between memory locations used by a program lies at the heart of many safety properties. In order to verify absence of data races in multithreaded programs, accesses to memory locations need to be correlated with locks that guard them. In a language with pointer variables, correlating address expressions requires knowing when two expressions must alias, i.e., evaluate to the same memory location. In general, techniques for verifying the correct use of interface methods (e.g., [1] ) can be refined with must-alias information to check that calls in a syntactically correct sequence consistently refer to the right data elements: a sequence such as open(e 1 ); ...; close(e 2 ); e.g., should access the same file handle when referring to the address expressions e 1 and e 2 .
More recently, program-specific correlations have been studied: the length of a list is, perhaps, maintained in a separate variable which is thus semantically correlated. Lu et al. [11] apply statistical techniques to detect plausible multivariable correlations of this kind. Their methods, although successful in detecting real bugs, are flow-insensitive and essentially syntactic; hence not ideal for formal verification. As the precise control flow as well as equalities between variables in the program are ignored, syntactically similar expressions may not represent the same semantic correlation, while syntactically different expressions could very well be correlated. In order to enable sound inference of semantic correlations between addresses, we propose a novel analysis of must-equalities.
Our analysis is able to interprocedurally relate address expressions which use array indexing and field selection in structs. An access to a nested struct consists in the base address of the data element followed by sequences of selectors, such as A.person.name. Two such expressions are definitely equivalent if they are textually identical. This corresponds to the Herbrand interpretation of the binary operator "." and the selector labels. In order to deal with arrays as well, we enhance this base domain by affine expressions for indexed accesses. Two index expressions are equivalent iff they are equivalent w.r.t. the arithmetic interpretation. We show that the resulting combination of theories allows to infer all valid address equalities in polynomial time.
This is in stark contrast to previous work on assertion checking over the domains of uninterpreted functions and linear arithmetic. Detecting affine equalities in programs was pioneered by Karr [9] . This algorithm was extended to the inter-procedural case by Müller-Olm and Seidl [13] . A long line of research has provided methods for intra-procedurally detecting Herbrand equalities precisely [3, 10, 12, 22] -while the inter-procedural case still remains unsolved. A precise analysis algorithm is known for functions without side effects [16] and for arbitrary procedures if only unary operator symbols are considered [6] .
When it comes to combining affine and Herbrand equalities, the basic approach is inspired by methods of combining decision procedures [18] . However, Gulwani and Tiwari [4] have shown that assertion checking over the full combined domain is coNP-hard. Hence, they subsequently present a highly expressive domain that allows sound analysis of pointer arithmetic and recursive datastructures in the style of Deutsch [2] , but their algorithm is no longer complete w.r.t. their chosen abstraction [5] . Our domain construction, based on a sufficiently restricted sub-class of Herbrand terms carefully enhanced with fragments of linear arithmetic, enables sound and complete analysis in polynomial time.
The Programming Model
One key abstraction on which our method relies is that we only track the values of int variables and pointers. Thus, we ignore the values stored in arrays or structs. To simplify our setting, we make the additional assumption that the tracked variables themselves are never accessed indirectly through pointers; a common coding practice when developing safety-critical code [8] . Programs to be analyzed are modeled by systems of flow graphs as in Figure 1 .
Let X = {x 1 , . . . , x k } denote the set of int-variables and A = {a 1 , . . . , a m } the set of pointer variables used by the program. For the moment, we assume all variables to be global, but we will present methods for local variables in Section 7. In addition, we assume that we are given a set of names C denoting the global static data-structures of the program. Each of these data-structures is built up by forming structs and arrays from a set of base types, such as int, float or mutex. In the presence of dynamic memory allocation, we infer must-equality relationships between pointer variables while also relying on may-alias pointer analysis, as further explained in Section 8; until then, we only deal with static data structures.
As we are only interested in assignments to integer and pointer variables, the set of statements Stmt at edges of programs in our model consists of:
-Affine assignments of the form x j := t 0 + k i=1 t i x i (with t i ∈ Z and x i ∈ X). -Address assignments of the form a j := adr where adr is an address expression possibly involving variables from X and A in a way we will specify below. -Non-deterministic assignments, x j := ? and a j := ?, which are used to abstract assignments that our analysis cannot handle.
With C denoting the set of global variable names, an address expressions adr is constructed from constants B ∈ C and address variables a i according to the grammar:
where b is a field selector and l is an index expression of the form l ≡ t 0 + t 1 x 1 + . . . + t 1 x k . We assume that address expressions are well-typed. In particular, a selector b can only be applied to an address expression denoting a pointer to a struct with component b; likewise, only a pointer to an array can be indexed.
A program comprises a finite set Proc of procedure names. Execution starts with a call to the distinguished procedure main ∈ Proc. Each procedure q ∈ Proc is given through a control flow graph G q = (N q , E q , e q , r q ) which consists of a set N q of program points; a set of edges E q ⊆ N q × (Stmt ∪ Proc) × N q annotated with assignments or procedure calls; a special entry point e q ∈ N q ; and a special return point r q ∈ N q . We assume here that the program points of different procedures are disjoint.
Every address pointing somewhere into the global data-structures can be uniquely represented by an expression B.s 1 . . . . .s r where B is the base address of a global data-structure and each s i is either a field selector or an array index in Z. Since we consider addresses in fixed global data-structures only, the length r is bounded by some global constant d. Let A denote the set of all these addresses. Since we ignore the values stored in the global data-structures, a program state can be represented by a pair x, a where x ∈ Z k and a ∈ A m describe the values of the int variables and the address variables, respectively. We denote the set of all states by S = Z k × A m . Throughout this paper, we use k and m to denote the number of the (global) integer and address variables, and we use d to denote the maximal depth of data structures! For an affine combination t = t 0 + t 1 x 1 + . . . + t k x k and a state σ = x, a , we write [[t] ]σ for the value t 0 + t 1 x 1 + . . . + t k x k ∈ Z. Likewise, for an address expression adr we write [[adr ] ]σ to denote the address obtained from adr by substituting the address variables in adr (if there are any) with their values in σ and by evaluating all affine index expressions w.r.t. the values of the int-variables in σ. Thus, the semantics of assignments for sets of states S is defined by: of the set of states before the execution into the set of states after the execution. Here, we find it convenient to define the semantics as the transformation R[u] : 2 S → 2 S that describes which program states can be attained at program point u when program execution starts in a given set of states. Given the transformation R[u], we can recover the collecting semantics of u, i.e., the set of all program states possibly attained during program execution when reaching u, as the set
R[u](S).
In order to define the transformations R, we additionally consider for every procedure q, the transformation of a set of program states before a call to q into the set of program states after the call. In order to determine this transformation, we introduce for every program point u of q, the auxiliary transformation S[u] which collects the transformation induced by the executions from u to the end point r q of q at the same level, i.e., all recursive calls on its path towards the end of the procedure have returned. Then, the transformation of q is given by S[e q ] for the start point e q of q, and we have:
Here, the ordering "⊇" on transformers f, g : 2 S → 2 S is defined by f ⊇ g iff for every set of states S, f (S) ⊇ g(S).
Address Equalities
Our goal is to detect equalities between address expressions. In order to do so, we additionally need to track affine equalities between int variables. An affine equality is an assertion t 0 + t 1 x 1 + . . . + t k x k= 0 for t 0 , . . . , t k ∈ Q. An address equality is an assertion of the form: adr= adr ′ of address expressions adr , adr ′ . Here, "= " serves as a formal equality symbol. A program state σ satisfies the affine equality t= 0 iff the left-hand side evaluates to zero: [[t] ]σ = 0. Likewise, the state σ satisfies the address equality adr= adr
σ. This means that we consider the Herbrand interpretation for the operator "." as well as for base addresses and field selectors, but use an arithmetic interpretation for index expressions. The latter allows us to identify semantically equal index expressions, such as x 1 + 5 + 2x 1 and 5 + 3x 1 .
The state σ satisfies a finite conjunction E of affine and address equalities iff σ satisfies every equality in E. In this case, we write σ |= E. Likewise for a set S of states, we write S |= E iff σ |= E for all σ ∈ S. The conjunction E is valid at a program point u, if E is satisfied by all states possible at u, i.e., R[u] |= E. ⊓ ⊔ Given this notion of satisfiability, we say that a conjunction of equalities E implies another conjunction of equalities E ′ , iff for all states σ ∈ S, σ |= E implies σ |= E ′ . Thus, the conjunctions of address and affine equalities can be ordered by implication "⇒". The greatest element ⊤ w.r.t. this ordering is the empty conjunction or true, as it is satisfied by all states. The bottom element ⊥ in the ordering is false, denoting an unsatisfiable conjunction of equalities.
Consider a finite conjunction E with affine equalities t i0 + t i1 x 1 + . . . + t ik x k= 0, i = 1, . . . , h. Assume that the conjunction E is satisfiable. Then, we say that it is in canonical form iff the following conditions are satisfied:
1. the affine equalities -more precisely, the corresponding coefficient matrix (t ij ) -is in row echelon form; Lemma 1. For every finite conjunction of equalities E, a finite conjunction in canonical form which is equivalent to E can be constructed in polynomial time.
Proof. Assume that the conjunction is of the form E = E a ∧ E x where E a is a conjunction of address equalities and E x is a conjunction of affine equalities. We proceed in three steps. First, we replace every index expression t occurring in the conjunction E a with the expression x t for a fresh variable x t . Let E ′ a denote the resulting conjunction of address equalities.
In the second step, we compute a most general unifier σ for E ′ a w.r.t. the Herbrand interpretation. If unification succeeds, then due to the specific form of address expressions, the substitution σ will map each auxiliary variable x t either to a field selector or to another auxiliary variable x t ′ . If there exists an x t , such that σ(x t ) is a field selector, then the conjunctions are inconsistent and the whole conjunction is equivalent to false.
Otherwise, let E ′ x denote the conjunction of all equalities t 1 −t 2= 0 for which the corresponding auxiliaries x ti were unified, i.e., σ(x t1 ) = σ(x t2 ). Then E a is equivalent to the conjunction of E ′ x with E ′′ a = i (a i= adr i ) where the address expressions adr i are obtained from σ(a i ) by substituting back the affine index expressions t for the auxiliary variables x t .
Thus, a canonical form of the conjunction E is given by
, where E ′′ x is the echelon form for the conjunction E x ∧ E ′ x . Using a linear unification algorithm [19] for computing σ, we conclude that the canonical form of E can be computed in time
if E consists of s affine equalities and r address equalities.
⊓ ⊔ Note that we give the complexity estimates in this paper under the uniform cost measure, i.e., we assume a constant cost for arithmetic operations. 
In summary, we have proven that the set of equivalence classes of conjunctions of address equalities ordered with implication (E, ⇒) is a complete lattice.
Weakest pre-conditions
Our approach to computing all valid equalities is based on an effective weakest pre-condition computation. For a conjunction of equalities E, the weakest pre-condition for an assignment and a non-deterministic assignment is given by substitution and universal quantification, respectively:
While our domain is closed under substitution, it does not directly support universal quantification. We are rescued by the fact that in the sub-domain of linear arithmetic, determining the weakest pre-condition for a non-deterministic assignment to an int variable x i , it suffices to consider the conjunction of the weakest pre-conditions of the assignments x i := 0 and x i := 1 [13] . On the other hand, ∀ a i . E for a conjunction E in canonical form involving the address variable a i is necessarily false, if a i can range over at least two addresses [16] . For simplicity of presentation, let us assume there are no singleton types. Thus, the weakest pre-conditions for non-deterministic assignments can be simplified:
Note that these results do not hold for the general combination of linear arithmetic with uninterpreted functions. We now set up a constraint system to characterize the weakest pre-condition transformers R T [v] , which transform conjunctions of equalities at the program point v into the weakest pre-condition for their validity at program start. The constraint system uses auxiliary transformers S T [v] , which transform the postcondition of a procedure q into the weakest pre-condition at the program point v of the same procedure q.
Here, the ordering "⇒" on transformers f, g : E → E is defined by f ⇒ g iff for all conjunctions of equalities E, f (E) ⇒ g(E). The greatest solution to the system will be the weakest pre-condition transformers. We state this as a theorem.
Theorem 1. For every program point u, set of states S ⊆ S, and conjunction of equalities E ∈ E, S[u](S) |= E ⇐⇒ S |= S T [u](E) and R[u](S) |= E ⇐⇒ R T [u](E) = true
Proof. The identity and weakest pre-condition transformers for individual edges are defined in a standard way. Relating the least fixed point of the system S with the greatest fixed point of the system S T , we are only required to show that the following conditions are satisfied:
These follow from the properties of weakest pre-condition transformers. The second equivalence follows from an analogous fixed-point induction and the fact that S |= E only if true ⇒ E. ⊓ ⊔ Example 3. In our example program, the weakest predicate transformers for program points 2, 3 and 4 are given by the constraints:
Using methods described below, we find that R ⊓ ⊔ Solving such constraint systems requires effective computation of function comparisons, greatest lower bounds and compositions. Thus, we need an finite and effective representation of these predicate transformers.
Finite representation
Inspired by order-theory, let us call single address equalities a i= adr and affine equalities t= 0 atomic. Let E A denote the set of atomic equalities. According to Lemma 1, every conjunction has a canonical form, which is a conjunction of atomic equalities. Hence, every transformer f : E → E, which is completely distributive, i.e., preserves true and distributes over conjunctions, is uniquely determined by its restriction f | EA to atomic equalities. This observation, though, does not provide yet a finite representation of weakest pre-condition transformers, since the number of single equalities is still infinite. The second idea, therefore, is not to track weakest pre-conditions for each equality separately, but to consider generic equalities. Every generic equality serves as a template which covers a range of equalities of similar form simultaneously.
In order to infer weakest pre-conditions for all affine equalities, we consider the generic post-condition p ≡ p 0 + p 1 x 1 + · · · + p k x k= 0, where p 0 , . . . , p k are fresh variables not occurring in the program. The weakest pre-conditions for p can be represented as conjunctions of equalities
for constants c ij ∈ Q.
Example 4. Since our running example has just one int variable, the generic affine post-condition is is e aff ≡ p 0 + p 1 x 1= 0. The parametric pre-condition for e aff w.r.t. the assignment
A generic address post-condition is of the form a i= a.s 1 . . . . .s r (for some r ≤ d) where a is either an address constant in C or another address variable in A, and each s l is either a field name or an indexing pattern p l0 + p l1 x 1 + · · · + p lk x k . Weakest pre-conditions for such a generic address post-condition will be conjunctions of parametric affine equalities and parametric address equalities. The generic coefficients to be considered in the parametric affine equalities now are elements from the set
Thus, the affine equalities are of the form:
for constants c lij ∈ Q. Also, the parametric address equalities will be address equalities where index expressions are of the same form as left-hand sides in (6). The conjunction of parametric equalities forms a lattice E d , which has the same structure as the lattice E -except that the set of int variables is now extended with the set of parameters p l0 and products p li x j of parameters and int variables. The height of the complete lattice E d therefore is bounded by O(d·k 2 +m). In our application, generic post-conditions suffice to arrive at a finite specification of weakest pre-condition transformers. Let T denote the set of well-typed generic address equalities. Then the set T is finite and of cardinality O(m 2 · t · d), where t is the maximal size, i.e., number of fields, of a global data structure's type. This set T is complete in the sense that for any concrete atomic equality e ∈ E A , there exists a substitution σ : P d → Q and a generic post-condition e ′ ∈ T such that e = e ′ σ. Any function f : T → E d can be extended to a completely distributive function ext (f ) : E → E defined by (ext (f ))(e) = (f (e ′ ))σ for all atomic equalities e = e ′ σ (e ′ is a generic equality, σ a substitution). We now show that the weakest predicate transformers that occur in our constraint system can indeed be obtained as extensions of functions from T → E d . In order to do so, we set up a new constraint system R ♯ over functions from T → E d . This is obtained from the constraint system R T by replacing all operations by their parametric counterparts. Thus, implication "⇒ ♯ " and greatest lower bounds ∧ ♯ are now defined according to the domain E d . Also, the transfer functions for assignments are lifted to parametric equalities. It remains to define composition
First, we observe that every parametric equality can be obtained from one of the generic post-conditions by a transformation σ of the parameters. Therefore assume that e ′ is a generic post-condition and g ♯ (e ′ ) = e 1 ∧· · ·∧e r where e l = e ′ l σ l for generic post-conditions e ′ l and linear transformations σ l . Then we define ( T . We then compute the composition (f • g)(e adr ) as follows:
This computation occurs during the analysis of our running example, because the while-loop has the same effect as the non-deterministic assignment of f . ⊓ ⊔
Theorem 2. For any program point
Proof. We proceed by fixpoint induction. A crucial step is to show that not only "∧", but also composition commutes with ext, i.e., that
To see that, we calculate:
where g(e ′ ) = e ′ i σ i as above. ⊓ ⊔
Example 7.
We can now compute the solution to the constraint system by fixpoint iteration starting from true. The computation stabilizes after three iterations, giving the following pre-conditions for the address post-condition:
For the affine post-condition e aff , the pre-condition (p 0= 0) ∧ (p 1= 0) is obtained, meaning no non-trivial affine equalities hold at these points. ⊓ ⊔
Computing all valid equalities
Given the weakest pre-condition transformer R T [v] for program point v, computing all equalities which are valid at v then boils down to solving a suitable inhomogeneous system of equations. We have: 
Then tσ= 0 is valid for all values x ∈ Z k iff c 00 = 0 and σ is a solution of each of the equations c 0i + r l=1 c li p ′ l= 0 (i = 1, . . . , k). We conclude that finding all substitutions σ such that e ′ σ is valid at program point u can be reduced to
inhomogeneous equations over Q where the number of unknowns is bounded by d · (k + 1). The latter task can be done with a polynomial number of arithmetic operations. By repeating this procedure for every possible generic post-condition, we obtain a finite representation of all equalities which are valid at program point u.
⊓ ⊔ Example 8. As we saw in Example 7, at all points in the loop the parametric precondition for e aff has p 0 = p 1 = 0 as its solution. The parametric pre-condition for the generic post-condition e adr , on the other hand, is given by:
As no int-variables x i are involved here, this pre-condition is true iff p 11 = 1 and p 10 = −1. Therefore, the only non-trivial equality which holds at program point 4 is a 1= c.(
To summarize, the set of all equalities, which hold at a given program point, can be compactly represented by a polynomially sized set of triples e, σ, V -each consisting of a generic post-condition e together with one particular solution for the conjunction of parametric affine pre-conditions of e and a basis V of the vector space of solutions of the corresponding homogeneous system. Assuming that the basis V is in (column) echelon form, we can determine if a given equality holds at a certain program point in time O(d 2 · k 2 ).
Local variables
All program variables have so far been considered global. Along the lines of [15] , we now extend the analysis to possibly recursive programs with local variables as well. From the k integer variables, we consider the first k ′ ≤ k variables x 1 , . . . , x k ′ as local and the remaining ones as global. Similarly for pointers, the first m ′ ≤ m variables a 1 , . . . , a m ′ denote local variables while the remaining ones denote global pointer variables.
For passing of parameters, we adopt w.l.o.g. the convention that all locals of the caller are passed by value into the locals of the callee. This enables us to reason about equalities involving local variables of the caller.
We extend the concrete semantics with an extra operator H which transforms the effect of a procedure body into the effect of a procedure call:
The constraint system for computing weakest pre-conditions of procedure calls is modified accordingly by introducing the operator H T :
Here, the operator HThese equalities imply that the access to the data array of the structure pointed to by a 1 is protected by a corresponding element in the mutex array.
⊓ ⊔
The access pattern we can infer in the above example depends on the information we have about a 1 . If the analysis can infer that a 1 is definitely equal to some statically allocated structure c, a pattern for access to the elements of c is obtained. Otherwise, may-alias analysis [7] is called upon to divide the set of all pointer variables into equivalence classes. The simplest such approach, which suffices for some applications [11] , equates all pointers of the same type. Then our method allows to infer access patterns for data structures of a given type. A more refined analysis distinguishes heap objects depending also on their allocation sites, in which case our analysis derives more refined patterns. Note that must-equality information complements may-aliasing by ensuring that a acc and a lock are referring to the same object within the equivalence class of a 1 . This is crucial in order to verify per-element locking schemes, where each element in, e.g., a linked list has its own lock. Pratikakis et al. [20] describe a technique based on existentially typed label-flow to address this issue with the aid of programmer annotations; must-equality information allows one to infer per-element correlations automatically.
Conclusion
We have presented a must-alias analysis which infers all equalities between address expressions and can be proven to be valid w.r.t. the chosen abstraction. In this abstraction, conditional branching is replaced with non-deterministic branching and pointers stored in the shared data-structures are not tracked. We indicated how these equalities can be used to infer correlations between locks and accesses. Our analysis infers relevant must-equality information also for dynamically allocated data which combined with may-alias information allows one to infer access patterns. A variant of this approach has been implemented in the Goblint data race analyzer [23] and also extended by an accompanying may-alias analysis [21] .
For simplicity, we have assumed that index expressions are evaluated over the integral domain Z. Instead, we could have chosen Z 2 w , i.e., integers modulo a suitable power of 2, by replacing the linear algebra methods for vector spaces of affine equalities with the corresponding methods for modules over the principal ideal ring Z 2 w [14] . However, if the programs to be analyzed only employ simple forms of index expressions, it might be sufficient to replace tracking of affine equalities with tracking of variable equalities alone [15] .
