Abstract. For a congruence subgroup Γ, we define the notion of Γ-equivalence on binary quadratic forms which is the same as proper equivalence if Γ = SL 2 (Z). We develop a theory on Γ-equivalence such as the finiteness of Γ-reduced forms, the isomorphism between Γ 0 (N )-form class group and the ideal class group, N -representation of integers, and N -genus of binary quadratic forms. As an application, we deal with representations of integers by binary quadratic forms under certain congruence condition on variables.
Introduction
Definition. Let Q(x, y), Q ′ (x, y) be two binary quadratic forms with coefficients in Z and let Γ be a congruence subgroup of SL 2 (Z). If Q ′ (x, y) = Q(ax + by, cx + dy) for some ( a b c d ) ∈ Γ, then we say that Q ′ (x, y) is Γ-equivalent to Q(x, y).
The SL 2 (Z)-equivalence is clearly the same as the usual proper equivalence. The purpose of this article is to develop a theory of Γ-equivalence just as the theory of proper equivalence.
To do this, we mainly follow the course given in Cox's book [5] .
The beginning of this work is based on the following observation. Suppose that Q(x, y) and Q ′ (x, y) are Γ-equivalent.
i) If Γ = Γ 0 (N), then {Q(x, y) ∈ Z x, y ∈ Z, y ≡ 0 (mod N)} = {Q ′ (x, y) ∈ Z x, y ∈ Z, y ≡ 0 (mod N)}.
ii) If Γ = Γ 1 (N) and r ∈ Z, then {Q(x, y) ∈ Z x ≡ r ( mod N), y ≡ 0 ( mod N)} = {Q ′ (x, y) ∈ Z x ≡ r ( mod N), y ≡ 0 ( mod N)}.
iii) If Γ = Γ(N) and r, s ∈ Z, then {Q(x, y) ∈ Z x ≡ r ( mod N), y ≡ s ( mod N)} = {Q ′ (x, y) ∈ Z x ≡ r ( mod N), y ≡ s ( mod N)}. In Section 3, we deal with representations of integers by binary quadratic forms under the congruence condition given in Case i) above.
The Γ-equivalence of binary quadratic forms
We denote by QF the set of all primitive positive-definite binary quadratic forms, and denote by QT the set of all points τ ∈ H such that [Q(τ ) ∶ Q] = 2. Then a congruence subgroup Γ of SL 2 (Z) acts on both QF and QT in a natural way as
where Q ∈ QF, γ = ( a b c d ) ∈ Γ, τ ∈ QT, and A Q is a symmetric matrix associated with Q. By definition, a form Q ′ is Γ-equivalent to a form Q if and only if Q ′ = Q ⋅ γ for some γ ∈ Γ.
Given a form Q ∈ QF, let τ Q denote the unique solution of Q(x, 1) = 0 in H. Then it is not difficult to see that the map defined by Q ↦ τ Q is a one-to-one correspondence between QF and QT, and moreover
Definition. Let F Γ be a fundamental region for a congruence subgroup Γ.
(1) A form Q ∈ QF is said to be Γ-reduced if τ Q ∈ F Γ . The set of all Γ-reduced forms in QF is denoted by Γ-RF.
(2) Given a negative integer D ≡ 0, 1 (mod 4), we denote by QF(D) the set of all forms in QF of discriminant D, and denote by Γ-RF(D) the set of all Γ-reduced forms in QF(D).
It is worthwhile to remark that the definition of Γ-reduced forms depends on the choice of the fundamental region F Γ .
Example 1. As is well known, a fundamental region for SL 2 (Z) is
Re(τ ) = 1 2 or τ = 1 ⇒ Re(τ ) ≤ 0 .
With respect to this choice of F SL 2 (Z) , a form ax 2 + bxy + cy 2 ∈ QF is SL 2 (Z) Notice that it coincides with the usual definition of reduced forms for the proper equivalence.
We comment that this relation between reduced forms and fundamental domains is not new to mathematicians (see [4, Section 5.3 .1] and [5, Exercise 11.4 
]).
Example 2. For p = 2, 3 it is not difficult to see that
Therefore ax 2 + bxy + cy 2 is defined to be Γ 0 (p)-reduced if
Under this defintion, we easily compute that
and so on.
Remark. The reader will see soon that the coefficient of x 2 must be relatively prime to N in order for Γ 0 (N)-RF(D) to be an abelian group under the Dirichlet composition.
Example 3. Let p ≥ 5 be a prime number. Then ax 2 + bxy + cy 2 ∈ QF is defined to be Γ 0 (p)-reduced if it satisfies the following properties:
p , and k (3) are given in Section 4. The definition of Γ 0 (p)-reduction above corresponds to the fundamental region for Γ 0 (p) described explicitly in Section 4.
From this definition, we can directly deduce that there are at most finitely many Γ 0 (p)-reduced forms of a given discriminant D. In fact, it will turn out that the conditions (1) and (2) are good enough to imply the finiteness of Γ 0 (p)-RF(D). Note that
Fix a negative discriminant D.
Clearly, there are at most finitely many triplets (a, b, c) of integers satisfying these conditions.
, the finiteness follows immediately from the fact that
We now prove the finiteness of Γ-reduced forms of a given discriminant for all Γ. (1) Any two distinct Γ-reduced forms in Γ-RF(D) are not Γ-equivalent.
(2) Every form Q ∈ QF(D) is Γ-equivalent to a unique Γ-reduced form in Γ-RF(D).
(3) The cardinality of Γ-RF(D) is independent of the choice of F Γ .
(4) The cardinality Γ-RF(D) is finite.
This says that τ Q , τ Q ′ ∈ F Γ are in the same Γ-orbit, from which we deduce that τ Q = τ Q ′ . Appealing to the one-to-one correspondence between QF and QT, it follows that Q = Q ′ .
The uniqueness is an immediate consequence of (1). 
are Γ-equivalent, so we have
. Now the symmetry immediately implies our desired assertion. (4) Let γ 1 , . . . , γ n be all the distinct left coset representatives of Γ in SL 2 (Z), where
Under this choice of F Γ we have
is finite, we can derive that Γ-RF(D) is also finite.
For a negative discriminant D and a positive integer N we define
dance with standard notation.
Given an imaginary quadratic field K, let d K denote the discriminant of K, and
the ring of integers in K, and O ∶= Z + f O K an order of conductor f in K. 
and hence we may consider the quotient groups
We employ the standard notation C ( 
is relatively prime to N, we see that Z + Zτ Q ∈ I(O, N).
Now assume that Q(x, y) and Q ′ (x, y) are Γ 0 (N)-equivalent to each other. Then we
(
and τ Q , τ Q ′ ∈ H, we derive that γ ∈ SL 2 (Z).
Now we show that γ ∈ Γ 0 (N). By definition, we may set α = βδ −1 , where β, δ ∈ O and
and hence c ≡ 0 (mod N). This says that Q(x, y) is Γ 0 (N)-equivalent to Q ′ (x, y).
(onto) Let a ∈ I(O, N). Then we may write a = s −1 b, where b is a proper O-ideal relatively prime to N and s is an integer relatively prime to N. Let t = min{k ∈ N k ∈ b}.
Since bb = N(b)O, we have N(b) ∈ b and so t ≤ N(b). We write N(b) = tq + r for some 0 ≤ r < t. Since r = N(b) − tq ∈ b, we deduce that r = 0. Thus t divides N(b) and hence (t, N) = 1.
Write b = Zα + Zβ for some α, β ∈ O and put t = uα + vβ for some u, v ∈ Z. Notice that (u, v) = 1 by the minimality of t. So there exist w, z ∈ Z such that uz − vw = 1. Since
where τ = wα+zβ t
. Replacing τ by −τ if necessary, we may assume that τ ∈ H. Let ax 2 +bx+c ∈ Z[x] be the minimal polynomial having τ as its zero, where (a, b, c) = 1 and a > 0. Clearly, Q(x, y) ∶= ax 2 + bxy + cy 2 is a primitive positive-definite quadratic form. Because Z + Zτ is a proper fractional ideal of both O and Z + Zaτ , we see that O = Z + Zaτ and hence that
This completes the proof.
Proof. For now, let us assume that for any prime divisor
Applying the Chinese remainder theorem, we can find c ∈ Z such that c ≡ 0 (mod N) and c ≡ c k (mod p k ) for all k = 1, . . . , s. Now, relabeling the indices if necessary, we may assume that p i ∤ a i for 1 ≤ i ≤ r and that p j a j for r < j ≤ s. Clearly, p j ∤ c j for r < j ≤ s. According to both the Chinese remainder theorem and the Dirichlet theorem on primes in arithmetic progressions,
. . , r and q ∤ c. Set a = p r+1 ⋯p s q. Note that gcd(a, c) = 1 because q ∤ c and gcd(p j , c) = gcd(p j , c j ) = 1 for r < j ≤ s. Moreover, we see that gcd(M, Q(a, c))
Finally, it remains to show that for any prime p there is a pair (a 0 , c 0 ) of integers such that gcd(a 0 , c 0 ) = 1 and p ∤ Q(a 0 , c 0 ). Since Q is primitive, it is readily seen that gcd(Q(1, 0), Q(1, 1), Q(0, 1)) = 1, from which it follows directly that at least one of Q(1, 0), Q(1, 1), and Q(0, 1) is not divisible by p.
We now review the formula for the Dirichlet composition. Given two forms Q(x, y) =
Then the Dirichlet composition of Q(x, y) and Q ′ (x, y) is defined to be the form
We will show that the Dirichlet composition makes
According to the previous lemma we may assume that (a, a ′ ) = 1. Then the binary operation on C(D, Γ 0 (N)) is defined by
where Q ′′ (x, y) is the Dirichlet composition of Q(x, y) and Q ′ (x, y). 
Proof. We need to show that the operation induced from the Dirichlet composition is well defined. Let Q, Q ′ , and Q ′′ be given as above. First of all, the operation is independent of the choice of B.
Now we consider the three proper O-ideals
which are associated with Q, Q ′ , and Q ′′ , respectively. We claim that
and making use of B ≡ b (mod 2a) and B ≡ b ′ (mod 2a ′ ), the above three ideals can be written as Za + Z∆, Za ′ + Z∆, and Zaa ′ + Z∆, respectively.
Here we have used the property that (a, a ′ , B) = 1. 
Here we have employed the claim above. Therefore the operation is well defined and automatically it has been proved that C(D, Γ 0 (N)) is an abelian group and that Φ is an isomorphism.
Proof. It follows immediately from the facts that
and that
The following proposition is a slight generalization of Proposition 7.20 in Cox's book [5] and can be proved by the same argument as in the proof of Cox's. However, we present here the proof for the sake of completeness. Proof. Let a be an O K -ideal relatively prime to Nf . Then the natural map
is an injective homomorphism. Moreover, this map is also surjective since a
Now let b be an O-ideal relatively prime to Nf . Then we see
whence bO K is an O K -ideal relatively prime to Nf . We further deduce that bO
This shows that we get a bijection between the monoids of O K -ideals and O-ideals that are relatively prime to Nf . Since the inverse map is obviously multiplicative, the bijection induces a well-defined isomorphism between I(O K , Nf ) and I(O, Nf ). 
is an isomorphism, where a and b are O K -ideals relatively prime to Nf .
Proof. We consider the homomorphism We claim that ker(Ψ ′ ) = P 0 (O K , Nf ).
(⊃) Let α = a + Nf β where β ∈ O K , a ∈ Z, and (a, Nf ) = 1. Since f β ∈ O and (a, N) = 1, we infer from Proposition 2.6 that 
Therefore we obtain by applying Proposition 2.6 once more that 
(2) Let N be a positive integer and let D ≡ 0, 1 (mod 4) be a negative integer. Then we
It is also true that C(O ′ ) ≅ C(O ′ , Nf ) according to [5, Proposition 7.19 ].
Proof.
(1) By the above theorem, we readily see that
(2) It follows from (1) and Theorem 2.4.
The N-representations of integers by binary quadratic forms
Definition. Let f (x, y) ∈ Z[x, y] be a binary quadratic form and let N ∈ N. An integer m is said to be N-represented by f (x, y) if m = f (x 0 , y 0 ) for some x 0 , y 0 ∈ Z with (x 0 , N) = 1,
If (x 0 , y 0 ) = 1 is further satisfied, then we say that m is properly Nrepresented by f (x, y).
Remark. If f (x, y) and g(x, y) are Γ 0 (N)-equivalent, then Put γ = ( Proof. This follows immediately from the preceding lemma because −4m is a quadratic residue modulo p if and only if ( Proof. Notice that
Definition. Given a negative integer D ≡ 0, 1 (mod 4), the principal form is defined to be
. Lemma 3.6. Let f (x, y) = ax 2 + bxy + cy 2 be a primitive form and let n, N ∈ N with (a, N) = 1. Then there exists m ∈ N such that (m, nN) = 1 and m is properly N-represented by f (x, y).
Proof. Given a prime p not dividing N, at least one of f (1, 0), f (1, N), f (1 + N, N) is not divisible by p. Hence for each prime divisor p i (i = 1, . . . , ℓ) of n not dividing N, we deduce by relabeling the indices if necessary that p i does not divide f (x i , y i ) for all i, where
By the Chinese remainder theorem, there exists x ∈ Z such that
By Dirichlet's theorem on arithmetic progressions, we can find a prime q such that (q, x) = 1 and p k+1 ⋯p ℓ q ≡ 1 (mod p 1 ⋯p k ).
Put y = Np k+1 ⋯p ℓ q and m = f (x, y). Then
whence (m, nN) = 1. Moreover, we have x ≡ 1 (mod N), y ≡ 0 (mod N), and (x, y) = 1
Let N ∈ N and let f (x, y) = ax 2 + bxy + cy 2 be a primitive form of discriminant D with (a, N) = 1. Then 
Thus we may assume that m is properly N-represented by f (x, y). By the first lemma on a previous page, we deduce that b 2 − 4mc = D for some b, c ∈ Z. The properties of the Kronecker symbol imply that
and hence our claim is proved. (1) By applying the preceding lemma with n = D and a = 1, we see that H ⊂ ker(χ) is nonempty. The identities
show that H is closed under multiplication, and hence H is a subgroup of ker(χ).
(2) If we apply the preceding lemma again with n = D, we may assume that f (1, 0) = a is relatively prime to ND. Suppose that D ≡ 0 (mod 4). Then b is even and can be written as 2b ′ , and then we have
Note The case that D ≡ 1 (mod 4) is similary by making use of the identity
Definition. With the notations as above, we define the N-genus of a coset of H in ker(χ) to be the set consisting of all primitive forms ax 2 + bxy + cy 2 with (a, N) = 1 of discriminant D which N-represent the values of the given coset modulo D.
The preceding lemma immediately implies the following refinement of a previous theorem. 
(2) Let m, N ∈ N and p an odd prime not dividing 1 − 4m. Then p is N-represented by a form of discriminant 1 − 4m in the principal genus if and only if for some integer x with (x, N) = 1,
Proof. Note that
where Note that
. From this, we further infer that for primes p, q with (pq, 14) = 1,
In fact, there is a version of the above identity that holds for any form of discriminant −4m
where (axz + bxw + byz + cyw, N) = 1 and xw − yz ≡ 0 (mod N) if (a, N) = 1, (xz, N) = 1, and y ≡ w ≡ 0 (mod N). (⇐) Let f (x, y) = ax 2 + bxy + cy 2 be a primitive form of discriminant D with (a, N) = 1 and let τ ∈ H satisfy f (τ, 1) = 0. From the proof of the surjectivity of Φ, we see that
We claim that m is N-represented by f (x, y). Because tτ ∈ a ⊂ O = Z + Zaτ , we put t = as for some s ∈ Z. Then we have (s, N) = 1 and
Corollary 3.11. Let O be an order in an imaginary quadratic field and N ∈ N. Given a positive integer n, every ideal class in C 0 (O, N) contains a proper O-ideal whose norm is relatively prime to n.
Proof. It follows directly from the preceding theorem and a previous lemma.
The fundamental region for Γ 0 (p)
Throughout this section, let p ≥ 5 denote a prime number. The purpose of this section is to construct the fundamental region F Γ 0 (p) for Γ 0 (p) which satisfies the following properties:
Given a congruence subgroup, we can explicitly construct its open fundamental region consisting of points whose imaginary part is maximal in its orbit. This can be done by applying the method given in Ferenbaugh's paper [6, Section 3] . For a matrix γ = ( a b c d ), we write a γ ∶= a, b γ ∶= b, and so on. As in his paper, let
On the other hand, if γ = ±( 1 b 0 1 ) with b < 0, then we define arc(γ) in the same way and reverse the definitions of inside(γ) and outside(γ).
An open fundamental region for a congruence subgroup Γ of SL 2 (Z) is defined to be an open subset R of H with the properties:
(1) there do not exist γ ∈ Γ and τ, τ ′ ∈ R such that τ ≠ τ ′ and τ = γ(τ ′ ) (2) for any τ ∈ H, there exists γ ∈ Γ such that γ(τ ) ∈R.
Theorem 4.1. Let Γ be a congruence subgroup containing ( 1 1  0 1 ). Then
is an open fundamental region for Γ such that
(1) Re(τ ) ≤ 1 2 for all τ ∈ R Γ
(2) the imaginary part of τ ∈ R Γ is maximal in the orbit Γτ .
Proof. See [6, Theorem 3.3] and its proof.
Thus the fundamental region F Γ 0 (p) that we try to find lies between R Γ 0 (p) and R Γ 0 (p) .
Lemma 4.2.
R Γ 0 (p) = {τ ∈ H Re(τ ) < 1 2, τ − k p > 1 p for all k = ±1, ±2, . . . , ±[p 2]}.
outside(γ) = {τ ∈ H Re(τ ) < 1 2}
and that ⋂ γ∈Γ 0 (p)−{±I} cγ =p outside(γ) = {τ ∈ H τ − k p > 1 p for all k ∈ Z with (k, p) = 1} because γ ∈ Γ 0 (p), c γ = ±p ⇒ outside(γ) = {τ ∈ H τ ∓ a γ p > 1 p}.
Thus we see that Let τ be a point contained in the set right above. If Re(τ ) ≤ 1 2p, then it is clear that τ ∈ outside(γ) for any γ ∈ Γ 0 (p) with c γ ≥ 2p. If Re(τ ) > 1 2p, then we see that Im(τ ) > √ 3 2p and so we deduce that τ ∈ outside(γ) for any γ ∈ Γ 0 (p) with c γ ≥ 2p because every point in inside(γ) has its imaginary part less than 1 2p.
infer that for any k ∈ S p − {1} we have either f (k) = k or (k ≠ f (k) and f (k) ≠ f 2 (k) and k ≠ f 2 (k)). We see that 2p i must be discarded. Combining all of the above discussion, we conclude that F Γ 0 (p) is the set of all points τ ∈ H satisfying the following properties:
(1) Re(τ ) ≤ 1 2 (2) τ − k p ≥ 1 p for all k ∈ S p (3) Re(τ ) = 1 2 ⇒ Re(τ ) = −1 2
p ) with k ≠ k (3) .
