We provide new families of minimal codes in any characteristic. Also, an inductive construction of minimal codes is presented.
to their application to secret sharing schemes, the study of minimal codes has drawn immense attention in recent years.
A useful criterion for a linear code to be minimal is given by Ashikhmin and Barg in [1] .
where w min and w max denote the minimum and maximum nonzero Hamming weights in C, respectively.
Families of minimal linear codes satisfying Condition (1) have been considered in several papers, e.g. see [7] , [12] , [14] , [23] . However, Condition (1) does not necessarily hold for each minimal code. To this end, examples of minimal codes violating Condition (1) have been constructed in [11] , whereas in [9] the first infinite family of minimal binary codes has been presented by means of Boolean functions arising from simplicial complexes. Families of minimal binary and ternary codes have been constructed; see [16] , [13] . Moreover, in [2] the authors provided examples of minimal codes for each field of odd characteristic. After that, in [5] minimal codes arising from cutting blocking sets were presented.
In this paper we construct examples of minimal linear codes in any characteristic; see Section III. An interesting problem is to provide constructions of new minimal linear codes from old ones. In this direction, an example is given by the following result; see [11, Proposition 5] .
In this paper we also provide inductive construction of minimal linear codes which satisfy an extra condition.
The weight distribution of a code allows the computation of the error probability of error detection and correction with respect to some error detection and error correction algorithms; see [18] for more details.
II. MINIMAL CODES AND SECRET SHARING SCHEMES
Let C be an [n, k] q -code, that is a k-dimensional linear subspace of F n q . The support Supp(c) of a codeword c = (c 1 , . . . , c n ) ∈ C is the set {i ∈ {1, . . . , n} : c i = 0}. Clearly, the Hamming weight w(c) equals |Supp(c)| for any codeword c ∈ C.
Let G ∈ F k×n q be the generator matrix of C with columns G 1 , . . . , G n and suppose that no G i is the 0-vector. The code C can be used to construct secret sharing schemes in the following way. The secret is an element of F q and the set of participants P = {P 2 , . . . , P n }. The dealer chooses randomly u = (u 1 , . . . , u k ) ∈ F k q such that s = u · G 1 and computes the corresponding codeword v = (v 1 , . . . , v n ) = uG. Each participant P i , i ≥ 2, receives the share v i . A set of participants {P i1 , . . . , P i ℓ } determines the secret if and only if G 1 is a linear combination of G i1 , . . . , G i ℓ ; see [19] . There is a one-toone correspondence between minimal authorized subsets and the set of minimal codewords of the dual code C ⊥ .
III. FIRST CONSTRUCTION
Let q be prime power. Fix an integer t ≥ 2 and consider the following matrix.
where I t is the identity matrix and
Proof. Clearly, the length is t 2 (q−1)+t and the dimension is t. Let us consider a codeword ω which is a linear combination of 1 ≤ s ≤ t rows, say r i1 , . . . , r is , of A t,q . Without loss of generality we may assume that ω has exactly s nonzero entries among the first t.
Suppose that i < j and i, j ∈ {i 1 , . . . , i s }. Thus, among the (q − 1) entries corresponding to columns e i + λe j exactly q − 2 are nonvanishing.
Consider now an index i ∈ {i 1 , . . . , i s } and an index j / ∈ {i 1 , . . . , i s }. Therefore, all the (q − 1) entries corresponding to columns e i + λe j (or e j + λe i ) are nonzero. Summing up, the weight of ω is
By direct computations we have that
Then the minimum and the maximum are taken for s = 1 and s = t − 1.
Thus,
Also, the codewords of weight w s are exactly (q − 1) s .
Proposition III.2. The linear code C whose generator matrix is A t,q is a minimal code for which w min /w max < (q − 1)/q.
Proof. We already saw in Proposition III.1 that minimum and maximum weight are
and then
Looking at the first t coordinates of ω and ω ′ one sees immediately that I ω ⊂ I ω ′ . Consider now two rows i ∈ I ω and j ∈ I ω ′ \I ω . There exists precisely one entry corresponding to e i + λe j (or e j + λe i ) for which ω has a nonzero entry whereas ω ′ has a zero entry.
where r ij denotes the i j -th row of A t,q . If s = 1, there is nothing to prove since ω and ω ′ are proportional.
Suppose s ≥ 2 and consider 1 ≤ n < m ≤ s such that
Among the entries corresponding to e i + λe j , the unique zero in ω and ω ′ appears respectively when α n + λα m = 0 and β n + µβ m = 0. Since α n /β n = α m /β m , λ = µ and therefore
This shows that
and ω, ω ′ are proportional. Thus, C is minimal.
IV. SECOND CONSTRUCTION
Let q be prime power. Fix two integers t ≥ 2 and 2 ≤ k ≤ t − 1 and consider the following matrix.
is a matrix whose columns are e i1 + k j=2
Clearly, the length is t k (q − 1) k−1 + t and the dimension is t. It is readily seen that the first row of the generator matrix has weight exactly
Proposition IV.2. The linear code D whose generator matrix is A t,q is a minimal code.
and that ω and ω ′ are linear combinations of ∅ = I ω ⊂ {1, . . . , t} and ∅ = I ω ′ ⊂ {1, . . . , t} rows of A t,q . Looking at the first t coordinates of ω and ω ′ one sees immediately that
Suppose that I ω = I ω ′ and consider the rows r ℓ1 and r ℓ2 , where ℓ 1 ∈ I ω and ℓ 2 ∈ I ω ′ \ I ω . There exists at least one entry corresponding to one of the following:
3) e i1 + λ ℓ1 e ℓ1 + λ ℓ2 e ℓ2 + k j=4 λ ij e ij , for some λ ij ∈ F * q , for which ω has a nonzero entry whereas ω ′ has a zero entry. This contradicts Supp(ω) ⊂ Supp(ω ′ ).
If |I ω | = 1, there is nothing to prove since ω and ω ′ are proportional. From now on we consider the case |I ω | = |I ω ′ | = s ≥ 2 and Since the above argument holds for any choice of the set J, (α i ) i∈Iω and (β i ) i∈Iω are proportional, that is ω and ω ′ are proportional. Thus, D is minimal.
The weight distribution of D seems hard to be computed.
Open problem 1. Determine the weight distribution of D. Now we investigate another class of minimal codes and we determine its weight distribution.
Theorem IV.3. Let D ′ be the code generated by the matrix
where B s,t is a matrix whose columns are all the possible vectors of
Then D ′ is minimal and the weight distribution of D ′ is
Proof. First note that D ′ is minimal since A s,t contains A t,q .
To determine the weight distribution, consider a codeword w of type (α 1 , . . . , α t )A s,t with (α 1 , . . . , α t ) of weight r. Among the first t coordinates of w, exactly r are nonzero.
Consider now all the coordinates J of w corresponding to vectors in e i1 , . . . , e is . These vectors are in total (q − 1) s .
Let z be the size of
If z = 0, then for each i 1 , . . . , i s we have that α ij = 0 and all the coordinates of w in J are 0. There are precisely t−r s choices for {i 1 , . . . , i s } in this case.
Consider now the case z > 0. The number of zero
these zeros correspond to the number of solutions of the linear homogeneous equation
not satisfying any X i = 0.
(Clearly, z = 1 gives 0 for 
V. A GENERAL CONSTRUCTION
Theorem V.1. Let C be an [n, k] q minimal code with generator matrix G such that ∀w = (w 1 , . . . , w n ) ∈ C * =⇒ |{w i : i ∈ {1, . . . , n}}| = q.
(4) Then for any integer s ≥ 1 there exists an [(s + 1)n, s + k] q minimal code D satisfying Property (4) .
Proof. Without loss of generality we can suppose that G is of the type (I k |A) for some A ∈ M k×n (F q ). Consider the code D whose generator matrix is G = (G 0 |G 1 | · · · |G s ), where
that is the i-th row is 1 and the remaining of the first s rows of G i are 0. The dimension and the length of D are s + k and (s + 1)n, respectively. It is straightforward to check that D satisfies Property (4).
We prove now that D is a minimal code. For a codeword ω = (ω 0 , ω 1 , . . . , ω s ) ∈ D, denote by ω j , j = 0, . . . , s, the vector ω j = (a j,1 , . . . , a j,n ).
Consider another codeword
where R i denotes the i-th row of G. Since Supp(ω 0 ) ⊂ Supp(ω ′ 0 ) and C is minimal, there exists µ ∈ F * q such that µβ i = β ′ i for each i = s + 1, . . . , s + k. Since C satisfies Property (4), there are q distinct coordinates in ω 0 . Let i 1 , . . . , i q ∈ {1, . . . , n} be such that |{a 0,i ℓ : 1 ≤ ℓ ≤ q}| = q. Now for i = 1, . . . , s, we consider
In particular, there exists a unique ℓ ∈ {1, . . . , q} such that a 0,i ℓ + α i = 0. Since
the unique zero among µa 0,i ℓ + α ′ i , ℓ = 1, . . . , q, must be at the same position as a 0,i ℓ + α i . That is, µa 0,i ℓ + α ′ i = 0 and therefore α ′ i = −µa 0,i ℓ = µα i . This means that ω ′ = µω and D is minimal.
Corollary V.2. Let q be prime power. Consider F * q = ξ . Fix an integer t ≥ 2 and consider the following matrix.
where A t,q is the matrix defined in (2) . The code C ′ generated by A ′ t,q is a minimal t 2 (q − 1) + t + q − 2, t q -code satisfying Property (4).
Proof. Since the code C generated by A t,q is minimal and it is a subcode of C ′ , this is also minimal. We only have to check that Property (4) is satisfied. Let us denote by R i , i = 1, . . . , t, the rows of A ′ t,q .
and Property (4) holds for ω.
Then the entries corresponding to e 1 + λe i are λα i and, therefore, they are all distinct and nonzero. • Let ω = i α i R i , where at least two α i 's are nonzero, say α ℓ and α j . Then the entries corresponding to e ℓ +λe j are α ℓ + λα j . Combined with the ℓ-th entry of ω (which is α ℓ ) all such entries are distinct and Property (4) holds for ω.
The claim follows from Theorem V.1. Let ω be a codeword of C ′ . If it is spanned from s rows of A ′ t,q distinct from the first one, its weight is
On the other hand, if ω is the linear combination of the first row and other (s − 1) rows, its weight is
Example V.3. For q odd, let f : F n q → F q be the function introduced in [2] , that is,
where n > 3 is an integer, k ∈ {2, . . . , n − 2}, and {α i } i∈{1,...,k} are (not necessarily distinct) elements of F * q . Let C f be the linear code defined as
where v · x is the Euclidean inner product between v and x.
For any pair (u, v) ∈ F q × F n q , let us denote
If k ≥ q and {α i : i = 1, . . . , k} = F q , then Property (4) is satisfied.
• if u = 0, then c(u, v) = (v · x) x∈F n q has as components all the elements of F q since the scalar product is a linear function;
• if v = 0, then c(u, v) = (uf (x)) x∈F n q has as components all the elements of F q (e.g. they come from the standard basis of F n q over F q ); • otherwise, we show that c(u, v) = (uf (x) + v · x) x∈F n q has as components all the elements of F q : take i such that v i = 0 and consider the vectors βe i , where β ∈ F q . The components of c(u, v) corresponding to these components will be uα i + βv i , which will arise all the possible values of F q .
Example V.4. Let n = rk, where r, k ∈ N and r, k ≥ 2, be a positive integer and consider the function, introduced in [5] , g r,k : F n q → F q g r,k (x 1 , . . . , x n ) := k−1 j=0
x jr+1 x jr+2 · · · x jr+r .
The code C g r,k defined in Example V.3 satisfies Property (4).
• if u = 0, then the codeword c(u, v) = (v · x) x∈F n q has as components all the elements of F q since the scalar product is a linear function.
• if v = 0, then in the codeword c(u, v) = (uf (x)) x∈F n q , the entries corresponding to vectors (x 1 = 1, . . . , x r−1 = 1, x r ∈ F q , x r+1 = 0, . . . , x n = 0) assume all the possible values of F q . • if u = 0 and v = 0, let i be such that v i = 0 and consider the vectors βe i , where β ∈ F q . The components of c(u, v) corresponding to these vectors are {βv i |β ∈ F q } = F q .
