Abstract. We consider the asymptotic distribution of the IP sparsity function, which measures the minimal support of optimal IP solutions, and the IP to LP distance function, which measures the distance between optimal IP and LP solutions. To this end, we create a framework for studying the asymptotic distribution of general functions related to integer optimization. While there has been a significant amount of research focused around the extreme values that these functions can attain, little is known about their typical values. Each of these functions is defined for a fixed constraint matrix and objective vector while the right hand sides are treated as input. We show that the typical values of these functions are smaller than the known worst case bounds by providing a spectrum of probability-like results that govern their overall asymptotic distributions.
We consider A and c to be fixed and assume that (1.1) there does not exist x ∈ R n ≥0 such that Ax = 0 and c ⊺ x > 0.
This implies that if IP(b) is feasible, then it has an optimal solution. The study of IP(b) as b varies is referred to as parametric integer programming, and it is important for designing algorithms for solving IP(b), see, e.g., Papadimitriou [28] , Eisenbrand and Shmonin [16] , or Eisenbrand and Weismantel [17] . The motivation of this paper is to understand IP(b) for various b ∈ Z m by studying general functions whose input is IP(b), or equivalently, whose input is a vector b in Z m . Let f : Z m → R ≥0 ∪ {∞}. Our goal is to understand the distribution of f under the assumption (1.2) f (b) < ∞ if and only if IP(b) is feasible.
We assume (1.2) throughout the paper. One property of f that can be quantified is the maximum finite value that f can attain. Other properties are common values of f that are attained, and these are the focus of this paper. One can quantify these common values through the use of asymptotic proportions. For t ∈ Z ≥1 and E ⊆ R m define Pr t (E) := |{b ∈ Z m : b ∞ ≤ t and f (b) < ∞} ∩ E| |{b ∈ Z m : b ∞ ≤ t and f (b) < ∞}| .
[0, 1] and Pr(E) ≥ Pr(F ) if F ⊆ E. However, Pr(·) is not necessarily a probability distribution because it only satisfies the weaker condition Pr(E ∪ F ) ≥ Pr(E) + Pr(F ) for disjoint E and F . The functional Pr(·) was introduced by Bruns and Gubeladze [9] and later used by Oertel et al. [26] to study sparse solutions of IP(b). In order to examine common values of f , we are interested in asymptotic proportions of the form Pr(f ≤ M ) := Pr({b ∈ Z m : f (b) ≤ M }),
for M ∈ R. It is difficult to compute (or even upper bound) Pr(E) for general f and E. However, there are functions that are important in the context of integer optimization for which we can provide such an analysis. To the best of our knowledge, this refined asymptotic analysis does not appear in the literature in generality.
In this paper we analyze the asymptotic proportions of the sparsity and distance functions, which we will denote by σ and π, respectively (see Sections 1.1 and 1.2 for precise definitions). However, there are other functions of relevance for integer optimization that also fit into our framework. Such functions include the integrality gap function [2, 14] and the optimum value function [18, 33] . Moreover, with slight generalizations to R d -valued functions f : Z m → (R ≥0 ∪ {∞}) d one can also consider functions such as the flatness direction [6, §VII] .
One main contribution of this paper is a set of conditions to bound Pr(f ≤ M ) for general functions f and various M (see Theorem 2.4). This result is presented in Section 2 as it requires a brief introduction into groups and lattices. A second contribution of this paper is an application of Theorem 2.4 to bound the values Pr(σ ≤ M ) and Pr(π ≤ M ) for various M ∈ Z. These bounds are in terms of m and the determinants of the submatrices of A. We denote the largest absolute value of these determinants and their greatest common divisor, respectively, by δ := max {| det(B)| : B ⊆ A is invertible}, and γ := gcd ({| det(B)| : B ⊆ A is invertible}). The function σ is also a measure of the distance between linear codes [5, 32] and has been studied for identifying sparse solutions in combinatorial problems [11, 24] .
It was shown in Aliev et al. [4] and Aliev et al. [3] that if σ(b) < ∞, then
where A ∞ denotes the largest absolute entry of A. See also Eisenbrand and Shmonin [15] for bounds on the maximum finite value of σ. There is not much room to improve the upper bound (1.3), in general. In fact, for any ǫ > 0 Aliev et al. [3] provide an example of A and b for which m + log 2 ( A ∞ ) 1/(1+ǫ) ≤ σ(b). A special case of sparsity is when c = 0 in which case σ(b) quantifies the sparsest solution among all feasible solutions to IP(b). For a general matrix A, Aliev et al. [4] proved the qualitative result that σ is asymptotically periodic, which can be used to show that there exists M ∈ R ≥0 such that Pr(σ ≤ M ) = 1. Oertel et al. [26] showed that asymptotic proportions of σ can be bounded using the minimum absolute determinant of A or also the 'number of prime factors' of the determinants.
If in addition A has the Hilbert basis property and c = 0 (i.e., if the columns of A correspond to a Hilbert basis of the cone generated by A), then upper and lower bounds on the feasible support value σ(b) can be given in terms of only m. Cook et al. [12] showed that if σ(b) < ∞, then σ(b) ≤ 2m − 1, and Sebő improved this to σ(b) ≤ 2m − 2 [30] . As for lower bounds, Bruns et al. [10] gave an example such that σ(b) ≥ 7 6 m. In this setting asymptotic proportions of the feasible support function σ were considered by Bruns and Gubeladze [9] , who showed Pr(σ ≤ 2m − 3) = 1.
We show that σ(b) is often smaller than the best known universal bound (1.3).
In particular,
The Cauchy-Binet formula (see, e.g., [22] ) implies that δ ≤ det(AA ⊺ ) with strict inequality if A has at least two invertible submatrices. Hence, Theorem 1.1 gives tighter bounds on the asymptotic proportions of σ than (1.3) does, and the differences are strict if A has at two invertible submatrices. For ease of presentation we will assume that c has the property that the optimum solution LP(b) is unique for all feasible b. Note that this can always be achieved by perturbing c. See Remark 5.1 in Section 5 for further discussion on this assumption and its implications. Let x * (b) denote the optimal solution of LP(b). Define the distance function to be
The distance between IP(b) and LP(b) solutions is a classic question in IP theory. It has been used to measure the sensitivity of optimal IP solutions [7, 8, 13] and to create efficient dynamic programs for solving integer programs [17, 23] . Eisenbrand and Weismantel [17] 
See also Cook et al. [13] , Aliev et al. [2] , and Paat et al. [27] for bounds on the maximum finite value of the distance function. It is not known if the bound in (1.4) is tight. In the case m = 1, Aliev et al. [2] provide a tight upper bound on the related distance function π ∞ (see below). Gomory [18] used the group structure of A to study the value function of IP(b), and he proved that this function is asymptotically periodic (see also Wolsey [33] analogously to π using the ℓ ∞ -norm rather than the ℓ 1 -norm.
A corollary of Theorem 1.2 is a bound on the typical distance between IP(b) and LP(b) solutions in terms of A ∞ rather than δ. The result [17, Theorem 3.1] implies Pr(π ≤ m(2m A ∞ + 1) m ) = 1. Theorem 1.2 and Hadamard's inequality (see, e.g., [22] ) give the following improvement.
1.3. Outline of the paper and notation. Section 2 provides a general framework for studying the values Pr(f ≤ M ) and proves the fundamental Theorem 2.4. Preliminaries about optimal LP(b) solutions are in Section 3. We use these in Sections 4 and 5 to prove results about σ and π, respectively.
The k-dimensional vector of all zeros is 0 k and the vector of all ones is 1 k . When multiplying a matrix B ⊆ Z m and a vector y ∈ R B as By, we use y b to denote the component of y corresponding to b ∈ B. For a set B ⊆ Z m , we use cone(B) to denote the convex cone generated by the elements in B. The interior of a convex set P ⊆ R m is denoted
An affine lattice is a set Λ ⊆ R m of the form Λ = b + Λ, where b ∈ Z m and Λ ⊆ Z m is a lattice. The dimension of an affine lattice is largest number of linearly independent vectors in Λ. For more background on these concepts, we refer to [29] and [6, Chapter VII].
Asymptotic proportions for general functions.
We first present a few auxiliary lemmata and notations before proving the main theorem of this section. The first lemma follows from standard results on triangulations and subdivisions. Thus, we omit the proof. For more on subdivisions see [6, Page 332] 
. . , ℓ}, and
Proof. The recession cone of
Assume to the contrary that C ∩ (b + C) = ∅. By the separating hyperplane theorem (see, e.g., [19] ), there exists an α ≥ 0 and a hyperplane {d ∈ R m :
For two functions g, h :
The following result is a variation of classic known results in Ehrhart theory, see for instance [25, Theorem 7] and [21, Theorem 1.2] Lemma 2.3. Let P ⊆ R m be a k-dimensional rational polytope and Λ ⊆ Z m be an m-dimensional affine lattice. There exists a constant c P,Λ > 0 such that
Let A ∈ Z m×n have rank(A) = m and let f : Z m → R ≥0 ∪ {∞} as in (1.2). By assumption, the function value f (b) is finite only if IP(b) is feasible, i.e., if there is a vector z ∈ Z n ≥0 such that Az = b. In particular, the choices of b that we need to consider to bound Pr(f ≤ M ) are those b in cone(A) that also lie on the lattice generated by A, which we denote by
The lattice Λ induces an equivalence relationship
There are γ many equivalence classes generated by ≡ Λ , see, e.g., [20, page 22] .
In Theorem 2.4 we bound Pr(f ≤ M ) by dividing cone(A) into subcones and analyzing the corresponding equivalence classes generated by each subcone. Let
These matrices exist by Carathéodory's theorem. Define the lattices (2.5)
For each i ∈ {1, . . . , s} the lattice Γ i induces an equivalence relationship ≡ Γ i on Λ :
i is a sublattice of Λ and therefore the relation ≡ Γ i induces a quotient group Λ/Γ i with cardinality
is not necessarily feasible. This is due to the fact that the set {b ∈ Z m : IP(b) is feasible} only becomes structured for large values of b, which is a phenomenon related to the Frobenius number, see, e.g., [1, 31] . In order to reach a partial converse, we consider not only the points b ∈ Λ ∩ cone(A i ) for which b ≡ Γ i g for some g ∈ Λ/Γ i , but also those b that are 'far enough' in cone(A i ). To formalize far enough, we choose a suitable vector 
If enough equivalence classes in Λ/Γ i can be uniformly bounded in this set, then this is enough to bound Pr(f ≤ M ). We denote the set of equivalence classes that are uniformally bounded by M using the following notation: (2.8)
for all t ∈ Z ≥0 . By Lemma 2.1 we can partition cone(A) into rational cones C j := cone(B j ), where j ∈ {1, . . . , ℓ}, such that int(
. . , s} and j ∈ {1, . . . , ℓ}. Define the set F := {b ∈ cone(A) : b ∈ C i ∩ C j for some pair of distinct i, j ∈ {1, . . . , ℓ}}, and observe that
The sets in the latter union are pairwise disjoint. Therefore, by (2.9) it follows that (2.10)
The set F is a finite union of sets each of which has a dimension strictly less than m. Therefore, the set {b ∈ F : b ∞ ≤ t} is a finite union of polytopes of dimension strictly less than m. It follows from Lemma 2.3 that there exists a constant c F,Λ such that {b ∈ Λ ∩ F :
For each j ∈ {1, . . . , ℓ} define the truncated cone
To finish the proof of the theorem it is enough to show
Indeed, if (2.12) is true, then we obtain
where the first equation comes from (2.10) and (2.11), the first inequality follows because C 1 , . . . , C ℓ partition cone(A) and {b ∈ Λ ∩ tP j : f (b) < ∞} ⊆ Λ ∩ tP j , and the final inequality comes from (2.12).
We prove (2.12). Without loss of generality
Without loss of generality assume that g 1 , . . . , g k ∈ X j (f, M ). Using the fact that every b ∈ tP j belongs to exactly one equivalence class with the relation ≡ Γ j , it follows that
Lemma 2.2 and C j ⊆ cone(A j ) imply that there exists h ∈ Z m with h + C j ⊆ d j + cone(A j ). Also, there exists a finite number of hyperplanes H 1 , . . . , H r ⊆ R m parallel to the facets of C j such that
In particular, it follows from the main assumption in the theorem that |{b ∈ tP
.
This completes the proof as det(Γ
3. Preliminaries for results on optimal IP solutions. An invertible matrix B ⊆ A is an optimal LP basis matrix if there exists b ∈ Z m such that LP(b) has an optimal solution x * ∈ R n ≥0 with {a ∈ A : x * a > 0} = B. It is well known that for every feasible b ∈ Z m there exists an optimal LP basis matrix B such that LP(b) has an optimal solution x * ∈ R n ≥0 with {a ∈ A : x * a > 0} ⊆ B; we refer to such a B as an optimal LP(b) basis matrix. In order to apply Theorem 2.4 to σ and π, we choose A 1 , . . . , A s in (2.4) to be optimal LP basis matrices. This section collects properties of these matrices. Lemma 3.1 is a folklore result. 
Our next lemma shows that vectors in N are not too large, i.e., an optimal solution of IP(b) only uses a few non-basic columns. Lemma 3.2 can be proved using techniques in [18] , but we provide a proof for completeness. We use the following observation:
If B ⊆ A is an optimal LP basis matrix, then
In order to show (3.3), assume to the contrary that there exists a ∈ A, d ∈ B, and y ∈ R n such that a = By and y 
are standard unit vectors and satisfy x 1 1 = . . . = x t 1 = 1. There do not exist nested sets I J ⊆ {1, . . . , t} with i∈J Ax i ≡ B i∈I Ax i because z ∈ N . Thus, the equivalence class of i∈J Ax i modulo ≡ B is distinct for nested subsets of {1, . . . , t}. For each J ⊆ {1, . . . , t}, the problem IP( i∈J Ax i ) is feasible. By (2.6) there are γ −1 · | det(B)| many equivalence classes in Λ/Γ B that can be attained by the sums i∈J Ax i , where Λ = A · Z n is the lattice defined in (2.3). Hence,
Using the latter inequality along with (3.3), it follows that
Our next result states that if b ∈ F , then we can construct an optimal solution of IP(b) using the matrix B and the set N . Lemma 3.3 can also be proved using the techniques in [18] , but we provide a proof for completeness. Proof. Let z * be optimal for IP(b). Let z ≤ z * satisfy Az ≡ B b and minimize z 1 . Note that z ∈ N and by Lemma 3.2 we have B −1 Az ∞ ≤ γ −1 · δ. Using this and the fact that b ∈ F , we have
We define z B ∈ Z n ≥0 component-wise using the columns of A. Define z 1 and (3.4) , B is an optimal LP(b − Az) basis matrix. Hence, z B is optimal for LP(b − Az). Also, z * − z is feasible for
Lemma 3.3 states that the set N and the basis B can be used as building blocks to construct optimal solutions for IP(b) when b ∈ F . It turns out that these building blocks satisfy additional structural properties that we will use to prove Theorems 1.1 and 1.2. In particular, the converse of Lemma 3.3 holds: if z ∈ N and b ∈ F such that Az ≡ B b, then there exists an optimal solution to IP(b) of the form z B + z, see Lemma 3.4 (a). Also, N is down-closed, that is if z ∈ N and z satisfies z ≤ z, then z ∈ N , see Lemma 3.4 (b). Finally, we can construct vectors in N from other vectors in N by swapping subvectors that are equivalent modulo ≡ B , see Lemma 3.4 (c). We have
where the last inequality follows from (3.3) and Lemma 3.2. The fact that
Hence, for every a ∈ B it follows that
Equations ( Recall that z was any vector satisfying z ≤ z. In particular, if z = z, then we have b = b. By (3.7) (y B + u) + z is optimal for IP(b). This proves (a). We can also use the fact that (y B + u) + z is optimal for IP(b) to prove (b). Indeed, the relationship z ≤ z and the vectors b and (y B + u) + z certify that z ∈ N . Hence, (b) holds. Finally, (3.8) shows that (z B − u) + (z + (y − z)) is optimal for IP(b). Take any vector y ∈ Z n ≥0 that minimizes y 1 while satisfying y ≤ z + (y − z) and Ay ≡ B b. The vector y is in N , which proves (c).
4. Results about the sparsity function σ. 
where 
We complete the proof of (4.1) in two cases. Case 1. For every g ∈ Λ/Γ i assume that there exists z g ∈ N i such that Az g ≡ Γ i g and | supp(z g )| < k. We will show that each g is in
As g was arbitrarily chosen in Λ/Γ i , we have
Assume to the contrary that there are distinct vectors y, z ≤ z g such that Ay ≡ Γ i Az. Without loss of generality 0 n z. We also assume that supp(y) ∩ supp(z) = ∅ (this can be enforced by replacing y by the vector y defined by y a = y a if z a = 0 and y a = 0 if z a > 0). Lemma 3.4 (b) states that y, z ∈ N i . Thus, we can apply Lemma 3.4 (c) with z = z g to conclude that there exists y 1 ∈ N i such that y 1 ≤ z g + (y − z) and Ay 1 ≡ Γ i Az g . Note that supp(y 1 ) ⊆ supp(z g ) because y, z ≤ z g . Also, because 0 z and supp(y) ∩ supp(z) = ∅, there exists some index j ∈ supp(z) such that y
The previous argument can be repeated with y 1 in place of z g to obtain a vector y 2 ∈ N i such that supp(y 2 ) ⊆ supp(y 1 ), This implies that H ⊆ X i (σ, m + k) and
This completes the proof of (4.1).
5.
Results about the proximity function π. 
