In this paper we develop a correlation method for the template matching problem in pattern recognition which includes translations, rotations, and dilations in a natural way. The correlation method is implemented using Fourier analysis on the "discrete motion group" and fast Fourier transform methods. A brief introduction to Fourier methods on the discrete motion group is given and the efficiency of these methods is discussed. Results of the numerical implementation are given for particular examples.
INTRODUCTION
In this paper we address a two-dimensional problem in pattern recognition. For a given template object we want to find if this template object is present in a given image, and, if it is found, determine its position and orientation. We use a correlation method (see [1] and references therein) for this purpose, which is extended in a natural way to include rotations and dilations of the template object in addition to translations. Essentially, we translate, rotate, and dilate the template object, overlap it with the image and compute an overlap area (weighted by the intensity value at each pixel) with the proper normalization. The novelty of our approach is that the correlation method is implemented using the Fourier transform on the "discrete motion group." Fourier methods on the discrete motion group also provide a fast method to distinguish "identical" images (up to possible translations and rotations of the image) from "different" ones.
The discrete motion group can be viewed as the set of matrices of the form g = R r 0
where R = cos 2πi/N −sin 2πi/N sin 2πi/N cos 2πi/N (2) * To whom all correspondence should be addressed.
for fixed natural number N and i ∈ [0, N − 1] (R ∈ SO(2) for the continuous motion group SE (2)). 1 The group law is simply matrix multiplication.
The problem of template matching is quite old and has been approached in a number of different ways. Perhaps the most common (and oldest) approach is that of "matched filters" [2] . In this approach the Fourier transform of the image and template are taken, these are multiplied, and a peak is sought. This method can be implemented via digital computer, or by analog optical computation [3] . The drawback of this standard approach is that rotations are handled in a very awkward manner. Several works have considered rotation-invariant approaches (e.g., [4] ). In such approaches, polar coordinates are used and images are expanded in series of Zernike polynomials (see, e.g. [5] ) or by using the Hankel transform. The problem with such approaches is that rotational invariance is often gained at the expense of the translational invariance offered by the classical Fourier transform.
A number of works have considered using invariants of images for recognition (e.g. [6] ). When one begins discussing invariants, the most natural analytical tool is group theory. In this work we apply an area of group theory called noncommutative harmonic analysis to the template matching problem. In short, this area of mathematics deals with the generalization of the concept of convolution and Fourier transforms to functions on groups. In particular, if we are given a function f (x), the generalized Fourier transform developed and applied in this paper is a matrix function which has the property
where U is a unitary matrix that depends on rotation R and translation a, and F denotes the nonabelian Fourier transform. The above expression cannot be written as a matrix product for the usual abelian Fourier transform for R = identity, although it is completely analogous to the behavior of the abelian Fourier transform applied to translated functions. In other words, noncommutative harmonic analysis provides a natural tool for translation and rotation invariant pattern matching. Furthermore, since U is unitary U F( f ) 2 = F( f ) 2 , and so this generalized Fourier transform provides a tool for generating a whole continuum of pattern invariants under rigid-body motion.
The connection between group theory and the theory of wavelets (which has become a very popular tool in image analysis) has been well established. In essence, expanding a function in a wavelet basis is achieved by starting with a mother wavelet and superposing affine-transformed versions of the mother wavelet to best approximate a given function. The interested reader is pointed to [7] [8] [9] [10] for further reading on the subject of wavelets, their applications in image analysis, and their connection with group theory.
The approach presented in this paper is to use the nonabelian Fourier transform and generalized concepts of convolution and correlation. This is very different than wavelet approaches. While wavelets typically allow one to efficiently approximate functions (or images), they have the drawback of not behaving well under operations such as convolution, which is the most natural tool in matched filtering.
In Section 2 we describe the correlation method. Section 3 is an introduction to Fourier analysis on the discrete motion group. In Section 4 we describe the implementation of the correlation method using the Fourier transform on the discrete motion group. Section 5 describes the invariant constructions which may be used in image analysis problems. Section 6 examines the computational complexity of the approach. Section 7 describes practical numerical examples: Subsection 7.1 gives numerical examples of the correlation method which includes translations and rotations; Subsection 7.2 illustrates applications of the invariants on the discrete motion group for comparison of images.
METHOD FOR PATTERN RECOGNITION
In this paper we extend the correlation method for pattern recognition [1] to include, in a natural way, rotations and dilations (in addition to translations) as the allowed transformations of the image. To find if the template object is present in the image we take a section from the image and compare it with a rotated, translated, and dilated version of the template pattern. Taking a section from the image is equivalent to multiplication of the image by a "window" function, which is rotated, translated, and dilated the same way as the template pattern.
Mathematically the correlation function is written as
where R ∈ SO(2), a ∈ R 2 , k ∈ R + close to one, and W (x) is a window function. For a similar template pattern and window from the image the value of the correlation coefficient should be close to one. We note that the integral
is just the square of norm of function f 2 (for k = 1),
According to the Cauchy-Schwarz inequality,
, the correlation coefficient (3) is always smaller or equal to one, and it is equal to one for an identical pattern and windowed image. We note that the value of a correlation coefficient does not change if we change overall intensity of the original image or template object. For a dilation coefficient k = 1 we observe that the correlation function q = q(a, R) is a function on the Euclidean motion group SE(2) [22, 16] , which is the semidirect product of translation group (R 2 , +) and the rotation group SO (2) . It appears that this group has not been used extensively in applications to the image processing; the authors are aware of only a few previous works using this group (e.g., [11, 12, 15] ).
Using Fourier methods on the motion group we compute the correlation coefficient in a much more efficient way than using direct integration. Indeed, the direct computation of integral (3) is very costly (we consider for simplicity the k = 1 case). For N r = N x · N y samples of the image (and template) on an N x × N y rectangular grid, and for N samples of orientation, we need to perform O(N 2 r N ) computations (and we need to compute the convolution-like integrals twice, in the denominator and numerator of (3)). For N r = 256 × 256 and N = 60, the computations require 5 × 10 11 operations, which requires a day of computer work on a 250 MHz workstation. In this paper we use the advantages of Fourier methods on the "discrete motion group" (i.e. the subgroup of SE (2) , where the orientation angle has discrete values from the C N subgroup of SO (2) , θ = 2πi/N for i = 0, . . . , N − 1), and fast Fourier transform (FFT) methods [17, 18] to compute the correlation coefficient in O(N N r log N r ) computation. In addition, Fourier methods on the discrete motion group provide a very fast method for comparison of two images which are translated and rotated relatively to each other.
A natural question to ask is how the computational requirements of this approach compare to classical Fourier techniques applied to matched filtering. The answer is that they are on the same order. However, the benefit of our formulation is that it provides a clean notation in which to treat translations and rotations in a unified way. This paper also serves as an introduction of the image understanding community to techniques which are not widely known outside of pure mathematics. In the next section we discuss briefly Fourier methods on the discrete motion group.
FOURIER TRANSFORM ON THE DISCRETE MOTION GROUP
The concept of convolution of functions on a wide variety of abstract groups is well known in the pure mathematics literature [14] . A detailed study of the concrete case of convolution of functions on SE (2) in the context of robot kinematics can be found in [13] .
Building on this previous work, we note that the numerator (and denominator) in the correlation function (3) for k = 1 may be written formally as a convolution-like integral on the Euclidean motion group
where A ∈ SO(2) and d A = dθ/(2π ) is the normalized integration measure on SO (2), and in the template-matching problem functionsf 1,2 are explicit functions only of position, i.e., f 1,2 (x, A) = f 1,2 (x) (henceforth we do not distinguish betweeñ f 1,2 and f 1,2 ). 2 Furthermore, f 1,2 (x) are nonnegative real functions (we formally write f 1 as the complex conjugate of itself to use the properties of the Fourier transform later).
The group elements g, h are in SE (2) , the group product is the group product on the motion group, 3 and dµ(h) = d 2 x dθ/(2π ). We assume that the orientation angles are restricted to values from the discrete subgroup C N of the rotation group SO (2) . We refer to the subgroup of the motion group with a discrete range of allowed rotations as the discrete motion group G N .
For the discrete motion group the integration over orientation should be replaced by summation through A i (which can be viewed as elements of the group C N , or as matrices of the form in Eq. (2)):
In the case of the translation group the usual Fourier transform on R 2 may be used to get a simple expression for convolution in Fourier space (i.e. the product of Fourier transforms). In fact, this property is based on the property
2 Any function on R 2 can also be viewed as one on SE (2) which is constant over all orientations. 3 For g = (x, R) and h = (y, A) the group product is defined as g
of the Fourier transform elements U(a; p) = exp(ip · a), which form a complete and orthonormal set of elements for all possible values of the Fourier parameter vector p. We note that U(a; p) are matrix elements (complex numbers in this case) of unitary irreducible representations [25, 26] of the translation group of R 2 . We use a similar approach in order to get a simple expression for the convolution integral on the motion group in Fourier space. We have to use a generalized Fourier transform with the property that (see Appendix)
where f 1,2 are functions on the motion group. This will provide a tool for fast calculation of integrals like those in Eq. (5) .
A well-developed theory for such generalizations of the Fourier transform exists. It is called noncommutative harmonic analysis. A key element of this theory is the enumeration of linear operators, U , which have the homomorphism property
where g 1,2 are group elements of a group G, ρ is a generalized Fourier parameter (or set of parameters), and the operator product may be understood as a matrix product (of, in general, infinite dimensional matrices). This homomorphism property allows one to reduce the convolution integrals to a matrix product equation in Fourier space. The property (6) is just part of the definition of a group representation [25] and is required to define Fourier transforms with the convolution property. The operators U can be thought of as generalizations of the complex exponentials, U, used in usual Fourier analysis. Each U can be expressed as a unitary matrix.
To generate the complete and orthonormal basis in which to expand functions on the group, we have to calculate the matrix elements of irreducible and unitary representations (IURs) [25, 26] of the group. A detailed review of the general theory is provided is the Appendix.
The elements of the U matrices for the discrete motion group may be written as (see Appendix for details)
where A −1 j is the inverse of the discrete rotation A j , and u φ k denotes the vector to the angle θ = φ + 2π k/N on the unit circle in the interval
(φ measures the angle on this segment, 0 ≤ φ ≤ 2π/N ). The vector u φ k is analogous to the 2D Fourier vector p in ordinary 2D Fourier transform (normalized to unit magnitude) and, thus, has a dependence on the continuous angle θ , which just measures the polar angle of p. We note that each element of the discrete motion group can be expressed as a pair g = (A i , r) and each Fourier parameter can be expressed as the pair ρ = ( p, φ).
The direct Fourier transform is defined aŝ
The The inverse Fourier transform is (A i , r; p, φ) p dp dφ, (9) where the angle φ is measured from θ = 2πn/N . We note that this result is in agreement with [11] .
APPLICATION TO THE CORRELATION METHOD
The convolution-like integrals in the numerator and denominator of (3) may be formally written (for simplicity we consider the k = 1 case) as integrals
(where the functions f 1,2 are orientation-independent). The correlation function, however, is a function on G N , so we may use the Fourier transform on the discrete motion group G N to write this integral as a product of Fourier transforms. Because the functions are real the integral in the numerator of Eq. (3) may be written as
where we denote integration dµ(h) over the discrete motion group, G N , to mean integration over R 2 and summation through the A i , and the group elements are of the form g = (x, A j ). Using the orthogonality and homomorphism properties of the Fourier matrix elements, this integral may be written as
where φ is measured from 2πq/N . For the second expression we used the unitarity of the matrix elements U mn and the fact that the expression is real (i.e., we take the complex conjugate of the integral). The matrices (f 1,2 ) mn are the Fourier transforms (as defined in Eq. (8)) of the functions f 1,2 (x, A i ). We note that this integral is the inverse Fourier transform off † 2 ·f 1 , and thus, the expression depends only on three indices.
Because functions f 1,2 (x, A i ) = f 1,2 (x) do not depend on the orientations A i , matrix elements in the same column are the same, i.e., (f 1,2 ) mn = (f 1,2 ) qn for any m, q. This may be observed from the expression
(the exponent depends only on the n-index), the definition of the direct transform (8) , and the fact that the functions do not depend on the orientation. Thus, we compute a row of the Fourier matrix for a particular orientation (for example A 0 = 1, the identity element)
This may be done using the 2D FFT for the functions f 1,2 (x) and interpolating the Foureir values to points on a polar coordinate grid. The value of p is determined by |p|, the values of m and v are determined by the angular part of p. This requires O(N r log(N r )) computations.
Thus, the integrals in Eq. (3) may be written as
where C = 1/N . We observe that the convolution-like integrals may be computed by taking the Fourier transform, computing the product of transforms, and taking the inverse Fourier transform on the discrete motion group.
INVARIANTS OF THE DISCRETE MOTION GROUP
Let us assume that one wants to compute properties of the image (object) which are invariant with respect to translations and rotations of the image. The Fourier transform on the discrete motion group provides a very efficient tool to compute these invariants. Let us construct a function with values in R + ,
for each fixed φ = 0, . . . , N φ − 1, wheref m ( p; φ) is the Fourier transform on the discrete motion group of f (x). Then (13) is invariant with respect to rotations and translations of f (x); i.e., η( p; φ) does not change if we compute (13) using the Fourier transform on the motion group for f (x) = f (R −1 (x − a)). We note that for orientation-independent functions (i.e., for functions on R 2 ) the Fourier transform elementsf m may be arranged as a matrix which has the same matrix elements in the same column,f qm =f rm =f m . Then (13) may be written also as a trace
wheref † ( p; φ) is the Hermitian conjugate matrix. According to (8) ,f qm for f (x) may be written aŝ
where the integral over G N denotes integration with respect to x and summation through the elements of C N , and
Using the invariance of the integration measure we write this integral aŝ
Using the homomorphism properties of U we write it aŝ
where we have used a unitarity property of U . Thus, the Fourier matrix is transformed under rotations and translations g ∈ G N asf
Using the cyclic property of Tr and unitarity of U it is clear that
which proves the invariance of (13) . We note that the invariant, written in the form (14) , is valid also for orientation-dependent functions (i.e. for general functions on the discrete motion group). The use of invariants for pattern recognition was suggested in [11] .
EFFICIENT CALCULATION OF CONVOLUTION-LIKE INTEGRALS USING THE FOURIER METHOD
As we mentioned before, the direct integrations of (3) requires O(N 2 r N ) computations for C N , where N r is the number of sampling points in an R 2 region. Using the Fourier transform on the discrete motion group we have to compute direct Fourier transforms for image and template, compute the matrix product (in our case it is a column-row product) of the Fourier transform, which describes the Fourier transform of the convolved functions, and then calculate the inverse Fourier transform.
The calculation of direct Fourier transform and the "matrix" (column-row) product is a fast computation. The direct Fourier transform for f 1,2 (x) may be computed using a usual twodimensional FFT [18] Thus, the direct Fourier transform and the "matrix" product may be computed in O(N r log N r + O(N N r ) computations.
The inverse Fourier transform calculation is a slower computation. One element from each row and column ofF mn ( p, φ) is used in computation of the inverse Fourier transform for each rotation element A i . First, we interpolate the value of the Fourier transform on the square grid N r × N r of p to polar coordinates. The radial coordinate is p = |p|, the polar angle is determined by the values of m and φ (the value of n is determined by m and the index of rotation i, n = m + i, thus we takeF m,m+i elements from the Fourier matrix to compute the inverse transform for fixed orientation A i ). After inverse interpolation to Cartesian coordinates (which may be done in O(N N r ) computations), the inverse Fourier integration may be performed in O(N r log(N r )) for each of the N nonzero matrix elements of U using the FFT. Thus, in O(N N r log(N r )) computations we reproduce the function for all A i . We note that the inverse Fourier transform computation is O (N ) (or O(log N r ) , depending which is larger) times more time-consuming, because we reproduce a function on the discrete motion group, rather than a function on R 2 . Thus, the total required is O(N N r log(N r )) computations, and these computations are, for the most part, calculations of the inverse Fourier transform. We also note that we have to perform calculations twice, to compute convolution-like integrals in the denominator and numerator of (3).
The total order of computations using classical Fourier analysis is of the same order as in our implementation, but the Fourier transform on the motion group has additional nice properties. For example, it allows one to neatly write integrals in the correlation function as matrix products in Fourier space. It also gives an efficient way to construct image invariants. These invariants may be used in image processing problems (see Section 7.2 for numerical examples). Of course it can be argued that the classical (scalar) Fourier transforms of rotated versions of images can be arranged to form a Fourier matrix like ours. If this arrangement is performed, then knowingly or not, one is calculating the Fourier transform on the discrete motion group.
KYATKIN AND CHIRIKJIAN

FIG. 2.
The template pattern. The arrow is used as a reference to find the position and orientation of this pattern in the image.
NUMERICAL EXAMPLES
Correlation Method, Including Rotations and Translations
In this section we compute the correlation function, Eq. (3) (for dilation k = 1) for some practical examples. We compute most examples for N r = 256 × 256 and N = 60 (C 60 group), although the computing time for other arrays is also reported.
We consider the image depicted in Fig. 1 . This is a 256 × 256 array of grey values (256 grey levels of intensity for each pixel).
We choose a template, depicted in Fig. 2 , which is a rotated (at angle θ = −π/3), and the translated pattern taken from the image. The arrow shown on the picture is used as a reference arrow to find the position and orientation of this template in the image. The correlation function depicted for the θ = π/3 angle is depicted in Fig. 3 . The highest value of the correlation function is at the original position and orientation of the pattern in the image. We also find positions and orientations of local maxima in each of m ×m subregions of the original image. For m = 8 the positions and orientations of local maxima in each of subregions are shown in Fig. 4 . The highest value is depicted by the arrow, which is rotated and translated from the arrow in Fig. 2 . Other local maxima (with a value of correlation which is greater than 0.85) are depicted by a white square; a small line attached to the square shows the orientation.
We note that the precise values of correlation at the locations of 64 maxima may be found by direct integration, and the Fourier method may be used as a fast filter method to find locations of these maxima. It is especially important to compute precise values in the case when the template object does not match exactly the pattern in the image.
In the table below we listed the computing time of the method (given in minutes and seconds, on a 250-MHz SGI workstation), implemented in the C programming language. N is listed along the horizontal, the right column lists the time to compute the correlation coefficients at 64 maxima using direct integration. The N r array size is given along the vertical. 
Using the Invariants on the Motion Group to Compare Images
As we have shown before, function (13) is the same for images which are rotated and translated relative to each other. It may be used to compare images and determine if they are identical (similar) or not. Again, we compute the correlation coefficient
This is a fast computation of the order O(N p N φ ) ≈ O(N r /N ) (to compute N φ coefficients) and it may be done using the usual integration techniques. As we mentioned before, the direct Fourier transform may be computed in O(N r log(N r )) computation; computation of the sum in (13) may be done in O(N r ) computations.
We compare the images depicted in Fig. 5 and Fig. 6 , which are just rotated and translated relative to each other. We use the value ν = (1.0 − η) × 10 3 to compare images, which is more convenient to use for η values which are close to 1.0. The greater ν is, the worse the correlation is. In the table below we show ν for φ = 0, . . . , 5. direct Fourier transforms and correlations ν was around 3 s on a 250 MHz workstation.
CONCLUSIONS
In this paper we use techniques from noncommutative harmonic analysis to formulate problems in template matching and construction of image invariants. The main contribution is to illustrate that problems in image understanding can be cleanly formulated using mathematical techniques which are not standard tools in the community. Numerical examples are provided to demonstrate the techniques.
APPENDIX
In this appendix we review the essentials of noncommutative harmonic analysis which is the generalization of Fourier analysis to functions on groups. Much of the review material presented here may be found in [13, 14, 16, 25] .
Recall that the Fourier transform pair for a suitable scalar function, f (x), for x ∈ R is defined aŝ
( p)u(x, p) dp, p)u(y, p) . This is an example of a group homomorphism. In general, a homomorphism is a mapping between two groups h : (G,
In particular, the function u(·, p) maps (R, +) → (U, ·) for each ω ∈ R, where U is the set of complex numbers with unit modulus, and · is scalar multiplication.
The convolution theorem for functions on the real line states that ( f 1 (x) * f 2 (x)) =f 1 ( p)f 2 ( p). This is a direct result of the facts that
and integration on the real line is translation invariant.
Noncommutative harmonic analysis extends the concept of Fourier transform and convolution to functions on groups. At the core of this area of mathematics is the enumeration of functions analogous to u(x, p). Unlike the Abelian case where such functions are scalars, in the noncommutative context these functions are matrices called irreducible unitary representations (IURs).
A representation of a group G is a homomorphism T :
V is a vector space called the representation space, and GL(V ) is the group of all invertible linear transformations of V onto itself. T (g) for g ∈ G is expressed in a given basis of V as an invertible matrix, and where the inner product (·, ·) is defined as
It is easy to see that (U (g; p)
, and that U (g; p) is therefore unitary with respect to this inner product. The matrix with elements U mn is "infinite dimensional." Furthermore, the matrix of a unitary operator expressed in an orthonormal basis is a unitary matrix, which means U −1 nm = u mn . A number of works including [22] have shown that the matrix elements of this representation are given by where J ν (x) is the νth order Bessel function and g(r, φ, θ) is an element of SE (2) , where the translational part is parameterized in polar coordinates (r, φ).
A.2. The Discrete Motion Group
In order to get the IURs of the discrete motion group we restrict possible orientation angles to the values from C N and choose the appropriate pulse orthonormal basis functions to compute the representation matrices using property (A.2).
We choose a pulse orthonormal basis f N ,n (u) on S; i.e., we subdivide the circle into identical segments F n and choose the f -functions to satisfy the orthonormality relations
We choose the orthonormal functions as The matrix elements (A.5) are exact expressions for the matrix elements of the unitary representations of the discrete motion group. The set of matrix elements (A.5) is, however, incomplete. This means, that the direct and inverse Fourier transforms, defined using these matrix elements, would reproduce the original function with O(1/N ) error; i.e., O(1/N ) ).
The reason for this is that summing through all possible segments cannot replace integration over all possible angles on the circle. It is also clear that the additional continuous parameter which enumerates possible angles inside each segment on the circle must give the complete set of the matrix elements.
Thus, the matrix elements must be modified as This is expression (7) in the text. 
