Temporal variation in dark click probability. The estimates of Willie's dark click probability are plotted using the left y-axis; the estimates of Bob's dark click probability are plotted using the right y-axis. Dark click probability is estimated using equation (81) for consecutive segments, each containing nD,s = 3.2×10 7 consecutive observations, as well as for consecutive blocks, each containing n D,b = 1.184 × 10 9 consecutive observations (with the exception of the last block for ζ = 0.25/ √ n in panel ((a)) where n D,b = 1.152 × 10 9 observations). Supplementary Figure 3 . Impact of variations in dark click probability on the estimates of Willie's detection error. The probability of detection error estimated from the block-weighted test statistic given in equation (82) is plotted using the asterisks alongside the plots from Figure 4 of the estimates using the (unweighted) total click count. Weighting does not substantially change the detection error probability estimates.
Supplementary Note 1. Bosonic Modes and the Degrees of Freedom of the Photon
Let us consider propagation of linearly-polarized, quasi-monochromatic light with center wavelength λ (that is, a narrow transmission band ∆λ λ around the center wavelength) from Alice's transmitter pupil in the z = 0 transverse plane with aperture function A T (r), r ≡ (x, y), through a L-meter line-of-sight free-space channel, and received by Bob's receiver pupil in the z = L plane with aperture function A R (r ), r ≡ (x , y ). Consider Alice's transmitted field's complex envelope E 0 (r, t). It is multiplied (truncated) by the complex-valued transmit-aperture function A T (r), undergoes free-space diffraction over the L-meter path, and is truncated by Bob's receiver-aperture function A R (r ), to yield the received field E L (r , t). The overall input-output relationship is described by the following linear-system equation:
where the channel's Green's function h(r , r, t) is a spatial impulse response. We assume that the typical time scales of multipath spread (caused by atmospheric turbulence, for instance) is much smaller compared to the communication bandwidth. Therefore, the temporal behavior in the above input-output relationship is limited to a simple L/c delay (c being the speed of light), and hence we drop the time argument from the Green's function. For vacuum propagation (that is, no atmospheric turbulence),
where k = 2π/λ. Normal-mode decomposition of the vacuum-propagation Green's function yields an infinite set of orthogonal input-output spatial-mode pairs (a mode being a normalized spatio-temporal field function of a given polarization), that is, an infinite set of non-interfering parallel spatial channels. In other words,
where {Φ m (r)} forms a complete orthonormal (CON) spatial basis in the transmit-aperture plane before the aperture mask A T (r), and {φ m (r )} forms a CON spatial basis in the receiver-aperture plane after the aperture mask A R (r ). The physical meaning is that if Alice excites the spatial mode Φ m (r), it in turn excites the corresponding spatial mode φ m (r ) (and no other) within Bob's receiver. This specific set of transmitterplane receiver-plane spatial-mode pairs that form a set of non-interfering parallel channels are the eigenmodes for the channel geometry. The fraction of power Alice puts in the mode Φ m (r) that appears in Bob's spatial mode φ m (r ) is the modal transmissivity, η m . We assume that the modes are ordered such that 1 ≥ η 1 ≥ η 2 ≥ . . . η m ≥ . . . ≥ 0. If Alice excites the mode Φ m (r) in a coherent-state |β -the quantum description of an ideal laser-light pulse of intensity |β| 2 (photons) and phase Arg(β), then the resulting state of Bob's mode φ m (r ) is an attenuated coherent state | √ η m e iθm β , where θ m is a phase. The power transmissivities η m (ω) are strictly increasing functions of the transmission frequency ω = 2πc/λ, each increasing from η m = 0 at ω = 0, to η m = 1 at ω = ∞. For hard circular pupils of areas A t and A r , that is, A T (r) = 1, |r| ≤ r t ,
r , the eigenmodes are prolate spheroidal functions, and the power-transfer eigenvalues η m (ω), indexed by two integers m ≡ (m 1 , m 2 ), have known, yet quite complicated expressions [1, 2]. For Gaussian-attenuation (soft) aperture pupils, that is, A T (r) = exp −|r| 2 /r 2 t and A R (r ) = exp −|r | 2 /r 2 r , there are two unitarily-equivalent set of eigenmodesthe Laguerre-Gauss (LG) modes, which have circular symmetry in the transverse plane and are known to carry orbital angular momentum (OAM), and the Hermite-Gauss (HG) modes, which have rectangular symmetry in the transverse plane and do not carry OAM. The power-transfer eigenvalues η m for either mode set admits the following simple form:
where there are q spatial modes of transmissivity η q . D f = A t A r /(λL) 2 is the free-space Fresnel number product for the soft-aperture vacuum-propagation channel, where
2 are the transmitter and receiver aperture's 'areas'. The doubly-indexed HG modes Φ m,n (x, y) with n + m + 1 = q, n = 0, 1, . . ., m = 0, 1, . . . span the same eigenspace as the doubly-indexed LG modes Φ p,l (r, θ) with 2p + |l| + 1 = q, p = 0, 1, 2, . . . , l = 0, ±1, ±2, . . ., and hence are related by a unitary transformation (a linear mode transformation).
Even though these spatial modes form an infinite set of parallel channels, not all of them can be gainfully employed for communication since the power transfer eigenvalues η m of the higher-order modes diminish rapidly with increasing m. A rough characterization of the number of useable spatial modes is given in terms of the Fresnel number product D f , which is defined as A t A r /(λL) 2 for a channel with hard-circular pupils. When D f 1, the channel is in the far-field regime, and only one spatial mode pair has an appreciable transmissivity (that is, n S = 1), whose transmissivity η 1 ≈ D f . On the other hand, when D f 1, the channel is in the near-field regime, and there are n S ≈ D f mutually-orthogonal spatial-mode pairs, each with η m ≈ 1. In the far-field propagation regime, using multiple orthogonal spatial modes does not benefit communications. When in the near-field propagation regime however, multiple orthogonal spatial modes can be employed to obtain the ultimate channel capacity associated with a given channel geometry, which exceeds the capacity attained by employing just one spatial mode [3] . Thus generating and separating orthogonal modes have attracted considerable recent attention. Although there has been promising recent work on separating (sorting) mutually-orthogonal LG modes [4] , realizing structured physical hardware to sort all LG (or HG) modes efficiently remains a challenging goal. On a positive note, it has been established recently that almost all the aforesaid benefit of using multiple orthogonal spatial modes in the near-field regime can be obtained by simply using multiple focused beams that are spatially separated in the receiver aperture's plane, but not truly mutually orthogonal [5, 6] .
In this paper, we evaluate the maximum quantum-secure covert volume attainable by using multiple spatial modes over a 1-km-range free-space channel, and conclude that it peaks in the long-wave infrared regime (λ ≈ 10 µm). Despite the fact that the channel is in the near-field regime at that frequency, multiple orthogonal modes gives only a small advantage over using a single focused Gaussian beam (the q = 1 special case of the LG or HG mode sets). This is because covert communication is highly sensitive to lower transmissivities, since we assume that all the uncollected transmitted photons (that is, 1 − η m fraction of the transmitted power) is given to the adversary Willie. In our calculations, we do not consider atmospheric turbulence, but do take into account photon loss from atmospheric extinction (in addition to the pure diffraction-limited loss). Atmospheric extinction includes scattering and absorption of photons via atmospheric aerosols, which turns the channel's impulse response to h(r , r) = h 0 (r , r)e −α(λ)L , where α(λ) is a wavelength-dependent extinction coefficient. The resulting modal transmissivities are given by η m e −α(λ)L . See Figure 5 for the plot of the free-space quantum-secure covert volume as a function of the transmission wavelength.
Suppose the transmitter employs n S orthogonal spatial modes with transmissivities η 1 , η 2 , . . . , η nS . If W (in Hz) is the total spectral bandwidth that can be supported by the transmitter and the receiver over a transmission window of T seconds, n T ≈ W T mutually-orthogonal temporal modes that can be transmitted [1, 2] . This T -second burst of communication can thus transmit n = n S ×n T mutually-orthogonal spatio-temporal modes. Furthermore, if both orthogonal polarizations are employed, the total number of modes becomes n = 2 × n S × n T .
A single-mode fiber of L meter length can support a single spatial mode (n S = 1) of power transmissivity η = e −αL , where α denotes the fiber's loss coefficient. In this case, n = 2n T . However, the loss coefficient corresponding to the two orthogonal polarizations can be different.
For a detailed development of the quantum theory of free-space diffraction and mode decompositions, the reader is encouraged to refer to Refs. [7] [8] [9] .
Supplementary Note 2. Discussion of Willie's Detection Error Probability P Willie's detector performs a binary hypothesis test of Alice's transmission state given his observations of the channel. Let's denote by P FA the probability that Willie raises a false alarm when Alice does not transmit, and by P MD the probability that Willie misses the detection of Alice's transmission. If we assume equal prior probabilities on Alice's transmission state (we relax this assumption later), Willie's detection error probability, P (w) e = (P FA + P MD )/2 Since P (w) e = 1/2 for a detector that randomly guesses Alice's transmission state, P (w) e ≤ 1/2. Alice's signaling scheme is covert if P (w) e ≥ 1/2 − for an arbitrarily small > 0 regardless of Willie's quantum measurement choice. This has a natural signal processing interpretation via the receiver operating characteristic (ROC) curve [10, Ch. 2.2.2], which plots the probability of true detection 1 − P MD versus the probability of false detection P FA . Since P FA ≤ 1 − P MD and P (w) e ≥ 1 2 − imply that P FA ≤ 1 − P MD ≤ P FA + 2 , when is small, the ROC curve lies very close to the line of no discrimination (the diagonal line where 1 − P MD = P FA ). Since the line of no discrimination corresponds to a detector that guesses Alice's transmission state randomly, a small implies that any detector available to Willie at best does slightly better than a random guess.
Furthermore, we argue that the assumption of a non-trivial prior distribution on Alice's transmission state does not impact our asymptotic results. First, the trace distance between two quantum states is defined as follows:
Definition 1 (Trace distance [11] ). The trace distance between two density operatorsσ andρ is
Trace distance relates to the probability of successful discrimination between two quantum states via the following lemma: Lemma 1. One half of the trace distance 1 2 ρ −σ 1 between quantum statesρ andσ is equal to the largest probability difference that two statesρ andσ could give to the outcome of the same measurement given by the positive semi-definite operatorΛ with eigenvalues upper-bounded by one:
whereÎ denotes the identity operator.
Proof. See [11, Lemma 9.1.7].
Denote byρ 0 andρ 1 the respective quantum states that Willie observes on his channel from Alice when she does not transmit and transmits. Willie constructs a binary POVM {Λ 0 ,Λ 1 } to discriminate between these states. Suppose that Willie knows that Alice will not transmit (that is, H 0 is true) with probability π 0 and that she will transmit (that is, H 1 is true) with probability π 1 . Thus, π 0 and π 1 denote the prior probabilities of statesρ 0 andρ 1 , respectively, where π 0 +π 1 = 1 and the probability of error in discriminating betweenρ 0 andρ 1 is
The following lemma generalizes the result for π 0 = π 1 = 1 2 given in [11, Section 9.1.4] to π 0 = π 1 :
Lemma 2.
Proof. First, suppose that π 0 ≤ π 1 . Since {Λ 0 ,Λ 1 } is a POVM,Λ 0 +Λ 1 =Î. SubstitutingΛ 1 =Î −Λ 0 in (7) and re-arranging the terms, we obtain
where (10) is because the eigenvalues of a density operator sum to one. When the prior probabilities of the hypotheses are equal:
, an application of Lemma 1 yields the lower bound P (w) e
where (13) follows since π 0 ≤ π 1 and Tr{Λ 0ρ0 } ≥ 0, and (14) follows by Lemma 1. When π 1 ≤ π 0 , the same steps are used with substitution ofΛ 0 =Î −Λ 1 in (7) instead ofΛ 1 =Î −Λ 0 , and replacement of π 1ρ0 − π 1ρ0 with π 0ρ1 − π 0ρ1 inside the trace in (11). This yields
and the lemma.
Thus, while Lemma 2 demonstrates that additional information about the likelihood of Alice transmitting (in the form of unequal prior probabilities π 0 = π 1 ) helps Willie, the square-root law still holds via the bounds on the trace distance ρ 0 −ρ 1 1 .
Supplementary Note 3. Covert Communication Theorems
Here we re-state the theorems from the main paper and provide their proofs.
Theorem 1 (Insufficiency of pure-loss for covert communication). Suppose Willie has a pure-loss channel from Alice and is limited only by the laws of physics in his receiver measurement choice. Then Alice cannot communicate to Bob reliably and covertly even if Alice and Bob have access to a pre-shared secret of unbounded size, an unattenuated observation of the transmission, and a quantum-optimal receiver.
In the proof of this theorem we denote a tensor product of n Fock (or photon number) states by |u ≡ |u 1 ⊗ |u 2 ⊗ · · · ⊗ |u n , where vector u ∈ N n 0 and N 0 is the set of non-negative integers. Specifically, |0 ≡ |0
⊗n . Before proceeding with the proof, we prove the following lemma:
Lemma 3. Given the input of n-mode vacuum state |0 E n on the "environment" port and an n-mode entangled state |ψ
on the "Alice" port of a beamsplitter with transmissivity η b = 1 − η w , the diagonal elements of the output state ρ W n on the "Willie" port can be expressed in the n-fold Fock state basis as follows:
Proof. A beamsplitter can be described as a unitary transformation U BS from the two input modes (Alice's and the environment's ports) to the two output modes (Bob's and Willie's ports). Given a Fock state input |t A on Alice's port and vacuum input |0 E on the environment's port, the output at Bob's and Willie's ports is described as follows [12, Section IV.D]:
Thus,
Now, the partial trace of the output state ρ BW = |φ
over Bob's system reveals Willie's output state:
where equation (17) is because the Fock states are orthogonal. Thus,
where (19) and substituting the right-hand side (RHS) of (19) into equation (18) yields
where equation (20) is because η w ∈ [0, 1).
Proof. (Theorem 1) Alice sends one of 2 M (equally likely) M -bit messages by choosing an element from an arbitrary codebook {ρ
is a general n-mode pure state, where |k ≡ |k 1 ⊗ |k 2 ⊗ · · · ⊗ |k n is a tensor product of n Fock states. We limit our analysis to pure input states since, by convexity, using mixed states as inputs can only degrade the performance (since that is equivalent to transmitting a randomly chosen pure state from an ensemble and discarding the knowledge of that choice).
Let Willie use an ideal SPD on all n modes, given by positive operator-valued measure (POVM)
. When W u is transmitted, Willie's hypothesis test reduces to discriminating between the statesρ
is the output state of a pure-loss channel with transmissivity η w corresponding to an input statê ρ A n u . Thus, Willie's average error probability is:
since messages are sent equiprobably. Note that the error is entirely because of missed codeword detections, as Willie's receiver never raises a false alarm. By Lemma 3,
Substituting equation (24) into equation (23) yields:
Thus, to ensure P (w) e ≥ 1 2 − , Alice must use a codebook with the probability of transmitting zero photons:
Equation (25) can be restated as an upper bound on the probability of transmitting one or more photons:
Now we show that there exists an interval (0, 0 ], 0 > 0 such that if ∈ (0, 0 ], Bob's average decoding error probability P
e ≥ δ 0 where δ 0 > 0, thus making covert communication over a pure-loss channel unreliable. Denote by E u→v the event that the transmitted message W u is decoded by Bob as W v = W u . Given that W u is transmitted, the decoding error probability is the probability of the union of events ∪ 2 M v=0,v =u E u→v . Let Bob choose a POVM {Λ * j } that minimizes the average probability of error over n modes:
Now consider a codebook that meets the necessary condition for covert communication given in equation (26). Define the subset of this codebook ρ
ηw . We lower-bound (27) as follows:
where the probabilities in equation (28) are with respect to the POVM {Λ * j } that minimizes equation (27) over the entire codebook. Without loss of generality, let's assume that |A| is even, and split A into two equal-sized non-overlapping subsets A (left) and
We can thus re-write (29):
where the second lower bound is because the events E u→g(u) and E g(u)→u are contained in the unions ∪
→v , respectively. The summation term in equation (30),
is Bob's average probability of error when Alice only sends messages W u and W g(u) equiprobably. We thus reduce the analytically intractable problem of discriminating between many states in equation (27) to a quantum binary hypothesis test. The lower bound on the probability of error in discriminating two received codewords is obtained by lowerbounding the probability of error in discriminating two codewords before they are sent (this is equivalent to Bob having an unattenuated unity-transmissivity channel from Alice). Recalling thatρ
are pure states, the lower bound on the probability of error in discriminating between ψ
is [13, Chapter IV.2 (c), Equation (2.34)]:
where F (|ψ , |φ ) = | ψ|φ | 2 is the fidelity between the pure states |ψ and |φ . Lower-bounding
A n lower-bounds the RHS of equation (32). For pure states |ψ and |φ , F (|ψ , |φ ) = 1 − 1 2 |ψ ψ| − |φ φ| 1 2 , where ρ − σ 1 is the trace distance [11, Equation (9.134)]. Thus,
where the inequality is from the triangle inequality for trace distance. Substituting (33) into (32) yields:
ηw , we have:
Recalling the definition of P e (u) in equation (31), we substitute (35) into (30) to obtain:
Now, re-stating the condition for covert communication (26) yields:
with equality (37) because 1
ηw for all codewords in A by the construction of A. Solving inequality in (37) for 
Combining equations (36) and (38) results in a positive lower bound on Bob's probability of decoding error
− ηw for ∈ 0, ηw 16 and any n, and demonstrates that reliable covert communication over a pure-loss channel is impossible.
Remark -The minimum probability of discrimination error between the states given by equations (21) and (22) 
, the error probability for the SPD is at most twice that of an optimal discriminator. Thus, the SPD is an asymptotically optimal detector when the channel from Alice is pure-loss. Since the photon number resolving (PNR) receiver, given by the POVM elements {|0 0| , |1 1| , |2 2| , . . .} ⊗n , could be used to mimic the SPD with the detection event threshold set at one photon, the PNR receiver is also asymptotically optimal in this scenario.
Theorem 2 (Square-root law for the thermal noise channel). Suppose Willie has access to an arbitrarily complex receiver measurement as permitted by the laws of quantum physics and can capture all the photons transmitted by Alice that do not reach Bob. Let Willie's channel from Alice be subject to noise from a thermal environment that injectsn T > 0 photons per mode on average, and let Alice and Bob share a secret of sufficient length before communicating. Then Alice can lower-bound Willie's detection error probability 
Now,
(1 +n 0 ) 1+n |n n| 
. . α n is an nmode tensor-product coherent state. The codebook is used only once to send a single message and is kept secret from Willie, though he knows how it is constructed.
Analysis (Willie): Since Willie does not have access to Alice's codebook, Willie has to discriminate between the following n-copy quantum states:
, and
By Lemma 2, Willie's average probability of error in discriminating betweenρ ⊗n 0 andρ ⊗n 1 is:
where the minimum in this case is attained by a PNR detection. The trace distance ρ 0 −ρ 1 1 between stateŝ ρ 1 andρ 1 is upper-bounded the quantum relative entropy (QRE) using quantum Pinsker's Inequality [11, Theorem 11.9.5] as follows:
and ensuring that
ensures that P (w) e ≥ 1 2 − over n modes. QRE is additive for tensor product states:
By Lemma 4,
The first two terms of the Taylor series expansion of the RHS of (44) with respect ton atn = 0 are zero and the fourth term is negative. Thus, using Taylor's Theorem with the remainder, we can upper-bound equation (44) by the third term as follows:
Combining equations (41), (43), and (45) yields:
Therefore, settingn
ensures that Willie's error probability is lower-bounded by P (w) e ≥ 1 2 − over n modes. Analysis (Bob): Suppose Bob uses a coherent detection receiver. A homodyne receiver, which is more efficient than a heterodyne receiver in the low photon number regime [15] , induces an AWGN channel with noise power
Since Alice uses Gaussian modulation with symbol powern defined in equation (47), we can upper-bound
by [16, Equation (9)]:
Substitution of (47) and (48) into (49) shows that O( √ n) bits can be covertly transmitted from Alice to Bob with P (b) e < δ for arbitrary δ > 0 given large enough n.
Some remarks are in order:
Unknown thermal noise-To achieve the square-root law above, Alice and Bob need at least a lower bound to the number of photonsn T injected by the thermal environment. In practice, Planck's law yields such for the given transmitter center frequency and receiver temperature. However, even when the lower bound onn T is unavailable, Alice and Bob can still transmit o( √ n) bits over n modes (where we denote by f (n) = o(g(n)) an upper bound on f (n) that is not asymptotically tight [17] ). To achieve this, we borrow the technique from [16] , where, rather than using (47), Alice and Bob set the mean photon number per
, with f (n) selected such that f (n) = o(1) and f (n) = ω(1/ √ n). Then, Active adversary-Willie can actively inject additional light into the channel, increasing Bob's noise power σ 2 b and, thus, decreasing his signal-to-noise ratio (SNR). However, the square-root law holds as long as σ 2 b < ∞. Thus, while Willie can certainly reduce the number of transmitted covert bits by actively jamming the channel, he cannot eliminate covert communication unless he injects noise at infinite power all the time.
Performance analysis-We can obtain a lower bound on the maximum number of covert bits that Alice can reliably transmit to Bob by substituting (47) and (48) into (49), performing the Taylor series expansion of log(1 + x) at x = 0, and solving for M :
where δ is the desired decoding error probability, and
We note that (50) clearly demonstrates the square-root law governing the total number of covert bits M . The expression in (50) also confirms the linear dependence of M on the 'undetectability' parameter . Furthermore, the Taylor series expansion of the 'constant factor' C T atn T = 0 reveals that, whenn T 1, the lower bound on M is approximately
(1−η b ) ln 2 − log 2 (δ). Thus, covert communication benefits from increased noise power. Now, per discussion in the Supplementary Note 1, the total number of available spatio-temporal-polarization modes is n = 2 × n S × n T , where the number of spatial modes n S decreases in the near-field regime as the center wavelength λ increases (since the Fresnel product D f ∝ 1 λ 2 ). However, the noise power increases as the center wavelength increases. Figure 5 demonstrates that, at least up to 4 µm center wavelength, this increased noise power more than offsets the decrease in the number of available spatial modes. We also note that the channel transmissivity determines the covert communication volume in the highly noisy regime, since limn T →∞ C T = (1−η b ) 2 . Finally, while this analysis sheds light on the relationship between covert communication performance, system parameters and δ, and channel parameters η b andn T , the exact characterization of the maximum covert volume as a function of these parameters remains an open problem.
Before proving Theorems 3 and 4, we state a lemma that is used in their proofs.
Lemma 5 (Classical relative entropy bound on P e of binary hypothesis test). Denote by P 0 and P 1 the respective probability distributions of observations when H 0 and H 1 is true. Assuming equal prior probabilities for each hypothesis, the probability of discrimination error is
p0(x) is the classical relative entropy between P 0 and P 1 and p 0 (x) and p 1 (x) are the respective probability mass functions of P 0 and P 1 .
Proof. The minimum probability of discrimination error between H 0 and H 1 is characterized by [18, Theorem 13.1.1]:
where a − b 1 is the L 1 norm. By classical Pinsker's inequality [19, Lemma 11.6 .1],
and the lemma follows.
Theorem 3 (Dark counts yield square-root law). Suppose that Willie has a pure-loss channel from Alice, captures all photons transmitted by Alice that do not reach Bob, but is limited to a receiver with a non-zero dark current. Let Alice and Bob share a secret of sufficient length before communicating. Then Alice can lower-bound Willie's detection error probability P 8 D(P 0 P 1 ). Since the classical relative entropy is additive for product distributions, D(P 0 P 1 ) = nD(P w P s ). Now,
where the inequality is from the application of the Taylor's Theorem with the remainder applied to the Taylor series expansion of equation (52) with respect to q at q = 0. Thus,
Therefore, to ensure that P e ≤ e M −nE0 , where E 0 is:
The Taylor series expansion of E 0 with respect to q at q = 0 yields E 0 = qC D + O(q 2 ), where
is a positive constant. Since q = O(1/ √ n), this demonstrates that O( √ n) bits can be covertly transmitted from Alice to Bob with P (b) e < δ for arbitrary δ > 0 given large enough n.
Theorem 4 (Dark counts yield square-root law under structured modulation). Suppose that Willie has a pure-loss channel from Alice, can capture all photons transmitted by Alice that do not reach Bob, but is limited to a PNR receiver with a non-zero dark current. Let Alice and Bob share a secret of sufficient length before communicating. Then Alice can lower-bound Willie's detection error probability P Proof. Construction: Prior to communication, Alice and Bob secretly choose a random subset S of PPM frames to use for transmission by selecting each of n/Q available PPM frames independently with probability ζ. Alice and Bob then secretly generate a vector k containing |S| numbers selected independently uniformly at random from {0, 1, . . . , Q − 1}, where |S| denotes the cardinality of S. Alice encodes a message into a codeword of size |S| using an ECC that may be known to Willie. She adds k modulo Q to this message and transmits it on the PPM frames in S.
Analysis (Willie): Willie detects each PPM frame received from Alice, recording the photon counts in y w = [y 
When Alice transmits, by construction, each PPM frame is randomly selected for transmission with probability ζ. In each selected PPM frame, a pulse is transmitted using one of Q modes chosen equiprobably. Therefore, in this case {y ∼ P s and P 1 = P n s , where the p.m.f. of P s is:
Since the classical relative entropy is additive for product distributions, D(P 0 P 1 ) = n Q D(P w P s ). Now, denoting by x = [x 1 , · · · , x Q ] where x j ∈ N 0 , we have:
where the inequality is from the application of the Taylor's Theorem with the remainder applied to the Taylor series expansion of equation (57) ensures that Willie's error probability is lower-bounded by P Theorem 5 (Converse of the square-root law). Suppose Alice only uses n-mode codewords with total photon number variance σ 2 x = O(n). Then, if she attempts to transmit ω( √ n) bits in n modes, as n → ∞, she is either detected by Willie with arbitrarily low detection error probability, or Bob cannot decode with arbitrarily low decoding error probability. 
|k is a general n-mode pure state, where |k ≡ |k 1 ⊗ |k 2 ⊗ · · · ⊗ |k n is a tensor product of n Fock states. The mean photon number of a codewordρ
2 , and the photon number variance is σ
. We limit our analysis to pure input states since, by convexity, using mixed states as inputs can only deteriorate the performance (since that is equivalent to transmitting a randomly chosen pure state from an ensemble and discarding the knowledge of that choice).
Willie uses a noisy PNR receiver to observe his channel from Alice, and records the total photon count X tot over n modes. For some threshold S that we discuss later, Willie declares that Alice transmitted when X tot ≥ S, and did not transmit when X tot < S. When Alice does not transmit, Willie observes noise: X (0) tot = X D + X T , where X D is the number of dark counts from the spontaneous emission process at the detector, and X T is the number of photons observed from the thermal background. Since the dark counts are modeled by a Poisson process with rate λ w photons per mode, both the mean and variance of the observed dark counts per mode is λ w . The mean of the number of photons observed per mode from the thermal background with mean photon number per moden T is (1 − η w )n T and the variance is (1 − η w ) 2 (n T +n 2 T ). Thus, the mean of the total number of noise photons observed per mode is µ N = λ w + (1 − η w )n T , and, because of the statistical independence of the noise processes, the variance is σ
. We upper-bound the false alarm probability using Chebyshev's inequality:
where equation (58) is because of the memorylessness of the noise processes. Thus, to obtain the desired P * FA , Willie sets threshold S = nµ N + nσ 2 N /P * FA .
When Alice transmits codewordρ
A n u corresponding to message W u , Willie observes X
(1) tot = X u + X D + X T , where X u is the count from Alice's transmission. We upper-bound the missed detection probability using Chebyshev's inequality:
where equation (59) is because the noise and Alice's codeword are independent. Since σ
, then lim n→∞ P MD = 0. Thus, given large enough n, Willie can detect Alice's codewords that have mean photon numbern u = ω( √ n) with probability of error P in such scenario clearly lower-bounds the decoding error probability in a practical scenario where the channel from Alice is lossy and either the channel or the receiver are noisy.
Denote by E a→k the event that a transmitted message W a is decoded as W k = W a . Since the messages are equiprobable, the average probability of error for the codebook containing only the codewords in U is:
Since the probability that a message is sent from U is κ,
Equality holds only when Bob receives messages that are not in U error-free and knows when the messages from U are sent (in other words, equality holds when the set of messages on which decoder can err is reduced to U). Denote by W a , a ∈ U, the message transmitted by Alice, and byŴ a Bob's decoding of W a . Then, since each message is equiprobable and |U| = κ2 M ,
where (63) is from the definition of mutual information, (64) is because of classical Fano's inequality [19, Equation (9.37)], and (65) is the Holevo bound I(X; Y ) ≤ χ({p X (x),ρ x }) [21] . The mutual information I(X; Y ) is between a classical input X and a classical output Y , which is a function of the prior probability distribution p X (x), and the conditional probability distribution p Y |X (y|x), with x ∈ X and y ∈ Y. The classical input x maps to a quantum stateρ x . A specific choice of a quantum measurement, described by POVM elements {Π y , y ∈ Y}, induces the conditional probability distribution
, where S(ρ) ≡ − Tr[ρ lnρ] is the von Neumann entropy of the stateρ, is not a function of the quantum measurement. Sinceρ 
where (66) follows from the sub-additivity of the von Neumann entropy and (67) is becauseρ T n maximizes the von Neumann entropy of a single-mode state with mean photon number constraintn [15] . Now, S ρ T n is concave and increasing forn > 0, and, since n j=1n j ≤n U by construction of U, the application of Jensen's inequality yields (68). Combining (65) and (68) and solving for P e (U) yields:
Substituting (69) into (61) yields the following lower bound on Bob's decoding error probability:
Since Alice transmits ω(
is bounded away from zero for any κ > 0. Thus, Alice cannot transmit ω( √ n) bits in n modes both covertly and reliably.
Supplementary Note 4. Calculation of the Maximum Number of Covert Bits Received by Bob
The Q-ary PPM signaling combined with Bob's device for assigning symbols to received PPM frames induces a discrete memoryless channel described by a conditional distribution P(Y |X), where X ∈ {1, . . . , Q} is Alice's input symbol and Y ∈ {1, . . . , Q, E} is Bob's output symbol with E indicating an erasure. Since Bob observes Alice's pulse with probability 1 − e −n (b) det , P(Y |X) is characterized as follows:
The symmetry of this channel allows straightforward computation of its Shannon capacity [22] C s = I(X; Y ), where P(X = x) = 1 Q for x = 1, . . . , Q and I(X; Y ) is the mutual information between X and Y . We use the estimates from Table I 
The value of the threshold S * that minimizes the RHS of (80) satisfies
Supplementary Note 7. Analysis of the Detector Dark Clicks
Here we provide the detailed analysis of detector dark clicks, focusing on how their temporal variation affected our experiments. While we took great care in maintaining uniform conditions throughout our experiments, controlling every aspect of our environment was beyond our capabilities. However, we argue that the temporal variation in the dark click probability that we experienced had no significant impact on our results.
We maximize the logarithm of the likelihood function in equation (71) and obtain the following maximum likelihood estimator of the dark click probability:
where x 1 , . . . , x nD is the sequence of n D observations where only the dark clicks can be observed, i.e, it is the experimental click record that excludes the observations of Alice's transmissions as well as the dead time following the detected transmissions. The entire click record contains 100 experiments at each value of n for both Alice using and not using the channel, totaling 2. Figure 1 illustrate the temporal variations in dark click probability. However, they also show homogeneity over relatively long periods of time. We thus estimate the dark click probability for blocks of 37 consecutive segments using n D,b = 1.184 × 10 9 observations (except for the last, 23
rd , block of the click record for ζ = 0.25/ √ n containing 36 (n D,b = 1.152 × 10 9 observations) segments instead of 37). The estimates of Willie's and Bob's dark click probabilities for these blocks are denoted byp
The block dark click probability estimate is close to the average of the estimates for its component segments, and over most of the 101 blocks, the segment estimates of the dark click probability are homogeneous (assuming that the dark click probability stays constant over the period of time corresponding to a segment, the number of observed dark clicks would be binomially-distributed if our detectors had zero dead time. However, dead time has a minimal impact on our experiment, making the binomial distribution a good approximation for the distribution of the number of observed dark clicks. Thus, for each of blocks, we performed the Pearson chi-squared test for homogeneity [23] in the estimated dark click probability of its component segments. We found that the test rejects the null hypothesis (that the estimates are homogeneous) in only 29 out of 202 blocks, consistent with the visual inspection of Supplementary Figure 1. )
We also plotp Supplementary Figure 2 , revealing strong correlation between the dark click probabilities of Bob's and Willie's detectors. Thus the temporal variations in the dark click probabilities likely stem from the external environmental factors (such as laboratory temperature changes) rather than the detectors themselves.
Intuitively, clicks observed under less noisy channel conditions carry more evidence for the hypothesis that Alice is transmitting than clicks observed when the channel is noisier. Indeed, in the derivation of the total click count Y as Willie's test statistic, the contribution to Y from the i th channel observation x (w) i ∈ {0, 1} is effectively weighted by 1/p (w) D (we ignore the term corresponding to the detector dead time for simplicity of exposition and since it has no tangible impact on our experimental results). In the analysis of our experiment we used the average dark click probability, however, if the dark click probability p
is a better test statistic. Since the exact p 
We plot the estimates of detection error probability that are calculated using the block-weighted test statistic given by (82) in Supplementary Figure 3 alongside the estimates from Figure 4 that are calculated using the (unweighted) total click count. While the estimated probability of detection error decreases in some cases (and increases in others), the overall impact is small. The square-root scaling law is unaffected since Alice and Bob can design their covert communication using a lower bound on p (w) D (for example, the dark click probability for the best available photon detector operating in near-ideal conditions). However, since the random fluctuations in noise power have been shown to yield positive-rate covert communication in AWGN channel setting [24, 25] , Alice and Bob could potentially exploit the random process governing p (w) D to transmit covert information at a positive rate.
Supplementary Note 8. Calculation of the Number of Quantum-Secure Covert Bits in Figure 5 The objective function (4) in the Methods is the total number of reliably transmitted covert bits. We obtain it by equating the RHS of the generalized version of (49) to the desired decoding error probability δ and solving for M , yielding:
Thus, (49) generalizes to non-identical channels by summing the contributions from each spatio-temporalpolarization mode (indexed by i) to the total number of transmitted covert bits. Since log 2 δ is a constant, we discard it from optimization. The term inside the sum in (83) is the amount of information transmitted per mode, which we measure in nats for convenience:
where
which is 2σ 
Substituting (84) and (86) into (4) and (5) 
where C = 8 2 . This is a variant of the standard problem of optimal power allocation on parallel AWGN channels [19, Section 9.4] , with the differences being the sum of squares of power instead of the total power in the constraint and the infinite number of available channels. Recalling that, for each q = 1, 2, . . ., there are q parallel channels available, the sequence describing the total power allocation is (qn q ) q∈Z + . While it is infinite, (qn q ) q∈Z + ∈ 1 since practical systems are peak power constrained. It is straightforward to show that the objective function and the constraints are Fréchet-differentiable (for example, one can employ the continuity of the respective Gâteaux derivatives). The optimal power allocation (n * q ) q∈Z + is thus a stationary point of a Lagrange functional, which we write as follows:
The stationary point is unique since the objective function is strictly concave and the constraints are strictly convex. It is obtained by differentiating the Lagrangian functional with respect ton q , and setting the result to zero:
There are two possible solutions of (92) ≤ 0 or complex. We also note that the other solution is positive for λ > 0.
We use the Karush-Kuhn-Tucker (KKT) conditions to verify that the assignment (1 + γ qnT ) (2(1 − γ q )n T + 1)(1 − γ q ) 2 (96)
where (95) is because √ 1 + x − 1 ≤ x 2 for x ≥ −1 by Bernoulli's inequality, (96) is from substituting (85) and (87) into (95), (97) is because γ q ≤ 1 and 2(1 − γ q )n T + 1 ≥ 1. Finally, to show that the sum in (97) converges, we employ the limit comparison test: lim q→∞ 1 (1−γq) 2 = 1 and 
where (99) is because of Bernoulli's inequality, (100) is because ln(1+x) ≤ x for x ≥ −1, and the convergence of the sum follows from s q ≥ 1 and arguments for (96) and (97). We thus need to find λ that satisfies:
While we can verify the existence of λ by demonstrating that the left-hand side (LHS) of (101) converges (using arguments similar to those showing that (94) and (98) converge), the summation in (101) does not have a known closed-form solution. We thus solve it for λ numerically using fzero function in MATLAB Optimization Toolbox. Since the transmissivity γ q decreases exponentially with q because of the increase in diffraction-limited loss, there exists q max such that the additional benefit to the covert volume from using spatial modes with index q > q max is negligible. This fact, coupled with the sensitivity of fzero to the starting point, motivated us to employ the following iterative procedure for calculating the covert volume reported in Figure 5 :
Inverse of (101) with only a single term (q = 1) in summation λ 0 ← λ Next call to fzero (for q max + 1) will be initialized with previous solution 9: for q ← 1 to q max do 10:n q ← 
