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Abstract
We present an iterative procedure for solving, in finite dimensions, generalized equations of the
form
0 ∈ f (x)+F(x), (∗)
where f is a continuous function while F stands for a closed set-valued mapping. Assuming that
f belongs to a class of functions admitting a certain type of approximation and that the solution
set of (∗) satisfies a calmness-type property we show that the method we consider is superlinearly
convergent to a solution of (∗).
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1. Introduction
Generalized equations are an abstract model of a wide variety of variational problems
including linear and nonlinear complementarity problems, systems of nonlinear equations,
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gramming) etc. In particular, they may characterize optimality or equilibrium and then have
several applications in engineering (analysis of elastoplastic structures, traffic equilibrium
problems. . . ) and economics (Walrasian equilibrium, Nash equilibrium). For further de-
tails on such applications one can refer to [8]. In a recent paper [9], Fischer studied the
local behavior of an iterative method for solving generalized equations under a calmness-
type property for set-valued mappings. Besides, as application of his method, he provided
several comprehensive results dealing with monotone mixed complementarity problems,
Karush–Kuhn–Tucker systems and nonlinear equations. In the present study, we also es-
tablish the convergence of an iterative procedure for solving generalized equations but we
take a different approach. We try to concentrate on the framework under which the method
converges. We consider not only one, but two different calmness-type assumptions for set-
valued mappings and tell how they are tied to the concept of metric regularity and then to
some sort of well-posedness property. Then, under each of these assumptions, we establish
a local convergence theorem for our iterative procedure. Moreover, we work with a whole
class of (single-valued) functions, that we will discuss in the sequel, and this allows us to
apply our results to several particular settings.
Before stating the problem we introduce some notation. Throughout we denote by B the
closed unit ball and by B(x, r) the closed ball centered at x with radius r . The distance in
R
n between a point x and a set S will be denoted by dist(x, S), dist(x, S) = inf{‖x − s‖ |
s ∈ S}. A set-valued mapping F from Rn to Rm is indicated by F :Rn⇒Rm and its graph
is the set gphF := {(x, y) ∈ Rn × Rm | y ∈F(x)}.
In this work, we consider the generalized equation
0 ∈ f (x) +F(x), (1)
where f :Rn → Rm is a continuous single-valued mapping while F :Rn⇒Rm is a closed
set-valued mapping (i.e., with closed graph). Throughout, we assume that the solution set
of (1), denoted by S, is nonempty.
For given y in Rn, we associate to (1) the following approximate generalized equation
for y
0 ∈A(y, x) +F(x), (2)
where A :Rn × Rn ⇒ Rm is a set-valued mapping constructed on the basis of a single-
valued approximation A of the function f , given in the next section, in the following way:
A(y, x) = A(y,x) + M‖x − y‖qB, (3)
for some constants M  0 and q > 1.
Relation (2), which can be viewed as a partial approximation of (1) since we leave F
unchanged, plays an important role in the iterative method we will describe in Section 3.
Actually, the procedure will consist in generating a sequence (xk) such that for any k ∈ N,
xk+1 is a solution of the approximate equation (2) for xk . Such an idea of solving, at
each step, an approximate generalized equation has already been used in several studies
(see, for example, [3,4,10,11,13]). In comparison with the results given in these references,
the innovation here lies in the set-valuedness of the approximation A of f . It ensures
the solvability of the approximate equation (2) without using any fixed-point statement
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are several examples of functions admitting approximations that fit the abstract model (3).
In the sequel, we will denote by Σ(y) the solution set of (2).
Our study of the generalized equation (1) is closely tied to the analysis of the following
perturbed one:
p ∈ f (x) +F(x), (4)
where p ∈ Rm is a perturbation parameter. The solution set of (4) defines a set-valued
mapping S :Rm⇒Rn such that for any p ∈ Rm,
S(p) = (f +F)−1(p)
and in particular S(0) = S.
The rest of this paper consists of two sections. In Section 2, we formulate and discuss
the assumptions that the mappings f and S shall satisfy. Then in Section 3 we establish
the convergence of our procedure and state two convergence theorems; the first one holds
under a mild regularity property of S while the second one requires a stronger property,
both of these properties being calmness-type conditions. Finally, at the end of Section 3,
we give an illustration of the method by considering a minimax problem.
2. Assumptions
In this section, we formulate and discuss the assumptions under which we will establish
the convergence of the method presented in this work. The first one is a Lipschitz-like
property that the set-valued mapping S shall satisfy in the sequel. Fix x∗0 ∈ S and ε ∈ ]0,1[
then Assumption 1 reads as follows:
Assumption 1
S :Rm⇒Rn is calm at 0 for x∗0 , i.e., there exists κ ∈ [0,∞) along with a constant γ > 0
such that
S(p) ∩ B(x∗0 , ε)⊆ S(0) + κ‖p‖B, ∀p ∈ B(0, γ ). (5)
Calmness of S at 0 for x∗0 is a version, localized to x∗0 , of Robinson’s property of upper
Lipschitz continuity (see [15]). It is tied to the so-called concept of metric subregularity
presented by Dontchev and Rockafellar in a comprehensive study [6] dealing with reg-
ularity of set-valued mappings. Actually, the calmness of S at 0 for x∗0 is equivalent to
the metric subregularity of (f + F) at x∗0 for 0, i.e., 0 ∈ (f + F)(x∗0 ) and there exists
κ ∈ [0,∞[ along with neighborhoods U of x∗0 and V of 0 such that
dist(x, S) κ dist
(
0, (f +F)(x) ∩ V ), ∀x ∈ U. (6)
The infimum of the set of values κ for which this holds is the modulus of metric subreg-
ularity. Finiteness of that modulus means that the generalized equation problem is, from a
certain perspective, well posed. The term subregularity has been introduced by Dontchev
and Rockafellar in [6] but this property has also been called metric regularity in some
places. To avoid misunderstandings we adopt here the terminology of metric subregularity.
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for e.g. [3,4,10,11,13]), the notion of regularity considered for set-valued mappings is the
pseudo-Lipschitz continuity also known as the Aubin property. Pseudo-Lipschitz continu-
ity of a set-valued mapping can be characterized by the metric regularity of its inverse
and then is a stronger condition than calmness (characterized by metric subregularity). All
these notions have been used under various names, for background material and references
the reader can refer to the monographs [1,2,18] and to the papers [12,14].
The second assumption we formulate, describe a property that the single-valued func-
tion f must satisfy. We assume that f admits, at any point of some neighborhood of x∗0 ,
a certain type of approximation that is “good enough” in a sense we make precise below:
Assumption 2
The mapping A :Rn ×Rn → Rm is an approximation to f in a neighborhood of x∗0 , i.e.,
there exist constants M,q and ε such that∥∥f (x) − A(y,x)∥∥M‖x − y‖q, for all x, y ∈ B(x∗0 , ε). (7)
Relation (7) measures the quality of the approximation A(y,x) of f at point x. When f
is smooth it is easy to define an approximation in the sense of Assumption 2, the following
proposition provides two examples of such approximations.
Proposition 2.1. Let f be a function from Rn to Rm. Then f satisfies Assumption 2 for
some constants M and q in both the following cases:
(a) f has Fréchet derivative that is Hölder with exponent α ∈ ]0,1] and with constant k
on B(x∗0 , ε);
(b) f is a twice Fréchet differentiable function on B(x∗0 , ε) such that ∇2f is Hölder with
exponent α′ ∈ ]0,1] and with constant k′ on B(x∗0 , ε).
Proof. (a) By setting
A(y,x) = f (y) + ∇f (y)(x − y), ∀x, y ∈ B(x∗0 , ε),
we define an approximation of f that satisfies relation (7) for M = k/2 and q = 1 + α.
Indeed we have,
∥∥f (x) − A(y,x)∥∥
∥∥∥∥∥
1∫
0
∇f (y + t (x − y))(x − y)dt −
1∫
0
∇f (y)(x − y)dt
∥∥∥∥∥,
∥∥f (x) − A(y,x)∥∥ k
2
‖x − y‖1+α.
(b) We set
A(y,x) = f (y) + ∇f (y)(x − y) + 1
2
∇2f (y)(x − y)2, ∀x, y ∈ B(x∗0 , ε).
Then
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=
∥∥∥∥∥
1∫
0
(
(1 − t)∇2f (y + t (x − y))(x − y)2 − 1
2
∇2f (y)(x − y)2
)
dt
∥∥∥∥∥,
∥∥f (x) − A(y,x)∥∥
=
∥∥∥∥∥
1∫
0
(
(1 − t)∇2f (y + t (x − y))− (1 − t)∇2f (y))(x − y)2 dt
∥∥∥∥∥,
∥∥f (x) − A(y,x)∥∥ ‖x − y‖2
1∫
0
(1 − t)k′tα′‖x − y‖α′ dt,
∥∥f (x) − A(y,x)∥∥ k′
(α′ + 1)(α′ + 2)‖x − y‖
2+α′ .
Hence f satisfies Assumption 2 for M = k′
(α′+1)(α′+2) and q = 2 + α′. 
To provide an example of nonsmooth function satisfying Assumption 2 we recall the
definition of the notion of normal maps. Let C be a nonempty closed convex subset of an
Hilbert space H and denote by ΠC(x) the metric projector from H onto C. Let Ω be an
open subset of H meeting C and let f be a function from Ω to H . The normal map fC is
defined from Π−1C (Ω) to H by
fC(x) = f
(
ΠC(x)
)+ x − ΠC(x).
This class of functions is a reformulation of the class of variational inequalities on a Hilbert
space and thus includes many problems of practical importance. Normal maps have been
employed by many authors to study solutions of variational inequalities (more details on
this topic can be found in [7,16]). The following statement provides an example of non-
smooth functions satisfying Assumption 2 in terms of normal maps.
Proposition 2.2. Let C = B(x∗0 , ε) and let f :Rn → Rn be a function satisfying (7) for
some constants M and q; then so does fC for the same constants.
Proof. Let A :Rn ×Rn → Rn be an approximation of f in the sense of Assumption 2. We
show that the function defined by
A′(y, x) = A(ΠC(y),ΠC(x))+ x − ΠC(x)
is an approximation of fC that satisfies relation (7). Indeed, for any x, y ∈ Rn we have∥∥fC(x) − A′(y, x)∥∥= ∥∥f (ΠC(x))+ x − ΠC(x) − A(ΠC(y),ΠC(x))− x
+ ΠC(x)
∥∥
= ∥∥f (ΠC(x))− A(ΠC(y),ΠC(x))∥∥
M
∥∥ΠC(x) − ΠC(y)∥∥q .
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and the proof is complete. 
This result is very similar to the one stated in [17] by Robinson involving functions
admitting a so-called point-based approximation. This class of functions defined in [17]
includes both smooth and nonsmooth mappings and it is easy to see that any element of this
class satisfies property (7) for some constants M and q; thus, point-based approximations
provide other examples of mappings belonging to the class of functions we consider here.
3. Convergence analysis
The solution set S of (1) is by hypothesis nonempty and closed because of the continuity
of f and the closedness of gphF . Hence any element x ∈ Rn admits (at least) one closest
point in S, such a point will be denoted by πx , then for any y ∈ Rn we can define the set
Σˆ(y) := {x ∈ Σ(y) ∣∣ ‖x − πy‖ ‖y − πy‖}.
We are now able to describe precisely our iterative method for solving the generalized
equation (1).
Given any starting point x0 in some neighborhood of x∗0 , for k = 1,2, . . . compute
xk+1 such that ‖xk+1 − πxk‖ ‖xk − πxk‖ (8)
and satisfying
0 ∈A(xk, xk+1) +F(xk+1). (9)
Actually, both assertions (8) and (9) can be reformulated as follows:
xk+1 ∈ Σˆ(xk). (10)
By computing xk+1 in Σˆ(xk) we build a sequence such that each new iterate gets closer
to S than the previous one. Indeed, assertion (8) implies that dist(xk+1, S)  dist(xk, S).
Moreover, combining relations (3) and (7) and keeping in mind thatF is a closed set-valued
mapping, one can note that if (xk) converges to some element x∗ ∈ Rn then necessarily
x∗ ∈ S.
The following proposition will play a key role in establishing the convergence of the
above method. First, it ensures the non-vacuity of Σˆ(y) whenever y is in some neighbor-
hood of x∗0 (in particular, the solution set of the approximate equation is nonempty). In
addition, given two iterates xk and xk+1, it will be useful in providing an estimate (depend-
ing on the distance between xk and the solution set S) for how far xk+1 is from being a
solution to the generalized equation (1).
Proposition 3.1. Let y ∈ B(x∗0 , ε/3) and assume that κ  1/(2q+2M). Then, under As-
sumptions 1 and 2, we have Σˆ(y) = ∅ and ‖x − πx‖ 1‖y − πy‖q whenever x ∈ Σˆ(y).2
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0 ∈ A(y,πy) +F(πy) +
(
f (πy) − A(y,πy)
)
.
Moreover,∥∥πy − x∗0∥∥ ‖πy − y‖ + ∥∥y − x∗0∥∥ 2∥∥y − x∗0∥∥ 2ε/3,
then both y and πy belong to B(x∗0 , ε) and Assumption 2 yields
0 ∈ A(y,πy) +F(πy) + M‖πy − y‖qB =A(y,πy) +F(πy),
which implies that πy ∈ Σˆ(y) and therefore Σˆ(y) = ∅.
Now, it remains to show that
∀x ∈ Σˆ(y), ‖x − πx‖ 12‖y − πy‖
q .
To this end, we are going to show that any element of Σˆ(y) belongs to B(x∗0 , ε) and is a
solution of the perturbed equation (4) for some p ∈ B(0, γ ). Let x be an arbitrary point in
Σˆ(y), we have∥∥x − x∗0∥∥ ‖x − πy‖ + ‖πy − y‖ + ∥∥y − x∗0∥∥ 2‖y − πy‖ + ∥∥y − x∗0∥∥
 3
∥∥y − x∗0∥∥ ε.
Hence,
x ∈ B(x∗0 , ε). (11)
Since x is solution of the generalized equation
0 ∈ f (x) +F(x) +A(y, x) − f (x),
there exists p ∈ f (x) −A(y, x) such that
x ∈ S(p). (12)
Now we show that p ∈ B(0, γ ). Assumption 2 yields ‖p‖  2M‖x − y‖q hence, ‖p‖ 
2q+1M‖y − πy‖q . Indeed,
‖x − y‖ ‖x − πy‖ + ‖πy − y‖ 2‖y − πy‖.
With no loss of generality we may assume that ε is such that
2q+1M‖y − πy‖q  γ. (13)
Thus, we get p ∈ B(0, γ ). Then, from (11), (12) and Assumption 1 we derive
x ∈ S + κ‖p‖B, (14)
i.e.,
‖x − πx‖ 2q+1Mκ‖y − πy‖q . (15)
Since κ  1/(2q+2M) we get
‖x − πx‖ 12‖y − πy‖
q .  (16)
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starting point x0 in some neighborhood of x∗0 , there exists a sequence (xk) ⊂ B(x∗0 , ε/3)
satisfying (10) and converging superlinearly with order q to some element x∗ ∈ S.
Proof. Fix ε′ ∈ ]0, ε/15[ and x0 ∈ B(x∗0 , ε′), we are going to show that for any k ∈ N, we
can define xk ∈ X such that
xk ∈ B
(
x∗0 , ε/3
)
, (17)
∃xk+1 ∈ Σˆ(xk) = ∅. (18)
Before proving the existence of such a sequence we show that any sequence (xk) satis-
fying (17) and (18) has the following property:
∀p,p′ ∈ N∗ (p < p′): ‖xp′ − xp‖ 4‖xp − πxp‖. (19)
Indeed, for all i ∈ N we have
‖xi+1 − xi‖ ‖xi+1 − πxi‖ + ‖πxi − xi‖ 2‖xi − πxi‖. (20)
And Proposition 3.1 yields
‖xi − πxi‖
1
2
‖xi−1 − πxi−1‖q, ∀i ∈ N∗,
thus for all i  p′ one has,
‖xi − πxi‖
1
21+q+q2+···+q(i−p−1)
‖xp − πxp‖q
(i−p)
. (21)
Moreover, 21+q+q2+···+q(i−p−1)  2(i−p) and ‖xp − πxp‖ ‖xp − x∗0‖ ε/3 < 1 then
from (21) we get
‖xi − πxi‖
1
2(i−p)
‖xp − πxp‖. (22)
Combining (20) and (22) an easy computation yields
p′−1∑
i=p
‖xi+1 − xi‖ = ‖xp′ − xp‖ 4‖xp − πxp‖,
and relation (19) holds.
Now we show the existence of the sequence (xk) defined at the very beginning of the
proof. Obviously, assertions (17) and (18) are valid when k = 0. Now, assume they are
satisfied for k = 0,1, . . . , n and let us show that they hold for k = n + 1.
From property (19) we have
‖xn+1 − x0‖ 4‖x0 − πx0‖. (23)
Thus we get∥∥xn+1 − x∗0∥∥ ‖xn+1 − x0‖ + ∥∥x0 − x∗0∥∥ 5∥∥x0 − x∗0∥∥ ε/3.
Then xn+1 ∈ B(x∗0 , ε/3) and Proposition 3.1 implies that there exists xn+2 ∈ Σˆ(xn+1).
Consequently, assertions (17) and (18) are satisfied for k ∈ N.
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noticed at the very beginning of this section, necessarily, x∗ ∈ S.
By using relation (19) it is easy to check that (xk) is a Cauchy sequence; thus (xk)
converges to x∗. Moreover, relation (19) implies that for any i  1, we have
‖xk+i − xk+1‖ 4‖xk+1 − πxk+1‖,
and by Proposition 3.1 it yields
‖xk+i − xk+1‖ 2‖xk − πxk‖q  2
∥∥xk − x∗∥∥q .
By passing to the limit for i → ∞ we get∥∥xk+1 − x∗∥∥ 2∥∥xk − x∗∥∥q,
that is, the convergence of (xk) to x∗ is superlinear with order q; which completes the
proof. 
By strengthening Assumption 1, it is possible to get a more precise statement in Theo-
rem 3.2. Indeed we can force the sequence (xk) to converge to x∗0 by assuming that S has
a graphical localization at (0, x∗0 ) that is single-valued at 0 and calm there.
Before stating more precisely this assumption let us recall that a graphical localization
of a set-valued mapping M :Rn⇒Rm at a pair (x¯, y¯) ∈ gphM is a mapping M˜ :Rn⇒Rm
such that gph M˜ = (U × V ) ∩ gphM for some neighborhood U × V of (x¯, y¯), so that,
in other words M˜(x) is equal to M(x) ∩ V when x ∈ U and is equal to the empty set
otherwise.
Assumption 1′
S :Rm⇒Rn has a graphical localization at (0, x∗0 ) that is single-valued at 0 itself (with
value x∗0 ) and calm there, i.e., there exits κ ∈ [0,∞) along with a constant γ > 0 such that
S(p) ∩ B(x∗0 , ε)⊆ x∗0 + κ‖p‖B, ∀p ∈ B(0, γ ). (24)
Roughly speaking, Assumption 1′ means that x∗0 is an isolated solution of (1) and that
for some perturbation vectors p, the solutions of the perturbed problem (4) are not too far
from x∗0 . Moreover, it is equivalent to the strong metric subregularity of the inverse of S at
x∗0 for 0 and implies several stability properties for S (for details see [6]).
By replacing Assumption 1 with Assumption 1′, we get the following statement which
may be proved in much the same way as Proposition 3.1.
Proposition 3.3. Let y ∈ B(x∗0 , ε/3) and assume that κ  1/(2q+2M). Then, under As-
sumptions 1′ and 2, we have Σˆ(y) = ∅ and ‖x − x∗0‖ 12‖y − x∗0‖q whenever x ∈ Σˆ(y).
Then, from Proposition 3.3, we derive this straightforward and strengthened version of
Theorem 3.2.
Theorem 3.4. If Assumptions 1′ and 2 are satisfied and κ  1/(2q+2M) then any sequence
(xk) ⊂ B(x∗, ε/3) satisfying (10) converges superlinearly with order q to x∗.0 0
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sumed within relation (9). For example, when f has a Lipschitz Fréchet derivative, by
setting
A(y,x) = f (y) + ∇f (y)(x − y), ∀x, y ∈ B(x∗0 , ε),
we get the following method:
0 ∈ f (xk) + ∇f (xk)(xk+1 − xk) +F(xk+1). (25)
Relation (25) can be viewed as a Newton-type method which is, by Proposition 2.1 and
Theorem 3.2, quadratically convergent to a solution of (1). If f is twice Fréchet differen-
tiable with a Lipschitz second order derivative then by setting
A(y,x) = f (y) + ∇f (y)(x − y) + 1
2
∇2f (y)(x − y)2, ∀x, y ∈ B(x∗0 , ε),
we get the following cubically convergent method that recovers, in finite dimensions, the
results established in [10]:
0 ∈ f (xk) + ∇f (xk)(xk+1 − xk) + ∇2f (xk)(xk+1 − xk)2 +F(xk+1).
As an illustration of these results we consider the constrained minimax problem
min
x∈X maxy∈Y l(x, y), (26)
where X and Y are nonempty closed convex subsets of Rn and Rm, respectively; while
l :X × Y → [−∞,+∞] stands for a saddle function, that is, l(·, y) is a convex function
on X for any y ∈ Y and l(x, ·) is a concave function on Y for any x ∈ X. From now on we
suppose that l is continuously (Fréchet) differentiable on X × Y .
Recall that (x¯, y¯) ∈ X × Y is a solution of (26) if
l(x¯, y¯) = min
x∈X l(x, y¯) = maxy∈Y l(x¯, y), (27)
which amounts to
0 ∈ ∇xl(x, y¯) + NX(x), (28)
0 ∈ −∇yl(x¯, y) + NY (y), (29)
where NX(x) and NY (y) denote normal cones of X and Y at x and y, respectively. Rela-
tions (28) and (29) can be reformulated in the following way:
0 ∈ ∇l(z) + NZ(z), (30)
where z = (x, y) ∈ Rn+m, ∇l(z) = (∇xl(x, y),−∇yl(x, y)), Z = X × Y and NZ(z) =
NX(x) × NY (y).
Relation (30) is a particular case of variational inequalities having the following form:
0 ∈ f (x) + NC(x), (31)
where C is a nonempty, closed, convex set and NC denotes its normal cone mapping. Such
a relation is called the variational inequality for f and C. When f has a Fréchet derivative
that is Lipschitz, it has been proved in [5], that the pseudo-Lipschitz continuity of the map
M.H. Geoffroy / J. Math. Anal. Appl. 313 (2006) 689–699 699(f (x∗0 ) + ∇f (x∗0 )(· − x∗0 ) + NC(·))−1 at (0, x∗0 ) is equivalent to the condition that this
map is locally single-valued and Lipschitz continuous around (0, x∗0 ). Then, by using a
convergence result in [3] based on a Newton-type method for generalized equations, we
can solve (31). When the functions being dealt with do not possess Fréchet derivative as in
(30), we cannot apply such a method and then Theorems 3.2 and 3.4 can be of interest.
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