Abstract This paper presents a new approach to prove termination of rewrite systems with the Knuth-Bendix order efficiently. The constraints for the weight function and for the precedence are encoded in propositional logic and the resulting formula is tested for satisfiability. Any satisfying assignment represents a weight function and a precedence such that the induced Knuth-Bendix order orients the rules of the encoded rewrite system from left to right.
Introduction
This paper is concerned with proving termination of term rewrite systems (TRSs) with the Knuth-Bendix order (KBO), a method invented by Knuth and Bendix in [7] well before termination research in term rewriting became a very popular and competitive endeavour (as witnessed by the annual termination competition). 1 We know of only two termination tools that contain an implementation of KBO, AProVE [5] and T T T [6] , but neither of these tools incorporate KBO in their fully automatic mode. This is perhaps due to the fact that the algorithms known for deciding KBO orientability ( [3, 8] ) are not easy to implement efficiently, despite the fact that the problem is known to be decidable in polynomial time [8] . The aim of this paper is to make KBO a more attractive choice for termination tools by presenting a simple encoding of KBO orientability into propositional logic such that checking satisfiability of the resulting formula amounts to proving KBO termination.
Kurihara and Kondo [9] were the first to encode a termination method for term rewriting into propositional logic. They showed how to encode orientability with respect to the lexicographic path order as a satisfaction problem. Codish et al. [2] presented a more efficient formulation for the properties of a precedence. In [15] we showed how argument filterings in the dependency pair method can be encoded and combined it with the embedding order. The latter approach easily extends to other base orders which admit a propositional encoding.
In this paper we show that not only purely syntactical reduction orders like the lexicographic path order can be encoded into propositional logic, but also orders which additionally have a semantic component like KBO.
In Section 2 the necessary definitions for KBO are presented. Section 3 presents a propositional encoding of KBO. In Section 4 we review the approach of [2] to model a precedence. After presenting some simple optimisations in Section 5 we compare our implementation of KBO with the ones of AProVE and T T T in Section 6 and show the enormous gain in efficiency. We conclude with some remarks about future work in Section 7.
Preliminaries
We assume familiarity with the basics of term rewriting (e.g. [1] ). In this preliminary section we recall the definition of KBO.
Definition 1. A quasi-precedence
( strict precedence ≻) is a quasi-order (proper order) on a signature F . Sometimes we find it convenient to call a quasiprecedence simply precedence.
Definition 2.
A weight function for a signature F is a pair (w, w 0 ) consisting of a mapping w : F → N and a constant w 0 > 0 such that w(c) w 0 for every constant c ∈ F. Definition 3. Let F be a signature and (w, w 0 ) a weight function for F . The weight of a term t ∈ T (F , V) is defined as follows:
Definition 4.
A weight function (w, w 0 ) is admissible for a quasi-precedence if f g for all function symbols g whenever f is a unary function symbol with w(f ) = 0.
Definition 5 ( [7, 3, 11] ). Let be a quasi-precedence and (w, w 0 ) a weight function. We define the Knuth-Bendix order ≻ kbo on terms inductively as follows: s ≻ kbo t if |s| x |t| x for all variables x ∈ V and either (a) w(s) > w(t), or (b) w(s) = w(t) and one of the following alternatives holds:
(1) t ∈ V and s = f n (t) for a unary function symbol f and n > 0, or (2) s = f (s 1 , . . . , s n ), t = g(t 1 , . . . , t m ), f ∼ g, and there exists an 1 i min{n, m} such that s i ≻ kbo t i and s j = t j for all 1 j < i, or (3) s = f (s 1 , . . . , s n ), t = g(t 1 , . . . , t m ), and f ≻ g.
Specialising the above definition to (the reflexive closure of) a strict precedence, one obtains the definition of KBO in [1] , except that we restrict weight functions to have range N instead of R. According to [8] 
is KBO terminating. The weight function (w, w 0 ) with w(flatten) = w(rev) = w(+ +) = 0 and w(unit) = w(nil) = w 0 = 1 together with the quasi-precedence flatten ∼ rev ≻ unit ≻ + + ≻ nil ensures that l ≻ kbo r for all rules l → r. The use of a quasi-precedence is essential here; the rules flatten(x + + y) → flatten(x) + + flatten(y) and rev(x + + y) → rev(y) + + rev(x) demand w(flatten) = w(rev) = 0 but KBO with strict precedence does not allow different unary functions to have weight zero.
One can imagine a more general definition of KBO. In case (b)(1) we could use different unary functions of weight zero. Furthermore, in case (b)(2) we could demand that s j ∼ kbo t j for all 1 j < i where s ∼ kbo t if and only if s ∼ t and w(s) = w(t). Here s ∼ t denotes syntactic equality with respect to equivalent function symbols of the same arity. To keep the discussion and implementation simple, we do not consider these refinements in the sequel.
KBO Encoding
In order to give a propositional encoding of KBO termination, we must take care of representing a precedence and a weight function. For the former we introduce two sets of new variables X = {X f g | f, g ∈ F with f = g} and Y = {Y f g | f, g ∈ F with f = g} depending on the underlying signature F ( [9, 14] ). The intended semantics of these variables is that an assignment which satisfies a variable X f g corresponds to a precedence with f ≻ g and similarly Y f g suggests f ∼ g. When dealing with strict precedences we just assign all Y f g variables to false. For the weight function, symbols are considered in binary representation and the operations >, =, , and + must be redefined accordingly.
The propositional encodings of > and = given below are similar to the ones in [2] .
We fix the number k of bits that is available for representing natural numbers in binary. Let a < 2 k . We denote by a = a k , . . . , a 1 the binary representation of a where a k is the most significant bit.
Definition 9. For natural numbers given in binary representation, the operations >, =, and are defined as follows (for all 1 j k):
Next we define a formula which is satisfiable if and only if the encoded weight function is admissible for the encoded precedence.
Definition 10. For a weight function (w, w 0 ), let adm(w, w 0 ) be the formula
For addition we use pairs. The first component represents the bit representation and the second component is a propositional formula which encodes the constraints for each digit.
where c i (0 i k) and s i (1 i k) are fresh variables that represent the carry and the sum of the addition and ⊕ is meant to be the exclusive or. The condition ¬c k prevents a possible overflow.
Note that although theoretically not necessary, it is a good idea to introduce new variables for the sum. The reason is that in consecutive additions each bit f i and g i is duplicated (twice for the carry and once for the sum) and consequently using fresh variables for the sum prevents an exponential blowup of the resulting formula.
In the next definition we show how the weight of terms is computed propositionally.
Definition 13. Let t be a term and (w, w 0 ) a weight function. The weight of a term is encoded as follows:
We are now ready to define a propositional formula that reflects the definition of ≻ kbo . Definition 14. Let s and t be terms. We define the formula s ≻ kbo t as follows. If s ∈ V or s = t or both t ∈ V and t / ∈ Var(s) or |s| x < |t| x for some x ∈ V then s ≻ kbo t = ⊥. Otherwise
and f = g where in the second (third) clause i denotes the least 1 j n ( min{n, m}) with s j = t j .
Encoding the Precedence
To ensure the properties of a precedence we follow the approach of Codish et al. [2] who propose to interpret function symbols as natural numbers. The greater or equal than relation ( ) then ensures that the function symbols are quasiordered. Let |F | = n. Then we are looking for a mapping m : F → {1, . . . , n} such that for every propositional variable X f g ∈ X we have m(f ) > m(g) and for Y f g ∈ Y we get m(f ) = m(g). To uniquely encode one of the n function symbols, l := ⌈log 2 (n)⌉ fresh propositional variables are needed. The l-bit representation of f is f l , . . . , f 1 with f l the most significant bit.
After this step it is rather easy to define a propositional formula which is satisfiable if and only if the given TRS is KBO terminating.
Definition 16. Let R be a TRS. The formula KBO(R) is defined as
Theorem 17. A TRS R is KBO terminating whenever the propositional formula KBO(R) is satisfiable.
⊓ ⊔
Optimisations
This section deals with logical simplifications concerning propositional formulas as well as optimisations which are specific for the generation of the constraint formula which encodes KBO termination of the given instance.
Logical Optimisations
Since the constraint formula contains many occurrences of ⊤ and ⊥ the logical equivalences from Table 1 are employed. The first column of simplifications should really be employed whereas the simplifications in the second column do not improve efficiency that much. SAT solvers typically expect their input in conjunctive normal form (CNF) but for the majority of the TRSs the constraint formula KBO(R) is too large for the standard translation. The problem is that the resulting CNF may be exponentially larger than the input formula because when distributing ∨ over ∧ subformulas get duplicated. In [13] Tseitin proposed a transformation which is linear in the size of the input formula. The price for linearity is paid with introducing new variables. As a consequence, Tseitin's transformation does not produce an equivalent formula, but it does preserve and reflect satisfiability. That topic will be addressed later, but let's have a look at the definition first. The basic idea of this transformation is simple. For every non-atomic subformula ψ a new
Table2. Some equivalences.
variable p ψ is introduced. Atoms ψ are identified with p ψ . The translation of the formula is presented in the definition below. Here NA(ϕ) denotes all non-atomic subformulas of ϕ and * represents all possible binary propositional connectives.
Definition 18. For a propositional formula ϕ we define:
The attentive reader may be puzzled because the above definition does not produce a CNF. However, every conjunct in Tseitin(ϕ) can be represented in CNF using at most four clauses (cf. Table 2 ).
An important property of this transformation is that it preserves satisfiability. Moreover, every satisfying assignment of ϕ can be extended (note that there are additional variables) to a satisfying assignment of Tseitin(ϕ) and every satisfying assignment of the transformed formula also satisfies the original one. That property is desirable because valid precedences and weight functions correspond to satisfying assignments of the formula. Therefore it is important not to lose any satisfying assignment and, moreover, to get valid ones only. Formally, the two statements are expressed as follows:
Lemma 19. Let α be an assignment with α(ϕ) = T. Then α can be extended to some β such that β(Tseitin(ϕ)) = T.
⊓ ⊔ Lemma 20. Let α be an assignment. If α(Tseitin(ϕ)) = T then α(ϕ) = T. ⊓ ⊔
Optimisations Concerning the Encoding
Before discussing the implemented optimisations in detail it is worth mentioning the bottleneck of the whole procedure. As addressed in the previous section, SAT solvers expect their input in CNF. It turned out that the generation of all nonatomic subformulas, which are needed for the translation, constitutes the main bottleneck. So every change in the implementation which reduces the size of the constraint formula will result in an additional speedup. All improvements discussed in the sequel could reduce the execution time at least a bit. Whenever they are essential it is explicitly stated. Since ≻ kbo is a simplification order it contains the embedding relation. We make use of that fact by only computing the constraint formula s ≻ kbo t if the test s ⊲ emb t is false. Most of the other optimisations deal with representing or computing the weight function. When computing the constraints for the weights in a rule l → r, removing function symbols and variables that occur both in l and in r is highly recommended or even necessary for an efficient implementation. The benefit can be seen in the example below. Note that propositional addition is somehow expensive as new variables have to be added for representing the carry and the sum in addition to a formula which encodes the constraints for each digit.
Example 21. Consider the TRS consisting of the following rule:
Without the optimisation the constraints for the weights would amount to
whereas employing the optimisation produces the more or less trivial constraint (0, ⊤) > (g, ⊤) .
By using a cache for propositional addition we can test if we already computed the sum of the weights of two function symbols f and g. That reduces the number of newly introduced variables and sometimes we can omit the constraint formula for addition. This is clarified in the following example.
Example 22. Consider the TRS consisting of the following two rules:
The constraints for the first rule amount to the following formula where fa corresponds to the new variables which are required for the sum when adding f and a and the propositional formula ϕ represents the constraints which are put on each digit of fa:
We get a similar formula for the second rule and the conjunction of both amounts to
Using commutativity and distributivity we could obtain the equivalent formula which gives rise to fewer subformulas. Note that this simplification is typically not performed by the equivalences mentioned in Table 1 but it can easily be implemented using the cache for addition.
Concerning the admissibility condition, testing whether a function symbol f has weight zero can be expressed more concisely as
A similar optimisation works for constraint w 0 > 0 .
Experimental Results
We implemented our encoding on top of T T T [6] . MiniSat [4] was used for checking satisfiability because it produced considerably better results than an approach using binary decision diagrams. Below we compare our implementation of KBO, kbo-sat, with the ones of T T T and AProVE [5] . T T T admits only strict precedences, AProVE also quasi-precedences. Both implement the polynomial time algorithm of Korovin and Voronkov [8] together with techniques of Dick et al. [3] .
We used the 823 TRSs and the 281 string rewrite systems (SRSs) which do not specify any strategy or theory in version 3.1 of the Termination Problem Data Base [10] . All tests were performed on a server equipped with an Intel r Xeon TM processor running at a CPU rate of 2.40 GHz and 512 MB of system memory.
Results for TRSs
As addressed in Section 3 one has to fix the number k of bits which is used to represent natural numbers in binary representation. The actual choice is specified as argument to kbo-sat. Note that a rather small k is sufficient to handle all systems from [10] which makes Theorem 17 powerful in practise. Table 3 summarises 3 the results for strict precedences. Since AProVE produced seriously slower results than T T T, it is not considered in Table 3 . Inter- estingly, with k = 4 equally many TRSs can be proved terminating as with k = 10. The TRS higher-order AProVE HO ReverseLastInit needs weight eight for the constant init and therefore can only be proved KBO terminating with k 4. Concerning the optimisations in Section 5.1, if we use the standard (exponential) transformation to CNF, the total time required increases to 681.06 seconds, the number of successful termination proofs decreases to 69, and 45 timeouts occur (for k = 4). Concerning the optimisations in Section 5.2, if we don't use a cache for adding weights and equal symbols are not removed when the weights of left and right-hand sides of rules are compared, the number of successful termination proofs remains the same but the total time increases to 92.30 seconds and one timeout occurs.
T T T without timeout requires 4747.65 seconds and can prove KBO termination of 78 TRSs. The lion's share is taken up by various 21 with 4016.23 seconds for a positive result. kbo-sat(4) needs only 0.17 seconds for this TRS. Since T T T employs the slightly stronger KBO definition of [8] it can prove one TRS (various 27) terminating which cannot be handled by kbo-sat. On the other hand T T T gives up on HM t000 which specifies addition for natural numbers in decimal notation (using 104 rewrite rules). The problem is not the timeout but at some point the algorithm detects that it will require too many resources. To prevent a likely stack overflow from occurring, the computation is terminated and a "don't know" result is reported. (AProVE behaves in a similar fashion on this TRS.) Our approach can show the KBO termination (already with k = 3) but it is by far the most expensive TRS. The bottleneck is the computation of all subformulas as already outlined in Section 5.2. Table 4 lists the three most time consuming TRSs for our approach together with the time needed to compute the subformulas as well as their number. Without the optimisations in Section 5.2, the execution time for HM t000 increases from 1.69 to 8.53 seconds, the number of subformulas increases from 7405 to 15749 and the time needed to produce them increases from 0.87 to 7.74 seconds.
As can be seen from Table 5 , by admitting quasi-precedences one additional TRS (SK 90.2.42, Example 8) can be proved KBO terminating. Surprisingly, AProVE cannot prove KBO termination of this system, for unknown reasons. Since AProVE crashes after a stack overflow occurs, which happens for quite some systems, testing the whole database is (too) much work. So we only tested the 121 TRSs (from [12] ) which match the naming SK*. Restricted to strict precedences, AProVE can show 29 of these TRSs KBO terminating but only 17 with quasi-precedences in both cases within 13 seconds. Our approach can manage 30 and 31 TRSs within 1.62 and 2.43 seconds, respectively. Table6. KBO with strict precedence for 281 SRSs.
Results for SRSs
For SRSs we have similar results, as can be inferred from Tables 6 and 7 . The main difference is the larger number of bits needed for the propositional addition of the weights. The maximum number of SRSs is proved KBO terminating with k 7. Generally speaking T T T performs better on SRSs than on TRSs concerning KBO because it can handle all systems within 546.43 seconds. The instance which consumes the most time is Zantema z112 with 449.01 seconds for a positive answer; kbo-sat(7) needs just 0.17 seconds. With a timeout of 60 seconds T T T proves KBO termination of 29 SRSs, without any timeout one more. kbo-sat(7) proves KBO termination of 33 SRSs. The three SRSs that make up the difference (Trafo dup11, Zantema z069, Zantema z070) derive from algebra (polyhedral groups). T T T gives up on these SRSs for the same reason as mentioned in the preceding subsection for HM t000.
Admitting quasi-precedences does not allow to prove KBO termination of more SRSs. On the contrary, a stack overflow occurs when using kbo-sat(7) on Trafo dup11. method(#bits) total time # successes # timeouts # stack overflows kbo-sat (2) 20.39 8 0 0 kbo-sat (3) 28.42 17 0 0 kbo-sat (4) 38.36 24 0 0 kbo-sat (7) 66.11 32 0 1 kbo-sat (10) 112.17 31 0 2
Table7. KBO with quasi-precedence for 281 SRSs.
Future Work
In [15] a propositional encoding of argument filterings for the dependency pair method is presented. An interesting (and probably very powerful) extension work will be to integrate encodings for argument filterings with our KBO encoding.
