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Abstract - Uncertain data contains the specific uncertainty. Uncertain data is usually found in the area of sensor networks.
To find the uncertain data is very expensive. Many of the algorithms have been proposed for handling the uncertain data
such as k-means, uk means, global kernel k-means, u-rule and Fuzzy c-means. However, most of previous approaches try
to cluster the dataset, whereas the overlap data is not well treated. In this paper, we propose two novel active learning
algorithms: 1) k-mode for classifying the certain and uncertain dataset in a whole dataset, 2) Priority R-Tree clustering the
certain and uncertain data for each domain. They handle both supervised and unsupervised dataset. These techniques
improve the robustness and accuracy of the clustering outcome to a great extent. By minimizing the expected error with
respect to the optimal classifier,  experimental results display the cluster using the Gas sensor array drift Dataset.
Index Terms- Uncertain data, K-Mode, Priority R-Tree, supervised and unsupervised dataset, Sensor Network.
I. INTRODUCTION
Clustering is one of the important topics in data mining. The
purpose of clustering is to group the similar data items. To
cluster the uncertain data is the difficult process. Uncertain
data represents the unexpected outcome. It is mostly found
in the area of sensor networks. The uncertain data may have
numerical and categorical data. For numerical clustering, the
distance measure is based on geometric concepts such as
Euclidean distance or Manhattan distance. Since the
categorical data contains nominal values like [good, bad],
[low, medium, high],the geometric distance measures are not
applicable for categorical or nominal data. In this paper, we
used the numerical data (i.e.) Gas sensor data. Using this
Gas sensor data we have to classify the certain and uncertain
data using an Enhance k-mode algorithm. k-mode is an
extension of k-means clustering algorithm, developed to
cluster the categorical data, where the mean is replaced by
the mode. k-mode is very suitable to classify the sensor data.
Huang [3] proposed a simple matching or mismatching
measure in k-mode to find the similarity between two
objects. For example, if the object O1 = [x, y, a] and O2 =
[x, s, a], the distance between O1 and O2 is computed
according to the hamming distance. This type of measure
only considers the implicit similarity relationship embedded
in categorical values, which result in weaker intra cluster
similarity. This is not applicable for the large dataset. It
takes the input as categorical dataset only, not applicable for
Sensor data. Modes are the attribute values with high
frequency. The frequency is calculated using the Probability
Density Function (PDF).The PDF is used to calculate the
numerical data. From this PDF, we set the k-mode. Each
object is compared with the modes using the Expectation-
Distance method and the object is placed in the nearest
group. Finally, the modes are updated. So, the k-mode
classifies the data but the result may be data loss because it
analyses and classifies only the possible data.
In our proposed method, an Enhance k-mode algorithm is
used. Here, we calculate the probability using “within
range” type i.e. it checks the data in each and every range so
that there is no loss of data. So it optimally classifies the
data. Then we cluster the classified data using the new
indexation algorithm Priority R-Tree. The prioritized R-tree
is essentially a hybrid between a k-dimensional tree and a r-
tree.  In that it defines a given object's N-
dimensional bounding volume. The main difficulty of R-
trees is to build an efficient tree that on one hand is balanced
(so the leaf nodes are at the same height) and on the other
hand the rectangles do not cover too much empty space and
do not overlap too much. The proposed priority R-Tree
handles the overlap in its priority nodes. The usage of
priority R-Tree is to cluster the certain and uncertain data
for each domain effectively.
II. RELATED WORK
Classification and clustering is a well studied area in data
mining. Numerous classification and clustering algorithms
have been proposed in the literature such as k-means, global
kernel k-means, u-rule, u k-means algorithm, Fuzzy c-means
algorithm. Shamir N. Ajani [6] proposed the k-means
algorithm to handle the uncertainty data. Using the synthetic
dataset, it clusters the data first to find the mean value then
to applying the nearer mean value to the cluster but it takes
the large computation time and its variation depends on the
initial k-value. Hence the indexing techniques are applied to
the k-means algorithm then the cluster generation time is
significantly reduced.
Ben Kao, Sau Dan Lee[7]  used the uk-mean algorithm with
pruning technique i.e. R-Tree. This method reduces the
computation time. He proposed the pruning techniques that
are based on Voronoi diagrams to reduce the number of
expected distance calculations, but it handles only the linear
separable data. Grigorios F. Tzortzis and Aristidis C. Likas
[4] proposed the kernel k-means to handle the non-linearly
separable cluster data and independent of initial k-value but
it does not support the large dataset. The fast global kernel
k-means algorithm supports the large dataset.
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Biao Qin, Yuni Xia[9] used a new rule based classification
and prediction technique for classifying the uncertain data.
This algorithm introduces new measures for generating,
pruning, and optimizing the rules. But it’s not efficiently
pruning the data.
Joshua Zhexue HuangzS.Aranganayagi[8] used simple
matching dissimilarity measure for categorical objects using
k-mode algorithm a heuristic approach was developed
which allows the use of the k-mode paradigm to obtain a
cluster with strong intra-similarity, and to efficiently cluster
large categorical data sets. It compares the two  words and
then finds the similarity and dissimilarity measures. The
main aim of our paper is to derive rigorously the updating
formula of the k-mode clustering algorithm with the new
dissimilarity measure.
III. K-MODE ALGORITHM
Consider the Dataset as D which has the set of objects X, X
consists of setoff attributes ‘A’ each attribute has different
domain values ‘Dom’ which is represented as ‘a’ these are
described below
D={X1, X2… Xn}
Where n is the number of objects or Data Sets
Xi = [xi1, xi2…xim]
Where m is number of categorical attributes
Dom (Aj) ={ , … , }
Where pj is the number of category values of attribute Aj.
Now consider p as the objective function with Two
unknown variables U and V.
P(U,Z) = ui,ld(xi,j ,zl,j) (2.1)
Subject to ui,l = 1 for 1 i n
ui,l {o,1} for 1 i 1 (2.2)
Where
U is an n k partition matrix, ui,l, is a binary variable, and
ui,l=1 indicates that object Xi is allocated to cluster Cl
Z is the centeroid’s of the of the K cluster’s
Where
Z = {Z1, Z2 … Zk} and zl =  PDF(zl,1, zl,2 … zl,m) 1
PDF(zl,1, zl,2 … zl,m) = fl(zl,m)dx (2.3)
d(xi,j ,zl,j) is a distance or dissimilarity measure between
object Xi and the center of cluster Cl on attribute Aj
In k-modes algorithm, a simple matching distance measure
is describe as
d(xi,j ,zl,j) = 0 while xi,j = zl, j
d(xi,j ,zl,j) = 0 while xi,j zl, j
Steps Used:
The K-mode algorithm consists of the following steps: -
1) Select K initial modes, one for each of the cluster.
2) Allocate data object to the cluster whose mode is nearest
to it according to equation 2.1.
3) Compute new modes of all clusters.
4) Repeat step 2 to 3 until no data object has changed cluster
membership.
IV. PROPOSED SYSTEM
Figure.1shows a step by step approach of the Proposed
system.
Figure 1
Priority R-tree Algorithm Steps
1) The output obtained from k-mode algorithm is given as
input to Priority R-Tree.
2) Select ’K’ initial nodes.
3) Allocate an object to the cluster whose mode is the
Nearest to the cluster. Update the mode of the cluster after
each allocation.
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4) After all objects have been allocated to the respective
cluster, retest the objects with new modes and update the
clusters.
5) Repeat steps (2) and (3) until there is no change in
clusters.
V. DATASET DESCRIPTION
Attributes of Dataset
Xxxxx y  y1 zzz zzz aaa aaa bb.bb cc.cc L s1s1s1 s1s1s1
s1s1s1 s1s1s1 s1s1s1 s1s1s1 s1s1s1 s1s1s1 L s2s2s2 s2s2s2
s2s2s2 s2s2s2 s2s2s2 s2s2s2 s2s2s2 s2s2s2 L  …L s5s5s5
s5s5s5 s5s552 s5s5s5 s5s5s5 s5s5s5 s5s5s5 L…. Ls9s9s9
s9s9s9 s9s9s9 s9s9s9 s9s9s9 s9s9s9 s9s9s9 s9s9s9
Where
x-time of recording(Reading time (ms))
y-set point
y1- measured speed of fan
z-Expected (or) actual  value (opening degree set-point
values given to the mass flow controllers)
a – current measured value (measured opening degree of
mass flow controllers)
b- temperature  value (in oC)
c- relative humidity value (in  %)
s –different sensor value measured (in KÎ©)
L-seperator
example
22250 0 0 100 100 100 103 103 105 22.22 63.43 1 476 555
803 497 775 885 873 843 1 346 545 635 616 571 552 773
745 1 397 509 660 638 755 744 745 657 1 420 510 525 531
504 650 719 715 1 2201 449 652 1228 847 654 850 737 1
370 459 650 445 756 773 847 803 1 345 457 587 554 757
704 769 818 1 354 407 499 696 786 686 757 733 1 339 418
547 567 653 573 773 84
VI. RESULTS AND ANALYSIS
No of cycles Time Taken No of uncertain found
115 0.828 4
228 2.937 5
274 6.500 12
340 6.484 7
381 7.765 2
534 15.296 2
572 17.296 1
610 19.875 22
779 22.750 22
1024 51.953 74
Table 6.1 Data’s Taken from different dataset files at
different time
Figure 6.1 different dataset files at different time
In the above graph, x-axis represents number of cycles. By
analyzing the graph we can conclude that the raise in time
depends on the number of the cycles and the number of
uncertain data if there is increase in number of uncertain
data the processing time also increases.
No of cycles Time Taken No of uncertain
found
100 0.625 4
200 2.281 5
300 5.062 9
400 8.781 13
500 13.359 13
600 18.609 17
700 23.234 24
800 28.640 24
900 38.484 25
1000 46.281 28
Table 6. 2 Data taken from same Data set file
Figure 6.2 Data taken from same Data set file
In the above figure, the x-axis represents the number of
cycles. By the above graph we can analyze that the time of
processing is directly proportional to both number of cycles
and number of uncertainty.
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VII. CONCLUSION
This paper thus proposes a new pruning method priority R-
Tree for indexing and classifying the data. In this paper two
novel algorithms, k-mode for clustering the dataset and
Priority R-Tree for indexing and classifying the dataset.
These index structures enable efficient access to uncertain
data from the large dataset. Experimental analysis shows
that the proposed algorithm produces quality clusters when
compared to kernel k-mean and rule algorithm.
VIII. FUTURE WORK
Presently, we are working on to find out efficient methods to
initialize the modes.
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