I. INTRODUCTION
Since the finite-difference time-domain (FDTD) method was initially delivered to numerically resolve the Maxwell's equations by Yee in 1966 [1] , it has been widely used in the numerical solution of electromagnetics (EMs) problems. The FDTD method has obvious advantages over many other numerical methods as it updates naturally the field values at every separate cell in discrete time steps by leap-frog integrations without complex computations [2] . Over the past decade, the FDTD numerical modeling approach has led to applications to diverse difficulties, involving modeling of objects ranging from aerospace and biological systems to geometric shapes, analysis and design of complicated microwave circuits and fast time-varying systems as well as various other engineering applications [3] . Plentiful numerical schemes related to FDTD formulations used to simulate the EM waves propagation in the dispersive media are addressed, including the recursive convolution (RC) method [4, 5] , frequency-dependent Z transform method [6, 7] , direct integration (DI) method [8, 9] , JE convolution (JEC) method [10] , the auxiliary differential equation (ADE) method [11] , piecewise linear recursive convolution (PLRC) method [12] , piecewise linear current density recursive convolution (PLCDRC) method [13] , Runge-Kutta exponential time differencing (RKETD) [14] . Simulation of EM waves propagating through plasma media is a unique and fascinating application built on FDTD formulations for dispersive media, where the appearing nonlinear phenomena that are not totally understood can be explicitly refined by numerical simulation.
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Although the FDTD schemes above are well-suited to numerical simulation, the original FDTD method can bring about a significant increment in additional run-times consuming for computationally large and complicated EM issues. However, FDTD method is naturally a massively parallel algorithm, thus it can benefit a lot from most advances in parallel computing techniques to acquire considerable decrease in time spending.
Graphics Processing Units (GPUs) have been industrialized rapidly in recent years, which are considered as the most popular hardware accelerator in parallel computation to settle massively parallel computations with better application acceleration performance obtained.
Since the Compute Unified Device Architecture (CUDA) was first introduced by NVIDIA as a parallel computing platform and software programming model, GPUs have turned out to be much more formidable and generalized for developers to be utilized to tackle general-purpose parallel computations with high performance. Previous researches about diverse FDTD schemes based on CUDA-enabled GPU have been undertaken over the past decade [15] [16] [17] [18] [19] [20] . What's more, FDTD method carried out on multi-GPU clusters has triggered great interest to further accelerate large-scale computations with improved speedup performance [21] [22] [23] [24] . This paper presents a GPU-based RKETD-FDTD method with CUDA for the unmagnetized plasma media to acquire better acceleration performance, compared with merely CPU-based RKETD-FDTD method. Numerical simulation of the GPU-based RKETD-FDTD method for the unmagnetized plasma media is undertaken both on CPU and GPU respectively. Considering one-dimensional equations, the one-dimensional component of the equations can be written as
To derive FDTD formulation with RKETD scheme for the unmagnetized plasma, equation (6) 
Where,
To derive the second-order RKETD method, first define
Next the approximation is taken to give
Combining equation (7) and (9) 
The x component of J at 1 n  time step can be arranged as
So equation (11) can be used to update the x component of the polarization current density J by utilizing the x component of the electric field E at both n and 1 n  time steps. The discretization of equation (4) follows the Yee grid and leapfrog-style algorithm, which is taken to give
Substituting equation (11) into equation (12) gives
The discretization of equation (5) strongly resembles the FDTD formulation for vacuum, and the update equation of H is given by
III. CUDA IMPLEMENTATION
A. CUDA Programming Model
Parallel programming techniques are compatible with computations that could be operated on concurrence of plentiful data elements in parallel, with the intention of acquiring better acceleration performance by mapping data elements to numerous threads concurrently on GPU. During the process, a bridge is built by CUDA programming model between applications and their implementations on NVIDIA GPU.
Moreover, CUDA programming model abstracts the computer architecture to offer programmers effective perspectives to manipulate memory and organize threads on CUDA-supported GPU, so that they are able to harness the compute capability of GPU hardware more efficiently.
CUDA programs involve codes running on two different platforms concurrently: host codes on CPU and device codes on GPU. There are distinct hardware differences between CPU and GPU, whose separate memory named host and device memory respectively. Hence, the host is the location where the sequential parts of CUDA programs are executed, and the device is where the intensively data-parallel parts are executed in the form of kernels. Kernels are critical and unique to CUDA programs. A kernel is always executed on the device after being invoked on the host, explicitly specified as the calculation and memory manipulation for solely a single thread.
As soon as a kernel is launched on the host, a large number of threads are concurrently generated, each performing calculations of the same pattern in parallel. CUDA reveals a two-level thread hierarchy, which divides threads into blocks and group blocks into grids. In the light of the hierarchy structure, that is, CUDA organizes blocks and grids in three dimension, programmers can utilize the hardware resources for optimization more straightforwardly. Figure 1 shows an illustrative instance of a thread hierarchy structure with a two-dimensional grid containing two-dimensional blocks.
Effective thread configuration becomes essential to CUDA programming for the obtainment of better application acceleration performance. 
B. CUDA-implemented RKETD-FDTD method
Compared with RKETD-FDTD method on CPU, we illustrate the flowchart of GPU-based RKETD-FDTD method displayed in Figure 3 . The host code is implemented to complete fields and parameters initialization, device memory allocation and release, and data transfer between host and device. To efficiently implement GPU-based RKETD-FDTD method with CUDA, device codes are considered to be divided into two kernels: H-update-kernel to update the magnetic intensity and E-update-kernel to update the electric field. Chip GK107
CUDA cores 384
Processor clock 835MHz
Memory clock 900MHz
Memory size 4096MB
B. Numerical Results
To 
here , Due to the fact that the application speedup performance may vary with GPU device properties and developers' programming levels, speedup ratio is calculated to evaluate the practical application speedup performance, which is termed as the ratio between the elapsed times of FDTD computation part only on CPU and on GPU in the simulation. The speedup ratio is slowly decreasing with time step increasing. The speedup ratios calculated in Table 2 
