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Re´sume´
Internet, ainsi que des architectures re´centes telles que les re´seaux de capteurs, sont
le sie`ge de masses de sources de donne´es distribue´es a` large e´chelle, en perpe´tuelle
croissance. Cette profusion, accompagne´e du besoin d’outillage des utilisateurs, im-
plique le de´veloppement de techniques d’analyse et d’indexation adapte´es. Les tech-
niques de classification automatique concernent la caracte´risation de classes dans un
ensemble d’e´le´ments. Celles-ci sont tre`s souvent employe´es pour la re´alisation d’outils
rendant l’information accessible aux utilisateurs. Dans le cadre de cette the`se, nous
avons contribue´ a` l’agre´gation de mode`les de me´lange de distributions de probabilite´.
Cette classe de mode`les est en eﬀet souvent utilise´e pour des taˆches de cate´gorisation.
Nos propositions, utilisant un formalisme baye´sien variationnel, sont caracte´rise´es par
des couˆts de calcul et de transmission re´duits. Avec ces travaux, nous entendions fournir
une solution partielle a` l’estimation de mode`les sur des donne´es distribue´es. Nous avons
e´galement contribue´ a` la classification visuelle de donne´es en flux. Pour ce faire, nous
avons notamment employe´ des principes bio-mime´tiques, ou encore des re´sultats de la
the´orie des graphes. Outre la proposition d’interfaces eﬃcaces pour un utilisateur, nous
avons e´galement envisage´ la manie`re dont celui-ci peut re´tro-agir sur le processus de
classification.
Mots-cle´s : classification, clustering, agre´gation, mode`les de me´lange, classification
visuelle, re´tro-action utilisateur, donne´es distribue´es, estimation baye´sienne
Contributions to categorization learning, mixture models aggregation and
interactive visualization
Abstract
The internet and recent architectures such as sensor networks are currently witnes-
sing tremendous and continuously growing amounts of data, often distributed on large
scales. Combined with user expectations with respect to tooling, this encourages de-
veloping adequate techniques for analyzing and indexing. Classification and clustering
tasks are about characterizing classes within data collections. These are often used as
building blocks for designing tools aimed at making data accessible to users. In this
document, we describe our contributions to mixture models aggregation. These models
are classically used for content categorization. Using variational Bayesian principles,
we aimed at designing low computation and transmission costs algorithms. Doing so,
we aimed at proposing a building block for distributed density model estimation. We
also contributed to visual classification applied to data streams. To this purpose, we
employed bio-mimetic principles, and results from graph theory. More specifically, vi-
sual and dynamic abstractions of an underlying clustering process were proposed. We
strived to provide users with eﬃcient interfaces, while allowing using their actions as a
feedback.
Keywords : classification, clustering, aggregation, mixture models, visual classification,
user feedback, distributed data, Bayesian learning
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Chapitre 1
Introduction ge´ne´rale
1.1 Motivation
Les usages re´cents d’Internet, parfois re´sume´s sous le concept de Web participatif,
ou Web 2.0 [O’Reilly, 2005], ont conduit a` une explosion de la quantite´ de documents
disponibles, de types toujours plus varie´s. Outre les diﬀuseurs traditionnels (e.g. sites
institutionnels, d’entreprises, de journaux ou de chaines de te´le´vision), tout utilisa-
teur peut de´sormais tre`s facilement produire et diﬀuser ses propres contenus. Ainsi, le
nombre d’entre´es de Wikipe´dia, et la richesse de celles-ci, augmentent sans cesse. Des
sites comme Youtube, Flickr, Picasa, MySpace ou last.fm permettent de diﬀuser tre`s
facilement nos documents multime´dia. Les nombreux CMS disponibles (Content Mana-
gement System, e.g. Joomla, WordPress) aﬀranchissent les contributeurs de ne´cessaires
connaissances techniques pour la mise en ligne de blogs.
Au sein de cette masse de donne´es, en perpe´tuelle croissance, les utilisateurs ont
besoin d’outils pour acce´der eﬃcacement a` l’information souhaite´e. Parmi ceux-ci, on
trouve classiquement :
– La recherche / indexation : dans la ligne´e de Google pour l’indexation de
pages web, sont souvent propose´es des techniques recherchant les re´ponses les
plus pertinentes a` des requeˆtes d’utilisateurs, parmi un corpus de donne´es dispo-
nibles. Cela peut consister a` rechercher de manie`re plus se´mantique que le ce´le`bre
moteur de recherche [Haase et al., 2009] ; ou permettre la restitution des contenus
multime´dia les plus ressemblants a` un contenu requeˆte soumis par l’utilisateur
[Fergus et al., 2009, Je´gou et al., 2010, Baluja and Covell, 2010].
– Filtrage collaboratif : les re´seaux sociaux comme Facebook, Twitter, ou last.fm
peuvent par exemple recueillir facilement les pre´fe´rences de leurs utilisateurs. Des
sites commerciaux comme Amazon ou PriceMinister disposent de l’historique des
achats de leurs visiteurs. Le filtrage collaboratif consiste a` exploiter ces infor-
mations pour estimer les pre´fe´rences des utilisateurs, et pre´dire des sujets qui
pourraient les inte´resser, ou des articles qu’ils seraient plus susceptibles d’acheter.
– La navigation / fouille de donne´es visuelle : une vaste collection de donne´es
brutes est diﬃcile a` envisager pour un humain ; aussi, les techniques permettant
a` un utilisateur de naviguer confortablement et eﬃcacement dans une telle col-
lection sont activement e´tudie´es par la communaute´ [Huyhn and Karger, 2009,
Camargo et al., 2010]. Historiquement, Yahoo a explore´ cette voie en proposant
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une hie´rarchie de cate´gories pour acce´der aux pages indexe´es, paralle`lement a` un
moteur de recherche classique.
En paralle`le de cette cre´ation continue de connaissances, les ressources humaines
disponibles pour leur traitement sont toujours tre`s limite´es et couˆteuses. Aussi, pour
la construction des mode`les employe´s a` la re´alisation des taˆches expose´es ci-dessus, les
techniques d’apprentissage automatique sont ne´cessaires.
1.1.1 Classification
L’apprentissage automatique peut eˆtre de´fini comme l’extraction automatique d’une
connaissance ou d’un mode`le a` partir d’une collection d’e´le´ments de donne´es (e.g. en-
registrements de bases de donne´es, pages web, images, vide´os, etc).
Dans ce document, nous nous inte´resserons tout particulie`rement a` l’apprentissage
de fonctions de classification. Une fonction de classification (ou parfois classifieur,
dans la litte´rature) associe une classe symbolique (ou e´tiquette) a` chaque objet d’une
collection. Partant de cette de´finition ge´ne´rale, il est possible d’y associer plusieurs
sce´narios, e´ventuellement comple´mentaires :
– Classification supervise´e : la fonction peut eˆtre apprise en optimisant un crite`re
(e.g. d’erreur) relativement a` un e´chantillon d’apprentissage forme´ d’e´le´ments de
donne´es et de leurs classes respectives.
– Classification non-supervise´e : une fonction de classification peut eˆtre de´termine´e
en disposant d’un e´chantillon d’apprentissage constitue´ des seuls e´le´ments de
donne´es, sans leurs classes respectives. Le crite`re de couˆt optimise´ sera adapte´
a` ce contexte. En particulier, sans les classes re´elles, il ne sera pas possible de
minimiser une erreur : alternativement, une bonne se´paration des classes apprises
pourra eˆtre recherche´e. Notons dans ce cas que le nombre de classes re´elles, et
leur signification, sont alors inconnus a priori.
– Validation : la qualite´ des fonctions apprises peut ensuite eˆtre e´value´e en utilisant
un e´chantillon de validation. La capacite´ de ge´ne´ralisation a` des e´le´ments inconnus
lors de l’apprentissage est ainsi estime´e. Dans le cas spe´cifique de la classification
non-supervise´e, les classes re´elles, si elles sont connues, peuvent e´galement eˆtre em-
ploye´es a posteriori a` fins de comparaisons avec celles de´couvertes par la me´thode
d’apprentissage. Des crite`res objectifs (e.g. bonne se´paration des classes, nombre
de groupes minimal) peuvent eˆtre e´galement employe´s.
Apre`s validation, une fonction de classification peut eˆtre utilise´e afin de pre´dire la
classe d’un nouvel e´le´ment lui e´tant pre´sente´. Toutefois, en tant que telle, elle constitue
une connaissance : a` partir d’un e´chantillon brut et volumineux, souvent diﬃcile a` en-
visager de manie`re synthe´tique pour un eˆtre humain, une repre´sentation compacte est
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construite. Ainsi, cette repre´sentation pourrait servir d’abstraction d’une collection de
donne´es complexes, ou d’interface avec un utilisateur humain.
Dans ce document, nous traiterons essentiellement de la classification de donne´es
nume´riques. En particulier, les exemples pre´sente´s seront le plus souvent issus de la
litte´rature associe´e. Ce mode de repre´sentation d’une collection d’e´le´ments de donne´es
ne saurait cependant eˆtre ge´ne´ral ; les questions de repre´sentation seront brie`vement
aborde´es dans la section 2.2 afin de clairement situer le contexte de nos travaux.
1.1.2 Besoins en classification
Re´sume´s d’information
De nouvelles architectures mate´rielles et logicielles, comme les re´seaux pair-a`-pair,
les grilles de calcul, les re´seaux de capteurs, ou les entrepoˆts de donne´es, ont re´cemment
e´merge´. Nous avons e´galement vu que l’infiltration d’internet dans le mode de vie a en-
gendre´ un contexte applicatif totalement nouveau. Toutefois, les proble`mes de recherche
d’information et d’analyse de donne´es, e´tudie´s classiquement, restent fondamentale-
ment les meˆmes. Par contre, certaines solutions classiques sont de´sormais inapplicables
en l’e´tat, et doivent eˆtre adapte´es en conse´quence.
Nous avions e´voque´ pre´ce´demment la limite d’humains pour le traitement d’infor-
mations : de meˆme, l’exploitation centralise´e de telles sources de donne´es devient de
plus en plus diﬃcile, a` la fois en raison de couˆts de transmission, de traitement, ou
encore de proble´matiques lie´es a` l’anonymat et au respect de la vie prive´e [Coull et al.,
2009, Ghinita et al., 2009]. La prise en compte de ces aspects est essentielle dans le
contexte actuel, et est tre`s souvent e´tudie´e dans la litte´rature re´cente.
La manie`re la plus imme´diate de limiter la quantite´ d’informations a` transmettre
sur un re´seau est de re´duire leur dimensionalite´. Cette forme de compression peut
eˆtre re´alise´e de manie`re classique avec des techniques comme l’ACP (Analyse en Com-
posantes Principales). Cette question est toujours d’actualite´, par exemple dans le
contexte de vide´os acquises par un syste`me distribue´, ou` la dimensionalite´ des donne´es
a` transmettre est re´duite au moyen de projections ale´atoires [Sulic et al., 2010].
Une autre approche consiste a` transmettre des parame`tres de mode`les probabilistes
sur le re´seau, en lieu et place des donne´es brutes [Gu, 2008, Safarinejadian et al., 2010].
La diﬀusion et l’agre´gation de mode`les de classification, ou autre re´sume´ de donne´es,
sur un re´seau de sources (ou de´poˆts) de donne´es s’accompagne de strate´gies variables
pour la construction d’une information globale. Certains auteurs re´alisent la mise a`
jour de chaque noeud en fusionnant l’information locale avec les mode`les rec¸us [Gu,
2008, Safarinejadian et al., 2010]. D’autres ont de´fini une strate´gie pour la construction
et la diﬀusion distribue´e d’un mode`le s’ame´liorant progressivement au fil des noeuds
parcourus [Nikseresht and Gelgon, 2008]. Parfois, les mode`les diﬀuse´s et rec¸us sont uti-
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lise´s pour la mise a` jour de repre´sentations ou d’index hie´rarchiques [Vasconcelos, 2001,
Bechchi et al., 2007].
Flux de donne´es
Les me´thodes classiques sont adapte´es au traitement d’un e´chantillon statique, alors
que de nombreux besoins applicatifs sont associe´s a` des donne´es pre´sente´es en flux (e.g.
re´seau, capteurs). La classification des donne´es doit donc eˆtre eﬀectue´e de manie`re
incre´mentale, soit en adaptant les me´thodes classiques a` ce nouveau contexte, soit en
proposant de nouvelles approches. L’adaptation en ligne, et en temps re´el, de me´thodes
d’apprentissage classique est e´galement une pre´occupation actuelle de la communaute´
de recherche [Seidl et al., 2009, Li and Fei-Fei, 2010].
De meˆme, quand classiquement les pre´dictions ne portaient que sur un nombre fige´ de
classes, beaucoup de travaux actuels tendent a` supprimer ces restrictions : par exemple
en permettant la de´couverte de classes inconnues dans un syste`me de classification ou
de recherche dans une collection de contenus [Liu et al., 2010, Nikitidis et al., 2010],
ou, dans le cas particulier d’un contexte non-supervise´, en permettant l’ajustement
automatique du nombre de groupes ade´quat a` la nature des donne´es. Les me´thodes
baye´siennes, qui seront e´tudie´es de manie`re extensive dans ce document, se preˆtent
particulie`rement bien a` ce contexte (voir section 3.5.1).
Interaction et visualisation
Le point de vue classique assimilait e´galement l’utilisateur a` un expert devant
parame´trer les algorithmes d’apprentissage. Nombre de travaux re´cents tentent de
pre´senter l’utilisateur non comme un expert a priori, mais comme un agent dans le cadre
d’un apprentissage adaptif. En supposant que l’utilisateur puisse visualiser en temps re´el
l’e´tat d’un processus de classification, celui-ci pourrait eﬀectuer des retours (feedback)
de diverses manie`res, par exemple en indiquant dynamiquement ses pre´fe´rences (e.g.
e´volution du nombre de classes), ou en indiquant au syste`me ce qu’il conside`re comme
des erreurs [Ono et al., 2009, Aihara and Takasu, 2010]. Les techniques de classification
visuelle (voir chapitre 5) constituent un support ide´al pour ce sce´nario.
1.2 Contributions
Dans le cadre de cette the`se, nous avons taˆche´ de proposer de nouvelles solutions
pour l’ade´quation aux sce´narios d’utilisations e´voque´s ci-dessus. En particulier, l’adap-
tation de me´thodes d’apprentissage statistique au contexte de donne´es distribue´es
a e´te´ explore´e. La nature changeante des flux d’information re´els a e´te´ conside´re´e, en
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e´tudiant des adaptations incre´mentales a` des me´thodes existantes. Des adaptations
de me´thodes de classification visuelle ont e´galement e´te´ explore´es, de manie`re a` pouvoir
conside´rer un acteur humain comme un agent d’influence dynamique, et non comme un
expert prescripteur comme cela est eﬀectue´ classiquement.
Dans un premier temps, nous proposons un e´tat de l’art du domaine de la classi-
fication automatique. Apre`s avoir e´voque´ les diﬀe´rentes natures que peuvent avoir les
donne´es a` traiter, et spe´cifie´ le cadre de nos travaux, nous illustrons la richesse des solu-
tions possibles pour l’estimation de mode`les de classification, en e´voquant les approches
statistique, bio-mime´tique, ou encore spectrale. Avec l’approche semi-supervise´e, nous
e´voquons une solution interme´diaire a` la dichotomie classique entre pre´sence et absence
de supervision. Le contexte technologique actuel, caracte´rise´ par une production conti-
nue de documents en tous les points d’Internet, est enfin conside´re´, avec des apports
sur la classification incre´mentale, ou ope´rant sur des donne´es distribue´es. Des approches
visuelles a` la classification sont e´galement pre´sente´es. Celles-ci constituent en eﬀet un
support inte´ressant pour l’interaction avec un utilisateur.
Nous proposons ensuite un e´tat de l’art plus de´taille´ d’un domaine spe´cifique : l’ap-
prentissage baye´sien de mode`les de me´langes probabilistes, une forme fonction-
nelle classiquement utilise´e en tant que fonction de classification. Apre`s avoir rappele´
les principes et outils e´le´mentaires de l’apprentissage statistique, nous introduisons les
mode`les de me´lange, et les dilemmes qui y sont classiquement lie´s. Nous eﬀectuons en-
suite une e´tude extensive des algorithmes variationnels. Leurs proprie´te´s the´oriques
sont de´taille´es, ainsi que l’application sur les me´langes de gaussiennes et d’ACP pro-
babilistes. Des re´sultats expe´rimentaux appuient l’inte´reˆt de cette dernie`re approche.
Le traitement variationnel du me´lange d’ACP probabilistes souﬀrait de lacunes dans
la litte´rature existante, aussi nous avons synthe´tise´ et comple´te´ les contributions exis-
tantes [Bruneau et al., 2010b,c].
Une pre´sentation de´taille´e de l’approche variationnelle se justifie en ce qu’elle a
inspire´ nombre de nos contributions. En particulier, nous l’avons utilise´e pour pro-
poser une me´thode d’agre´gation parcimonieuse de me´langes de gaussiennes,
ope´rant sur les seuls parame`tres des mode`les a` agre´ger [Bruneau et al., 2008a, 2010a].
Cette technique a notamment e´te´ applique´e a` la structuration ge´o-temporelle d’une
collection d’images personnelles [Bruneau et al., 2008c]. De manie`re plus ge´ne´rale, elle
constitue une solution eﬃcace a` l’estimation distribue´e de densite´s de probabilite´. Nous
avons propose´ une variante semi-supervise´e de cette technique [Bruneau et al., 2009a,
2010d]. Le mode`le utilise´ permet en eﬀet de prendre en compte l’origine des com-
posantes fusionne´es, au lieu de re´aliser ce qui e´quivaut a` une re´duction de me´lange
de gaussiennes redondant. Enfin, nous avons propose´ une me´thode d’agre´gation de
me´langes d’ACP probabilistes [Bruneau et al., 2010b,c]. Ce mode`le permet une
re´duction de dimensionalite´ locale a` chaque composante, qualite´ que nous avons trans-
pose´ a` leur agre´gation. En outre, de nombreux de´tails the´oriques, algorithmiques et
d’imple´mentation originaux sont expose´s.
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Nous traiterons ensuite davantage de la cohabitation entre des approches visuelles a`
la classification et les sce´narios d’utilisation e´voque´s plus haut. Ainsi, une me´thode de
classification visuelle, d’inspiration bio-mime´tique, base´e sur le mouvement d’agents
dans un espace 2D, sert de fondement a` notre contribution suivante. Celle-ci a e´te´ adapte´
au traitement incre´mental d’un flux de donne´es, constituant ainsi un outil de suivi
eﬃcace par un utilisateur [Bruneau et al., 2008b]. En particulier, la quantite´ et la com-
plexite´ des donne´es est abstraite par une population d’agents visualise´e qui reste stable,
plus adapte´e a` la cognition de l’utilisateur. La prise en compte d’e´tiquetages eﬀectue´s
manuellement a e´galement e´te´ propose´e [Bruneau et al., 2009b]. En eﬀet, l’environne-
ment 2D constitue une interface inte´ressante pour l’enregistrement d’entre´es de la part
d’un agent humain ; l’algorithme de classification visuelle est adapte´ en conse´quence.
Enfin, nous proposons un syste`me original pour la visualisation du processus de
classification d’une collection d’images [Bruneau et al., 2010e,f]. Notre syste`me
conside`re en particulier le contexte de donne´es en flux. Nous proposons d’abord un
mode`le de repre´sentation adapte´ pour les images, et un algorithme de classification
incre´mentale. L’espace de repre´sentation des donne´es et de la classification est diﬃcile
a` envisager pour un humain, aussi nous de´crivons un syste`me graphique re´alisant une
me´taphore visuelle de ce processus complexe. Les groupes d’images, et leurs centro¨ıdes
respectifs, sont ainsi utilise´s pour la construction d’un graphe, ensuite plonge´ en 3D. Ce
graphe suit dynamiquement l’e´volution du processus de classification graˆce a` un algo-
rithme classique force et ressort. Celui-ci repose sur l’application de principes physiques,
proposant ainsi des e´volutions faciles a` interpre´ter pour le syste`me visuel humain. De
plus, la visualisation constitue le point d’entre´e ide´al pour les re´tro-actions d’un uti-
lisateur. En interpre´tant celles-ci, une supervision peut eˆtre associe´e au processus de
classification sous-jacent.
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Recognition'10b : 
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utilise EUSPICO'09.
ICPR'08 : technique 
d'agrégation de mélanges de 
gaussiennes. Application à 
l'indexation d'images.
AMR'08 : structuration 
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collection d'images, 
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présentation de 
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cadre du doctorat
Pattern 
Recognition'10a : 
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ICPR'08 et 
EUSIPCO'09, avec 
de nouvelles 
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SFC-CLADAG'08 : technique 
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de mélanges d'ACP probabilistes, 
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JDOC'09 : 
vulgarisation 
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PR'10a
SFC-CLADAG'10 : 
présentation 
détaillée du 
système de 
visualisation
Fig. 1.1 – Graphe pre´sentant nos publications et les liens entre celles-ci.
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1.5 Organisation du document
Chapitre 2 : Etat de l'art de 
la classification (supervisée, 
non-supervisée, semi-
supervisée, incrémentale).
Chapitre 3 : Etat de l'art apprentissage 
probabiliste génératif, modèles de mélanges, 
apprentissage variationnel, en proposant 
synthèse originale. Application au mélange 
de gaussiennes (repris depuis Bishop'06), et 
au mélange d'ACP probabilistes (inspiré de 
Beal'03 + contribution personnelle).
Publication associée : ICPR'2010
Chapitre 4 : Contributions à l'agrégation de modèles 
de mélanges (gaussiennes et ACP) avec une 
approche variationnelle. Variante semi-supervisée 
pour la prise en compte de sources de données.
Publications associées : ICPR'2008, AMR'2008, 
EUSIPCO'2009, JDOC'2009, RFIA'2010, PR'2010a, 
ICPR'2010
Chapitre 5 : Contribution à la classification 
visuelle, dans un contexte semi-supervisé et 
incrémental
Publications associées : SFC-CLADAG'2008, 
CEC'2009
Chapitre 6 : Contribution à la visualisation 
de classification d'images incrémentale, 
avec rétro-actions utilisateur.
Publications associées : PR'2010b, 
SFC'2010
Fig. 1.2 – Graphe pre´sentant l’organisation du document.
Chapitre 2
Classification automatique :
un e´tat de l’art
2.1 Introduction
Dans ce chapitre, nous pre´sentons un e´tat de l’art introductif des techniques de
classification. Ce faisant, nous entendons pre´ciser le cadre de nos contributions. Cela
nous permettra aussi d’envisager les e´volutions des techniques de classification, d’un
cadre classique vers l’adaptation aux e´volutions technologiques les plus re´centes. Des
techniques tirant notamment parti de recommandations d’utilisateurs, ou de vastes col-
lections de donne´es en perpe´tuelle e´volution, e´ventuellement distribue´es sur un re´seau,
sont pre´sente´es.
Dans un premier temps, nous e´voquons les repre´sentations possibles pour les e´le´ments
de donne´es. Nous pre´cisons alors le cadre restrictif que nous avons choisi pour notre
document. Nous proposons ensuite une description classique du proble`me de classi-
fication. En particulier, les approches supervise´e et non-supervise´e sont brie`vement
e´voque´es. Cette pre´sentation nous permet notamment d’illustrer la varie´te´ des mode`les
possibles, avec notamment les mode`les de classification hie´rarchique. Nous poursuivons
avec la description de l’approche semi-supervise´e, ayant e´merge´ re´cemment en tant que
solution interme´diaire aux points de vue classiques. Les me´thodes incre´mentales sont
ensuite brie`vement pre´sente´es. Enfin, nous e´voquons les possibilite´s d’adaptation de
l’apprentissage au cas ou` les donne´es sont distribue´es, et non centralise´es comme cela
est en ge´ne´ral suppose´ dans l’approche classique.
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2.2 Repre´sentation d’une collection de donne´es
2.2.1 E´le´ments
Avant d’appliquer une me´thode de classification sur une collection d’e´le´ments de
donne´es, il faut choisir un espace de repre´sentation pour ceux-ci. Le mode`le le plus
simple, que nous utiliserons le plus souvent dans ce document, est de repre´senter une
population d’individus comme des valeurs dans Rd :
Identifiant Sepal.Length Sepal.Width Petal.Length Petal.Width
A 5.1 3.8 1.6 0.2
B 5.1 3.5 1.4 0.3
C 5.6 2.9 3.6 1.3
D 4.5 2.3 1.3 0.3
E 6.7 3.3 5.7 2.5
F 6.7 3.1 4.4 1.4
G 6.2 2.2 4.5 1.5
...
4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0
2.
0
2.
5
3.
0
3.
5
4.
0
Sepal.length
Se
pa
l.w
idt
h
Fig. 2.1 – E´chantillon d’individus de la base iris, de´finis sur R4, et repre´sentation d’une
projection sur les 2 premie`res dimensions.
Autrement dit, chaque individu est de´fini par d variables, chacune de celles-ci pre-
nant ses valeurs dans R. On peut aussi envisager le cas de d variables prenant leurs
valeurs dans un ensemble fini de symboles :
Identifiant Couˆt achat Couˆt maintenance Portes Passagers Coﬀre Se´curite´
A high med 3 4 big high
B med med 3 2 med high
C vhigh med 2 more med low
D low med 5more 2 big low
E vhigh med 5more 4 small high
...
Fig. 2.2 – E´chantillon d’individus de la base car evaluation.
Dans l’exemple ci-dessus, nous pouvons remarquer qu’une relation d’ordre peut eˆtre
associe´e aux modalite´s de chaque variable. Ce n’est toutefois pas toujours le cas (e.g.
couleur d’une voiture).
Notons qu’il peut parfois exister des ponts entre certaines de ces repre´sentations.
Conside´rons par exemple une collection de pages web. Pour des taˆches de classifica-
tion ou d’extraction de connaissances, le mode`le sac de mots (ou bag of words dans
la litte´rature) est commune´ment employe´. Celui-ci consiste a` compter les occurrences
2.2. REPRE´SENTATION D’UNE COLLECTION DE DONNE´ES 21
de mots d’un corpus dans chaque e´le´ment de la collection (i.e. chaque page web selon
l’exemple cite´). On passe alors d’une repre´sentation symbolique a` taille variable (i.e.
se´quence de mots) a` une repre´sentation avec un nombre de variables fixe, prenant leurs
valeurs dans un ensemble de´nombrable. De meˆme, beaucoup d’algorithmes utilisent les
fre´quences d’apparition des mots [Nigam et al., 2000, Blei et al., 2003]. In fine, un glis-
sement entre une repre´sentation symbolique et [0, 1]d est re´alise´.
Au-dela` des repre´sentations e´le´mentaires que nous venons d’e´voquer, il est possible
d’envisager des structures de repre´sentation plus e´volue´es. Ainsi, les de´pendances entre
mots conse´cutifs dans un texte peuvent eˆtre conside´re´es au lieu de l’hypothe`se sac de
mots (i.e. inde´pendance totale). Les objets peuvent eˆtre repre´sente´s dans le cadre de
structures hie´rarchiques (e.g. taxonomies). Chaque objet peut aussi eˆtre repre´sente´ par
une fonction (e.g. un graphe [Bunke and Shearer, 1998], une fonction de l’espace L2, ou
une densite´ de probabilite´, voir chapitre 6).
2.2.2 Similarite´s
La plupart des algorithmes repose sur des notions ge´ome´triques e´le´mentaires, comme
des calculs de distances, de similarite´s (i.e. pas ne´cessairement me´triques), ou encore
de centro¨ıdes (i.e. barycentres). Quand les e´le´ments sont repre´sente´s sur Rd, la dis-
tance Euclidienne est le choix le plus imme´diat. Assez fre´quente dans le contexte du
traitement de contenus textuels, la distance du cosinus est base´e sur le produit scalaire
de nos vecteurs de Rd (restreint a` [0, 1]d dans le cas de fre´quences d’apparition de mots).
Certaines me´thodes ne ne´cessitent pas d’hypothe`se explicite sur la repre´sentation
des objets, mais seulement l’existence d’une similarite´ ∈ [0, 1] pour tout couple d’ob-
jets. Les me´thodes spectrales, les me´thodes a` noyaux (e.g. SVM, voir section 2.3.4),
ou encore certaines me´thodes de classification visuelle (e.g. FClust [Picarougne et al.,
2007], voir chapitre 5) rentrent dans cette cate´gorie.
Les similarite´s (ou de manie`re e´quivalente, dissimilarite´s) entre repre´sentations com-
plexes sont le plus souvent e´value´es graˆce a` des fonctions spe´cialement adapte´es. Par
exemple, les mesures de divergence sont commune´ment employe´es entre objets de la fa-
mille des distributions de probabilite´. Les mesures de similarite´ entre objets repre´sente´s
par des graphes ont e´galement e´te´ e´tudie´es [Bunke and Shearer, 1998].
Les repre´sentations utilise´es sont parfois diﬃciles a` exploiter pour la visualisation.
Dans ce cas, il existe des techniques permettant la construction d’une repre´sentation Rd
a` partir des seules similarite´s, autorisant ainsi une visualisation facile avec des plans de
projection. Celles-ci peuvent eˆtre base´es sur une adaptation de MDS (Multi Dimensio-
nal Scaling) [Tenenbaum et al., 2000], ou sur la de´couverte d’une topologie en exploitant
les voisinages des objets [Roweis and Saul, 2000].
Dans ce document, en l’absence de pre´cision explicite, nous supposerons l’existence
d’une repre´sentation des objets sur Rd.
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2.3 Approche classique a` la classification
2.3.1 Mode`le
Soit un ensemble d’individus X = {xn}, n ∈ 1, . . . , N , que par simplicite´ nous
supposerons de´finis sur Rd. Une fonction de classification (ou parfois classifieur, dans
la litte´rature) associe, a` chaque individu, une e´tiquette (ou classe) dans un ensemble
fini de symboles E = {c1, . . . , cK} :
f : Rd → E (2.1)
xn → f(xn) (2.2)
Conside´rons de nouveau l’ensemble d’individusX, et associons-y une variable ale´atoire
repre´sentant l’ensemble des e´tiquettes respectives,Y = {yn}. Deux applications diﬀe´rentes
de ce mode`le ge´ne´ral ont e´te´ classiquement conside´re´es dans la litte´rature :
– l’approche supervise´e : X et Y sont connus et fournis au syste`me. L’objectif
est alors de trouver f respectant au mieux cette connaissance.
– l’approche non-supervise´e : X est connu et Y inconnu. L’objectif est de
de´terminer a` la fois f et Y.
L’ensemble X (ainsi que Y, si celui-ci est connu) utilise´ pour la construction de f
est appele´ l’e´chantillon d’apprentissage.
2.3.2 Approche supervise´e
Ide´alement f est telle que yn = f(xn), ∀n. Toutefois, une telle fonction n’existe
pas toujours ; autrement dit, l’e´chantillon n’est pas toujours se´parable par f selon ses
e´tiquettes. En particulier, si f est une fonction line´aire de x, nous dirons alors que
l’e´chantillon n’est pas line´airement se´parable. Ce qui signifie qu’en ge´ne´ral, on souhaite
une fonction f minimisant une erreur :
fapprise = argmin
f
N￿
n
erreur(f(xn), yn)
Le plus souvent une fonction d’erreur quadratique est utilise´e dans la litte´rature ; la
fonction f est alors de´termine´e (ou apprise) selon :
fapprise = argmin
f
1
2
N￿
n
￿
f(xn)− yn
￿2
(2.3)
Ce type de fonction est parfois appele´ discriminante. Elle peut eˆtre utilise´e sur de
nouveaux individus (i.e. n’appartenant pas a` l’e´chantillon d’apprentissage), dont on
voudrait de´couvrir la classe.
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Ce formalisme de´finit implicitement les notions de frontie`res et re´gions de de´cision ;
chaque classe, ou e´tiquette, ck sera associe´e a` une re´union d’ouverts de Rd Ak telle que
xn ∈ Ak → f(xn) = ck. On conside`re en ge´ne´ral des classes de fonctions f n’associant,
de manie`re de´terministe, qu’une et une seule classe possible a` une valeur de Rd donne´e ;
les Ak sont donc disjoints. Les xn pour lesquels f(xn) ne peut pas eˆtre de´cide´e sont a`
la frontie`re d’au moins deux de ces disjoints ; ils constituent les frontie`res de de´cision.
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Fig. 2.3 – E´chantillon pima [UCI, 2007], et re´gions de de´cision de´termine´es sur celui-ci.
Les me´thodes de classification sont souvent distingue´es suivant le proce´de´ employe´
pour l’aﬀectation d’un e´le´ment xn a` une re´gion de de´cision :
– Approches «a` plat» : l’aﬀectation peut re´sulter de la re´ponse d’une fonction
sophistique´e a` l’e´le´ment qui lui est pre´sente´ (e.g. SVM [Vapnik, 1995, Burges,
1998], re´seaux de neurones [Bishop, 2006, chap.5]).
– Approches hie´rarchiques : l’aﬀectation re´sulte d’une succession de de´cisions,
orientant vers une portion spe´cifique de l’espace (e.g. arbres de de´cision [Breiman
et al., 1984, Quinlan, 1986, 1993], me´langes d’experts [Jordan and Jacobs, 1994,
Bishop and Svense´n, 2003]).
Dans ce document, nous traiterons essentiellement d’approches non-hie´rarchiques.
Notons cependant que des mode`les hie´rarchiques peuvent eˆtre constitue´s en combinant
des mode`les non-hie´rarchiques (e.g. me´langes d’experts).
2.3.3 Approche non-supervise´e
La classification non-supervise´e est parfois identifie´e par le terme clustering dans
la litte´rature. Nous pre´fe´rerons parler d’approche non-supervise´e dans ce document,
sauf quand les de´nominations impose´es par la litte´rature ne nous laissent pas le choix.
Rappelons que dans ce contexte, Y est inconnu. Ceci signifie que pour apprendre f , on
ne peut pas exploiter une fonction d’erreur comme (2.3).
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Beaucoup de me´thodes sont base´es sur la maximisation de l’inertie (i.e. variance)
interclasse et la minimisation de l’inertie intraclasse. Autrement dit, les classes que
de´termine l’algorithme de classification doivent eˆtre «compactes» est bien se´pare´es. En
pratique, ces caracte´ristiques seront constitutives du crite`re optimise´ par l’algorithme.
L’algorithme K-means [McQueen, 1967] est l’exemple le plus classique mettant en
oeuvre ces principes d’inertie. Son fonctionnement est illustre´ dans la figure 2.4.
A) B) C)
Fig. 2.4 – A) E´chantillon 2D, et 2 centro¨ıdes initialise´s ale´atoirement. B) chaque e´le´ment
de l’e´chantillon est aﬀecte´ au centro¨ıde le plus proche. C) chaque centro¨ıde est mis a`
jour avec la moyenne des e´le´ments lui e´tant aﬀecte´s.
Cet algorithme est un exemple de me´thode non-hie´rarchique dans un contexte non-
supervise´. En eﬀet, apre`s convergence, une partition de la collection d’e´le´ments (ainsi
que, tre`s souvent, de l’espace des donne´es) est obtenue.
Des approches hie´rarchiques comme la classification ascendante hie´rarchique (CAH)
[Ward, 1963, Murtagh, 1984] proce`dent par agglome´ration des e´le´ments selon un crite`re
donne´ (e.g. minimiser la perte d’inertie interclasse). De ce processus re´sulte un dendro-
gramme (voir figure 2.5). Les e´le´ments agglome´re´s sont indexe´s sur la ligne du bas, et
la hauteur des areˆtes regroupant deux e´le´ments est proportionnelle au couˆt relatif selon
le crite`re choisi. Des partitions imbrique´es peuvent eˆtre obtenues a` partir de ce graphe
en «coupant» celui-ci a` une hauteur donne´e. Cette partition est fine ou grossie`re selon
la hauteur choisie pour la coupe.
2.3.4 Validation des fonctions de classification
Classiquement, apre`s avoir appris une fonction de classification sur un e´chantillon
d’apprentissage, on estime la qualite´ de celle-ci sur un e´chantillon de test, ou de vali-
dation. Ceci permet de favoriser des fonctions avec une bonne capacite´ de ge´ne´ralisation.
Dans le cas d’une me´thode de classification supervise´e, l’erreur entre les e´tiquettes de
l’e´chantillon de test et les pre´dictions est le plus souvent utilise´e. Dans un contexte non-
supervise´ mettant en oeuvre un mode`le probabiliste, la vraisemblance d’un e´chantillon
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ters is the minimum of the distances
between all pairs of patterns drawn
from the two clusters (one pattern from
the first cluster, the other from the sec-
ond). In the complete-link algorithm,
the distance between two clusters is the
maximum of all pairwise distances be-
tween patterns in the two clusters. In
either case, two clusters are merged to
form a larger cluster based on minimum
distance criteria. The complete-link al-
gorithm produces tightly bound or com-
pact clusters [Baeza-Yates 1992]. The
single-link algorithm, by contrast, suf-
fers from a chaining effect [Nagy 1968].
It has a tendency to produce clusters
that are straggly or elongated. There
are two clusters in Figures 12 and 13
separated by a “bridge” of noisy pat-
terns. The single-link algorithm pro-
duces the clusters shown in Figure 12,
whereas the complete-link algorithm ob-
tains the clustering shown in Figure 13.
The clusters obtained by the complete-
link algorithm are more compact than
those obtained by the single-link algo-
rithm; the cluster labeled 1 obtained
using the single-link algorithm is elon-
gated because of the noisy patterns la-
beled “*”. The single-link algorithm is
more versatile than the complete-link
algorithm, otherwise. For example, the
single-link algorithm can extract the
concentric clusters shown in Figure 11,
but the complete-link algorithm cannot.
However, from a pragmatic viewpoint, it
has been observed that the complete-
link algorithm produces more useful hi-
erarchies in many applications than the
single-link algorithm [Jain and Dubes
1988].
Agglomerative Single-Link Clus-
tering Algorithm
(1) Place each pattern in its own clus-
ter. Construct a list of interpattern
distances for all distinct unordered
pairs of patterns, and sort this list
in ascending order.
(2) Step through the sorted list of dis-
tances, forming for each distinct dis-
similarity value dk a graph on the
patterns where pairs of patterns
closer than dk are connected by a
graph edge. If all the patterns are
members of a connected graph, stop.
Otherwise, repeat this step.
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Figure 9. Points falling in three clusters.
A B C D E F G
S
i
m
i
l
a
r
i
t
y
Figure 10. The dendrogram obtained using
the single-link algorithm.
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Figure 11. Two concentric clusters.
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Fig. 2.5 – Exemple de dendrogramme. Un exemple de coupe est propose´ en pointill´
(extrait de [Jain et al., 1999]).
de test peut eˆtre employe´e pour e´valuer la qualite´ du mode`le. Ces principes son illustre´s
sur les figures 2.6 et 2.7.
Fig. 2.6 – Comparaison entre ensemble
de validation et re´gions de de´cision
pour les donne´es iris [UCI, 2007].
Fig. 2.7 – Densite´ d’e´chantillon de test
et composantes d’un me´lange de gaus-
siennes, pour validation selon vraisem-
blance.
De manie`re alternative, voire comple´mentaire, un ensemble d’e´tiquettes re´elles peut
eˆtre compare´ aux aﬀectations re´alise´es de manie`re non-supervise´e avec un crite`re appro-
prie´. En eﬀet, l’erreur de classification utilise´e dans le contexte supervise´ n’a alors pas
de sens, e´tant donne´ qu’un apprentissage non-supervise´ ne saurait avoir connaissance
a priori du nombre et de la nature des classes. Outre un crite`re de purete´, il peut eˆtre
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souhaitable de comparer les groupements eﬀectue´s par la fonction de classification et
les e´tiquettes re´elles.
Par exemple, une mesure d’erreur pour la classification non-supervise´e, propose´e
dans [Fowlkes and Mallows, 1983, Azzag, 2005, Picarougne et al., 2007] exploite les
valeurs d’e´tiquettes re´elles et calcule´es pour tous les couples possibles d’e´le´ments de
l’e´chantillon de validation.
Afin d’assurer une meilleure robustesse statistique a` l’estimateur de qualite´, le pro-
cessus de validation est parfois de´coupe´ en plusieurs e´tapes. Plusieurs e´valuations suc-
cessives sont eﬀectue´es sur des sous-e´chantillons ale´atoires de l’ensemble de test, et la
qualite´ du classifieur est estime´e suivant la combinaison des re´sultats (e.g. moyenne, in-
dication de confiance, etc). C’est la validation croise´e (voir par exemple [Kohavi, 1995]).
Maintenant supposons que la fonction f a` apprendre est parame´tre´e par un vec-
teur w de taille variable. On voit alors clairement qu’une fonction avec un vecteur w
de taille N sera capable de facilement apprendre parfaitement les e´tiquettes d’un en-
semble d’apprentissage. Mais une telle fonction sera rarement eﬃcace en ge´ne´ralisation.
On appelle couramment ce phe´nome`ne le sur-apprentissage : le mode`le appris est alors
trop complexe relativement au proble`me a` re´soudre.
Conside´rons le cas de la classification supervise´e base´e sur les re´seaux de neurones
[Bishop, 2006, chap.5]. Pour ce type de fonctions de classification supervise´e, le pa-
rame´trage est eﬀectue´ par la couche cache´e du re´seau de neurones. Plus pre´cise´ment,
le vecteur w sera constitue´ des poids associe´s a` chaque arc du re´seau de neurones ;
notons, sur la figure 2.8, que la taille de cet ensemble est directement lie´e au nombre
de neurones de la couche cache´e.
neurones d'entrée
couche cachée
neurones de sortie
Fig. 2.8 – Exemple de re´seau de neurones.
Sur la figure 2.9, nous pre´sentons des re´seaux de neurones de´termine´s sur un e´chantillon
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d’apprentissage de Pima, pour des tailles de couche cache´e variables. Nous voyons qu’un
re´seau de neurones avec une couche cache´e importante (i.e. un mode`le complexe) ap-
prend parfaitement l’e´chantillon d’apprentissage, mais sera en ge´ne´ral assez mauvais
en ge´ne´ralisation. A contrario, un mode`le de complexite´ limite´e admet des erreurs a`
l’apprentissage, mais sera souvent plus robuste en validation.
|w| = 2 |w| = 5 |w| = 50
Fig. 2.9 – Re´seaux de neurones de complexite´ variable sur l’e´chantillon d’apprentissage
de Pima.
La manie`re la plus imme´diate d’augmenter les chances d’avoir une validation sa-
tisfaisante est de re´gulariser la fonction de classification. Par exemple, dans le cas
d’une me´thode de classification supervise´e base´e sur la mesure d’erreur (2.3), une
re´gularisation possible est :
wre´gularise´ = argmin
w
1
2
N￿
n
￿
f(xn,w)− yn
￿2
+
λ
2
||w||2 (2.4)
Autrement dit, la magnitude du vecteur de parame`tre est limite´e autant que pos-
sible. La re´gularisation consiste donc a` chercher un compromis entre une erreur faible
et un mode`le peu complexe. C’est le principe du rasoir d’Occam : l’ensemble de pa-
rame`tres ne doit pas eˆtre plus complexe que ne l’impose la nature du proble`me traite´.
L’erreur d’apprentissage est parfois de´finie comme le risque empirique. Le risque re´el,
ou risque attendu, est alors l’espe´rance de l’erreur de validation Guyon et al. [1992],
Vapnik [1995]. Ce risque de´pend de la dimension VC (Vapnik Chervonenkis), intime-
ment lie´e au pouvoir mode´lisant (i.e. complexite´, ou taille des parame`tres) d’une famille
de fonctions, meˆme si quelques exceptions doivent eˆtre conside´re´es Burges [1998]. Un
bon mode`le n’est alors pas celui qui minimise l’erreur sur un ensemble d’apprentissage,
mais celui qui minimise l’erreur potentielle sur un ensemble de test.
L’approche baye´sienne pre´sente un point de vue quelque peu orthogonal par rap-
port a` cette dernie`re de´finition. Celle-ci est pre´sente´e dans un cadre probabiliste : pour
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Fig. 2.10 – A` gauche : log vraisemblance selon N (0, 1). A` droite : erreur quadratique
par rapport a` 0.
apprendre une fonction, au lieu de minimiser une erreur, on maximise une vraisem-
blance (i.e. le produit des probabilite´s des e´le´ments de l’e´chantillon, pour une de´finition
de´taille´e voir section 3.2). Notons, au passage, que ces crite`res peuvent eˆtre e´quivalents
sous certaines conditions. Nous pre´sentons un exemple simple dans la figure 2.10 : nous
y voyons que le logarithme de la vraisemblance d’un point selon la gaussienne N (0, 1)
et l’erreur quadratique de celui-ci selon la meˆme moyenne suivent la meˆme courbe, au
signe pre`s.
Dans un cadre baye´sien, donne´es et parame`tres du mode`le a` estimer sont conjoin-
tement associe´s a` des distributions de probabilite´. La distribution portant sur les pa-
rame`tres peut eˆtre qualifie´e d’a priori pour le mode`le a` estimer. Classiquement, on
assure une forme de re´gularisation en utilisant un a priori associant une vraisemblance
d’autant plus faible que le mode`le est complexe. La conse´quence de ce principe est
illustre´e sur la figure 2.11 : on voit alors qu’un mode`le plus complexe, donc plus flexible,
peut mode´liser des e´chantillons de donne´es plus varie´s. Un mode`le contraint, associe´
a` moins de parame`tres, peut mode´liser moins d’e´chantillons potentiels. Mais le cas
e´che´ant, en utilisant un a priori celui-ci sera pre´fe´re´.
Le SVM (Se´parateur a` Vaste Marges, ou Support Vector Machine) est une technique
de´veloppe´e dans l’optique d’une optimisation du risque e´voque´ pre´ce´demment Vapnik
[1995], Burges [1998]. La re´alisation de l’apprentissage d’une fonction discriminante y
est pose´ comme un proble`me d’optimisation combinatoire pour le choix des meilleurs
vecteurs de support, i.e. les points de l’e´chantillon d’apprentissage de´finissant la plus
grande marge entre les classes. Une illustration de ce principe est propose´e sur la figure
2.12.
La valeur de discriminante d’un e´le´ment est obtenue par combinaison line´aire d’e´valuations
selon une fonction noyau (kernel, homoge`ne a` un produit scalaire dans un espace
pre´hilbertien), applique´e a` l’e´le´ment et a` chaque vecteur de support. Les fonctions
noyaux sont e´ventuellement non-line´aires, autorisant des frontie`res complexes. Un la-
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1:length(vals1)
vals
1
p(X | M)
X
modèle contraint
modèle flexible
le modèle contraint l'emporte
le modèle flexible l'emporte
Fig. 2.11 – Repre´sentation de la vraisemblance de mode`les en fonction des e´chantillons
possibles. L’utilisation d’a priori permet de re´server les mode`les complexes aux situa-
tions ou` cela est ne´cessaire.
grangien est utilise´ pour formaliser le proble`me a` optimiser sous contrainte d’une marge
maximale, et l’utilisation d’une famille de supports autorise une repre´sentation duale
du proble`me. On se retrouve alors avec un proble`me d’optimisation convexe. Pour des
proble`mes de taille re´duite, la me´thode de Newton ou autres techniques classiques de
programmation non-line´aire peuvent eˆtre utilise´es. Un e´tat de l’art du cas ge´ne´ral est
propose´ dans Burges [1998].
Un pendant probabiliste et baye´sien du SVM a e´te´ propose´ par Tipping Tipping
[2001]. L’apprentissage des SVM souﬀre souvent du nombre trop e´leve´ de vecteurs de
support (de´terminant de fait la taille du mode`le) de´couverts par les algorithmes ha-
bituels : une adaptation baye´sienne du proble`me a donc e´te´ formule´e dans le but de
limiter au mieux cet ensemble. La transformation du proble`me ame`ne a` la maximisa-
tion ite´rative d’une fonction de vraisemblance, proche dans l’esprit de l’algorithme EM
Dempster et al. [1977].
2.4 Classification semi-supervise´e
L’approche semi-supervise´e a` la classification consiste a` supposer que l’e´chantillon
utilise´ pour l’apprentissage d’un mode`le n’est que partiellement e´tiquete´. De´finissons
doncXL = {x1, . . . ,xL} (pour Labelled) la partie de l’ensemble d’apprentissage e´tiquete´e
par YL = {y1, . . . , yL}, et XU = {xL+1, . . . ,xL+U} (pour Unlabelled) la partie sans
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Fig. 2.12 – Repre´sentation d’un SVM. Les vecteurs de support, entoure´s de rouge,
de´finissent la marge maximale entre les deux classes d’individus (avec ici l1 = −1 et
l2 = +1).
e´tiquette.
Le concept d’apprentissage semi-supervise´ a e´merge´ de l’approche supervise´e a` la clas-
sification. Il s’agissait alors d’utiliser la densite´ de XU pour ame´liorer l’apprentissage
d’une fonction discriminante.
Pour la plupart des applications du monde re´el, il est en eﬀet tre`s diﬃcile d’obtenir
des donne´es e´tiquete´es (i.e. celles-ci ne peuvent eˆtre cre´e´es que manuellement) afin de
former un ensemble d’apprentissage repre´sentatif pour un entraˆıner une fonction dis-
criminante, alors qu’obtenir des donne´es non-e´tiquete´es ne couˆte quasiment rien. Aussi
l’approche la plus imme´diate est de chercher a` ame´liorer une me´thode de classification
en utilisant l’information annexe fournie par les donne´es non-e´tiquete´es.
L’imple´mentation la plus populaire de cette approche est l’apprentissage transductif
au moyen de SVM [Chapelle et al., 2006]. Les SVM traditionnels, entraˆıne´s avec un
ensemble d’apprentissage trop petit me`nent en ge´ne´ral a` de mauvaises performances
en ge´ne´ralisation. L’apprentissage transductif utilise e´galement la distribution globale
sur les xn, afin de disposer d’un bon estimateur a priori des re´gions de l’espace des
donne´es a` faible densite´, guidant ainsi au mieux le positionnement des frontie`res de
de´cision. Toutefois, l’optimisation de ce proble`me est diﬃcile, car non-convexe [Cha-
pelle et al., 2006], obligeant le recours a` une approximation. Dans [Joachims, 2006], un
SVM sous-optimal est d’abord entraine´ en utilisant seulement XL, puis XU est incor-
pore´ ite´rativement, cet ajout e´tant entrelace´ de re´-apprentissages.
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De manie`re alternative, on peut aussi voir la classification semi-supervise´e comme le
partitionnement de X = XL ∪XU avec des contraintes mate´rialise´es par YL, ou expli-
citement entre e´le´ments conside´re´s 2 a` 2. Les me´thodes de classification non-supervise´e
font souvent l’hypothe`se que des individus faisant partie du meˆme groupe sont sus-
ceptibles d’appartenir a` la meˆme classe ; c’est un autre point de vue sur l’hypothe`se
de cluster. Dans un contexte de classification, les modalite´s de classes pre´sentes dans
XL peuvent ne pas couvrir toutes les valeurs possibles, ce qui signifie qu’une me´thode
de classification semi-supervise´e est susceptible de de´couvrir des groupes d’e´tiquette
encore inconnue. Ces observations sont re´sume´es sur la figure 2.13.
sans éléments étiquetés avec éléments étiquetés
Fig. 2.13 – Exemple de mise en oeuvre d’une approche semi-supervise´e pour la classi-
fication. Sans e´le´ments e´tiquete´s, 2 groupes semblent eˆtre ade´quats. Avec l’apport d’un
e´tiquetage partiel, les 3 groupes indique´s semblent mieux adapte´s.
{XL,YL} de´finit donc implicitement un ensemble de contraintes, car souvent dans la
litte´rature il est implicitement suppose´ que yi ￿= yj → groupe(xi) ￿= groupe(xj), pour
tout couple d’e´le´ments dans XL.
L’approche cluster-and-label est la plus imme´diate [Chapelle et al., 2006] : un al-
gorithme de partitionnement est applique´ sur X, puis XL et YL sont utilise´s pour
attribuer une modalite´ de classe chaque groupe. Plus ge´ne´ralement, un compromis doit
eˆtre trouve´ entre l’hypothe`se de cluster et le respect des contraintes.
Miller et Uyar [Miller and Uyar, 1997] utilisent l’influence d’un ensemble de donne´es
e´tiquete´es pour estimer un me´lange de gaussiennes sur tout l’e´chantillon disponible.
Ils introduisent des variables cache´es distinguant la notion de classe et de composante,
permettant d’estimer des classes portant sur plusieurs composantes gaussiennes (i.e.
groupes). Un algorithme EM est utilise´ afin d’obtenir un optimum local.
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Law et al. [Law et al., 2004] estiment e´galement un me´lange de gaussiennes avec EM,
mais leur mode`le utilise des contraintes entre e´le´ments plutoˆt que des e´tiquettes de
classe explicites. Ils proposent une fonction de vraisemblance modifie´e afin de prendre
en compte le respect des contraintes. Cette fonction est de´cline´e depuis un DAG (Direc-
ted Acyclic Graph, (voir section 3.4.5), donc les me´thodes d’infe´rence pour les re´seaux
baye´siens peuvent e´galement eˆtre applique´es, comme par exemple la propagation de
pertinence (belief propagation) ou la jonction d’arbres (junction tree).
Dans [Law et al., 2005], leur mode`le est modifie´ afin de pouvoir parame´trer le compromis
entre vraisemblance et respect des contraintes. La fonction objectif ainsi obtenue est op-
timise´e en utilisant un algorithme variationnel local (l’approche variationnelle globale,
sensiblement diﬀe´rente, est pre´sente´e section 3.5.1). Basu et al. [Basu et al., 2006] in-
corporent des contraintes entre e´le´ments sous la forme de champs de Markov cache´s sur
les variables d’aﬀectation. Ils de´finissent une fonction de vraisemblance pre´sentant un
compromis entre adaptation aux donne´es et respect des contraintes. Plusieurs me´triques
sont possibles (Euclidienne, divergence KL, distance du cosinus). Cette fonction est op-
timise´e via une variante d’EM. Les aﬀectations (e´tape E) ne peuvent pas eˆtre eﬀectue´es
via une expression analytique, aussi une optimisation par ICM (Iterated Conditional
Modes) est utilise´e.
Nigam et al. [Nigam et al., 2006] utilisent des donne´es e´tiquete´es afin de construire
un mode`le de classification initial. Leurs travaux sont applique´s a` la classification de
texte avec un me´lange de distributions multinomiales, mais on peut facilement envi-
sager un me´lange de gaussiennes a` la place afin d’e´tendre le champ d’application. Le
partitionnement est ensuite re´alise´ de manie`re classique, excepte´ que les aﬀectations des
points e´tiquete´s restent fixes. Des extensions pour ge´rer plusieurs groupes par classe, et
pour e´viter de mauvais optima locaux, sont e´galement propose´es.
2.5 Classification incre´mentale
Les approches classiques a` la classification supposent un e´chantillon de donne´es
disponible entie`rement pour toute la dure´e de l’apprentissage, autorisant ainsi divers
types d’ite´rations. Toutefois, dans certains dispositifs expe´rimentaux (e.g. re´seaux de
capteurs), les e´le´ments de donne´es ne sont pre´sente´s au syste`me qu’une seule fois. Une
me´thode de classification incre´mentale est adapte´e a` ce contexte particulier ; au lieu
d’eˆtre de´termine´e selon les principes classiques d’apprentissage et de validation, la fonc-
tion de classification doit s’adapter en flux aux donne´es rec¸ues (voir figure 2.14).
Ce proble`me a e´te´ identifie´ tre`s toˆt dans la litte´rature, notamment avec COBWEB,
une me´thode de clustering conceptuel [Fisher, 1987]. Plus pre´cise´ment, celle-ci proce`de
a` la construction incre´mentale d’un arbre de concepts a` partir d’e´le´ments de´finis par
des variables cate´gorielles, en ne me´morisant aucun des e´le´ments pre´sente´s depuis le
flux autrement qu’en les incorporant a` la fonction de classification.
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Fig. 2.14 – Pre´sentation des donne´es en flux.
Certains algorithmes de classification sont partiellement incre´mentaux, comme BIRCH
par exemple [Zhang et al., 1996]. En eﬀet, cette me´thode repose sur la de´finition et la
construction incre´mentale d’un re´sume´ des donne´es pre´sente´es au syste`me (cluster fea-
tures). Celui-ci est alors utilise´ pour la construction d’une fonction de classification,
e´ventuellement de manie`re non-incre´mentale.
De nombreuses me´thodes mettant originellement en oeuvre une approche classique,
ont e´te´ adapte´es au contexte de donne´es en flux. Ainsi, des variantes incre´mentales ont
e´te´ propose´es pour les algorithmes DBSCAN [Ester et al., 1998], K-means [Bottou and
Bengio, 1995], et EM [Neal and Hinton, 1999].
Dans toutes ces approches se pose le proble`me d’une proce´dure «d’oubli». Celui-
ci est re´solu par diverses heuristiques, soit en contraignant la me´moire utilise´e par le
processus, soit en programmant l’aﬀaiblissement de l’influence des e´le´ments de donne´es
en fonction de leur horizon temporel. Ainsi, les cluster features de BIRCH re´alisent un
compromis entre la conservation de l’information et la place occupe´e par la structure.
Plus simplement, une feneˆtre glissante (voir figure 2.15), par exemple employe´e dans
[Babcock et al., 2003, Lavergne et al., 2007], ne met a` jour la fonction de classification
en n’utilisant qu’un horizon temporel fini. Cet horizon fini est simule´ de manie`re conti-
nue avec un parame`tre «d’aﬀaiblissement» ajoute´ aux algorithmes K-means [Bottou
and Bengio, 1995] et EM [Neal and Hinton, 1999].
Ces proce´dures d’oubli ont e´galement e´te´ formalise´es dans un cadre probabiliste.
Ainsi, chaque ite´ration de mise a` jour d’un filtre de Kalman [Kalman, 1960] traite
l’e´le´ment xt uniquement, puis l’oublie imme´diatement. La me´morisation est alors ef-
fectue´e au moyen de statistiques synthe´tiques d’un mode`le probabiliste. Cette approche
est ge´ne´ralise´e au moyen d’un re´gresseur de taille fixe (au lieu d’un seul point) avec les
mode`les Auto-Re´gressifs (AR). Cette question sera quelque peu approfondie dans la
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d’eˆtre capable d’agre´ger les mode`les de segmentation en respectant au mieux l’information transmise par
chacun des sites. Notons que cette information, et la perte e´ventuellement engendre´e, ne peut eˆtre mesure´e
que vis-a`-vis des mode`les traite´s : le serveur central re´alisant l’agre´gation n’aura en eﬀet pas acce`s aux
donne´es ou partitions originales, seulement aux mode`les rec¸us.
A cette fin, dans [73], les auteurs proposent une variante de l’algorithme DBSCAN [53] ne ne´cessitant la
transmission que de quelques prototypes repre´sentatifs de chaque site vers un serveur central. Dans [15], une
me´thode de fusion de re´sume´s hie´rarchiques de bases de donne´es est propose´e. Ces re´sume´s sont construits
graˆce aux me´thodes de segmentation (ou clustering) conceptuelle.
L’agre´gation de mode`les de classification et segmentation est un sujet classique, mais les applications
re´centes en renouvellent l’inte´reˆt. Notamment, les taˆches d’apprentissage automatique et de reconnaissance
de formes sont transpose´es sur des architectures distribue´es (clusters, P2P).
Parmi les applications associe´es, on peut trouver le passage a` l’e´chelle de moteurs de recherche parmi des
contenus multime´dia structure´s [117], ou encore l’estimation d’un mode`le depuis un re´seau de capteurs [114].
Des structures de donne´es (e.g. arbres) manipulant des mode`les probabilistes peuvent aussi ne´cessiter la
fusion de ceux-ci [141].
Dans ce document, nous traiterons en particulier de mode`les ge´ne´ratifs, et de la manie`re de re´aliser un
apprentissage distribue´s en les utilisant. Un e´tat de l’art spe´cifique a` cette classe de mode`les pour le cas
distribue´ est donc propose´ dans la section 3.2.2.
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Fig. 2.15 – Illustration du principe de feneˆtre glissante.
section 3.5.5.
2.6 Apprentissage sur donne´es distribue´es
Les techniques usuelles d’apprentissage de mode`les de classification fonctionnent de
manie`re centralise´e : autrement dit, elles ne sont donc pas applicables directement au
cas ou` les donne´es sont re´parties sur plusieurs sites. Nous commenc¸ons par noter qu’il
est possible de re´partir les donne´es de deux manie`res «orthogonales» :
– Verticalement : les meˆmes e´le´ments sont de´crits sur chaque site avec des attri-
buts diﬀe´rents,
– Horizontalement : des e´le´ments diﬀe´rents sont stocke´s sur chaque site. En
ge´ne´ral ils sont de´crits par les meˆmes attributs, mais cette contrainte est leve´e
avec certaines me´thodes.
Nous illustrons ces deux possibilite´s simplement dans la figure 2.16.
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Fig. 2.16 – Exemples de re´partition d’e´le´ments de manie`re verticale ou horizontale.
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Pour traiter le cas de la re´partition verticale, les me´thodes de recherche de consensus
dans les partitions (consensus clustering) sont en ge´ne´ral employe´es. Ce proble`me est
NP-diﬃcile [Gionis et al., 2007], ce qui motive l’utilisation de me´thodes approche´es.
Dans [Strehl and Ghosh, 2003], cette situation est approche´e par un proble`me d’op-
timisation combinatoire plus simple, ou` un crite`re d’information partage´e est utilise´.
Ce meˆme proble`me peut e´galement eˆtre conside´re´ selon des mesures de distance entre
partitions [Gionis et al., 2007]. Plusieurs heuristiques pour la re´solution, ainsi que leurs
proprie´te´s the´oriques, sont propose´es. Dans [Ailon et al., 2008], le consensus des parti-
tions est pre´sente´ comme une spe´cialisation du proble`me de l’agre´gation de classements
dans un tournoi. Une repre´sentation par un graphe oriente´ est utilise´e, et un algorithme
en temps polynomial optimisant un couˆt approche´ est propose´.
Remarquons que ces dernie`res approches ne sont pas spe´cifiques aux donne´es re´parties
verticalement : on peut aussi tre`s bien re´aliser le consensus de partitions re´alise´es par
plusieurs me´thodes diﬀe´rentes sur les meˆmes individus, de´finis sur les meˆmes attributs.
Certaines approches ont e´te´ adapte´es aux cas des donne´es re´parties horizontalement en
autorisant des e´tiquettes inconnues [Strehl and Ghosh, 2003] : mais un recouvrement
explicitement de´fini entre des e´le´ments de sites diﬀe´rents est alors ne´cessaire.
Dans cette the`se, nous conside`rerons plutoˆt des donne´es re´parties horizontalement,
et pour lesquelles aucune mise en correspondance d’e´le´ments de sites distincts sera
re´alise´e. Cela peut eˆtre pour des raisons de respect d’anonymat [Merugu and Ghosh,
2003].
Mais l’eﬀet recherche´ peut e´galement eˆtre la parcimonie dans les couˆts de transmission
et de calcul : quand les donne´es stocke´es sur chaque site sont tre`s volumineuses, il est
crucial de ne transmettre que des repre´sentations synthe´tiques dont la taille ne de´pend
pas de celle des e´chantillons traite´s. L’objectif est alors d’eˆtre capable d’agre´ger les
mode`les de classification (par exemple un ensemble de prototypes de groupes, ou un
me´lange de gaussiennes) en respectant au mieux l’information transmise par chacun
des sites. Notons que cette information, et la perte e´ventuellement engendre´e, ne peut
eˆtre mesure´e que vis-a`-vis des mode`les traite´s : le serveur central re´alisant l’agre´gation
n’aura en eﬀet pas acce`s aux donne´es ou partitions originales, seulement aux mode`les
rec¸us.
A cette fin, dans [Januzaj et al., 2003], les auteurs proposent une variante de l’al-
gorithme DBSCAN [Ester et al., 1996] ne ne´cessitant la transmission que de quelques
prototypes repre´sentatifs de chaque site vers un serveur central. Dans [Bechchi et al.,
2007], une me´thode de fusion de re´sume´s hie´rarchiques de bases de donne´es est pro-
pose´e. Ces re´sume´s sont construits graˆce aux me´thodes de clustering conceptuel.
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Dans cette section, nous traitons essentiellement de la construction de consensus
entre plusieurs partitions. Cette approche est a` contraster avec la comparaison de parti-
tions, pre´sente´e notamment dans [Cabanes and Bennani, 2009], dont la mise en oeuvre
permettrait plutoˆt de de´tecter des changement profonds dans la nature des donne´es
traite´es, ou encore de de´terminer quels sites sont similaires.
L’agre´gation de mode`les de classification est un sujet classique, mais les applica-
tions re´centes en renouvellent l’inte´reˆt ; notamment, quand les taˆches d’apprentissage
automatique et de reconnaissance de formes sont transpose´es sur des architectures dis-
tribue´es (grilles de calcul, pair-a`-pair).
Parmi les applications associe´es, on peut trouver le passage a` l’e´chelle de moteurs de
recherche parmi des contenus multime´dia structure´s [Ponce et al., 2006], ou encore l’es-
timation d’un mode`le depuis un re´seau de capteurs [Nowak, 2003]. Des structures de
donne´es (e.g. arbres) manipulant des mode`les probabilistes peuvent aussi ne´cessiter la
fusion de ceux-ci [Vasconcelos, 2001].
Dans ce document, nous traiterons en particulier de mode`les ge´ne´ratifs, et de la
manie`re de re´aliser un apprentissage distribue´s en les utilisant. Un e´tat de l’art spe´cifique
a` cette classe de mode`les pour le cas distribue´ est donc propose´ dans la section 4.2.
2.7 Conclusion
Dans cet aperc¸u de la typologie de la classification automatique, nous avons bien
distingue´ les points de vue adopte´s par les approches supervise´e et non-supervise´e.
Nous avons ensuite pre´sente´ une approche interme´diaire et e´mergente, ou` l’on tente
d’exploiter conjointement une information fournie par un utilisateur, et la distribution
ge´ne´rale des donne´es traite´es. Nous avons e´galement e´voque´ des me´thodes de classi-
fication incre´mentale. De meˆme, apre`s avoir pre´cise´ comment envisager des donne´es
distribue´es, nous avons entrevu quelques techniques re´centes conc¸ues pour tirer parti
de ce type d’architecture.
Chapitre 3
Mode`les de me´lange et approche
variationnelle
3.1 Introduction
Dans ce chapitre, nous nous concentrons sur la vision ge´ne´ratrice de l’apprentissage,
i.e. l’hypothe`se que les donne´es traite´es sont associe´es a` un mode`le probabiliste. Apre`s
avoir pre´sente´ le vocabulaire et les concepts spe´cifiques a` cette approche, nous intro-
duisons les mode`les de me´lange, et l’utilisation qui peut en eˆtre faite, en particulier
pour re´aliser la classification d’un e´chantillon de donne´es. Nous traitons ensuite de l’es-
timation de ceux-ci, et des proble`mes alors souleve´s. Nous constatons qu’une approche
baye´sienne est ne´cessaire dans ce contexte, et pre´sentons le principe variationnel comme
moyen de la mise en oeuvre de cette approche.
Tout d’abord, nous pre´sentons donc l’approche ge´ne´ratrice d’un point de vue ge´ne´ral.
Nous introduisons ensuite les mode`les de me´lange, et les principes de leur estimation.
En particulier, l’algorithme EM pour le me´lange de gaussiennes est de´taille´. Apre`s avoir
e´voque´ les limites de la version e´le´mentaire de cet algorithme, nous de´taillons le prin-
cipe variationnel, amenant alors a` un algorithme EM modifie´ pre´sentant de meilleures
proprie´te´s. Les applications au me´lange de gaussiennes (reprise depuis [Bishop, 2006,
chap. 10]), et au me´lange d’ACP probabilistes (inspire´e de [Beal, 2003], augmente´e de
contributions personnelles [Bruneau et al., 2010c,b]) sont enfin donne´es a` titre d’illus-
tration.
3.2 Approche ge´ne´ratrice
3.2.1 De´finition
Soit X = {xn|n ∈ 1, . . . , N}, un e´chantillon de vecteurs a` valeurs dans Rd. L’ap-
proche ge´ne´ratrice a` l’apprentissage automatique consiste a` de´finir une densite´ de pro-
babilite´ p sur Rd, et supposer que X est issu de N tirages inde´pendants de cette loi
de probabilite´. Autrement dit, on mode´lise un e´chantillon de donne´es par une loi de
probabilite´. On de´finit la vraisemblance de l’e´chantillon X selon la loi p :
p(X) =
N￿
n=1
p(xn) (3.1)
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Ainsi que la log-vraisemblance associe´e :
L(X) = ln p(X) =
N￿
n=1
ln p(xn) (3.2)
3.2.2 Domaine de l’e´chantillon
On notera que le domaine de x peut eˆtre restreint a` une partie de Rd, sous condition
d’existence d’une densite´ de probabilite´ ade´quate. De manie`re ge´ne´rale, n’importe quel
espace probabilise´ fera l’aﬀaire. On remarquera aussi qu’une simple transformation per-
met de traiter des donne´es discre`tes modales dans le cadre d’une approche ge´ne´ratrice ;
chaque modalite´ de variable discre`te sera associe´e a` une dimension, et chaque valeur
possible sera associe´e a` un vecteur canonique dans Rd ([Blei et al., 2003], voir aussi
de´finition (3.16)).
3.2.3 Famille exponentielle
Cette section est essentiellement inspire´e de Bishop [Bishop, 2006, chap. 2].
Une distribution est dite de la famille exponentielle si elle est de la forme :
p(x|θ) = h(x)g(θ)exp￿θTu(x)￿ (3.3)
ou` l’on a de´fini le vecteur de parame`tres θ de p. Cette famille de distributions a
plusieurs proprie´te´s inte´ressantes :
– La forme fonctionnelle de p est de´finie par la taille de θ,
– La fonction g peut eˆtre interpre´te´e comme une constante de normalisation ; en
eﬀet, comme (3.3) est une densite´ de probabilite´, on a :
g(θ)
￿
h(x)exp
￿
θTu(x)}dx = 1 (3.4)
D’autre part, pour toute distribution de la famille exponentielle, il existe une dis-
tribution conjugue´e, de´finie sur le domaine de θ, par :
p(θ|χ, ν) = f(χ, ν)g(θ)νexp￿νθTχ￿ (3.5)
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(3.5) peut eˆtre interpre´te´e comme une distribution a priori sur θ. En l’absence d’un
e´chantillon de donne´es, c’est en eﬀet la seule information que l’on a sur les valeurs
probables pour nos parame`tres θ.
Maintenant, en conside´rant un e´chantillon X = {x1, . . . ,xN} distribue´ selon (3.3)
de manie`re inde´pendante et identique (i.i.d) , il suﬃt d’appliquer la re`gle de Bayes pour
obtenir la distribution a posteriori sur θ :
p(θ|X,χ, ν) = p(θ|χ, ν)p(X|θ)
p(X)
∝ p(θ|χ, ν)p(X|θ) (3.6)
p(θ|X,χ, ν) ∝ g(θ)ν+Nexp
￿
θT
￿
νχ+
￿
n
u(xn)
￿￿
(3.7)
avec :
p(X|θ) =
￿
n
p(xn|θ) (3.8)
p(X, θ) = p(θ)
￿
n
p(xn|θ) (3.9)
p(X) =
￿
p(X, θ)dθ (3.10)
Les formules (3.6)-(3.10) seront fondamentales pour la mise en oeuvre de l’appren-
tissage baye´sien [Kass and Raftery, 1993]. Attention toutefois a` la se´mantique des no-
tations : seule (3.8) est homoge`ne avec (3.1). (3.10) est une constante obtenue par
inte´gration selon toute une famille de distributions. Cette quantite´ sera souvent nomme´e
vraisemblance marginale.
Ces autres faits seront importants par la suite :
– On voit que la distribution a posteriori (3.7) ne de´pend des donne´es X qu’au
travers de statistiques synthe´tiques
￿
n u(xn). Cela signifie qu’il ne sera ne´cessaire
de conserver que ce seul «re´sume´» de l’information originale.
– Les distributions a priori et a posteriori sont de la meˆme forme fonctionnelle.
Cette proprie´te´ de´coule directement de l’usage de distributions conjugue´es. Elle
sera tre`s utile par la suite.
Comme membres notables de la famille exponentielle, on peut retenir les distribu-
tions binomiale, multinomiale, gamma, gaussienne, ou de Wishart.
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3.2.4 Maximum de vraisemblance, maximum a posteriori
Conside´rons maintenant l’expression (3.8). Le maximum de vraisemblance θML d’un
e´chantillon X est de´fini par :
θML = argmax
θ
p(X|θ) = argmax
θ
ln p(X|θ) car ln(.) monotone (3.11)
Pour le meˆme e´chantillon, on de´finit e´galement le maximum a posteriori θMAP :
θMAP = argmax
θ
p(X, θ) (3.12)
Nous voyons imme´diatement qu’en utilisant une distribution exponentielle, et en
remarquant que p(θ|X) ∝ p(X, θ), ces estimateurs vont eˆtre calcule´s tre`s facilement.
En eﬀet, nous disposons alors de l’expression (3.7) pour p(θ|X), et il suﬃt d’en extraire
le mode. Remarquons qu’un terme a priori a e´te´ utilise´ pour la de´finition de (3.7) : on
obtient alors θMAP. Il suﬃt cependant de remplacer le terme a priori par une constante
(i.e. distribution uniforme non-normalise´e) pour obtenir θML.
3.2.5 Utilisation
Comme pre´cise´ dans le paragraphe 3.2.1, l’objectif de l’approche ge´ne´ratrice est de
mode´liser un e´chantillon de donne´es. Le mode`le estime´ peut ensuite eˆtre utilise´ a` di-
verses fins :
– Discrimination : l’e´chantillon X sera fourni avec un jeu de labels (ou e´tiquettes)
associe´, y de´finissant ainsi des classes. Chaque classe sera utilise´e pour estimer un
mode`le. Un nouvel individu xnew sera alors aﬀecte´ a` la classe pour laquelle sa
vraisemblance est la plus e´leve´e.
– Pre´diction : le mode`le estime´ peut eˆtre utilise´ pour de´terminer :
p(xnew|X, θ) (3.13)
On pourra ainsi e´valuer la vraisemblance de xnew si celui-ci est fourni en entre´e,
ou e´chantillonner selon (3.13) pour eﬀectuer une pre´diction.
– Synthe`se : le mode`le a posteriori peut eˆtre vu comme une repre´sentation synthe´tique
de nos donne´es. Dans un contexte d’apprentissage distribue´, par exemple, il suf-
fira donc de ne transmettre que θ au lieu de X. Attention toutefois : en calculant
θML ou θMAP, on fait l’hypothe`se de donne´es distribue´es selon la forme fonction-
nelle choisie (i.e. hypothe`se ge´ne´ratrice). Cette hypothe`se peut e´ventuellement
eˆtre ve´rifie´e au moyen de tests statistiques classiques. Au cas ou` elle n’est que
faiblement, ou pas ve´rifie´e, la vraisemblance associe´e sera faible, et re´sumer notre
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e´chantillon par un maximum de vraisemblance reviendra a` perdre une grande
partie de l’information.
– Visualisation : les Generative Topographic Maps sont des me´langes de gaus-
siennes particuliers destine´s a` la visualisation d’e´chantillons avec un support sous-
jacent de rang faible [Bishop and Svensen, 1998]. Les me´langes de gaussiennes ont
e´te´ utilise´s en tant qu’enveloppes grossie`res (blobs) pour la caracte´risation rapide
du type de la sce`ne repre´sente´e par une image (e.g. montagne, inte´rieur, etc)
[Schyns and Oliva, 1994, Oliva and Schyns, 1997, Carson et al., 1997, 1999, 2002].
La combinaison d’une hie´rarchie de me´langes de gaussiennes [voir Vasconcelos and
Lippman, 1998, Garcia and Nielsen, 2010, Garcia et al., 2010], et d’une ACP pour
chaque composante, est propose´e en tant qu’outil pour la visulisation de donne´es
a` haute dimensionalite´ [Wang et al., 2000].
3.3 Me´lange de gaussiennes
3.3.1 Motivation
Conside´rons maintenant K coeﬃcients ωk tels que
￿
k ωk = 1, et 0 ≤ ωk ≤ 1 ∀k,
ainsi que K distributions fk, membres de la famille exponentielle, et de forme fonction-
nelle identique. On ve´rifie assez facilement que la fonction suivante est une distribution
de probabilite´ valide :
p(x) =
￿
k
ωkfk(x) (3.14)
En tant que membre de la famille exponentielle, la gaussienne multivarie´e peut eˆtre
utilise´e en lieu et place des fk dans l’expression (3.14). En ge´ne´ral on note N (x|µ,Σ) la
loi gaussienne de moyenne µ et de matrice de covariance Σ. Relativement au remarques
faites au paragraphe 3.2.5, mode´liser un e´chantillon par une seule gaussienne revient a`
faire une hypothe`se assez forte.
Nous e´crivons la spe´cialisation de (3.14), mettant en oeuvre des gaussiennes :
p(x|θ) =
K￿
k=1
ωkN (x|µk,Σk) (3.15)
ou` ωk est le poids de la composante k, µk est sa moyenne, et Σk est sa cova-
riance. Dans ce contexte, on de´finit les ensembles des poids ω = {ωk}, des moyennes
µ = {µk} et des covariances Σ = {Σk}. On de´finit e´galement θk = {ωk, µk,Σk}. Ainsi
θ = {θk} = {ω, µ,Σ}.
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Avec cette famille de distributions, on ne fait a priori pas d’hypothe`se ge´ne´ratrice.
En eﬀet, n’importe quel jeu de donne´es peut eˆtre mode´lise´ avec une pre´cision arbitraire
par un me´lange de gaussiennes ; le cas limite ou` chaque individu d’un e´chantillon X est
associe´ avec une gaussienne de moyenne xn et de covariance Σn → 0 le montre bien.
Cependant, s’il de´montre le pouvoir mode´lisant de la famille des me´langes de gaus-
siennes, ce dernier cas n’a aucun inte´reˆt pratique :
– Aucune synthe`se n’est eﬀectue´e, dans la mesure ou` le mode`le a alors autant de
parame`tres que la taille de l’e´chantillon.
– Si le mode`le doit eˆtre utilise´ a` des fins de pre´diction, il ne sera capable de ge´ne´rer
que l’e´chantillon utilise´ pour l’apprentissage (i.e. il de´finit la distribution empirique
de l’e´chantillon X). Dans le monde re´el, un signal ou une information peut eˆtre
sujette au bruit (erreur de mesure, variabilite´ naturelle dans une population) qu’on
ne saura alors pas du tout capturer.
Pour ces raisons, sur un e´chantillon de taille N , on cherche en ge´ne´ral a` estimer
un mode`le a posteriori a` K << N composantes. L’hypothe`se ge´ne´ratrice associe´e (voir
3.2.5) existe alors, tout en restant beaucoup moins forte que pour un mode`le a` une seule
composante.
3.3.2 Variable latente
La somme ponde´re´e de gaussiennes ne fait pas partie de la famille exponentielle. On
peut le ve´rifier en constatant que (3.15) ne ve´rifie pas la forme ge´ne´rale (3.3). On ne
peut donc pas appliquer la formule (3.7) pour obtenir une distribution a posteriori, ou
autrement dit il n’existe pas d’estimateur explicite pour un me´lange de gaussiennes a`
K composantes sur un e´chantillon de taille N .
A chaque individu x, associons une variable latente z ∈ RK de type «vecteur cano-
nique» (ou 1-parmi-K dans la litte´rature [Bishop, 2006, chap. 9]) :
z ∈ {e1, . . . , eK}, avec ek le ke`me vecteur canonique de RK (3.16)
et zk la ke`me dimension de z
On peut interpre´ter cette variable comme de´notant «l’appartenance» de x a` une
composante spe´cifique. En re´alite´, un me´lange de gaussiennes utilise cette variable de
manie`re implicite (d’ou` la de´nomination latente) ; en manipulant (3.15), on obtient en
eﬀet :
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p(x|z, θ) =
K￿
k=1
N (x|µk,Σk)zk (3.17)
p(z) =
K￿
k=1
ωzkk (3.18)
Ou encore :
p(x|z = ek, θ) = p(x|zk = 1, θ) = N (x|µk,Σk) (3.19)
p(z = ek) = p(zk = 1) = ωk (3.20)
Dans la litte´rature, cette famille de distributions p(x, z) = p(x|z)p(z) est parfois
nomme´e famille exponentielle a` variables cache´es [Sato, 2001, Smidl and Quinn, 2006].
L’exemple donne´ ici utilise une variable latente discre`te, mais elle pourrait eˆtre rem-
place´e par n’importe quelle variable continue, a` condition que celle-ci appartienne a` la
famille exponentielle. Dans la suite de nos de´veloppements, nous travaillerons le plus
souvent avec des me´langes de gaussiennes. Ce sous-ensemble de la famille exponentielle
a` variables cache´es est en eﬀet le plus souvent utilise´ dans la litte´rature, et dans la
prochaine section nous passerons en revue de quelques unes de ses applications.
Par ailleurs, nous avons vu qu’il n’existe pas de solution explicite a` l’apprentissage
d’un me´lange de gaussiennes sur un e´chantillon : nous aurons donc recours a` la recherche
d’une solution approche´e. Dans la section 3.4, nous pre´sentons l’algorithme EM, la
me´thode traditionnellement utilise´e pour une telle recherche.
3.3.3 Utilisations
Dans ce paragraphe, nous passons en revue quelques unes des utilisations les plus
courantes des me´langes de gaussiennes.
Traitement de donne´es multimedia
Les me´langes de gaussiennes peuvent eˆtre utilise´s pour re´aliser la segmentation d’une
image selon les niveaux de couleurs [Bishop, 2006, chap. 9]. Conside´rons maintenant la
taˆche de chercher des ressemblances parmi une collection d’images. Il existe de nom-
breuses manie`res de les caracte´riser (niveaux de couleur des pixels [Carson et al., 2002,
Greenspan et al., 2001], texture, histogrammes de couleurs, descripteurs base´s sur l’ana-
lyse des gradients d’intensite´ des pixels (e.g. SIFT [Lowe, 1999]).
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Dans [Goldberger et al., 2003], ou encore [Carson et al., 2002], des me´langes de
gaussiennes sont utilise´s pour mode´liser les positions et niveaux de couleurs des pixels
d’une image. Cette approche est motive´e par le fait qu’il est plus facile de mesurer la
similarite´ entre distributions qu’entre tableaux de pixels, et se sert ainsi des mode`les
d’images comme base pour un syste`me d’indexation au sein d’une collection d’images.
Les me´langes de gaussiennes sont aussi la me´thode standard pour mode´liser les
locuteurs dans le cadre d’un syste`me de reconnaissance audio [Reynolds et al., 2000].
Fonction de classification
Dans la section ??, nous avons pre´sente´ la taˆche de classification non-supervise´e ;
le me´lange de gaussiennes est souvent utilise´ a` cette fin [Bishop, 2006, chap. 9]. Les
variables latentes d’appartenance sont alors interpre´te´es comme une classe (ou label,
ou e´tiquette : la modalite´ de variable latente ek de´finit l’e´tiquette de la ke`me classe), et
l’apprentissage consistera a` infe´rer les variables latentes et le mode`le a posteriori.
Mais il est tout aussi possible :
– d’estimer un mode`le de classification supervise´e. Cette possibilite´ est base´e sur
une formulation probabiliste de la re´gression line´aire, ou` la fonction pre´dictrice de
y est pose´e sous la forme N (y|wTx, ￿). Un me´lange de telles distributions est ap-
pele´ me´lange de gaussiennes conditionnel dans la litte´rature [Bishop, 2006, chap.
14], constituant ainsi une combinaison de fonctions de re´gression. En transformant
la combinaison line´aire de x avec une fonction sigmoide, on peut en revanche ap-
prendre un mode`le de classification [Jordan and Jacobs, 1994].
– de disposer d’une partie des e´tiquettes re´elles ; l’apprentissage d’une partition est
alors d’autant plus facile. On cherche alors a` infe´rer les e´tiquettes manquantes,
et le mode`le a posteriori ade´quat (i.e. approche cluster-and-label, voir section 2.4),
– d’eﬀectuer des pre´dictions sur de nouvelles e´tiquettes et/ou de nouveaux indivi-
dus. Le mode`le a posteriori est estime´ a` partir d’un ensemble d’apprentissage X,
puis utilise´ pour e´valuer p(xnew|X) ou p(znew|xnew,X).
3.4 Algorithme EM
L’algorithme EM est une me´thode ge´ne´rale d’infe´rence de valeurs manquantes et
d’estimation de parame`tres. Nous allons ici essentiellement rappeler son application a`
l’estimation d’un me´lange de gaussiennes. Mais il en existe diverses variantes et exten-
sions, que nous e´voquerons ensuite.
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3.4.1 Motivation
Conside´rons maintenant a` nouveau un e´chantillon X de taille N , et l’e´chantillon
Z ∈ (RK)N associe´ (suppose´ inconnu). Posons {X,Z} comme membre de la famille
exponentielle a` variables cache´es. L’objectif ultime est de trouver le mode`le θML maxi-
misant la vraisemblance (ou de manie`re e´quivalente, la log-vraisemblance) de X, autre-
ment dit :
θML = argmax
θ
ln p(X|θ) = argmax
θ
ln
￿￿
Z
p(X,Z|θ)
￿
(3.21)
Nous commencerons par remarquer que :
– Le terme
￿
Z indique qu’on somme sur les e´tats possibles de Z. Pour une variable
continue, il faudrait utiliser une inte´gration.
– La log-vraisemblance L(X|θ), pour une seule composante gaussienne, est une fonc-
tion concave des parame`tres. Le maximum de vraisemblance est alors simplement
obtenu en extrayant le moment de 1er ordre de la distribution a posteriori (3.7).
En revanche, en tant que log de somme de gaussiennes, (3.21) n’est pas concave
en ge´ne´ral. Ceci motive la recherche d’une solution approche´e.
3.4.2 Principe
Si les donne´es comple`tes {X,Z} sont issues d’une distribution de la famille expo-
nentielle a` variables cache´es, alors L(X,Z|θ) est concave, donc facile a` maximiser.
Toutefois, seul X est connu (ou observe´) ; nous ne disposons donc pas d’expression
analytique pour le maximum de vraisemblance de L(X,Z|θ). Un maximum local de
cette fonction peut eˆtre obtenu graˆce a` l’algorithme Expectation-Maximisation (EM)
[Dempster et al., 1977] ; il se trouve que l’estimateur obtenu est e´galement un maximum
local de L(X|θ) (preuve dans [Neal and Hinton, 1999], voir paragraphe 3.4.3 pour plus
de de´tails).
EM est un algorithme ite´ratif initialise´ par un estimateur θold = θ0 quelconque, ob-
tenu par exemple de manie`re ale´atoire. Conside´rons maintenant le cas du me´lange de
gaussiennes. Connaissant θold, on peut e´tablir p(Z|X, θold), qui, en utilisant les expres-
sions (3.17), (3.18) et la re`gle de Bayes, est donne´e par :
p(Z|X, θold) ∝
N￿
n=1
K￿
k=1
￿
ωkN (xn|µk,Σk)
￿znk (3.22)
C’est l’e´tape E de l’algorithme. Celle-ci consiste a` calculer l’espe´rance des znk selon
(3.22) :
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E[znk] =
ωkN (xn|µk,Σk)￿K
k=1 ωkN (xn|µk,Σk)
(3.23)
En utilisant ces estimateurs, on peut de´finirQ(θ, θold), l’espe´rance de la log-vraisemblance
L(X,Z|θ) :
Q(θ, θold) =
￿
Z
p(Z|X, θold) ln p(X,Z|θ) (3.24)
Comme nous l’avons e´crit en de´but de paragraphe, la maximisation de cette quantite´
selon θ est aise´e : on a alors une fonction concave dont il suﬃt de calculer la diﬀe´rentielle.
Un estimateur du mode`le mis a` jour est ainsi obtenu selon :
θnew = argmax
θ
Q(θ, θold) (3.25)
C’est l’e´tape M de l’algorithme. θnew remplace alors θold, et les e´tapes E et M sont
ainsi ite´re´es jusqu’a` convergence (voir paragraphe 3.4.3 pour des de´tails a` ce sujet).
Dans le cas du me´lange de gaussiennes, l’application de la formule (3.25) permet de
trouver :
ωnewk =
Nk
N
(3.26)
µnewk =
1
Nk
￿
n
E[znk]xn (3.27)
Σnewk =
1
Nk
￿
n
E[znk](xn − µnewk )(xn − µnewk )T (3.28)
avec Nk =
￿
n
E[znk] (3.29)
Les de´monstrations de´taille´es des formules pre´sente´es dans ce paragraphe peuvent
eˆtre trouve´es dans [Bishop, 2006, chap. 9].
Il est possible de trouver une e´quivalence entre cet algorithme et une descente de
gradients [Titterington, 1984]. Par ailleurs, il a e´te´ montre´ qu’en imposant des matrices
de covariance isotropiques (i.e. cI) et identiques pour toutes les composantes, l’algo-
rithme EM pour le me´lange de gaussiennes e´tait e´quivalent a` l’algorithme K-means
[McQueen, 1967].
3.4.3 Proprie´te´s
Nous montrons maintenant que chaque ite´ration de l’algorithme EM augmente la
fonction de vraisemblance mentionne´e dans l’e´quation (3.21). Sous condition d’existence
d’une borne supe´rieure pour cette fonction, cette proprie´te´ sera alors suﬃsante pour
dire que si l’algorithme converge, alors on obtient un maximum de vraisemblance local
pour θ.
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Fig. 3.1 – De´composition de la log-vraisemblance en borne infe´rieure et divergence KL.
(Extrait de [Bishop, 2006])
Soit une distribution quelconque q(Z). On l’utilise pour de´composer la fonction de
vraisemblance a` optimiser :
L(X|θ) = L(q, θ) + KL(q||p) (3.30)
avec L(q, θ) =
￿
Z
q(Z) ln
p(X,Z|θ)
q(Z)
(3.31)
et KL(q||p) = −
￿
Z
q(Z) ln
p(Z|X, θ)
q(Z)
(3.32)
KL(q||p) est la divergence de Kullback-Leibler de p(Z|X, θ) par rapport a` q(Z). La
divergence KL est positive ou nulle, non-borne´e, croissant selon la diﬀe´rence entre deux
distributions de probabilite´. Ce n’est cependant ni une me´trique, ni une distance.
Nous avons utilise´ la notation habituellement de´volue a` la log-vraisemblance pour
l’expression (3.31). Toutefois, comme KL(.||.) ≥ 0, nous de´signerons le plus souvent
cette fonction particulie`re comme la borne infe´rieure a` la log-vraisemblance. Cette
de´composition est illustre´e sur la figure 3.1.
Etape E
Conside´rons maintenant θ fixe´ a` θold. Nous savons que :
– L(X|θold) est constante a` cette e´tape, car elle ne de´pend pas de q,
– KL(q||p) = 0 ssi q(Z) = p(Z|X, θold),
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Fig. 3.2 – Conse´quences de l’augmentation de la borne infe´rieure L(q, θ) a` l’e´tape M.
(Extrait de [Bishop, 2006])
donc L(q, θold) sera maximise´e pour q(Z) = p(Z|X, θold). On retrouve bien l’e´tape E
e´voque´e dans le paragraphe 3.4.2.
Etape M
Cette fois ci, conside´rons q fixe´e. De l’e´tape E pre´ce´dente, nous savons que q(Z) =
p(Z|X, θold). On peut donc substituer dans (3.31), ce qui donne :
L(q, θ) =
￿
Z
p(Z|X, θold) ln p(X,Z|θ)−
￿
Z
p(Z|X, θold) ln p(Z|X, θold) (3.33)
L(q, θ) = Q(θ, θold) + const (3.34)
Synthe`se
La maximisation de Q selon θ entraine donc ne´cessairement une augmentation de
L(q, θ). En ge´ne´ral, θnew ￿= θold, ce qui cause e´galement une augmentation du terme de
divergence KL dans l’e´quation (3.30).
Ces augmentations cumule´es conduisent ne´cessairement a` une augmentation de
L(X|θ) (voir figure 3.2). Nous avions pre´ce´demment pre´cise´ que l’e´tape E laissait cette
valeur inchange´e ; une succession d’e´tapes E et M augmente donc monotoniquement la
log-vraisemblance du mode`le estime´. Ce lien entre l’algorithme EM et l’augmentation
monotone d’une borne infe´rieure a` la log-vraisemblance a e´te´ mis en lumie`re dans [Neal
and Hinton, 1999]. En cas de convergence, on a alors bien un maximum local.
Sur la figure 3.3, on voit bien que l’optimisation directe de L(X|θ) serait diﬃcile.
La fonction concave L(q, θ) est donc utilise´e de la manie`re suivante :
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Fig. 3.3 – Exemple de mise en oeuvre d’EM, avec θ en abscisse. (Extrait de [Bishop,
2006])
– A l’e´tape E, θold est fixe´, et L(q, θold) est positionne´e de manie`re tangente a`
L(X|θold). En eﬀet, KL(q||p) est nulle en ce point, et c’est alors son minimum ;
son gradient selon θ y est donc nul, ce qui implique que les gradients de la log-
vraisemblance de X et de la borne infe´rieure sont e´gaux.
– A l’e´tape M, on trouve assez simplement argmax d’une fonction concave. Le pa-
rame`tre θnew re´sultant est alors utilise´ pour l’e´tape E suivante.
Dans cette section, l’algorithme EM a e´te´ essentiellement vu comme une me´thode
pour maximiser une borne infe´rieure a` une fonction de vraisemblance. Cette formula-
tion nous sera utile pour notre introduction de l’apprentissage variationnel baye´sien.
Rappelons que les relations e´tablies de cet algorithme avec K-means, et ainsi de
manie`re plus ge´ne´rale avec les proble`mes de quantification vectorielle (e.g. [Martinetz
et al., 1993]), peuvent aussi permettre de voir l’objectif d’EM comme la minimisation
d’une fonction de distorsion.
3.4.4 Limitations
– Permutations : L’algorithme EM permet d’extraire un mode`le maximisant loca-
lement la fonction de vraisemblance. Celle-ci, contrairement au cas simple pre´sente´
sur la figure 3.3, est le plus souvent multimodale ; en eﬀet, un me´lange a` K com-
posantes peut-eˆtre permute´ de K! manie`res diﬀe´rentes. Il y aura donc autant de
modes que de permutations possibles. Si on n’attribue pas de se´mantique a priori
a` nos composantes, cela ne pose pas de proble`me ; l’algorithme nous fournira une
solution parmi K! e´galement valides.
– Sensibilite´ a` l’initialisation : L’initialisation de´cide d’une «re´gion» de la fonc-
tion de vraisemblance dont l’algorithme EM fait une exploration locale. Parmi les
50CHAPITRE 3. MODE`LES DE ME´LANGE ET APPROCHE VARIATIONNELLE
maxima associe´s a` diﬀe´rentes re´gions, certains sont potentiellement meilleurs que
d’autres. On doit donc choisir une initialisation conduisant le plus suˆrement pos-
sible vers les meilleures solutions. Il n’existe pas de choix syste´matique, aussi des
heuristiques ont e´te´ propose´es. Par exemple, Biernacki et al. [Biernacki et al.,
2003] proposent d’utiliser un «pool» d’initialisations ale´atoires, sur lesquelles
seules quelques e´tapes d’EM sont re´alise´es. Les estimations partielles associe´es aux
meilleures valeurs de vraisemblance sont alors conserve´es. De manie`re ge´ne´rale,
selon l’initialisation on peut s’orienter vers de «mauvais» maxima locaux [McLa-
chlan and D., 2000, chap. 3.10]. Nous en donnerons un exemple au travers des
expe´riences faites section 3.5.3, et nous montrerons alors une approche permet-
tant de les e´viter.
– Fonction de vraisemblance non-borne´e : dans la section 3.4.3, nous avions
pre´cise´ que l’algorithme EM converge ssi la fonction de vraisemblance est borne´e.
Dans le cas du me´lange de gaussiennes, les ite´rations peuvent nous conduire a`
ajuster une composante sur un seul point. Dans ce cas, en supposant l’utilisation
de gaussiennes isotropiques (le raisonnement reste valable dans le cas ge´ne´ral), la
contribution a` la vraisemblance associe´e sera alors N (xn|xn,σI) ∝ 1σ . La fonction
n’est donc pas borne´e. Toutefois ce proble`me est bien caracte´rise´, i.e. il n’arrive
que quand une composante «s’e´croule» sur un point. Il est donc assez facile a`
de´tecter. Celeux propose notamment de contraindre les matrices de covariance du
mode`le a` un de´terminant constant [Biernacki et al., 2003].
– Complexite´ du mode`le : dans cette section, nous avons suppose´ la complexite´
du mode`le (i.e. le nombre K de composantes) connue a priori. Cependant, la
vraisemblance est une fonction croissante de cette complexite´ (avec le cas extreˆme
ou` chaque point est associe´ a` une composante de vraisemblance tendant vers
l’infini. Ce choix n’est donc pas trivial ni syste´matique ; il traduit plutoˆt une
notion de compromis (parfois connue sous le nom de principe du rasoir d’Occam).
En re´sume´, une bonne solution se doit d’eˆtre la plus simple possible tout en
restant acceptable. En d’autres termes, la complexite´ doit eˆtre pe´nalise´e, afin
d’orienter l’algorithme vers les meilleurs compromis. Ce principe se rapproche
de la re´gularisation eﬀectue´e dans le cadre des algorithmes de re´gression ; afin
d’e´viter le sur-apprentissage, on cherche a` limiter la magnitude des coeﬃcients de
re´gression. Dans le paragraphe 3.4.5, nous verrons quelques extensions classiques
permettant de traiter ce proble`me.
3.4.5 Variantes et extensions
Re´gularisation des solutions
En re´gularisant les estimateurs de notre mode`le, on entend re´soudre le proble`me lie´
a` notre fonction de vraisemblance non-borne´e : si on ne borne pas celle-ci explicitement,
tout au moins peut-on s’assurer qu’aucune de nos composantes s’e´croule, ce qui revient
a` de´tecter si l’estimateur de covariance actuel est nume´riquement singulier ou non.
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Un moyen simple pour re´aliser cette de´tection, souvent utilise´ dans les logiciels sta-
tistiques, est propose´ lignes 12 et 13 de l’algorithme 1. La composante associe´e est alors
retire´e du mode`le.
Toutefois, cette composante mode´lisait un nombre non-nul d’e´le´ments, avec une
pre´cision e´leve´e : cela e´quivaut a` une valeur de vraisemblance conse´quente. Or la fin de
l’algorithme est de´cide´e par la convergence de la vraisemblance du mode`le, une fonction
en principe monotone croissante. La suppression d’une composante singulie`re cause en
ge´ne´ral une chute de la vraisemblance, donc la fin pre´cipite´e de l’algorithme. Pour e´viter
cela, il faut alors re´initialiser la valeur de re´fe´rence servant a` de´cider de la convergence.
D’un point de vue algorithmique, a` l’instar de l’algorithme K-means, il est aussi
possible, avec EM, qu’apre`s un certain nombre d’ite´rations une composante n’ait plus
aucun e´le´ment qui lui soit aﬀecte´ : il faut alors ne plus la prendre en compte. Cette
ope´ration n’a en revanche aucune conse´quence sur le crite`re de convergence.
A la lumie`re de ces remarques, nous proposons l’algorithme 1 en tant qu’imple´mentation
approche´e mais stable d’EM. Cette imple´mentation est utilise´e dans nos expe´riences.
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Entre´es : Echantillon X
Sorties : Mode`le a posteriori θ
Initialiser θ de manie`re ale´atoire ;1
likelihood← −∞;2
∆likelihood←∞ ;3
tant que ∆likelihood > unSeuil faire4
Etape E ;5
Etape M ;6
pour tous les θk ∈ θ faire7
si Nk = 0 alors8
Supprimer θk ;9
fin10
sinon11
{λi}← valeurs propres ordonne´es de Σk ;12
si λdλ1 < unAutreSeuil alors13
Supprimer θk ;14
likelihood← −∞;15
∆likelihood←∞ ;16
fin17
fin18
fin19
newLikelihood← calcul vraisemblance de θ ;20
∆likelihood← newLikelihood− likelihood ;21
likelihood← newLikelihood ;22
fin23
Algorithme 1 : Algorithme EM stable
Choix de la complexite´
Caracte´rise´ dans le paragraphe pre´ce´dent, ce proble`me est classiquement re´solu en
utilisant des crite`res de pe´nalite´ (e.g. AIC [Akaike, 1974], BIC [Schwarz, 1978]). En
re´sume´, ceux-ci attribuent une «note» a` chaque mode`le. Il faut alors entrainer plusieurs
mode`les, de complexite´s varie´es (i.e. pour le me´lange de gaussiennes, diﬀe´rentes valeurs
de K), et le crite`re sert a` choisir le meilleur parmi une population de candidats.
Nous avons ici une incarnation de l’apprentissage baye´sien : l’apprentissage doit li-
miter au maximum la taille du mode`le appris. Dans la prochaine section, nous verrons
des approches plus sophistique´es pour imple´menter ce principe. Notons que de nom-
breuses variantes des crite`res AIC et BIC ont e´te´ e´tudie´es dans la litte´rature ; ainsi,
Xiang et Gong ont pre´sente´ quelques variantes spe´cialement adapte´es a` l’apprentissage
de mode`les de me´langes [Xiang and Gong, 2006]. Dans le contexte d’une classification
re´alise´e par des cartes de Kohonen [Kohonen, 1990], une technique de regroupement de
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centro¨ıdes a e´te´ propose´e [Cabanes and Bennani, 2008]. En particulier, les centroides
sont regroupe´s s’ils sont se´pare´s par des zones de forte densite´ dans l’e´chantillon. Cette
information de densite´ est extraite graˆce a` la structure topologique des cartes de Ko-
honen.
Il est aussi possible d’adjoindre des e´tapes d’e´clatement (split) et de fusion (merge)
au e´tapes habituelles E et M [Ueda et al., 2000]. L’e´clatement survient quand une
composante mode´lise trop faiblement la distribution empirique de ses donne´es locales, et
la fusion quand deux composantes ont un recouvrement trop important. Cette approche
ne permet pas a` proprement parler de re´guler la complexite´, mais permet d’e´viter
certains des maxima locaux e´voque´s dans [McLachlan and D., 2000, chap. 3.10].
Passage a` l’e´chelle
Celeux et Govaert ont montre´ que, sous certaines hypothe`ses, l’algorithme EM a
une vitesse de convergence line´aire [Celeux and Govaert, 1992], notamment justifie´e
par l’e´quivalence d’EM a` un algorithme de descente de gradients. Ils pre´cisent tout de
meˆme que la vitesse observe´e est susceptible d’eˆtre assez fortement de´pendante a` l’ini-
tialisation de l’algorithme, ainsi qu’aux donne´es elles-meˆmes.
La plupart des variantes d’EM permettant d’acce´le´rer la convergence se basent sur le
principe d’EM ge´ne´ralise´ [Bishop, 2006, chap. 9] : la convergence reste assure´e si chaque
succession d’e´tapes E et M augmente la vraisemblance sans force´ment la maximiser.
Ainsi, Neal et Hinton ont propose´ des variantes incre´mentales significativement plus
rapides [Neal and Hinton, 1999]. Celeux et al. ont e´tudie´ la convergence d’un algorithme
mettant a` jour chaque composante se´pare´ment, tout en s’assurant que la fonction opti-
mise´e est e´quivalente [Celeux et al., 2001]. Jordan et Jacobs ont propose´ un algorithme
de classification reposant sur une hie´rarchie de mode`les line´aires ge´ne´ralise´s apprise via
une variante d’algorithme EM. Ils ont alors montre´ que leur approche e´tait ainsi nette-
ment plus rapide que les me´thodes de l’e´tat de l’art de ce domaine [Jordan and Jacobs,
1994].
Repre´sentation graphique du me´lange de gaussiennes
Dans la section pre´ce´dente, nous avons pre´sente´ le me´lange de gaussiennes en tant
qu’instance de la famille exponentielle a` variables cache´es. Nous proposons ici un autre
formalisme, inspire´ des re´seaux baye´siens : le DAG (Directed Acyclic Graph), ou graphe
oriente´ acyclique. Par exemple, le me´lange de gaussiennes pourrait eˆtre re´sume´ de
manie`re graphique par la figure 3.4.
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q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour comme suit :
βk = β0k +Nk (62)
mk =
1
βk
(β0km0k +Nkx¯k) (63)
W−1k = W
−1
0 +NkSk +
β0kNk
β0k +Nk
(x¯k −m0k)(x¯k −m0k)T (64)
νk = ν0k +Nk (65)
Les moments requis par l’expression (52) peuvent alors eˆtre extraits :
E[(xn − µk)TΛk(xn − µk)] = d
βk
+ νk(xn −mk)TWk(xn −mk) (66)
E[ln detΛk] =
d￿
i=1
ψ
￿
νk + 1− i
2
￿
+ d ln 2 + ln detWk (67)
Algorithme
ω (68)
µ (69)
N (70)
Σ (71)
zn (72)
xn (73)
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Fig. 3.4 – Repre´sentation du me´lange de gaussiennes par un DAG
Le formal sme associe´ est le suivant :
– toute variable issue d’une distribution de probabilite´ est repre´sente´e par un grand
cercle,
– tout parame`tre ajustable est repre´sente´ par un petit cercle,
– une fle`che oriente´e indique une de´pendance conditionnelle,
– l’inte´rieur d’un rectangle de´note une ou plusieurs variables i.i.d, avec la taille de
la population (N sur la figure 3.4),
– un grand cercle vide indique une distribution inconnue (e.g. distribution sur un
parame`tre a` estimer, variable latente). Un grand cercle plein indique que cette
variable est observe´e,
– par analogie avec la terminologie des graphes, les grands cercles (vides ou pleins)
sont parfois appele´s noeuds.
En re´alite´, tout DAG dont chaque variable ale´atoire (i.e. grand cercle plein ou vide)
est de la famille exponentielle repre´sente une distribution jointe de la famille expo-
nentielle a` variables cache´es. Ainsi, pour tout mode`le respectant ce formalisme, il sera
possible de de´cliner un algorithme EM adapte´. Notons bien cette existence s’accom-
pagne des meˆmes limitations.
Apprentissage de chaines de Markov cache´es (HMM)
Les HMM peuvent eˆtre repre´sente´s par un DAG (voir figure 3.5). Dans ce mode`le,
les variables observe´es ne sont pas i.i.d ; on parle de donne´es se´quentielles, et un indice
indique l’ordre d’arrive´e. L’hypothe`se de Markov consiste a` re´duire la de´pendance entre
donne´es observe´es a` celle les pre´ce´dant imme´diatement dans la se´quence.
Le mode`le de la chaine de Markov cache´e consiste a` conside´rer que les donne´es
observe´es xn sont e´mises par un e´tat inconnu zn ; l’e´tat zn est produit par transition
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depuis l’e´tat zn−1.
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Fig. 3.5 – Repre´sentation d’un chaine de Markov cache´e par un DAG
En ge´ne´ral, des distributions de la famille exponentielle sont utilise´es pour mode´liser
les transitions et les e´missions ; dans ce cas, une variante d’EM, l’algorithme de Baum-
Welch [W lch, 2003], peut eˆtre utilise´ afin d’apprendre les parame`tres de ces distribu-
tions.
3.5 Apprentissage variationnel
Dans cette section, nous pre´sentons l’apprentissage variationnel de mode`les de me´lange.
En eﬀet, cette technique a servi de fondement pour certaines de nos contributions, et
l’exposition de ses me´canismes en aidera la compre´hension.
Nous commenc¸ons par exposer les principes de l’apprentissage variationnel en tant
qu’imple´mentation du principe baye´sien, et nous donnerons un algorithme ge´ne´rique.
Cette approche, de´cline´e parfois sous des vocables distincts, mais comple´mentaires, peut
eˆtre relie´e a` l’algorithme EM pre´sente´ dans la section pre´ce´dente.
Nous motivons l’utilisation de cette approche par le fait qu’elle permet de ge´rer de
manie`re e´le´gante la plupart des proble`mes e´voque´s au paragraphe 3.4.4. L’estimation
de me´langes de gaussiennes et d’ACP probabilistes au moyen de cette me´thode servent
a` illustrer les propos. Nous pre´sentons enfin quelques variantes et alternatives a` cette
technique d’apprentissage dans notre contexte.
3.5.1 Apprentissage baye´sien et principe variationnel
Dans la section pre´ce´dente, nous avons vu que la maximisation d’une fonction de
vraisemblance amenait diﬀe´rents proble`mes, dont une impossibilite´ de de´cider de la com-
plexite´ du mode`le a` estimer. L’apprentissage baye´sien, que nous avons de´ja` brie`vement
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e´voque´ aux paragraphes 3.2.3 et 3.4.5, est une manie`re rigoureuse de pallier ce proble`me.
Formellement, reprenant au passage la terminologie de l’e´quation (3.9), au lieu de
maximiser directement p(X|θ), nous chercherons a` maximiser la vraisemblance comple`te :
p(X, θ) = p(θ)p(X|θ) (3.35)
pour un e´chantillon X et un mode`le θ quelconques. Nous voyons que cette expres-
sion ge´ne´rale incorpore la notion de «compromis» (ou rasoir d’Occam) ; le parame`tre
θ doit eˆtre vraisemblable selon les donne´es, mais aussi selon une information a priori
mate´rialise´e par p(θ). Celle-ci peut eˆtre :
– une distribution n’indiquant pas de pre´fe´rence particulie`re, ou non-informative,
agissant alors uniquement a` des fins de re´gularisation. La distribution impropre
de Jeﬀreys [Jeﬀreys, 1961] en est un exemple.
– une distribution indiquant des proprie´te´s recherche´es pour le mode`le cible. Par
exemple, dans le paragraphe 3.5.2, nous utiliserons une distribution de Dirichlet
afin de restreindre la complexite´ du mode`le recherche´.
Nous avons de´ja` vu que l’apprentissage du mode`le a posteriori p(θ|X) n’est pas
trivial pour des familles de distributions complique´es (e.g. me´langes de gaussiennes).
Dans le cas baye´sien, la solution la plus imme´diate est la recherche d’un estimateur
θMAP, rapidement pre´sente´ paragraphe 3.2.4, par une variante de l’algorithme EM.
Toutefois, si cette approche prend bien en compte une information a priori, elle n’uti-
lise que le mode d’une approximation a` la distribution a posteriori sur les parame`tres, et,
dans des cas extreˆmes, peut conduire a` des de´ge´ne´rescences algorithmiques au meˆme
titre que l’algorithme EM classique [Beal, 2003]. L’approche variationnelle incorpore
e´galement une distribution a priori, mais re´alise plutoˆt une optimisation dans l’espace
des fonctions.
Plus pre´cise´ment, on va conside´rer le vrai mode`le a posteriori (i.e. qui serait obtenu
par inte´gration directe sur la distribution jointe des donne´es et des parame`tres) comme
inconnu et impossible a` trouver directement ou via une me´thode ite´rative simple, et en
rechercher une approximation parmi une famille de fonctions plus simples. Pour cela,
supposons que le mode`le θ peut eˆtre partitionne´ en q e´le´ments :
θ = [θT1 , θ
T
2 , . . . , θ
T
q ]
T (3.36)
L’a priori p(θ) e´tant alors partitionne´ de meˆme. On utilise cette caracte´ristique pour
de´finir une famille de distributions approche´es p˘(θ|X) comme suit :
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p˘(θ|X) =
q￿
i=1
p˘(θi|X) (3.37)
Alors le the´ore`me suivant est valable [Smidl and Quinn, 2006] :
The´ore`me 3.5.1 La distribution approche´e ve´rifiant :
p˜(θ|X) = arg min
p˘(θ|X)
KL
￿
p˘(θ|X)||p(θ|X)
￿
(3.38)
est obtenue pour :
p˜(θi|X) ∝ exp
￿
Ep˜(θ/i|X)[L(X, θ)]
￿
, i = 1, . . . , q (3.39)
ou, de manie`re e´quivalente, (3.40)
ln p˜(θi|X) = Ep˜(θ/i|X)[L(X, θ)] + const, i = 1, . . . , q (3.41)
avec θ/i le comple´mentaire de θi dans θ, et p˜(θ/i|X) =
￿q
j=1,j ￿=i p˜(θj|X)
Ce the´ore`me nous fournit une me´thode syste´matique pour l’obtention de la meilleure
distribution approche´e au mode`le a posteriori exact mais inconnu. En eﬀet, en initiali-
sant (par exemple ale´atoirement) q − 1 composantes de θ, et en ite´rant la mise a` jour
de chaque estimateur selon (3.41) jusqu’a` convergence, on obtient l’approximation la
plus proche du mode`le a posteriori au sens de la divergence KL.
La convergence de cette classe d’algorithmes a e´te´ prouve´e par Sato [Sato, 2001].
On remarquera toutefois qu’il n’existe pas de garantie d’unicite´ ou d’existence d’un
minimiseur exact parmi l’espace des distributions approche´es.
Cet algorithme est base´ sur la minimisation d’une divergence KL ; nous avons vu
dans le paragraphe 3.4.3 que cela caracte´rise l’algorithme EM. Certains auteurs ont
utilise´ ce formalisme pour aboutir au the´ore`me 3.5.1 [Jordan et al., 1999, Attias, 2000,
Beal, 2003], [Bishop, 2006, chap. 10], pre´sentant alors les algorithmes en de´coulant
comme pseudo-EM ou EM variationnels. Nous utiliserons souvent cette terminologie
par la suite.
Dans la meˆme litte´rature, la famille p˘(θ|X) est nomme´e distribution variationnelle,
dans la mesure ou` celle-ci est une fonctionnelle amene´e a` varier au cours de l’exe´cution
de l’algorithme. De manie`re homoge`ne a` la discussion du paragraphe 3.4.3, elle est sou-
vent note´e q(θ), le conditionnement par les donne´es e´tant pose´ de manie`re implicite. Les
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facteurs p˘(θi|X) sont alors appele´s termes variationnels, et note´s q(θi). Les distributions
optimales p˜(.|X), obtenues in fine par l’exe´cution de l’algorithme, sont note´es q∗(.).
Notons que notre algorithme est de la meˆme nature qu’EM, ce qui signifie que le
maximum obtenu est local. Toutefois, comme ce maximum est de´termine´ par une op-
timisation dans un espace de fonctions au lieu d’un espace de valeurs, cela permet de
garantir une certaine re´gularite´ a` nos solutions. Celles-ci sont trouve´es parmi un conti-
nuum de fonctions respectant au mieux les proprie´te´s recherche´es (de´crites notamment
dans [Xiang and Gong, 2006]).
Nous illustrons cette nuance avec le cas du me´lange de gaussiennes dans le pa-
ragraphe suivant. Nous montrons notamment, re´sultats expe´rimentaux a` l’appui, que
l’approche variationnelle permet de traiter de manie`re rigoureuse le proble`me de sur-
apprentissage inhe´rent au me´lange de gaussiennes.
Les approches variationnelles de´rive´es d’EM [Jordan et al., 1999, Attias, 2000, Beal,
2003], [Bishop, 2006, chap. 10] pre´sentent un point de vue inte´ressant sur le plan algo-
rithmique ; en eﬀet elles de´montrent qu’en appliquant la formule (3.41), on maximise
une borne infe´rieure a` la log-vraisemblance marginale (constante, voir paragraphe 3.2.3)
L(X) = ￿ L(X, θ)dθ. La convergence est donc de´sormais garantie en toute circonstance.
Cette borne infe´rieure L(q) est donne´e par :
L(q) =
￿
q(θ) ln
￿
p(X, θ)
q(θ)
￿
(3.42)
Elle est parfois nomme´e e´nergie libre [Sato, 2001], et note´e F , par opposition a` L, la
vraisemblance marginale [Beal, 2003]. Nous remarquerons que la formule (3.42) rappelle
fortement la formule (3.31), pre´sente´e au cours de notre discussion sur l’interpre´tation
d’EM. En re´alite´, (3.42) est une ge´ne´ralisation de (3.31), ou` toute variable non-observe´e
(latente ou parame`tre) est inte´gre´e dans le terme ge´ne´ral θ.
Cette valeur peut-eˆtre utilise´e pour controˆler la convergence de l’algorithme, meˆme
si, comme nous le verrons section 3.5.2, d’autres moyens peuvent eˆtre eﬃcacement
employe´s.
3.5.2 Exemple du me´lange de gaussiennes
Dans le paragraphe pre´ce´dent nous avons pre´sente´ les principes et proprie´te´s de l’al-
gorithme EM variationnel dans le cas ge´ne´ral. Nous en pre´sentons maintenant l’imple´mentation
applique´e au me´lange de gaussiennes.
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Nous verrons notamment que l’utilisation de ce membre de la famille exponen-
tielle a` variables cache´es rend l’imple´mentation de l’algorithme EM variationnel par-
ticulie`rement aise´e. Rappelons que de´sormais, comme pre´cise´ a` la fin du paragraphe
pre´ce´dent, les variables latentes Z sont inte´gre´es dans θ. Ce paragraphe est essentielle-
ment inspire´ de Bishop [Bishop, 2006, chap. 10].
Mode`le de vraisemblance
Nous avons vu au paragraphe 3.5.1 qu’au pre´alable de l’application de l’algorithme
EM variationnel, il est ne´cessaire de de´finir une fonction de vraisemblance jointe (parfois
appele´e mode`le d’observation [Smidl and Quinn, 2006]) pour un me´lange de gaussiennes
a` K composantes.
On commence par rappeler la vraisemblance donne´e par les formules (3.17) et (3.18),
mises a` l’e´chelle d’un e´chantillon de taille N :
p(X|Z) =
N￿
n=1
K￿
k=1
N (x|µk,Σk)znk (3.43)
p(Z) =
N￿
n=1
K￿
k=1
ωznkk (3.44)
Dans le paragraphe 3.5.1, nous avons vu que toute variable latente ou parame`tre
e´tait traite´e indiﬀe´remment comme une variable ale´atoire. De meˆme nous avons e´voque´
une vraisemblance a priori pour les parame`tres du mode`le. Les distributions (3.43)
et (3.44) faisant partie de la famille exponentielle, le choix naturel pour l’a priori est
l’utilisation des distributions conjugue´es associe´es, dont l’existence a e´te´ prouve´e au
paragraphe 3.2.3.
La variable latente Z est un produit de multinomiales i.i.d conditionne´es par les
poids ωk ; l’a priori sur les poids est donc une distribution de Dirichlet, la distribution
conjugue´e de la multinomiale :
p(ω) = Dir(ω|α0) = Γ(
￿
k α0k)￿K
k=1 Γ(α0k)
K￿
k=1
ωα0k−1k (3.45)
Nous pouvons constater que la distribution a priori sur les parame`tres ωk est elle-
meˆme conditionne´e par des parame`tres α0 = {α0k}. On parle alors d’hyper-parame`tres.
La choix de α0 de´cidera notamment des proprie´te´s (ou encore de la re´gularite´) que doit
respecter notre solution.
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X conditionne´e par Z est distribue´e selon des gaussiennes de moyennes µk et de
matrices de covariance Σk. De manie`re e´quivalente, et dans un souci de simplification
des de´veloppements ulte´rieurs, nous utiliserons des matrices de pre´cision (i.e. covariance
inverse) Λ en lieu et place des matrices de covariance Σ. La distribution conjugue´e jointe
pour les moyennes et pre´cisions est alors :
p(µ,Λ) = p(µ|Λ)p(Λ) =
￿
k
N ￿µk|m0k, (β0kΛk)−1￿W￿Λk|W0k, ν0k￿ (3.46)
ou` W(.|., .) est la distribution de Wishart. Notons que nous avons de´fini un nouvel
ensemble d’hyper-parame`tres, {m0k,W0k, β0k, ν0k}. Aucune hypothe`se particulie`re n’a
faite dans la de´finition de nos distributions a priori ; en eﬀet, dans les expressions (3.43)
et (3.44), ω et le couple (µ,Λ) ne sont pas inter-de´pendants.
Nous obtenons ainsi le mode`le de log-vraisemblance comple`te, pre´alable a` l’applica-
tion de l’algorithme variationnel :
L(X,Z,ω, µ,Λ) = L(θ) + L(Z|θ) + L(X|Z, θ) (3.47)
= ln p(ω) + ln p(µ,Λ) + ln p(Z) + ln p(X|Z) (3.48)
Ce mode`le est illustre´ par un DAG sur la figure 3.6.
q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour comme suit :
βk = β0k +Nk (62)
mk =
1
βk
(β0km0k +Nkx¯k) (63)
W−1k = W
−1
0 +NkSk +
β0kNk
β0k +Nk
(x¯k −m0k)(x¯k −m0k)T (64)
νk = ν0k +Nk (65)
Les moments requis par l’expression (52) peuvent alors eˆtre extraits :
E[(xn − µk)TΛk(xn − µk)] = d
βk
+ νk(xn −mk)TWk(xn −mk) (66)
E[ln detΛk] =
d￿
i=1
ψ
￿
νk + 1− i
2
￿
+ d ln 2 + ln detWk (67)
Algorithme
ω (68)
µ (69)
N (70)
Σ (71)
zn (72)
xn (73)
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Nk =
N￿
n=1
rnk (55)
x¯k =
1
Nk
N￿
n=1
rnkxn (56)
Sk =
1
Nk
N￿
n=1
rnk(xn − x¯k)(xn − x¯k)T (57)
Appliquons maintenant (41) a` q(ω). On obtient :
ln q∗(ω) = (α0 − 1)
K￿
k=1
lnωk +
K￿
k=1
N￿
n=1
rnk lnωk + const (58)
On reconnait la forme d’une distribution de Dirichlet. Nous avions vu pre´ce´demment que l’usage de distributions
conjugue´es amenait cette proprie´te´. Cette distribution e´tant re´gule´e par un hyper-parame`tre, nous aurons donc un
hyper-parame`tre a posteriori α = {αk}. Il suﬃra de mettre a` jour celui-ci pour de´terminer comple`tement le nouveau
terme variationnel optimal. D’apre`s l’expression (58), cette mise a` jour s’eﬀectue comme suit :
αk = α0 +Nk, ∀k (59)
Connaissant maintenant la nature de q∗(ω), les moments selon cette distribution, requis par l’expression (52),
peuvent eˆtre de´termine´s :
E[lnωk] = ψ(ωk)− ψ
￿￿
k
ωk
￿
(60)
avec ψ(.) la fonction digamma.
Il reste a` appliquer (41) a` q(µ,Λ). Ayant de´fini l’a priori p(µk,Λk) avec une distribution gaussienne-Wishart, le
terme variationnel optimal doit avoir la meˆme forme fonctionnelle. En eﬀet, on trouve :
q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour comme suit :
βk = β0k +Nk (62)
mk =
1
βk
(β0km0k +Nkx¯ ) (63)
W−1k =W
−1
0 +NkSk +
β0kN
β0k +Nk
(x¯k −m0k)(x¯k −m0k)T (64)
νk = ν0k +Nk (65)
Les moments requis par l’expression (52) peuvent al rs eˆtre extrait :
E[(xn − µk)TΛk(xn − µk)] = d
βk
+ νk(xn −mk)TWk(xn −mk) (66)
E[ln detΛk] =
d￿
i=1
ψ
￿
νk + 1− i
2
￿
+ d ln 2 + ln detWk (67)
Algorithme
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Nk =
N￿
n=1
rnk (55)
x¯k =
1
Nk
N￿
n=1
rnkxn (56)
Sk =
1
Nk
N￿
n=1
rnk(xn − x¯k)(xn − x¯k)T (57)
Appliquons maintenant (41) a` q(ω). On obtient :
ln q∗(ω) = (α0 − 1)
K￿
k=1
l ωk +
K￿
k=1
N￿
n=1
rnk lnωk + c st (58)
On reconnait la forme d’une distribution de Dirichlet. Nous avions vu pre´ce´demment que l’usage de distributions
conjugue´es amenait cette proprie´te´. Cette distribution e´tant re´gule´e par un hyper-parame`tre, nous aurons donc un
hyper-parame`tre a posteriori α = {αk}. Il suﬃra de mettre a` jour celui-ci pour de´terminer comple`tement le nouveau
terme variationnel optimal. D’apre`s l’expression (58), cette mise a` jour s’eﬀectue comme suit :
αk = α0 +Nk, ∀k (59)
Connaissant maintenant la nature de q∗(ω), les moments selon cette distribution, requis par l’expression (52),
peuvent eˆtre de´termine´s :
E[lnωk] = ψ(ωk)− ψ
￿￿
k
ωk
￿
(60)
avec ψ(.) la fonction digam a.
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Fig. 3.6 – Repre´sentation du me´lange de gaussiennes complet par un DAG
Parame´trage
Dans l’expression (3.48), le «compromis» baye´sien est illustre´ ; en particulier, le
choix des e´tiquettes a posteriori Z doit, a` la fois, aboutir a` un mode`le vraisemblable
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omega_1
omega_2
       densite
Fig. 3.7 – densite´ de probabilite´ de la distribution de Dirichlet pour k = 3, et α0k = 0.1.
Les valeurs ωk sont comprises dans le simplexe ωk ∈ [0, 1] ∀k,
￿
k ωk = 1.
(terme ln p(Z)), et rester proche de l’a priori sur les poids (terme ln p(ω)). Le choix
de la complexite´ pour le mode`le a posteriori (ou autrement dit le choix du nombre de
composantes K) peut donc eˆtre inte´gre´ en choisissant un parame`tre α0 encourageant le
moins de composantes «actives» possible.
Bishop pre´conise l’utilisation de α0k = 10−3 ∀k. Cette valeur peut eˆtre justifie´e en
constatant que pour α0k < 1 les modes d’une distribution de Dirichlet p(ω|α0) sont
localise´s aux ω annulant au moins un des ωk (voir figure 3.7). Ainsi, avec cet a priori,
notre algorithme variationnel cherchera a` annuler le maximum de coeﬃcients parmi un
ensemble de K coeﬃcients ω.
Une fois l’estimation termine´e, seules K ￿ < K composantes du me´lange de gaus-
siennes seront donc encore actives ; il suﬃt alors d’e´liminer les composantes ne jouant
aucun roˆle du mode`le a posteriori. Conse´quemment, l’algorithme doit eˆtre initialise´
avec un K arbitrairement grand, dont on doit eˆtre suˆr qu’il sera supe´rieur au nombre
de composantes ide´al, finalement retenu.
En revanche, on n’a pas de connaissance a priori sur la localisation ou la forme des
diﬀe´rentes composantes gaussiennes ; on peut donc re´partir ale´atoirement les moyennes
a priori m0k dans le domaine des donne´es. Les pre´cisions sont choisies diagonales, et a`
l’e´chelle du domaine des donne´es. Les hyper-parame`tres β servent a` fins de normalisa-
tion, on peut donc arbitrairement choisir β0k = 1, ∀k. Devant refle´ter un e´chantillon
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de taille faible, les degre´s de liberte´ a priori sont fixe´s a` leur plus petite valeur possible,
ν0k = d+ 1.
Nous de´finissons maintenant la distribution variationnelle a` optimiser. On notera
qu’a` la diﬀe´rence de l’algorithme EM de´cline´ dans la section 3.4, les variables latentes,
e´tant inconnues, sont traite´es au meˆme niveau que les parame`tres du mode`le a` estimer
(voir fin de paragraphe 3.5.1). Par de´finition, la distribution variationnelle suit la meˆme
factorisation que l’a priori et la vraisemblance (voir paragraphe 3.5.1). Nous avons
donc :
q(θ) = q(ω).
K￿
k=1
￿
q(µk,Λk).
N￿
n=1
q(znk)
￿
(3.49)
Dans un premier temps, nous allons appliquer la formule (3.41) pour chacun des
termes de l’e´quation (3.49) ; cela nous donnera une expression pour chaque terme va-
riationnel optimal, les autres estimateurs restant fixe´s. Nous de´clinerons ensuite un
algorithme a` partir de ces expressions.
Termes variationnels optimaux
En appliquant la formule (3.41) pour un des termes q(znk), on obtient :
ln q∗(znk) = znk ln ρnk + const (3.50)
ou encore q∗(znk) ∝ ρznknk (3.51)
avec :
ln ρnk = E[lnωk] +
1
2
E[ln detΛk]− 1
2
E[(xn − µk)TΛk(xn − µk)] (3.52)
Cette dernie`re expression fait intervenir des moments pris selon les autres termes
variationnels courants q∗(θ/Z), maintenus fixe´s a` cette e´tape. Quand la forme fonc-
tionnelle de ces derniers sera de´termine´e, nous donnerons les moments associe´s. Dans
l’expression (3.51), nous pouvons reconnaitre la forme d’une distribution multinomiale.
Avec la normalisation ade´quate, nous pouvons donc calculer les moments de q∗(Z) :
E[znk] = rnk (3.53)
avec rnk =
ρnk￿K
j=1 ρnj
(3.54)
Par commodite´ pour la suite des de´veloppements, on de´finit quelques statistiques a`
partir de ces moments :
3.5. APPRENTISSAGE VARIATIONNEL 63
Nk =
N￿
n=1
rnk (3.55)
x¯k =
1
Nk
N￿
n=1
rnkxn (3.56)
Sk =
1
Nk
N￿
n=1
rnk(xn − x¯k)(xn − x¯k)T (3.57)
Appliquons maintenant (3.41) a` q(ω). On obtient :
ln q∗(ω) =
K￿
k=1
(α0k − 1) lnωk +
K￿
k=1
N￿
n=1
rnk lnωk + const (3.58)
On reconnait la forme d’une distribution de Dirichlet. Nous avions vu pre´ce´demment
que l’usage de distributions conjugue´es amenait cette proprie´te´. Cette distribution e´tant
re´gule´e par un hyper-parame`tre, nous aurons donc un hyper-parame`tre a posteriori α =
{αk}. Il suﬃra de mettre a` jour celui-ci pour de´terminer comple`tement le nouveau terme
variationnel optimal. D’apre`s l’expression (3.58), cette mise a` jour s’eﬀectue comme
suit :
αk = α0k +Nk, ∀k (3.59)
Connaissant maintenant la nature de q∗(ω), les moments selon cette distribution,
requis par l’expression (3.52), peuvent eˆtre de´termine´s :
E[lnωk] = ψ(αk)− ψ
￿￿
k
αk
￿
(3.60)
avec ψ(.) la fonction digamma.
Il reste a` appliquer (3.41) a` q(µ,Λ). Ayant de´fini l’a priori p(µk,Λk) avec une dis-
tribution gaussienne-Wishart, le terme variationnel optimal doit avoir la meˆme forme
fonctionnelle. En eﬀet, on trouve :
q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (3.61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour
comme suit :
βk = β0k +Nk (3.62)
mk =
1
βk
(β0km0k +Nkx¯k) (3.63)
W−1k =W
−1
0 +NkSk +
β0kNk
β0k +Nk
(x¯k −m0k)(x¯k −m0k)T (3.64)
νk = ν0k +Nk (3.65)
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Les moments requis par l’expression (3.52) peuvent alors eˆtre extraits :
E[(xn − µk)TΛk(xn − µk)] = d
βk
+ νk(xn −mk)TWk(xn −mk) (3.66)
E[ln detΛk] =
d￿
i=1
ψ
￿
νk + 1− i
2
￿
+ d ln 2 + ln detWk (3.67)
Algorithme
Utilisant les expressions et remarques de´cline´es pre´ce´demment dans cette section,
nous proposons l’algorithme EM variationnel VBGMM (pour Variational Bayesian
Gaussian Mixture Model) :
Entre´es : Echantillon X
Sorties : Mode`le a posteriori θ￿
Initialiser K avec une borne supe´rieure du nombre de composantes souhaitable1
et inconnu ;
Initialiser les hyper-parame`tres variationnels d’un mode`le θ a` K composantes2
avec l’a priori (cf paragraphe «parame´trage») ;
Calcul des moments (3.66) et (3.67) ;3
tant que pas convergence faire4
mettre a` jour q∗(Z) (eqn. 3.53) ;5
calculer les statistiques (3.55), (3.56) et (3.57) ;6
mettre a` jour q∗(θ/Z) (eqns. 3.62, 3.63, 3.64 et 3.65) ;7
Calcul des moments (3.66) et (3.67) ;8
fin9
Construire θ￿ avec les K ￿ < K composantes pour lesquelles Nk ￿= 010
significativement ;
Algorithme 2 : Algorithme VBGMM d’estimation d’un me´lange de gaussiennes
Nous comple´tons cet algorithme de quelques remarques, qui seront, dans le prochain
paragraphe, illustre´es par des expe´riences :
– Sans connaissance du nombre de groupes optimal, et avec d assez e´leve´, il est
rapidement souhaitable d’initialiser K avec de grandes valeurs (i.e. la valeur de
K ne´cessaire pour assurer une densite´ de l’initialisation suﬃsante dans tout le
domaine des donne´es suit ed ; quand d devient e´leve´, c’est la male´diction de la
dimensionalite´). L’eﬃcacite´ algorithmique d’EM variationnel sera donc pe´nalise´e
par la mise a` jour de ce grand nombre de composantes. Cependant, avec l’a priori
utilise´ sur ω, on observe en ge´ne´ral que le nombre de composantes «actives» (i.e.
celles dont Nk ￿= 0, ou de manie`re e´quivalente αk ￿= α0) converge tre`s rapidement ;
il est donc envisageable de les de´tecter et de les supprimer a` chaque ite´ration,
alle´geant ainsi la charge de calcul au fil de l’avance´e de l’algorithme.
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– Nous pre´sentons ici une approche gourmande (greedy) en allouant un grand nombre
de composantes qui sera in fine re´duit au strict ne´cessaire. Certains auteurs ont
propose´ des alternatives, notamment une strate´gie de «naissance-et-mort» (birth
and death) [Beal, 2003]. La mort d’une composante est indique´e assez simple-
ment par le crite`re utilise´ dans l’algorithme 2. La naissance exploite la structure
de la borne infe´rieure (3.42) ; en eﬀet, celle-ci peut eˆtre de´compose´e en termes
de vraisemblance associe´s avec chacune des composantes. Parmi les composantes
mode´lisant le moins bien les donne´es, on en se´lectionne alors une pour un «split»,
de manie`re analogue a` la proposition de Ueda et al. [Ueda et al., 2000], consti-
tuant ainsi un nouveau mode`le. Celui-ci est entraine´ jusqu’a` convergence ; si sa
borne infe´rieure est augmente´e relativement a` l’ancien mode`le, celui-ci est accepte´.
– Les valeurs de borne infe´rieure de´pendent de l’e´chelle et de la dispersion des
donne´es, rendant leur valeurs parfois diﬃciles a` interpre´ter ; le crite`re de conver-
gence est alors ambigu. Alternativement, Beal [Beal, 2003] propose une mesure
d’agitation sur la distribution q(Z) pour de´cider de la convergence. A l’ite´ration
t, celle-ci est de´finie par :
agitation(k)(t) =
￿N
n=1 |q(znk = 1)(t) − q(znk = 1)(t−1)|
N (t)k
(3.68)
Ou` la notation (.)(t) indique une variable conside´re´e a` l’instant t. Ainsi, l’agitation
moyenne sur les composantes «actives» (i.e. pour lesquelles Nk ￿= 0) constitue
un crite`re alternatif a` la variation de borne infe´rieure. Au-dela` d’une relative
simplicite´, celui-ci a l’avantage de ne plus de´pendre de la taille et de la nature des
donne´es ou du mode`le.
3.5.3 Comparaison expe´rimentale d’EM et VBGMM
Dans cette section nous pre´sentons quelques expe´riences simples illustrant la nuance
entre les algorithmes EM et variationnel pour estimer un me´lange de gaussiennes.
Apre`s avoir rapidement pre´sente´ les donne´es utilise´es, nous de´finissons un protocole
expe´rimental. Les re´sultats sont pre´sente´s et interpre´te´s.
Donne´es utilise´es
Pour ces expe´riences, nous allons utiliser deux e´chantillons de donne´es assez simples :
– iris [Fisher, 1936] : 150 individus de´crits sur 4 attributs nume´riques, associe´s
a` des caracte´ristiques de fleurs (longueurs des pe´tales, etc). Ces e´le´ments sont
re´partis en 3 classes re´elles de 50 e´le´ments. La figure 3.8 montre une projection de
l’e´chantillon sur les 2 premiers attributs, en associant chaque individu a` un motif
spe´cifique a` sa classe.
– clust : e´chantillon synthe´tique de 1000 individus obtenu selon 7 gaussiennes 2D
bien se´pare´es, avec des matrices de covariance ale´atoires. Chaque classe comporte
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environ 10007 e´le´ments. La classe de chaque e´le´ment est de´finie par la gaussienne
l’ayant ge´ne´re´. Ces donne´es sont repre´sente´es avec leur classe respective sur la
figure 3.9.
da
ta
[, 
j]
Fig. 3.8 – Echantillon iris
da
ta
[, 
j]
Fig. 3.9 – Echantillon clust
Protocole expe´rimental
Nous allons appliquer les algorithmes EM (i.e. l’algorithme 1) et VBGMM (i.e.
l’algorithme 2) afin de re´aliser des estimations de densite´ et des classifications de nos
e´chantillons, sans tenir compte de la classe re´elle des e´le´ments (i.e. de manie`re non-
supervise´e).
Les classes re´elles (ou e´tiquettes) de nos e´chantillons seront utilise´es pour e´valuer la
qualite´ de nos estimations.
Nous souhaitons de´couvrir automatiquement le nombre de groupes ade´quat pour
chaque e´chantillon, et e´valuer les capacite´s respectives d’EM et VBGMM a` estimer
de bons mode`les. Pour cela, dans un premier temps nous appliquerons VBGMM avec
K = 100, ce qui nous donnera un premier estimateur pour le nombre de groupes op-
timal pour chaque e´chantillon. L’expe´rience sera re´pe´te´e 50 fois afin d’y associer une
indication de confiance. Les caracte´ristiques suivantes seront releve´es :
– l’e´volution du nombre de composantes actives (i.e. celles pour lesquelles Nk ￿= 0
pour les premie`res ite´rations de l’algorithme),
– l’e´volution de l’agitation moyenne des composantes actives pour les premie`res
ite´rations (voir formule 3.68),
– le nombre d’ite´rations avant convergence,
– le nombre de groupes finalement obtenu,
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– la log-vraisemblance et le crite`re BIC [Schwarz, 1978] pour l’e´chantillon et le
mode`le conside´re´s.
En partitionnant un e´chantillon de N e´le´ments en K groupes, on infe`re un ensemble
de N e´tiquettes (ou labels), chaque label prenant ses valeurs dans {1 . . . K}. Nous me-
surons la qualite´ d’un ensemble de labels infe´re´s (ou, de manie`re e´quivalente, son erreur
vis-a-vis d’une ve´rite´ terrain ou de classes re´elles) en comparant les labels infe´re´s li aux
vrais labels, ou classes Ti ; l’erreur n’augmentera que si li ￿= Ti.
Toutefois, cette mesure, applique´e na¨ıvement, peut eˆtre inconsistante ; le partition-
nement est une ope´ration non-supervise´e, donc n’importe quelle permutation parmi
les modalite´s d’e´tiquettes devrait eˆtre e´galement valide. De plus, mesurer des ine´galite´s
strictes entre labels pose proble`me si le vrai nombre de classesK est diﬀe´rent du nombre
de classes infe´re´ K ￿, un cas courant pour des proble`mes re´els.
Ces observations motivent l’utilisation d’une autre mesure d’erreur, sugge´re´e dans
[Fowlkes and Mallows, 1983, Azzag, 2005, Picarougne et al., 2007]. Celle-ci repose
sur les valeurs d’e´tiquettes prises pour tous les couples possibles d’e´le´ments de notre
e´chantillon ; 2 e´le´ments devraient avoir le meˆme label infe´re´ seulement si les vrais labels
sont identiques, et re´ciproquement. Seules les violations de ces deux re`gles re´sulteront en
une augmentation de l’erreur. Celle-ci est normalise´e par N(N−1)2 , le nombre de couples
distincts possibles. Cela nous garantit une erreur comprise entre 0 et 1.
Nous mesurons e´galement la qualite´ de la densite´ de probabilite´ du mode`le infe´re´,
en calculant la divergence KL de celui-ci par rapport a` une densite´ de re´fe´rence. Pour
l’e´chantillon clust, cette re´fe´rence est simplement le mode`le ayant ge´ne´re´ nos donne´es
synthe´tiques. Pour iris, nous estimons une gaussienne sur les e´le´ments de chaque classe
re´elle, pris se´pare´ment : la densite´ de re´fe´rence est alors le me´lange obtenu par le regrou-
pement de ces 3 gaussiennes. Il n’existe pas d’expression analytique pour la divergence
KL entre me´langes de gaussiennes, mais celle-ci peut eˆtre facilement estime´e au moyen
de simulations Monte-Carlo.
Nous verrons ensuite comment l’algorithme EM et le crite`re BIC peuvent permettre
de de´couvrir ce nombre de groupes. L’algorithme EM sera exe´cute´ pour plusieurs com-
plexite´s de mode`le diﬀe´rentes ({1, 2, 3, 4, 5} pour iris, et {5, 7, 10, 12, 15} pour clust), et
une moyenne sur les valeurs de crite`re BIC obtenu sera e´tablie sur 20 exe´cutions pour
chaque parame´trage.
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Pour la valeur minimisant ce crite`re, la log-vraisemblance, l’erreur de classification
et la divergence KL par rapport a` la densite´ de re´fe´rence seront donne´es. Ces re´sultats
seront compare´s a` ceux obtenus avec VBGMM.
Re´sultats
nb. ite´rations K’ log-vraisemblance
iris 19.1± 8.8 3.7± 0.9 −207.8± 6.1
clust 42.9± 7.3 7.2± 0.3 −5423.0± 5.3
BIC erreur div. KL
iris 695.3± 62.5 10%± 6% 0.23± 0.07
clust 11143.6± 20.1 1%± 0.2% 0.15± 0.08
Tab. 3.1 – Re´sultats de l’algorithme VBGMM
Dans la table 3.1, nous voyons que l’algorithme VBGMM permet d’estimer assez
suˆrement le nombre de composantes, si on prend en conside´ration les ve´rite´s terrain de
nos e´chantillons. L’erreur constate´e est assez basse pour les deux e´chantillons.
Les courbes 3.10 et 3.12 montrent bien une de´croissance rapide du nombre de com-
posantes jouant un roˆle dans le mode`le ; une grande majorite´ de composantes ne joue
plus aucun roˆle apre`s quelques ite´rations (plus que 10 composantes actives pour iris
apre`s 5 ite´rations, et 20 pour clust apre`s 15 ite´rations). Cette observation illustre la
viabilite´ de la variante sugge´re´e a` la fin de la section 3.5.2 : en initialisant VBGMM
avec un K trop grand, le couˆt initial est e´leve´ mais rapidement alle´ge´ au fur et a` mesure
des ite´rations.
Les courbes 3.11 et 3.13 montrent que l’agitation des aﬀectations de´croit quasi
line´airement : cela concorde avec la vitesse de convergence line´aire e´voque´e pre´ce´demment
[Celeux and Govaert, 1992].
3.5. APPRENTISSAGE VARIATIONNEL 69
2 3 4 5 6 7 8 9
5
10
15
20
25
30
35
 
nombre itérations
nb
. c
om
po
sa
nt
es
 a
cti
ve
s
Fig. 3.10 – Evolution du nombre de
composantes actives pour iris. La varia-
bilite´ des re´sultats est illustre´e en gris
2 3 4 5 6 7 8 9
0
2
4
6
8
10
 
nombre itérations
ag
ita
tio
n 
m
oy
en
ne
Fig. 3.11 – Evolution de l’agitation
moyenne pour iris
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Fig. 3.12 – Evolution du nombre de
composantes actives pour clust
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Fig. 3.13 – Evolution de l’agitation
moyenne pour clust
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Fig. 3.14 – Crite`re BIC en fonction de
la complexite´ du mode`le pour iris
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Fig. 3.15 – Crite`re BIC en fonction de
la complexite´ du mode`le pour clust
En utilisant l’algorithme EM classique, l’e´valuation du crite`re BIC nous indique
Kiris = 2 et Kclust = 10 (voir figures 3.14 et 3.15). Nous notons que les valeurs de BIC
optimales obtenues avec EM sont souvent bien meilleures que pour VBGMM (voir table
3.1).
nb. ite´rations log-vraisemblance erreur div. KL
iris 12.6± 11.4 −218.4± 18.0 22.9%± 2.3% 0.25± 0.16
clust 33.2± 9.5 −5288.8± 44.6 3.4%± 2.4% 0.06± 0.04
Tab. 3.2 – Re´sultats de l’algorithme EM avec Kiris = 2 et Kclust = 10
La table 3.2 nous permet d’e´tablir une comparaison entre EM et VBGMM, et de
tirer les conclusions suivantes :
– Le nombre d’ite´rations avec EM est plus faible, mais compte tenu de la capacite´
de VBGMM a` trouver le bon nombre de composantes a` partir d’un K initial e´leve´
sans passer par un crite`re de complexite´, le couˆt implique´ par un seul processus
de VBGMM est beaucoup plus faible que celui de l’approche classique.
– Le crite`re BIC est connu pour avoir tendance, sous certaines conditions, a` pe´naliser
trop lourdement la complexite´ des mode`les [McLachlan and D., 2000, chap. 6.9].
C’est le cas pour les mode`les estime´s sur les donne´es iris : VBGMM trouve un
nombre de composantes plus conforme a` la re´alite´, pour une meilleure vraisem-
blance, une erreur plus faible, et une meilleure divergence KL, mais BIC est net-
tement meilleur pour K = 2.
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Fig. 3.17 – Composante centrale super-
flue sur un groupe avec EM et K = 10
– Par rapport a` la ve´rite´ terrain de clust, un nombre trop grand de composantes
est estime´ avec EM et BIC. Quand on utilise K = 7, EM a tendance a` estimer
un mode`le comme indique´ sur la figure 3.16 (les ellipses indiquent les courbes de
niveau des composantes gaussiennes associe´es) : on se retrouve souvent avec une
composante «a` cheval» sur 2 groupes re´els. La figure 3.17 montre un exemple
du mode`le typiquement obtenu pour K = 10 : comme K est trop e´leve´ par rap-
port aux nombre de groupes re´els, deux composantes se retrouvent ajuste´es sur
le meˆme groupe (encadre´ en rouge dans la figure). La composante «centrale» est
tre`s concentre´e, ce qui entraine des valeurs de vraisemblance tre`s e´leve´es ; toute-
fois, aucune de´ge´ne´rescence algorithmique traite´e par l’algorithme 1 n’est releve´e.
C’est un cas de mauvais maximum local [McLachlan and D., 2000] chap 3.10.
In fine nous voyons que VBGMM permet, en un seul processus de complexite´ ac-
ceptable, d’obtenir des mode`les fiables. En re´alisant une optimisation sur un espace de
fonctions, re´gularise´e par l’utilisation d’a priori peu informatifs, on e´vite les mauvais
maxima locaux proble´matiques de l’approche EM classique.
3.5.4 Exemple du me´lange d’ACP
Nous de´veloppons maintenant l’estimation variationnelle du me´lange d’ACP pro-
babilistes. Apre`s avoir rappele´ la de´finition du mode`le, nous e´voquerons rapidement le
maximum de vraisemblance associe´, puis pre´senterons en de´tail l’algorithme EM va-
riationnel pour obtenir un tel maximum local respectant de bonnes proprie´te´s. Nous
proposons une discussion sur le parame´trage et les limites de cette approche, ayant fait
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l’objet d’une contribution personnelle [Bruneau et al., 2010b,c].
L’ACP probabiliste
L’ACP (ou PCA pour Principal Components Analysis, dans la litte´rature anglo-
phone) est une technique populaire et e´le´mentaire pour la re´duction de la dimensiona-
lite´ de donne´es nume´riques.
Conside´rant un e´chantillon de donne´es Y de´fini sur Rd, le sous-espace principal est
ge´ne´ralement obtenu en diagonalisant la covariance de l’e´chantillon, i.e. en trouvant les
vecteurs propres et les valeurs propres de cette matrice d× d.
Tipping [Tipping and Bishop, 1999a] a propose´ un cadre alternatif et probabiliste a`
l’ACP, fonde´ sur l’hypothe`se que chaque e´le´ment de l’e´chantillon y est ge´ne´re´ en trans-
formant une variable ale´atoire x ￿ N (0, Iq), de dimensionalite´ q < d, et en ajoutant
du bruit gaussien isotropique (i.e. covariance = σ2Id).
y = Λx+ µ+ ￿ (3.69)
De´finissons maintenant les densite´s de probabilite´ associe´es :
p(y|x) = N (y|Λx+ µ, σ2Id) (3.70)
p(x) = N (x|0, Iq) (3.71)
p(￿) = N (￿|0,σ2Id) (3.72)
Les proprie´te´s des mode`les line´aires gaussiens [Bishop, 2006, chap. 2], nous per-
mettent de calculer la distribution marginale de y :
p(y) = N (y|µ,ΛΛT + τ−1Id) (3.73)
avec τ = σ−2. Λ est une matrice d×q, habituellement nomme´e matrice des facteurs. En
d’autres termes, chaque e´le´ment y est construit par l’addition de µ, d’une combinaison
line´aire des colonnes de Λ (colonnes de´sormais nomme´es facteurs), et de bruit isotro-
pique. x contient les coeﬃcients de la combinaison line´aire. Nous de´finissons e´galement
la notation compacte :
C = ΛΛT + τ−1Id (3.74)
Ce mode`le sera nomme´ PPCA (Probabilistic Principal Components Analysis) par la
suite. La figure 3.18 illustre la construction qu’eﬀectue ce mode`le.
La preuve a e´te´ faite que le maximum de vraisemblance de Λ est forme´ par les q
vecteurs propres principaux de l’e´chantillon, mis a` l’e´chelle par leurs valeurs propres
respectives [Tipping and Bishop, 1999a]. Il n’existe cependant pas d’expression analy-
tique pour un estimateur, qui ne peut eˆtre obtenu que par une proce´dure ite´rative. En
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qui ne peut eˆtre obtenu que par une proce´dure ite´rative. En particulier, il est possible
de trouver des formules de mise a` jour pour θ = {µ,Λ, τ} et les variables latentes x
en diﬀe´renciant l’expression de vraisemblance. L’ensemble de formules de mise a` jour
obtenu imple´mente un algorithme EM [160].
x (3.75)
y1 (3.76)
y2 (3.77)
Λ.1 (3.78)
(3.79)
Il existe une classe d’e´quivalence d’estimateurs ML pour le mode`le PPCA, modulo
une matrice de rotation quelconque. Cependant, cette matrice peut-eˆtre re´cupe´re´e en
diagonalisant ΛTMLΛML [160]. Ce calcul est d’un couˆt mode´re´, cette matrice e´tant q ×
q. Ainsi, en post-multipliant la solution ΛML particulie`re obtenue par la matrice de
rotation, on obtient en colonnes les vecteurs propres, mis a` l’e´chelle selon leur valeurs
propres, en ordre de´croissant de grandeur des valeurs propres.
Estimation du maximum de vraisemblance d’un me´lange d’ACP probabi-
listes (MPPCA)
Le contexte pre´sente´ au paragraphe pre´ce´dent est assez naturellement e´tendu en
introduisant une variable latente z indiquant l’appartenance d’un e´le´ment a` un mode`le
PPCA particulier (nomme´ composante par la suite). De manie`re analogue au me´lange
de gaussiennes, un ensemble de poids {ωk} est associe´ a` K composantes pour de´crire
leur importance relative, et une variable latente z 1-of-K (voir formule (3.16)).
Ainsi, une densite´ multimodale est estime´e sur l’e´chantillon de donne´es, et chaque com-
posante de´termine son propre sous-espace principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y|µk, Ck)zk (3.80)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.81)
En conse´quence, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.82)
Les variables latentes associe´es a` notre e´chantillon sont collectivement de´note´es
par Z = {z1, . . . , zN} et X = {x1, . . . ,xN}. Dans l’expression (3.77), X et Z sont
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ωkN (y|µk,Ck) (3.82)
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p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.83)
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Le c texte pre´sent´ au paragraphe pre´ce´dent est assez naturellement e´tendu en
introduisant une variab e latente z indiquant l’appar enanc d’un e´le´men a` u mode`le
PPCA par iculier ( omme´ composante par la suite). De manie`re analogue au me´lange
de gaussiennes, u ens mble de oids {ωk} est associe´ a` K composantes pour de´crire
leur importance relative, et un variable latente z 1-of-K (voir formule (3.16)).
Ainsi, une d site´ multimo al st estime´e sur l’e´chantillon de donne´es, et chaque com-
posante de´ter in son propr sous-espace principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y| k, k)zk (3.81)
p(y|θ) =
K￿
k
ωkN ( | , k) (3.82)
En conse´quence, un e´chantillon de donne´ s Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.83)
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qui ne peut eˆtre obtenu que par une proce´dure ite´rative. En particulier, il est possible
de trouver des formules de mise a` jour pour θ = {µ,Λ, τ} et les variables latentes x
en diﬀe´renciant l’expression de vraisemblance. L’ensemble de formules de mise a` jour
obtenu imple´mente un algorithme EM [160].
x (3.75)
y1 (3.76)
y2 (3.77)
Λ.1 (3.78)
(3.79)
Il existe une classe d’e´quivalence d’estimateurs ML pour le mode`le PPCA, modulo
une matrice de rotation quelconque. Cependant, cette matrice peut-eˆtre re´cupe´re´e en
diagonalisant ΛTMLΛML [160]. Ce calcul est d’un couˆt mode´re´, cette matrice e´tant q ×
q. Ainsi, en post-multipliant la solution ΛML particulie` e obtenue par la matrice de
rotation, on obtient en colonnes les vecteurs propres, mis a` l’e´chelle selon leur valeurs
propres, en ordre de´croissant de grandeur des valeurs propres.
Esti ation du maximu e vraisemblance d’un me´lange d’ACP probabi-
listes (MPPCA)
Le contexte pre´sente au paragraphe pre´ce´dent est assez naturellement e´tendu en
introduisant une variable latente z indiquant l’appartenance d’un e´le´ment a` un mode`le
PPCA particulier (nomme´ composante par la suite). De manie`re analogue au me´lange
de gaussiennes, un nsemble de poids {ωk} est ssocie´ a` K co posantes pour de´crire
leur importan e rel tiv , et une variable latente z 1-of-K (voir formu (3.16)).
Ainsi, une densite´ multimodale est estime´e sur l’e´chantillon de donne´es, et chaque com-
posante de´termine son propre sous-espace principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y|µk, Ck)zk (3.80)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.81)
En conse´quence, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
sembla ce :
p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.82)
Les variables latentes associe´es a` notre e´chantillon sont collectivement de´note´es
par Z = {z1, . . . , zN} et X = {x1, . . . ,xN}. Dans l’expression (3.77), X et Z sont
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qui ne peut eˆtre obtenu que par une proce´dure ite´rative. En particulier, il est possible
e trouver d s formules de mise a` jour pour θ = {µ,Λ, τ} et les variables latentes x
en diﬀe´renciant l’expression de vraisemblance. L’ensemble de formules de mise a` jour
obtenu imple´mente un algorithme EM [160].
x (3.75)
y1 3.76)
y2 (3.77)
Λ.1 (3.78)
(3.79)
Il existe une classe d’e´quivalence d’estimateurs ML pour le mode`le PPCA, modulo
une matrice de rotation quelconqu . Cependant, cette matrice peut-eˆtre re´cupe´re´e en
diagonalisant ΛTMLΛML [160]. Ce calcul est d’un couˆt mode´re´, cette matrice e´tant q ×
q. Ainsi, en post-multipliant la solution ΛML particulie`re obtenue par la matrice de
rotation, on obtient en colonnes les vecteurs propres, mis a` l’e´chelle selon leur valeurs
propres, en ordre de´croissant de grandeur des valeurs propres.
Estimation du maximum de vraisemblance d’un me´lange d’ACP probabi-
listes (MPPCA)
Le co exte pre´sente´ au paragra he pre´ce´dent est ass z natur llement e´tendu en
intr duisant une variable l tente z indiquant l’ap artenance d’un e´le´ment a` un mode`le
PPCA particulier (nomme´ composante ar la suite). De manie`re analogue au me´lange
de gaussiennes, un ensemble de poids {ωk} est associe´ a` K composantes pour de´crire
leur importance relative, et une variable latente z 1-of-K (voir formule (3.16)).
Ainsi, une densite´ ultimodale est estime´e sur l’ech ntillon de donne´es, et chaque com-
posante de´termine son propre sous-espace principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y|µk, Ck)zk (3.80)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.81)
En cons´quence, un e´ch ntillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.82)
Les variables latentes associe´ s a` otr e´chantillon sont collectivement de´note´es
par Z = {z1, . . . , zN} et X = {x1, . . . ,xN}. Dans l’expressi (3.77), X et Z sont
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qui e peut eˆtre obt nu que par une proce´dure it´rative. En particulier, il est possible
de trouver des f rmules de mise a` jour pour θ = {µ,Λ, τ} et les variables latentes x
e iﬀe´ enciant l’expression de vraisemblance. L’en mble de formules de mise a` jour
btenu imple´m nte un algorithme EM [160].
x (3.75)
y1 (3.76)
y2 (3.77)
y (3.78)
Λ.1 (3.79)
(3.80)
Il xiste une cl sse d’e´quivalence d’estimateurs ML po r le mode`le PPCA, modulo
ne matrice de r t tion quelconque. C pendant, ett matrice peut-eˆtre re´cupe´re´e en
diag nalis nt ΛTMLΛML [160]. C calcul est d’un couˆt mode´re´, cette matrice e´tant q ×
q. Ainsi, en post- ultipli nt l s lution ΛML particulie`re obtenue par la matrice de
r tation, on btient en colonnes les vecteurs propres, mis a` l’e´chelle selon leur valeurs
ropres, e ordre de´croissant de grandeur des valeurs propres.
Estimation du maximum de vrais mblance d’un me´lange d’ACP probabi-
list s (MPPCA)
Le contexte pre´sente´ au paragraphe pr´ce´dent est ass z naturellement e´tendu en
in roduisa t une vari ble latente z indiquant l’appartenance d’un e´le´ment a` un mode`le
PPCA p rticulier (nomme´ composant par la suite). De manie`re analogue au me´lange
de gaussiennes, un nsemble de poids {ωk} est associe´ a` K composantes pour de´crire
leur importance r lative, et une variable latente z 1-of-K (voir formule (3.16)).
Ai si, un densite´ multimodale est stime´ sur l’e´chantillon de donne´es, et chaque com-
posante d´termine son propre sous-espace principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y|µk, Ck)zk (3.81)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.82)
En conse´quence, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblanc :
p(Y|θ =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.83)
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qui ne peut eˆtre obt nu que par une proce´dure ite´rative. En particulier, il est possible
de trouver des f rmules de mise a` jour pour θ = {µ,Λ, τ} et les variables latentes x
e iﬀe´ enciant l’exp e sion e vraisemblance. L’ n bl de formules de mise a` jour
btenu imple´mente un algorithme EM [160].
x (3.75)
y1 (3.76)
y2 (3.77)
y (3.78)
Λ.1 (3.79)
(3.80)
Il xiste une cl ss ’e´quivalence d’ stimateurs ML pour le mode`le PPCA, modulo
ne matrice de r t tion u lconque. C pendant, ett matrice peut-eˆtre re´cupe´re´e en
diagonalisant ΛTML L [ 60]. Ce calcul est d’un couˆ mode´re´, cette matrice e´tant q ×
q. Ainsi, en post-mu tipliant la s lut on ΛML particulie`re obtenue par la matrice de
r tatio , on btient e olonnes les vecteurs propres, mis ` l’e´chelle selon leur valeurs
pr p s, e ordre de´c oissant de grandeu des v leurs propres.
Estimation du aximum de vrais mblance d’un me´lange d’ACP probabi-
l stes (MPPCA)
Le cont xte ´sent´ au aragraphe pr´ce´dent est assez naturellement e´tendu en
introduisa t une vari ble latente z indiquant l’appartenance d’un e´le´ment a` un mode`le
PPCA p rti lier (nomme´ co posant par la suite). De anie`re analogue au me´lange
d gaussiennes, un ensembl de poids {ωk} est associe´ a` K composantes pour de´crire
le r importance r lative, et une variable latente z 1-of-K (voir formule (3.16)).
Ainsi, un densite´ multi oda e est stime´ sur l’e´chantill n de donne´es, et chaque com-
posante d´termine son propre sous-espace pr ncipal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk (y|z, θ) =
K￿
k
N (y|µk, Ck)zk (3.81)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.82)
En conse´que ce, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.83)
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qui ne peut eˆtre obtenu que par une proce´dure ite´rative. En particulier, il est possible
de trouver des formules de mise a` jour ur θ = {µ,Λ, τ} et les variables latentes x
e diﬀe´ e ciant l’expression de v aisemblance. L’ensemble de formules de mise a` jour
obtenu imple´mente un algorithme EM [160].
x (3.75)
y1 (3.76)
y2 (3.77)
y (3.78)
Λ.1 (3.79)
(3.80)
I existe une class ’e´quivale ce d’es imateurs ML pour le mode`le PPCA, modulo
une matrice de rotation quelconque. Cependant, cette matrice peut-eˆtre re´cupe´re´e en
diagonalisant ΛTMLΛML [160]. Ce calcul est d’un couˆt mode´re´, cette matrice e´tant q ×
q. Ainsi, n post-multipliant la solution ΛML particulie`re obtenue par la matrice de
rotation, o obtient en colonnes les vecteurs propres, mis a` l’e´chelle selon leur valeurs
propr s, en ordre de´croiss t d grandeu des valeurs propres.
Estimation du m ximum d vraisemblance d’un m lang d’ACP probabi-
listes (MPPCA)
Le contexte pre´sente´ au paragraphe pre´ce´dent est assez naturellement e´tendu en
introduisant une variable latente z indiquant l’appartenance d’un e´le´ment a` un mode`le
PPCA particulier (nomme´ composante par la suite). De manie`re analogue au me´lange
de gaussien es, un ens mble de poids {ωk} est associe´ a` K composantes pour de´crire
leur importance relative, et une variable latente z 1-of-K (voir formule (3.16)).
Ainsi, une densite´ multimodale est estime´e sur l’e´chantillon de donne´es, et chaque com-
posante de´termine son propre sous-espace principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y|µk, Ck)zk (3.81)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.82)
E conse´quence, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.83)
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qui ne peut eˆtre obtenu que par u e proce´dure ite´rative. En particulier, il est possible
de trouver des formules d mise a` jour pour θ = {µ,Λ, τ} et les variables latentes x
en diﬀe´renciant l’expression de vraisemblance. L’ensemble de formules de mise a` jour
obtenu imple´mente un algorithme EM [160].
x (3.75)
y1 (3.76)
y2 (3.77)
Λ.1 (3.78)
(3.79)
Il existe une classe d’e´quivalence ’estimateurs ML our le mode`le PPCA, odulo
une matrice de rotation quelconque. Cependant, cette matrice peut-eˆtre re´cupe´re´e en
diagonalisant ΛTMLΛML [160]. Ce calcul est d’un couˆt mode´re´, cette matrice e´tant q ×
q. Ainsi, en post-multipliant la solution ΛML particulie`re obtenue par la matrice de
rotation, on obtient en colonnes l s vecteurs pro r s, mis a` l’e´chelle selon leur valeurs
propres, en ordre de´croissant de grandeur s valeurs propres.
Estimatio d aximum e vra s mblanc d’un e´lange d’ACP probabi-
listes ( PPCA)
Le contexte pre´sente´ au paragraphe pre´c´dent st assez n turellement e´tendu en
introduisant une variable latente z indiquant l’appartenance d’un e´le´ment a` u mode`le
PPCA particulier (nomme´ omposa te par la suite). De mani`re an logu au e´lange
de g ussienne , un nsemble de p ids {ωk} e t a socie´ a` K composa tes pour de´crir
leur importance relative, et une variable late te z 1-of-K (voir for ule (3.16)).
Ainsi, une densite´ multimod le e time´e sur l’e´chan illo d d nne´es, et chaque com-
posante de´termi e son prop e sous- space principal. Les densite´s associe´es sont :
p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
N (y|µk, Ck)zk (3.80)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.81)
En conse´quence, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ) =
N￿
n
K￿
k
ωkN n|µk,Ck) (3.82)
Les variables latentes associe´es a` notre e´chantillon sont collectivement de´note´es
par Z = {z1, . . . , zN} et X = {x1, . . . ,xN}. Dans l’expression (3.77), X et Z sont
Fig. 3.18 – Illus ration du mode`le PPCA (Extrait de [Bishop, 2006]).
particulier, il est possible d tr uve des form les de mise a` jour pour θ = {µ,Λ, τ}
et les variables latentes x en diﬀe´re ciant l’expression de vraisemblance. L’ensemble de
formules de mise a` jour obte u imple´m nte un algorithme EM [Tipping and Bishop,
1999a].
Il existe une classe d’e´quival ce d’estimateur ML our le mode`le PPCA, modulo
une matric de r tation quelconque. Cep nd nt, cette matrice p ut-eˆtre re´cupe´re´e en
di gonalis nt ΛTMLΛML [Tipping nd Bishop, 1999a]. Ce calcul st d’un couˆt mode´re´,
c tte matrice e´tant q×q. Ai si, e post-multipliant la solution ΛML particulie`re obtenue
par la matrice de rotation, on obtient en colon es les vecteurs propres, mis a` l’e´chelle
selon leur valeurs propres, en ordre de´croissant de grandeur des valeurs propres.
Estimation du maximum de vraisemblance d’un me´lange d’ACP probabi-
listes (MPPCA)
Un mode`le de me´lange de PPCA est assez naturellement de´fini en introduisant une
variable latente z indiquant l’appartenance d’un e´le´ment a` un mode`le PPCA particu-
lier (nomme´ composante par la suite). De manie`re analogue au me´lange de gaussiennes,
un ensemble de poids {ωk} est associe´ a` K composantes pour de´crire leur importance
relative, et une variable latente z 1-parmi-K (voir formule (3.16)).
Ainsi, une densite´ multimodale est estime´e sur l’e´chantillon de donne´es, et chaque
composante de´termine son propre sous-espace principal. Les densite´s associe´es sont :
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p(z|θ) =
K￿
k
ωk
zk p(y|z, θ) =
K￿
k
N (y|µk,Ck)zk (3.75)
p(y|θ) =
K￿
k
ωkN (y|µk,Ck) (3.76)
En conse´quence, un e´chantillon de donne´es Y = {y1, . . . ,yN} a pour fonction de vrai-
semblance :
p(Y|θ) =
N￿
n
K￿
k
ωkN (yn|µk,Ck) (3.77)
Les variables latentes associe´es a` notre e´chantillon sont collectivement de´note´es par
Z = {z1, . . . , zN} et X = {x1, . . . ,xN}. Dans l’expression (3.77), X et Z sont implicites.
En de´veloppant cette expression avec (3.75), (3.71) et (3.70), les variables latentes ap-
paraissent de´sormais, impliquant notamment une de´pendance entre X et Z.
L’expression de vraisemblance ainsi de´finie peut eˆtre diﬀe´rencie´e selon chaque pa-
rame`tre et variable latente, de manie`re analogue au cas a` une composante : un algo-
rithme EM peut donc de nouveau eˆtre constitue´. L’estimateur ML local obtenu nous
fournit un mode`le a posteriori pour l’e´chantillon conside´re´. Toutefois, a` l’instar de l’al-
gorithme EM pour le me´lange de gaussiennes, le nombre de composantes a` estimer K
et le nombre de facteurs de chaque composante q doivent eˆtre connus a` l’avance.
Dans un contexte d’apprentissage non-supervise´ cela est rarement le cas, aussi ce
proble`me est traditionnellement re´gle´ en utilisant des crite`res de se´lection de mode`les
e´voque´s dans la section 3.4.5. Des mode`les avec plusieurs valeurs de K et q sont es-
time´s, et ces crite`res aident a` choisir quelles complexite´s devraient eˆtre retenues. Cette
approche souﬀre cependant des meˆmes limitations que celles pre´cise´es dans la section
3.4.4.
Bishop a de´crit un algorithme EM variationnel pour l’estimation d’une seule com-
posante PPCA [Bishop, 1999], et Beal et Ghahramani ont traite´ de la meˆme manie`re
le me´lange d’analyseurs factoriels (FA) [Beal, 2003, Ghahramani and Beal, 2000].
FA et PPCA diﬀe`rent seulement par le mode`le de bruit utilise´ ; d’apre`s l’expression
(3.72), il est de´fini isotropique pour PPCA, alors qu’il est choisi diagonal pour FA.
Par conse´quent, l’invariance rotationnelle mentionne´e dans la section 3.5.4 n’est plus
valable pour FA, remplace´e par une invariance vis-a`-vis de la mise a` l’e´chelle de chaque
dimension de l’e´chantillon [Tipping and Bishop, 1999a].
3.5. APPRENTISSAGE VARIATIONNEL 75
L’apprentissage variationnel de me´langes de distributions est ge´ne´ralise´ a` toute la
famille exponentielle dans [Watanabe et al., 2009]. Toutefois, les auteurs se diﬀe´rencient
de notre formalisme du MPPCA en ce qu’ils re´alisent l’apprentissage d’un sous-espace
commun a` toutes les composantes du mode`le. Les travaux de Beal [Beal, 2003] ont
e´te´ adapte´s par nos soins au cas du MPPCA, augmente´s de quelques conside´rations
algorithmiques [Bruneau et al., 2010b,c]. Nous re´sumons ces travaux dans la suite de la
section.
Algorithme variationnel pour l’estimation du MPPCA
Les proprie´te´s de l’approche variationnelle permettent d’envisager le re`glement des
proble`mes inhe´rents a` l’approche ML pre´sente´e pre´ce´demment.
Il faut pour cela, dans un premier temps, choisir un a priori adapte´, pour des compo-
santes bien se´pare´es dans un mode`le a` complexite´ ade´quate. L’application du the´ore`me
3.5.1 permet alors de de´cliner un algorithme EM variationnel, garantissant un maxi-
mum local d’une fonction objectif qui respecte les proprie´te´s spe´cifie´es dans [Xiang and
Gong, 2006].
Nous de´finissons les distributions a priori comme suit :
p(ω|α0) =
K￿
k
p(ωk|α0) =
K￿
k
Dir(ωk|α0k) (3.78)
p(Λ|ν) =
K￿
k
p(Λk|νk) (3.79)
=
K￿
k
q￿
j
p(Λ.jk |νkj) =
K￿
k
q￿
j
N (Λ.jk |0, ν−1kj Id) (3.80)
p(ν|a0, b0) =
K￿
k
p(νk|a0, b0) =
K￿
k
q￿
j
Ga(νkj|a0, b0) (3.81)
p(µ|µ0, ν0) =
K￿
k
p(µk|µ0k, ν0) =
K￿
k
N (µk|µ0k, ν−10 Id) (3.82)
Avec νkj les parame`tres de pre´cision des facteurs, et Ga(.|a, b) la distribution Gamma
parame´tre´e par a et b, respectivement l’e´chelle et la forme inverse de la distribution.
En comple´tant le mode`le du MPPCA par cet a priori, on peut ve´rifier, sur la figure
3.19, que nous de´finissons alors un DAG. Ceci confirme que l’imple´mentation de l’algo-
rithme EM variationnel existe pour ce mode`le.
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q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour comme suit :
βk = β0k +Nk (62)
mk =
1
βk
(β0km0k +Nkx¯k) (63)
W−1k = W
−1
0 +NkSk +
β0kNk
β0k +Nk
(x¯k −m0k)(x¯k −m0k)T (64)
νk = ν0k +Nk (65)
Les moments requis par l’expression (52) peuvent alors eˆtre extraits :
E[(xn − µk)TΛk(xn − µk)] = d
βk
+ νk(xn −mk)TWk(xn −mk) (66)
E[ln detΛk] =
d￿
i=1
ψ
￿
νk + 1− i
2
￿
+ d ln 2 + ln detWk (67)
Algorithme
ω (68)
µ (69)
N (70)
Σ (71)
zn (72)
xn (73)
0.5 Aggre´gation de mode`les
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q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour comme suit :
βk = β0k +Nk (62)
mk =
1
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En pratique, ces a priori vont eˆtre instancie´s de manie`re a` favoriser certaines proprie´te´s :
– on choisit α0 = 10−3 de manie`re a` favoriser le mojns de composantes possibles supportant des donne´es,
– a0 et b0 sont fixe´s a` 10−3 pour assurer qu’aucun facteur n’ait un roˆle a priori plus important que n’importe
quel autre,
– Les µ0k sont choisis ale´atoirement et uniforme´ment dans le domaine de l’e´chantillon. ν0 est fixe´ a` 10−3.
Ceci permet une bonne exploration de l’espace des donne´es, tout en ne biaisant pas significativement chaque
composante.
Nous n’avons pas de´fini de distribution a priori pour τ (e.g. voir eqn. (??)). Cette valeur refle`te les plus petites
valeurs propres de la covaria ce de l’e´chantillon [?]. Cette information est en ge´ne´ral stable, nous avons donc choisi
de ne pas l’optimiser, la gardant en simple parame`tre. Par ailleurs, l’optimiser impliquerait une charge de calcul
significative, et les re´sultats expe´rimentaux sont en ge´ne´ral plus stables et pre´cis quand τ est fixe´ ) une valeur
arbitraire en accord avec les autres hyper-parame`tres a priori, 1 dans notre cas.
Nous utilisons nos distributions a priori pour de´finir une formulation Baye´sienne du proble`me :
p(y) =
￿
p(θ)p(y|θ)dθ (80)
with p(θ) = p(ω|α0)p(Λ|ν)p(ν|a0, b0)p(µ|µ0, ν0)
Dans cet article notre but est de trouver la vraie et unique distribution a posteriori p(θ|y) associe´e a` cette
inte´grale. Cette solution incorpore l’ide´e d’un compromis entre l’information a priori et la vraisemblance des donne´es.
En pratique, re´aliser l’inte´grale et ainsi de´terminer exactement cet a posteriori est impossible (ref vers a posteriori
pour mode`les de me´lange), aussi nous avons recours a` une me´thode approche´e.
Nous prenons le log de l’expression (??), et de´veloppons :
L = ln p(y)
= ln
￿￿
p(ω|α0)dω
￿
p(ν|a0, b0)dν
.
￿
p(Λ|ν)dΛ
￿
p(µ|µ0, ν0)dµ
.
N￿
n
￿
K￿
k
p(znk = 1|ω)
￿
p(xn)p(yn|znk = 1, xn,Λk, µk)dxn
￿￿
(81)
p(y|θ) a e´te´ re´e´crite de manie`re a` faire apparaitre explicitement la de´pendance a` x. p(xnk) est donne´e par (??),
et nous avons utilise´ (1) tout en notant bien que p(znk = 1|ω) = ωk.
Nous conside´rons maintenant un ensemble de distributions arbitraires (souvent connues comme les distributions
variationnelles) q(ω, µ,Λ, ν) et
￿N
n q(xn, zn). Nous utilisons ensuite l’ine´galite´ de Jensen applique´e aux mesures
probabilistes pour exprimer une borne inf a` l’expression (??). q(ω, µ,Λ, ν) est suppose´e factorise´e de la manie`re
suivante :
q(θ) = q(ω, µ,Λ, ν) = q(ω)
K￿
k
q(µk)q(Λk|νk)q(νk)
= q(ω|α)
K￿
k
q(µk)
￿
q(Λk|νk)
q￿
j
q(νkj |akj , bkj)
￿
(82)
avec α = {αk} et {akj , bkj} les parame`tres variationnels. Sous l’hypothe`se d’une telle factorisation, nous pouvons
e´crire la borne inf comme suit :
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Fig. 3.19 – Repre´sentation du me´lange d’ACP par un DAG
En pratique, ces a priori vont eˆtre inst cie´s de manie`re a` favoriser certaines pro-
prie´te´s :
– on choisit α0k = 10−3 ∀k de manie`re a` favoriser le moins de composantes possibles
supportant des donne´es,
– a0 et b0 sont fixe´s a` 10−3 pour assurer qu’aucun facteur n’ait un roˆle pre´ponde´ran
a priori,
– Les µ0k sont choisis ale´atoirement et uniforme´ment dans le domaine de l’e´chantillon.
ν0 est fixe´ a` 10−3. Ceci permet une bonne exploration d l’espace des donne´es,
tout en ne biaisant pas significativement chaque composante.
Nous n’avons pas de´fini d distribution a priori pour τ (e.g. voir eqn. (3.73)). Cette
valeur refle`te les plus petites valeurs propres de la covariance de l’e´chantillon [Tipping
and Bishop, 1999a]. Cette information est en ge´ne´ral stable, nous avons donc choisi de
ne pas l’optimiser, la gardant en simple parame`tre. Par ailleurs, l’optimiser implique-
rait une charge de calcul significative, et les re´sultats expe´rimentaux sont en ge´ne´ral
plus stables et pre´cis quand τ est fixe´ a` une valeur arbitraire en accord avec les autres
hyper-parame`tres a priori, 1 dans notre cas.
Comme pre´ce´demment, on re´sume collectivement les parame`tres du mode`le a` esti-
mer avec θ = {µ,Λ,ω, ν}.
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Nous avons donc de´fini la vraisemblance comple`te, qui, en combinant les expressions
(3.75), (3.71), (3.70), (3.78), (3.80), (3.81) et (3.82), peut eˆtre re´sume´e comme suit :
p(Y,X,Z, θ|α0, a0, b0, µ0, ν0) = p(Z|ω)p(Y|Z,X,Λ, µ)p(X|Z). (3.83)
p(ω|α0)p(Λ|ν)p(ν|a0, b0)p(µ|ν0)
Suivant cette factorisation impose´e par le mode`le, nous de´finissons la distribution
variationnelle associe´e :
q(X,Z, θ) = q(X,Z)q(θ) (3.84)
q(X,Z) =
￿
n
q(xn|zn)q(zn)
q(θ) = q(ω)
K￿
k
q(µk)q(Λk|νk)q(νk)
On peut alors utiliser la distribution variationnelle (3.84) et la formule de vrai-
semblance comple`te (3.83) pour de´cliner un algorithme EM variationnel. Celui-ci nous
permettra d’infe´rer la distribution q∗(X,Z, θ) optimale. La borne infe´rieure optimise´e
par notre algorithme peut eˆtre trouve´e en appliquant la formule (3.42). Dans le cas
pre´sent, celle-ci est exprime´e de la manie`re suivante :
F = E￿ln p(Y,X,Z, θ|α0, a0, b0, µ0, ν0)￿− E￿ln q(X,Z, θ)￿
= E
￿
ln p(ω|α0)
￿
+H
￿
q(ω)
￿
+
K￿
k=1
￿
E
￿
ln p(νk|a0, b0)
￿
+H
￿
q(νk)
￿
+ E
￿
ln p(Λk|νk)
￿
+H
￿
q(Λk)
￿
+ E
￿
ln p(µk)
￿
+H
￿
q(µk)
￿
+
N￿
n=1
rnk
￿
− ln rnk + E[lnωk]
+ E
￿
ln p(xn|znk = 1)
￿
+H
￿
q(xn|znk = 1)
￿
+ E
￿
ln p(yn|znk = 1,xn,Λk, µk)
￿￿￿
(3.85)
ou`, conforme´ment a` la de´finition (3.42), les espe´rances sont prises selon les termes
variationnels concerne´s, et H[q] de´note l’entropie de la distribution q. De meˆme, nous
avons re´utilise´ la notation E[znk] = rnk, introduite dans le cadre de l’algorithme VBGMM.
L’expression (3.85) peut eˆtre retrouve´e en utilisant les distributions variationnelles
pour appliquer l’ine´galite´ de Jensen sur la vraisemblance marginale L. Les proprie´te´s
des distributions de probabilite´ facilitent les inte´grations, et permettent de retrouver
notre expression compacte.
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Comme nous avons de´montre´ dans la section 3.5.1, maximiser F revient a` mini-
miser KL[q(θ)||p(θ|Y)]. Il suﬃt d’appliquer la formule (3.41) pour chaque parame`tre,
de´finissant alors un ensemble de formules de mises a` jour :
– Etape E
Σxk =
￿
Iq + τE[ΛTkΛk]
￿−1
Eq(xn|znk=1)[xn] = E[xnk] = τΣxkE[ΛTk ](yn − E[µk])
Eq(xn|znk=1)[xnxTn ] = E[xnkxTnk] = Σxk + E[xnk]E[xnk]T
rnk ∝ exp
￿
ψ(αk)− ψ
￿￿
j
αj
￿
− 1
2
Tr(E[xnkxTnk])−
τ
2
￿
￿yn￿2 + E[￿µk￿2]
− 2(yn − E[µk])TE[Λk]E[xnk]− 2yTnE[µk] + Tr(E[ΛTkΛk]E[xnkxTnk])
￿￿
(3.86)
– Statistiques synthe´tiques
Nk =
￿
n
rnk y
2
k =
￿
n
rnk||yn||2
yk =
￿
n
rnkyn sk =
￿
n
rnkE[xnk]
syk =
￿
n
rnkynE[xnk]T Sk =
￿
n
rnkE[xnkxTnk] (3.87)
– Etape M
αk = α0k +Nk akj = a0 +
d
2
bkj = b0 +
1
2
d￿
i
E[Λijk
2
] ΣΛk = (diag(E[νk]) + τSk)
−1
E[Λi.k ] = ΣΛkτ
￿
syi.k − E[µik]sk
￿
E[ΛTkΛk] =
d￿
i
E[Λi.kΛi.k
T
]
E[Λijk
2
] = E[Λi.kΛi.k
T
]jj Σµk =
￿
ν0 + τNk
￿−1
Id
E[µk] = Σµk
￿
ν0µ0k + τ(yk − E[Λk]sk)
￿
(3.88)
Ces expressions de mise a` jour permettent de de´finir l’algorithme EM variationnel
pour l’estimation d’une approximation au ve´ritable a posteriori. Nous rappelons que,
par analogie avec l’algorithme EM classique, les e´tapes E et M de´signent respectivement
3.5. APPRENTISSAGE VARIATIONNEL 79
les mises a` jour des a posteriori variationnels sur les variables latentes et les parame`tres.
Par la suite, nous nommerons cette instance d’algorithme, de´die´e au mode`le MPPCA,
VBMPPCA.
La distribution variationnelle produite par cet algorithme sera une approximation
de la distribution a posteriori re´elle, mais inconnue, pour cet e´chantillon. D’apre`s les
proprie´te´s ge´ne´rales des algorithmes variationnels, chaque ite´ration sur les expressions
de mise a` jour augmentera F , la convergence est donc facilement e´value´e en surveillant
cette valeur, et en arreˆtant les ope´rations lorsque la variation de celle-ci entre deux
ite´rations passe sous un certain seuil.
Nous rappelons que, quand l’algorithme EM classique optimise selon une valeur,
les algorithmes variationnels optimisent dans l’espace des fonctions. Par ailleurs, l’uti-
lisation de distributions de la famille exponentielle implique que les a posteriori va-
riationnels ont la meˆme forme fonctionnelle que leurs a priori respectifs. Ce sont des
proprie´te´s ge´ne´rales des algorithmes variationnels applique´s aux distributions de cette
famille ([Attias, 2000], et aussi voir section 3.5.2).
Parame´trage
Nous avons de´ja` e´voque´ la question du parame´trage a priori dans la pre´ce´dente
section ; les choix e´voque´s peuvent eˆtre utilise´s pour l’initialisation des parame`tres va-
riationnels. En eﬀet, pour une distribution variationnelle a` q facteurs, q − 1 d’entre
ceux-ci doivent d’abord eˆtre initialise´s avant de pouvoir de´marrer l’algorithme.
L’algorithme 3 refle`te nos observations. Remarquons que le mode`le MPPCA utilise
le meˆme a priori que l’algorithme 2 sur les poids : aussi, conforme´ment aux remarques
faites pre´ce´demment, nous ajoutons une e´tape de filtrage des composantes ne jouant
plus aucun roˆle, i.e. pour lesquelles αk ￿ α0k. Les facteurs sont initialise´s avec des ma-
trices orthogonales ale´atoires, afin de refle´ter le fait que les espaces principaux doivent
eˆtre orthogonaux.
L’a priori introduit par les expressions (3.80) et (3.81) imple´mente l’ide´e d’Automatic
Relevance Determination (ou ARD dans la litte´rature [MacKay, 1995], soit de´termination
automatique de la pertinence) ; un parame`tre de pre´cision est associe´ a` chaque colonne
de la matrice de facteurs, et quand une colonne est amene´e a` ne jouer aucun roˆle (i.e.
les donne´es que la composante supporte sont de´ja` bien mode´lise´es par un ensemble de
facteurs comple´mentaires), le mode de la distribution variationnelle associe´e prendra
une grande valeur.
Les facteurs jouant un roˆle eﬀectif seront en revanche associe´s a` un νkj faible. Ainsi,
notre mode´lisation favorise les sous-espaces principaux de moindre complexite´, et nous
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Entre´es : Un e´chantillon, une borne supe´rieure K au nombre de composantes
eﬀectif
Sorties : L’ensemble {θ￿} des composantes eﬀectives
De´finir {θ} un ensemble de K composantes a priori ;1
tant que non convergence faire2
Mettre a` jour les variables latentes X et Z (Etape E) ;3
Mettre a` jour les statistiques synthe´tiques des variables latentes ;4
Mettre a` jour {θ} (Etape M) ;5
fin6
{θ￿} ← ensemble vide ;7
pour tous les chaque composante θk dans {θ} faire8
si αk > α0k alors9
ajouter θk a` {θ￿} ;10
fin11
fin12
Algorithme 3 : Algorithme VBMPPCA estimant le nombre de composantes
ade´quat
fournit de plus un moyen de se´lectionner automatiquement la dimensionalite´ sous-
jacente a` chaque composante.
Ne´anmoins, de manie`re analogue au dilemme du choix initial de K, une valeur ini-
tiale doit eˆtre choisie pour q ; la seule contrainte est q < d, aussi le choix na¨ıf serait de
fixer q = d− 1. Remarquons cependant que la complexite´ des e´quations de mise a` jour
suit q2 ; aussi pour d tre`s e´leve´ ce choix initial est peu recommandable.
Apre`s exe´cution de l’algorithme, chaque matrice de facteurs peut eˆtre re´-arrange´e
en la post-multipliant par une matrice de rotation (voir notre pre´sentation du mode`le
PPCA). Ainsi, pour une composante donne´e, au-dela` d’un index de colonne q￿, le pa-
rame`tre ARD associe´ de´passera un seuil, ainsi que tous ceux d’index supe´rieur. Ceci
nous permet de de´finir l’a posteriori de Λ comme la matrice d × q￿ dont les colonnes
sont associe´es a` une valeur de pre´cision faible.
Ce seuil e´tant de´pendant de l’e´chelle et la distribution des donne´es, il peut donc eˆtre
souhaitable d’employer une technique plus sophistique´e. Nous exploitons la possibilite´
de re´cupe´rer les colonnes des matrices de facteurs dans l’ordre de ses valeurs propres
respectives. En eﬀet, nous pouvons alors choisir le nombre de facteurs q￿ a` retenir en
se´lectionnant les q￿ premie`res colonnes de la matrice de facteurs. Ceux-ci sont utilise´s
pour la reconstruction de la matrice de covariance e´quivalente graˆce a` la formule (3.74).
Nous proposons un algorithme simple, consistant a` utiliser de 1 a` q facteurs pour la
reconstruction, en estimant q￿ comme le seuil a` partir duquel la covariance e´quivalente
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ne change plus a` l’ajout de facteurs supple´mentaires.
A chaque facteur ajoute´, nous mesurons la variation de divergence KL ou Jensen-
Shannon (JS). La dimensionalite´ locale ade´quate peut alors eˆtre trouve´e lorsque cette
variation passe sous un seuil. Comme les mesures de divergence sont inde´pendantes de
l’e´chelle des donne´es, ce seuil peut eˆtre utilise´ dans n’importe quelle situation.
Proble`mes de biais et de convergence
Dans l’algorithme EM variationnel, chaque mise a` jour de parame`tres variationnels
repose sur des moments e´value´s selon les autres facteurs de la distribution variation-
nelle. Dans le cas du me´lange de gaussiennes (voir [Attias, 2000] et [Bishop, 2006, chap.
10]), chaque expression de mise a` jour de l’e´tape M repose exclusivement sur les statis-
tiques synthe´tiques extraites des variables latentes et de l’e´chantillon. Les conse´quences
de cette proprie´te´ sont :
– N’importe quel ordre peut eˆtre choisi pour les mises a` jour au sein de l’e´tape M ;
il faut seulement que chacune soit eﬀectue´e une fois,
– En d’autres termes, les moments utilise´s n’e´voluent pas au cours d’une ite´ration.
L’inspection des expressions de mise a` jour de VBMPPCA (expressions (3.86), (3.87)
et (3.88)) nous ame`ne aux conclusions suivantes :
– Au sein d’une e´tape E, nous remarquons que les variables latentesX ne de´pendent
pas de Z, alors que l’inverse est vrai. Donc la mise a` jour de X puis Z nous permet
de conserver des estimateurs consistants. Ceux-ci sont utilise´s pour calculer les
statistiques synthe´tiques qui re´sument l’influence relative des variables latentes et
de l’e´chantillon pour l’e´tape M a` venir.
– L’e´tape M, en revanche, pose proble`me. Nous pouvons en eﬀet y observer des
couples de parame`tres inter-de´pendants (voir fig. 3.20). Cela signifie qu’aucune
se´quence naturelle ne peut eˆtre envisage´e ; par exemple, si dans un premier temps
µ est mis a` jour, puis Λ, l’e´tape E qui suivra utilisera un estimateur pour µ a
priori pas consistant, car le moment de sa distribution a e´te´ implicitement change´
par la mise a` jour de la distribution de Λ.
D’un point de vue statistique, des biais sont induits. Etant donne´ l’absence de
se´quence naturelle e´voque´e ci-dessus, aucune proce´dure syste´matique pour supprimer
ce biais ne peut eˆtre envisage´e. Les proprie´te´s de l’algorithme variationnel sont toujours
valables (i.e. F est strictement monotone croissante et borne´e), mais dans certains cas,
l’a posteriori local qui sera calcule´ peut eˆtre assez mauvais.
Ce proble`me a de´ja` e´te´ brie`vement pre´sente´ par Beal [Beal, 2003], sugge´rant que
des mises a` jour re´pe´te´es de Z, µ, X et Λ, avant de mettre a` jour ω et ν, au sein d’une
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F =
Z
q(ω) ln
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X
j
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(34)
Functional calculus may be used to perform derivatives, leading
to coupled update equations. Each update, when performed, is
guaranteed to increase F . This is a general property of varia-
tional EM algorithms. More specifically, standard EM algorithms
optimize a lower bound w.r.t. a point estimate, whereas variational
algorithms optimize w.r.t. a distribution function. Therefore, cy-
cling through these update equations until convergence results in
a local optimum in the space of the possible posterior distribution
functions. The set of update equations is given in appendix (ref).
C. Initialization, convergence, and stability issues
In the implementation of the variational framework for the mix-
ture of Gaussians, the ordering is straightforward to determine,
and the bound is always rigorously optimized. This property holds
because all the model parameter updates in the M step are fully
independent, i.e. each update does not require moments of other
parameters, and solely builds upon statistics computed over the
latent membership variable, Z. This algorithm is not the object
of the present paper, and the interested reader may consult (ref)
for details.
The variational PPCA mixture setting defines strongly coupled
update equations. We demonstrate here, with an example, that
the independency argued for the Gaussian mixture setting, is no
longer guaranteed.
(beal remarked, little graph presenting the posterior depen-
dences, possible causes may be drastic assumptions for the
posterior model structure)
Z Λ ω X µ ν (35)
IV. EXPERIMENTAL RESULTS
We report experimental results on two synthetic data sets (one
clustering-oriented, one with a non-linear manifold):
• a mixture of 3 multivariate Gaussians with random covari-
ance matrices. The sample is produced from 2D Gaussians,
and 6 additional dimensions are generated by various linear
combinations of the 2D signal with additive noise.
• a hemisphere. For sampling each point, random angles and
additive noise are chosen (fig. 1)
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Fig. 1. 1) Hemisphere data seen from above and 2) seen from one side. 3)
Concatenation of several MPPCAs, forming the input for our algorithm. 4)
Result after aggregation, represented along with some data points. Gaussian
components are represented by ellipses, with their background color indicating
the respective weights.
For each data set, 3000 points are sampled and :
• subsamples of 300 points are randomly selected. A MPPCA
model is fitted to each subsample (fig. 1);
• the first experiment is repeated 100 times. We monitor the
number of clusters, and more importantly, the dimensionality
of the subspace discovered for each cluster. Indeed, our
ground truth tells us we should find 2D manifolds;
• we assess our aggregation technique by choosing randomly
20 models and using them as an input (fig. 1). This ex-
periment is repeated 50 times. The quality of the obtained
models will be assessed by monitoring the cluster subspaces
dimensionality, and the Jensen-Shannon divergence between
the model aggregation and the model obtained using the
whole data set.
Correctly, 2D subspaces are always detected for all our clusters
when fitting MPPCA to the subsamples. After the aggregations,
this property is preserved. 3 clusters are always detected for the
2D Gaussians subsamples, and after aggregations these 3 clusters
are found again. 15.2 clusters are found on average when fitting
MPPCA to hemisphere subsamples. Aggregations of these models
produce 22.1 clusters on average, thus validating the parsimony
property.
We use JS(model1￿model2) to denote the Jensen-Shannon
divergence between two models. This divergence measure is
a symmetrized and normalized variant of the KL divergence.
JS(model1￿model2) ∈ [0, 1], and values below 0.2 gener-
ally indicate very similar distributions. For the 2D Gaus-
sians and the hemisphere data sets, we respectively have
JS(aggregation￿full data) = 0.15 and 0.20 on average, indicating
strong similarity.
V. CONCLUSION
In this paper we proposed a new technique that performs
the aggregation of mixtures of PPCA. A fully probabilistic and
Bayesian framework, along with the possibility to deal with
high dimensional data motivated our approach. Theoretical jus-
tifications were developed, and some illustrative results were
F =
Z
q(ω) ln
p(ω|α0)
q(ω)
dω
+
KX
k
Z
q(νk)
»
ln
p(νk|a0, b0)
q(νk)
+
Z
q(Λk) ln
p(Λk|νk)
q(Λk
dΛk
–
dνk
+
LX
l
KX
k
q(zlk = 1)
»Z
q(ω) ln
p(zlk = 1|ωNωl)
q(ω)
dω
+
Z
q(x1l|zlk = 1) ln p(x1l)q(x1l|zlk = 1)dx1l
+
X
j
Z
q(x2lj |zlk = 1) ln
p(x2lj)
q(x2lj |zlk = 1)dx2lj
+
Z
q(Λk)q(µk)dΛkdµk
.
„Z
q(x1l|zlk = 1) ln p(µl|Λkx1l + µk)dx1l (33)
+
X
j
Z
q(x2lj |zlk = 1) ln p(Λ.jl |Λkx2lj)dx2lj
«–
(34)
Functional calculus may be used to perform derivatives, leading
to coupled update equations. Each update, when performed, is
guaranteed to increase F . This is a general property of varia-
tional EM algorithms. More specifically, standard EM algorithms
optimize a lower bound w.r.t. a point estimate, whereas variational
algorithms optimize w.r.t. a distribution function. Therefore, cy-
cling through these update equations until convergence results in
a local optimum in the space of the possible posterior distribution
functions. Th set of update equations is given in appendix (ref).
C. Initialization, convergence, and stability issues
In the implementation of the variational framework for the mix-
ture of Gaussians, the ordering is straightforward to determine,
and the bound is always rigorously optimized. This property holds
because all the model parameter updates in the M step are fully
independent, i.e. each update does not require moments of other
p rameters, and solely builds upon stati tics computed over the
latent membership variable, Z. This algorithm is not the objec
of the present paper, and the interested reader may consult (ref)
for details.
The variat onal PPCA mixture setting defines strongly coupled
update equations. We demonstrate here, with an example, that
the independency argued for the Gaussian mixture setti g, is no
longer guaranteed.
(beal remarked, little graph presenting the posterior depen-
dences, possible causes may be drastic assumptions f r the
posterior model structure)
Z Λ ω X µ ν (35)
IV. EXPERIMENTAL RESULTS
We report experimental results on two synthetic data sets (one
clustering-oriented, one ith n n-linear manifold):
• a mixture of 3 multivariate Gaussians with random covari-
ance matrices. The sample is produced from 2D Gaussians,
and 6 additional dime sions ar generated by various linear
combinations of the 2D signal with additive oise.
• a hemisphere. For sampling each point, random angles and
additive noise are chosen (fig. 1)
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Fig. 1. 1) Hemisphere data seen from above and 2) seen from one side. 3)
Concatenation of several MPPCAs, forming the input for our algorithm. 4)
Result after aggregation, represented along with some data points. Gaussian
components are represented by ellipses, with their background color indicating
the respective weights.
For each data set, 3000 points are sampled and :
• subsam les of 300 points are randomly selected. A MPPCA
model is fitted to each subsample (fig. 1);
• the first experiment is repeated 100 times. We monitor the
number of clusters, and more importantly, the dimensionality
of the subspace discovered for each cluster. Indeed, our
ground truth tells us we should find 2D manifolds;
• we assess our aggregation technique by choosing randomly
20 models and using them as an input (fig. 1). This ex-
periment is repeated 50 times. The quality of the obtained
models will be a sessed by monitoring the cluster subspaces
dimensionality, and the Jensen-Shannon divergence between
the model aggregation and the model obtained using the
wh le data set.
Correctly, 2D subspaces are always detected for all our clusters
when fitting MPPCA to the subsamples. After the aggregations,
this property is preserved. 3 clusters are always detected for the
2D Gaus ians subsamples, a d after aggregations these 3 clusters
are found gain. 15.2 clusters are found on average when fitting
MPPCA to hemisphere subsamples. Aggregations of these models
produce 22.1 clusters on average, thus validating the parsimony
property.
We use JS(model1￿model2) to denote the Jensen-Shannon
divergence between two models. This divergence measure is
a symmetrized and normalized variant of the KL divergence.
JS(model1￿model2) ∈ [0, 1], and values below 0.2 gener-
ally indicate very similar distributions. For the 2D Gaus-
sians and the hemisphere data sets, we respectively have
JS(aggregation￿full data) = 0.15 and 0.20 on average, indicating
strong similarity.
V. CONCLUSION
In this paper we proposed a new technique that performs
th aggregation of mixtures of PPCA. A fully probabilistic and
Bayesian framework, along with the possibility to deal with
high dimensional data motivated our approach. Theoretical jus-
tifications were developed, and some illustrative results were
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Functional calculus may be used to perform derivatives, leading
to coupled update equations. Each update, when performed, is
guaranteed to increase F . This is a general property of varia-
tional EM algorithms. More specifically, standard EM algorithms
optimize a lower bound w.r.t. a point estimate, whereas variational
algorithms optimize w.r.t. a distribution function. T r fore, cy-
cling through these update equations until c nvergence results in
a local optimum in the space of the possible posterior distribution
functions. The set of update equ tions is given in append x (ref).
C. Initialization, convergence, and stability issues
In the implementation of the variational fram work for the mix-
ture of Gaussians, the ordering is straightforward to determine,
and the bound is always rigorously optimized. This property holds
because all the model parameter updates in the M step are fully
independent, i.e. each update does not require moments of other
parameters, and solely builds upon statistics computed over the
latent membership variable, Z. This algorithm is not the object
of the present paper, and the interested reader may consult (ref)
for details.
The variational PPCA mixture setting defines strongly coupled
update equations. We demonstrate here, with an example, that
the independency argued for the Gaussia mixtur settin , is n
longer guaranteed.
(beal remarked, little graph pres nting the post rior depen-
dences, possible causes may be drastic assumptions for the
posterior model structure)
Z Λ ω X µ ν (35)
IV. EXPERIMENTAL RESULTS
We report experimental results on two synthetic data sets (one
clustering-oriented, one with a non-linear manifold):
• a mixture of 3 multivariate Gaussians with random covari-
ance matrices. The sample is produced from 2D Gaussians,
and 6 additional dimensi ns are generated by v rious linear
combinations of the 2D signal with additive oise.
• a hemisphere. For sampling each point, random angles and
additive noise are chosen (fig. 1)
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Fig. 1. 1) Hemisphere data seen from bove and 2) seen from e side. 3)
Concatenation of several MPPCAs, forming the i pu for our algorithm. 4)
Result after aggregation, represented along with ome data points. Gaussian
components are represented by ellipses, with their background color indicating
the respective weights.
For each data set, 3000 points are sampled nd :
• subsamples f 300 points are randomly s lected. A MPPCA
model is fitted to each subsample (fig. 1);
• the first experiment is repeated 100 times. We monitor the
number of clusters, nd more importantly, the imensionality
of the subspace discovered for each cluste . Indeed, our
ground truth tells us we should find 2D manifolds;
• we assess our aggregation technique by choosing randomly
20 models and using them as an input (fig. 1). This ex-
periment is epeated 50 times. The quality of the obtained
models will b se sed by monitoring the cluster ubspaces
dimensionality, an the Jen en-S annon divergence between
the model aggregation and the model obtained using the
whole data set.
Correctly, 2D subspaces are always detected for all our clusters
when fitting MPPCA to the subsamples. After the aggregations,
this property is p eserved. 3 clusters are lways detected for the
2D Gaussians subsamples, and after aggregations these 3 clusters
are found again. 15.2 clusters are found on average when fitting
MPPCA to hemisphere subsamples. Aggregations of these model
produce 22.1 clusters on average, thus validating the pa imony
property.
We use JS(model1￿model2) to denote the Jensen-Shannon
divergence between two models. This divergence measure is
a symmetrized and normalized variant of the KL divergence.
JS(model1￿model2) ∈ [0, 1], and values below 0.2 gener-
ally indicate very similar distributions. For the 2D Gaus-
sians and the hemisp ere data sets, w respectiv ly have
JS(aggregation￿full d ta) = 0.15 and 0.20 on average, indicat ng
strong similarity.
V. CONCLUSION
In this paper we proposed a new technique that performs
the aggregation of mixtures of PPCA. A fully probabilistic and
Bayesian framework, along with the possibility to deal with
high dimensional data motivated our approach. Theoretical jus-
tifications were developed, and some illustrative results were
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Functional calculus ay be used to p rform derivatives, leading
to coupled update equations. Each update, when performed, is
guaranteed to increase F . This is a gener l property of varia-
tional EM algorithms. More specifically, standard EM algorithms
optimize a lower bound w.r.t. a point estimate, whereas variational
algorithms optimize w.r.t. a distributi n function. Therefore, cy-
cling through these update equations until convergence results in
a local optimum in the spac of the pos ible posterior distribution
functions. The set of update equations is given in appendix (ref).
C. Initi lization, convergence, and stability issues
In the implementation of the variational framework for the mix-
ture of Gaussians, the ordering is straightforward to determine,
and the bound is always rigorously optimized. This property holds
because all the model parameter updates in the M step are fully
independent, i.e. each update does not require moments of other
parameters, and solely builds upon statistics computed over the
latent m mbership variabl , Z. This algo ithm is not the object
of the present pap r, and the interested reader may c nsult (ref)
for details.
The variational PPCA mixture setting defines strongly coupled
update equations. We demonstrate here, with an example, that
the independency argued for the Gaussian mixture setting, is no
longer guaranteed.
(beal remarked, little graph presenting the posterior depen-
dences, possibl auses ay be dra tic assumptions for the
posterior model structu e)
Z Λ ω X µ ν (35)
IV. EXPERIMENTAL RESULTS
We report experimental results on two synthetic data sets (one
clustering-oriented, one with a non-linear manifold):
• mixture of 3 multivariate Gaussians with random covari-
ce matrices. The sample is produced from 2D Gaus ians,
and 6 additional dimensions are generated by various linear
combinations of the 2D signal with additive nois .
• a hemisphere. For sampling each point, random angles and
additive noise are chosen (fig. 1)
da
ta
[, 
j]
da
ta
[, 
j]
da
ta
[, 
i]
da
ta
[, 
j]
!
!
!
!
!
!
! !
!!
!
!
!
!
!
!
!
!
! !
!
!!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!!
!
!
!
!
!
!
!
!
!
!
!
!
!
!!
!
!
!
!
!
!
!
!
!
!
!
1)
3) 4)
2)
Fig. 1. 1) H misphere data see from above and 2) seen from one side. 3)
Concatenation of seve al MPPCAs, forming the input for our a gorithm. 4)
Result afte aggregation, represented along ith some data points. Gaussian
components are represented by llipses, with their background color indicating
the respective weights.
For each data set, 3000 points are sampled and :
• ubsampl s of 300 points are andomly selecte . A MPPCA
model is fitted to each subsample (fig. 1);
• the first ex riment is repeated 100 times. We monitor the
number of clusters, and more import tly, the dimensionality
of the subspace discovere for eac clu ter. Indeed, our
gro nd truth tells us we should find 2D manifolds;
• we assess our aggregation tec nique by cho sing randomly
20 mod ls and using them as an input (fig. 1). This ex-
periment is r peated 50 times. The quality of the obtained
mod ls will be assessed by monitoring the cluster subspaces
dimensionalit , and the Jensen-Shannon divergence between
the m del aggregation and the model obtained using the
whole data set.
Correctly, 2D subspaces are always detected for all our clusters
when fitting MPPCA to the subsamples. After the aggregations,
this property is preserved. 3 clusters are always detected for the
2D Gaussians subsamples, and after aggregations these 3 clusters
are found again. 15.2 clusters are found on average when fitting
MPPCA to he isphere subsamples. Aggregations of these models
produce 22.1 clusters on average, thus validating the parsimony
property.
We use JS(model1￿mod l2) to denote the Jensen-Shann n
divergence between two models. This divergence easure is
a symmetrized and normalized variant of the KL divergence.
JS(model1￿model2) ∈ [0, 1], and valu s below 0.2 gener-
ally indicate very similar distributions. For the 2D Gaus-
sians and the hemisphere data sets, we respectively have
JS(aggregation￿full data) = 0.15 and 0.20 on average, indicating
strong similarity.
V. CONCLUSION
In this paper we pr posed a new technique that performs
the aggregation of mixtures of PPCA. A fully probabilistic and
Bayesian framework, along with the possibility to deal with
high dimensional data motivated our approach. Theoretical jus-
tifications were developed, and some illustrative results were
Statistiqu s 
synthétiques
dépendance orientée
dépendanc  mutuelle
Fig. 3.20 – Inter-de´pendances des moments des parame`tres variationnels. Les variables
latentes sont re´sume´es collec iv ment par statistiques synthe´tiques.
meˆme ite´ration, peuvent augmenter plus eﬃcacement F . Cette adaptation peut aussi
eˆtre vue om e un moyen mpirique de stabiliser les esti teurs au cours de ch que
ite´ration.
S’il semble exp´rimentalement eﬃcac , le choix eﬀectue´ dans [Beal, 2003] casse la
logique EM habituelle (i.e. des mises a` jour de variables latentes et de parame`tres sont
entrelace´es). Par ailleurs, dans notre analyse nous avons conclu qu’un biais e´tait en-
gendre´ uniquement par l’inter-de´pendance des mises a` jour de parame`tres de l’e´tape M,
les estimateurs des variables latentes n’e´tant pas en cause.
Dans l’algorithme 4, nous avons donc choisi de proce´der a` des mises a` jour re´pe´te´es
des seuls µ et Λ au sein de chaque e´tape M (entre 5 et 10 fois semble un bon compromis),
ces parame`tres e´tant les plus fortement inter-de´pendants. Relativement a` la proposition
de Beal, la notre pre´sente l’avantage de conserver le sche´ma EM habituel.
Remarquons e´galement qu’en utilisant des statistiques synthe´tiques, seule l’e´tape E
pre´sente une complexite´ de´pendant de la taille des donne´es : ceci signifie que le surplus
calculatoire implique´ par nos mises a` jour re´pe´titives (voir ligne 6), circonscrit dans
l’e´tape M, n’est pas de´pendant d’une taille d’e´chantillon. Ce dernier point est impor-
tant dans une optique de passage a` l’e´chelle.
Les de´pendances observe´es parmi les a posteriori des parame`tres viennent de la
simplicite´ relative du formalisme choisi, e.g. l’hypothe`se d’inde´pendance entre µ et
(Λ, ν). Dans la litte´rature, ce choix est motive´ par l’introduction des a priori ARD
pour la re´duction du sous-espace de chaque composante. Il serait possible, en the´orie,
d’envisager un mode`le avec un moindre degre´ de factorisation. Cependant, les calculs
implique´s seraient alors nettement plus complique´s qu’ils ne le sont de´ja` ; ce constat a
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Entre´es : Un e´chantillon, une borne supe´rieure K au nombre de composantes
eﬀectives
Sorties : L’ensemble {θ￿} des composantes eﬀectives
De´finir {θ} l’ensemble de K composantes a priori ;1
tant que non convergence faire2
Mettre a` jour X et Z (Etape E) ;3
Mettre a` jour statistiques synthe´tiques ;4
Mettre a` jour α ;5
Mettre a` jour µ et Λ 5-10 fois ;6
Mettre a` jour ν ;7
fin8
{θ￿} ← ensemble vide ;9
pour tous les chaque composante θk dans {θ} faire10
si αk > α0k alors11
ajouter θk a` {θ￿} ;12
fin13
fin14
Algorithme 4 : Adaptation empirique de VBMPPCA
conduit au choix de la solution la plus simple.
Proprie´te´s relatives de VBGMM et VBMPPCA
VBGMM est de´ja` capable de traiter un e´chantillon comprenant des donne´es for-
tement corre´le´es, aussi en utilisant q = d − 1 on obtient ge´ne´ralement des solutions
similaires pour VBGMM et VBMPPCA. La complexite´ algorithmique est e´galement
similaire pour les 2 algorithmes (c-a-d asymptotiquement line´aire selon la taille de
l’e´chantillon), mais chaque ite´ration de VBMPPCA est alourdie de la mise a` jour des
variables latentes X.
Aussi, en tenant compte des proble`mes d’initialisation et de convergence mis en
lumie`re ci-dessus, il peut parfois eˆtre avantageux d’estimer un me´lange de gaussiennes,
et d’en eﬀectuer la diagonalisation en post-traitement.
Toutefois, pour des donne´es a` tre`s haute dimensionalite´, pour lesquelles les rangs des
sous-espaces locaux a` chaque composante seront vraisemblablement bien infe´rieurs a` d,
nous pouvons initialiser q a` une borne supe´rieure de ces rangs attendus, ainsi q < d−1.
Le gain calculatoire dans chaque ite´ration est quadratique selon la diﬀe´rence entre q et
d − 1. Quand notre hypothe`se de rangs locaux faibles tient approximativement, nous
pouvons ainsi obtenir des mode`les valides avec VBMPPCA mettant en oeuvre moins
de ressources que VBGMM.
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3.5.5 Variantes, extensions et alternatives
Algorithme variationnel incre´mental
Smidl et Quinn [Smidl and Quinn, 2006] proposent une revue de l’adaptation de
l’apprentissage variationnel au contexte d’un flux de donne´es. Nous renvoyons le lec-
teur a` la section 2.5 pour la nuance entre un algorithme incre´mental (i.e. qui traite un
sous-ensemble de l’e´chantillon a` chaque ite´ration), et un algorithme en ligne, traitant
un flux de donne´es dans l’ordre de son arrive´e, avec une me´moire limite´e. Nous utili-
sons l’abus de langage consistant a` associer le caracte`re incre´mental au traitement des
donne´es les plus re´centes.
Supposons que le flux produit un e´le´ment de donne´es tous les ∆t. Dans cette section
nous indexons les e´le´ments de donne´es avec t, au lieu de n habituellement : l’e´le´ment
courant est alors xt, et les donne´es rec¸ues jusqu’a` l’horizon t sont collectivement de´note´es
par Xt = {x1, . . .xt}.
Dans [Smidl and Quinn, 2006], 2 mode´lisations distinctes sont envisage´es :
– Les parame`tres du mode`le θ sont invariants dans le temps. Dans ce cas, le proble`me
revient a` re´aliser une estimation re´cursive de θ tous les ∆t. La fonction de vrai-
semblance utilise´e dans le cadre de l’algorithme variationnel est alors :
p(xt|θ,Xt−1) (3.89)
A chaque e´tape, on dispose d’un estimateur variationnel p˜(θ|Xt−1) (initialise´ avec
un a priori a` t = 0), et l’objectif est d’approximer le mode`le a posteriori p˜(θ|Xt).
Le the´ore`me 3.5.1 peut alors eˆtre applique´ au cas incre´mental sans proble`me pour
toutes les classes de mode`les θ ou` l’estimation hors-ligne e´tait possible.
Pour les mode`les de me´langes, le proce´de´ repose sur des accumulateurs (ou sta-
tistiques synthe´tiques) ; dans le cas incre´mental, on n’acce`de aux donne´es qu’une
fois, les aﬀectations sont donc de´finitives. Cela signifie qu’au de´but de l’estima-
tion, quand le mode`le est encore tre`s instable, un biais important peut eˆtre induit.
Il faut alors s’assurer d’avoir un bon premier estimateur, soit avec un a priori ju-
dicieux, soit avec une phase d’initialisation hors-ligne.
D’autre part, il est a priori ne´cessaire d’ite´rer l’algorithme variationnel jusqu’a`
convergence tous les ∆t : cela peut eˆtre proble´matique dans un contexte d’applica-
tion en temps re´el. Il est cependant possible de n’eﬀectuer qu’une seule ite´ration de
l’algorithme variationnel a` chaque arrive´e d’un e´le´ment, la consistance des estima-
teurs alors obtenus ayant e´te´ de´montre´e [Sato, 2001]. Les mode`les auto-re´gressifs
(AR) ou me´langes d’AR sont les formes fonctionnelles couramment estime´es de
cette manie`re. Le me´lange de gaussiennes estime´ re´cursivement est un cas parti-
culier du me´lange d’AR.
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– Chaque temps est associe´ a` un jeu de parame`tres θt a` estimer. La fonction de
vraisemblance (3.89), conditionne´e par θt, est de nouveau utilise´e, mais augmente´e
d’une fonction de vraisemblance spe´cifique aux parame`tres, la fonction d’e´volution
des parame`tres. Celle-ci fait intervenir l’hypothe`se de Markov :
p(θt|θt−1) (3.90)
A chaque e´tape, on dispose de l’a posteriori de l’e´tape pre´ce´dente p˜(θt−1|Xt−1).
La mise a` jour est alors de´compose´e en 2 e´tapes : l’e´volution des parame`tres, et la
mise a` jour temporelle. Le filtre de Kalman est une instance de ce mode`le ge´ne´ral,
avec une gaussienne pour mode´liser chaque vraisemblance [Kalman, 1960]. Ce
dernier mode`le est un cas particulier de filtrage baye´sien variationnel [Smidl and
Quinn, 2006, chap. 7.2].
Dans ce dernier cas, l’utilisation de distributions variationnelles factorise´es per-
met d’estimer facilement les a posteriori p˜(θt|Xt) et p˜(θt−1|Xt), ouvrant ainsi la
possibilite´ de boucles de re´tro-action, pour re´aliser a` la fois du filtrage et du
lissage.
Processus gaussiens
Une me´thode alternative d’estimation baye´sienne du me´lange de gaussiennes est
propose´e dans [Rasmussen, 2000]. Celle-ci est inspire´e de la re´gression par les processus
gaussiens [Williams and Rasmussen, 1996]. Dans cette me´thode, un mode`le analogue a`
celui re´sume´ par le sche´ma 3.6 est utilise´.
Dans un premier temps, un nombre fini de composantes gaussiennes est conside´re´,
et les distributions a posteriori de chaque parame`tre et variable latente, conditionne´es
par toutes les autres inconnues, sont calcule´es, sans passer par l’approximation varia-
tionnelle.
Ensuite, en faisant tendre K vers +∞, les auteurs montrent qu’il suﬃt de connaitre
les quelques composantes aﬀecte´es par des e´le´ments de donne´es pour maintenir des es-
timateurs du mode`le. L’algorithme d’estimation est alors le suivant :
– le mode`le est initialise´ a` une seule composante,
– celui-ci e´volue suivant la me´thode d’e´chantillonnage de Gibbs, i.e. chaque pa-
rame`tre est mis a` jour a` tour de roˆle par e´chantillonnage selon sa distribution
conditionne´e par tous les autres.
Ces ite´rations de´finissent une chaine de Markov, dont on peut prouver que la distribution
stationnaire est le mode`le a posteriori recherche´ [Bishop, 2006, chap. 11].
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Alternative pour l’estimation du rang de l’ACP probabiliste
Dans notre version baye´sienne variationnelle de l’ACP probabiliste, et, par exten-
sion, des me´langes de ces mode`les, nous avons propose´ une me´thode pour de´terminer
automatiquement le rang des matrices de facteurs de chaque composante (voir section
3.5.4).
Pour une ACP a` une seule composante, la me´thode traditionnelle est de choisir selon
un seuil pre´de´fini sur les valeurs propres de la matrice de covariance empirique (i.e. le
rang j a` partir duquel λj+i < seuil).
Une technique alternative d’inspiration baye´sienne a e´te´ propose´e [Minka, 2000], elle
aussi se basant sur les seules valeurs propres de covariance. Une mode´lisation baye´sienne
du proble`me est de´finie en s’inspirant du formalisme pre´sente´ dans la section 3.5.4.
Apre`s avoir de´cline´ une expression de la vraisemblance marginale conditionne´e par la
complexite´ du mode`le p(Y|q), une approximation de celle-ci est calcule´e en utilisant la
me´thode de Laplace (a` l’instar du crite`re BIC). Il en re´sulte un crite`re peu couˆteux a`
calculer, et adapte´ au contexte de l’ACP.
Allocation Latente de Dirichlet
L’allocation latente de Dirichlet (ou LDA, pour Latent Dirichlet Allocation) est un
mode`le ge´ne´ratif de donne´es discre`tes, qui peut eˆtre assimile´ a` un me´lange de multino-
miales [Blei et al., 2003]. La terminologie des corpus de documents est utilise´e pour la
pre´sentation de ce mode`le : il peut donc eˆtre applique´ a` des collections de documents
textuels, mais n’est pas restreint a priori a` cette application. Dans [Blei et al., 2003],
une utilisation dans le contexte du filtrage collaboratif est notamment pre´sente´e.
Ce mode`le, de nature probabiliste, peut donc eˆtre re´sume´ par un DAG (figure 3.21).
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q∗(µk,Λk) = N (µk|(βkΛk)−1)W(Λk|Wk, νk) (61)
Avec, de nouveau, une distribution caracte´rise´e par des hyper-parame`tres mis a` jour comme suit :
βk = β0k +Nk (62)
mk =
1
βk
(β0km0k +Nkx¯k) (63)
W−1k = W
−1
0 +NkSk +
β0kNk
β0k +Nk
(x¯k −m0k)(x¯k −m0k)T (64)
νk = ν0k +Nk (65)
Les moments requis par l’ xpression (52) peuvent alors eˆtre extraits :
E[(xn − µk)TΛk(xn − µk)] = d
βk
+ νk(xn −mk)TWk(xn −mk) (66)
E[ln detΛk] =
d￿
i=1
ψ
￿
νk + 1− i
2
￿
+ d ln 2 + ln detWk (67)
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Fig. 3.21 – DAG pour le mode`le LDA
Ce mode`le adopte la repre´sentation bag-of-words (i.e. l’ordre des mots dans le docu-
ment n’est pas pris en compte). Chaque mot peut prendre sa valeur dans un vocabulaire
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V ; le mot vi est alors repre´sente´ par un vecteur 1-parmi-|V | (voir de´finition (3.16)).
Avec ce mode`le, on suppose que les N mots deM documents sont ge´ne´re´s par le mode`le
de la manie`re suivante :
– Chaque document w est associe´ a` une distribution multinomiale parmi k the`mes.
Cette distribution est obtenue par une loi de Dirichlet Dir(θ|α).
– Chaque mot w du document est conditionne´ par un the`me z obtenu selon θ, et par
le parame`tre β. Ce dernier parame`tre est une matrice spe´cifiant les probabilite´s
de chaque mot du vocabulaire selon le the`me associe´.
Ainsi ce mode`le permet une flexibilite´ importante, dans une approche probabiliste bien
pose´e. En particulier, un document peut facilement eˆtre associe´ a` plusieurs the`mes, ce
qui n’est pas vrai pour les approches apparente´es existantes.
Plusieurs variantes algorithmiques pour l’estimation d’un tel mode`le a` partir d’un
corpus de documents sont conside´re´es : les auteurs proposent d’abord un algorithme EM
classique, puis, en de´finissant des distributions a priori sur une partie des parame`tres,
un algorithme partiellement variationnel est propose´. Celui-ci combine l’utilisation du
the´ore`me 3.5.1 pour de´terminer les expressions de mise a` jour des distributions varia-
tionnelles, et l’optimisation convexe des hyper-parame`tres pour lesquels aucune distri-
bution variationnelle n’a e´te´ de´finie.
3.6 Conclusion
Nous avons de´crit en de´tail les fondements de l’approche ge´ne´ratrice a` l’apprentis-
sage automatique. Les mode`les de me´lange ont e´te´ introduits, ainsi que des me´thodes
pour leur estimation. Le principe variationnel baye´sien a e´te´ de´taille´, autorisant par la
meˆme occasion une synthe`se de la litte´rature de ce sujet. A` titre d’exemple, nous avons
de´crit l’imple´mentation de ce principe dans le cas du me´lange de gaussiennes. Celle-ci
est essentiellement tire´e de [Bishop, 2006, chap. 10]. Nous proposons quelques re´sultats
expe´rimentaux, soulignant les caracte´ristiques de l’approche variationnelle relativement
a` l’algorithme EM. Nous illustrons e´galement avec le cas du me´lange de MPPCA. Cet
exemple est inspire´ de [Beal, 2003], avec quelques adaptations the´oriques, et des de´tails
algorithmiques de notre fait. Nous avons souligne´ les proprie´te´s de parcimonie pre´sente´es
par les solutions produites par ces algorithmes.
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Chapitre 4
Agre´gation de mode`les de me´lange
4.1 Introduction
Dans ce chapitre, nous traitons de l’agre´gation de mode`les de me´lange tels que ceux
pre´sente´s dans le chapitre 3. Nous reprendrons donc beaucoup d’e´le´ments e´voque´s dans
le chapitre pre´ce´dent, dont l’apprentissage variationnel, les me´langes de gaussiennes et
les MPPCA. L’agre´gation rele`ve de l’apprentissage sur des donne´es distribue´es, dont
nous avons donne´ un point de vue ge´ne´ral dans la section 2.6.
Apre`s avoir donne´ un e´tat de l’art spe´cifique a` la taˆche d’agre´gation, nous pre´sentons
quelques unes de nos propositions, ayant fait l’objet de contributions personnelles : une
technique d’agre´gation adapte´e successivement au me´lange de gaussiennes [Bruneau
et al., 2008a,c, 2010a] et au MPPCA [Bruneau et al., 2010c,b].
Une approximation asymptotique est utilise´e pour adapter les algorithmes VBGMM
(voir section 3.5.2) et VBMPPCA (voir section 3.5.4), a` l’origine de´die´s au traitement
d’e´le´ments de donne´es dans Rd, a` des entre´es constitue´es de composantes gaussiennes.
Les principes de parcimonie de l’approche variationnelle sont exploite´s pour obte-
nir une solution de complexite´ ade´quate. Enfin, nous pre´sentons une adaptation semi-
supervise´e, permettant de prendre une source de donne´es (i.e. site) pour chaque com-
posante en entre´e [Bruneau et al., 2009a].
4.2 Agre´gation de mode`les ge´ne´ratifs
On pourrait tre`s simplement conside´rer la somme ponde´re´e d’un ensemble de me´langes
de gaussiennes comme une solution a` l’agre´gation et a` l’estimation distribue´e ; mais
ceci conduit ge´ne´ralement a` un mode`le de complexite´ inutilement e´leve´e. L’objectif est
plutoˆt de re´aliser l’estimation d’un me´lange parcimonieux a` partir des mode`les fournis
par les sources distribue´es.
Le mode`le «re´duit» devra toutefois restituer la densite´ du processus sous-jacent de
la meilleure manie`re possible. Cette proprie´te´ de parcimonie est spe´cialement impor-
tante si de telles agre´gations doivent se succe´der dans le temps, comme cela peut se
produire dans un syste`me d’apprentissage a` grande e´chelle.
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Dans [Merugu and Ghosh, 2003] le proble`me est pre´sente´ comme une minimisation
de divergence KL entre la somme ponde´re´e des mode`les rec¸us depuis les sites, et le
mode`le agre´ge´ a` produire. Des e´le´ments sont e´chantillonne´s depuis la somme ponde´re´e,
et servent a` estimer un nouveau mode`le avec une technique usuelle, comme l’algorithme
EM adjoint d’un crite`re de complexite´.
Une adaptation simple pour l’apprentissage semi-supervise´ est propose´e, en construi-
sant se´pare´ment, sur les sites re´partis, un mode`le avec des donne´es e´tiquete´es et un autre
avec les donne´es sans e´tiquette. Le processus de fusion est alors re´alise´ en ponde´rant
avec l’information a priori. Cette dernie`re approche peut eˆtre vue comme une adapta-
tion distribue´e de la proposition eﬀectue´e dans [Nigam et al., 2006].
Cependant, une me´thode reposant sur l’e´chantillonage peut eˆtre tre`s couteuse, en
particulier si les donne´es sont supporte´es par un espace a` dimension e´leve´e. Par la suite,
nous proposerons une me´thode n’utilisant que les parame`tres du mode`le redondant, sans
proce´de´ d’e´chantillonnage. Le couˆt de calcul et de transmission est ainsi limite´ a` son
minimum.
En pratique, notre me´thode revient a` la recherche d’une combinaison optimale parmi
les composantes gaussiennes fournies en entre´e. Nous posons le proble`me sous une forme
baye´sienne, et proposons un algorithme EM variationnel pour la re´solution, avec les pro-
prie´te´s de parcimonie e´voque´es dans la section 3.5.1.
Pour des proble`mes de taille re´duite, la recherche gourmande parmi toutes les com-
binaisons de composantes possible peut eˆtre re´alise´e via la me´thode Hongroise, re´alisant
ainsi un optimum global [Kuhn, 1955, Korte and Vygen, 2002].
Des optima locaux a` moindre couˆt sont propose´s dans [Goldberger and Roweis,
2004], ou` les auteurs utilisent un crite`re base´ sur la perte de divergence KL. Leur
technique peut eˆtre assimile´e a` un algorithme K-means applique´ sur un ensemble de
composantes. Alternativement, des proce´dures inspire´es de la classification ascendante
hie´rarchique agissant sur un ensemble de composantes ont e´te´ propose´es [Runnalls,
2006, Garcia et al., 2010, Nielsen and Boltz, 2010, Garcia and Nielsen, 2010].
Dans [Vasconcelos, 2001], les auteurs traitent un plus grand espace de recherche, en
conside´rant e´galement les combinaisons line´aires de composantes, plutoˆt que des aﬀecta-
tions binaires. Ces combinaisons sont alors utilise´es pour la construction de hie´rarchies
de me´langes de gaussiennes. Toutefois, ces derniers travaux ne traitent pas d’un crite`re
et d’une proce´dure pour la de´termination de la complexite´ souhaitable pour le mode`le
agre´ge´.
Pour situer la porte´e de nos travaux, nous pouvons contraster ceux-ci avec des
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avance´es en termes de combinaisons de classifieurs [Kittler et al., 1998], ou me´thodes
d’ensemble [Dietterich, 2000, Freund, 2001]. Cette approche ge´ne´rique peut-eˆtre envi-
sage´e de plusieurs manie`res :
– d’un point de vue baye´sien, en estimant un ensemble de fonctions discriminantes
probabilistes (e.g. re´gression logistique [Bishop, 2006, chap. 10.6]). A` la pre´sentation
d’un individu, sa classe est de´termine´e selon la majorite´ des «votes» des diﬀe´rents
mode`les,
– d’un point de vue «me´lange d’experts» [Jordan and Jacobs, 1994, Bishop and
Svense´n, 2003], en associant une fonction discriminante variable selon l’espace
des donne´es observe´es. Cette approche est base´e sur les me´langes de gaussiennes
conditionnels ([Bishop, 2006, chap. 14], voir section 3.3.3). Une structure hie´rarchique
(Hierarchical Mixture of Experts) est estime´e, soit au moyen d’une combinaison
des algorithmes EM et IRLS (Iterated Reweighted Least Squares), soit avec une ap-
proche variationnelle. Celle-ci permet «d’aiguiller», selon le domaine des donne´es,
vers le mode`le de classification le mieux adapte´,
– en manipulant un ensemble d’apprentissage de manie`re a` entrainer un e´ventail
de fonctions discriminantes a` combiner par la suite, selon un syste`me de vote
de´pendant des manipulations re´alise´es sur l’ensemble d’apprentissage (AdaBoost,
Bagging [Dietterich, 2000]).
La me´thode de combinaison de partitions, pre´sente´e dans [Strehl and Ghosh, 2003],
et de´ja` brie`vement e´voque´e dans la section 2.6, peut eˆtre aﬃlie´e a` la philosophie des
me´thodes d’ensemble.
Dans ce chapitre, nous allons plutoˆt montrer comment des mode`les de me´lange
(gaussiennes ou MPPCA) peuvent eˆtre simplifie´s en adaptant les algorithmes VBGMM
et VBMPPCA a` des entre´es constitue´es de composantes en lieu et place d’individus
de´finis sur un espace vectoriel. La figure 4.1 propose une illustration simple de l’objectif
recherche´.
Une architecture de re´seaux social distribue´e est pre´sente´e dans [Kermarrec, 2009], et
les techniques pre´sente´es dans ce chapitre pourraient y eˆtre inte´gre´es. Dans le contexte
des re´seaux de capteurs, l’utilisation de statistiques synthe´tiques partage´es, au lieu de
parame`tres de mode`les dans le pre´sent chapitre, est de´fendue dans [Gu, 2008]. Dans
[Safarinejadian et al., 2010], une approche similaire est utilise´e, conjointement avec une
approche variationnelle pour l’estimation de me´langes de gaussiennes.
4.3 Aggre´gation variationnelle de GMM
Dans cette section nous pre´sentons une technique pour re´aliser l’agre´gation de
me´langes de gaussiennes. Celle-ci a fait l’objet de quelques contributions personnelles
[Bruneau et al., 2008a, 2010a], ainsi que d’une adaptation pour la structuration d’une
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Fig. 4.1 – Exemple simple d’agre´gation. Un a priori est indique´ en pointille´s.
collection d’images selon des crite`res spatiaux et temporels [Bruneau et al., 2008c].
4.3.1 Repre´sentation limite d’un e´chantillon virtuel
Dans la section 4.2, nous avons e´voque´ des proble´matiques lie´es aux mode`les proba-
bilistes de donne´es distribue´es, pour lesquelles l’estimation d’un mode`le parcimonieux
a` partir de parame`tres capte´s sur un re´seau est une taˆche cruciale.
Conside´rons un me´lange connu de L composantes gaussiennes, avec comme pa-
rame`tres θ￿ = {Ω￿, µ￿,Λ￿}. Notons que ce me´lange peut eˆtre redondant (e.g. comme
peut l’eˆtre un regroupement de mode`les obtenus depuis plusieurs sources).
Supposons que des e´chantillons X et Z￿ ont e´te´ e´chantillonne´s i.i.d selon cette distri-
bution. Il est alors possible de regrouper X et Z￿ selon la composante dont ils sont origi-
naires. Cela nous permet de poser le formalisme suivant :X = {xˆ1, . . . , xˆL} avec card(X) =
N, xˆl = {xn|z￿nl = 1} = {xln} et card(xˆl) = ω￿lN .
Conside´rons un nouveau me´lange de gaussiennes inconnu a` estimer selon le for-
malisme pre´sente´ dans la section 3.5.2, et exprimons la vraisemblance de l’e´chantillon
{X,Z￿} que nous venons de de´finir selon l’expression (3.43). Notons que ce nouveau
mode`le associe a` X une nouvelle variable latente Z ￿= Z￿.
Afin d’assurer des expressions simples, nous supposerons ∀xn ∈ xˆl, zn = const = zl,
ou autrement dit que tous les e´chantillons hypothe´tiques provenant d’une composante
fournie particulie`re seront ne´cessairement aﬀecte´s a` la meˆme composante du mode`le
a` estimer. Cela peut sembler une hypothe`se forte, mais comme la simplification d’un
me´lange revient souvent a` regrouper des composantes, celle-ci est souvent valide. Nous
pouvons alors re´-e´crire (3.43) avec notre nouvelle de´finition pour l’e´chantillon X :
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p(X|Z, µ,Λ) =
K￿
k=1
L￿
l=1
p(xˆl|µk,Λk)zlk (4.1)
p(X|Z, µ,Λ) =
K￿
k=1
L￿
l=1
ω￿lN￿
n=1
N (xln|µk,Λ−1k )
zlk (4.2)
ln p(X|Z, µ,Λ) =
K￿
k=1
L￿
l=1
zlk
ω￿lN￿
n=1
lnN (xln|µk,Λ−1k )
 (4.3)
Pour N suﬃsamment grand, nous pouvons faire l’approximation suivante :
ω￿lN￿
n=1
lnN (xln|µk,Λ−1k ) ￿ ω￿lNEµ￿l,Λ￿l
￿
lnN (x|µk,Λ−1k )
￿
(4.4)
En clair, nous faisons l’approximation d’un e´chantillon virtuel a` partir d’une espe´rance.
Cette approximation a e´te´ introduite dans [Vasconcelos and Lippman, 1998, Vasconce-
los, 2001].
Transformons l’espe´rance dans l’expression (4.4) :
Eµ￿l,Λ￿l
￿
lnN (x|µk,Λ−1k )
￿
=
￿
N (x|µ￿l,Λ￿−1l ) lnN (x|µk,Λ−1k ) dx (4.5)
Eµ￿l,Λ￿l
￿
lnN (x|µk,Λ−1k )
￿
= −KL
￿
N (x|µ￿l,Λ￿−1l ) ￿ N (x|µk,Λ−1k )
￿
− H￿N (x|µ￿l,Λ￿−1l )￿
(4.6)
avec KL(q0 ￿ q1) la divergence KL de q1 par rapport a` q0 et H(q0) l’entropie de q0.
Ces deux termes admettent une expression analytique [Blahut, 1987]. En re´-injectant
(4.6) dans (4.4), puis (4.4) dans (4.3), nous obtenons l’expression suivante pour la log-
vraisemblance de X conditionne´e par Z :
ln p(X|Z, µ,Λ) = N
K￿
k=1
L￿
l=1
zlkω
￿
l
￿
−KL￿N (x|µ￿l,Λ￿−1l )||N (x|µk,Λ−1k )￿
−H(N (x|µ￿l,Λ￿−1l ))
￿
(4.7)
ln p(X|Z, µ,Λ) = N
K￿
k=1
L￿
l=1
zlkω
￿
l
￿
1
2
ln detΛk − 1
2
Tr(ΛkΛ
￿−1
l )
− 1
2
(µ￿l − µk)TΛk(µ￿l − µk)−
d
2
ln(2π)
￿
(4.8)
Remarquons qu’en de´finissant un e´chantillon hypothe´tiqueX originaire d’un me´lange
de gaussiennes connu θ￿, il nous a e´te´ possible de trouver une expression limite pour
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ln p(X|Z, µ,Λ) qui ne de´pend pas de X ou de Z￿, mais seulement des parame`tres du
mode`le connu fourni en entre´e.
Notre changement de formalisme a e´galement des conse´quences sur (3.44) ; comme
nous avons suppose´ pre´ce´demment que zlk = znk ∀xn ∈ xˆl, il est possible d’e´crire :
p(Z|ω) =
N￿
n=1
K￿
k=1
ωznkk =
L￿
l=1
K￿
k=1
ω
Nω￿lzlk
k (4.9)
Nous constatons que les expressions (4.8) et (4.9) de´pendent de´sormais de L indivi-
dus eﬀectifs (1 par composante). Les e´quations de mise a` jour de VBGMM de´pendent de
ces distributions modifie´es, en particulier de moments pris selon celles-ci. Nous donnons
ci-apre`s les nouveaux moments et hyper-parame`tres a posteriori en de´coulant, menant
ainsi a` un algorithme modifie´, que nous nommerons VBGMM-A.
4.3.2 Nouveaux hyper-parame`tres a posteriori
Conse´quemment a` l’utilisation de (4.8) et (4.9), l’expression (3.52) est adapte´e a`
notre nouveau contexte, de´finissant de nouveaux estimateurs ρlk :
ln(ρlk) =
Nω￿l
2
￿
2E[lnωk] + E[ln detΛk]− d ln(2π)
− Eµk,Λk
￿
Tr(ΛkΛ
￿−1
l ) + (µ
￿
l − µk)TΛk(µ￿l − µk)
￿￿
(4.10)
Ceux-ci sont utilise´s de la meˆme manie`re que dans VBGMM pour calculer les es-
timateurs rlk. µk et Λk sont distribue´es selon la meˆme forme fonctionnelle que dans le
cadre de l’algorithme VBGMM; le moment (3.66) est donc facilement re´-e´value´, don-
nant dβ k + νk
￿
Tr(WkΛ
￿−1
l ) + (µ
￿
l −mk)TWk(µ￿l −mk)
￿
.
De manie`re analogue a` VBGMM, nous de´finissons un ensemble de statistiques
synthe´tiques :
Nk =
L￿
l
Nω￿lrlk (4.11)
x¯k =
1
Nk
L￿
l
Nω￿lrlkµ
￿
l (4.12)
Sk =
1
Nk
L￿
l
Nω￿lrlk(µ
￿
l − x¯k)(µ￿l − x¯k)T (4.13)
Ck =
1
Nk
L￿
l
Nω￿lrlkΛ
￿−1
l (4.14)
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La formule (3.41) est applique´e pour q(ω) et q(µ,Λ) dans ce nouveau contexte ;
rappelons que les distributions utilise´es sont toujours de la meˆme forme fonctionnelle
que dans le cas de VBGMM. Les hyper-parame`tres de l’a posteriori conjugue´ existent
donc, et sont donne´s par :
αk = α0 +Nk (4.15)
βk = β0 +Nk (4.16)
mk =
1
βk
(β0m0 +Nkx¯k) (4.17)
W−1k = W
−1
0 +NkSk +NkCk +
β0Nk
β0 +Nk
(x¯k −m0)(x¯k −m0)T (4.18)
νk = ν0 +Nk (4.19)
4.3.3 Mesure de convergence et parame´trage
L’algorithme VBGMM diminue monotoniquement la divergence KL entre la dis-
tribution variationnelle optimale et la vraie distribution a posteriori inconnue (voir
section 3.5.1). Cette diminution est e´quivalente a` l’augmentation monotonique d’une
borne infe´rieure a` la vraisemblance marginale. En calculant celle-ci, on dispose alors
d’un moyen pour tester la convergence de l’algorithme. L’expression comple`te de celle-
ci peut-eˆtre trouve´e dans [Bishop, 2006, chap. 10].
Notre changement de formalisme revenant au replacement de (X,Z￿) par une valeur
limite, seuls les termes de borne infe´rieure impliquant X et Z sont change´s. Nous don-
nons ici les seuls termes modifie´s, devant eˆtre utilise´s en lieu et place de leurs termes
originaux respectifs :
E[ln p(X|Z, µ,Λ)]=1
2
￿
k
Nk
￿
ln Λ˜k − d
βk
− νkTr
￿
(Sk +Ck)Wk
￿
− νk(x¯k −mk)TWk(x¯k −mk)− d ln(2π)
￿
(4.20)
E[ln p(Z|ω)]=
￿
k
Nk ln ω˜k (4.21)
Nous proposons de parame´trer VBGMM-A exactement comme VBGMM. Dans le
cas de ce dernier algorithme, dans la section 3.5.2 nous avons vu que la parame´trage
utilise´ permettait d’assurer la parcimonie de l’a posteriori estime´. Dans le cas de l’algo-
rithme VBGMM-A, nous cherchons la parcimonie d’un e´chantillon virtuel ; cela revient
donc a` supprimer la redondance, ou re´duire, le me´lange de gaussiennes fourni en entre´e.
Dans la section suivante, nous proposons quelques expe´riences illustrant l’utilisation
possible de cette technique.
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4.4 Expe´rimentation de VBGMM-A
Cette partie expe´rimentale est une version de´veloppe´e de notre article [Bruneau
et al., 2008a].
4.4.1 Protocole
Le protocole expe´rimental pre´sente´ dans cette section est originellement inspire´ des
expe´riences re´alise´es dans [Vasconcelos, 2001]. Pour celles-ci, la base de donne´es d’ob-
jets Columbia (COIL [Nene et al., 1996]) a e´te´ utilise´e. Cette base contient 100 objets,
avec 72 vues diﬀe´rentes pour chacun. Les vues sont se´pare´es de 5◦. Nous se´lectionnons
9 vues se´pare´es chacune de 40◦ pour chaque objet.
Nous utilisons le processus d’extraction de caracte´ristiques pre´sente´ dans [Vascon-
celos, 2001] (en bref, qui revient a` l’extraction de coeﬃcients DCT par blocs). Pour les
pre´sentes expe´riences, nous ne retenons que les 12 premie`res variables, afin d’e´viter les
proble`mes implique´s par l’usage d’espaces a` tre`s hautes dimensionalite´s.
Pour chaque image, les donne´es extraites servent a` l’estimation d’un me´lange de
gaussiennes en utilisant l’algorithme VBGMM 2, au lieu de l’algorithme EM classique
dans [Vasconcelos, 2001]. Le nombre de composantes ade´quat pour le repre´sentant de
chaque image est donc choisi automatiquement.
Pour chaque objet, la premie`re vue forme la requeˆte, et les 8 restantes forment
un groupe de re´fe´rence pour l’objet associe´. Chaque groupe est re´sume´ en regroupant
toutes les composantes de ses repre´sentants, et en eﬀectuant la re´duction de ce regrou-
pement avec l’algorithme VBGMM-A. De nouveau, la complexite´ de ces re´ductions est
de´termine´e automatiquement.
En utilisant ce mode`le re´sume´, seulement une mesure de similarite´ sera ne´cessaire
pour estimer le groupe associe´ a` une requeˆte. On mesure la similarite´ entre le mode`le
requeˆte q et un des mode`les de re´fe´rence p avec KL(q||p) (voir (3.32) pour une de´finition).
Celle-ci est estime´e simplement au moyen de simulations Monte-Carlo.
4.4.2 Re´sultats
L’apprentissage des re´sume´s de groupes est tre`s rapide (entre 5 et 10 ite´rations en
ge´ne´ral), et la complexite´ du calcul ne de´pend que de la dimensionalite´ des donne´es d,
et du nombre de mode`les agre´ge´s. Ces valeurs sont typiquement modestes (dans le cas
pre´sent d = 12 et Nmode`les = 8) au regard du nombre de pixels implique´s.
Nous obtenons 75% de succe`s pour la reconnaissance de l’objet exact tentant d’as-
socier une des requeˆtes avec un mode`le agre´ge´ de groupe. Plus ge´ne´ralement, 95% des
3 mode`les les plus proches d’une requeˆte (i.e. avec la divergence KL la plus basse)
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contiennent la bonne re´ponse.
Nous obtenons donc des re´sultats similaires a` ceux pre´sente´s dans [Vasconcelos,
2001], sachant que chaque repre´sentant d’image et de groupe e´tait alors contraint a`
K = 8. Notre approche est plus parcimonieuse (voir figure 4.2), et le couˆt et les
contraintes algorithmiques implique´es sont moindres (voir la section 3.4.4 pour des
de´tails a` ce sujet). Notons que tous les repre´sentants ont e´te´ construits de manie`re non-
supervise´e, avec des initialisations ale´atoires.
Les algorithmes EM variationnels nous permettent d’obtenir des solutions plus sa-
tisfaisantes, mais la nature locale de l’estimateur obtenu rend les solutions estime´es
instables (notamment a` l’initialisation). Ainsi, les repre´sentants servant a` la construc-
tion de nos mode`les de groupes peuvent eˆtre passablement bruite´s. Dans beaucoup de
situations cette influence peut n’eˆtre que marginale, mais dans certains cas, il peut
eˆtre souhaitable de re´aliser plusieurs estimations de repre´sentants avec VBGMM, et de
conserver celle qui ame`ne la meilleure valeur de borne infe´rieure.
taux de succe`s 75 %
succe`s parmi les 3 1ers re´sultats 95 %
nombre de composantes moyen / repre´sentant d’image 6.05
nombre de composantes moyen / mode`le de groupe 2.06
Fig. 4.2 – Re´sultats expe´rimentaux
4.5 Aggre´gation variationnelle de MPPCA
Cette section a fait l’objet de contributions personnelles [Bruneau et al., 2010b,c].
Supposons que l’on dispose de´sormais d’un ensemble de MPPCA, que l’on sou-
haite agre´ger. Ceux-ci sont obtenus soit au moyen de l’algorithme VBMPPCA 4, ou de
me´langes de gaussiennes, obtenus par VBGMM, dont les matrices de covariance auront
e´te´ pre´alablement diagonalise´es.
La manie`re la plus na¨ıve d’agre´ger ces MPPCA estime´s se´pare´ment est d’en faire la
somme ponde´re´e. Cependant, si chaque source de donne´es ayant donne´ lieu a` un mode`le
refle`te le meˆme processus sous-jacent, le me´lange re´sultant comprendra un nombre su-
perflu de composantes ; on constatera de nombreuses redondances en comparaison au
mode`le qui aurait e´te´ estime´ sur la re´union des sources.
Dans cette section, nous utilisons de nouveau le principe d’e´chantillonnage virtuel,
cette fois adapte´ au MPPCA. Nous incorporons ensuite une repre´sentation limite dans
l’algorithme 4 en lieu et place d’un e´chantillon ordinaire. L’exe´cution de l’algorithme
nous permet ainsi d’obtenir le mode`le re´duit le plus repre´sentatif de l’e´chantillon qui
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aurait e´te´ ge´ne´re´ par l’entre´e redondante, sans utiliser de donne´es originales, ni aucun
proce´de´ d’e´chantillonnage.
4.5.1 Vraisemblance d’un e´chantillon virtuel
Un e´chantillon complet (i.e. les donne´es et les e´tiquettes) provenant d’un MPPCA
arbitraire et connu de L composantes peut eˆtre note´ (Y,Z￿) = {yn, z￿n}, avec la no-
tation 1-parmi-L habituelle pour les z￿n (voir de´finition 3.16). De manie`re analogue au
raisonnement eﬀectue´ dans la section 4.3.1, les e´le´ments de cet e´chantillon peuvent
eˆtre regroupe´s selon les valeurs prises par z￿n : nous notons yˆl = {yn|z￿nl = 1} et
zˆ￿l = {z￿n|z￿nl = 1}.
Nous allons exprimer la vraisemblance de cet e´chantillon selon un nouveau MPPCA
inconnu, et proposer un algorithme d’apprentissage pour celui-ci. Ce dernier sera de´sormais
nomme´ le mode`le cible, ou de sortie. Afin d’e´viter toute ambiguite´, nous rappelons
les conventions d’indexation et notations compactes approprie´es ; les composantes du
me´lange d’entre´e et de sortie seront indexe´es respectivement par l ∈ {1 . . . L} et
k ∈ {1 . . . K}.
Nous avons vu que les e´tiquettes du mode`le d’entre´e sont re´sume´es par Z￿ : celles
du mode`le de sortie le seront par Z. Le regroupement des composantes en entre´e sera
collectivement de´note´ par θ￿, et le mode`le de sortie par θ. Aussi, afin de conserver les
expressions les plus claires possibles, et sans perte d’expressivite´, nous supposerons que
toutes les composantes du me´lange d’entre´e ont le meˆme nombre de facteurs, q.
Le mode`le de sortie n’est pas cense´ eˆtre plus complexe que l’entre´e, aussi ce meˆme
q pourra eˆtre utilise´ pour parame´trer le mode`le de sortie. La vraisemblance comple`te
du mode`le de sortie selon notre e´chantillon est alors donne´e par :
p(Y,Z|θ) = p(Y|Z, θ)p(Z|θ) (4.22)
avec p(Y|Z, θ) =
￿
k
￿
l
(N (yˆl|µk,Ck))zlk (4.23)
and p(Z|θ) =
￿
k
￿
l
(ω
|zˆ￿l|
k )
zlk (4.24)
ou` nous avons utilise´ l’expression (3.75) dans le contexte d’un e´chantillon i.i.d. Y.
La variable latente X est pour le moment intentionnellement marginalise´e (voir eqn.
(3.74)). Ces formules sont valides sous l’hypothe`se que les zl sont identiques pour tout
yi dans yˆl.
Dans la plupart des cas cette hypothe`se est raisonnable, e´tant donne´ que l’agre´gation
de mode`les de me´lange revient le plus souvent a` combiner des composantes.
Remarquons que :
|zˆ￿l| = |yˆl| ￿ Nωl (4.25)
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ou` N indique la taille de l’e´chantillon mentionne´ plus haut. En incorporant cette
approximation, (4.24) ne de´pend maintenant de l’e´chantillon qu’au travers de sa taille
et des parame`tres du mode`le d’entre´e.
(4.23) peut eˆtre re´-e´crite comme suit :
p(Y|Z, θ) =
￿
k
￿
l
(N (yˆl|µk,Ck))zlk =
￿
k
￿
l
pzlklk (4.26)
Maintenant conside´rons un terme plk en particulier. Nous en prenons d’abord le log
(obtenant ainsi Llk), de´veloppons yˆl, puis utilisons l’approximation (4.25) :
Llk ￿
Nωl￿
j
lnN (ylj|ωk, µk,Ck) (4.27)
￿ Nωl
￿
−KL￿N (µl,Cl)||N (µk,Ck)￿− H￿N (µl,Cl)￿￿ (4.28)
ou` nous avons utilise´ la loi des grands nombres pour approcher la divergence KL et
l’entropie par une somme finie. Aussi N devra eˆtre suﬃsamment grand afin d’assurer
la validite´ des expressions (4.25) et (4.28).
Soulignons de nouveau un fait remarquable : a` l’instar du de´veloppement pre´sente´
dans la section 4.3.1, notre expression de vraisemblance approche´e ne de´pend plus de
l’e´chantillon, mais seulement de la loi l’ayant ge´ne´re´. N peut ainsi eˆtre choisi arbitrai-
rement. En d’autres termes, nous avons de´fini l’expression limite de notre e´chantillon
virtuel.
La divergence KL entre gaussiennes, et l’entropie d’une distribution gaussienne, ont
des expressions analytiques. Cela nous permet de re´-e´crire (4.28) :
Llk = Nωl
￿
−d
2
ln(2π)− 1
2
ln det(ΛkΛ
T
k + τ
−1Id)
− 1
2
Tr
￿
(ΛkΛ
T
k + τ
−1Id)−1[ΛlΛTl + τ
−1Id + (µl − µk)(µl − µk)T ]
￿￿
(4.29)
Dans le reste du de´veloppement, nous ne´gligeons l’influence de τ , car la valeur ML
de ce terme refle`te les plus petites valeurs propres des sous-espaces des composantes
associe´es. Comme ΛlΛTl =
￿
j Λ
.j
l Λ
.j
l
T
, Llk peut, de manie`re approche´e, eˆtre vue comme
la vraisemblance combine´e des moyennes et des facteurs de nos composantes d’entre´e
(apre`s renormalisation, et en utilisant comme moyennes respectives µk et 0) :
plk =
￿
N (µl|µk,Ck)
￿
j
N (Λ.jl |0,Ck)
￿Nωl
(4.30)
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En utilisant (4.30) avec (4.26) et (4.24), on obtient une approximation pour la
vraisemblance comple`te (i.e. conjointement de Y et Z) de notre e´chantillon virtuel :
p(Y,Z|θ) =
￿
l
￿
k
￿
ωNωlk
￿
N (µl|µk,Ck)
￿
j
N (Λ.jl |0,Ck)
￿Nωl￿zlk
(4.31)
Dans (4.31), tous les termes sont de la famille exponentielle. En prenant une puis-
sance d’une telle distribution, le re´sultat est toujours dans la famille exponentielle ;
aussi Nωl peut eˆtre incorpore´ dans les parame`tres. On obtient ainsi :
p(Y,Z|θ) = p(Z|θ)p(θ￿|Z, θ) (4.32)
Afin de garder (4.32) sous une forme assez concise, on a utilise´ :
p(Z|θ) =
￿
l
￿
k
￿
ωNωlk
￿zlk (4.33)
p(θ￿|Z, θ) =
￿
l
￿
k
￿
N (µl|µk, (Nωl)−1Ck)
q￿
j
N (Λ.jl |0, (Nωl)−1Ck)
￿zlk
(4.34)
Notons que par homoge´ne´ite´ avec l’algorithme VBMPPCA, nous continuons a` e´voquer
l’e´chantillon virtuel Y, meˆme si celui-ci n’apparait plus dans les expressions.
En exploitant la repre´sentation 1-parmi-K de Z, remarquons que (4.32) pourrait
eˆtre transforme´e en me´lange de produits de gaussiennes.
Les termes gaussiens de notre expression de vraisemblance de´pendent toujours de
Ck, ils peuvent donc eˆtre e´tendus avec des variables latentes x en utilisant les proprie´te´s
des mode`les line´aires gaussiens (voir formule (3.74)).
Dans l’approche classique au MPPCA [Beal, 2003, Tipping and Bishop, 1999b], on a
une variable x par e´le´ment de l’e´chantillon. Maintenant, chaque composante en entre´e
est associe´e avec 1 + q termes approche´s, donc la taille de X augmente de la meˆme
manie`re.
Pour e´viter les ambigu¨ıte´s parmi cet ensemble de variables latentes, nous de´finissons
X = (X1,X2), X1 = {x1l} et X2 = {x2lj|j ∈ 1 . . . q}. L’expression de vraisemblance
comple`te (i.e. des donne´es comple`tes {Y,X1,X2,Z}) devient alors :
p(Y,X1,X2,Z|θ) = p(Z|θ)p(θ￿|Z,X1,X2, θ)p(X1,X2|Z, θ) (4.35)
avec p(θ￿|Z,X1,X2, θ) =
￿
l
￿
k
￿
N ￿µl|Λkx1l + µk, (Nωlτ)−1Id￿.
q￿
j
N ￿Λ.jl |Λkx2lj, (Nωlτ)−1Id￿￿zlk
et p(X1,X2|Z, θ) =
￿
l
￿
k
￿
N ￿x1l|(Nωl)−1Iq￿ q￿
j
N ￿x2lj|(Nωl)−1Iq￿￿zlk
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4.5.2 Borne infe´rieure associe´e
L’algorithme VBMPPCA re´alise l’optimisation d’une borne infe´rieure a` la vraisem-
blance marginale de l’e´chantillon (voir expression (3.85)), obtenant alors un estimateur
du mode`le MPPCA a posteriori.
Dans ce cadre, nous avons aussi de´fini une expression factorise´e (3.84) pour la dis-
tribution variationnelle optimise´e. Dans le cas pre´sent, celle-ci est augmente´e de termes
associe´s aux variables latentes supple´mentaires introduites dans notre expression de
vraisemblance (4.35).
En conse´quence, la borne infe´rieure (3.85) sera le´ge`rement modifie´e pour notre nou-
vel algorithme. La structure du MPPCA de sortie est inchange´e, il en sera donc de
meˆme pour les 2 premie`res lignes de (3.85). Le terme somme´ sur N rele`ve de la vrai-
semblance des donne´es, aussi l’expression (4.35) doit eˆtre utilise´e en lieu et place du
terme de vraisemblance standard. Ce terme (nomme´ Flk) est le suivant :
Flk = rlk
￿
− ln rlk +NωlE[lnωk] + E
￿
ln p(x1l|zlk = 1)
￿
+H
￿
q(x1l|zlk = 1)
￿
+ E
￿
ln p(µl|zlk = 1,x1l,Λk, µk)
￿
+
q￿
j
￿
E[ln p(x2lj|zlk = 1)]
+H[q(x2lj|zlk = 1)] + E[ln p(Λ.jl |zlk = 1,x2lj,Λk)]
￿￿
(4.36)
Ou` les expressions conditionne´es par zlk = 1 sont obtenues en notant que p(Z|θ) et
q(Z) suivent des lois multinomiales, et rlk = E[zlk].
Les mises a` jour des parame`tres variationnels peuvent eˆtre obtenues en appliquant
la formule (3.41) conjointement a` la vraisemblance modifie´e (4.35), donnant :
102 CHAPITRE 4. AGRE´GATION DE MODE`LES DE ME´LANGE
– Etape E :
Σxkl =
￿
Nωl[Iq + τE[ΛTkΛk]]
￿−1
= (Nωl)
−1Σxk
E[x1lk] = τNωlΣxklE[ΛTk ]
￿
µl − E[µk]
￿
= τΣxkE[ΛTk ]
￿
µl − E[µk]
￿
E[x2lkj] = τNωlΣxklE[ΛTk ]Λ
.j
l = τΣxkE[ΛTk ]Λ
.j
l
rlk ∝ Nωl(ψ(αk)− ψ(
￿
j
αj))− Nωl
2
Tr(E[x1lkxT1lk] +
￿
j
E[x2lkjx2lkj])
− τNωl
2
￿
￿µl￿2 +
￿
j
￿Λ.jl ￿2 + E[￿µk￿2]− 2µTl E[µk]
− 2(µl − E[µk])TE[Λk]E[x1lk]− 2
￿
j
(Λ.jl
TE[Λk]E[x2lkj])
+ Tr
￿
E[ΛTkΛk]
￿
E[x1lkxT1lk] +
￿
j
E[x2lkjxT2lkj]
￿￿￿
(4.37)
– Statistiques synthe´tiques :
Nk =
￿
l
Nωlrlk yk =
￿
l
Nωlrlkµl
sk =
￿
l
NωlrlkE[x1lk] syk =
￿
l
Nωlrlk
￿
µlE[x1lk]T
+
￿
j
Λ.jl E[x2lkj]T
￿
Sk =
￿
l
Nωlrlk
￿
E[x1lkxT1lk] y2k =
￿
l
Nωlrlk
￿
||µl||2 +
￿
j
||Λ.jl ||2
￿
+
￿
j
E[x2lkjxT2lkj]
￿
(4.38)
– Etape M : le mode`le estime´ restant identique dans ce nouvel algorithme, en uti-
lisant le nouvel ensemble de statistiques synthe´tiques les expressions de mise a`
jour (3.88) restent valides.
Ces nouvelles expressions nous permettent de de´finir l’algorithme VBMPPCA-A en
tant qu’extension de l’algorithme 4, avec les meˆme proprie´te´s the´oriques que celui-ci :
monotonicite´ de la borne infe´rieure et obtention du MPPCA a posteriori.
4.5.3 Parame´trage
Dans la section 3.5.4, nous avons pre´cise´ nos choix de distributions a priori. Ces
meˆmes choix sont toujours valables, mais nous allons e´galement exploiter la structure
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des donne´es de´sormais traite´es.
Ainsi, au paragraphe 3.5.4, nous avons souligne´ que la proce´dure d’estimation des
PPCA permettait de retrouver la matrice des vecteurs propres caracte´risant chaque
composante, ceux-ci e´tant ordonne´s selon leur valeur propre (ou taille) de´croissante.
Remarquons maintenant que les variables latentes additionnelles peuvent eˆtre chacune
associe´es a` des colonnes des matrices Λ en entre´e.
Sous l’hypothe`se de facteurs Λ fournis dans un ordre correct, intuitivement nous
pourrions associer la premie`re colonne des facteurs Λ en entre´e a` la premie`re colonne
des Λ en sortie, etc... Comme les variables x indiquent une combinaison line´aire des
colonnes des facteurs a` estimer, nous choisissons donc d’initialiser les estimateurs pour
X2 avec des vecteurs canoniques, afin de refle´ter cet a priori.
Nos expe´riences ont confirme´ que la mise en oeuvre de ce principe e´tait tre`s eﬃcace.
La mise a` jour des estimateurs de X2 alourdissent l’e´tape E de l’algorithme, mais cette
perte est largement compense´e si on remarque que de´sormais la complexite´ de notre
algorithme de´pend d’un nombre de composantes en entre´e, et non de la taille d’un
e´chantillon.
Au de´but de la section 4.5.1, nous avons aﬃrme´ que toutes les composantes, d’entre´e
ou de sortie, peuvent eˆtre associe´es au meˆme parame`tre q sans que cela pose de
proble`me. Conside´rons maintenant le cas ge´ne´ral, ou toutes les matrices de facteurs
en entre´e sont associe´es a` un qi spe´cifique. Posons qmax = max qi. Nous voyons qu’en
comple´tant chaque matrice de facteurs avec qmax − qi colonnes nulles, et en forc¸ant les
variables x2.. associe´es a` 0 au lieu d’un vecteur canonique revient a` utiliser le meˆme q
pour toutes les matrices de facteurs.
4.6 Comparaison expe´rimentale de VBMPPCA-A
et VBGMM-A
4.6.1 Echantillons de donne´es
Nous pre´sentons des re´sultats expe´rimentaux utilisant les jeux de donne´es suivants :
– Gaussian : cet e´chantillon synthe´tique est obtenu en eﬀectuant des tirages ale´atoires
depuis 3 gaussiennes 3D bien se´pare´es (voir figure 4.3-2). 6 dimensions addition-
nelles ont e´te´ construites par combinaison line´aire ale´atoire des variables du signal
original, additionne´es de bruit blanc. 2000 points par gaussienne sont ge´ne´re´s.
– semisphere : cet e´chantillon synthe´tique a e´te´ obtenu par tirages uniformes
d’angles selon une demi-sphe`re (voir figure 4.3-2). 6000 points sont ge´ne´re´s.
104 CHAPITRE 4. AGRE´GATION DE MODE`LES DE ME´LANGE
– circle : 6000 points sont ge´ne´re´s le long d’un cercle 2D, additionne´s de bruit
blanc (voir figure 4.3-3). Ce signal 2D a e´te´ transforme´ en 6D graˆce a` une matrice
orthogonale ale´atoire avec l’ajout, de nouveau, de bruit blanc.
– Reconnaissance de chiﬀres manuscrits (nomme´ par la suite pen data) :
10992 e´le´ments de´finis sur 16 variables, construits a` partir de mesures de position
d’un stylet sur la tablette ayant servi a` e´crire des chiﬀres [Alimoglu, 1996]. Chaque
e´le´ment est e´tiquete´ avec le chiﬀre qui a e´te´ trace´ pour sa construction (0-9,
de´finissant ainsi 10 classes).
1) 3)2)
da
ta[
, j]
da
ta[
, j]
da
ta[
, j]
Fig. 4.3 – Echantillons synthe´tiques (projections 2D). 1) Gaussian 2) semisphere 3)
circle
Notons que les e´chantillons utilise´s ont des dimensionalite´s relativement modestes
au regard d’une utilisation raisonnable d’ACP probabilistes. Toutefois, a` fins de com-
paraison avec l’estimation via VBGMM, ce parame`tre doit rester raisonnablement bas ;
d’autre part, nos e´chantillons synthe´tiques pre´sentent une ve´rite´ terrain clairement iden-
tifie´e en ce qui concerne les sous-espaces latents. Toutes ces raisons expliquent nos choix
d’e´chantillons.
4.6.2 Estimation de densite´s de probabilite´
Nous e´valuons ici la faculte´ de VBMPPCA-A a` construire des mode`les de densite´ de-
puis des sources distribue´es, celles-ci ne transmettant que les parame`tres de leur mode`le
local. A` cette fin, les 3 e´chantillons synthe´tiques pre´sente´s pre´ce´demment sont utilise´s
dans le cadre du protocole suivant :
– des mode`les d’entre´e sont construits en utilisant l’algorithme VBMPPCA sur
des sous-e´chantillons ale´atoires de nos jeux de donne´es. Tous les e´chantillons
synthe´tiques contiennent 6000 e´le´ments, et a` chaque expe´rience 200 en sont ex-
traits. 500 mode`les sont ainsi construits, formant autant de sources distribue´es
parmi lesquelles nous choisirons nos entre´es. A titre de comparaison, des me´langes
de gaussiennes sont estime´s sur les meˆmes sous-e´chantillons en utilisant VBGMM.
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– Nous utilisons l’algorithme VBMPPCA-A pour agre´ger un nombre variable n de
sources de donne´es, choisies ale´atoirement parmi l’ensemble construit pre´ce´demment.
Pour chaque valeur de n expe´rimente´e, la proce´dure a e´te´ re´pe´te´e 20 fois, et les
re´sultats sont obtenus par une moyenne sur les mesures alors eﬀectue´es.
L’agre´gation des meˆmes sources avec VBGMM-A nous donne une re´fe´rence com-
parative. Pour que la comparaison soit e´quitable, les mode`les a` agre´ger sont choisis
de manie`re identique parmi l’ensemble de MPPCA estime´s sur nos sources pour
les deux me´thodes. Bien entendu, ceux-ci auront e´te´ convertis en me´langes de
gaussiennes graˆce a` la formule (3.74) pour re´aliser la fusion avec VBGMM-A.
Les mesures suivantes sont eﬀectue´es :
– Les complexite´s de nos mode`les de sources (i.e. nombre de composantes et de
facteurs par composante). Cela e´value la capacite´ de VBMPPCA a` de´couvrir
automatiquement ces caracte´ristiques. A` titre de comparaison, le nombre de com-
posantes de´couvert en utilisant VBGMM sur les meˆmes sources est indique´.
– La divergence JS des me´langes agre´ge´s relativement a` la somme ponde´re´e des
sources utilise´es dans chaque expe´rience, en fonction de n. Cela indique la qualite´
de l’agre´gation.
– Le nombre de composantes en sortie, en fonction de n.
K ￿ (MPPCA) K ￿ (me´lange de gaussiennes) q￿
Gaussian 3.3 2.98 2.71
semi-sphere 13.8 11.16 1.64
circle 7.43 4.27 1.25
Tab. 4.1 – Complexite´s obtenues (nombre de composantes K ￿, dimensionalite´ moyenne
des sous-espaces de chaque composante q￿) pour les mode`les MPPCA d’entre´e uti-
lise´s dans nos expe´riences. Les sous-e´chantillons utilise´s pour cre´er ces mode`les servent
e´galement a` estimer des me´langes de gaussiennes avec VBGMM a` des fins de compa-
raison.
La table 4.1 re´sume les comportements respectifs de VBGMM et VBMPPCA. En
moyenne, nous voyons que VBMPPCA tend a` produire des mode`les plus complexes.
Mais le caracte`re proble´matique de cette observation n’est pas manifeste ; le nombre de
composantes pour l’e´chantillon Gaussian semble sur-estime´ avec VBMPPCA, alors que
7 composantes semblent mieux a` meˆme de mode´liser circle.
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Fig. 4.4 – Evaluation de la qualite´ des agre´gations avec les e´chantillons Gaussian et
semisphere.
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Fig. 4.5 – Evaluation de la qualite´ des agre´gations avec l’e´chantillon circle.
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Le rang des sous-espaces estime´s est, en moyenne, conforme aux signaux originaux ;
dans la table 4.1 on trouve une valeur de qsortie = 2.71, alors que des gaussiennes 3D ont
e´te´ utilise´es. Les e´chantillons circle et semi-sphere pre´sentent clairement des supports
1D ou 2D ; cette proprie´te´ est retrouve´e expe´rimentalement (qsortie est respectivement
e´gal a` 1.25 and 1.64 pour ceux-ci).
Sur les figures 4.4-(2,5) et 4.5-2, nous voyons que la perte de divergence KL (ou, de
manie`re e´quivalente, JS) relativement aux mode`les d’entre´e est, en moyenne, plus e´leve´e
quand VBGMM-A est utilise´ a` la place de VBMPPCA-A. La seule exception survient
quand un tre`s petit nombre de sources est agre´ge´ pour l’e´chantillon semi-sphere (figure
4.4-5).
Les meˆmes remarques peuvent eˆtre faites quand nous utilisons le mode`le estime´
sur l’e´chantillon complet comme point de comparaison (figures 4.4-(1,4) et 4.5-1). Les
me´thodes variationnelles sont base´es sur la minimisation d’une divergence KL (voir par.
3.5.1). En ce sens, VBMPPCA-A me`ne a` des estimateurs plus pre´cis.
Le nombre relatif de composantes produit par les me´thodes VBGMM-A ou VBMPPCA-
A semble de´pendant de l’e´chantillon utilise´ ; avec VBMPPCA-A, il est plus e´leve´ pour
circle (figure 4.5-3), et plus faible seulement quand un petit nombre de sources est
utilise´ pour semi-sphere (figure 4.4-6) et Gaussian (figure 4.4-3). Si cela illustre des
comportements sensiblement diﬀe´rents, les complexite´s estime´es par les deux me´thodes
ne sont pas incohe´rentes, et restent en ge´ne´ral du meˆme ordre.
4.6.3 Classification
Maintenant nous e´valuons notre me´thode sur un e´chantillon de donne´es re´elles. De
manie`re analogue au paragraphe pre´ce´dent, nous allons de nouveau comparer la qualite´
de nos mode`les de sortie a` une re´fe´rence, mais nous allons e´galement les confronter a`
une ve´rite´ terrain, mate´rialise´e par une partition re´elle.
En eﬀet, les mode`les de me´lange sont souvent employe´s pour de´duire une partition
d’un e´chantillon de donne´es ; chaque e´le´ment aura son e´tiquette infe´re´e en utilisant
la re`gle de de´cision de Bayes sur les composantes du me´lange. Pour mesurer la qualite´
d’une partition infe´re´e, nous utilisons la mesure d’erreur pre´sente´e dans la section 3.5.3.
Le protocole du pre´ce´dent paragraphe a de nouveau e´te´ employe´. 200 mode`les
d’entre´e ont e´te´ estime´s en utilisant VBMPPCA, sur des sous-e´chantillons plus grands
(500 e´le´ments). Les erreurs sont mesure´es sur l’ensemble de l’e´chantillon, meˆme pour
les mode`les d’entre´e.
Les mesures relatives aux mode`les d’entre´e sont reporte´es dans la table 4.2, et les
re´sultats d’expe´riences d’agre´gation sont pre´sente´s sur la figure 4.6. Rappelons que
l’e´chantillon utilise´ dans cette section est de´fini sur 16 dimensions. Pour illustrer la
capacite´ de VBMPPCA a` limiter la charge de calcul, nous avons, cette fois-ci, impose´
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qinit = 8, au lieu du re´glage par de´faut.
K ￿ (MPPCA) K ￿ (me´langes de gaussiennes) q￿
Pen data 15.97 23.95 6.35
erreur de classification (%) erreur de classification (%)
(MPPCA) (me´langes de gaussiennes)
Pen data 12.3 9.8
Tab. 4.2 – Complexite´s obtenues (nombre de composantes K ￿, dimensionalite´ moyenne
des sous-espaces de chaque composante q￿) et erreurs de classification pour les mode`les
MPPCA d’entre´e utilise´s dans nos expe´riences. Les sous-e´chantillons utilise´s pour cre´er
ces mode`les servent e´galement a` estimer des me´langes de gaussiennes avec VBGMM a`
des fins de comparaison.
En utilisant VBMPPCA sur nos sous-e´chantillons, en moyenne nous obtenons des
mode`les plus simples. Le nombre de composantes estime´ est alors plus proche de la
ve´rite´ terrain (16 pour MPPCA, 24 pour les me´langes de gaussiennes, contre 10 classes
re´elles, voir table 4.2). Nous voyons que meˆme quand la taille des facteurs est contrainte
a priori, en moyenne nous parvenons tout de meˆme a` re´duire un peu plus les dimensio-
nalite´s locales (qsortie = 6.35).
L’erreur est significativement plus e´leve´e en utilisant VBMPPCA, mais cela peut
eˆtre duˆ a` la forte diﬀe´rence de complexite´ des mode`les estime´s. En eﬀet, l’augmentation
du nombre de groupes re´duit me´caniquement notre mesure d’erreur.
La divergence JS selon les mode`les d’entre´e d’agre´gations re´alise´es avec VBMPPCA-
A tend a` eˆtre plus e´leve´e, comme on peut remarquer dans la figure 4.6-2. La meˆme
constatation est valable quand on prend un mode`le estime´ sur la totalite´ de l’e´chantillon
comme point de comparaison (voir fig. 4.6-1). Donc a` premie`re vue les re´sultats semblent
moins bons avec VBMPPCA-A.
Cette de´ge´ne´rescence peut venir de la limite que nous nous sommes impose´s pour
qinit. Toutefois, ce re´sultat doit eˆtre interpre´te´ avec discernement ; les donne´es utilise´es
sont fortement non-gaussiennes, la borne infe´rieure optimise´e comporte donc de tre`s
nombreux maxima locaux. Presque tous seront aussi bons du point de vue de la diver-
gence KL optimise´e, mais la divergence entre deux de ces maxima pourra eˆtre assez
e´leve´e.
Malgre´ ce handicap apparent, le nombre de groupes estime´ avec VBMPPCA-A
semble plus ade´quat au regard de la ve´rite´ terrain (voir fig 4.6-3) ; VBGMM-A tend a` for-
tement sous-estimer le nombre de composantes quand les sources de donne´es deviennent
nombreuses, alors que la complexite´ estime´e semble plus stable avec VBMPPCA-A.
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Fig. 4.6 – Evaluation de la qualite´ des agre´gations avec Pen data.
En fait, les MPPCA d’entre´e et les MPPCA agre´ge´s ont des complexite´s simi-
laires, alors qu’en utilisant des me´langes de gaussiennes on tend a` obtenir des mode`les
d’entre´e trop complexes et des agre´gations trop simples. C’est sans doute une proprie´te´
intrinse`que de l’agre´gation des MPPCA, qui utilise eﬃcacement les combinaisons de
sous-espaces pour compenser le bruit induit par des mode`les d’entre´e estime´s sur des
donne´es limite´es et les proble`mes de minima locaux e´voque´s pre´ce´demment.
D’autre part, l’erreur observe´e sur des agre´gations re´alise´es par VBMPPCA-A tend
a` eˆtre plus faible (voir fig. 4.6-4). Meˆme si cet avantage doit eˆtre mode´re´ par la nuance
souleve´e plus haut (i.e. les mode`les plus complexes, ont, me´caniquement, une erreur
plus faible), nous voyons que globalement VBMPPCA-A permet de mieux conserver
l’information porte´e par les mode`les d’entre´e, meˆme lorsqu’on utilise des matrices de
facteurs de taille contrainte.
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4.7 Aggre´gation semi-supervise´e de me´langes de gaus-
siennes
Cette section reprend essentiellement quelques unes de nos contributions [Bruneau
et al., 2009a, 2010d].
4.7.1 Motivation
Conside´rons de nouveau le dispositif de fusion de me´langes de gaussiennes pre´sente´
dans la section 4.3. Chacun des de´poˆts de donne´es est la source d’un me´lange de gaus-
siennes ajuste´ sur les donne´es locales. Dans la section 4.3, toutes les composantes de
tous les mode`les dont on dispose sont regroupe´es, formant ainsi un grand me´lange, puis
re´duites par l’algorithme VBGMM-A.
Cependant, cette approche a un eﬀet inde´sirable : la somme ponde´re´e en entre´e de
l’algorithme devient alors un mode`le extreˆmement bruite´, ce qui a pour conse´quence
une re´duction drastique du nombre de composantes en sortie (voir section 4.7.6). Pour y
reme´dier, nous allons de´courager les regroupements de composantes d’un meˆme mode`le
source vers une seule et meˆme composante cible.
En ce sens, nous proposons une variante semi-supervise´e (ou contrainte) de VBGMM-
A. Dans le cas pre´sent, la supervision n’est pas initie´e par un utilisateur, mais par la
structure de re´partition des donne´es en de´poˆts.
4.7.2 Modification de VBGMM-A
Nous proposons tout d’abord une modification de notre mode`le probabiliste, de
manie`re a` prendre en compte l’origine de chaque composante a` fusionner. Nous don-
nons ensuite l’algorithme permettant de calculer les solutions associe´es.
On conside`re que les L composantes en entre´e sont associe´es a` P sources distinctes
(donc ne´cessairement L ≥ P ). On note alp la variable binaire indiquant si la composante
l provient de la source p. On de´finit alors A la matrice a` L lignes et P colonnes forme´e
par les alp. L’origine de chaque composante est connue a priori, A est donc un jeu de
donne´es observe´.
Nous allons alors associer une distribution de probabilite´ a` ce nouveau jeu de
donne´es. Cette distribution e´valuera a` quel point les aﬀectations estime´es par l’algo-
rithme variationnel violent ou valident les contraintes de´finies par A. Restreignons donc
la de´pendance de A a` la variable Z. Autrement dit, on peut conside´rer A comme un
e´chantillon d’une distribution parame´tre´e par Z ; dans ce contexte, un ensemble d’af-
fectations (mate´rialise´ par Z) respectant les contraintes aura une plus grande vraisem-
blance.
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Avant d’introduire la distribution en question, on conside`re la matrice P × K
M = ATZ. Le terme mpk mesure le nombre de composantes provenant de la source p
associe´es a` la composante cible k.
Compte tenu de la discussion pre´ce´dente, on voudrait que ce nombre soit le plus
petit possible, donc on choisit de mode´liser nos contraintes avec une distribution de
Poisson ayant pour parame`tre λ = 1 sur chacun des termes de la matrice M. Un tel
parame´trage favorise les e´ve´nements rares. Formellement, la distribution de probabilite´
associe´e a` A est de´finie comme suit :
p(A|Z) = p(M = ATZ) =
P￿
p=1
K￿
k=1
e−1
(1 +mpk)!
(4.39)
Le terme 1 dans la factorielle est ajoute´ pour la re´gularite´ des calculs a` venir et ne
cause pas de perte de ge´ne´ralite´. On obtient une nouvelle distribution jointe pour le
mode`le en incorporant l’e´quation (4.39) au mode`le de vraisemblance pre´sente´ dans la
section 4.3.
Les algorithmes EM variationnels sont base´s sur deux e´le´ments essentiels : la mise
a` jour cyclique d’estimateurs inter-de´pendants (cf application de la formule (3.41))
et l’augmentation monotone d’une borne infe´rieure a` la vraisemblance marginale d’un
e´chantillon p(X).
Notre modification de mode`le ne concerne que la variable Z aussi par la suite nous
ne mentionnons que les termes l’impliquant, soit l’e´tape E de l’algorithme VBGMM-A.
Nous appliquons maintenant la formule (3.41) a` notre mode`le avec contraintes, et
nous obtenons ainsi la distribution variationnelle optimale associe´e a` Z :
ln q∗(Z) = Eω,µ,Λ[ln p(A,X,Z,ω, µ,Λ)] + const
ln q∗(Z) = Eω[ln p(Z|ω)] + Eµ,Λ[ln p(X|Z, µ,Λ)] + ln p(A|Z) + const (4.40)
On de´veloppe en utilisant les e´quations (4.8), (4.9) et (4.39), obtenant ainsi :
ln q∗(Z) =N
L￿
l=1
K￿
k=1
zlkω
￿
l
￿
ln ω˜k +
1
2
ln Λ˜k − d
2
ln(2π)
− 1
2
￿
d
βk
+ νkTr(WkΛ
￿−1
l ) + νk(µ
￿
l −mk)TWk(µ￿l −mk)
￿￿
−
K￿
k=1
P￿
p=1
ln(1 +mpk)! + const
Ou de manie`re e´quivalente :
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ln q∗(Z) =
L￿
l=1
K￿
k=1
zlk ln ρlk −
K￿
k=1
P￿
p=1
mpk￿
i=0
ln(1 + i) + const (4.41)
avec
ln ρlk = Nω
￿
l
￿
ln ω˜k +
1
2
ln Λ˜k − d
2
ln(2π)
− 1
2
￿
d
βk
+ νkTr(WkΛ
￿−1
l ) + νk(µ
￿
l −mk)TWk(µ￿l −mk)
￿￿
ω˜k = E[lnωk] , et Λ˜k = E[ln detΛk]
On note z.k l’ensemble {zlk| ∀l}.
Habituellement, on peut factoriser ln q∗(Z) suivant l et k, donnant ainsi lieu a` des es-
timateurs optimaux zlk inde´pendants. Ici cela n’est plus valable, car les termes pre´sents
dans un ensemble z.k sont co-de´pendants : il faut faire e´voluer l’e´tape E de notre algo-
rithme.
On choisit un ordre arbitraire pour notre ensemble d’individus (i.e. de composantes
en entre´e), et on approche nos estimateurs co-de´pendants en faisant une passe selon
l’ordre choisi, et en utilisant les estimateurs de´couverts au fur et a` mesure. Autrement
dit, on fait l’approximation suivante :
q(Z) = q(z1)q(z2|z1)q(z3|z1, z2) . . . q(zL|z1, . . . , zL−1) (4.42)
Notre e´tape E est donc modifie´e en ce sens. Nous allons de´crire le traitement des
deux premiers individus, et nous ge´ne´raliserons. Ce proce´de´ ite´ratif conditionnel est
assez proche d’ICM (iterated conditional modes) [Basu et al., 2006].
4.7.3 Initialisation du processus
On rappelle quempk =
￿L
l=1 alpzlk. Le principe e´voque´ pre´ce´demment (voir e´quation
(4.42)) nous permet, a` chaque e´tape du traitement, de restreindre la somme au rang
associe´ a` cette e´tape. Pour la premie`re e´tape nous avons donc :
ln q∗(z1) =
K￿
k=1
z1k ln ρ1k −
K￿
k=1
P￿
p=1
ln(1 + a1pz1k) + const (4.43)
Ce qui, pour un k particulier, donne :
ln q∗(z1k) = z1k ln ρ1k −
P￿
p=1
ln(1 + a1pz1k) + const (4.44)
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On voit alors diﬃcilement comment se ramener a` un estimateur de loi multinomiale.
Toutefois, en utilisant un de´veloppement du premier ordre de ln(1+x) selon la formule
de Taylor, nous obtenons :
ln q∗(z1k) = z1k ln ρ1k −
P￿
p=1
a1pz1k + const (4.45)
ln q∗(z1k) = z1k ln
ρ1k
e
PP
p=1 a1p
+ const (4.46)
E´tant donne´ que chaque composante n’appartient qu’a` une seule source,
ln q∗(z1k) = z1k ln
ρ1k
e
+ const (4.47)
Ce qui nous donne un estimateur non-normalise´ ρ￿1k =
ρ1k
e . Dans ce cas de figure,
on retombe logiquement sur le meˆme estimateur normalise´ que lorsque les contraintes
ne sont pas prises en compte.
4.7.4 Une nouvelle formule ge´ne´rale de mise a` jour pour q∗(Z)
On passe a` l’e´tape suivante de notre traitement, ce qui revient a` une restriction au
rang 2 de l’e´quation (4.43). En particulier, on a alors :
ln q∗(z2|z1) =
K￿
k=1
z2k ln ρ2k−
K￿
k=1
P￿
p=1
ln(1+ a1pz1k)−
K￿
k=1
P￿
p=1
ln(1+ a1pz1k + a2pz2k) + c
(4.48)
De nouveau, on conside`re un k particulier, et le de´veloppement de Taylor associe´,
menant alors a` :
ln q∗(z2k|z1k) = z2k ln ρ2k −
P￿
p=1
a1pz1k −
P￿
p=1
(a1pz1k + a2pz2k) + c (4.49)
Nous remarquons qu’a` ce stade, z1k est de´ja` connu, nous nous inte´resserons donc a` la
valeur relative de z2k. Pour ce faire, on note aimax = argmaxp aip et zimax = argmaxk zik.
Compte tenu de ces conside´rations, l’expression peut eˆtre arrange´e comme suit :
ln q∗(z2k|z1k) = z2k(ln ρ2k − 1− 2δa1max,a2max .δz1max,k) + c (4.50)
avec δ l’ope´rateur de Kronecker. On aboutit alors a` l’ope´rateur de´normalise´ suivant :
ρ￿2k =
ρlk
e1+2δa1max,a2max .δz1max,k
Pour un rang quelconque, un raisonnement similaire me`ne a` la formule ge´ne´rale
suivante :
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ρ￿jk =
ρjk
e1+
Pj−1
i=1 (j−i+1).δaimax,ajmax .δzimax,k
(4.51)
ou` j est le rang de l’individu en cours de traitement.
L’algorithme de re´duction de me´langes de gaussiennes incluant cette e´tape E mo-
difie´e sera de´nomme´ VBGMM-B par la suite.
4.7.5 Modification de la borne infe´rieure
La borne infe´rieure e´voque´e pre´ce´demment est une somme d’espe´rances mathe´matiques
suivant les distributions variationnelles courantes. Par souci de concision, nous nous
concentrons sur les modifications induites par l’e´tape E modifie´e.
Les expressions de borne infe´rieure pour les algorithmes VBGMM et VBGMM-A
peuvent eˆtre trouve´es respectivement dans [Bishop, 2006, chap. 10] et la section 4.3. Ici
nous la re´sumerons simplement par la variable F . L’inclusion de contraintes a modifie´
la distribution variationnelle de Z. On a donc une nouvelle borne infe´rieure F ￿ :
F ￿ = F + E[ln p(A|Z)] (4.52)
= F +
K￿
k=1
P￿
p=1
−1− E[mpk]￿
i=0
ln(1 + i)
 (4.53)
= F −KP −
K￿
k=1
P￿
p=1
E[mpk]￿
i=0
ln(1 + i) (4.54)
avec
E[mpk] = E
￿
L￿
l=1
alpzlk
￿
=
L￿
l=1
alpE[zlk] =
L￿
l=1
alprlk (4.55)
Avec l’algorithme VBGMM-A, cette borne infe´rieure est assure´e de suivre une
croissance stricte. Dans le contexte pre´sent, a` des fins d’eﬃcacite´, nous avons mis en
oeuvre une e´tape E heuristique, aussi cette proprie´te´ n’est plus garantie ; de le´ge`res
de´croissances peuvent eˆtre observe´es.
Mais l’imple´mentation associe´e ne change pas fondamentalement : on observe la
valeur de la borne infe´rieure a` chaque ite´ration, et on utilise ∆(borne infe´rieure) < seuil
comme crite`re d’arreˆt, sauf que de´sormais ∆ peut eˆtre ne´gatif. Alternativement on peut
mesurer l’agitation de Z (voir formule (3.68).
4.7.6 Evaluation expe´rimentale de l’algorithme VBGMM-B
Dans cette section, nous allons comparer VBGMM-B a` VBGMM-A en utilisant une
collection d’images. Pour cela, nous avons se´lectionne´ les 10 premie`res cate´gories de la
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collection d’images Caltech-256 [Griﬃn et al., 2007], formant ainsi un ensemble de 1243
images.
Chaque image est alors vue comme une source de donne´es, et un me´lange de gaus-
siennes est ajuste´ sur les intensite´s des pixels (espace colorime´trique (L,a,b), augmente´
des positions de pixels (x,y)). Les me´langes individuels obtenus sont en moyenne forme´s
de 18 composantes. Le protocole consiste alors a` choisir ale´atoirement x sources puis a`
re´aliser l’agre´gation avec une des me´thodes e´voque´es plus haut. Nous mesurerons alors :
– la divergence KL de l’agre´gat obtenu par rapport a` la somme ponde´re´e de com-
posantes fournie en entre´e, et par rapport a` chaque source de donne´es prise
se´pare´ment,
– le nombre d’ite´rations avant convergence,
– le nombre de composantes finalement retenu pour le mode`le cible.
Les re´sultats sont donne´s dans les figures 4.7, 4.8 et 4.9 pour diﬀe´rentes valeurs de
x. De ces re´sultats, nous tirons les conclusions suivantes :
– VBGMM-B donne des re´sultats e´quivalents a` VBGMM-A du point de vue de la
divergence KL. Un le´ge`re de´gradation peut eˆtre parfois observe´e.
– Cette fois-ci, nous observons que la prise en compte de l’origine des composantes
e´vite une re´duction excessive du nombre de composantes quand le nombre de
mode`les en entre´e devient grand : quand 100 sources sont agre´ge´es (soit 1800
composantes en moyenne), on obtient 40 composantes au lieu de 9. Le processus
sous-jacent n’est pas tre`s clairement de´fini (i.e. les images d’une meˆme cate´gorie
peuvent pre´senter un profil de signal assez diﬀe´rent), aussi il est souvent vraisem-
blable de proce´der a` des fusions drastiques.
Dans ce cas de figure, nos contraintes peuvent eˆtre interpre´te´es comme une in-
formation fournie a priori, et le compromis se fera entre la pre´servation de cette
information et une estimation de qualite´. Il en re´sulte donc un nombre plus im-
portant, mais cependant raisonnable, de composantes.
– Quand le nombre de sources devient grand, VBGMM-B devient beaucoup plus
rapide que VBGMM-A. Intuitivement, pour VBGMM-A, un temps conside´rable
est passe´ a` eﬀectuer des regroupements intempestifs qui n’apportent que peu de
gain au niveau de la divergence KL, et plus largement au niveau de la borne
infe´rieure. En revanche, les contraintes permettent d’arreˆter le processus avant
que survienne cet artefact.
Commentons la complexite´ algorithmique relative des algorithmes : les ite´rations de
VBGMM-A ont une complexite´ suivant O(L), que l’inclusion de contraintes fait passer
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dans le mode`le cible pour VBGMM-A
et VBGMM-B
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a` O(L ln(L)). Cependant, sur la figure 4.8, on remarque que le nombre d’ite´rations pour
VBGMM-A semble line´aire selon L, alors que VBGMM-B semble en O(1).
Donc quand L devient grand, le couˆt ce´de´ par une ite´ration serait largement com-
pense´ par le gain en nombre d’ite´rations. De plus, une imple´mentation e´le´gante de
l’e´tape E modifie´e rame`ne la complexite´ de celle-ci a` O(L), ce qui en renforce d’autant
plus l’inte´reˆt.
4.8 Conclusion
Nous avons pre´sente´ nos contributions dans le domaine de l’agre´gation de mode`les
de me´langes, en mettant l’accent sur la parcimonie des solutions trouve´es et la rigueur
des solutions algorithmiques de´cline´es. L’agre´gation de MPPCA permet meˆme d’envisa-
ger une parcimonie supe´rieure, en ajustant le rang de chaque composante aux donne´es
supporte´es. Nous avons illustre´ nos propositions par des expe´riences. Nous aurions pu
employer des e´chantillons de dimensionalite´s plus e´leve´es, mais nous avons justifie´ de
notre choix dans un but de comparaison.
La prise en compte de l’origine de chaque composante (i.e. aspect semi-supervise´),
outre les qualite´s algorithmiques en de´coulant, ouvre la voie a` l’inte´gration de contraintes
utilisateur. On peut en eﬀet facilement imaginer qu’au lieu d’eˆtre impose´es par la struc-
ture du re´seau, l’utilisateur impose des contraintes en fonction de ses pre´fe´rences, gui-
dant ainsi le processus. Ce mode`le pourrait par ailleurs tout aussi bien eˆtre employe´
avec l’algorithme VBGMM standard (voir section 3.5.2).
Chapitre 5
Classification visuelle par nuages
d’agents
5.1 Introduction
Dans ce chapitre, nous proposons une me´thode de classification non-supervise´e et
visuelle adapte´e au contexte semi-supervise´ et incre´mental. Notre contribution est une
variante de l’algorithme propose´ dans [Picarougne et al., 2007]. Ce chapitre a fait l’objet
de publications [Bruneau et al., 2008b, 2009b].
Notre approche, d’inspiration bio-mime´tique, tranche singulie`rement avec les cha-
pitres 3 et 4. Nous commenc¸ons donc ce chapitre par un e´tat de l’art spe´cifique a` ce
type de fonctions de classification. Ensuite, nous introduisons l’algorithme FClust [Pi-
carougne et al., 2007], dont la contribution de ce chapitre est de´rive´e. Cette dernie`re
consiste en deux ope´rateurs ge´rant la dimension semi-supervise´e et incre´mentale de
l’algorithme, de´crits par la suite. Enfin, des re´sultats expe´rimentaux illustrent la pro-
position.
5.2 Classification bio-mime´tique
Dans les anne´es 70, les travaux fondateurs sur les algorithmes e´volutionnaires ont e´te´
concentre´s sur les algorithmes ge´ne´tiques (GA) [Holland, 1975], les strate´gies d’e´volution
(ES) [Rechenberg, 1965] et la programmation e´volutionnaire (EP) [Fogel et al., 1966].
Dans l’esprit, ces trois cate´gories d’algorithmes ont utilise´ des principes similaires, car
elles sont toutes inspire´es du ne´o-Darwinisme : i.e. l’utilisation d’une population d’indi-
vidus (e.g. dans le cas de la classification non-supervise´e d’un ensemble d’e´le´ments, une
partition possible pour ceux-ci), l’e´valuation des individus sur la base d’une fonction
de couˆt ou de qualite´, la se´lection (ou survie) des individus les mieux adapte´s, et la
ge´ne´ration d’une nouvelle population avec des ope´rateurs ge´ne´tiques comme le croise-
ment et la mutation.
Pour toutes ces approches, les repre´sentations initiales (i.e. individus code´s de manie`re
binaire, re´elle, ou hie´rarchique) et les principes e´volutionnaires (ope´rateurs) contraignent
la fac¸on dont ces algorithmes sont applique´s au proble`me de la classification. Par
exemple, les algorithmes ge´ne´tiques reposent en partie sur l’usage de l’ope´rateur de
croisement, re´alisant l’e´change de ge`nes entre individus ; aussi dans le cadre de la classi-
fication il faut de´finir comment deux partitions possibles d’un meˆme e´chantillon peuvent
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e´changer des caracte´ristiques.
De manie`re analogue, comme ES utilise un codage des individus par des nombres
re´els, il faut trouver comment encoder une partition sous forme de vecteur re´el, et com-
ment en re´aliser la mutation, par exemple avec des lois gaussiennes. Les algorithmes
ge´ne´tiques ont notamment e´te´ applique´s au proble`me de la classification en utilisant
diﬀe´rents codages [Cucchiara, 1993, Von Laszewski, 1991, Jones and Beltramo, 1991,
Falkenauer, 1994, Hall et al., 1999, Nasraoui and Leon, 2004]. Un individu repre´sente
une partition de l’e´chantillon de donne´es, et une population de tels individus e´volue
selon des ope´rations de se´lection, recombinaison et mutation, comme sugge´re´ par la
the´orie de l’e´volution de Darwin.
Quelques anne´es plus tard, les fourmis artificielles ont inspire´ les informaticiens dans
de nombreux domaines. Cela est principalement duˆ au fait que le comportement de ces
animaux est assez riche et diversifie´. Dans les anne´es 90, des biologistes ont mode´lise´ le
comportement de fourmis re´elles, et simule´ comment celles-ci pourraient partitionner,
ou regrouper, des objets trouve´s dans leur nid.
Deneubourg et al. apparaissent comme les pionniers de cette approche, et ont pro-
pose´ un premier mode`le pour le tri d’objets selon leur similarite´ par des fourmis arti-
ficielles [Deneubourg et al., 1990, Goss and Deneubourg, 1991] : plus pre´cise´ment, les
fourmis artificielles se de´placent alors sur une grille 2D. Les objets a` trier sont place´s
de manie`re ale´atoire sur la grille. Chaque fourmi est place´e sur cette meˆme grille, n’a
qu’une perception locale de la cellule proche de sa position, et ne communique pas avec
les autres fourmis. La configuration locale des objets sur la grille influence le compor-
tement des fourmis. Le pas entre tri et classification d’objets a e´te´ franchi dans [Lumer
and Faieta, 1994, Azzag et al., 2006b, Kuntz et al., 1997, Monmarche´ et al., 1999, Az-
zag et al., 2006a] avec des adaptations de l’algorithme pre´sente´ ci-dessus. Diﬀe´rentes
approches biologiques ont e´te´ propose´es pour orienter le de´placement des fourmis : la
reconnaissance chimique dans [Labroche et al., 2002], ou l’auto-assemblage dans [Azzag
et al., 2004].
L’algorithme du re´seau immunitaire pre´sente un autre exemple d’adaptation a` la
classification ; les anti-ge`nes repre´sentent les donne´es, et les anti-corps repre´sentent les
partitions qui doivent eˆtre adapte´s aux anti-ge`nes [De Castro and Von Zuben, 2000,
Timmis et al., 2000, Nasraoui et al., 2003].
Un avantage de ces algorithmes inspire´s de comportements biologiques est leur na-
ture intrinse`quement distribue´e, sans controˆle central, impliquant ainsi des couˆts de
communication faibles. La recherche eﬀectue´e est souvent plus globale relativement a`
des approches standard. De plus, aucune connaissance a priori n’est en ge´ne´ral requise
(e.g. partition initiale ou nombre de groupes final), a` l’oppose´ de l’algorithme K-means
[McQueen, 1967], par exemple.
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L’intelligence d’essaim regroupe les algorithmes base´s sur une population d’agents
e´le´mentaires [Bonabeau et al., 1999]. Les fourmis artificielles peuvent eˆtre associe´es a`
cette classe, mais dans ce chapitre nous nous concentrons sur les mode`les de mouvement
d’un nuage d’agents ou de particules applique´s a` la re´solution d’un proble`me d’optimi-
sation. Par exemple, la me´thode PSO (Particle Swarm Optimization, ou optimisation
par essaim de particules [Clerc, 2005]) utilise une population de particules place´es dans
un espace de recherche, et repre´sentant des solutions possibles a` un proble`me d’optimi-
sation. Ces particules sont caracte´rise´es par une position et une vitesse, ainsi que par la
possibilite´ d’interagir les unes avec les autres ; elles peuvent ainsi coordonner localement
leurs mouvements, afin de trouver le maximum de la fonction.
Ces principes ont e´te´ de´ja` e´te´ applique´s au proble`me de la classification [Proctor
and Winter, 1998]. Chaque agent est associe´ a` un e´le´ment de donne´es. Il peut re´agir a`
la pre´sence d’autres agents dans son voisinage, en prenant en compte sa similarite´ avec
ceux-ci. De cette fac¸on, les agents se de´placent vers une position ou` ils sont les plus
proches d’e´le´ments qui leurs sont similaires.
En appliquant une telle re`gle de comportement, les agents forment progressivement
des groupes de donne´es similaires se de´plac¸ant de manie`re coordonne´e. Une des ca-
racte´ristiques inte´ressantes de cette classe d’algorithmes est la possibilite´ de produire
une visualisation inde´pendante de la nature exacte des donne´es traite´es (notamment de
leur dimensionalite´). La position et la vitesse des agents fournit une information visuelle
sur les groupes de´couverts. Ces algorithmes sont ainsi des candidats inte´ressants dans
l’optique d’un partitionnement interactif.
Le pre´sent chapitre se base sur une e´volution de l’algorithme FClust [Picarougne
et al., 2007]. Celui-ci est inspire´ d’un mode`le biologique du comportement social des
animaux en mouvement (e.g. nuages d’oiseaux) [Reynolds, 1987]. Le mode`le propose´
place les individus dans un environnement 2D ou 3D, qui vont ensuite se de´placer sui-
vant des re`gles de de´cision. Ces re`gles sont en ge´ne´ral les meˆmes pour tous les individus,
et ne prennent en compte que le voisinage de chacun, i.e. les autres individus dans un
pe´rime`tre donne´. L’application de ces re`gles de´termine l’amplitude et la direction du
mouvement de chaque individu. Par exemple, un individu peut s’e´loigner de ses voisins,
ou se rapprocher des individus qui lui sont similaires, etc. Re´sultant de ces adaptations
locales, des formes complexes peuvent apparaitre dans le nuage d’agents, une proprie´te´
souvent nomme´e e´mergence dans la litte´rature de biologie comportementale.
Les mouvements d’individus artificiels peuvent eˆtre utilise´s dans le contexte d’une
fonction de classification : chaque individu se de´plac¸ant dans l’environnement repre´sente
un e´le´ment de l’e´chantillon de donne´es, et essaiera de se de´placer de manie`re a` eˆtre
proche des individus qui lui sont similaires. Ainsi, apre`s une e´volution suﬃsamment
longue, des groupes d’individus similaires se de´placeront ensemble, sugge´rant naturel-
lement une partition des donne´es.
Graˆce a` l’abstraction d’e´le´ments complexes par un environnement 2D ou 3D, cette
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me´thode permet une visualisation directe du processus de classification, se rapprochant
alors du domaine de la fouille de donne´es visuelle [Cleveland, 1993, Keim and Kriegel,
1996, Wong and Bergeron, 1997]. Les me´thodes Isomap [Tenenbaum et al., 2000], LLE
[Roweis and Saul, 2000], ou SOM (Self-Organizing Map) [Kohonen, 1990] permettent
d’extraire un support topologique des donne´es afin de les repre´senter sur un espace
a` faible dimension. FClust diﬀe`re en ce que l’espace de repre´sentation n’est pas ex-
plicitement relie´ a` une information topologique, mais sert plutoˆt de terrain pour que
les mouvement des agents leur permettent de s’organiser spontane´ment. De ce fait, la
repre´sentation utilise´e par FClust est intimement lie´e a` l’algorithme de classification
sous-jacent. Pour contraster, dans le chapitre 6, nous pre´senterons une me´thode de vi-
sualisation de classification ou` technique de visualisation et algorithme d’apprentissage
sont beaucoup plus de´corre´le´s.
5.3 L’algorithme FClust
5.3.1 Intuition
Dans cette section, nous rappelons l’algorithme FClust [Picarougne et al., 2007], le
fondement de la contribution de ce chapitre. Celui-ci est base´ sur la formation et le
mouvement de nuages d’agents dans un espace clos. Une illustration de ce principe est
donne´e dans la figure 5.1. Partant d’une situation initiale (a) ou` les agents sont dis-
perse´s au hasard dans l’environnement (avec des directions ale´atoires), nous souhaitons
obtenir la situation finale (b) dans laquelle les agents similaires bougent de manie`re
cohe´rente (dans la meˆme direction, et proches les uns des autres).
a) b)
Fig. 5.1 – Illustration de l’environnement dans lequel e´volue un nuage d’agents. Partant
d’une situation initiale (a) ou` les agents e´taient place´s ale´atoirement, on souhaite arriver
a` la situation (b), ou` les agents similaires se de´placent de manie`re cohe´rente (extrait de
[Picarougne et al., 2007]).
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5.3.2 Pre´sentation
L’approche FClust est base´e sur le positionnement d’agents (chaque agent e´tant as-
socie´ a` un e´le´ment de donne´es) dans un espace 2D ou 3D, puis l’application de simples
re`gles de de´cision, inspire´es de celles applique´es dans les formations d’oiseaux ou les
bancs de poissons : pour chaque agent, se rapprocher des agents similaires ; s’e´loigner
des agents dissimilaires. Ces re`gles sont telles, qu’apre`s une e´volution suﬃsamment
longue (ou, dans un contexte informatique, apre`s suﬃsamment d’ite´rations) des groupes
d’agents (ou, de manie`re e´quivalente, de donne´es) homoge`nes sont cre´e´s.
Conside´rons un ensemble de N e´le´ments {x1, . . . ,xN} a` partitionner. La seule hy-
pothe`se qui est forme´e sur les donne´es est l’existence d’une mesure de similarite´ sur
leur espace, note´e sim(i, j).
L’algorithme 5 pour controˆler les agents fonctionne comme suit : initialement, tous
les agents sont place´s dans des positions et directions ale´atoires. Les distances ide´ales
sont alors calcule´es pour chaque couple d’agents. Ensuite les agents bougent et de´cident,
selon une re`gle locale, s’ils devraient se rapprocher et/ou aller dans la meˆme direction
(et re´ciproquement).
Intuitivement, cette re`gle a deux buts : 1) faire converger les distances eﬀectives
entre agents vers leur distance ide´ale, et 2) faire en sorte que les agents associe´s a` des
donne´es similaires se de´placent dans la meˆme direction. De cette re`gle locale e´mergent
des groupes d’agents qui se de´placent ensemble, de´finissant ainsi une partition des
donne´es traite´es.
Entre´es : N e´le´ments x1, . . . ,xN
Sorties : Partition des e´le´ments
Placer (ale´atoirement, par exemple) les N agents dans l’environnement 2D ;1
tant que pas de convergence faire2
Calculer nouvelle position pour chacun des N agents selon meˆme re`gle3
locale ;
De´placer tous les agents simultane´ment ;4
fin5
Construire les groupes depuis le nuage d’agents ;6
Algorithme 5 : Premie`re version de l’algorithme FClust pour le controˆle des
agents
Le de´placement de tous les agents est de´termine´ par la meˆme re`gle locale. Nous
n’entendons pas ici en faire une description exhaustive, mais plutoˆt intuitive. Pour plus
de de´tails, le lecteur peut consulter [Picarougne et al., 2007]. Pour chaque agent i, a`
chaque ite´ration, cette re`gle calcule un nouveau vecteur de vitesse de´pendant a` la fois de
ses position et vitesse actuelles, ainsi que du comportement et de la nature des agents
dans son voisinage. Plus pre´cise´ment, seuls les agents situe´s a` une distance infe´rieure a`
un seuil vont influencer i. Cette distance est estime´e selon la nature des donne´es.
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Si le voisinage de l’agent i est vide, celui-ci continue son de´placement sans changer
de direction ou de vitesse. Si un ou plusieurs agents sont pre´sents dans le voisinage de i,
leur influence peut eˆtre de´compose´e en 2 parties : en termes de direction et d’amplitude.
5.3.3 Changement de direction
Dans l’optique d’une illustration claire, conside´rons dans un premier temps le cas
ou` un seul agent j est pre´sent dans le voisinage de i. L’influence de j sur i en termes de
direction de´pend a` la fois de d(i, j) relativement a` une distance ide´ale (note´e d∗(i, j)),
et de l’angle entre les vecteurs de vitesse de j et de i.
La distance ide´ale est calcule´e selon les similarite´s entre les e´le´ments de donne´es
xi et xj. La re`gle de de´placement est conc¸ue de telle sorte que le mouvement de deux
agents relativement similaires tend a` s’aligner, ceux-ci e´tant alors se´pare´s par leur dis-
tance ide´ale (voir figure 5.2).
d*
alignment
resulting
attraction
alignment
resulting
attraction
Fig. 5.2 – Comportement the´orique de deux agents en interaction (extrait de [Pica-
rougne et al., 2007])
Plus pre´cise´ment :
– L’attraction ou la re´pulsion entre deux agents est calcule´e relativement a` leurs
distances actuelle et ide´ale,
– L’alignement de´pend de l’angle actuel entre leurs vecteurs de vitesse.
Nous traitons le cas ou` plusieurs agents sont pre´sents dans le voisinage de i simple-
ment en sommant puis normalisant leur influence.
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5.3.4 Changement d’amplitude et convergence
Le vecteur de vitesse de i est mis a` jour selon le nombre d’agents pre´sents dans son
voisinage, de sorte que :
– aucun agent ne reste seul et immobile dans l’environnement sans la possibilite´ de
rencontrer d’autres agents,
– les groupes d’agents aient tendance a` se de´placer de moins en moins vite en
grossissant,
– et l’on assure une vitesse limite´e a` l’agent isole´, de manie`re a` ne pas le placer direc-
tement au centre d’un groupe. En eﬀet, on pourrait ainsi provoquer l’e´clatement
du groupe, s’il s’ave`re que l’agent est assez dissimilaire d’une majorite´ de ses
membres.
Nous obtenons alors le re´sultat recherche´, i.e. l’agent est progressivement rattache´
au groupe ade´quat. Les agents isole´s auront plus tendance a` se de´placer d’un groupe a`
l’autre afin de trouver celui qui leur convient le mieux.
L’algorithme utilise des pas de temps pour re´aliser les mouvements, et tous les agents
se de´placent de manie`re synchrone, mettant a` jour leur directions et amplitudes a` chaque
pas de temps. Les frontie`res de l’environnement se comportent comme des miroirs :
quand un agent atteint la frontie`re, il rebondit et part dans la direction syme´trique
selon la normale de la frontie`re.
5.4 Adaptation semi-supervise´e et incre´mentale
FClust ne peut pas eˆtre utilise´ dans le contexte d’un flux de donne´es, car le nombre
d’agents exploserait avec la taille de l’e´chantillon traite´, rendant la visualisation en-
combre´e. Pour pallier cet inconve´nient, l’utilisation d’une feneˆtre glissante a e´te´ pro-
pose´e dans la litte´rature [Lavergne et al., 2007].
Nous choisissons une strate´gie diﬀe´rente, en permettant la formation de re´sume´s
d’information par fusion d’agents. Plus pre´cise´ment, afin d’e´viter d’avoir a` stocker toutes
les donne´es rec¸ues, nous proposons de repre´senter un groupe d’agents fusionne´s par une
densite´ de probabilite´ gaussienne multivarie´e parame´tre´e par (µ,Σ). Pour appliquer ce
principe, le calcul des similarite´s de FClust doit eˆtre adapte´.
Initialement, chaque agent i est associe´ a` une distribution avec pour moyenne xi,
et une covariance faible. Quand le nombre d’agents pre´sents dans la simulation devient
trop grand, les fusions proce`dent a` partir de cette situation initiale. Nous avons choisi
d’utiliser la distance Euclidienne entre le centre des distributions comme crite`re de
de´cision des agents a` fusionner.
Nous introduisons deux ope´rateurs pouvant eˆtre applique´s a` ces agents : un ope´rateur
de fusion (Merge) et un ope´rateur d’e´clatement (Split). L’ope´rateur de fusion nous
permet de re´duire le nombre d’agents pre´sents dans la simulation. Grossie`rement, cet
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ope´rateur prend 2 groupes d’agents (autrement dit 2 gaussiennes) et construit un nouvel
agent en fusionnant ces distributions. Cela permet d’eﬀectuer la classification de notre
flux de donne´es en temps line´aire selon le nombre d’e´lements traite´s.
L’ope´rateur d’e´clatement permet d’adapter notre partition a` des changements struc-
turels dans le flux de donne´es rec¸u. Nous conside´rons un contexte semi-supervise´ pour
notre algorithme (pour une de´finition, voir la section 2.4) : ainsi certains e´le´ments
du flux sont associe´s avec des classes a priori. Si l’ope´rateur de fusion de´cide de re-
grouper 2 agents associe´s a` des e´le´ments de plus d’une modalite´ d’e´tiquette, l’ope´rateur
d’e´clatement permettra de diviser ce dernier afin de ne re´cupe´rer une population d’agents
associe´s qu’a` au plus une e´tiquette.
5.4.1 Ope´rateur de fusion
Nous proposons un ope´rateur de fusion dans une optique incre´mentale. Ainsi, nous
ne stockons que µ (l’espe´rance des donne´es des agents groupe´s), Σ (la matrice de cova-
riance associe´e) et π (le nombre d’e´le´ments de donne´es groupe´s) pour chaque agent.
Cet ope´rateur prend 2 agents (πk1, µk1,Σk1) et (πk2, µk2,Σk2) en entre´e et ge´ne`re un
nouvel agent (πk, µk,Σk). La matrice de covariance du nouvel agent peut eˆtre calcule´e
incre´mentalement en utilisant une ge´ne´ralisation de la formule de de´composition de la
covariance d’une gaussienne Σ = E[X.XT ]− µ.µT .
L’e´quation (5.1) montre comment construire un nouvel agent k a` partir de 2 agents
k1 et k2.
πk = πk1 + πk2
µk =
πk1.µk1 + πk2.µk2
πk1 + πk2
Σk = Ek[Xk.XTk ]− µk.µTk
=
￿
Ek1[Xk1.XTk1].πk1
πk1 + πk2
+
Ek2[Xk2.XTk2].πk2
πk1 + πk2
￿
− µk.µTk
=
(Σk1 + µk1.µTk1).πk1 + (Σk2 + µk2.µ
T
k2).πk2
πk1 + πk2
− µk.µTk (5.1)
Nous voulons utiliser cet ope´rateur quand trop d’agents sont pre´sents dans la si-
mulation a` un temps t, ceci afin de re´duire la complexite´ de l’algorithme. Pour que
l’algorithme de classification conserve de bonnes proprie´te´s, il nous faut e´galement ne
fusionner que des agents similaires, menant ainsi a` des distributions gaussiennes plus
compactes.
Les trois conditions suivantes sont donc de´finies pour de´cider de l’usage de l’ope´rateur
de fusion sur deux agents :
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– Il y a plus de idealNbA agents dans la simulation.
– Un agent a au moins un autre agent dans son voisinage.
– La similarite´ entre deux agents est plus grande qu’un seuil Mth.
La fusion provoque ainsi une de´croissance du nombre d’agents nbA dans la simula-
tion. La premie`re condition permet de re´guler le nombre d’agents dans la simulation,
tout en empeˆchant des fusions intempestives : si trop peu d’agents e´voluent dans l’es-
pace, la probabilite´ de rencontre entre deux agents devient tre`s faible. La probabilite´ de
former des groupes est alors e´galement faible, d’ou` une baisse de la vitesse de conver-
gence de l’algorithme. La troisie`me condition permet d’assurer que des agents suﬃsam-
ment similaires sont fusionne´s. Le seuil Mth est de´fini dans l’e´quation (5.2), avec nbA le
nombre d’agents actuellement dans la simulation, et simM la similarite´ moyenne entre
tous les nbA agents.
Mth =
￿
1
1−simM
nbA−simM + simM
si (nb1 < idealNbA)
sinon
(5.2)
5.4.2 Ope´rateur d’e´clatement
L’ope´rateur d’e´clatement nous permet de ge´ne´rer deux agents a` partir d’un seul.
Nous cre´ons ainsi deux gaussiennes multivarie´es (πk1, µk1,Σk1) et (πk2, µk2,Σk2) a` par-
tir d’une composante initiale (πk, µk,Σk).
Cet ope´rateur est choisi de manie`re a` ve´rifier l’inverse de l’ope´rateur de fusion. Nous
avons choisi l’e´clater la composante gaussienne selon un vecteur propre de la matrice
de covariance associe´e, et de placer les moyennes des 2 nouvelles distributions en fonc-
tion de la valeur propre associe´e. Cette me´thode a de´ja` e´te´ applique´e dans [Blekas and
Lagaris, 2007].
Comme nous travaillons dans un contexte semi-supervise´, nous utilisons les donne´es
e´tiquete´es pour de´cider du choix du vecteur propre utilise´. L’e´quation (5.3) montre
comment re´aliser l’e´clatement d’un agent k en deux nouveaux agents k1 et k2 avec λi
et vi la valeur propre et le vecteur propre de la matrice Λk choisis.
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πk1 = πk2
=
πk
2
µk1 = µk +
√
λi
2
.vi
µk2 = µk −
√
λi
2
.vi
Σk1 = Σk2
= Σk + µk.µ
T
k −
µk1.µTk1 + µk2.µ
T
k2
2
= Σk − λi
4
.vi.v
T
i (5.3)
Nous utilisons cet ope´rateur si, apre`s une ope´ration de fusion, des donne´es e´tiquete´es
avec au moins 2 modalite´s de classe diﬀe´rentes apparaissent dans cette classe. Nous
remarquons qu’en appliquant cet ope´rateur juste apre`s avoir applique´ l’ope´rateur de
fusion, nous ne pouvons pas avoir plus de 2 modalite´s de classe a priori diﬀe´rentes dans
une composante qui vient d’eˆtre fusionne´e.
L’e´clatement n’a donc besoin d’eˆtre fait qu’en deux composantes. Les 5 e´tapes sui-
vantes de´finissent le processus d’e´clatement :
– extraire les donne´es e´tiquete´es des parame`tres de l’agent (πk, µk,Σk),
– calculer les centroides p1 et p2 des deux groupes de donne´es g1 et g2 ayant une
e´tiquette diﬀe´rente,
– prendre le vecteur propre vi le plus coline´aire avec le vecteur forme´ par p1 et p2,
et la valeur propre associe´e λi de Σk,
– calculer les nouvelles composantes (πk1, µk1,Σk1) et (πk2, µk2,Σk2) en appliquant
l’ope´rateur d’e´clatement sur (πk, µk,Σk) avec vi et λi,
– associer les donne´es e´tiquete´es du groupe gi avec (πki, µki,Σki).
A` la premie`re e´tape, nous extrayons les donne´es e´tiquete´es de l’agent avant de
re´aliser l’e´clatement, afin que ces valeurs ne soient pas oublie´es. Par conse´quent, si les
donne´es a` partitionner sont re´sume´es par des ope´rations de fusions successives, on s’as-
sure bien que les donne´es e´tiquete´es par un utilisateur restent explicitement me´morise´es ;
celles-ci ne seront en ge´ne´ral pas tre`s nombreuses, le surplus de stockage ne sera donc
pas significatif.
Ensuite, l’ope´ration revient a` e´clater la distribution selon une droite qui divise au
5.4. ADAPTATION SEMI-SUPERVISE´E ET INCRE´MENTALE 129
mieux les 2 groupes de donne´es e´tiquete´es (i.e min | cos(−−→p1p2, vi)|).
Afin de limiter le temps de calcul ne´cessaire a` la de´termination du vecteur propre,
nous ne prendrons en compte que les trois vecteur propres associe´s aux 3 valeurs propres
maximales. Ces valeurs peuvent eˆtre eﬃcacement approche´es en utilisant l’algorithme
power method.
5.4.3 Algorithme ge´ne´ral
Nous inscrivons nos contributions dans l’algorithme ge´ne´ral suivant :
Entre´es : Flux de donne´es
Sorties : Position, amplitude et direction d’un population de NbA agents
tant que il reste e´le´ments dans flux faire1
Lire e´le´ments dans flux ;2
Cre´er agents pour e´le´ments lus ;3
tant que NbA > idealNbA faire4
Re´aliser fusions d’agents ;5
si ∃ 2 e´tiquettes ￿= dans le meˆme agent alors6
Re´aliser e´clatement ;7
fin8
fin9
Calculer nouvelles vitesses et positions d’agents ;10
De´placer agents ;11
fin12
Algorithme 6 : Algorithme incre´mental et semi-supervise´
5.4.4 Fonction de classification finale
Quand toutes les donne´es ont e´te´ traite´es, nous de´terminons les groupes de manie`re
analogue a` la me´thode FClust. Afin de re´aliser une e´valuation expe´rimentale, nous
devons associer chaque e´le´ment du flux d’origine, dont ceux qui ont e´te´ fusionne´s, a` un
groupe spe´cifique. Cela est re´alise´ simplement en associant chaque e´le´ment d’origine i
a` l’agent pre´sent dans la simulation dont la moyenne associe´e µ est la plus proche de
xi. Nous avons par ailleurs conditionne´ la taille du voisinage d’un agent au nombre et
a` la nature des donne´es qui lui sont associe´es : en particulier, le parame`tre Mth associe´
a` chaque agent est adapte´ au moyen d’une feneˆtre glissante. En quelque sorte, nous
combinons notre strate´gie avec celle utilise´e dans [Lavergne et al., 2007].
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5.5 Interactions utilisateur
Une des proprie´te´s inte´ressantes de cet algorithme est de permettre une visualisation
dynamique du processus de classification. Cette visualisation est possible sur l’espace
de simulation (i.e. 2D ou 3D) sans condition pre´alable sur le nombre de dimensions des
donne´es traite´es.
Cela permet e´galement de ge´rer des interactions de la part d’un utilisateur. Cette
proprie´te´ a de´ja` e´te´ e´voque´e dans [Picarougne et al., 2007].
Fig. 5.3 – Visualisation des groupes d’individus avec FClust
La figure 5.3 montre une capture d’e´cran de notre application. Nous repre´sentons un
agent par un triangle, et la taille de son voisinage par un halo circulaire autour de lui.
Celle-ci est fonction du nombre d’e´le´ments que l’agent re´sume. L’utilisateur peut, s’il le
souhaite, figer temporairement l’aﬃchage afin de pouvoir visualiser les caracte´ristiques
d’un agent particulier.
A` l’oppose´ de l’algorithme FClust, nous ne pouvons pas aﬃcher toutes les donne´es
associe´es avec un agent car l’information est re´sume´e dans les composantes gaussiennes.
Ne´anmoins, l’utilisateur peut acce´der aux donne´es e´tiquete´es. L’utilisateur peut aussi
demander au syste`me quel est l’agent le plus proche d’un e´le´ment de donne´es particulier
(au sens de la similarite´). D’autre part, nous avons conside´re´ les e´le´ments pre´-e´tiquete´s
comme intrinse`ques du flux traite´ ; nous pourrions aussi envisager de permettre a` l’uti-
lisateur d’e´tiqueter des e´le´ments via l’interface de visualisation.
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5.6 Re´sultats expe´rimentaux
Afin d’e´valuer notre nouvel algorithme, nous l’avons teste´ sur plusieurs jeux de
donne´es re´els (UCI [Asuncion and Newman, 2007]) et synthe´tiques (de´finis dans [Pica-
rougne et al., 2007, Lavergne et al., 2007]). Ces jeux de donne´es ont e´te´ se´lectionne´s car
les ve´ritables classes de leurs e´le´ments sont connues (voir figure 5.4).
Fig. 5.4 – Instantane´ de notre me´thode sur les donne´es iris (a` g.) et ART2 (a` d.). Les
couleurs des agents de´notent les classes re´elles, pre´sente´es a` titre indicatif mais non
utilise´es par l’algorithme.
Dans un premier temps nous avons e´tudie´ l’influence du parame`tre idealNbA, et
e´value´ notre me´thode en comparaison de FClust et de la variante incre´mentale propose´
dans [Lavergne et al., 2007]. Comme ces me´thodes n’utilisent pas d’information semi-
supervise´e, nous avons d’abord compare´ ces trois algorithmes sans utiliser l’ope´rateur
d’e´clatement de´fini pre´ce´demment. Pour les meˆmes raisons, nous ne prenons pas en
compte l’interaction utilisateur dans ces tests. Les classes re´elles des e´le´ments ne sont
pas utilise´es pour l’exe´cution des me´thodes, mais plutoˆt afin d’e´valuer les partitions
calcule´es.
La table 5.1 montre les re´sultats obtenus. Art2 et Art3 sont des donne´es artificielles
obtenues par ge´ne´ration depuis diverses lois gaussiennes (classes avec recouvrement, at-
tributs ne portant pas d’information ou bruite´s, etc). Les donne´es 10000-ta et 25000-ta
sont obtenues par le me´lange de 5 lois uniformes, et nous servent a` illustrer l’utilisation
d’e´chantillons de grande taille. Nous voyons que notre algorithme incre´mental obtient
sensiblement les meˆmes re´sultats que l’algorithme classique (voir [Picarougne et al.,
2007]), mais avec une complexite´ line´aire selon le nombre d’e´le´ments traite´s.
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Donne´es npopulation idealNbA=50 idealNbA=100
(ncl. re´el) ncl. trouve´ purete´ ncl. trouve´ purete´
PIMA 768 (2) 4.70 [1.42] 0.69 [0.02] 2.20 [1.32] 0.67 [0.02]
waveform 5000 (3) 3.50 [1.43] 0.58 [0.12] 3.60 [1.51] 0.57 [0.06]
ART2 1000 (2) 4.70 [1.57] 0.94 [0.07] 3.70 [1.34] 0.98 [0.01]
ART3 1100 (4) 6.80 [3.01] 0.89 [0.01] 2.70 [0.95] 0.81 [0.17]
10000-ta 10000 (5) 6.50 [1.27] 1.00 [0.00] 5.20 [0.45] 1.00 [0.00]
25000-ta 25000 (5) 6.10 [1.45] 1.00 [0.00] 5.00 [0.00] 1.00 [0.00]
Donne´es npopulation idealNbA=150
(ncl. re´el) ncl. trouve´ purete´
PIMA 768 (2) 3.00 [0.67] 0.69 [0.02]
waveform 5000 (3) 2.90 [1.10] 0.54 [0.08]
ART2 1000 (2) 2.30 [0.95] 0.88 [0.20]
ART3 1100 (4) 2.30 [1.25] 0.80 [0.18]
10000-ta 10000 (5) 5.17 [0.41] 1.00 [0.00]
25000-ta 25000 (5) 5.20 [0.45] 1.00 [0.00]
Tab. 5.1 – Re´sultats obtenus (nombre de classes re´el, trouve´, et purete´ des partitions)
avec notre algorithme incre´mental pour 3 valeurs du parame`tre idealNbA. Chaque
re´sultat est calcule´ selon une moyenne sur 10 exe´cutions (l’e´cart-type est indique´ entre
crochets)
En comparaison de l’autre variante incre´mentale de FClust (voir [Lavergne et al.,
2007]), nous obtenons un nombre de groupes beaucoup plus proche du nombre de classes
re´el, avec un temps de calcul comparable (les algorithmes ont tous deux une complexite´
line´aire). Dans ces re´sultats, nous remarquons que la densite´ d’agents dans la simulation
est un parame`tre tre`s sensible : avec trop peu d’agents on obtient trop de classes, et
trop d’agents provoquent une chute de la performance en termes de complexite´ et de
qualite´ des partitions obtenues.
Une valeur de idealNbA a` 100 semble un bon compromis entre nombre de groupes
et qualite´ de la partition. Nous utilisons cette valeur afin de tester les autres parame`tres.
Dans la table 5.2 nous avons teste´ l’eﬃcacite´ de notre algorithme en mesurant le
temps passe´ a` partitionner divers jeux de donne´es comportant un nombre variable
d’e´le´ments. Nous constatons empiriquement la complexite´ line´aire de notre algorithme.
Remarquons que celle-ci est grossie`rement quadratique selon idealNbA.
Notre algorithme peut eˆtre applique´ a` de grandes bases de donne´es : avec idealNbA =
100, nous traitons 10000 e´le´ments en 70.92± 0.91s et 25000 e´le´ments en 174.52± 2.30s
sur un processeur Xeon dual core 3.2GHz avec 4Gb de me´moire.
Finalement, nous avons teste´ l’influence de l’usage de l’ope´rateur d’e´clatement.
Afin d’e´valuer son eﬃcacite´, nous avons choisi de faire varier la proportion du flux de
donne´es e´tiquete´ (propData). propData doit eˆtre relativement petit dans le contexte
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Donne´es npopulation idealNbA=50 idealNbA=100 idealNbA=150
PIMA 768 0.85 [0.04] 3.25 [0.34] 6.83 [0.64]
waveform 5000 6.63 [0.15] 27.06 [0.80] 60.73 [0.88]
ART2 1000 1.83 [0.10] 7.01 [0.19] 16.43 [1.76]
ART3 1100 1.90 [0.08] 7.21 [0.62] 16.54 [0.84]
10000-ta 10000 19.99 [0.27] 70.92 [0.91] 159.13 [2.08]
25000-ta 25000 49.50 [0.35] 174.52 [2.30] 397.46 [2.27]
Tab. 5.2 – Temps d’exe´cution de notre algorithme pour 3 valeurs du parame`tre
idealNbA. Chaque re´sultat est calcule´ selon une moyenne sur 10 exe´cutions (l’e´cart-type
est indique´ entre crochets)
semi-supervise´.
Donne´es npopulation propData=0.01 propData=0.05
(ncl. re´el) ncl. trouve´ purete´ ncl. trouve´ purete´
PIMA 768 (2) 1.6 [0.89] 0.65 [0.00] 1.6 [0.89] 0.65 [0.00]
waveform 5000 (3) 2.60 [0.89] 0.55 [0.07] 2.60 [0.55] 0.56 [0.04]
ART2 1000 (2) 5.0 [1.22] 0.97 [0.01] 4.80 [1.64] 0.98 [0.01]
ART3 1100 (4) 3,67 [0.58] 0.88 [0.02] 5.80 [0.45] 0.88 [0.01]
Donne´es npopulation propData=0.1
(ncl. re´el) ncl. trouve´ purete´
PIMA 768 (2) 1.6 [0.89] 0.66 [0.01]
waveform 5000 (3) 2.60 [0.55] 0.55 [0.05]
ART2 1000 (2) 5.00 [1.00] 0.97 [0.02]
ART3 1100 (4) 5.80 [1.92] 0.88 [0.01]
Tab. 5.3 – Influence de la proportion (propData) de donne´es supervise´es dans le flux
de donne´es , avec idealNbA fixe´ a` 100. Chaque re´sultat est calcule´ selon une moyenne
sur 10 exe´cutions (l’e´cart-type est indique´ entre crochets)
La table 5.3 re´sume les re´sultats obtenus avec 3 valeurs de ce parame`tre (0.01, 0.05 et
0.1). Nous observons que l’usage de cet ope´rateur nous permet d’obtenir des re´sultats
le´ge`rement meilleurs en termes de nombre de groupes de´couverts, ou de purete´ des
classes, sur la moitie´ des jeux de donne´es teste´s. Mais la diﬀe´rence est tre`s marginale
selon la valeur de propData utilise´e. Cela montre que l’influence de notre ope´rateur
d’e´clatement est limite´e.
5.7 Conclusion
Dans ce chapitre, nous avons de´crit une nouvelle me´thode qui e´tend l’algorithme
FClust, permettant de cre´er et visualiser dynamiquement des groupes de donne´es dans
un e´chantillon. Plus pre´cise´ment, nous avons propose´ une adaptation semi-supervise´e et
incre´mentale de l’algorithme. Les re´sultats obtenus sont similaires a` ceux obtenus avec
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FClust, mais avec une complexite´ de calcul line´aire selon la taille de l’e´chantillon. Notre
approche incre´mentale me`ne a` de meilleurs re´sultats que d’autres tentatives d’adap-
tation, en particulier au regard du nombre de groupes de´couverts. Toutefois, notre
ope´rateur d’e´clatement, constituant la dimension semi-supervise´e de notre contribu-
tion, n’apporte qu’une ame´lioration marginale des re´sultats. Cet aspect est donc une
piste d’ame´lioration majeure.
Chapitre 6
Visualisation de classification d’une
collection d’images
6.1 Introduction
Dans ce chapitre, nous allons pre´senter une me´thode originale pour la visualisation
de classification d’une collection d’images. Notre syste`me est obtenu en combinant plu-
sieurs modules, dont certains sont inspire´s de nos contributions des chapitres pre´ce´dents.
Notre technique d’agre´gation de me´langes de gaussiennes (voir section 4.3) est en eﬀet
utilise´e pour former les prototypes de groupes d’images. Nous proposons une feneˆtre
glissante (voir section 2.5) pour ge´rer un flux de donne´es. Une interface 3D originale,
utilisant les similarite´s entre prototypes, et autorisant l’interaction avec un utilisateur,
est de´taille´e.
Ce chapitre a fait l’objet de contributions personnelles [Bruneau et al., 2010e,f].
Le contexte de ce travail est d’abord expose´ : nous justifions notamment de la
combinaison de techniques de classification et de visualisation, relativement a` l’existant
du domaine. La repre´sentation des images, et la technique de partitionnement de celles-
ci, sont ensuite spe´cifie´es. Nous exposons e´galement une adaptation incre´mentale de
l’algorithme, permettant de traiter les images a` la vole´e. Ce processus sert de taˆche
de fond au syste`me de visualisation pre´sente´ subse´quemment. Ce dernier utilise une
repre´sentation de graphe en 3D, exploitant les similarite´s entre prototypes des groupes
d’images. Un algorithme classique force et ressort simule un syste`me physique, intuitif
pour un eˆtre humain, capable de prendre en compte la nature dynamique des similarite´s
calcule´es par un partitionnement incre´mental. L’interface autorise l’utilisateur a` re´tro-
agir sur le syste`me, influenc¸ant ainsi l’algorithme sous-jacent de classification de la
collection d’objets.
6.2 Pre´sentation du syste`me
L’extraction base´e sur le contenu d’une collection d’images est un sujet d’impor-
tance dans la litte´rature [Datta et al., 2005]. Nous conside´rons des collections d’images
de the`mes arbitraires, comme ce qui pourrait eˆtre re´cupe´re´ sur le Web ou partage´ par
des utilisateurs de Flickr. Dans ce contexte, plusieurs but distincts peuvent eˆtre re-
cherche´s. D’un coˆte´, on pourrait chercher l’apparition d’un objet ou d’un type de sce`ne
spe´cifique, ayant alors a` re´soudre des proble`mes de variabilite´ d’apparence ou d’occlu-
sion [Mikolajczyk and Schmid, 2001]. Dans ce cas, un objectif et une ve´rite´ terrain bien
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clairs existent. Un autre champ d’application important concerne le respect des droits
de proprie´te´ sur les contenus [Poullot et al., 2007], taˆche qui peut eˆtre partiellement
automatise´e.
Plus re´cemment, des auteurs ont e´tudie´ la caracte´risation de classes dans une col-
lection d’images [Carbonetto et al., 2008]. Par exemple, dans certaines situations l’uti-
lisateur pourrait initialement ne pas avoir clairement identifie´ un objet recherche´, et
l’utilisateur est alors inclus dans la boucle de recherche, soit en notant la pertinence
des re´sultats retourne´s afin de guider l’algorithme (i.e. relevance feedback), soit en pro-
posant un mode de navigation interactive.
6.2.1 Principes de visualisation
Dans le pre´sent chapitre, nous entendons poursuivre l’objectif de navigation in-
teractive, en proposant un outil convivial pour facilement observer et interagir avec
une collection d’images potentiellement en perpe´tuelle e´volution. Nous de´crivons une
me´thode de partitionnement pour images de manie`re a` oﬀrir une vue synthe´tique a` un
utilisateur. Une repre´sentation dynamique sous forme de graphe lui permet d’interagir
facilement avec la partition propose´e. Ainsi nous proposons un moyen eﬃcace et intuitif
d’explorer une collection d’images.
La nouveaute´ de la contribution ne se situe pas au niveau des caracte´ristiques ex-
traites des images, qui seront expose´es dans la section expe´rimentale. Nous avons choisi
de de´crire chaque image par un me´lange de mode`les probabilistes estime´ sur l’ensemble
de ses pixels, abstractions qui seront ensuite utilise´es pour l’algorithme de partitionne-
ment. De ce postulat, nous de´clinons l’approche suivante :
– la partition a priori de la collection d’images en groupes visuellement similaires,
– la visualisation de cette structure graˆce a` un graphe 3D dont les noeuds et les
arcs refle`tent les images supporte´es et les similarite´s entre groupes,
– l’adaptation du partitionnement et de la visualisation a` un contexte incre´mental,
afin de ge´rer une collection d’images pouvant e´voluer a` tout moment,
– la possibilite´ pour l’utilisateur de re´tro-agir sur la partition en manipulant la
visualisation.
Afin de re´duire la charge cognitive de l’utilisateur, au de´marrage du syste`me, celui-
ci n’est confronte´ qu’a` l’e´volution des similarite´s entre groupes. Pour ce faire, un
graphe complet, dont les noeuds repre´sentent les groupes, est construit. Pour infor-
mer l’utilisateur sur le contenu de chaque noeud, et en meˆme temps limiter le contenu
pre´sent a` l’e´cran, chaque noeud n’expose que quelques miniatures de ses images les
plus repre´sentatives. Les longueurs d’arcs sont directement relie´es aux similarite´s entre
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groupes. Pendant le processus, le nombre de groupes et leurs similarite´s relatives sont
amene´s a` e´voluer ; le graphe repre´sentatif est alors mis a` jour en utilisant un algorithme
force et ressort [Kamada and Kawai, 1989, Fruchterman and Reingold, 1991].
La visualisation d’un graphe complet peut eˆtre pe´nible, et peu eﬃcace avec un al-
gorithme force et ressort. En eﬀet, les ressorts dominent alors la re´pulsion entre les
noeuds. Aussi, conside´rant un nombre de groupes possible borne´ (maximum 20), nous
permettons a` l’utilisateur de re´gler un seuil de distance pour le filtrage d’arcs, ajus-
table sous condition que le graphe ne reste forme´ que d’une seule composante connexe.
L’utilisateur peut aussi interagir avec la visualisation en inspectant le contenu exhaustif
d’un groupe en particulier, en imprimant une rotation au graphe afin de le voir sous
un autre angle, en modifiant la ge´ome´trie du graphe en de´plac¸ant des noeuds, ou en
agissant sur l’algorithme en proposant des suppressions ou cre´ations de groupes.
L’essentiel des travaux existants traite l’interaction utilisateur sous la forme d’une
re´ponse a` une requeˆte, ou a` un univers clos (i.e. classes connues a` priori). Par exemple,
dans [Carson et al., 2002], les auteurs mode´lisent des segments de texture et de couleur
avec un me´lange de gaussiennes. Les utilisateurs forment une requeˆte en choisissant
un ou plusieurs segments depuis une image spe´cifique, et les re´sultats pertinents sont
extraits de la collection.
Le syste`me pre´sente´ dans [Chen et al., 2003] est plus proche de l’approche pre´sente,
avec la construction de groupes locaux au voisinage d’une image pre´sente´e en requeˆte
par l’utilisateur. Dans [Vailaya et al., 2001], une me´thode de classification exploitant une
repre´sentation hie´rarchique est propose´e. Les classes sont pre´-de´termine´es, et l’appren-
tissage des caracte´ristiques les plus discriminantes est eﬀectue´e de manie`re supervise´e.
6.2.2 Cadre pour la classification
Nous proposons un syste`me de visualisation du partitionnement de la collection
d’images, ce qui revient a` de´couvrir de l’information et de la structure au sein de
donne´es a priori non structure´es et sans e´tiquettes particulie`res. Le partitionnement
est re´alise´ sur des me´langes de gaussiennes (i.e. chaque image est repre´sente´e par un
me´lange de gaussiennes, et ce dernier est un e´le´ment dans le cadre d’un algorithme de
classification), et a` notre connaissance, le partitionnement de telles densite´s de proba-
bilite´ n’a pas e´te´ traite´ dans la litte´rature.
Dans notre approche, l’interaction utilisateur n’aﬃne pas une re´ponse a` une requeˆte,
mais capture la pre´fe´rence de l’utilisateur vis-a`-vis de l’algorithme de classification. Cela
revient a` mettre en oeuvre une me´thode semi-supervise´e. Seuls quelques exemples de
telles me´thodes sont donne´s ici, pour un e´tat de l’art plus complet, voir [Chapelle et al.,
2006], ou encore notre section de´die´e 2.4.
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Nigam et al. [Nigam et al., 2000] utilisent quelques e´tiquettes fournies par un uti-
lisateur pour initialiser un partitionnement, et partant de cette initialisation, estiment
ensuite un mode`le de me´lange avec un algorithme EM. Basu et al. [Basu et al., 2004]
mode´lisent un ensemble de contraintes avec des champs de Markov cache´s (hidden Mar-
kov random fields), et utilisent ce formalisme pour proposer un algorithme K-means avec
une fonction objectif modifie´e en conse´quence. Une e´tape d’adaptation de cette fonction
est e´galement incluse.
6.3 Partitionnement d’une collection d’images
Cette taˆche doit eˆtre de´compose´e en deux phases successives, partiellement inde´pendantes :
choisir une repre´sentation ade´quate pour les images, et de´cliner une technique de
partitionnement utilisant ces repre´sentations. Nous commenc¸ons par introduire une
repre´sentation spatiale et colorime´trique jointe pour les pixels de nos images. Les pixels
d’une image sont ensuite mode´lise´s par un me´lange de gaussiennes estime´ par l’algo-
rithme VBGMM 3.5.2. Ceci nous permet notamment d’obtenir des mode`les avec un
nombre ade´quat de composantes. Nous proposons ensuite un algorithme ite´ratif de
partitionnement des repre´sentations ainsi construites. Nous proposons un algorithme
inspire´ de K-means [McQueen, 1967, Lloyd, 1982].
6.3.1 Repre´sentation d’image
Plutoˆt que le classique espace colorime´trique (R,G,B), nous utiliserons (L,a,b), ce
dernier e´tant connu pour ses bonnes proprie´te´s perceptuelles, menant ainsi a` des me-
sures de distance plus significatives [Wyszecki and Stiles, 1982, Goldberger et al., 2003].
Pour transcrire l’organisation spatiale de l’image, nous ajouterons les coordonne´es de
pixels a` notre espace de description. Nous travaillerons ainsi sur l’espace a` 5 dimensions
(L,a,b,x,y) pour de´crire les pixels de nos images. Dans le cas ou` les images a` traiter ne
seraient pas toutes de taille identique, les positions des pixels peuvent eˆtre normalise´es
sur [0, 1] sans perte de ge´ne´ralite´.
Re´aliser le partitionnement d’une collection d’images en utilisant des dissimilarite´s
a` l’e´chelle des pixels n’est pas re´alisable en pratique. Nous adoptons une repre´sentation
plus compacte, en estimant un me´lange de gaussiennes sur l’ensemble de pixels d’une
image, de´crits sur notre espace (L,a,b,x,y). Nous re´duisons ainsi la taille des donne´es
traite´es, en regroupant les pixels selon leur homoge´ne´ite´. La construction de mesures de
similarite´ sur de telles repre´sentations a de´ja` e´te´ e´tudie´e dans la litte´rature [Goldberger
et al., 2003, Vasconcelos, 2001]. Nous utilisons l’algorithme VBGMM pour construire
ces repre´sentations synthe´tiques.
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6.3.2 Partitionnement ite´ratif de me´langes de gaussiennes
Construction des centroides approche´s
Dans la section pre´ce´dente, nous avons de´crit la caracte´risation utilise´e pour les
images, et le choix d’une repre´sentation synthe´tique par un me´lange de gaussiennes.
Nous utilisons donc maintenant un mode`le de me´lange comme abstraction de chaque
image. Dans cette section, nous proposons un algorithme K-means pour re´aliser la clas-
sification de la collection d’images.
L’algorithme K-means n’e´tait originellement adapte´ qu’a` l’optimisation d’une dis-
torsion quadratique [McQueen, 1967, Lloyd, 1982]. Il a toutefois e´te´ ge´ne´ralise´ plus
re´cemment aux divergences de Bregman [Banerjee et al., 2005b,a], dont la divergence
KL est une instance. Il est donc en principe possible d’appliquer l’algorithme K-means
sur nos repre´sentations.
Toutefois, cet algorithme ne´cessite la calcul de centroides selon une divergence de
Bregman a` chaque ite´ration. Dans le cas de distributions de la famille exponentielle,
Nielsen et al. ont de´montre´ l’unicite´ de ces centroides (les mesures de divergence n’e´tant
en ge´ne´ral pas symme´triques, tous les cas possibles sont e´tudie´s) [Nielsen and Nock,
2009, Nielsen and Boltz, 2010]. Toutefois, nous avons vu pre´ce´demment que la famille
des me´langes de distributions ne fait en ge´ne´ral pas partie de la famille exponentielle
(voir section 3.3). Ainsi, il n’est pas possible de garantir l’unicite´ d’un centroide sur
cette famille, compliquant ainsi singulie`rement l’algorithme.
Nous eﬀectuons une conjecture sur le calcul de ce centroide :
Conjecture 6.3.1 Soit θ￿ = {θ￿1, . . . , θ￿L} une collection de me´langes de gaussiennes.
Alors un centroide approche´ (ou pseudo-centroide) g de θ￿ est obtenu en sortie de l’al-
gorithme VBGMM-A, selon la divergence a` gauche (i.e. KL(g||θ￿)).
A` l’appui de cette conjecture, remarquons que VBGMM-A trouve une approxima-
tion q a` l’a posteriori re´el p optimisant le crite`re KL(q||p) [Smidl and Quinn, 2006].
Partant de ce que p est l’a posteriori re´el a` l’origine de l’e´chantillon X traite´ par l’algo-
rithme, et que, dans le cas de VBGMM-A, cet e´chantillon X est virtuel, et ge´ne´re´ par
θ￿, il est assez naturel de conjecturer que le mode`le g estime´ en sortie de VBGMM-A
minimise KL(g||θ￿), ou de manie`re e´quivalente que g est le centroide de θ￿.
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Algorithme K-means avec pseudo-centroides
Nous avons vu qu’un centroide de me´langes de gaussiennes n’e´tait en ge´ne´ral pas
unique. De plus, VBGMM-A est sujet au minima locaux, et n’estime qu’une approxima-
tion. Aussi, la convergence de K-means n’est alors pas garantie. Nous verrons cependant,
qu’empiriquement, le comportement de celui-ci est satisfaisant.
Le crite`re a` optimiser est alors la somme des divergences KL a` gauche des repre´sentants
d’images par rapport a` leurs centroides respectifs (cette somme sera par la suite nomme´
distorsion). Nous proposons l’algorithme ite´ratif suivant pour trouver un minimum lo-
cal a` ce couˆt :
Entre´es : N images {fn}, n ∈ 1 . . . N , nombre de centroides k
Sorties : Partitionnement des images en au plus k groupes
Initialisation : choisir k centroides {gi}, i ∈ 1 . . . k parmi les e´le´ments ;1
tant que Aﬀectations e´voluent faire2
Aﬀecter les images a` une classe :3
classe(fn) = argminiKL(gi ￿ fn) ;4
Mettre a` jour les centroides :5
regrouper les images selon leur valeur de i = classe(fn) ;6
calculer les pseudo-centroides gi en utilisant VBGMM-A ;7
fin8
Algorithme 7 : Algorithme K-means pour un minimum local de la distorsion
Aﬀectation des images aux centroides
Dans la section pre´ce´dente nous avons vu comment repre´senter chaque image par
un me´lange de gaussiennes, et comment obtenir un repre´sentant depuis un groupe de
me´langes de gaussiennes. Nous avons ainsi une imple´mentation pour la mise a` jour des
centroides.
Par ailleurs, les aﬀectations d’images a` une classe sont obtenues en minimisant la di-
vergence KL entre les repre´sentants d’images et de classes. Nous apportons maintenant
quelques de´tails sur ce calcul. Il n’existe pas d’expression analytique pour la divergence
entre de telles distributions, nous recherchons donc un compromis entre un calcul pre´cis
et un couˆt de calcul re´duit. La solution classique consiste a` estimer cette divergence par
Monte-Carlo, mais le couˆt de calcul associe´ est trop e´leve´ pour eˆtre envisage´.
Une approximation brute, propose´e dans [Goldberger and Roweis, 2004], revient a`
associer chaque composante d’un des 2 me´langes a` celle qui en est la plus proche dans
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l’autre me´lange, et d’approcher la divergence re´elle par la somme de ces divergences
entre paires de gaussiennes, quantite´s qui peuvent eˆtre facilement calcule´es. Une pos-
sibilite´ plus pre´cise, que nous retenons dans le cas pre´sent, est base´e sur l’unscented
transform [Goldberger et al., 2003], identifie´e par KLUT dans la suite du document. Par
contraste, nous noterons l’approximation Monte Carlo KLMC.
Traditionnellement, l’approximation Monte-Carlo (i.e. par une somme finie) de la
divergence KL est de´finie comme suit :
KLMC(q||p) =
￿
X
ln
q(xi)
p(xi)
≈
￿
q(x) ln
q(x)
p(x)
dx (6.1)
avecX = {x1, . . . ,xn} un e´chantillon ge´ne´re´ depuis q(x). L’ide´e fondatrice d’unscented
transform est de choisir judicieusement un e´chantillon de taille faible.
Conside´rons d’abord le cas ou` q(x) = N (x|µ,Σ). Nous re´alisons la diagonalisation de
Σ ; nous obtenons alors Σ = UDUT , avec les vecteurs propres U = (u1, . . . ,ud), et la
matrice diagonale des valeurs propres D = diag(λ1, . . . ,λd).
A` cette distribution, nous associons un e´chantillon de 2d+ 1 points comme suit :
xi = µ+
￿
λiui i = 1, . . . , d (6.2)
xd+i = µ−
￿
λiui i = 1, . . . , d (6.3)
x2d+1 = µ (6.4)
Nous utilisons cet e´chantillon dans la formule 6.1. Maintenant nous pouvons ge´ne´raliser
au cas ou` q(x) est un me´lange de gaussiennes, en impliquant les poids du me´lange dans
l’expression :
KLUT(q||p) ≈ 1
2d+ 1
K￿
k=1
ωk
2d+1￿
i=1
ln
q(xi,k)
p(xi,k)
(6.5)
avec {xi,k} l’ensemble de points obtenus a` partir de la ke`me composante de q.
Les biais des diﬀe´rentes me´thodes d’estimation de divergences KL entre me´langes
de gaussiennes ont e´te´ e´tudie´s dans [Hershey and Olsen, 2007]. KLUT et KLMC figurent
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parmi les approximations les plus satisfaisantes. Nous pre´fe`rerons KLUT pour les raisons
suivantes :
– cette approximation est borne´e, ce qui est pre´fe´rable du point de vue de l’imple´mentation,
– sa valeur est de´terministe, contrairement KLMC. Encore une fois, d’un point de
vue algorithmique, cette caracte´ristique est pre´fe´rable.
Notre syste`me de visualisation est base´ sur les similarite´s des centroides entre eux,
traditionnellement comprises dans l’intervalle [0, 1] : aussi, la mesure de distorsion que
nous venons de pre´senter serait diﬃcilement utilisable. Afin de se conformer a` l’inter-
valle requis pour les similarite´s, nous proposons d’utiliser la mesure suivante :
Sim(gi, gj) = 1− JS(gi, gj) (6.6)
avec JS(gi, gj) la divergence de Jensen-Shannon entre gi et gj, de´finie comme
1
2
￿
KL(gi,m)+
KL(gj,m)
￿
, ou` m = 12(gi+ gj). Cette divergence peut eˆtre vue comme une version nor-
malise´e (i.e. JS(gi, gj) ∈ [0, 1]) et syme´trique (i.e. JS(gi, gj) = JS(gj, gi)) de la divergence
KL.
L’algorithme K-means, applique´ rigoureusement, garantit une diminution monotone
de la distorsion. Ayant eu recours a` des approximations, nous risquons exceptionnel-
lement d’observer de le´ge`res augmentations de notre distorsion, en lieu et place de
le´ge`res diminutions. Ceci explique que nous ayons choisi d’observer les aﬀectations (i.e.
de mesurer l’agitation, voir formule (3.68)) pour e´valuer la convergence.
6.3.3 Traitement incre´mental
Conside´rons maintenant un flux de donne´es entrantes. Dans ce contexte il est impos-
sible de stocker et traiter un e´chantillon complet, nous devons donc de´finir une strate´gie
permettant de renouveler celui-ci. Des adaptations incre´mentales de K-means ont e´te´
propose´es [Bottou and Bengio, 1995], mais celles-ci reposent sur l’utilisation d’individus
de type vecteur dans Rd.
Alternativement, nous choisissons donc d’utiliser une feneˆtre glissante, une solution
classique dans ce genre de situation [Babcock et al., 2003]. Pour ce faire, nous de´finissons
une taille de feneˆtre N , qui contiendra les N e´le´ments les plus re´cents. Les e´le´ments
de´passant ce cadre sont oublie´s.
Le calcul de nos pseudo-centroides n’est pas base´ sur une moyenne dans un espace
Euclidien (voir section 6.3.1), aussi a` chaque fois qu’un nouvel e´le´ment arrive dans le
flux, nous devons mettre a` jour les centroides et les aﬀectations. Nous devrions alors
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re´pe´ter l’ope´ration jusqu’a` convergence afin d’obtenir un minimum local.
Nous voyons toutefois que cette approche serait beaucoup trop couˆteuse en termes
de calcul. Nous pouvons alle´ger ce couˆt moyennant quelques simplifications et approxi-
mations :
– Au lieu de pre´ce´der a` la mise a` jour a` chaque arrive´e d’e´le´ment, nous pourrions
l’eﬀectuer tous les h e´le´ments (en s’assurant tout de meˆme que h << N , afin de
garder une certaine stabilite´).
– Au lieu d’aller jusqu’a` convergence, et compte tenu qu’apre`s un historique d’exe´cution
significatif, l’agitation au sein des aﬀectations est susceptible d’eˆtre assez faible,
on pourrait arreˆter les ite´rations une fois que la variation de distorsion diminue
(i.e. le signe de la de´rive´e seconde diminue).
Ci-dessous, nous donnons l’adaptation algorithmique prenant en compte la deuxie`me
simplification e´voque´e (figure 8).
Entre´es : Nombre de centroides k
Sorties : Partition des donne´es de la feneˆtre glissante
Initialisation : k centroides = k premiers e´le´ments arrive´s ;1
tant que donne´es entrantes faire2
Ajouter e´le´ments entrants au de´but de la feneˆtre glissante ;3
si feneˆtre pleine alors4
enlever les e´le´ments les plus anciens5
fin6
Ite´rer 7 jusqu’a` d(∆distorsion)dt > 0 ;7
Aﬃcher partition des e´le´ments courants ;8
fin9
Algorithme 8 : Adaptation incre´mentale de l’algorithme 7
6.4 Visualisation interactive des groupes
Notre me´thode peut eˆtre utilise´e en mode incre´mental, permettant ainsi de re´aliser
le partitionnement de grandes bases de donne´es. Mais dans ce contexte, il peut eˆtre
diﬃcile d’interpre´ter le flux de re´sultats produits par l’algorithme, ainsi que d’interagir
avec. Nous proposons une me´thode de visualisation re´sumant l’activite´ de partitionne-
ment, et permettant a` l’utilisateur d’agir sur celle-ci.
Afin de re´sumer l’information, nous ne visualiserons que les centroides, et les quelques
images parmi les plus et les moins repre´sentatives : ceci permet en eﬀet a` l’utilisateur
de de´tecter les images e´ventuellement inadapte´es a` un groupe donne´. Nous calculons
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les similarite´s relatives entre centroides : ceci nous sert a` construire un graphe complet
dont les noeuds sont nos centres de groupes, et le poids de chaque arc est inversement
proportionnel a` la similarite´ entre les deux centroides relie´s par cet arc.
Au cours du processus (en particulier incre´mental), la partition et les centroides
e´voluent, nous avons donc besoin d’une repre´sentation graphique qui transcrit cette
e´volution de manie`re expressive et agre´able pour un utilisateur. Plusieurs me´thodes ont
e´te´ propose´es dans la litte´rature pour la visualisation de se´ries temporelles.
Certains auteurs proposent une visualisation qui e´volue a` chaque ite´ration comme
un morphing (ou transformation lisse´e) entre l’ancienne repre´sentation et la nouvelle
repre´sentation [Bender-deMoll and McFarland, 2006, Loubier et al., 2007, Kang et al.,
2007]. Mais dans ce cas, le processus de visualisation suit plusieurs e´tapes : 1) fournir
une repre´sentation graphique et 2) re´aliser le morphing de cette repre´sentation avec la
pre´ce´dente. Toutefois, une se´rie discre`te de partitions peut pre´senter des discontinuite´s,
ce qui rend cette technique de repre´sentation diﬃcilement utilisable.
Tenant compte de ces conside´rations, nous avons choisi d’utiliser un algorithme
force et ressort [Kamada and Kawai, 1989, Fruchterman and Reingold, 1991] pour af-
ficher notre graphe. Cette classe d’algorithmes (base´e sur un positionnement influence´
par l’application de forces) est souvent eﬃcacement utilise´e pour le dessin de graphes.
L’approximation physique sous-jacente est facilement interpre´te´e par un eˆtre humain.
On a ainsi une me´thode simple de visualisation de graphes, dont les noeuds sont en
ge´ne´ral bien distribue´s. Les syme´tries e´ventuelles du graphe sont conserve´es graˆce a`
cette me´thode de repre´sentation.
Celui-ci est adapte´ a` notre contexte de partitionnement, e´tant donne´ qu’il produit
des positionnements des noeuds dans l’espace pre´sentant une bonne qualite´ (e´loignement
des noeuds non-relie´s, et rapprochement des noeuds relie´s entre eux) pour des graphes
de taille moyenne (jusqu’a` 50-100 noeuds).
Parmi les algorithmes force et ressort, deux variantes distinctes existent :
– La premie`re associe un ressort (ou plus pre´cise´ment la force applique´e a` celui-ci)
a` chaque paire de noeuds (i, j), la longueur ide´ale d(i, j) de celui-ci e´tant alors
inversement proportionnelle a` la similarite´ eﬀective entre les prototypes i et j.
On re´sout alors un proble`me d’optimisation en minimisant la diﬀe´rence entre les
longueurs ide´ales des ressorts, et les longueurs contraintes par la structure du
graphe.
– La seconde associe toujours un ressort a` chaque arc, mais de surcroit une charge
e´lectrique a` chaque noeud. Le graphe complet est alors simule´ en laissant e´voluer
ce syste`me physique. A chaque ite´ration nous calculons la somme des forces dans
notre syste`me en utilisant la loi de Hooke pour les arcs, et la loi de Coulomb
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pour les noeuds. La premie`re force cherche a` maintenir chaque arc a` une longueur
approprie´e, alors que la loi de Coulomb cherche a` maintenir tous les noeuds loin
les uns des autres.
Nous utilisons la deuxie`me variante pour notre syste`me. En tant qu’e´volution simule´e
d’un syste`me physique, cette me´thode nous permet de produire un aﬃchage continu,
et parlant pour le syste`me perceptuel humain.
6.4.1 Algorithme force et ressort, et ame´lioration de la visua-
lisation
Afin de permettre a` l’utilisateur de visualiser la construction continue des groupes,
nous proposons un algorithme force et ressort incre´mental pour la mise a` jour de notre
graphe de centroides en 3D. Ce type d’algorithmes a de´ja` e´te´ utilise´ pour la visualisation
interactive de graphes [McCrickard and Kehoe, 1997]. L’utilisateur peut alors naturel-
lement comprendre l’e´volution du trace´ du graphe. Cette e´volution lui est pre´sente´e
e´tape par e´tape, proposant ainsi un moyen d’interaction. Assez naturellement, l’utilisa-
teur peut modifier manuellement la position de noeuds dans l’espace, impliquant ainsi
une modification du syste`me a` optimiser.
A` chaque ite´ration de l’algorithme de visualisation, la re´pulsion de Coulomb (voir
e´quation 6.7, avec q1 et q2 les charges e´lectriques de 2 noeuds n1 and n2, ￿r le vecteur
entre n1 et n2), et l’attraction de Hooke (voir e´quation 6.8, avec ￿L un vecteur entre les
deux noeuds relie´s par l’arc, et R la longueur ide´ale du ressort) du re´seau sont calcule´es,
et la position de chaque noeud est mise a` jour (voir algorithme 9).
E0 = 8.85 · 10−12 ∗ C2/(N ∗m2)
￿FCoulomb =
q1 · q2 · ￿r
4πE0 |￿r|3
(6.7)
￿FHooke = −kHooke
￿
|￿L|−R
￿ ￿L
|￿L| (6.8)
Dans cet algorithme, V tni repre´sente la vitesse du noeud ni a` l’instant t ; P
t
ni repre´sente
la position du meˆme noeud au meˆme instant ; TempsEtape repre´sente le temps e´coule´
entre 2 ite´rations de l’algorithme ; et Parame`treEchelle est une constante fixe´e a` 0.2
expe´rimentalement.
Ces formules nous permettent de mettre a` jour les caracte´ristiques du graphe en
paralle`le, et ainsi de prendre en compte les changements de partition produits par
l’algorithme de´die´. De cette manie`re, nous pouvons pre´senter une animation lisse´e a`
l’utilisateur. Enfin, nous aﬃchons des miniatures du sous-ensemble d’images les plus
proches de chaque centroide sur chaque noeud associe´.
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pour tous les Noeud ni ∈ ListeDeNoeuds faire1
forceRe´seau← 0;2
pour tous les Noeud nj ∈ ListeDeNoeuds\ni faire3
forceRe´seau← forceRe´seau + Re´pulsionDeCoulomb(ni, nj) ;4
fin5
;6
pour tous les Noeud nj ∈ AarcV ers(ni) faire7
forceRe´seau← forceRe´seau + AttractionDeHooke(ni, nj) ;8
fin9
;10
V tni ← (V t−1ni + TempsEtape× forceRe´seau)× Parame`treEchelle ;11
P tni ← P t−1ni + V tni × TempsEtape ;12
fin13
Algorithme 9 : Algorithme force-ressort incre´mental
La figure 6.1 montre un exemple de disposition de notre visualisation. Nous remar-
quons que les miniatures repre´sentation les centroides sont toujours aﬃche´es face a` la
came´ra utilisateur (principe du billboard 3D).
Plusieurs ame´liorations ont e´te´ eﬀectue´es sur notre processus de visualisation. Afin
de pouvoir observer la totalite´ du graphe a` l’e´cran, a` chaque mise a` jour du graphe le
centre de gravite´ de celui-ci est utilise´ pour le recentrer a` l’e´cran. Mais quand ce centre
de gravite´ est amene´ a` changer brutalement (e.g. quand le nombre de groupes change),
l’ope´ration de recentrage provoque une discontinuite´ de l’aﬃchage. Pour e´viter cela, le
recentrage est eﬀectue´ progressivement. L’acce´le´ration de cette ope´ration est limite´e,
est la vitesse du de´placement est diminue´e de manie`re constante a` mesure que le centre
de gravite´ et le centre de l’e´cran co¨ıncident.
Aﬃcher un graphe complet peut eˆtre diﬃcile, et re´duire la lisibilite´ ge´ne´rale de notre
visualisation. D’autre part, aﬃcher un lien entre deux groupes tre`s dissimilaires n’ap-
porte pas d’information. Mais le seuil qui indiquerait si un arc doit eˆtre trace´ ou non
est de´licat a` de´terminer a priori. Nous proposons plutoˆt a` l’utilisateur la possibilite´ de
re´gler ce parame`tre au moyen d’un potentiome`tre (ou slider, voir fig. 6.1 en bas de la
feneˆtre). La limite basse a` ce seuil est la valeur la plus petite pour laquelle le graphe
reste connecte´ (condition ne´cessaire a` la mise en oeuvre de l’algorithme force et ressort).
Finalement, des recouvrements peuvent survenir en 3D, ce qui peut rendre diﬃcile la
perception de la profondeur de notre visualisation. Pour contourner ce proble`me, nous
avons imple´mente´ notre application de manie`re a` pouvoir eˆtre exe´cute´e dans un environ-
nement ste´re´oscopique, plusieurs technologies e´tant possibles (sous forme d’anaglyphes,
ou de ste´re´oscopie avec lunettes polarise´es).
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a) b)
Fig. 6.1 – Capture d’e´cran de notre application en mode a) normal et b) anaglyphe.
Les deux sliders a` droite de l’e´cran permettent de re´gler respectivement la force de
Coulomb et la force de Hooke. Le slider en bas de l’e´cran permet de filtrer les arcs de
notre graphe
6.4.2 Interaction et re´tro-action sur l’algorithme de partition-
nement
Le re´sultat final de l’algorithme force et ressort peut eˆtre fortement influence´ par la
disposition initiale. Dans certains cas (et en particulier quand les arcs sont peu filtre´s),
cela peut conduire a` une visualisation de faible qualite´. Toutefois, dans notre applica-
tion, l’utilisateur peut imprimer une rotation au graphe, ou se´lectionner un groupe afin
d’obtenir des de´tails spe´cifiques, comme par exemple le nombre d’e´le´ments de celui-ci.
Une fois se´lectionne´, l’utilisateur peut le de´placer dans l’espace 3D pour voir comment il
interagit avec d’autres groupes, ou pour servir de point de de´part d’une re´organisation
de graphe. Pour pouvoir de´placer des e´le´ments dans un espace 3D avec une simple sou-
ris, ceux-ci sont limite´s aux plans {x, y}, {x, z} ou {y, z} (voir figure 6.2).
Pour limiter le nombre d’objets a` l’e´cran, nous n’aﬃchons sur chaque noeud que des
miniatures des 4 images les plus repre´sentatives du groupe. En se´lectionnant un groupe
spe´cifique, l’utilisateur peut acce´der a` toutes les images associe´es (voir fig. 6.3).
Si l’algorithme produit une partition inconsistante avec les souhaits de l’utilisateur
(ou une ve´rite´ terrain), celui-ci a trois moyens de re´troaction :
– en glissant une image hors du groupe gi. A` l’ite´ration suivante, l’algorithme de
partitionnement calculera un nouveau centroide pour gi sans cet e´le´ment. Un
nouveau groupe est cre´e´ avec l’e´le´ment glisse´ comme centre,
– en glissant une image d’un groupe gi vers un nouveau groupe gj. A l’ite´ration
suivante, l’algorithme de partitionnement met a` jour les centroides concerne´s avec
ces changements,
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Fig. 6.2 – Illustration de l’interactivite´ de l’application de visualisation.
Fig. 6.3 – Re´troaction interactive sur l’algorithme de classification.
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– en supprimant un groupe gi. A l’ite´ration suivante, les e´le´ments pre´ce´demment
aﬀecte´s a` celui-ci sont associe´s au groupe le plus proche parmi ceux restants.
6.5 Expe´riences
Dans cette section, nous allons nous concentrer sur l’e´valuation de la version stan-
dard de notre algorithme de partitionnement (voir paragraphe 6.3.2). L’objectif est
alors d’e´valuer le comportement de notre me´thode sur un ensemble d’images re´elles,
inde´pendamment des eﬀets qui pourraient eˆtre induits par les variantes incre´mentale et
interactive. Pour nos expe´riences, nous avons se´lectionne´ un e´chantillon de la collection
d’images UCID [Schaefer and Stich, 2004].
Cette collection contient des photos re´elles (baˆtiments, personnes et objets, dans
des conditions de prise de vue usuelles). Toutes ces images ont les meˆmes dimen-
sions. Chaque photo est associe´e avec une ve´rite´ terrain, i.e. un the`me ou une per-
sonne spe´cifique, de´finissant ainsi des classes. Pour nos tests, nous avons se´lectionne´
134 images de cette collection, associe´es a` 11 classes disjointes. Afin de conserver une
complexite´ calculatoire acceptable, nous avons sous-e´chantillonne´ nos images (128x96
pixels).
Nous allons e´valuer la capacite´ de notre algorithme a` retrouver les 11 classes re´elles,
ou, tout au moins, d’autres groupes pertinents. Nous initialisons l’algorithme avec 11
repre´sentations d’images choisies au hasard comme centroides. Les re´sultats pre´sente´s
sont obtenus en tant que moyenne de 20 exe´cutions du meˆme protocole. Sur la figure
6.4, nous avons surveille´ l’e´volution de la distorsion totale (voir section 6.3.2). Comme
re´fe´rence, nous avons ajoute´ une ligne pointille´e indiquant la distorsion observe´e au sein
des groupes re´els.
Sur la figure 6.5, nous avons indique´ l’e´volution du nombre de groupes estime´s au
cours de l’exe´cution du processus. En eﬀet, meˆme si l’algorithme est initialise´ avec 11
groupes, la ge´ome´trie non-euclidienne des e´le´ments traite´s rend possible un centroide
sans image associe´e. Dans ce cas, le groupe de ce centroide disparait.
Sur la figure 6.6, nous avons releve´ la dispersion des centroides. Afin d’eˆtre homoge`ne
avec la distorsion mesure´e, nous avons utilise´ une version syme´trise´e de la divergence
KL, 12(KL(p||q) + KL(q||p)), mais la mesure de similarite´ pre´sente´e en fin de section
pre´ce´dente aurait pu e´galement eˆtre employe´e. Finalement, nous avons mesure´ l’erreur
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couple [Fowlkes and Mallows, 1983, Azzag, 2005, Picarougne et al., 2007] de notre parti-
tion relativement a` la ve´rite´ terrain. Cette mesure d’erreur augmente seulement si deux
e´le´ments appartenant au meˆme groupe re´el sont aﬀecte´s a` deux groupes diﬀe´rents par
notre algorithme, et re´ciproquement.
De ces re´sultats, nous formons les conclusions suivantes :
– Sur 20 expe´riences, nous obtenons une erreur couple moyenne de 11%.
– Comme attendu, la figure 6.4 sugge`re que la distorsion totale de´croit tre`s rapi-
dement, et apre`s 5 ite´rations converge lentement vers une valeur limite. Dans le
cadre expe´rimental utilise´ (e´chantillon statique, initialisations ale´atoires), le ni-
veau de distorsion observe´ dans les vrais groupes a presque pu eˆtre atteint. Avec
l’intervention de l’interaction utilisateur, le processus d’estimation devrait donc
eˆtre capable de fortement se rapprocher des vrais groupes.
– Des groupes disparaissent parfois au cours du processus (figure 6.5). Mais le
nombre de groupes actifs reste toujours relativement proche de celui initialement
sugge´re´, il n’y a pas de re´duction drastique du nombre de groupes.
– La dispersion des centroides croit tre`s rapidement au cours de l’exe´cution (figure
6.6). Autrement dit, nos groupes sont de mieux en mieux se´pare´s. Nous remar-
quons que les centroides sugge´re´s par les groupes re´els sont moins bien se´pare´s, en
moyenne, que ceux que nous estimons avec notre algorithme. La prise en compte
d’interactions devrait pouvoir permettre de de´passer ces minima locaux, graˆce
aux possibles recombinaisons propose´es par l’utilisateur, pour e´ventuellement at-
teindre de meilleures solutions (comme sugge´re´ en pointille´ sur la figure 6.4).
6.6 Conclusion
Dans ce chapitre, nous avons pre´sente´ un syste`me de classification d’une collection
d’images, dans l’optique d’un outil de navigation pour un utilisateur. Dans un premier
temps, nous avons propose´ de repre´senter chaque image par un mode`le probabiliste, et
de´crit un algorithme K-means pour partitionner de tels objets, avec une adaptation au
cas incre´mental.
Les classes obtenues et leurs similarite´s sont utilise´es pour former un graphe e´voluant
dans le temps, que nous combinons a` une technique de visualisation 3D adapte´e. Nous
avons envisage´ l’interaction de l’utilisateur, et notamment la re´tro-action sur le proces-
sus de partitionnement. Les actions de l’utilisateur seraient facilement incorpore´es dans
l’algorithme, car celui-ci re´alise une optimisation locale ite´rative ; une action change sim-
plement la «zone» optimise´e. Toutefois, ces aspect n’ont pas e´te´ pleinement de´veloppe´s ;
nos re´sultats expe´rimentaux mesurent donc simplement la qualite´ de la me´thode de clas-
sification propose´e. Notons qu’au-dela` de l’influence de l’utilisateur, le graphe change
e´galement pour refle´ter l’e´volution ite´rative de l’algorithme de classification.
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tale au cours des 10 premie`res ite´rations
(moyenne sur 20 expe´riences). La ligne
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152CHAPITRE 6. VISUALISATION DE CLASSIFICATION D’UNE COLLECTION D’IMAGES
Chapitre 7
Conclusion ge´ne´rale
7.1 Bilan
Nous avons commence´ par proposer un e´tat de l’art des questions d’apprentissage
de mode`les de classification, afin de pouvoir situer nos travaux ulte´rieurement. Ensuite,
nous avons pre´sente´ de manie`re extensive l’approche ge´ne´ratrice a` l’apprentissage de
mode`les de me´lange. Ce de´veloppement est en eﬀet ne´cessaire pour envisager clairement
l’apport de l’approche variationnelle dans ce contexte.
Cette approche baye´sienne a servi de cadre the´orique pour nos contributions sur
l’agre´gation de mode`les de me´langes. Nous avons situe´ l’inte´reˆt de cette taˆche dans
le cadre, plus vaste, de l’apprentissage sur des donne´es distribue´es. Les proprie´te´s de
l’approche variationnelle nous ont permis de mettre l’accent sur la parcimonie des solu-
tions trouve´es par nos algorithmes, un aspect important pour le passage a` l’e´chelle. Nous
avons propose´ deux manie`res comple´mentaires de re´duire la complexite´ des proble`mes
trouve´s : en limitant le nombre de composantes en sortie (algorithme VBGMM-A, voir
section 4.3), et en limitant la dimensionalite´ du sous-espace spe´cifique a` chaque com-
posante (algorithme VBMPPCA-A, voir section 4.5).
De meˆme, nous avons propose´ une vision probabiliste baye´sienne d’un apprentissage
semi-supervise´, afin de permettre la prise en compte de contraintes dans le processus
d’agre´gation.
Enfin, nous avons propose´ deux approches visuelles et interactives originales a` la
classification d’une collection de donne´es :
– Avec un algorithme bio-mime´tique, privile´giant les interactions d’agents dans un
espace 2D. On propose ainsi une interface intuitive, incluant l’utilisateur dans le
processus.
– Avec un syste`me de visualisation de classification, combinant nos techniques
d’agre´gation de mode`les de me´lange, une me´thode de classification incre´mentale,
et une visualisation reproduisant la dynamique d’un syste`me physique.
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7.2 Perspectives
7.2.1 Utilisation de descripteurs d’images
L’estimation de mode`les de me´langes sur les couleurs de pixels d’une image (re´alise´e,
par exemple, dans la section 6.3.1) permet d’obtenir une bonne expressivite´, mais limite
l’usage aux images ayant peu de bruit de fond (e.g. pas d’images d’un objet spe´cifique
a` des e´chelles et de´cors de fond varie´s).
L’utilisation de descripteurs d’images (e.g. SIFT [Lowe, 1999], GIST [Torralba et al.,
2008]) permet de se rapprocher d’un traitement se´mantique de l’image, en de´tectant
notamment des motifs inde´pendamment de l’e´chelle et de l’angle de ceux-ci. L’estima-
tion de mode`les de me´langes sur l’ensemble de descripteurs pouvant eˆtre extrait d’une
image permettrait ainsi d’obtenir une repre´sentation synthe´tique plus proche du contenu
se´mantique de celle-ci. Ces descripteurs ont une dimensionalite´ tre`s e´leve´e, aussi une
piste comple´mentaire serait d’appliquer un me´lange de MPPCA sur de tels ensembles
de descripteurs. Nous aurions ainsi une me´thode d’extraction de «mots visuels».
Cette piste est activement suivie par la communaute´ de recherche [Wu et al., 2010,
Hotta, 2010, Inoue et al., 2010]. Ces mots visuels sont typiquement exploite´s dans le
cadre d’un mode`le de type LDA (voir section 3.5.5), permettant ainsi d’eﬀectuer de
la classification de collections d’images de manie`re bien fonde´e. Par ailleurs, a` l’instar
des mode`les de me´lange e´tudie´s dans ce document, il est envisageable de comple´ter
cette approche avec des contraintes semi-supervise´es du type de celles pre´sente´es dans
la section 4.7.
7.2.2 Extension du principe variationnel a` d’autres mode`les
Nous n’avons pas de´cline´ les versions variationnelles incre´mentales (ou de filtrage
baye´sien, voir section 3.5.5) des algorithmes VBGMM et VBMPPCA. De meˆme, des
adaptations incre´mentales de nos me´thodes d’agre´gation baye´sienne n’ont pas e´te´ pro-
pose´es dans ce document. Toutefois, l’application directe des principes spe´cifie´s dans la
section 3.5.5 devrait permettre d’obtenir ces algorithmes. D’autre part, les principes uti-
lise´s pour l’agre´gation dans ce document pourraient a priori eˆtre adapte´s sans proble`me
a` des mode`les de me´lange discrets tels que LDA, a` condition que des distributions de
probabilite´ de la famille exponentielle y soient utilise´es.
7.2.3 Optimisations
L’algorithme du chapitre 6 met en jeu de nombreux calculs de divergence KL entre
me´langes de gaussiennes. Nous avons vu que cette mesure n’a pas d’expression analy-
tique, et peut seulement eˆtre estime´e au moyen d’approximations. Cependant, les deux
approximations pre´sente´es dans ce document, par Monte-Carlo ou unscented transform,
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sont tre`s couˆteuses a` calculer. Il serait inte´ressant d’e´tudier les optimisations possibles
pour la re´alisation de ces mesures (e.g. utiliser des e´le´ments pre´-calcule´s pour l’unscented
transform).
Dans le meˆme chapitre, la construction des centroides de me´langes de gaussiennes
a` chaque ite´ration est e´galement assez couteux. Cependant, en employant une variante
incre´mentale de notre algorithme de fusion de me´langes (e´voque´e dans la section 7.2.2,
cette e´tape devrait eˆtre beaucoup plus rapide.
Les MPPCA sont parcimonieux en parame`tres, mais leur estimation implique un
important surplus de la taille des variables latentes implique´es. De meˆme, ce choix de
mode´lisation est a` l’origine indirecte de la diﬃculte´ du parame´trage de l’algorithme
variationnel associe´. Me´caniquement, l’agre´gation souﬀre du meˆme proble`me, meˆme si
il est limite´ par notre connaissance a priori de la structure des donne´es traite´es.
Nous avons propose´ une solution simple, consistant a` limiter le rang maximal des com-
posantes a` estimer. D’autres solutions ont e´te´ esquisse´es dans la litte´rature :
– Un mode`le simplifie´ a e´te´ propose´ dans [Smidl and Quinn, 2006]. Cependant, cette
proposition ne comporte qu’une composante ACP, il faudrait donc au pre´alable
e´tudier les possibilite´s d’extension au MPPCA,
– En utilisant le formalisme propose´ dans [Watanabe et al., 2009]. Toutefois, les
composantes ACP seraient alors contraintes de partager le meˆme sous-espace.
7.2.4 Inte´gration de contraintes
Nous avons propose´ un mode`le pour inte´grer des contraintes au processus d’agre´gation
de mode`les de me´lange. Sans perte de ge´ne´ralite´, il est possible d’adapter ce mode`le
a` l’algorithme VBGMM, et d’autoriser des contraintes de´finies par un utilisateur. Le
mode`le menant a` l’algorithme VBMPPCA-A pourrait e´galement eˆtre e´tendu de manie`re
analogue.
Par souci de simplicite´, notre algorithme VBGMM-B fait une hypothe`se de pre´ce´dence
assez forte dans l’e´tape E ; on pourrait relaxer quelque peu celle-ci en eﬀectuant cette
e´tape par e´chantillonnage via la me´thode de Gibbs (Gibbs sampling [Geman and Ge-
man, 1984]). L’utilisation d’e´tapes stochastiques dans le contexte d’un algorithme EM
a en eﬀet de´ja` e´te´ e´tudie´ avec succe`s dans la litte´rature [Celeux and Govaert, 1992]. Le
couˆt calculatoire supple´mentaire, et l’ame´lioration qualitative, sont cependant diﬃciles
a` e´valuer a priori.
7.2.5 Ame´lioration de l’ope´rateur d’e´clatement
Notre adaptation incre´mentale de me´thode bio-mime´tique base´e sur les mouvements
d’agents pre´sente des re´sultats convaincants, mais nous avons vu que la prise en compte
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d’e´tiquettes fournies par un utilisateur n’apporte qu’une ame´lioration marginale.
Pour pallier cette situation, nous pourrions ame´liorer l’ope´rateur d’e´clatement en
utilisant une coupe non-syme´trique de la gaussienne associe´e a` un agent le long d’un
des vecteurs propres de covariance. Il serait e´galement souhaitable d’utiliser une mesure
de similarite´ entre agents qui prenne en compte les matrices de covariance des distri-
butions en jeu. Une mesure de similarite´ base´e sur la divergence KL serait une bonne
candidate dans cette optique. Il serait par ailleurs inte´ressant d’appliquer l’ope´rateur
d’e´clatement quand l’entropie d’une distribution atteint un certain seuil qui serait cal-
cule´ dynamiquement.
7.2.6 Interactions et re´troactions
De manie`re ge´ne´rale, l’interaction entre un utilisateur, et les processus de classifi-
cation pre´sente´s dans ce documents, aurait pu eˆtre approfondie. En particulier, dans
le contexte de la visualisation de classification (section 6), la re´troaction consiste sim-
plement a` re´arranger les groupes : on pourrait aussi en tirer de l’information (e.g.
utiliser une me´trique adaptive en fonction des pre´fe´rences de similarite´ de l’utilisateur
[Basu et al., 2004]). Nous pourrions e´galement y associer des me´canismes de fusion et
d’e´clatement, afin d’exploiter des e´tiquettes qui seraient fournies dynamiquement par
l’utilisateur.
7.2.7 L’agre´gation dans le contexte d’un syste`me de transmis-
sion ou d’analyse de sources
Nos techniques d’agre´gation sont en quelque sorte focalise´es sur la qualite´ de res-
titution d’un signal : pour en re´aliser des applications pertinentes, il serait ne´cessaire
de combiner nos me´canismes avec des approches pour la construction et la diﬀusion de
mode`les de qualite´ sur les noeuds d’un re´seau [Nikseresht and Gelgon, 2008], ou d’ana-
lyse de sources de donne´es (prenant par exemple en compte la redondance [Cabanes
and Bennani, 2009], ou la fiabilite´ de celles-ci).
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Annexe A
Re´alisations logicielles
Les prototypes re´alise´s dans le cadre des chapitres 3 et 4 ont e´te´ programme´s
sous R [Rproject, 2010], soit avec le langage natif de R, soit sous forme de modules
comple´mentaires programme´s en C ou en C++. Les nombreuses fonctions mathe´matiques
ne´cessaires pour l’imple´mentation d’algorithmes tels que VBGMM ou VBMPPCA ont
e´te´ obtenues en inte´grant la bibliothe`que GSL [GSL, 2010] dans le code en C des mo-
dules appele´s par R. Des parame´trages spe´cifiques de GCC ont e´te´ rendus ne´cessaires
pour re´aliser l’inte´gration conjointe des API de R et de GSL.
Souvent, au de´marrage du de´veloppement, un premier prototype (ou proof-of-concept)
a e´te´ re´alise´, afin de ve´rifier la validite´ algorithmique de la me´thode. Seulement, les
imple´mentations utilisant purement R sont tre`s lentes (surtout du point de vue de la
pile d’appels, lors de l’usage de boucles ou de fonctions imbrique´es). Aussi, pour ob-
tenir des re´sultats plus significatifs, le portage du module pre´liminaire en C e´tait re´alise´.
Outre les modules de VBGMM, VBMPPCA et de´rive´s (a` titre indicatif, la taille
d’un tel module, en C, exce`de souvent les 1000 lignes), de nombreux utilitaires ont e´te´
utiles. Par exemple, nous pouvons citer des fonctions pour calculer des estimations de
divergences KL entre me´langes de gaussiennes suivant diﬀe´rentes me´thodes d’approxi-
mation, ou encore un module pour re´aliser l’orthogonalisation de Gram-Schmidt.
Les visuels de nuages de points, et de courbes de re´sultats, ont e´te´ re´alise´s avec le
syste`me de ge´ne´ration graphique de R.
Les variantes de FClust ont e´te´ re´alise´s avec Visual Studio, en C++. La couche
graphique utilise OpenGL, SDL est employe´e pour l’aﬃchage des images, et freetype2
pour la ge´ne´ration de texte. Le syste`me de navigation dans une collection d’image a
combine´ ces deux environnements : la couche visuelle est re´alise´e via Visual Studio, la
couche classification avec R et C, et un protocole de communication a e´te´ de´fini afin
que ces deux couches communiquent par sockets.
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