Abstract: Analog resistive memories promise to reduce the energy of neural networks by orders of magnitude. However, the write variability and write nonlinearity of current devices prevent neural networks from training to high accuracy. We present a novel periodic carry method that uses a positional number system to overcome this while maintaining the benefit of parallel analog matrix operations. We demonstrate how noisy, nonlinear TaOx devices that could only train to 80% accuracy on MNIST, can now reach 97% accuracy, only 1% away from an ideal numeric accuracy of 98%. On a file type dataset, the TaO x devices achieve ideal numeric accuracy. In addition, low noise, linear Li 1-x CoO 2 devices train to ideal numeric accuracies using periodic carry on both datasets.
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Keywords: neuromorphic, resistive memory, ReRAM, memristor, analog, crossbar, neural network, backpropagation Introduction: Analog resistive memories can reduce the energy of neuromorphic computing by up to six orders of magnitude [1] . This is achieved by using analog matrix operations to process each memory element in parallel and thereby eliminate data movement as illustrated in Fig 1 [2] . Backpropagation based algorithms rely on learning small amounts of information from many training examples, resulting in incremental updates.
Typically, the write variability and write nonlinearity in the devices prevents the weights from being learned to high accuracy [3, 4] . Each device only supports a finite number of distinguishable levels. We present a novel periodic carry method that uses multiple devices to overcome this limit. We perform a detailed system simulation in CrossSim[3, 5], Sandia's resistive memory crossbar simulator to show how periodic carry improves neural network accuracy with TaOx and Li 1-x CoO 2 (Li-Ion Synaptic Transistor -LISTA[5]) devices that we have fabricated.
Periodic Carry: Multiple devices can be used to add additional levels. Adding devices in parallel to a single synapse increases the number of levels linearly with the number of devices [6] . Positional number systems, such as a base 2 or base 10 can increase the number of levels exponentially with the number of devices, (Fig 2a) , greatly enhancing the information storage capacity of each synapse. Unfortunately, this is not compatible with the parallel outer product update in Fig 1b. When updating a weight, carries need to be performed between digits: i.e. adding 1 to 9 requires resetting the resistive memory that holds 9 to 0 and adding 1 to the next digit. Doing this would require serially reading out and updating the array, eliminating the benefit of the parallel analog computation. We propose a new periodic carry method to solve this problem, illustrated in Fig 2b. Each device uses a portion of its dynamic range to store carry information. Periodically (every 100-1000 updates) the device is read, and if the device is in the carry range, the device is reset to zero and the next bit is updated. This averages out the carry cost, allowing for parallel writes while obtaining significant increase in bits per weight. 
Write noise is applied to the device for each update and carry. Carries are computed once every 100 updates for the least significant bit (LSB). Higher order bits only require computing the carry after a lower order bit is carried twice.
In Fig 4, we show that periodic carry can also be used to learn despite the nonlinear updates. A net of 3,000 positive pulses out of 300,000 are used (1%). Typically, nonlinearity forces the weight towards zero [3], but periodic carry reduces this effect. The key is to allocate most of the weight range (75% instead of 50% in Fig 3a) to the carry so that LSBs are represented with the more linear range of the weight. A 4 digit, base 5 system is modeled as in Fig 3. System Simulation: Next, we model how a full neuromorphic system would perform using measured properties from a TaOx based resistive memory and from a LISTA device [5] . The TaO x device is illustrated in Fig 5a. LISTA, shown in Fig 6a, is a nonvolatile redox transistor based upon Li-ion battery materials and is described in detail in [5] . In order to characterize the analog properties, a series of increasing and decreasing pulses were applied and the statistics collected as illustrated in Fig 5 & 6 .
We model the general purpose neuromorphic system in [3] where crossbars are used to perform matrix operations in analog and the inputs and outputs are processed in digital. As illustrated in Fig 7a this Simulation details are explained in [5] . Carries are computed once every 1000 updates for the LSB, and every 2 updates on others. For LISTA we simulate Periodic Carry with a base 7, 3-digit number system with 50% of the weight dedicated to carry. For TaOx we use a base 4, 2-digit number system with 75% of the weight dedicated to carry.
Results: Fig 8 shows how TaO x devices that could only train to 80% accuracy on MNIST, can now reach 97% accuracy, only 1% away from an ideal numeric accuracy of 98%. They also achieve ideal accuracy for the File Types dataset. The evolution of 4 weights during training is shown in Fig 8c. As shown in Fig 9a, LISTA's linearity and low noise achieves ideal accuracy on the file types dataset with a single device. For MNIST, using a single LISTA device reduces the accuracy by 0.6% as seen in Fig 9b. The A/D alone (with ideal devices) reduces the accuracy by 0.2%. Using periodic carry with A/Ds achieves ideal numeric accuracy, better than a single ideal device with an A/D.
Periodic carry greatly improves the training accuracy of a neuromorphic accelerator with noisy TaOx ReRAM synapses. With low-noise LISTA devices, accuracies are as high as when trained with standard 64-bit floating point synapses. A parallel write is illustrated. Weight Wij is updated by xi×yj. In order to achieve a multiplicative effect the xi are encoded in time while the yj are encoded in either the height or length of a voltage pulse. Fig. 2 (a) In a positional number system each column represents a different digit. (b) In order to enable blind updates, extra levels are used to store a carry which is periodically read and used to update the higher order bits. The probability distribution of the learned weight is plotted. Periodic carry is able to learn the ideal result of 0.3, while a single device is dominated by noise. Fig. 4 (a) The write nonlinearity model used[3] is illustrated (b) The probability distribution over different pulse orders is plotted. After 300,000 pulses the weight should ideally be 0.6, but is near zero due to nonlinearity. A single device does not learn, while periodic carry learns a smaller value. Fig. 5 The properties of a TaOx memory are shown. The active switching layers are deposited using reactive sputtering (PVD). (a) The device stack (b,c) Alternating series of 1,000 100ns +1V write pulses followed by 1,000 -1V write pulses are applied with an Agilent B1530 Waveform Generator. The rise/fall time is 100ns. The conductance after each pulse is read at 100 mV. The measurement is repeated 100 times to collect statistics. The change in conductance after (d) positive and (e) negative pulses is shown. In a system simulation each update is sampled from the distribution plotted and scaled based on the desired update size. When resetting weights to zero, calibrated updates are done such that the weight reaches zero on average and only write noise is applied. 
