In this paper we prove an asymptotic estimate, up to the second order included, on the behaviour of the one-dimensional Allen-Cahn's action functionals, around a periodic function with bounded variation and taking values in {±1}. The leading term of this estimate justifies and confirms, from a variational point of view, the results of Fusco-Hale [10] and on the exponentially slow motion of metastable patterns coexisting at the transition temperature.
Introduction
In this paper we are interested in the asymptotic behaviour as ε → 0 + of the one-dimensional Allen-Cahn's action functionals
where T is the one-dimensional torus, W is a double well potential with zeroes at ±1, and u : T → R (see Section 2) . These functionals arise in several models of phase transitions in materials science, see for instance [1, 11, 12, 10, 7] and references therein. In particular, two phases u = ±1, coexisting at the transition temperature, exhibit metastable patterns which slowly evolve according to the L 2 -gradient flow of F ε ,
where a time rescaling has been performed. Equation (1.1) is perhaps the simplest partial differential equation modelling nonlinear relaxation to equilibrium in the presence of competing stable states. In [10, 7] the authors showed that, as ε → 0 + , a solution u of (1.1) is locally equal to ±1 and the transition points evolve, exponentially slowly, in accordance to a specific system of ODEs (see [10, Eq. (3.11) ] and [7, Eq. (1.
2)]). The exponential speed is dictated by the qualitative properties of W , in particular by its nondegeneracy at ±1. In this paper we aim to provide a variational couterpart of the dynamical results of [10, 7] , recovering an analogous ODEs system obtained as a by-product of the behaviour, at the leading order, of the action functionals F ε for ε << 1, around piecewise constant functions u with values in {±1}, which correspond to the metastable patterns in the two-phase model described above. It is well-known [9, 13] that the sequence (F ε ) is equicoercive in L 1 (T) and Γ-L 1 (T)-converges, as ε → 0 + , to the functional F 0 : L 1 (T) → [0, +∞] defined as F 0 (u) := N (u)σ if u ∈ BV (T; {±1}), +∞ otherwise, (1.2) where N (u) is the number of jump points of u, and where as ε → 0 + , where (v ε ) is a sequence converging to v ∈ BV (T; {±1}), α ± , κ ± , β ± are constants 1 depending on W , in particular α ± := W (±1), and d ε k is the distance between the k-th and the (k + 1)-th transition of v ε (see (2.23 ) in the proof of Theorem 2.4). We also essentially show that this estimate is sharp, in the sense that for any v ∈ BV (T; {±1}) there exists a sequence (v ε ) such that the equality holds in (1.4) (see Theorems 2.7 and 4.5 for the details). We split the proof of estimate (1.4) into two parts: in Theorem 2.4 we show the estimate at the (first) order of e −α ± d ε k ε , and in Theorem 4.1 we analyse the second order, and complete the proof. Observe that (1.4) provides a sort of second order asymptotic expansion of F ε around functions v ∈ BV (T; {±1}), which is reminiscent of a Γ-expansion of F ε in the sense of [2, 3, 5, 6] . However, our results cannot be straightforwardly framed in those settings: for instance, we do not restrict ourselves to expand around a global minimizer of F 0 (which would be the constant states u ≡ 1 of u ≡ −1), but we need to work around an L 1 (T)-local minimizer, in particular around a periodic bounded variation function taking values in ±1. In Section 3 we associate to our first order estimate (2.19) a Γ-limit, which however turns out to be unbounded from below. Notice also that the terms appearing on the right-hand side of (1.4) scale differently in ε, as soon as the limits d k (v) := lim ε d ε k are different for different k's, and in particular we cannot substitute the approximate distance d ε k with the distance d k (v) = x k+1 (v) − x k (v) between the consecutive k-th and (k + 1)-th jump point of the limit function v.
We now come to the relation between our estimates and the results of [10, 7] . Let us introduce the functional G ε : BV (T; {±1}) → R as
Notice that the right-hand side of (1.4) coincides, at the leading order, with G ε (v) where however, the approximate distance d ε k is replaced by the distance d k (v). The functional G ε may be considered as a function of N (v) variables, that is 5) and the gradient flow of G ε is given by the system of ODEṡ
for all j = 1, · · · , N (v), whereẋ j stands for the derivative of x j with respect to t. Notice that the jump point x j (v) interacts only with x j−1 (v) and x j+1 (v). Then the interesting observation is that system (1.6) coincides, up to the multiplicative constants 2 α 2 ± κ 2 ± , with the evolution equations obtained in [10, Eq. (3.11) ], [7, Eq. (1.
2)], thus showing the consistency of our variational expansion 3 with the behaviour of (1.1) as ε → 0 + . This is in accordance with the general principle outlined in [14, 15] , where the authors relate the gradient flow of the Γ-limit of a sequence of functionals with the limit of the gradient flows.
We observe that, not surprisingly, only the terms of order e −α ± d ε k ε are relevant for the evolution law of the jump points x j (v). We conclude this introduction by mentioning that the results of [10] and [7] have been generalized to a vector setting (in the target space) in the paper [4] ; generalizing estimate (1.4) to this more general situation seems, however, not easy. The content of the paper is the following. In Section 2 we prove the first order estimate in (1.4) and its sharpness (Theorems 2.4 and 2.7). In Section 3 we find a related first order Γ-limit, and in Section 3.1 we discuss briefly its gradient flow (1.6). Finally, in Section 4 we complete the proof of (1.4), and in Section 4.1 we refine further our estimates, in the special case when W is the minimum between two parabolas.
First order estimate
Let T be the one-dimensional torus. We denote by BV (T; {±1}) the space of functions of bounded variation in T taking values ±1. For a function u ∈ BV (T; {±1}), we denote by
is the number of the jump points of u, and
We let N + (u) (resp. N − (u)) be the number of increasing (resp. decreasing) jumps from −1 to 1 (resp. from 1 to −1). Due to the periodicity of functions in BV (T; {±1}), N (u) is even (or zero) and N + (u) = N − (u).
and
is a jump from ∓ 1 to ± 1 .
The double well potential W
Let W : R → [0, +∞) be a double well potential, namely a continuous, not necessarily even, function with W −1 (0) = {±1} and growing more than linearly at infinity. We assume also that W ∈ C ∞ (R \ {0}) and that the minimizers ±1 of W are nondegenerate, and we set
The nondegeneracy property of W and a Taylor expansion around s = 1 give
4) and similarly in a right neighborhood of −1 with α − replacing α + . The prototypical example of W is given by
Another possible choice of W , considered in Section 4.1, is
If J ⊂ R is a bounded interval and v ∈ H 1 (J), we also set
It is well known that the infimum in problem (1.3) is a minimum and it is realized by the function γ ∈ C 1 (R) which is the solution of the equation
The minimizer γ tends to its asymptotic values with an exponential rate given by α ± . For example, for W as in (2.5) we have α if y < 0; in this case γ is C ∞ (R \ {0}) ∩ C 1,1 (R). For convenience of the reader and for future reference (see the proof of Theorem 2.4) we give the proof of the following well known result (see for instance [7] ). Lemma 2.2. There exist the limits
Proof. We consider the case y > 0, the case y < 0 being similar. From (2.8) it follows 
From (2.12) it follows lim
We now claim that
Coupling (2.12) with (2.15) it follows that there exists a continuous function h : (0, 1) → R, with lim s→1 − h(s) = 0, such that
Since the right hand side has a continuous extension up to η = 1, claim (2.14) follows, with 4
This implies the assertion in (2.9) with
When I is a measurable subset of T, we denote by F ε (·, I) the localization of F ε (·) on I (obtained by replacing T with I in (2.7)) and we set
where c − :
First order expansion
In this section we prove the first order expansion for F ε , in the sense specified by the next theorem and Theorem 2.7 below.
Proof. Without loss of generality, we can assume
, with k even. The continuity of v ε and the convergence of (v ε ) to v imply that there exist an infinitesimal sequence (δ ε ) ⊂ (0, 1) and, for any k = 1, · · · , N (v), a sequence of points (x ε k ) ⊂ T, such that for any ε ∈ (0, 1), where we have set x ε N (v)+1 := x ε 1 . Define
Let z ε ∈ H 1 (T) be the function 5 that coincides with the nonnegative (resp. nonpositive)
Recalling (2.21), from the minimality of z ε it follows
With the change of variable x = εy + x ε k we get
where
Let w ε ∈ H 1 (T) be the function defined, on each
, and u(c) = v(c), then the function w defined in (a, d) as w := u in (a, b) and w := v in (c, d) belongs to H 1 (a, d). 6 Notice that there is no estimate in terms of ε of the vanishing order of
Hence, from (2.24),
, and let θ ε ∈ H 1 (R) be the function that coincides with w ε on
From (2.28) and (2.29) we get
Recall, assuming for instance k even, that w ε satisfies
(2.31)
We need to estimate the integrals in (2.30) (see (2.43) and (2.44) below), and to do this we need an asymptotic expansion of the (conserved) energy
of w ε . We have
where, for any η ∈ [0, 1),
and with a direct integration
From (2.36) it then follows
where, recalling (2.17) 8 ,
From (2.35) and (2.39) we deduce
+o (1) as
where we recall that κ + is defined in (2.18). Consequently 9
Using (2.4) and (2.42) we infer
With similar arguments one can prove
so that from (2.29) and (2.26),
This lower bound holds for k ∈ S + (v). For k ∈ S − (v), we have in a similar manner
From (2.28), (2.45) and (2.46) we deduce
which concludes the proof. 
(2.47)
) and any C + > 0 and C − > 0 we have
converging to v in L 1 (T) and satisfying the inequality
Proof. By standard arguments, it is sufficient to prove the statement for a function v having only two jumps located at
. Let m and M denote respectively the minimal and the maximal distance between x 1 and x 2 on T. We can assume further that m = x 2 − x 1 . Observe that a :
Without loss of generality, we can assume
that is 1 ∈ S − (v) and 2 ∈ S + (v). Setting a ε := − m 2ε and b ε := M 2ε , let w ε be the solution of
see (2.32) and (2.33). Given x ∈ T, we define
With the change of variable t =
x−x 2 ε , we have F ε (v ε , (b, a)) = F (w ε , (a ε , b ε )), and
We have
ds equals B(η) defined in (2.11), using (2.14) it follows
as η → 1 − . Setting η = w ε (b ε ) and recalling (2.42) (with
replaced by b ε ) and (2.43) we have
as ε → 0 + . From (2.51) and o(1)W (w ε (b ε )) = o(e −bε ), it follows that
In a similar manner, as ε → 0 + ,
so that 10 (2.52) and, similarly,
Combining (2.50), (2.52) and (2.53) we deduce
as ε → 0 + . This concludes the proof. Remark 2.9. From Theorems 2.4 and 2.7 it follows that, given γ > 0, for any v ∈ BV (T; {±1}) and for any sequence (
with the equality along a particular sequence. Hence the Γ-expansion of the functionals F ε in the sense of [5] , whose zeroth order is given by N (·)σ, contains no terms of order ε γ for any γ > 0.
Γ-convergence
Throughout this section, N ∈ N and m > 0 are fixed. We also assume for simplicity that W (−s) = W (s) for any s ∈ R. We set α := α − = α + (see (2.3)) and κ := κ − = κ + (see (2.18)). For any ε ∈ (0, 1] we define the functionals T F ε (v ε ) < +∞. Hence (v ε ) admits a (not relabeled) subsequence converging in L 1 (T) to a function v ∈ BV (T; {±1}), and
Recalling the definition of m(v) in (2.47), the following result holds.
and let (v ε ) ⊂ H 1 (T) be a sequence satisfying (3.1) and converging to v in L 1 (T). Then v ∈ BV (T; {±1}) and N ≥ N (v), so that
and therefore
We can assume from now on v ∈ BV (T; {±1}). From Theorem 2.4, recalling (2.19 ) and the definition of δ ε , which implies d ε k ≥ m(v) − 2δ ε , we have Hence,
If now (v ε ) denotes the sequence constructed in Theorem 2.7, we have
Therefore, for a v satisfying (3.3), we have lim ε→0 + T N,m ε (v ε ) = 0, hence T + (v) ≤ 0, which coupled with (3.3) gives 
Since T N,m takes the value −∞, we do not attempt to compute a second order Γ-limit.
Gradient flow of the limit functional
For ε ∈ (0, 1], we define the functional G ε : BV (T; {±1}) → R as
where we recall that d k (v) is defined in (2.2) . The functional G ε can be considered as a function of N (v) variables, see (1.5), and
The gradient flow of the functional G ε is given by the following well-posed system of ODEs:
whereẋ stands for the derivative of x with respect to the time variable, see (1.6). According to (3.5), one notice that, for any j = 1, · · · , N (v), the jump point x j (v) interacts only with x j−1 (v) and x j+1 (v). As already discussed in the Introduction, system (3.5) coincides, up to a moltiplicative constant, with the one derived in [10] and [7] , and this can be considered as the main motivation of the present paper, connecting the leading order term in estimate (2.19) with the dynamical behaviour of solutions to (1.1) for long times.
Second order estimate
This section is devoted to the proof of the following second order expansion result, already mentioned in the Introduction. For convenience of notation, we set
From now on we shall also suppose W ∈ C ∞ (R).
Remark 4.2. If W is even, then W is odd, and therefore the terms containing β ± in the second line of (4.2) cancel each other.
We start the proof of Theorem 4.1 with the following result.
Proof. Remembering (2.40) we have, for η ∈ (0, 1),
From de l'Hôpital theorem and (2.12) it follows
We now show that
Hence, there exists a continuous function R : (0, 1) → R, with lim s→1 − R(s) = 0, such that
For s → 1 − and η ∈ (s, 1) (hence for η → 1 − ), again from (2.12) applied to W (s) and
where 11
One checks that
As a consequence lim (s, η)
and from (4.8)
11 Note that for all s ∈ (0, 1),
Therefore, for s < η and (s, η)
for a suitable continuous function h : (0, 1) × (0, 1) → R, vanishing as (s, η) → (1 − , 1 − ) with s < η. One may notice also that the term o(ψ(s, η)) in (4.9) is bounded by C((1−s) 2 +(1−η) 2 ) for some absolute positive constant C. Combining (4.9), (4.7) and the fact that η ∈ (s, 1) gives
One checks that, for any s < η we have for the indefinite integral
Hence for 0 < ζ < η < 1,
where we have used the factorizations ζ 2 − 3ζ − 2η 2 + ζη + 3η = (η − ζ)(3 − ζ − 2η) and
to simplify the right hand side. Passing to the limit as ζ → η − yields
.
We now show that lim
We first observe that there exists an absolute positive constant C such that
We make the following decomposition of the integral
Remembering the integration in (2.38) and computing
we get, dividing by η − 1, and for an absolute positive constant C,
and (4.11) follows. Eventually, (4.5) is a consequence of (4.10) and (4. 
Proof. We prove only the first expansion, the second being similar. Recalling (2.36), (2.38) and Lemma 4.3, we have
12 For the case k ∈ S−(v), we have 1 − wε(
as η → 1 − . From (2.18), (2.35) and (4.12) it follows
(4.13)
Using (2.42), we get
as ε → 0 + . Hence, from (4.13) it follows
We can now conclude the proof of Theorem 4.1. Let (v ε ) ⊂ H 1 (T), v ∈ BV (T; {±1}) and d ε k be as in Theorem 2.4. From (2.30), we have
From (2.4) and Lemma 4.4 we get
Similarly,
and for k ∈ S − (v)
Combining these estimates we get
which yields the desired result.
We conclude this section with following result, the proof of which is based on Theorem 2.7 and Lemmas 4.3, 4.4.
Theorem 4.5. Let v ∈ BV (T; {±1}) with N (v) = 0. Then there exists a sequence (v ε ) converging to v in L 1 (T) and satisfying the inequality
as ε → 0 + .
A special choice of W
We now consider the special case when W is as in (2.6), which is not contained in the discussion of Section 4, since W is not of class C ∞ (R). Let us recall that in this case α + = α − = α = √ 2, and κ + = κ − = 1. In the next theorem we show that we can go on with the estimates at any order, because of the simple expression of W . 
