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Este proyecto se fundamenta en la necesidad del hombre por recrear el mundo de una manera 
más eficaz, donde la imagen como herramienta de representación de este, de lo real y virtual, 
presenta la posibilidad de ser empleada para la expresión de diferentes ideas, pensamientos, 
entre otros objetivos que se deseen. La proyección presenta una de la posibilidad de difusión de 
tal imagen, por lo cual  es necesario la implementación de diferentes técnicas y utilización de la 
tecnología como herramienta en la masificación.  
 
Respecto a lo anterior una de las diferentes formas de transmisión corresponde a la  proyección 
grafica como técnica de dibujo que permite representar cualquier objeto o idea sobe una 
superficie plana, la figura se obtiene “utilizando líneas auxiliares proyectantes que, partiendo de 
un punto denominado foco, reflejan dicho objeto en un plano a modo de sombra. Mas sin 
embargo para la imagen sea almacenada, trasmitida y representada en información por medio 
de un ordenador. El procesamiento de la imagen como imagen digital “puede considerarse 
como una matriz cuyos índices del renglón y columna idéntica un punto en la imagen y el 
correspondiente valor del elemento de la matriz que idéntica el nivel de intensidad de luz en ese 
punto. Los elementos de tal arreglo digital son llamados elementos de imagen, elementos de 
pintura, pixeles. El interés en el procesamiento digital de imágenes se basa esencialmente en 
dos aspectos: en mejorar la información contenida en una imagen para la interpretación 
humana y en el tratamiento de los datos de una escena para la percepción autónoma por una 
máquina [10]. El tratamiento que hace el ordenador corresponde al procesamiento de ingreso 
de la imagen y la salida de esta son datos a interpretar.  
 
No obstante el proyectar esta imagen que retrata el mundo por medio de un ordenador que 
permite la masificación, presenta diversos problemas que cotidianamente se viven en 
exposiciones, aulas de clase, presentaciones e infinidad de situaciones, que llevan a confirmar 
los problemas de proyección entre los cuales está el escalamiento, la pixelación, distorsión y 
demás dificultades que no permiten al hombre retratar el mundo por medio de la imagen por la 
proyección de la manera que desea. 
 
Es así como en este proyecto se plantea el desarrollo de esta aplicación permite corregir estos 
errores de proyección por deformación geométrica en una superficie plana blanca continua 
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para una mejor visualización de la imagen, este software está diseñado solo para la corrección 
de imagen respecto a la proyección usando una cámara. 
 
Este proyecto está organizado por cinco capítulos. En el primer capítulo se presenta la 
necesidad de la corrección de proyección referente al planteamiento del programa. En el 
segundo, se establece el marco teórico en el cual se establecerán las bases teóricas y 
fundamentales que posibilitaron este proyecto. En el tercer capítulo, se expone el desarrollo de 
software, la interfaz y se detallan los elementos con los cuales se diseñó el programa prototipo. 
En la cuarta  se  exponen las pruebas realizadas y resultados de las mismas, reconociendo los 
errores superados que llevaron a consolidar la aplicación. En quinto y último lugar se 

























2. RESUMEN DE LA PROPUESTA 
 
 
En este capítulo se presenta la descripción inicial del problema, señalando las implicaciones que 
estos puede llegar a tener; al igual que se establecen los objetivos del  presente proyecto para 
superar los problemas que presenta la proyección de imágenes.  
 
 
2.1 PLANTEAMIENTO DEL PROBLEMA  
 
En la medida que avanza en la producción de contenido multimedia se han creado formas de 
difusión de esta a una escala mayor, una forma de difusión a una población más numerosa es la 
proyección  sobre una superficie plana, ya que esta permite ampliar y mostrar la imagen en un 
espacio determinado a un sinfín de asistentes.  Para que esta proyección tenga más definición y 
mayor tamaño se han implementado técnicas que permitan crear proyecciones de mayor 
tamaño a  partir de 2 o más proyectores. El desarrollo de un sistema de proyección presenta 
problemas tales como la distorsión, la rotación y deformación de escala de la imagen a 
presentar sobre la pantalla; esto es debido a la superficie en la que se encuentran apoyados los 
proyectores y la intersección entre las  proyecciones. Intentar corregir los errores de una sola 
proyección manualmente para que tengan una proyección correcta sobre una superficie de 
proyección se convierte en una labor compleja que implica tiempo y paciencia, esta complejidad 
aumenta cuando hay que ajustar múltiples proyecciones.  Este proyecto plantea iniciar el 
estudio de esta problemática con el desarrollo de un sistema de calibración que permita ajustar 
de manera automática una proyección. 
 
 
2.2 OBJETIVO GENERAL  
 
  
Desarrollar un software que calibración de proyección que permita corregir una proyección en 




2.3 OBJETIVOS ESPECÍFICOS  
 
 
 Determinar requisitos de hardware y software necesarios para realizar una calibración 
de proyección.  
 Identificar modelos matemáticos para la calibración de sistemas de proyección.    
 Diseñar un modelo automático de calibración de proyección mediante el uso de una 
cámara. 
 Implementar el modelo automático de calibración de proyección mediante el uso de una 
cámara. 
 Realizar pruebas del software para encontrar posibles errores y corregirlos si es 
necesario. 
 
2.4 JUSTIFICACIÓN  
 
 
Una de las características de la sociedad del hombre contemporáneo es la masificación de la 
información, usando las tecnologías de la información y comunicaciones, esto incluye la 
multimedia. En esta masificación se busca tener el mayor número de espectadores para que 
esta sea más efectiva. La imagen como herramienta de difusión de pensamiento, ideas y 
demás, permite a receptor interpretar a su modo de ver su realidad y la realidad de los 
otros, en un espacio determinado el cual invoca una realidad alterna a la suya en el mismo 
lugar y tiempo.  
 
Una de las formas de difusión de la información es la proyección la cual permite plasmar en 
una superficie imágenes aumentadas que logra mayor interacción de los espectadores. Sin 
embargo, cuando la proyección presenta algún error referente a la distorsión o tamaño de la 
imagen llega a perder parte de lo que quiere trasmitir. Para que sea posible una mejor 
proyección en cuanto a tamaño, nitidez y ubicación correcta de la imagen en la superficie, es 
necesaria la implementación de sistemas de calibración de proyección que permitan dar la 
ubicación y calidad de la imagen en la posición deseada. 
La apropiación y desarrollo de estas tecnologías permite avanzar al país y a la Universidad 
Militar Nueva Granada, permitiendo de disminuir la brecha en conocimientos y saber hacer 
con respecto  a otros lugares dónde estás ya hacen parte de su diario vivir. Desde el punto 
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de vista de la ingeniería en Multimedia este proyecto permite al estudiante desarrollar sus 
capacidades en cuanto a construcción de tecnología aplicando las bases dadas a lo largo de 
la carrera en cuanto a manejo de imagen digital a partir de computación gráfica y 
procesamiento digital de imágenes; estando a fin con las competencias específicas que 
propone el programa de ingeniería multimedia que establecen el diseño de aplicaciones 
dirigidas al mejoramiento de la interacción del usuario con los dispositivos en este cao con la 
proyección de imágenes. 
 
 
2.5 METODOLOGÍA  
 
 
Para desarrollar el software que permite la corrección de errores de proyección se implementó 
las siguientes etapas:  
 Ingeniería y análisis del sistema (Objetivo: Determinar requisitos de hardware y 
software necesarios para realizar una calibración de proyección, Identificar modelos 
matemáticos para la calibración de sistemas de proyección) En esta primera etapa 
comprende establecer las necesidades, objetivos y  posibles fallas que puedan llegar a 
tener esta aplicación.  Para esto se requiere que los algoritmos utilizados en 
procesamiento de imágenes corrijan la geometría, luminosidad y color de la imagen a 
proyectar. Otro punto que se debe tener en cuenta, es la superficie y el lugar en la cual 
se va a proyectar  debido a que es indispensable identificar las características del sitio 
respecto a su luminosidad para detectar posibles errores en la toma de imagen por 
parte de la  cámara o la posible incidencia de la luz del lugar con respecto a las 
proyecciones.   
 
  Determinar la selección de un software como herramienta de trabajo, la cual permite 
diseñar e implementar pequeñas pruebas de la programación. Al igual buscar los 
modelos y métodos matemáticos, que permitan encontrar las posibles soluciones al 




 Diseño del Sistema. (Objetivo: Diseñar un modelo automático de calibración de 
proyección mediante el uso de una cámara.) este  diseño de sistema corresponde a 
que, elementos se emplean en la resolución del problema como tal. 
 
  Modelar el problema. 
 
 Escoger las matrices, vectores y las variables de diferentes tipos de datos. 
 
 Implementación del programa. (Objetivo: Implementar el modelo automático de 
calibración de proyección mediante el uso de una cámara.):   
Teniendo el software escogido para la realización del proyecto se emplearan los 
métodos abreviados del sistema, para comprobar si el método matemático resultado 
funciona en teoría para proseguir con la escritura del código fuente de bajo nivel para su 
posible implementación en un programa que compile más rápido el programa.  
 
o Emplear los modelos matemáticos encontrados previamente para la 
programación de sistema.   
o Organizar por funciones el programa para una posible corrección de este.  
o Implementar un método de captura de la imagen por medio de una cámara.  
o Caracterización de la interfaz: deberá ser fácil de utilizar, mostrando al usuario el 
modo de calibración en forma activada y el modo en el cual este desactivado. 
   Pruebas. (Objetivo: Realizar pruebas del software para encontrar posibles errores y 
corregirlos si es necesario.): 
 
o Efectuar una proyección de la imagen sin calibrar y luego efectuarla con la 
calibración implementada. 
o Realizar una prueba en la cual solo una proyección sea tratada y después 
haciendo la corrección con las dos proyecciones. El fin de esta proyección es 
hallar las falencias del programa diseñado respecto a su programación para 




3. MARCO TEÓRICO  
 
Este apartado menciona las diferentes teorías y modelos matemáticos que permitieron un 
acercamiento más preciso al problema y las soluciones. 
 
3.1 VISIÓN ARTIFICIAL  
 
La visión artificial es el área enfocada al desarrollo de algoritmos, que intenten asemejar una 
máquina haga en cierto grado el proceso de visión biológico, esta incluye técnicas de 
procesamiento de imágenes para mejorar la calidad de imagen buscando que la información 
captada sea de una correcta interpretación para el humano y la máquina [16].  
 
3.2 VISION ARTIFICIAL  REFERIDO AL DISEÑO DE SOFTWARE 
Los procesamientos para el filtrado de la imagen tienen tanto entradas como salidas 
de información, esta se analiza y se clasifica de la siguiente manera: procesamiento de 
nivel bajo, procesamientos de nivel medio, Procesamiento de nivel alto. 
3.2.1 PROCESOS DE BAJO NIVEL  
En el nivel bajo se realizan pre procesamientos de imágenes, realizando operaciones 
primitivas las cuales son realce de contraste, eliminación de ruido, mejora de nitidez  y 
cambios de modelos de color. En estos procesos se tendrá una entrada en la cual 
ingresa una imagen y una salida que será otra imagen. 
 MODELO DE COLOR YCbCr 
En los procesos de bajo nivel se inicia con la imagen a color codificada en RGB la cual 
esta será convertida a   escala de grises a través de una suma ponderada, con a  
relación a la operación se toma como base el modelo YCbCr la cual es usada en 
sistemas de trasmisión de video y fotografía digital, presentando una manera de 
codificar la información RGB, señalando que Y: corresponde al componente de 
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El contraste es la diferencia entre el valor máximo y el mínimo de intensidades  de la imagen; se 




Ilustración 1 Esta imagen muestra  el cambio de color a escala 
de grises 




Max y Min, en la ecuación, son el máximo y el mínimo valor de intensidad dentro de la ventana 





 FILTRO MEDIANA. 
 
El filtro de la mediana corresponde a un filtro no lineal, el cual elimina objetos y elementos 
innecesarios sin afectar directamente los bordes de la imagen, es así como este filtro pertenece 
a los filtros estadísticos. Tal estadística de la mediana corresponde al valor de la variable 
existente que resulta los números de antes y después, los datos considerados como: 50% datos 
menores o iguales a la mediana y el otro 50% a los datos mayores que ella. [2] 
 
La ecuación que utiliza este filtro es:   
Ilustración 2 ajuste de contraste permite eliminar algunas sombras 
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 PROCESOS DE NIVEL MEDIO. 
 
Estos procesos se en cargan de segmentar las imágenes para encontrar objetos o regiones,  
descubriéndolos y reduciéndolos a una descripción más práctica. La entrada de esta es una 
imagen y la salida es la descripción del objeto (lados, esquinas y la identidad individual del 
objeto). [6]  
  
 EROSIÓN.   
La erosión quita pixeles que rodean el objeto en la imagen, la ecuación de esta herramienta es: 
[3]  
 




Ecuación 4  
 
Ecuación 3  





















La dilatación es la herramienta morfológica la cual aumenta los pixeles que rodea al objeto 
determinado. [3] 
    ⋃       
 




Figura original >> I2=imdilate(I1,ee);
>> ee=strel('square', 24);
>> I2=imerode(I1,ee);
Ilustración 5 dilatación morfológica 
Ecuación 5 




 APERTURA.  
 
La apertura permite abrir huecos pequeños utilizando en primer lugar una erosión y después 
una dilatación. 
    (   )   
 






 COMPARACIONES Y OPERACIONES LÓGICAS. 
 
 Estas indican la realización de una operación de condición que da como resultado un valor 
booleano (true o false). La utilización de varias de estas formas de condiciones generan 
condiciones más complejas. Los operadores lógicos son & & ( el AND lógico), II (OR lógico) y ! 
(NOT  lógico también conocido como negación lógica). Estos son conectores para condiciones 









Ilustración 6   apertura de imagen 
 Ecuación 6 
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 PROCESOS DE ALTO NIVEL. 
 
Los procesos de nivel alto, reconocen y compara las escenas completas, reconociendo objetos y 
enlazándolos, mejorando las funciones en su procesamiento y son cercanas a la visión artificial. 
[6] 
 
3.3 TRANSFORMACIONES GEOMÉTRICAS 
 
Las transformaciones geométricas ( ), en términos de procesamiento de imágenes digitales 
corresponde a una modificación de la relación espacial entre píxeles. La respuesta de esta 
transformación con lleva a los siguientes procesos: [2] 
1. En primer lugar se presenta una transformación espacial que define la reubicación de los 
píxeles en el plano imagen. 
2. Seguido a lo anterior realiza una interpolación de los niveles de grises, los cuales tienen que 
ver con la asignación de los valores de intensidad de los píxeles en la imagen transformada. 
 
 
   (     )   (   )    (x’,y’) 
 
      ( ) 
  
    (   ) 
  
    (   ) 
 
 
Matemáticamente estas transformaciones de matrices se llaman transformaciones afines y 
estas con llevan a ecuaciones que determinan los nuevos puntos de posición de los pixeles 
después de una transformación. 
 
  
            
  
            
 
 
Al igualar estas ecuaciones a 0 se convierten en una transformación lineal. 
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Este sistema tendrá solución única si la matriz 2*2 en su determinante sea diferente de 0, con lo 
cual se podrá decir que la transformación inversa de esta ecuación existe y se puede obtener de 
la siguiente manera. 
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De lo anterior se puede concluir que el arreglo matricial de  pixeles que se han multiplicado por 
una matriz de transformación, cambiaran de posición, y con la inversa de esta matriz 
multiplicándolos volverán a su posición original.  
 
Las transformaciones que se pueden hacer con esta matriz se explican a continuación: 
 
 Translación: Permite desplazar el arreglo de pixeles mediante la enunciación de un 
vector de desplazamiento (         ), tal como:[2] 
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 Escalamiento:  Permite ajustar el tamaño imagen agrandándola o reduciéndola, tal 
como:[2] 
Ecuación 10  
Ecuación 9  
Ecuación 11  
Ecuación. 10 
Ecuación 12  
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 Inclinación: Ya sea en la dirección      (   ) o     (   ) y permite inclinar la 
imagen hacia un costado de ella.[2] 
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 Rotación: este permite rotar la imagen desde el centro de la misma. 
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Ecuación 13  
Ecuación.12 
Ecuación 15  
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3.3.1 COORDENADAS HOMOGÉNEAS 
 
Las coordenadas homogéneas permiten adicionar al vector posición una variable llamada h, 
donde esta es una constante arbitraria distinta de 0. Esta conversión se hace dividiendo las dos 
coordenadas por una tercera que será la constante, de esta manera se pude expresar en forma 
de un vector [2]. 
 
 
  0 
 




















Estas coordenadas permiten realizar  una matriz de transformación la cual permite unir la 
translación, el escalamiento, la inclinación y también la rotación. Dando lugar a una ecuación 
más robusta y llamada la transformación del triángulo, la cual da la posibilidad de tener 6 grados 
de libertad, en donde     y     son la translación y los otros restantes que son    ,          y 
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Ilustración 8 trasformación de triángulos 
 
 
Los parámetros de la ecuación de 6 grados de libertad  son obtenidos a través la solución de 
este sistema de ecuaciones: 
 
  
                       
  
                    
  
                    
  
                    
  
                    
  
                    
 
Este sistema de ecuaciones tienen solución si los tres pares de puntos (      ),(      ),  y 
(      ) son linealmente independientes. 
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La inversión de la transformación afín proporciona la matriz inversa de transformación de un 
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3.3.2 TRANSFORMACIÓN DE CORRECCIÓN PROYECTIVA 
 
 
Esta transformación permite 8 grados de libertad en la deformación de un rectángulo, donde   
“las líneas, no obstante a la no linealidad de la transformación permanecen como líneas, con un 
efecto de proyección o perspectiva. Esta transformación puede decirse que en general trasforma 
las líneas paralelas en líneas no paralelas, cuadrados a polígonos, curvas algebraicas de orden n 
en curvas algebraicas de orden n. [2] 
 
Ecuación 20  
 








La determinación de los parámetros para esta ecuación de transformación proyectiva es muy 
parecida a la transformación afín, solo que ha aumentado una coordenada cartesiana. (      ), 
(      ) , (      ) Y (      ). Estos pares de coordenadas fueron tomadas de la imagen 
original  (   )     (     )  y los otros puntos de la imagen ya modificada fueron   (x’, 
y’)=     (       ). Con estos se realiza el sistema de ecuaciones para dar los 8 parámetros de 
la transformada. 
 
                                      
                                      
 


























   
   
               
  
 
    
  
 
    
 
 
    
 
  
    
 
  
     
 
 
     
      
      
     
      
      
               
   
   
 
   
   
                
  
 
    
  
 
    
 
 
    
 
  
    
 
  
    
 
 
     
      
      
    
      
      
                
   
   
 
   
   
               
  
 
     
  
 
     
 
 
    
 
  
     
 
  
    
 
 
     
      
      
   
      
      
                  
   
   
 
   
   
              
  
 
     
  
 
     
 
 
    
 
  
    
 
  
    
 
 
      
      
      
     
      
      
              
   





Este sistema de ecuaciones matricial se puede resolver por métodos numéricos. 
 
Al igual que las transformaciones afines esta transformación         X se puede invertir para 
sacar los resultados indirectamente             . En el cual siempre se tendrá que tener en 
cuenta que la matriz     que sera de tamaño 3*3 para invertila, el determinante deberá ser 
diferente de 0.   (   )   .  
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En esta transformación el parámetro        está con coordenadas homogéneas y este punto 
es equivalente en una multiplicación de una matriz por un escalar. 
 
3.3.3 TRANSFORMACIÓN PROYECTIVA SOBRE EL CUADRADO UNITARIO 
 
Al tomar las posiciones de un cuadrado unitario como respuesta a la transformación proyectiva 
de un rectángulo, es posible encontrar una solución al método numérico del sistema de 
ecuaciones para encontrar los parámetros de estas. Los puntos se  darán de  la siguiente 
manera. [2] 
 
(   )      
(   )      
(   )      





Con estos puntos es posible despejar las ecuaciones anterior mente escrita. 
 
                                      





        
        
Ecuación 26  
Ecuación 28  
Ecuación. 24 
Ecuación 29  
Ecuación 27  
31 
 
                    
                    
                                
                                
                    






 Y solucionando para obtener los parámetros realizamos:  
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Con este paso en la búsqueda de la solución es posible hallar los parámetros de transformación 
que van de un rectángulo a un  cuadrado unitario, si se realiza la transformada inversa (   ) de 
la matriz      
La transformada de un polígono a otro se define de la siguiente manera: 
 
   
  
  
→   
  





Ecuación 30  
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Con la anterior expresión es posible realizar el paso de tener un polígono      y  convertirlo en 
otro polígono    , realizando dos transformaciones: una que va del polígono     a ser un 
cuadrado unitario   utilizando la transformada inversa ( 
  )  después el cuadrado unitario 




    ( )    (  
  ( )) 
 
Demostración de igualdad de transformada inversa con la segunda transformación 
 
O también descrita en forma matricial. 
 
 
                     
 
 
             
   
 
Con estas últimas ecuaciones es posible resolver los problemas de corrección de proyección, 
debido a que es necesario  encontrar la transformación de un polígono al otro, y además 
realizar la transformada inversa de la transformación completa para poder asignárselo a la 
imagen original y hacer la corrección de la imagen. 
 
3.4 INTERPOLACIÓN BILINEAL  
 
Para comprender la interpolación bilineal en 
necesario tener claro que la interpolación es el 
cálculo del valor intensidad de un pixel, en función 










Ecuación 33  
Ecuación 34  









Un método de interpolación es asignarle a los pixeles que lo rodean un peso o porcentaje para 
determinar el valor. El número de pixeles con los cuales se quiera hacer la interpolación está 
dado por    donde n es el número de parejas de puntos que rodean el pixel. 
 
Es así como Interpolación Bilineal es otra forma de interpolar con un mejor acercamiento, más 
preciso a la imagen original y sin realizar un suavizado tan profundo de pixeles. Este  asigna un 
valor medio ponderado de los cuatro pixeles que lo rodean de sus respectivas intensidades. 
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4. DESARROLLO DE SOFTWARE  
 
El principal objetivo  de este trabajo es desarrollar una aplicación, que corrige la proyección de 
un videobeam perfeccionando el posicionamiento de la imagen. Esta no presenta especificación 
de modalidad de uso ni referente a una implementación especifica en cuanto a las áreas de 
saber, puede ser usado por cualquier persona.  
 La interacción de la aplicación con el usuario consiste en: 
 
 
Ilustración 11 Interacción usuario-aplicación 
 
4.1 REQUERIMIENTOS DEL PROGRAMA 
 
 
Para lograr el correcto funcionamiento de la aplicación es necesario atender a las 



















Respecto a la anterior imagen es necesario determinar que la cámara debe encontrarse frente a 
la proyección proveniente del videobeam, para lograr que esta capte la totalidad de la imagen 
proyectada. 
Otro elemento a tener en cuenta hace referencia al software, ya que para que este funcione es 
necesario tener un hardware con unos requerimientos mínimos que posibilitaran el 
funcionamiento de la aplicación:  
 Elementos requeridos por parte del computador en su sistema operativo que tenga: 
Matlab 2010 o ediciones posteriores, cuyos requerimientos corresponden a: Sistema 
Operativo: Windows XP o Vista, 7; Plataforma: x32 o x64; Disco Duro: 6 GB (espacio 
necesario para la instalación de Matlab); Memoria RAM: 1 GB.  
 Un proyector (¨videobeam¨). 
 Una cámara web; para lograr realizar la transformación de la proyección de imágenes 
preferiblemente con resolución HD. 
 El lugar de proyección tiene que ser oscuro para que la cámara pueda captar la 
proyección correspondiente sin interferencias de luces. 
 Por ultimo una superficie de proyección blanca y plana. 
Ilustración 12 grafica posición 
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Advertencia: los elementos que se expondrán a continuación no permitirán la correcta 
implementación de la aplicación: 
o Luminosidad en el lugar de proyección que impiden identificar la proyección. 
o Una superficie de proyección que sea diferente al color  blanco. 
o Una superficie que presente interrupciones, texturas de relieve y demás elementos 
contrarios a una superficie plana. 
o La cámara este nivelada respecto a una superficie horizontal, esto es debido que 
desde el punto de vista de la cámara se realizara la corrección de la proyección 
determinando que tan torcida se encuentra. 
o Otro elemento a tener en cuenta es referente al programa debido a que si la 
proyección supera el ángulo de rotación de 45° respecto a una superficie horizontal  
el programa no logra completar el número de esquinas requeridas, ya que este  
identifica un cuadrado o rectángulo y no un rombo. 
 
4.1.1 Funcionalidades  
 
 Capturar: esta toma una imagen  de la superficie en la cual se está 
proyectando la imagen que envía el proyector. 
 Calibrar proyección: se realizan los cálculos para encontrar las matrices de 
transformación. 
 Mostrar proyección: en esta se envía la imagen al proyector para que se 
muestre el resultado de este. 
4.1.2 No funcionalidades  
 El formato de la imagen soportada por la cámara web deben ser RGB para 
lectura por el programa. 
 La plataforma utilizada por el programa debe contener Matlab para su 
posible ejecución. 
 El tiempo de respuesta del programa puede variar de acuerdo al tamaño de 
imágenes. 




4.2 MATERIALES  
 
El diseño de la aplicación y las pruebas se hicieron en un computador portátil cuyas 
características son:  
 Fabricante: Dell. 
 Modelo: Inspiron N4110. 
 Procesador: Intel (R) Core ™ i3-
2310M CPU @ 2.10 GHz 2.10 GH  z. 
 Memoria instalada (RAM): 3,00 GB. 
 Tipo de sistema: sistema operativo 
de 64 bits. 





Los videobeam que se utilizaron 
corresponden a:  
 Marca: Aigo. 
 Referencia: Proyector Mini  Aigo PT6216-2GB. 
 Resolución: 800 x 600 (SVGA). 
 Contraste: 2000:01:00. 
 Dimensión proyectiva: 15” hasta 130”. 
 Memoria incorporada: 2 G. 
 Formato de imagen: JPG, BMP, GIF. 
 Formato de Audio: MPEG 1-3, 96 
Kbps/WMA 80 Kbps-192Kbps. 
 Formato de video: MPEG 
1.2.4/Avi/MPEG1.2.4/AVI/RM/RMVB/D
AT/MPG. 




Ilustración 13 Computador DELL 14 R 
Ilustración 14 Videobeam Aigo 
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La cámara implementada para la captura de la fotografía inicial que se implementó en el 
desarrollo de la aplicación:  
 Logitech HD Webcam C270. 
 Cuyos requerimientos de programa son:  
 1 GHz. 
 512 MB de RAM o más. 
 Disco duro con 200 MB de espacio libre. 
 Conexión a Internet. 

































Ilustración 16 diagrama de procesos 
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Ahora bien con viene explicar los procesos matemáticos  y operacionales que se llevaron a cabo 
para lograr el objetivo de la presente aplicación; también se describe el desarrollo de la interfaz 
como funciona cada botón y por último los materiales con los culés se diseñó el programa y se 
realizaron las pruebas correspondientes. 
 
 
Ilustración 17 diagramación de la aplicación 
 
El desarrollo de este software de divide en tres procesos macro  los cuales son: captura, esta 
está estrechamente relacionada con el nivel bajo donde se hace el preprocesamiento de 
imágenes. siguiendo el nivel medio delimita la imagen reconociendo las esquinas de la 
proyección, para implantarlos como puntos de delimitación de la imagen ignorando todo lo que 
rodea a esta, para este nivel se aplicó la morfología de imágenes, que hace referencia a las 
herramientas y métodos para extraer componente útiles en la descripción y representación de 
los objetos encontrados en la imagen, es así como este proyecto solo implementa nivel bajo y 
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medio, pues realiza efectivamente el suavizado correspondiente y la delimitación de la imagen 
pero no llega hasta el tercer nivel que corresponde la relación entre imágenes.  
 
4.3.1 Captura  
 
 
Ilustración 18 imagen externa 
 
Captura de imagen: En este proceso de entrada se obtienen todos los datos para poder ser 
analizados y a su vez realiza un proceso de ajuste, los pasos realizados son los siguientes: 
 
 Abrir imagen de ajuste: en este proceso el programa abre una imagen contenida 
en él, la cual está en formato .bmp y que llamaremos imagen interna, esta 
proporciona la posición, tamaño y  niveles de color.  
 




 Otro proceso es la Creación de “vector contenedor”: El cual  recibe la imagen 
interna obteniendo los datos de su tamaño y sus componentes r, g y b. tomando 
el tamaño de esta en  X y Y procedemos a crear una matriz de tamaño de la 3 y 
la multiplicación entre X y Y, que contienen los valores de cada componente de 
la imagen más el número 1 en la tercera fila que será el número homogéneo 
definido en el marco teórico como coordenada homogénea.  
 
 Captura de imagen por cámara: se inicializa la cámara y toma la imagen que 
está proyectando el videobeam, después  la guarda en formato .bmp para su 
lectura. 
 
 Filtro de imágenes: este proceso se realiza dos veces, una con cada imagen tanto 
externa como interna, realizando: 
 
o Lectura de archivo de imagen. 
o La imagen será convertida a escala de grises con la ecuación 1. 
 
Ilustración 20 imagen escala de grises 
 






o Aplica un filtro de la media para suavizar la imagen con la ecuación 4 




o Se realiza el primer método morfológico que es la erosión, la cual elimina 
sombras y contornos pequeños así implementa la ecuación 2. 
Ilustración 21 ajuste de contraste 






o El segundo método morfológico que implementa la aplicación  es la apertura que 
rompe uniones angostas  e elimina esquinas, el proceso matemático que se lleva 
acabo es la  Ecuación 6.  
 
 
o  Se convierte la imagen que esta con valores de grises en una imagen binaria.  
 
Ilustración 23 cierre 






o Se determina las esquinas de la imagen por medio de operadores lógicos de 
asociatitividad, donde hallan relaciones de igualdad con formaciones de 




 La imagen se suma dos veces en la intensidad, ya que una imagen binaria 
está compuesta por valores de 0 y 1, con esto damos un rango que es de 
0 y 2. 
Ilustración 25 imagen binaria 
Ilustración 26 detección de esquinas 
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 Cada una de las cuatro esquinas tendrá un arreglo, en el cual se guardan 
todas las posibles esquinas que se encuentren.  
 A partir de lo anterior es posible diseñar una manera de proceder del 
sistema el cual llamaremos, lógica, esta  realiza una búsqueda a nivel de 
toda la imagen tomando  la posición de un pixel y preguntando si es el 
valor del pixel corresponde a 0. si esto es verdad entonces lo que hará, es 
buscar en la región negra de la imagen, después se pregunta si sus ocho 
vecinos próximos están en intensidad 2 y cuáles son, con lo cual explora la 
frontera entre el 0 y el 2, además son guardados estos valores para 
compararlos. La comparación se hará tomando como referencia la 
siguiente imagen que explica mejor el proceso de comparación: 
 
 
Ilustración 27 forma de esquinas con vecindada 8 
 
 En la imagen anterior los pixeles en azul son el centro donde comienza la 
búsqueda y los otros pixeles  son sus ocho vecinos,  determinando unas formas 
en L  las cuales se encuentran en las esquinas y  en este caso los pixeles de color 
blanco son las esquinas. 
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 Teniendo en cuenta en donde se encuentran estas formas en la imagen, 
se procede a pasar estas posiciones al arreglo de las esquinas y en cada 
arreglo se procede a realizar un promedio aritmético para encontrar la 
esquina definitiva.  
 
Ilustración 28 promedio de esquinas 
 
En la imagen se muestra las esquinas posibles en rojo y en verde la esquina 
promedio encontrada.  
 
4.3.2 CORRECCION DE PROYECCION  
 
 
 Generador de posición; anteriormente se había obtenido  el tamaño de la imagen 
original y con el cual se genera una matriz  que contiene los valores de posición de esta. 
con el mismo tamaño de la imagen original. 




 En primer lugar obtenemos  la matriz de transformación; la consiste en obtener la matriz 
de transformación a partir de las esquinas de las imágenes que fueron pasadas por la 
función filtro para determinar sus esquinas. Realizando operaciones de transformación 
proyectiva obtenemos una matriz de transformación. Ecuación 20 
 Multiplicación  de valores: en esta sección se realiza la multiplicación de la matriz de 
transformación proyectiva hallada, con la imagen interna para  mostrar la imagen girada 
en el sentido contrario a la imagen que se esté viendo para corregir el error. En este 



















4.3.3 MUESTRA DE IMÁGENES  
 
Muestra de imagen: aquí se proyecta la imagen corregida en su etapa final.  
 Ajuste de valores mínimos; este se encarga de realizar una translación a la imagen en el 
caso de que se encuentren algunos pixeles en una posición no deseada que no permita 
el llenado de posiciones en una imagen. Las posiciones no deseadas son las negativas, 
estas impiden el llenado de la matriz imagen debido a que sus posiciones que se 
encuentran  en la parte negativa de3l plano cartesiano. La solución para esto fue buscar  
la posición que tuviera el mayor número negativo tanto en el eje x como en el eje y, 
después de tener el número se procedía a realizar una translación de la imagen en los 
dos ejes con las cantidades obtenidas de los números negativos, pasándolos por un valor 
absoluto en el cual quitara el negativo para utilizarlo en una matriz de transformación 
geométrica, así realizar una translación y sumándole una posición para que el pixel de 
menor magnitud no quede en cero. 
 
 




 Llenado de imagen; toma los valores de posición obtenidos y modificados por ajuste de 
valores mínimos y se procede a llenarlos con la intensidad guardada anteriormente. 
 Interpolación de imagen. En el momento en el cual se llena la imagen se pueden 
encontrar errores ya que la imagen fue redondeada para poder ser llenada, en este 
momento se pierde información y se hace la interpolación para poder definir que 
intensidad debe llevar el pixel vacío  que no tiene información para este punto es 
necesario implementar la Ecuación 34. 
 Muestra imagen: ya finalizando el programa se muestra el resultado de la corrección de 
la imagen hecha para que sea proyectada y físicamente se pueda ver el cambio hecho. 
 
4.3  DISEÑO DE LA INTERFAZ  
 
 
La aplicación realiza los siguiente pasos: ejecutable del programa se abrirá una ventana de 
introducción con un video tutorial, de cómo funciona el programa. Además de un botón para 
comenzar el programa y saltar la introducción. 






Inicio de la aplicación, que tiene los siguientes botones inicio de programa, se abre una ventana 
de dialogo que contiene los botones en la parte inferior de la ventana los cuales son; vista de 






Ilustración 31 interfaz general 
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 Inicialmente  abre el ejecutable del programa, el cual permite comenzar la aplicación, 
esta presenta un video tutorial que le permite al usuario entender el montaje del 
hardware para el funcionamiento del software, dentro de esta ventana emergente 
también existe la posibilidad de saltarse este video tutorial. 
 
 El botón de vista de la cámara enciende la cámara web para observar las imágenes que 
está obteniendo y poder orientar la cámara a la proyección del videobeam.  
 
 
 El botón autocalibración realiza la función de transformación de la proyección, la cual 
toma una imagen desde la cámara web, seguido a esto la aplicación determina las 
propiedades de la imagen capturada,  filtrando, encontrándole las esquinas, 
comparándola información de la imagen del computador con la imagen de la cámara, 
calculando la transformación geométrica y aplicándola en las imágenes almacenadas por 
el usuario. 
 El botón Deformación manual abre una nueva ventana de dialogo la cual muestra la 
imagen y una tabla para cambiar los valores de la transformación y mostrando los 
cambios en la imagen, además de un botón para realizar los cambios ingresados por el 




Ilustración 32 deformación manual 
 
 El botón ayuda abre una ventana de dialogo explicando que se abrirá un  documento de 
Word con toda la información acerca de los botones y con ayuda grafica sobre las 




Ilustración 33 Botón ayuda 
 




























            5. PRUEBAS Y RESULTADOS 
  
Para lograr comprobar el funcionamiento del programa y los dispositivos era necesario realizar 
una serie de pruebas, las cuales se realizaron desde  el inicio del diseño del software para evitar 
encontrar errores básicos de programación que nos altere el resultado del programa. A 
continuación se nombraran en dos grupos generales las pruebas realizadas en todo el proceso 
de diseño. 
 
5.1 Prototipo 1  
 
En primer lugar se realizaron pruebas que permitían comprobar el funcionamiento de los 
dispositivos, con un código inicial que detectaba esquinas de imágenes prediseñadas (no reales 
tal como lo es la fotografía), la posibilidad de rotación de estas, pero no implementando 
imágenes en tiempo real. El primer prototipo que se realizó, contenía el código sin funciones y 
es de aclarar que a lo largo de estas 5 pruebas cambiara de nombre pero seguirá siendo el 
primer prototipo:  
5.1.1 prueba de reconocimiento de Matlab y creación de variables primarias. 
 
En esta prueba se diseñó un prototipo llamado “prototipo prueba de transformaciones”, en el 
cual pretendía modificar todos los parámetros de una matriz las cuales se usa para las 
transformaciones, con el fin identificar todos los movimientos y transformaciones que se podía 
realizar a un rectángulo compuesto por un conjunto de puntos con coordenadas (x,y). Los 
resultados fueron los esperados ya que se podía tanto trasladar, escalar y girar. 
5.1.2 Prueba de inversión de matriz de transformación 
 
Se realizó la inversión de la matriz de transformación directamente para probar si esta se 
acercaba a la solución. Esta prueba se hizo modificando el prototipo anterior cambiándole el 
nombre a “prototipo1 probando con matriz por h”. 
Mas sin embargo presento un error, el cual se obtenía como respuesta  que la primera 
transformación deformaba el objeto y la inversa directamente a la matriz de transformación 
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daba como resultado el rectángulo original pero estaba fuera de la respuesta a la solución 
esperada.  
 
Ilustración 34 Prototipo 1 
 
5.1.3 Prueba de ajuste de posición. 
 
Se realizó la prueba de ajuste de posición en el plano, para que el objeto no se saliera a 
coordenadas negativas; esto con  el fin que al colocar coordenadas de posición en una 
imagen en la cual estas tienen que entrar de forma positiva. O si no generan error al 
cargar las posiciones en una imagen. Esto se puede apreciar el cuadro con título “con 
rotación en el centro de la imagen”. Nombre del prototipo de aplicación: “prototipo 1 




Ilustración 35 Resultado prototipo 1 
 
 
5.1.4 Prueba de lectura de imagen con modificación de la misma. 
 
Seguido a lo anterior, que correspondía al ajuste automático de la imagen, era posible 
comenzar a trabajar con imágenes digitales, por lo cual se realizó  la multiplicación de la 
matriz imagen por la matriz de transformación. Este prototipo se llamó “prototipo 1 
imagen con vacíos” porque  presentó un error, en el cual la imagen que se utilizó, 
después de implementar la multiplicación, se encontró con vacíos ya que, al ser 





Ilustración 36 Prototipo 1 
 
Ilustración 37 Resultado prototipo 1 
 
5.1.5 Prueba de interpolación 
 
Se realizó la interpolación de la imagen para superar los vacíos. 
Dando como resultado el llenado completo de la imagen interpolando las posiciones 
vacías después de la multiplicación.  





Ilustración 38 Resultado prototipo 1 
 
5.2 prototipo 2  
 
A partir de las anteriores pruebas se logró establecer las ecuaciones que podrían hacer las 
transformaciones geométricas con imagen en tiempo real, dando paso a la segunda etapa, con 
un segundo prototipo que al igual que el anterior cambia de nombre a medida que se realiza 
una prueba y mejora. La diferencia con el anterior es que este maneja funciones y el otro no, 
pues es un código general. Otro aspecto que se discrepa es que este prototipo implementa 
videobeam y la cámara web en tiempo real, así lograr encontrar las fallas del código y establecer 
las ecuaciones mejoradas; muestra de ello fueron las siguientes pruebas: 
 
5.2.1 Prueba creación de prototipo de llamado de funciones: 
 
Este prototipo incluye captura de la cámara, calibración y visualización. A partir las 
pruebas anteriores al analizar el programa,  debido a que los errores presentados 
generaban un cambio en casi la totalidad del programa, por tanto fue necesario crear un 
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script el cual permite dividir el programa en funciones, las cuales se pueden modificar sin 
alterar la globalidad del programa, para así lograr encontrara el sitio especifico en el cual 
se generó el error y así corregirlo más fácilmente.  
Por tanto esta prueba sirvió para ratificar la confiabilidad del programa y la capacidad de 
reestructurarse más fácilmente. Nombre del prototipo: “prototipo 2 funciones 1” este 
nombre lo llevara la carpeta que contiene todas las funciones.  
 
 
5.2.2 Prueba captura de imagen 
 
Al desarrollar la función de activar la captura de imágenes por medio de la cámara web, 
en la prueba se encontró que era necesario realizar un filtrado de la imagen que fue 
tomada, ya que toda la información que contenía no podía ser analizada para su posterior 
uso. 
Se tomaron varias imágenes con la cámara web en diferentes ambientes y con otro 
dispositivo el cual era una cámara holográfica digital para comparar la efectividad de la 













5.2.3 Prueba de detector de esquinas he imagen de calibración: 
 
 
El logar que la aplicación comenzara  a obtener las esquinas de la imagen de calibración, 
presento facilidad   al encontrar  las esquinas de una imagen  cuyos atributos eran los 
apropiados para este propósito, pero no se definían las más representativas de la imagen. 
Por otro lado esto demostró que encontraba demasiadas esquinas en la imagen de 
calibración y que para este propósito era mejor una imagen más básica. 
 
 
Ilustración 40 Prototipo 2 
 
5.2.4 Prueba: imagen de calibración básica filtrada.  
 
La siguiente prueba consistió en la obtención las esquinas de una imagen externa 
obtenida por la cámara web, con la nueva imagen de calibración la cual es básica debido 
a que contiene un cuadro blanco sobre un fondo negro. Por tanto la calibración y la  
obtención de esquinas serán de mayor facilidad para el programa. Sin embargo el cálculo 





Ilustración 41 Prueba de calibración básica filtrada 
 
5.2.5 Prueba final: 
 
Para lograr corregir el error de la anterior prueba, se indago todo el código y encontrando 
que faltaba dividir los pares de coordenadas por la constante homogénea. Siguiendo se 
implementó el método completo para mejorar los resultados, volviendo a hacer la 
prueba con todo el montaje para verificar la respuesta total, mostrándonos la calibración 
























6. CONCLUSIONES  
 
En conclusión este proyecto constituye un avance en la corrección de proyección de imágenes, 
logrando todos los objetivos propuestos y generando un desarrollo tecnológico en el campo de 
la visión artificial. Una conclusión muy personal, género en mi formación como profesional, la 
consolidación de mi saber y fortalecimiento de conocimientos específicos.    
 
El prototipo final contiene un modelo de calibración automática diseñado específicamente para 
este proyecto, el cual utiliza una cámara web, que permite  captar la información  respecto a la 
posición de la proyección proveniente del video beam, y a su vez crear una herramienta que 
proporciona en tiempo real la corrección a esta  proyección. 
 
Así mismo para llegar a lo anterior fue necesario realizar una serie de pruebas que fueron 
fundamentales para hallar errores de programación y limitantes del prototipo, permitiendo 
ahondar en la problemática y diseño del software para cumplir con el objetivo del programa.  
La implementación de métodos matemáticos en el diseño de  software mostro ser eficaz a la 
hora de ejecución del programa, dando resultados deseados y evidentes. Conforme a la 
realización de las pruebas se fue acercando más a la transformación proyectiva que es la 
solución al proyecto. Por otro lado la plataforma de Matlab permitió la fácil implementación de 
ecuaciones matemáticas para realizar los procesos. 
 
Otro elemento  a su favor es que no dispone de un gran montaje tecnológico, lo que lo hace 
más versátil, esto es debido a que los  pocos elementos del montaje solo consisten de una 
cámara web, un proyector y un computador donde estará ejecutándose el programa. 
  
Es así como es posible proyectar imágenes con mayor precisión respecto a la ubicación del 
usuario, es recomendable que para este proyecto la cámara este nivelada respecto a una 
superficie horizontal, esto es debido que desde el punto de vista de la cámara se realizara la 
corrección de la proyección determinando que tan torcida se encuentra; otro elemento a tener 
en cuenta es referente al programa debido a que si la proyección supera el ángulo de rotación 
de 45° respecto a una superficie horizontal  el programa no logra completar el número de 
esquinas requeridas, ya que este  identifica un cuadrado o rectángulo y no un rombo. El reto 
ahora es poder en siguientes proyectos corregir la proyección para presentaciones de video o 





[1]. BLANK, Moshe , Gorelick, Lena y Shechtman, Eli . IEE . [En línea] 2005. [Citado el: 23 de 
FEBRERO de 2012.] 
http://www.wisdom.weizmann.ac.il/~ronen/papers/Blank%20et%20al%20-
%20Actions%20as%20Space-Time%20Shapes.pdf. 
[2]. CUEVAS, Eric, ZALDIVAR, Daniel y PEREZ, Marco. procesamiento digital de imagenes 
usando Matlb & simulink. Mexico : Alfaomega,pag. 1-120, 2010. 
[3]. DESCONOCIDO. Procesamiento Morfológico de Imágenes. [en línea]. 
http://dsp1.materia. unsl.edu.ar/Procesamiento%20Morfologico.pdf. 2011. 
[4].  DURANA .J.M. introducción a Matlab. [en Línea] http://www.araba.ehu.es/depsi/jg 
/imatlab.pdf. 2004. 
[5]. GONZALEZ, R. & Woods R. Digital Image Processing using MATLAB. New Jersey : 
Prentice Hall, 2004. 
[6].  GONZALEZ, R. & Woods R. Digital Image Processing. New Jersey : Pearson , 2008. 
[7]. GONZÁLEZ JIMENEZ, Javier. vision por computador. Madrid : Paraninfo, 2000. 




[9]. F.M, HERNANDEZ. realidad virtual y meterialidad. [En línea] epistemowikia. [Citado el: 
2012 de marzo de 30.] 
http://campusvirtual.unex.es/cala/epistemowikia/index.php?title=Mundos_virtuales. 
 
[10]. IL KOO, Hyung, Su Kim, Beom y Ik Cho, Nam . IEE. School of Electrical 






     
[11]. Jack, Keith. intersil. YCbCr to RGB Considerations. [En línea] Marzo de 1997. 
http://www.intersil.com/content/dam/Intersil/documents/an97/an9717.pdf. 
 
[12]. LUNA, V. M. (s.f.). Introducción al procesamiento digital de imágenes. 
Recuperado el 23 de febrero de 2012, de 
http://www.slideshare.net/IDVicMan/introduccion-al-procesamiento-digital-de-
imagenes 
[13]. MARCOS, Ana; MARTÍNEZ, Francisco.  Técnica y algoritmos de visión artificial. Ed. 
Universidad de la Rioja. España. 2006. 
[14]. MELO, Samuel Barreto. http://www.alammi.info/. TRANSFORMACIONES 
GEOMÉTRICAS. [En línea] 2008. 
http://www.alammi.info/2congreso/memorias/Documentos/martes/TRANSFORMGEOM
ETRICAS.pdf. 
[15]. Otsu, N., "A Threshold Selection Method from Gray-Level Histograms," IEEE 
Transactions on Systems, Man, and Cybernetics, Vol. 9, No. 1, 1979, pp. 62-66 
[16]. PAJARES, gonzalo. visión por computador. MÉXICO : alfaomega, 2002. 
[17]. RASKAR, Ramesh Projectors: Advanced Graphics and Vision Techniques.. Cambridge : 
IEEE, 2004. 
[18]. SANCHEZ TORRES, Germán; CASTANO, Jorge Rudas  and  TOSCANO CUELLO, 
Ricardo. Detección y diferenciación de exudados en retinografías a color. Ing. 
Desarro. [online]. 2011, vol.29, n.2, pp. 224-241. ISSN 0122-3461. 
[19]. SUTER, Ivan. information Processing Techniques. [En línea] [Citado el: 21 de Marzo de 
2012.] http://www.eng.utah.edu/~cs6360/Readings/UltimateDisplay.pdf. 
[20]. TARDOS, J.D. vision por computador C.P.S universidad de Zaragoza. [En línea] [Citado 
el: 26 de marzo de 2012.] http://webdiis.unizar.es/~neira/12082/L8vision3D.pdf. 
67 
 
[21].  TORRES. redalic.org. [En línea] universidad autonoma de mexico, abril- junio de 1996. 
[Citado el: 21 de Febrero de 2012.] 
http://redalyc.uaemex.mx/redalyc/pdf/132/13207206.pdf. 
 
[22]. WAINSCHENKER, Ruben; MASSA, Jose: TRISTAN Paula. procesamiento digital de 
imágenes.[En línea]. http://www.exa.unicen.edu.ar/catedras/pdi/FILES/TE/CP1.pdf 
2011. 
 
[23]. DEITEL. H.M. COMO PR5OGRAMAR EN C/C++. Mexico. 1995.pag 122-125.  
 
