Abstract-Analyzing application fault behavior on large-scale systems is time-consuming and resource-demanding. Currently, researchers need to perform fault injection campaigns at full scale to understand the effects of soft errors on applications and whether these faults result in silent data corruption. Both time and resource requirements greatly limit the scope of the resilience studies that can be currently performed.
Abstract-Analyzing application fault behavior on large-scale systems is time-consuming and resource-demanding. Currently, researchers need to perform fault injection campaigns at full scale to understand the effects of soft errors on applications and whether these faults result in silent data corruption. Both time and resource requirements greatly limit the scope of the resilience studies that can be currently performed.
In this work, we propose a methodology to model application fault behavior at large scale based on a reduced set of experiments performed at small scale. We employ machine learning techniques to accurately model application fault behavior using a set of experiments that can be executed in parallel at small scale. Our methodology drastically reduces the set and the scale of the fault injection experiments to be performed and provides a validated methodology to study application fault behavior at large scale. We show that our methodology can accurately model application fault behavior at large scale by using only small scale experiments. In some cases, we can model the fault behavior of a parallel application running on 4,096 cores with about 90% accuracy based on experiments on a single core.
I. INTRODUCTION
Resilience has been identified as one of the key challenges on the way towards exascale computing [1] . Many productionlevel applications running on high-performance computing (HPC) clusters installed in major research institutes will have to execute in faulty environments. Moreover, with the increase in power density due to many cores combined within the same processor socket, the use of low-power techniques, such as near-threshold voltage (NTV) [2] or the elimination of guardbands, and the massive number of system components in a supercomputer, researchers expect to see more silent data corruption (SDC) errors during the execution of parallel applications. SDC errors are generally the result of a fault occurring at hardware level because of an external event, such as an alpha particle, that flips one or more bits in a register, functional unit, or memory cell [3] , and escapes into application state.
Many studies on resilience rely on some forms of faultinjection methodology to prove the effectiveness of the proposed techniques. Researchers perform fault-injection campaigns using statistical (e.g., random or uniform) [4] , [5] , [6] or precise fault injection methodologies [7] , with the main goal of covering as much exploration space as possible. These studies are performed at different levels, from proton irradiation experiments [8] and low-level RTL simulations [9] , [10] to compiler-based fault-injection [11] , [12] and in-memory fault injections [13] . Each technique has pros and cons: RTL-level fault-injection models bit-flip events with high prediction, but it is limited to a handful of processor cores and applications with small input sets. Fault-injection in memory, instead, can be used with large-scale applications but may hide some effects occurring within the processor, resulting in lower accuracy.
When studying large-scale systems, researchers often face additional complication due to the scarcity of resources. Performing tens of thousands of fault injection experiments on a large-scale system is a complex and time-consuming task. Even assuming that the system is available for the entire duration of the fault-injection campaign, the time required to perform all the experiments might be prohibitive. Additionally, researchers may be interested to analyze the application resilience to faults at a scale that is not available yet. For example, a pre-production system could be installed to provide an head-start before the final large-production system is installed (e.g., SummitDev and Summit).
In this work, we propose a novel and automated methodology to analyze application fault behavior at large scale based on the analysis performed at small scale. We seek answers to questions such as "If the fault behavior of an application running on 32 cores is known, can the behavior of the same application running on 4,096 cores be inferred?", "Is it possible to model the fault behavior of an application at a scale that is not available at this time?", or "Will strong scaling applications be more vulnerable than weak scaling applications at a certain scale?". Answering these questions generally involves running fault injection experiments at large scale and using educated guesses for future systems.
We employ machine learning techniques to build application fault behavior models that can be used to understand the resilience characteristics and vulnerability of scientific applications at large scale, once their behavior at small scale is known. Our methodology is based on building a training set that consists of experiments performed at small scale. The objective of this study is to develop a transparent methodology that can be applied to a generic application and system. We do not want to include application-specific knowledge in the models. Instead, we consider the application a "black-box" whose outputs can be observed (e.g., correct execution or SDC) when the (fault injected) input changes. Although our methodology is generic, we assume that the fault behavior models differ from application to application. We analyze nine machine learning algorithms to understand which best models the fault behavior of parallel applications.
We also develop a framework that automatically implements our methodology. Our framework divides all the experiments into two disjoint sets: training and testing. Training sets are used to build the application fault behavior models by running each machine learning algorithm. Then, the framework computes the accuracy of the models against the testing sets.
Our methodology provides three main advantages: 1) it allows researchers to perform large-scale fault behavior analysis without allocating the full system; 2) it speeds up the fault injection campaign by reducing the number of experiments and by running small-scale experiments in parallel, as opposed to running full-size fault-injection experiments sequentially; 3) it provides a validated way to perform fault behavior analysis on systems that are larger than the available ones.
We demonstrate the effectiveness of our methodology and the precision of the fault-behavior models with several strongand weak-scaling applications taken from the DOE proxy applications (LULESH and AMG) and the DOE Office of Science (LAMMPS). We perform experiments on a computer cluster that consists of 128 32-core compute nodes (for a total of 4,096 cores) interconnected through a high-performance InfiniBand network. We performed extensive fault injection experiments, 5000 experiments for each application and core count pair, totaling about 210,000 fault-injection experiments.
We first show that simple curve fitting models cannot accurately model application fault behavior at large scale based on small-scale experiments. Next, we show that our machine learning-based models are capable of precisely predicting the fault behavior of scientific applications at large scale based on experiments at very small scale. In some case (e.g., LAMMPS weak scaling) our model can predict the resilience of an application running on 4,096 cores based on experiments conducted on a single core. We provide a detailed analysis of several machine learning algorithms and select the ones that best model each application. Our results show that AdaBoost and Stochastic Gradient Boosting generally provide good accuracy across the applications tested, but the best machine learning algorithm depends on the characteristics of the applications.
In summary, this work makes the following contributions:
• We show that it is feasible to model application faultbehavior at large scale based on small-scale experiments.
To the best of our knowledge, this is the first work that provides such capabilities.
• We employ machine learning techniques to build fault behavior models that accurately predict application outcomes in faulty environments.
• We analyze nine machine learning algorithms to model application fault behavior at large scale. The rest of this work is organized as follows: Section II provides background information and contextualize this work. Section III introduces our machine learning-based methodology and automatic framework. We describe the experimental setup and present the evaluation results in Section IV and V, respectively. We discuss related work in Section VI and conclude this work in Section VII.
II. FAULT MODEL AND FAULT-INJECTION STRATEGY
Although the probability that a single component experiences a fault is relatively low, large-scale machines consists of hundreds of millions of hardware components, greatly increasing the probability that an application will be impacted by a fault. However, future systems will require more efforts on resilience because of two main trends: 1) the higher density and the smaller feature size of future processors, 2) a strict power budget of 20MW. In summary, we expect soft errors to be more common on future systems and that a portion of those errors will not be detected by hardware and will contaminate application data structures.
A. Fault Model
Faults can occur as the results of several factors and can be divided into permanent (or hard errors), transient (or soft errors), or intermittent. Permanent faults are caused by malfunctioning hardware and manifest every time the faulty unit is used. Resolving a permanent fault typically requires shutting down (part of) the system and replacing the broken component. Transient faults are caused by the interaction with the environment. For example, alpha particles, more common at high altitudes and in space, can induce bit flips in the memory cell or processor registers. Intermittent faults are also caused by malfunctioning hardware but manifest only under certain conditions. For example, a particular processor unit may not work properly at high processor temperatures. In this paper, we focus on soft errors that have escaped hardware correction and have contaminated application data structures. Hard errors have been extensively studied in the literature and researchers have proposed several fault-tolerant techniques to keep the computation progressing while recovering from hard errors or redistribute the computation across the remaining compute nodes [14] , [15] .
Once an error occurs, there might be several possible application outcomes. We use the classification proposed in [16] :
Masked (M): The error does not impact the application output. This happens, for example, if a bit flip occurs in a temporal variable or the affected memory location or register is overwritten before the corrupted value is used. Some algorithms (e.g., iterative solvers) might still be able to produce a correct result in the presence of faults at the cost of executing a larger number of iterations to converge to an acceptable solution. Silent Data Corruption (SDC): The undetected error silently contaminates application data structures. The application output is erroneous without triggering an error. This is checked by comparing with a fault-free execution. Crash (C): Finally, a bit flip may cause the application to abort. This happens if the bit flip occurs in a pointer variable and the corrupted address is outside of the address space of the process (e.g., segmentation faults).
In this work, we consider masked and SDC outcomes. We exclude from this study crashes because they are assailable into hard faults and there is no simple way to recover from such errors unless the applications were running with a faulttolerant mechanism, such as checkpoint/restart [17] , [15] .
B. Fault Injection Strategy
Faults may originate in every component of a computing system, including memory cells, processor registers, processor caches, and core functional units. Generally, memory cells and processor caches are protected by error-correction mechanisms, such as ECC. The probability that an error escapes such correction mechanism is, obviously, lower than errors that originate in non-protected units, such as processor registers. Thus, in this work, we focus on faults that originate in processor registers, escape hardware correction, and eventually propagate to corrupt application data structures.
We employ a compiler-based fault injection tool for sequential applications, LLFI [18] , that we extended to parallel distributed applications commonly used in the HPC domain. LLFI is based on the LLVM compiler framework and allows users to flip one bit in one of the registers at the intermediate representation (IR) level. LLFI can simulate faults that occur at processor level as the result of bit-flips in processor registers.
Our modified LLFI tool takes the following inputs: 1) the MPI rank of the process in which to inject the bit flip; 2) the cycle at which the fault should be injected, 3) the register affected within the instruction; and 4) the bit to flip within the register. All these values are taken from independent random sequences generated uniformly. This fault injection methodology allows modeling a realistic scenario in which an alpha particle strikes a processor register and induces bit flips.
In a production environment, the number of faults that occur during the execution of an application may vary and depends on many factors, including the execution time of an application (longer runs have a higher probability of experiencing faults), the location at which the system is installed (the cosmic ray flux increases by 1.3x for every 1,000 feet), the size of the system (larger system have larger number of components that may fail), the operating temperature (higher temperature induce more stress on the hardware components), the application memory and network access pattern, and the input set. Taking all these considerations into account would limit the scope of our study to a very specific system installed in a particular location and operating in certain conditions. Instead, we employ an accelerated fault injection methodology [6] , [11] in which we assume that each application run experience exactly one soft error. Although, this is not necessary what would happen in a production environment, this methodology allows us to perform a large number of experiments in a reasonable time and to explore a large part of the code space. Alternatively, we could have injected faults in specific code regions and application data structures, but this would require using application knowledge. Instead, we aim at developing a methodology that can be used to study the fault behavior of a generic HPC application at scale.
We remark that our fault injection methodology has some limitations. First, LLFI can only inject faults into live, programmable registers. Non-programmable registers, such as the program counter or the stack pointer, cannot be modified by user-level code. Similarly, registers not used in an instruction are not considered when injecting a fault. Despite these limitations, we believe that injecting faults at registers is more representative than injecting faults in memory because some faults may be masked before reaching memory. At the same time, register-level fault injection allows us to evaluate fullfledged applications using realistic input sets, which would not be possible with circuit-level fault injection.
III. MODELING FAULT BEHAVIOR AT SCALE
Modeling the fault behavior of a generic parallel application at scale is a daunting task that may require deep knowledge of the application computation and communication characteristics, as well as details about the hardware on top of which the application runs. To the best of our knowledge, there is not robust methodology to generate such models.
In this work, we follow a different approach: we assume that the application fault behavior at small scale is known and we seek to model the fault behavior of the same application at larger scale. Although our approach still requires performing a limited fault injection campaign at small scale, this is still easier than performing fault injection at large scale. In fact, small-scale fault-injection experiments can be run in parallel, reducing the total time required for the complete space exploration, and do not require allocating the entire system so that other users can still access sub-partitions of the system. Most importantly, a small-scale model that can be scaled up allows us to study systems that are not yet available based on current small-scale systems. This is important, for example, when testing small-scale system in preparation purchasing a larger system. One possible approach is to employ curve fitting starting from small-scale experiments. This approach is suitable, in practice, only if the relationship between the application fault behavior at small-scale and the corresponding behavior at large-scale is linearly related or if the non-linear fitting curve is easy to determine. However, there is no indication in the literature that such linear relationship exists. If anything, the typical communication pattern in HPC application suggest a non-linear relationship (e.g., one-to-many, many-to-many). Moreover, our results in Section V show that linear regression is not a good approach for the applications tested in this work.
Having discarded manual application-specific and simple linear regression models, the next reasonable strategy is to automatically generate application-specific models. To this extent, we explore the use of machine learning techniques to automatically generate large-scale application models starting from small-scale experiments. This methodology still requires collecting data from small-scale experiments for model training, but we argue that the number of experiments required is far lower than that required for a large-scale fault-injection campaign. Using machine learning, we can explore models that present non-linearities and that are potentially very complicated to be considered when using a manual approach.
We show in Section V that our methodology can generate accurate models for HPC applications running on large systems. We show that fault-injection campaigns performed on less than eight cores, a total of 20 thousand experiments, are sufficient to train models that can accurately predict application fault behavior when using 4,096 cores.
Even at small scale, the number of experiments to be performed and parameters to tune might be too large to be performed manually. To automate this process, we develop a framework that analyzes and transforms the results of the small-scale fault-injection campaign and automatically generates and validates the application fault behavior models. Figure 1 shows the execution flow of our framework. The framework receives the number of cores as a break point to divide all experiments into two disjoint sets: training and testing. For example, if the specified number of cores is eight, all the experiments performed with one, two, four, and eight core are included into the training set, the rest of the experiments are used for testing. The fault injection experiments in the training set are processed by the Training Set Shuffling module. At this stage, data are shuffled to reduce the impact of temporal dependencies. We also employ underand over-sampling techniques with different sampling ratio to reduce the impact of imbalanced training sets. The Training Set Shuffling module produces multiple training sets with different characteristics. These training sets are used by the Model Generator module to produce the fault behavior models. We employ several machine learning algorithms at this stage. The Model Generator produces one fault behavior model for each training set and machine learning algorithm. Then, the framework chooses the best model among all generated models based on the user defined relevant metrics such as singleclass accuracy, average accuracy, F-Score. Finally, the selected best model is used to compute the accuracy of unseen fault injection experiments in the testing set.
A. Training Set Generation
Machine learning techniques generally perform well when the class distribution in training and testing set is roughly equal. In our context, instead, the experiments in the training set are biased towards the Masked class, i.e., the number of fault injection experiments that results in correct execution (Masked) is much larger than the number of experiments resulting in SDCs. To mitigate this effect, we explore oversampling and under-sampling techniques commonly used in the literature to adjust the class distribution of a dataset [19] . In under-sampling, we use a subset of the dataset for Masked cases to generate training sets with different percentage of SDC cases. In over-sampling, we use SDCs cases multiple times to reach the desired percentage of SDC cases. Our framework generates training sets with various imbalanced mixes, from 20% to 80% for SDC cases, by following both under-and over-sampling techniques.
B. Machine Learning Algorithms
Given that HPC applications are different from each other, we speculate that the best machine learning model may change from application to application. We explore several, wellestablished machine learning algorithms. These algorithms have different strategies and cover various classification techniques. In particular, we consider the following algorithms:
Decision tree (DT): DT is a tree-based model. The leaves represent class labels, and the branches represent conjunctions of features that lead to these class labels. Our goal is to generate models that can determine whether a soft error may induce an SDC or if the application is expected to complete correctly. We thus explore the use of machine learning classifiers using two classes: Masked and SDC, as defined in the previous section. We use scikit [20] for the aforementioned machine learning techniques.
C. Features Engineering
Selecting the right set of features to train the machine learning model is essential to generate accurate models. Ideally, using application-specific metrics and characteristics could result in the most accurate models. However, this would involve deep knowledge of each application and would result in applicationspecific methodology. Since we aim at developing a generic fault modeling methodology, we consider applications as black box and extract only common features.
We consider the following features during training:
MPI rank In many MPI applications, some processes perform more critical operations than others. For example, MPI process 0 typically collects results from the other ranks and compute the final residual value for an iteration. Similarly, some MPI processes may broadcast data to the other ranks. Faults occurring in those processes might have a higher probability of impacting important application data structure and result in corrupted outputs. Total number of MPI processes For strong scaling applications, the total number of MPI processes provides insight about the fraction of work that should be performed by each process. Also, it indirectly gives hints about the communications complexity due to collectives and global synchronization primitives. Fault Injection Cycle This is the time at which the fault is injected. Many production applications go through multiple phases during the execution, such as initialization, solving phase, and finalization. Faults may affect differently the final results depending on the particular phase in which they occur. For example, faults occurring very early in the initialization phase have the potentiality to affect the initial condition and compromise the entire convergence of iterative algorithms.
Total Execution Time Obviously, the fault injection cycle per se is not particularly useful without the total application execution time. The applications tested in this work take different time to complete and have different scalability properties (e.g., strong vs. weak scaling). The combination of fault injection cycle and total execution time indicates the progress performed by the application when the fault occurs. Bit Flipped It is important to consider the particular bit flipped as result of a soft error. In common floating point representations sign, mantissa, and exponent are encoded in specific bits. Bits flipped in the sign/exponent bits induce a larger perturbation than bit-flips in the mantissa. Instruction Index This is the index of the instruction in which the fault is injected. Injecting a fault in specific instructions might affect the application execution differently. Thus, the use of LLFI index as a feature in training set help machine learning techniques to classify the instructions effect in the presence of a fault.
These features capture some of the execution characteristics of the application and the fault occurred. Yet, they are generic enough so that they can be used with a large set of applications.
D. Machine Learning Algorithm Selection Process
We use the accuracy as a metric to select the best model. Let TP, TN, FP, FN, be the number of true positives, true negatives, false positives, and false negatives for the class, respectively. We define accuracy as the fraction of correctly predicted class over all the cases in which a class occurred.
In the selection process, we target at the highest possible accuracy for both classes. Thus, our selection algorithm starts looking for machine learning algorithms that show at least a certain level of accuracy for both classes (e.g., 90%). If the search returns a suitable algorithm, the selection process ends. If there are no algorithms that satisfy the searching criteria, our framework decreases the target level of accuracy and checks the models again. This process repeats until an algorithm that meets the current criteria is found. This process naturally discards algorithms with very imbalance results. If two or more algorithms present accuracy for both classes above the target accuracy value, our framework selects the one with the highest accuracy for the SDC class, as they have the potentiality of invalidating the correctness of the entire application run.
IV. EXPERIMENTAL SETUP
We carried out our experiments on a cluster of 128 compute nodes that are interconnected by Mellanox ConnectX-2 InfiniBand network fabric. Each compute node consists of 64 GB RAM and two AMD Interlagos [21] 16-core processor chips running at 2.1 GHz. The cluster uses a standard Linux 4.1.0 operating system. All applications are compiled with GNU gcc version 4.6.2 and linked to OpenMPI version 1.8.4. Table I shows the applications used in this work and their parameters. These applications represent large-scale scientific applications running on current petascale supercomputers.
LULESH [22] represents a shock hydrodynamics code that simulates motions of materials under forces. As a proxy application of ALE3D, LULESH represents complex geometry with unstructured meshes. LULESH exhibits good data locality and regular memory access, thus its execution is computation bound. In our experiments, we detect SDCs by comparing the final energy values with the results from fault-free execution.
LAMMPS [23] is a production modular dynamic code. LAMMPS calculates the forces among atoms in a simulation box. LAMMPS has a regular communication pattern that exhibit persistence, i.e., they evolve slowly over time. We performed both strong and weak scaling tests.
AMG2013 [24] is an algebraic multi-grid solver for problems on unstructured grids. It represents the core part in the BoomerAMG solver and its performance is bound by both memory access and communication. As each process needs to communicate data on the surface of its subdomain to other processes, the communication highly depends on the ratio of the surface and volume assigned to each process.
V. EVALUATION
In this section, we evaluate our proposed methodology. First, we show that simple linear regression and curve fitting techniques do not provide enough confidence and accuracy. Next, we evaluate our machine learning approach and analyze the various tested algorithms.
A. Linear Regression Modeling
We first show the results of the entire fault injection campaign, when injecting faults in runs that use one to 4,096 cores. Figure 2 shows the percentage of SDCs resulted from injecting random faults into application registers. In these experiments, we remove crashed cases. There are two main trends of the results: some applications, such as LAMMPS-SS, present a constant number of SDCs when scaling. Other applications show a decreasing number of SDC when scaling. We notice that both strong (AMG2013) and weak scaling (LAMMPS-WS and LULESH) present this case. We also notice that the decreasing trend is different across the applications, more pronounced for AMG2013 and softer for LAMMPS-WS. We performed a conventional linear regression analysis to estimate the error in extrapolating the large-scale fault behavior from small-scale experiments. Table II show the normalized mean square root error for each application, which indicates the distance between the experimental data and a linear approximation. The results in the Table indicate that using linear regression to approximate application fault behavior at large scale incurs in up to 4.018x errors, which is also visually confirmed from the trends in Figure 2 .
Overall, we conclude that: 1) the number of SDCs changes at scale, thus small-scale experiments cannot be directly taken as representative of large-scale experiments, and 2) there is no clear function that describes the decrease in SDCs.
B. Machine Learning Modeling
We now analyze the accuracy of machine learning fault models automatically generated by our framework. We train the models using fault injection experiments with up to N parallel processes and then validate the predicted values against the fault injection experiments performed at large scale (more than N processes). The plots in Figure 3 show the accuracy of the machine learning-generated models. The x-axis represents the value N , which divides the training set from the testing set. For example, for N = 32, we used fault injection experiments collected from runs on 1, 2, 4, 8, 16, and 32 parallel processes as the training set. We then used the generated models to predict the number of SDCs and Masked case for larger runs on 64, 128, 256, 512, 1,024, 2,048, and 4,096 processes. The sum of the larger runs composes the testing set against which the model is validated.
The three lines in each plot represent the accuracy of the models when predicting SDCs and Masked cases. The SDCs accuracy is computed as the number of correctly predicted SDCs over the total number of SDCs in the testing set (blue line). The accuracy of the model for predicting Masked cases is computed as the number of predicted Masked cases over the total number of Masked cases in the testing set (green line). We also report the F-Score, a measure that combines precision and recall of the model by computing their harmonic mean.
The results presented in Figure 3 show a high level of accuracy, even when using a training set that consists of very small-scale experiments. These results indicate that it is, indeed, possible to model the fault behavior of an application at large scale based on its behavior at small scale. To the best of our knowledge, this is the first work that demonstrates such relationship, for the tested applications.
The plots in Figure 3 can also be used to determine which model can be used to model application fault behavior at large scale. The exact choice of the model depends on the user, the desired model characteristics, and target accuracy. For example, a user could be interested mostly in one specific class, e.g., the SDC class. For long-running applications, it makes sense to ensure correctness even at the cost of taking extra rollbacks due to false positives. The reasoning behind this choice is that, when using a fault-tolerance system, a false positive when predicting an SDC (i.e., the model predicts an SDC but the execution is eventually correct) only affects the application performance. In such situation, the underlying fault tolerant mechanism may trigger an unnecessary rollback to a previous checkpoint, but the application result will be correct. A false negative when predicting an SDC (i.e., the model predicts a Masked case but the output is corrupted) results in an erroneous execution, which is highly undesirable. A different user may be interested in the average accuracy because the cost of rolling back the application is high. In this case, models with high F-Score would be more suitable.
Finally, the plots show that there might be trade-offs between accuracy and the scale at which the training set experiments need to be performed. For example, for LAMMPS-SS (Figure 3c ), the F-Score for a model generated with one process is 83%. There are models with higher F-Scores, but they require a larger set of experiments to train the model. For example, training the model with fault injection experiments up to 8 processes yields an F-Score of 89%. Whether the extra accuracy is worth the additional experiments and training is something that the user can judge based on time constraints, system availability, and desired accuracy.
The plots in Figures 3b and 3c show that, for LAMMPS, we can train the machine learning models using training sets that consist of fault injection experiments performed on a single core (N = 1 on the x-axis). The resulted machine learning models have 89% and 88% SDC accuracy for the weak and strong scaling cases, respectively. The Masked accuracy is 72% and 81% for the weak and strong scaling case, respectively. Thus, for LAMMPS we can train the machine learning models with single-core fault injection experiments and predict SDCs when running the application with 4,096 cores with an accuracy close to 90%.
AMG2013 shows similar behavior, except that the solver we used in these experiments requires a multiple of 8 processes. Figure 3a show that the models can predict SDCs and Masked cases with accuracy 92% and 71%, respectively.
The unstructured nature of LULESH makes building machine learning models more complicated. LULESH is a proxy application designed for modeling the behavior of scientific applications using unstructured meshes. In the inner loop, LULESH allocates and deallocates the main data structures. Thus, a bit-flip that affects one of such data structures might not propagate beyond the current iteration. However, if the fault corrupts the residual value, the fault quickly propagates beyond the current iteration and the final output is likely to be corrupted. Figure 3d shows that to achieve an SDC accuracy above 80%, we need to train the machine learning models with fault injection experiments up to 125 cores. In our test cluster, this corresponds to four compute nodes, which is still a pretty small system. The plot shows that with N = 125 our fault model achieves an SDC and Masked accuracy of 84% and 62%, respectiely.
Overall, our experiments show that it is possible to use machine learning to predict application outcomes in presence of faults at large scale given an application characterization of fault behavior at small scale. For three out of four cases, it is enough to train the machine learning models with the minimum number of processes (one for LAMMPS and eight for AMG2013) to achieve high SDC accuracy and good Masked accuracy. Given its unstructured nature, LULESH needs a larger set of experiments in the training set, but we are still able to achieve good accuracy.
C. Machine Learning Algorithm Evaluation
Our framework explores multiple machine learning algorithms when generating the application fault models at large scale. Next, the framework compares the values predicted by each model against the outcomes in the testing set to determine which model provides the best accuracy. In this section, we analyze the machine learning models, their accuracy, and their suitability to model application fault behavior. Figure 4 shows the accuracy results for each application when training at the smallest scale (one process for LAMMPS WS, LAMMPS SS, and LULESH, eight processes for AMG2013). Since we use different shuffled training sets for each algorithm, our framework generates several fault behavior models, one for each shuffled training set and machine learning algorithm. We report only the results for the best model for each algorithm. The sampling types and the sampling ratios of the best algorithms are shown in Table III . The graphs show that there is no clear best algorithm across the applications but also that is possible to classify the applications based on their characteristics. For the three regular applications (AMG2013, LAMMPS WS, and LAMMPS SS) several algorithms show consistently acceptable results (DT, RF, ET, AB, and SGB), with accuracy generally above 60% for both classes. Other algorithms, instead, clearly favor one class over the others (Bagging, NB, SVM, and MLP). For example, SVM provides high accuracy for the SDC class for AMG2013 and LAMMPS WS but the Masked class accuracy is too low and thus the resulted model is not practical because it would generate an excessive number of false positives. Although we shuffle the data in the training sets and employ both under-sampling and over-sampling to mitigate the effects of the unbalanced classes, these algorithms are still not able to generate acceptable models.
The unstructured application (LULESH) shows dual behavior. Bagging, NB, SVM, and MLP present more balanced results, while DT, RF, and ET show unbalanced results, with high accuracy for the SDC class and low accuracy for the Masked class. We also note that the general accuracy for LULESH is lower than the other applications.
Among all the tested algorithms, AB and SGB show more consistent behavior across all the tested applications. Both algorithms learn from mispredicted samples and iteratively refine their models. At each iteration, AB increases the weights of the mispredicted samples and recomputes the final weighted sum. Similarly, SGB incrementally builds the model using gradient descent algorithms. At each iteration, the algorithm takes a step proportional to the negative gradient until it converges to a local minimum.
VI. RELATED WORK
To the best of authors' knowledge, our work is the first to employ machine learning to predict the application fault behavior on large-scale platforms. Recent works in scientific domains have started using machine learning in search for important scientific discoveries [25] and extreme-scale challenges. For instance, Tuncer et al. [26] uses a machine learning model to extract statistically significant factors for runtime to detect performance anomaly.
Several works focus on the characterization of application vulnerability to SDC. Such works typically study the application sensitivity to different faults by injecting faults into application state or hardware, randomly or selectively. Li et al. [6] present a binary instrumentation tool based on the Intel PIN framework to support random fault injection into a program. They use this tool to study the fault behavior in three realistic HPC applications. Mukherjee et al. [7] propose a metric to measure the architectural vulnerability factor. They track the subset of processor state bits that are required for correct execution. [27] proposes a hybrid metric that combines factors from both application and architecture. The authors use an extended domain specific language to evaluate this metric based on memory access patterns.All these works require an in-depth understanding of the application or a specific architecture. In contrast, our methodology targets to capture application-and hardware-neutral factors so that it can be applied by users with limited knowledge of an application. None of the prior works have looked into the inference of large-scale fault-behavior from small-scale experiments. Running SDC experiments on a large-scale platform is timeconsuming and expensive, which motivates this work. Lu et al. [28] , the closest to our work in this objective, extract static and dynamic features of applications and then use heuristics to predict the vulnerability of SDC. However, they employ an empirical approach for selecting the heuristics and building the models. Our work uses feature selection in machine-learning frameworks and provides a detailed analysis of several learning algorithms in modeling application resilience at large-scale.
Another class of work focuses on detection and prevention of SDC in applications. These strategies try to identify a small scope of code that is highly vulnerable to SDC and apply various strategies, such as redundancy and checkpointing, to enable detection and recovery from SDC without stalling the whole program [29] , [30] , [31] . With the estimation of SDC rate at a given scale from our work, one can make more informed decisions on the tradeoff between performance overhead and correctness, and judiciously applying these strategies.
VII. CONCLUSIONS
Many resilience studies employ fault-injection methodologies to demonstrate the effectiveness of the developed techniques. They require time and resources to achieve statistical significance and representativeness. Such a large set of experiments are particularly difficult to conduct at extreme scales.
In this work, we present a novel methodology that employs machine learning to model application behavior at large scale based on experiments at small scale. Our approach allows researchers to perform large-scale analysis without the need to allocate the full system, speeding up the fault-injection campaign by reducing the number and the scale of the experiments and providing a validated method to study larger systems that are not yet available. We developed a framework to automatically assemble training sets and generate and validate fault-behavior models. Our results show that it is feasible to model application fault-behavior without performing fullscale experiments. We achieve high accuracy for both classes (Masked and SDC) across a set of strong-and weak-scaling applications. In some cases, our approach achieved about 90% accuracy for models generated with only one process and validated against application runs on up to 4,096 processes.
