Abstract. In this paper, the problem of seg- 
Introduction
Image segmentation is the main step in many clinical applications. It is because medical image analysis relies heavily on results of image segmentation owing to its significance and efficiency. However, the segmentation of three dimensional medical images is difficult for many reasons. The main problems are long time of computations and extraordinary memory workload. One of the possibilities of diminishing these computational hurdles is image division into groups of voxels called super-voxels, which are next processed instead of single voxels.
The super-voxels extend idea of super-pixels which has been known for few last years. Some methods for super-pixels creation have been proposed. One of the most popular ones is Simple Linear Interactive Clustering (SLIC) [1] . However, the SLIC method is only applicable to two dimensional images. That is why, in this paper we propose extension of the SLIC method into 3D images. The remainder of this paper is organised as follows:
Firstly, in Section 2, we explain the idea of super-voxels.
Next, in Section 3, the SLIC method is briefly characterized. Section 4 describes the proposed RLIC approach and explains how to extract features from super-voxels.
The results of this proposed approach are shown in Section 5. Finally, Section 6 concludes the paper.
Super-Voxels
A super-voxel is a set of connected voxels that possess similar attributes. In the case of medical images most commonly, the intensity of voxels is regarded [5] . In the case of high resolution images, super-voxels are often processed instead of voxels. Because super-voxels naturally stick to image boundaries, this kind of processing reduces the computational and memory costs by several orders of magnitude without sacrificing accuracy. of image division into super-pixels [1, 2] . It adopts linear iterative clustering [1] and divides the input image into super-pixels based on K-means clustering [7] . K-means is adopted because it is fast to compute, memory efficient, and simple to use. The SLIC approach is summarised in Fig. 1 . Throughout the first step, the k-th cluster centre proposed in this paper extends the idea of SLIC algorithm into the three dimensions. The division into super-voxels is performed with respect to the voxels intensity.
In order to make the SLIC method available for volumetric images, we considered an extension of the working space to three dimensions. This process includes the assignment (i.e. clustering, distance computing, etc.) and the update (i.e. residual error computing, super-voxels connectivity, etc.) steps.
The proposed algorithm can be detailed step by step as follows:
1. Initialize the k cluster centres based on 
where I(x, y, z) is the intensity of the voxel at position (x, y, z) and . is the norm.
3. Associate each voxel at the position (x i , y i , z i ) to the nearest cluster centre at the position (x k , y k , z k ) in the considered region based on the distance D s given by the equation (2).
where I is the image intensity, x i , y i , z i are the spatial coordinates of the voxel i and x k , y k , z k are the spatial coordinates of the cluster centre k. 
5. Compute the maximum spatial distance for each cluster by using :
where N is the number of voxels. Then, the compactness distance D comp is given by [10] :
which facilities to the distance measure we adopt in practice:
By specifying D in this aspect, m also allows us to compute the relative interest between grayscale similarity and spatial proximity. That is why, m is called compactness parameter [11] .
6. Adjust the cluster centres to the average
T vector of all the super-voxels.
7. Each super-voxel belongs to a class after using the then it is more accurate and suitable than SLIC;
• The SLIC method is dedicated only for two dimensional images. In the case of three dimensional images, it can only be performed slice-by-slice, which increases the number of super-voxels. Our RLIC method is dedicated for three dimensional images and produces truly volumetric super-voxels;
• According to Lucchi and Achanta [8] , segmentation of 3D images performed slice-by-slice using the SLIC takes 23 hours for the hippo-campus data set Algorithm 1 SLIC super-pixels algorithm /*Initialisation Step*/ Initialize cluster coordinates
Sampling pixels at regular grid steps S Move cluster centres to the lowest gradient position in a (7*
-pixels of (1024 × 1024 × 600) and 7 hours for the striatum data set of (1536×872×318) on a 8-core Intel Xeon CPU 2.4 GHz machine with 48 GB RAM [8] , which is a long time. While, our RLIC method takes 30 seconds for a data set of (512 × 512 × 360) for 4-core Intel CPU 2.4 GHz machine with 16 GB RAM. 
Super-Voxels Statistical Features
Based on the RLIC method, we can divide an image into super-voxels. Every super-voxel is considered as a group of connected voxels possessing the same label l. After that, the statistical features can be calculated for each super-voxel (label).
In this paper, we extracted the five super-voxels statistical features: meanĪ, variance σ 2 , energy υ, entropy τ and differential moment ρ ) according to the equations (6), (7), (8), (9) and (10) respectively.
where: l is label of l-th super-voxel, m l is a number of voxels in l-th super-voxel, I
(l) k stands for intensity of k-th voxel in l-th super-voxel and p (l) (g) is intensity distribution in l − th super-voxel. H is the number of classes in the histogram.
Experimental Results
In this section, five MRI and CT brain scans from (for the case of the CT image) using Graph Cut segmentation method [3] . This method is based on graph cut approach which aims to extract a region of interest regarding to a distribution matching criteria. (refers to the light gray region) was provided (see Fig. 8 ).
Regarding to the Case 3, the ground truth corresponds to The results of tumor segmentation, performed with respect to super-voxels and different features extracted from them, were compared with the ground truths. The comparison was performed using the following measures: 
where: TP is the true positive, FP is the false positive and FN is the false negative. (11)), Jaccard index (Equation (12) Notably, the first column shows the case ID. The corresponding number of slices is represented in the second column. The execution time of the proposed approach is shown in the third column. This is followed by the memory usage.
The results presented in Tab. 4 demonstrate that the proposed approach is accepted regarding the huge size of the tested images which is between 2274 MB and 2660 MB.
Conclusions
The main purpose of this research paper is to extend the 
