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INTRODUCTION 
Classical methods of solution for systems of conservation laws 12, 5, 9, 12 
and many others] require that the equations be strictly hyperbolic, i.e., that 
the characteristic speeds of the system be everywhere real and distinct. The 
Riemann problem for a strictly hyperbolic system of order n is generally 
solvable by a collection of n centered waves (rarefactions, shocks or contact 
discontinuities). 
In [6] the authors studied a class of systems of order two which are hyper- 
bolic but not strictly hyperbolic, and found an open set of initial data for 
which solution of the Riemann problem requires three waves rather than two. 
The systems treated in [6] arose from consideration of nonlinear wave 
propagation on an elastic string. The equations were only weakly nonlinear, 
however, since one of the two characteristic speeds (the transverse wave 
speed) was constant in the corresponding characteristic direction. Thus one 
of the waves in the solution of the Riemann problems was always a contact 
discontinuity. 
In this article, we solve the Riemann problem for a class of systems of 
order two which are non-strictly hyperbolic but genuinely nonlinear, so that 
contact discontinuities cannot occur. We find that as many as four outgoing 
waves may be needed to resolve an initial discontinuity for systems of this 
type. 
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Let us introduce some notation. A system 
fJ, + F(U), = 0, (1) 
with I/ = (u, c), F = V; , J,), is said to possess a parabolic degeneracy on a 
curve C in the U-plane if the eigenvalues 1,(U) and A,(U) of the matrix 
A = grad F are real for all U in R*, distinct for U off C, and coincident with 
a single common eigenvector when I/ lies on C. The prototype of a genuinely 
nonlinear system with a parabolic degeneracy is 
u, = ox, 
t’, = (u3/3),. 
(2) 
This system arises from the nonlinear wave equation u,, = (c’u,), with c = u. 
The parabolic degeneracy occurs at u = 0 and corresponds physically to zero 
sound speed. Sound speeds do reach zero physically in cavitating liquid- 
vapor mixtures; see, for example, [ 13 1. System (2) is also of independent 
mathematical interest as a limiting case E = 0 of the system u, = c,, t’, = 
(E’U + u3/3),, whose generic case E = 1 is studied in [ 7, 10 and others 1. 
Section 1 begins by elucidating those properties shared by all genuinely 
nonlinear systems with parabolic degeneracy. The geometrical properties of 
the rarefaction curves in the neighborhood of Z are studied, and a formula 
for their curvature at C is derived. Examples of typical systems are provided. 
Section 2 introduces the principal subject of this article: the class of 
genuinely nonlinear conservation laws with parabolic degeneracy defined by 
the equations 
u, - ti, + f(u), = 0, 
u, + g(u), = 0 
with appropriate conditions on f and g. This class includes the prototype 
system (2) as a special case. 
Section 2 also develops the properties of the rarefaction and shock waves 
which serve as building blocks for solutions of system (3). Global properties 
of the rarefaction curves Ri and shock curves Si are discussed. A generalized 
form (2.15) of the Lax Entropy Condition is introduced, and the shock set 
(the set of points on Si which satisfy this entropy condition) is determined. 
Somewhat surprisingly, the shock set turns out to be disconnected. 
Section 3 contains the major result of this article, the solution of the 
Riemann problem for system (3). Existence and uniqueness of the solution is 
found for every pair of initial states (I,, I/,, but the form of the solution 
depends strongly on the relative positions of U, and II, in the U-plane. 
Central to an understanding of this dependence is a division of the U-plane 
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into the twelve regions shown in Fig. 7. Six of these regions lead to solutions 
with two waves, five lead to three waves and one region, numbered @ in 
Fig. 7, requires four waves. 
Section 4 is devoted to proving the detailed properties of the shock sets 
needed to verify that the picture of Fig. 7 is the geometrically correct one. 
Finally, in Section 5 we investigate and confirm the evolutionarity (stability 
against viscous perturbation) of the “unusual” shock waves which appear in 
our solution to the Riemann problem-those which satisfy only a weak 
entropy inequality or which join states in distinct topological components of 
the shock set. 
1. SYSTEMS OF Two CONSERVATION LAWS WITH A 
PARABOLIC DEGENERACY 
Let 
u, + (F(W), = 03 (1.1) 
where U = (u, , u?). F = (f, , fi), t?F/aU = A(U), be a 2-dimensional system 
of conservation laws for a function U(x, 1). Suppose that the eigenvalues R, 
and A, of A are real everywhere: we label them so that 
I,<&. (1.2) 
With this definition, the Ri are continuous everywhere. We assume FE C’: 
then Ai E C2 for all U such that i, < AZ. 
In each connected region, D. where I, < /‘?, we shall assume that (I. 1) is 
an admissible system satisfying the half-plane condition as defined in [ 5 1. 
Briefly, ( 1.1) is said to be admissible if it is genuinely nonlinear and satisfies 
the Smeller-Johnson condition; that is, there exists a smooth determination 
of right and left eigenvectors of A. ri and Ii, of unit length. such that 
ri Vii > 0. i= 1,2, (1.3) 
1,‘; > 0. i= 1,2; note also lirj = 0, i f j. (1.4) 
l.j d2F(ri. ri) > 0, j# i. (1.5) 
where d’F(r, r) stands for the second Frechet derivative of F in the direction 
r. In 15) these conditions were shown to imply that the rarefaction curues, 
R,-i.e., the integral curves of the vector field ri for i = 1 or 2-form a 
smooth set of convex curves with curvature 
Ki = 
fj d’F(r,, ri) 
Ai-Aj . 
(1.6) 
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The half-plane condition is satisfied in D if there exists a fixed vector w. 
independent of U, such that r, w < 0, rz w > 0 for all U E D. 
In this article we are interested in systems of the form (1.1) that have a 
parabolic degeneracy along a curve C in the U-plane. That is, ,I, = A, on 2’ 
and A(U) has a single eigenvector there. We assume that C is a smooth 
curve and orient it, for definiteness, by choosing a smooth normal n. All 
statements are to be construed as local statements, along a segment of C. 
Locally C divides the U-plane into two open sets; let D, denote the one into 
which n points, and D, the other. Now, in general, it may happen that A is 
diagonalizable even on X-an example. with this property, arising in elastic 
string theory was discussed in 161, where some properties of diagonalizable 
systems were outlined. We shall assume in this article that A is not 
diagonalizable and thus has a unique eigenvector, r, on C. If r. n # 0, then 
choose r to have unit length and so that r. n > 0. The case r. n = 0 involves 
some special properties, for in this case the rarefaction curves are all 
asymptotic to 2‘ and do not cross the curve. A system with this property was 
studied by Korchinski 181, who found that the solution to the Riemann 
problem contains a-functions. We assume henceforth that r . )I > 0. 
We assume also that the condition of genuine nonlinearity holds uniformly 
in D, and D,, so that the limits, as CJ approaches ,?J through points in D,, of 
rj Vii are positive for m and j= I or 2. These limits exist because FE C”. 
Denote them by (rj VAj),,,. Note that the vectors (r,),,, are parallel or 
antiparallel to r. but the vector fields ri need not be continuous across C. 
Since lim, .L, (i,-i,)=Oform= l,2,wehave 
(r V().> - 2,)): < 0 < (r V(& --A,)), . (1.7) 
Also, by a simple calculation. 
(VA,), = (VQz for i # j. (1.8) 
and so in case of a nondiagonalizable matrix on C with eigenvector r not 
tangent to C, there are essentially two possibilities. Either 
(i) (rVAl), > 0 > (rvl,), 
or (1.9) 
(ii) (r VA,), > (r VA,), > 0. 
(The third case. 0 > (r VA,), > (r Vi,), , is the same as the second if n is 
replaced by -n.) We remark in passing that the case where one family of 
characteristics is linearly degenerate does not tit into this categorization: an 
example of such a system was studied in [ 6 1. 
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Now, from the definition of rl and rZ in (1.3), we see that either 
(i> (-rl), = (rd, = (r,), = (+-A = r, or 
09 (r,h = (rz), = (rI)z = @A = r. 
Hence the half-plane condition implies that (i) must hold, since rl and rZ 
cannot become parallel but must become antiparallel at Z. We believe that 
(i) and (ii) are very different and that, in fact, (ii) does not lead to a well- 
posed Riemann problem in the neighborhood of C (see Example 3, below). 
We concentrate now on case (i). Note first that in a neighborhood of ,Z, 
r,rz < 0 (1.10) 
and this, coupled with (1.4) and the fact that lirj = 0 for i # j, implies that 
I, 1, > 0 near Z and hence lim,,,m 1, = lim,,,zm I, for m = 1 or 2. Let (1), be 
this common limit on the side D,. Note that (1), = +(I),, and (I), r = 0. 
Although we will be able to calculate all the quantities we need explicitly 
in the problems we will consider in later sections, it is interesting to see what 
the admissibility and half-plane conditions themselves imply about the 
behaviour of a system of the form (1.1) at C. 
In particular, we shall prove 
PROPOSITION 1.1. Let (1.1) be an admissible system satisfying the half 
plane condition in the open regions D, and D, defined above; let r be the 
unique eigenvector of A on C, with rn > 0. Then (1.9i) holds, and 
furthermore (I), = -(l), . The rarefaction curves form a set of convex curves 
defined up to Z, and the limit of (1.6) as U -+ C is defined and nonzero. 
Finally, (R , ) and {R, } can be continued across C; the composite curves are 
precisely C’, and the curvature changes sign on crossing Z. 
Proof We have already shown that (1.9i) must be the case if the half- 
plane condition holds near C. To study (1),, we begin with the observation 
that the range and null-space of A -A are both spanned by r, and hence 
(A - ~N),n = (k)m r, (1.11) 
where k # 0. In fact, if we write I, = a, r, + a, rz in D,, then it can be seen 
from (1.4) and (1.10) that a, > 0; hence 
(A - I)(1), = d\y (A - ,I,) I, = lim(;l, - 1,) a2r,. 
m 
Now lim,+,m rz = (-1) l+m r, while (1, - A,) a2 approaches a finite, nonzero 
limit through positive values; hence the limit must be positive. Thus 
sgn(k), = (-l)“‘+‘. 
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But clearly if I is replaced by -I in (1.1 l), then k is replaced by -k, and 
hence (I), = -(&. Let I= (I), . 
The curvature of an Ri curve is found by differentiating ri along the curve, 
ri Vr, = rci(U) !i, 
where j # i and ~~ is defined by (1.6) in D,. To find lim,,,m ri Vri, begin 
with the relation 
Ari = Airi 
and differentiate it along Ri to obtain 
(r’ VA) ri + A(rr Vr,) = (r-T VA,) ri + ili(rf Vr,). (1.12) 
Thus, in the limit as U-C,,,, since ri+ (-l)‘+“” r, (1.12) becomes 
(rr VA) r = (rT VA,), r + (A -A) Jiy (r; Vr,). (1.13) 
+m 
But in the limit, rr Vri is a vector in the direction of 1, so define (K~)~ by 
(rFVri)m = (IC~)~ 1. (1.14) 
Then, from (1.1 l), with k = (k)2, (1.13) becomes 
(rT VA) r = [ (r7‘ VAi),,, - (K~),,, k] r. (1.15) 
Hence r is an eigenvector of the matrix rT VA. We now use the following 
lemma to complete the calculation of (K~),,,. 
LEMMA. The eigenvalue of rT VA corresponding to r is rT V@, + &). 
The proof of the lemma follows the completion of the proof of the 
proposition. 
We now have 
(K~)~ = - $(r' VAj)*, where j # i. (1.16) 
By (1.8) and (1.9i) we now have verified the statement of Proposition 1.1. 
Furthermore, (K,), = (K~)~. 
Proof of Lemma. We have to verify that (1” VB) r = 0, where B = 
A - (@A) I. For this proof only, we write f for f, and g for f,. Now 
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and the conditions j., = A, on C, 1, and & real everywhere, imply that D = 
am - det A has a minimum value of zero on C, and so D = VD = 0 on 
C. Now let r = (x. y): then 
But, up to a scale factor, we may take 
(1.18) 
where at least one of these vectors is nonzero since A has rank I or more. 
Now D = VD = 0 on C yields 
(f, - gJ2 + 4J. g, = 0. 
2(f” - g,.)(s,, - g,, ) + 4.f” g,, + 4fu,. g, = 0, (1.19) 
2(f, - g,.uu,. - g, ,.I + 4-L. R”, •t 4,.,. g, = 0. 
Substituting either form of (1.18) into (1.17) and using (1.19) yields 
(r’ VB) r = 0. 
This completes our general observation on non-strictly hyperbolic systems. 
Before introducing the special class of systems for which we solve the 
Riemann problem, we mention some examples. 
EXAMPLK 1. Wave equations of the form \t’,, - (u(M‘,),) = 0. Setting 
u = H’, and c=)r’,, we obtain (1.1) with F(U) = (u, -u(u)). The charac- 
teristic speeds A, *2 = +do’(u) become equal at u = 0 if a’(u) - u2 near 
u = 0. The function a(u) = u’/3 provides a simple example that can be 
solved explicitly. Functions of the form u = ul(u)/dl t u’. where J(u) is 
even, were studied by Klainerman and Majda in [ 71, although not for the 
case J(0) = 0 of interest here. Greenberg [ 3 1 considered smooth solutions to 
an initial-boundary value problem involving this equation. 
Example 1 falls trivially into category (1.9i), since the (r VLi), are of 
equal magnitude and opposite sign. In an attempt to illustrate all of the 
possibilities which may occur near C, we next present an example for which 
(1.9i) holds but with unequal magnitudes. 
EXAMPLE 2. A modified wave equation of the form 
u, + (-c + ;‘u2)x = 0, 
c, - (d/3), = 0, 
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with y > 0, has characteristic speeds 
which are not equal in absolute value, although (1.9i) does hold because 1, < 
0 < 1, with equality only at u = 0. We do not know of any physical inter- 
pretation of the term yu2 in this example, but we consider it important to 
show that the method we have found for solving the Riemann problem for 
wave equations such as those in Example 1 is not dependent on the 
symmetry of the characteristic speeds in that example. In fact, we conjecture 
that the solution outlined below could be extended to any system satisfying 
the hypotheses of Proposition 1.1, just as in [ 5 ] we extended Smoller and 
Johnson’s solution of the Riemann problem for nonlinear wave equations 
[ 121 to admissible systems satisfying the half-plane condition. 
Finally, we remark that the existence of a constant c such that A,(U) ,< 
c < AZ(u) for all u is characteristic of nonlinear wave equations and implies 
that near a parabolic degeneracy, where n,(u) = c = n,(u), dA,/du and dL,/du 
have opposite signs. As we showed in 151, this condition of “opposite 
variation” implies the half-plane condition and hence the hypotheses of 
Proposition 1.1. The alternative, that (1.9ii) hold, can only occur for systems 
that are basically “unwavelike” such as the following example. 
EXAMPLE 3. The system 
24, + (u’ - 224 - log II), = 0, 
U( + 2((1 + u>2 u), = 0 
has characteristics speeds 324 + u2 f u fl 2~ + 2 which are equal at 
u = 0; the system satisfies (I .9ii) there. For a point U, in the left half-plane, 
the rarefaction curves R i(U,,) and R,(U,) intersect again in the right half- 
plane, indicating that some Riemann problems have at least two solutions; 
for other initial data we were unable to find any solutions. Thus the Riemann 
problem is not well posed without additional conditions. 
2. THE RAREFACTION CURVES AND THE HUGONIOT Locus 
FOR A SPECIAL CLASS OF SYSTEMS 
We now specialize to a class of equations satisfying the hypotheses of 
Proposition 1.1, for which we shall prove that the Riemann problem has a 
unique centered solution. The form of the system is 
u, - u, + f(u), = 0, 
(3) 
u, + g(u), = 0. 
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The following conditions on f and g result in an admissible system 
satisfying the half-plane condition near ,?Y = (u, 0): 
(a) g(0) = g’(0) = g”(0) = 0; g”‘(0) < 0. 
@I g’(u) < 0 for all u # 0. 
(c) sgn g”(u) = - sgn u for all 24 # 0. 
(4 f(O) = f’(O) = 0; f”(0) > 0. 
In fact, the characteristics satisfy 
(2.1) 
1* -f’(u) /I + g’(u) = 0, (2.2) 
and 
A,(u) =;(y - \/cs>* - 4g’) < 0 < f<f’ + &fr,’ - 4g’) = A,(u) 
whenever u # 0. For this system, genuine nonlinearity is equivalent to 
dA.,/du # 0. Differentiating (2.2) yields 
j-“(U) Ai - g”(U) d& 
du - 21,-f’ 
(2.2)’ 
and to get genuine nonlinearity for all II we impose the additional condition 
(always satisfied for u close to zero): 
(e) sgn(f”1, - g”) = sgn z4 for u#O, i-1,2. (2.1) 
It can be verified that (2.la-c) imply that (3) is an admissible system for 
u > 0 or u < 0. Two further conditions are sufficient to guarantee a solution 
to the Riemann problem for (3) for all initial conditions. We do not claim 
they are necessary. The first is 
VI f(uYg(u)+O as Id+ ~0 and jg’(u)l+ 03 as I+ co. 
(2.1) 
The second is a condition on the Hugoniot locus, and will be given in 
Section 2, Eq. (2.22). It is always satisfied iff- 0. 
Note that Examples 1 and 2 of Section l-and of course the prototype 
system (2bare special cases of (3). Example 1 has f = 0 and g = -u(u) 
and fits into our class provided g satisfies (2.la-c, f). Example 2 satisfies 
(2.1a-f) and (2.22) provided y is not too large. 
We list some elementary properties of system (3). First, in the notation of 
Section 1, we have Z=(u=O}cR’, n=(l,O); D,={u>O}, D,= 
(u < 0) c R*. In each D,, (3) is an admissible system satisfying the half- 
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FIGURE 1 
plane condition, which implies that the rarefaction curves R, and R, form 
nested sets of convex curves as described in [5] and illustrated in Fig. 1, and 
that their behavior on C is given by Proposition 1.1. 
By computing the eigenvectors r, and rz, we find that the curves R, and 
R, are given explicitly by 
u = ug + j-” A,(+f( for (u, u)E Ri(Uor uo), j# i, 
. uu 
and are monotonic, convex curves extending from u = u,, to 1 U) = 00. 
The Hugoniot locus consists of the solutions U = (u, u) of 
s[Ul= IFI, 
where [U] = U - U,. Writing this as 
slul = -loI + D-L 
slol = I gl 
(2.3) 
(2.3a) 
and noting that from the monotonicity of g, [U 1 # 0 if U # U,, , we see that if 
a point U is on the Hugoniot locus of U,, U E H(U,), with a corresponding 
jump speed s, then s and [v]/[u] are the two roots of 
x2 -fax + g, = 0, (2.4) 
where f, = [f ]/[u] and similarly for g. 
Furthermore, since u # u0 implies g, < 0, the roots of (2.4) have opposite 
signs. Define them to be 
s,(u, UJ < 0 < s*(u, uo). (2.5) 
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From the local theory (see [5] for the notation) if U, 6? C, H(U,) has four 
branches emanating from U,,, Si and ST, i = 1,2, with s = si, [u]/[u] = s,~ on 
Si and ST, j # i. The starred branches are those that leave U, in the direction 
of ri. Writing the equation for the Hugoniot locus in the form 
G(u, u) = [u]’ - [u][f] + [u][ g] = 0, (2.6) 
we note that the locus has no singularities other than U= U, if 
VG = (G,, G,J = (-1~1 f’ + g’lul + 181, 21ul- If11 f 0 (2.7) 
on G = 0. 
In fact, if G,, = 0 then [u] = If]/2 and (2.4) has equal roots, which is 
never the case. Hence G, # 0 and in fact each branch of the locus can be 
parametized by U. Since (2.4) has precisely two solutions for each u # u,, 
and 
u = ug + (u - UJ Sj(U, u,), (2.8) 
for u(u) E Si or ST, is defined for all u f r.+,, we have the following 
PROPOSITION 2.1. For a system (3) satisfying (2. la-e) the Hugoniot 
locus H( U,,) of points satisfying s[ U] = [F] for some s with a fixed U,, & C, 
consists of precisely four branches 
~,(uo)={uIu>u,,s=s,, l~l/l~l=~2), 
q-(uo)={uIu<u,,s=s,, l~~/l~l=~2}, 
S,(Uo)= {Ulu<u,, s=s,, ]ul/]u]=s,}, 
WUo)= (Ul u > uo, s=s2r lulllul =s,}, 
S,(Uo)= (Ul u < UOl s=s,, Iul/]u] =s,), (2.9) 
WUo)= {Ul u > uo, s=s,, I~]/]~1 =qL 
S,(Uo)= {Ul~>~,, s=s2, ]u]/]u]=s1}, 
in D 
2 
S,*(U,)= (Ul u < uo, s=s2, ]u]/]u] =s,i. 
Each branch of the locus extends from u = u, to I uI = co. Furthermore, the 
vector T = (] u], ] u]) points into a fixed quadrant on each branch. The 
relation between the Hugoniot locus and the rarefaction curues at U, is 
illustrated in Fig. 2. 
We can now prove the following key proposition. 
PROPOSITION 2.2. If dsJdu = 0 on a branch Si or SF of H(U,), then 
s = Ai ; conuersely, ifs = Izi then dsi/du = 0. 
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Proof: Differentiating (2.3) with respect to arclength along a branch of 
H yields the fundamental differential equation for the locus (see [ 5 I), 
where 
ST=@ -s)t, (2.10) 
T= (1~1, [VI) = U- U,, (2.11) 
and t is the unit tangent to H; the dot stands for differentiation with respect 
to arclength. Note that ?= t. 
From the remarks above, S = 0 if and only if dsJdu = 0. 
Suppose first that S = 0. Then from (2. lo), s = A, and t is parallel to rk for 
k = 1 or 2. But since si has a fixed sign on each branch of H, we must have 
si = Ai and t 11 ri on the branch Si or Sjk. 
Conversely, suppose si = Ai; then (A - s)t = cri for some scalar c and 
j # i. If c # 0, then T is parallel to ri. However, from Proposition 2.1. the 
direction of T is never consistent with ri. Hence s’ = 0 and t is parallel to ri. 
We have incidentally proved 
COROLLARY 1. If either Si = 0 or s = Ai, then in addition t /I ri. 
To round out the picture of the behaviour of si, we prove 
COROLLARY 2. If ds,/du = 0, then d2s,/du2 < 0 and d2sz/du2 > 0. 
Proof: Differentiate (2.4) with respect to u and note that 
df, _ f ‘&I - f, , etc 
du - IuI ” 
where IUI = u-u,,. (2.12) 
to obtain 
*=fAsi-g:- l (f’(U)-fa)Si-(g’(u)-ggU) 
du 2si-.L l”I 2si - fu 
(2.13) 
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Differentiate again at ds,/du = 0 and substitute si = ;li to obtain 
d2si j- “Ai - g” 
x= 
[“l(2si -.L) ’ 
(2.14) 
Now 2s, - f, = si - sj, j # i, which is negative for i = 1 and positive for 
i = 2. Also sgn(f”;l, - g”) = sgn u by (2.le). The corollary now follows if 
we observe that by the monotonicity of the 1,‘s away from 1.4 = 0 and 
Proposition 2.2, si = Ai only if U E S,(U,,) or S,*(U,), and if U is on the 
opposite side of C from U,. Thus sgn[u ] = sgn U. 
The picture of the curves Ai and si(u, u,,) is sketched in Fig. 3 for a 
fixed uO. 
Proposition 2.2 guarantees that the points u2, where s,(u,, z.+,) = n,(u,), 
and u3, where s2(u3, u,,) = A2(u3), are unique. Their existence, along with the 
existence of the points u,, where s(u,, u,,) = A,(U,,), and u5, where 
s2(uS, u,,) = 12(u0), is the subject of the next proposition. The significance of 
these points is that they are critical points for the generalized Lax Entropy 
Condition: we say that U E H(U,,) can be joined to U, by an entropy shock 
(or, simply, shock) with U on the right, if either 
(1) I,(z+,) > s,(u, uO) > n,(u) for a first family (slow) shock, 
or (2.15) 
(2) /l,(u,) > s2(u, uO) > n,(u) for a second family (fast) shock. 
Note that it is unnecessary to put any conditions on the opposite family, 
since s, and 2, are always negative, and s2 and A2 positive. This condition 
differs from Lax’s original condition (for strictly hyperbolic systems) only in 
the replacement of strict inequalities by weak ones. The points where 
505/47/l 4 
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equality holds in some part of (2.15) turn out to be very important in the 
construction of solutions to the Riemann problem. In Section 5 we offer 
some justification of their stability. We state the following proposition, 
whose proof is immediate from (2.15). 
PROPOSITION 2.3. The following points U E H(U,) can be joined to LJ, 
by an entropy shock with U on the right: 
(1) UE S,(U,), via a l-shock. (2.16) 
(2) U E S,(U,), and u > uj if u, > 0, u ,< u1 if u0 < 0, via a 2-shock. 
(3) u E SWO)~ andu~u,ifu,>O,u~u,ifu,<O,viaa l-shock. 
We now show that under hypotheses (2. la-f), the points up, p = 2,..., 5, 
always exist. Note that each is given by an equation of the form 
sj(x, Y) = ki(x)3 i = 1 or 2, 
since si(x, y) = si( y, x). This is equivalent to requiring that the two quadratic 
equations (2.2) and (2.4) have a common root which, subtracting one from 
the other, must satisfy 
pi(x, Y) EE g,(x, Y) - g’(x) - Ai(x)(fo(x? Y> -f’(x)) = ‘3 i= 1 or 2. 
(2.17) 
To eliminate the trivial solution y =x, we replace Pi by Qi(X. Y> = 
Pi(x, y)/( y - x). We prove 
PROPOSITION 2.4. Under hypotheses (2.la-f), Q,(x, y) = 0 has a unique, 
monotonic solution, yi(x) or x,(y) defined for all x or y, with y,(O) = 0, 
y:(x) < 0 for all x. 
ProoJ We claim, first, that if x = 0, then y = 0 is the only solution to 
(2.17), for g’(0) = Ai = 0 and hence we have 
Q,(() y)= ga(o’y) =g(y)=(-J, 
I 9 
Y Y 
which has the unique solution y = 0 since g”(0) = 0. Note that lim,,, 
f,(O, y)/y = f”(0) is finite so y = 0 is a solution. 
Second, if x # 0, we claim that Q,(x, x) # 0. For note that 
h,(x, y> - h’(x) 1 
Y-X 
= T h”(q) 
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for q between x and y; hence Q,(x, x) = g”(x) - &(x)f”(x) # 0 by (2.le). 
Next we show that (aQJay)(O, 0) # 0, so we can use the implicit function 
theorem to solve for y,(x) near (0,O). For this we write 
h (x y) = MY) - h(x) 
a 9 
Y-X 
Hence 
Qi(x, Y) = f g”(x) + i(y -x) g”‘(x) -&(x1 [f./-“(x) 
+gy-X)&f”‘(X)] +P(ly-xl)* 
near (0,O) and 
near (0,O) and 
F (0,O) = + g”‘(0) < 0. 
Next we show that in fact aQi/ay # 0 for any (x, y) such that Qi = 0. For 
Qi = 0 implies Pi = 0, since y # x, and hence 
'Qi = i ap. 1 
ay Y--X ay 
when P,=O, 
= rl_ i g’(Y) - go - Li(x)(f’(Y) -f,)l* 
Now &(x) = si(x, y) when Qi = 0, and sf - sif, + g, = 0, so 
api 
ay - & CsiCx, Y) - Al(.~))(sj(x3 Y> - A2(Y)). 
NOW, si(x, y) = &(x) when si has an absolute extremum (with respect to x), 
while A,(y) = si(y, y) corresponds to a non-extremum, and therefore 
different, value. Hence aP,/ay # 0 and thus aQi/ay # 0 when Qi = 0. Thus 
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yi(x) is defined as a function of x either for all x or up to an asymptote. We 
complete the proof by deriving a differential equation for yi(x) and showing 
it has a monotonic solution for all x with ) yiJ -+ co as /xl-+ co. 
The differential equation for y,(x) is 
du, I=- (~Qi/~X>(X~ Y> 
dx (aQilaY)(Xq Y) ’ 
We found aQi/ay = (I/( y - x))(cYP,/cY~). Now, BQ,/Bx at Qi = 0 is also 
(l/( y - x))(MJax) at Pi = 0. 
api ’ 
ax 
- X--y i g’Cx) - go - Ai(x>(f’(x> -.&>I 
- S”Cx> - Al(x)(f, -f’CX>) + Aif” 
= Cnitx> f”Cx> - g”(x)) 
c 
l + 2~t$~>$x, ) 5 from (2.2)’ 
I 
c 
ni(x) f”Cx) - g”Cx) = 
2Ai(x> - f’Cx) ) 
(2~,(~> _ f 1 
0 
Now If(x) # 0 by assumption, while at Ai = si(x, y), 
2Ai(x) - fa = si(x3 Y) - s,j(xY Y), j # i, 
which is also nonzero. Hence the differential equation for yi(x) is 
hi -nl(x)(2Ai(x) -.LI(~~ Y>)(Y -x) 
dx - (Si(X, Y) - l,(Y))(Si(X, Y) - ‘2C.l’)) 
(2.18) 
Since another calculation shows that (~QJc~x)(O, 0) < 0, we find that y,! < 0 
at x = 0; hence y < x if x > 0 and y > x if x < 0 near x = 0; since y # x on 
any solution branch we obtain 
sgn( y - x) = - sgn x for all x. 
Also, 
sgn A;(x) = (- 1)’ sgn x 
and 
sgn(Ui(x) -f,(x, y)) = sgn(s, - s,~) = (-l)i, 
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while (si - ,I,( y))(s, - A,(y)) < 0 since si at its extremum value lies between 
the non-extremum values s,.( y, y) and sj( y, y). Hence 
&i 
sgndx= 
-(-1)’ sgn x(-l)i (-sgn x) = --1 
C-1) 
To show that yi(x) is defined for all x, it is sufficient to show that 
I y((x)l -G K(x) I YI in (2.18), as 1 yl + co for fixed x. Since si(x, y) = Ai( the 
right side of (2.18) is 
-nl(x)(2Ai(x) -f,)(Y -x) 
‘:Cx> - ni(x>f’(Y) + g’(Y) ’ 
As lul+ ~,L-~(Y)/Y, so this expression looks like 
! 
c*(x) Y -f(Y) 
c1(x)CJX) + CJ(X)f’(Y) +g’(y) ’ i 
This is p(\y)) as (yl+ 03 if Ig’(y)l+ 00 and Jf(y)/g(y)l-+ 0 as 1y-r 03. 
Finally, if y,(x) is bounded as x + co, then (y;(x)1 > IxA,!(x)/,$(x)l which is 
inconsistent with yi = 1 y; being bounded, since I A,(x)1 -+ 00 as x --t 03 also, 
by condition (2.lf). We remark that if f- 0, then y,(x) = yz(x) since they 
are both the solution of the simpler equation gQ(x, y) = g’(x) from (2.17). 
Under condition (2.ld), sgn f’(u) = sgn u; it is easy to see that 
(y, - yz) > 0. We state as a corollary to Proposition 2.4, 
COROLLARY. Under (2. la-f), the points u, ,..., us are defined with respect 
to a given uO as (see Fig. 4) 
,(x) Y 
Y,(X) 
3F- 
x 
Y,(X) 
(2.19) 
\ 
Y,(X) 
FIGURE 4 
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We now return to a characterization of the geometry of the Hugoniot 
locus. Introduce the notation 
up = (up, up), p = 2,3,4,5, (2.20) 
where v, is the second coordinate of the point corresponding to u, on the 
appropriate branch of the Hugoniot locus. 
PROPOSITION' 2.5. Under hypotheses (2.1 a-f) and the further condition 
(2.22) stated below each of the four branches of the Hugoniot locus is a 
monotone curve. 
Proof: For definiteness, suppose U, E D, . For the entire branches S, and 
S,* and the parts of S, and ST in D, , the result follows from [ 51, since the 
curves are starshaped with respect to U,, and cross the R, and R, curves in a 
fixed direction. 
From (2.7), dv/du = 0 on H(U,) if and only if G, = 0; since [u ] # 0, the 
condition is 
IV1 B = - -f’(u) + g’(u) + gJu, u,J = 0. 
Iul 
(2.2 1) 
Now g’(u) < 0 and gJu, uO) < 0 if u # uO, while f ‘(u) ,< 0 in D,. 
On S,, [v]/[u] < 0 by Proposition 2.1, so B < 0. 
On SF, [vl/[ul = s2(u, uJ, so 
B = -&I, + A,) + A, A, + s, s2 
= S&I - 1,) + 1,@, - s,), 
where Ai = L,(u) and si = si(u, u,,). 
If u > uZ(uO) then s, - A1 < 0 and B < 0. Also 
B = &(A2 - sJ + sz(s, --A,>, 
and if u < u3(u0), then 
A, - s2 > 0 and B < 0. 
However, if uj < u ( u2, it is not clear without further assumptions that 
B < 0, although it is always true if f is sufficiently small. If we impose an 
additional hypothesis, 
s,(u, %I> < f’(u) for u3(u0) < u < u,(u,), (2.22a) 
then B = A,& + sZ(sI -f’(u)) < 0 for all u < uO, and Proposition 2.5 is 
proved for U,, E D. 
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FIGURE 5 
When U, E D,, we need the corresponding condition when U E S,(U,): 
S,(% %I > f’(u) for u,(u,) < 24 < u,(u,). (2.22b) 
We note that this hypothesis implies a restriction on y in Example 2 of 
Section 1. In fact, (2.22) holds only if y < $/2, while an explicit 
calculation shows that Proposition 2.5 holds if y < 1 and in fact the 
Riemann problem can be solved, by the method detailed below, up to some 
yO, 2 < y,, < 3. However, for y > y,, the solution, if it exists at all, must be 
quite different, and hence some restriction on the “perturbation” term f is 
necessary. 
We can now prove 
PROPOSITION 2.6. For a fixed U,,, consider the parametrized family of 
curves S,(U,), S,*(U,) or R,(U,), where U, E S,(U,), S,*(U,) or R,(U,,). 
Each of these families smoothly fills a sector of IR’, without gaps or self- 
intersections. 
ProoJ Each family is a solution of a smooth (C’) ordinary differential 
equation with a smoothly varying initial condition, so there are no gaps. The 
following typical case shows how Proposition 2.5 prevents self-intersections. 
(Note: there are no self-intersections for U E R2(U,), since this is an 
autonomous system.) Suppose U, E D, . 
Suppose U,, 0, E S,(U,) and UE S,(U,)n S,(u,). See Fig. 5. Then U, 
and 0, are in the Hugoniot locus of U, and since U is in the second quadrant 
with respect to U, and 0, from Proposition 2.1, they are in the fourth 
quadrant with respect to U, and hence by Proposition 2.1 they are on S,(U) 
if U E D, and on S?(U) if U E D,. But 0, is in the first or third quadrant 
with respect to U,, so it cannot be the case that the curve, S,(U) or S,*(U), 
is monotonic. This contradicts Proposition 2.5. 
3. SOLUTION OF THE RIEMANN PROBLEM 
We are now ready to discuss the Riemann problem for (3): given the 
initial condition 
U(x, 0) = u,, x < 0, 
= u,, x > 0, 
(3.1) 
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for UI, U, E R’, find a solution to (3) consisting of shocks and rarefaction 
waves. We introduced an entropy condition in Section 2 which we require of 
any discontinuities. As for rarefaction waves, we say that a point U can be 
joined to U, by a (stable) rarefaction wave of the ith family with U,, on the 
left if U E R,(U,), Ai > Li(Uo) and U and U, are in the same component 
D,. Whether U,, is in D, or D,, this means that a semi-infinite interval on 
R,, namely, the part of R, with u > u0 in D, , or u < U, in D,, is included; 
but only a finite segment of R, , either 0 < u < u,, or 0 > u > u,, . We call 
these R: and R:, respectively. The reason is an obvious one: the form of the 
rarefaction is U(x, t) = h(x/t) = h(r), and h satisfies 
J$9- is parallel to ri(h(l)), 
To be a physical solution, Li must be an increasing function of h and hence 
we are restricted to one side of Z;. 
This is somewhat artificial, in that a composite solution jumping from R, 
to R, across Z could be envisaged; this solution will appear in our 
construction. 
To solve the Riemann problem for a strictly hyperbolic problem, one can 
proceed by determining the set of all states U, that can be joined to U, with 
U, on the left by a shock or rarefaction of the slower family; then one proves 
that the set of lJr that can be joined to some U,,, by a wave of the second 
family is all of R*. 
Such is not the case here: in fact U, may be joined to U, by as many as 
three intermediate states. Obviously, not all the intermediate points lie on the 
locus of l-shocks or I-rarefactions of U,. To describe the solution we 
introduce some notation. 
The waue locus of U,,, W(U,,), consists of all the points to which U,, can 
IJ 
St S, 
+t 
V 
“0 
6 R: 
U. 
/ 
SY 
FIGURE 6 
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be joined by an entropy shock or rarefaction, with U, on the left. From the 
results of Section 2 and the comments above, W(U,), pictured in Fig. 6, is 
the union of R : (U,,), R: (U,) and the segments (1 t(3) defined in 
Proposition 2.3. 
The continuable set, C(U,), is the subset of W(U,) which can further be 
joined to some other state on the right by a faster wave. The set C(U,) 
clearly includes S, (U,), R : (U,), and the segment of S,*( U,) beyond U, . It 
further contains the point U, on S,( 17,). The points U, and V = R : (U,) f7 C 
play a special role. Suppose that U, is fixed. Then as U, moves along 
R :(U,,) U S,(U,) from V to infinity, U,(U,) forms a smooth (C’) curve, J. 
As U, moves from V to U,, along R :(U,), Uh(U,) forms a smooth curve, E. 
(The smoothness is a consequence of Proposition 2.4). We state the 
following properties of J and E, which will be proved in Section 4. 
PROPOSITION 3.1. The curve J = U,(U,) is a smooth monotonic curve 
going from V to infinity. Furthermore, J crosses every R,(U,) curve, from 
outside to inside, only once, and every S,(U,) curve, from below to above (if 
U, E D,), exactly once. 
PROPOSITION 3.2. The curve E = U,(U,) is a smooth monotonic curve 
joining U,(U,) and V. 
With E established, we can define another curve, J, = U,(U,), as U, 
moves from V to U,(U,) along E and then out to infinity on ST(U,). We will 
also prove, in Section 4, 
PROPOSITION 3.3. The curve J, is a smooth monotonic curve from V to 
infinity. It crosses every R, curve from outside to inside exactly once and 
every S, curve from above to below exactly once. 
The locus W(U,), the three curves J, R and J, , the additional curves 
R:(V), R:(U,) and the part of S,(U.,) up to U,(U,) = U:, and the curves 
R: (U,) and R: (UC) divide the U plane into 12 open sets, as numbered in 
Fig. 7. This figure is drawn for the case U, E D, ; if U,, E D, the picture 
should be reflected in the origin. 
We can now describe the solution of the Riemann problem. 
THEOREM 3.4. Consider the system 
u, + c-v + f (u)), = 0, 
u, + (g(u)>, = 0, 
where f and g satisfy conditions (2.1 a-f), (2.22) and initial conditions (3.1). 
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FIGURE 7 
For each U,, U, E R2, there is a unique centered solution consisting of shocks 
and rarefaction waves. 
Prooj Suppose U, does not lie on C. We will construct the solution for 
17, in each of regions 1-12 with respect to a given U, = U,. 
Regions @-0. There is a single intermediate state U, and U, = U,. In @ 
and 0, U, E R f(U,) and U, E S,(U,) and R:(U,), respectively; in @ and 
0, U, E S,(U,) and U2 E R:(U,) and S,(U,), respectively. Since U, is not 
beyond U,(U,), the jumps are entropy shocks. In @ and 0, U, E S:(U,) and 
U, E R: (U,) and S,(U,), respectively. 
Regions @ and 0. There are two intermediate states; U, E S,(U,,) or 
R : (U,), respectively, and U, = U,(U,) is on J. Since the speed of the shock 
joining U, to U, is s2(u,, u2) = A,(u,), U, can be joined to U, with U, on the 
right by a 2rarefaction wave whose slowest speed is &(u,). Thus 
U, E R:(U,). By Proposition 2.1, the integral curves of R t with initial 
points on J smoothly cover regions 0 and 0. 
Regions @ and @. There are two intermediate states here also; 
U, E R:(U,,), and U, E E, U, = U,(U,). In 0, U,E R:(U,) and in @, 
U, E S,(U,) with U,. occurring before U,(U2) E J, , so that the shock is an 
entropy shock. Since the speed of the shock joining U, and U, is s,(u,, uz) = 
A,(u1), this shock has the same speed as the head of the rarefaction wave 
joining U, and U, , and thus lies just to the right of the wave in the x, t plane. 
Region 0. There are two intermediate states; U, E S:(U,,) beyond U, ; 
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U, = U,(U,) is on J, and U, E R:(U,). Again, as in regions @ and 0, the 
tail speed of the rarefaction joining U, to U, is Lz(u2) = s2(u,, uz), the speed 
of the shock joining U, to U,. 
Region @. This is the 
The first, U, , is in R : (U,), 
only region requiring three intermediate states. 
while U, = U.,(U,) is in E and U, = U,(U,) is in 
FIGURE 8 
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J, . Finally U, E R;(U,). As in regions @ and @, the shock joining I/, and 
U, has the same speed as the head of the rarefaction joining U,, and U, ; as 
in regions 0, 0, and @, the rarefaction joining (I, to U, has the same tail 
speed as the shock joining U, to cl,. 
This completes the construction for I/, @ C. Sketches of the solution in the 
X, I plane and of U(x, 1) are given, for each of the twelve regions, in Fig. 8. 
in the case U, E D,. It is noteworthy that the most complicated, region @, is 
actually quite close to U,, and that the Riemann problem for U, in any part 
of D, below Ri (V) cannot be solved without recourse to intermediate states 
in D,. 
Finally. we consider the case U, E C. As in Fig. 2, and Proposition 2.1, 
the Hugoniot locus still consists of four branches, but now the entirety of S, 
and SF consists of entropy shocks, and none of S, or S! does. (In fact. the 
designation of the semi-infinite branches as S, or S,* is ambigious, and we 
will refer to the entire curve as S, .) The wave locus of Fig. 6 becomes the 
union of S, and the two branches of R2 emanating from I/,. (R, does not 
occur because R ,’ is empty.) The continuable set is S, , and .I can be defined 
as in Proposition 3.1. and consists of two branches from U,,. steeper 
everywhere than the local R, curves. Thus the solution can be described via 
a simplified version of Fig. 7: since U,, V and I!/* coincide, the regions 0. 
0. @-@ and @ disappear, while in 0, @ and 0 the solution is exactly as in 
regions 0. @ and 0, respectively. 
To verify that the solutions found are the only ones satisfying the entropy 
criterion is a routine calculation: it is necessary to consider. for all the states 
U, in C(U,) how each may bc joined to a further state U, on the right and 
then to find the states (I, that can continued. The key is that only states U, 
in J or E may be joined to further states on the right and only by 2- 
rarefactions and, in the case of Uz E E, 2-shocks with a right-hand state not 
beyong U,(U,). The details are omitted. 
4. DETAILS OF THE ENTROPY POINT CURVES 
In this section we give the proofs of Propositions 3.1-3.3. 
Proof of Proposition 3.1. Again we will suppose for definiteness that 
U,, E D, . Let CJ, be a general point on R ,’ (U,) or S,(U,). Hence U, is given 
by O<u, <co, 
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while U,(U,) is given by 
u3 = x,h>, (4.2) 
u3 = 0, + (u3 - 4) SIG439 Ul>. (4.3) 
The fact that .I is a smooth curve from V to infinity follows from the 
smoothness of y2(uI), and the fact that y,(O) = 0, y, -+ co as U, + co. 
Further, J is parameterized by u3 ; from (4.3) 
c3(u3) = Ul(UI(U3)) + (u3 - U,(%)) s&3, %(U,J), 
where u,(u,) = y,(u,) from (4.2) and Proposition 2.4. The slope of .I is thus 
(4.4 ) 
Now the first term, (8/du,)( .. . ) is just the slope of S,(U,) at U,, which is, 
by Proposition 2.2, Corollary 1, just the slope of R,, or A,(u,). Hence the 
remainder of Proposition 3.1 is proved if we can show dv,/du, < l,(u,). 
Since du,/du, < 0, we need only show (a/au,){ 1.. ] > 0. 
Now dv,/du, = ;l,(u,) if U, < uO, while dv,/du, > l,(u,) if U, > uO, since 
locally in D, the S, curves are steeper than the R , curves by 15 I. Hence 
We do the intermediate calculation as 
LEMMA 4.1. 
(,y -J,) Qx 4’) = _ (Si - J”l(X))(Si - WI) 
ax 1 ' si - si 
whose proof follows the proof of the proposition. Hence the right hand side 
of (4.5) is 
= @I -Mu,>> > 0. 
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This proves Proposition 3.1. (The uniqueness is a consequence of 
Proposition 2.4.) 
Proof of Lemma 4.1. From Eq. (2.13), 
(x _ y) 3 (x y) = (f’Cx) -f,> si - (f!T’(x) - go) 
ax ’ 2si - fo 
(4.6) 
Note that f, = si + sj, f,Si - g, = ST, so that (4.6) equals 
_ (St -f’(X> si + g’Cx>) 
Si - Sj 
But now the quadratic factors, with roots A,(i) and A,(x), yield the 
required expression. 
Proof of Proposition 3.2. The curve E = U,(U,) is parameterized by u, 
and defined by 
If we parameterize E by u4, using U, = x,(u,), we obtain 
v4@4) = UI(U,(U4)) + (u4 - ~I(~,>) s20445 u,@,>>. 
The slope is 
dv 
“=s2(~4,uI)+(1(4-u,)~(u4,u,) 
du, 4 
+ 
In fact, the expression in braces is 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
A,(u ) _ s2 + (32 - A(%))(% - WI)) 
1 
s2-sI 
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from (4.8) and Lemma 4.1, noting that si(x, y) = si(y, x), and this in turn 
equals 
@‘,1’5”‘” (sl - A,(u,)) = 0 
2 I 
since s1(u4, u,) =A,(u,). Hence from (4.12) and Lemma 4.1, 
= s _ ts2 - &@4)>ts2 - L2(“4>> 
2 
s2-s1 
s2@, + A,> - Sl s2 - A, A2 = 
s2 -sl 
-s2f’(u4) + &,t”4- u,> + dt”4) _ 
s2 -Sl 
Now the numerator is precisely the quantity B defined in (2.21), and 
proved to be negative under our assumptions for all U, < 0 in 
Proposition 2.5. Hence du,/du, > 0 on E. The other assertions in 
Proposition 3.2 are evident. 
Proof of Proposition 3.3. The curve J, is defined as follows: For 0 > u, > 
y,(u,), define v4 by (4.10) where U, = x,(u,), and then for (u,, v~) E J,, 
u3 = x2(u4>, 
u3 = 04 + @3 - u,) s&3, u,>. 
For y,(u,) > U, > -00, define u, so that U, E S,*(U,,) by 
(4.13) 
(4.14) 
‘4 = vO + h4 - uO) ‘2@4 3 uO) 
and then (u,, u3) E J, by (4.13) (4.14). Now, 
(4.15) 
(4.16) 
where the partial derivative &,/au, means that all other variables are held 
fixed, and i3v,/&, means that u3 is held fixed. (In fact, in the case that v4 is 
defined by (4. IS), this is just the usual meaning of au,/&, ; in the case that 
U, E E, this distinction is unimportant since we showed in the proof of 
Proposition 3.2 that &,/au, = dv,/du,-i.e., it makes no difference whether 
we take the variation of U, into account.) Now of course &,/au, is just the 
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slope of S,(U,) at U, and at U, E J, this is equal to the slope of R, by 
Proposition 2.2, Corollary 1. Hence, as in Proposition 3.1, to show that J, 
crosses the S, and R, curves in the right direction, we need only show that 
dv,/du, < &,/i3u,; since du,/du, < 0, we need to show &,/au, > 0, where v1 
is defined by (4.14) and v4 by (4. IO) or (4.15). Now 
2 = 2 - SI(K3 u4) + (u, - u,) 2 (UJ, u,), (4.17) 4 
4 4 
and if U, E E, au,/&, = dv,/du, is given in the proof of Proposition 3.2 and 
is positive. If U, E S,*(U,), then from (4.15), au,/&, = sz(uq, UJ + (u, - u,) 
(as,/&,)(u,, u,,), which is also positive by the same argument as in 
Proposition 3.2. Finally, using Lemma 4.1, 
= SIC32 -f'(h)> +A(u4)~2(u4) 
s1-32 
(4.18) 
But now the numerator of this expression is just the function B introduced 
in Proposition 2.5 in the case that U, E D, and U E S,(U,,). By hypothesis 
(2.22b), B < 0 and hence the expression in (4.18) is positive. Hence, in 
(4.17), &,/au, > &,/au, > 0, and SO in (4.16) dv,/du, < au,/&, = A,(u,), 
and Proposition 3.3 is proved. 
5. STABILITY OF SHOCKS UNDER PERTURBATION 
BY A VISCOSITY TERM 
The branch of S,*(Og) beyond U4(Uo) consists of points that satisfy Lax’s 
original entropy condition ((2.15) with strict inequalities) but that are not in 
any sense extensions of local shock curves near U,. Moreover, the points 
U,(U,,) and U,(U,), which play an essential role in our solution of the 
Riemann problem. satisfy only a generalized entropy condition (with weak 
inequalities). It is thus interesting to see that the corresponding shocks are 
“physical” in the sense that they are the limits of shock profiles that can be 
found by adding a small second-order term to the system (3), in the now- 
familiar way intreduced by Conley and Smoller in [ 11. See also [4]. We 
consider the system 
4 + (F(U)), = EUxx 1 (5.1) 
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where F(U) = (-0 + f(u), g(u)) satisfies (2. la-f). Fixing U, E D, and 
U, E ST(U,) with U, < y,(u,), and letting s = s,(u,, u,) be the corresponding 
shock speed, we define a shock profile for (U,, U, , S) as a solution 
U = U(r) = U((x - s~)/F) to (5.1) satisfying 
U(t)-, CT, as l--co, U(C) + fJ, as <-+co. (5.2) 
As is well-known [ 1,4 ], a shock profile for ((/o, U,, s) exists if the vector 
field 
V(U)=F(U)-A-C, (5.3) 
where 
C = F(U,) - sU, = F(U,) - sU,, 
has an orbit going from the critical point U, to the critical point CT,. It can 
easily be verified that U,, is an unstable node (degenerate unstable if 
U, = U,) and U, a saddle point when we are talking about l-shocks. ]In the 
case U, = U,, we require a 2-shock, s = s2(u,, uO), for which U,, is a saddle 
and U, a degenerate stable node. ] We have 
THEOREM 5.1. If F(U) satisfies conditions (2.1 a-f), then V(U) defined bv 
(5.3) has a trajectory from U, to U, . and hence (5.1) admits a shock profile. 
Proof: It is sufficient to find a closed, simply connected region K 
containing U, and U, on its boundary such that V always points outward on 
i3K [inward when U, = U,], except at U, and U,, where V= 0. The 
construction can then be completed as in [ 1,4]. We define 
where C= (c,, cZ). In fact, let k,(u) ES(U) - su - c, and k,(u)- 
(lls)(du) - c2h so that u = k,(u), i = 1, 2, are the curves along which the 
first and second components of V, respectively, are zero. Figure 9 shows K, 
the region between these curves, in the case where U, E S:(U,). We present 
the remainder of the proof for this case first; the other case U, = U, will lead 
to a similar calculation with many inequalities reversed. 
It can easily be shown that the only critical points of V are U,, (I, and 
one other point U, E S,(U,) (which happens to be the point U,(U,)), and so 
k,(u) # k2(u) for U, < u < uO. In fact, suppose without loss of generality that 
v0 = 0; then 
k2(u) - k,(u) = f (u - u,,)(s* - sf, + g,). (5.5) 
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Now s < 0 and u < u,,, while s2 - sf, + g, = (S - s,)(s - sz) > 0 since s, the 
speed of the l-shock joining U, to U,, is less than both local shock speeds 
.si(u, u,)) for any u between u, and uO. Hence J%, > k, on the interval 
u,<u<u,. Also it is clear that V(U) = (-c + f(u) - su - c,. 
g(u) - st’ - c2) = (-c t k,(u), s(k,(u) - 0)) points in the direction of --u on 
t’ = k,(u) and in the direction of -u on t’ = k,(u). Thus we need only show 
that k, is a monotonically increasing function to conclude that V points out 
of K. Now 
dk, 1 
du 
-s g’(u) > 0 for all u # 0. while 
dk 
2’0 at u=O. 
du 
Thus c = k2(u) is a monotone increasing curve, and Theorem 5.1 is proved 
for the case II, E S:(U,,), including U, = 0;. 
When U, = U, we have s > 0 and u < u(, in (5.5). while s > s, and 
s = s?(u~, u,,) < s2(u. u,) for uJ = U, < u < u,,. Thus k? - k, is still positive, 
and K exists. Also, V(U) points toward --u on c = k:(u) and toward +L’ on 
I’ = k,(u). This is inward, into K, provided k, is monotone decreasing. But 
dk,/du = (I/s) g’(u) < 0 for u # 0 (Fig. 10). This completes the proof. 
We also remark that we were able to see shocks of this type and also the 
shock-rarefaction combinations of the type described in regions a+ in 
numerical computations on a typical problem (Example 1 with g = -u’/3) 
using a first-order Lax-Friedrichs scheme. 
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Setting this type of problem in another context: suppose we could perturb 
(3) slightly to remove the parabolic degeneracy; say. in the same example by 
replacing g(u) with -u-‘/3 - 6u, 6 > 0. Then what is obtained is a strictly 
hyperbolic system which, in general, fails to be genuinely nonlinear on at 
least one curve near C, along which A, or ,iz has an extremum. This type of 
system was considered by Liu in 110, I1 1. and other papers. where solutions 
to the Riemann problem were constructed. In fact. Liu’s construction for a 
stystem with a line of linear degeneracies as in the example just given. leads 
to solutions which are just small perturbations of those in Theorem 3.4. We 
have not attempted to make this argument rigorous. 
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