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ABSTRACT 
Large industrial and military developments in some regions of the Russian, Canadian and Scandinavian 
Arctic and sub-Arctic have caused considerab le environmental problems. Non-ferrous metal processing is one of the 
oi·eatest environmental threats oenerated in the Arctic by civil industry because of the high toxicity and durability of o 0 
heavy metal pollution. In addition, the high-latitude vegetation is made particularly vulnerable by the extreme 
climatic conditions, including permafrost. 
This case study co ncentrates on the mining and .s melting complex of Noril'sk city, the largest single 
industrial source of sulphur dioxide emissions in the world (over 2,000,000 tonnes annually) and a lso a large heavy 
metal polluter. As a res ult or the atmospheric emissions, more than 6,000 km 2 of forest have bee n destroyed south-
east of the c ity, in the direction or the prevailing wi nds. 
Mapping and monitoring of such large areas in conditions of extreme c limate, difficult terrain, and absence 
of roads is greatly facilitated by satellite remote sensing, which allows one to obtain inexpensive and regular 
environmental information on a regional scale. 
I have reviewed the environmental research accomplished to date in the Noril 's k region. My analysis has 
identified the lack of spatial detail in characterisation of the damage to natural ecosystems. I have employed 
American and Russian satellite sensor imagery to bridge this gap and compile a detailed map of the health of 
vegetation in the Nori I 'sk region. This type of environmental analysis has not previously been attempted for an area 
so remote and climatically extreme, and therefore presents several methodological challenges. 
I have experimented with a combination of recently developed digital image analysis methods and 
Geographical Information Systems technology and demonstrated that the widely used Normalised Difference 
Vegetation Index is not sufficient to characterise industrially damaged high-latitude vegetation; its remaining 
potential is in change detection. Bidirectional reflectance modelling and correction of reflectance for terrain are 
potentially useful, but suitably detailed satellite sensor and elevation data are not yet available. 
After field visits to the Noril'sk area, I formulated an algorithm to produce a comprehensive and accurate 
vegetation map: the hybrid multispectral, multisource, and multiseasonal classification. Such a classification requires 
several inputs: results of unsupervised spectral clustering of the main satellite sensor image; training data based on 
fi e ld investigations; ex isting vegetation maps; and phenological correction data from an additional satellite sensor 
image taken at a different stage o f the vegetation seaso n. The "hard" c lassifi cation approach was followed , although 
the fuzzy classification may be later developed with more ground data. The result is a 20-class map of the 
conte mporary vegetation state in the Noril'sk region , compil ed from 1995-1 998 satellite sensor data. Of the total 
8529 km2 study area, 1963 km 2 were found to be occupied by dead and heavily damaged vegetation. This includes 
838 kni2 predominantly covered by dead larch forest with varied vegetation underneath. I organised an expedition to 
the area in l 998 to co llect additional ground data, and consequently estimated the classification accuracy at about 
70%. It could be higher in reality , because the comparison of ground and satellite sensor data was hindered by the 
low accuracy of Global Posi_tioning System receivers . 
Then I analysed phenological changes in the Noril'sk area using data from early July (beginning of 
vegetation season) and early August (just after the peak of the vegetation season). Prior to thi s I increased image 
comparabi lity by linear regression based on calibration targets not affected by phenology. The analysis reveals 
increases of the vegetation vigour on mountain slopes after the snowmelt, and its decreases in the lowland part of the 
area, as a result of both natural and pollution-induced senescence. The derived data allowed me to develop a nove l 
technique of phenological correction for multi-year change detection analysis, using I 0-day composites of 
Normalised Difference Vegetation Index images from the A VHRR sensor. By brief change-detection analysis of 
l 972, l 985, and 1995 satel.lite sensor data I have shown that without such a correction phenological differences may 
exceed the effects of industrial degradation. The analysis a lso a llowed me to identify an area of considerable 
degradation about 30 km south-west of Nori! 'sk that appeared after 1972. Degradation immediately south-east of 
Noril'sk was relatively small. s ince the area was already a " technogenic barren" , that is, completely devoid of 
vegetation , in 1972. Exam ination of 1961 satellite sensor photography or the immediate vicinities of Noril'sk 
reveals, however, a 21 % decrease in green vegetation cover by 1995 . 
Finally, I have proposed a methodological framework for assessing the remedia ti on potential of the 
ecosystems and for planning rcmediation in the Noril'sk region within a Geographical Information System (GIS). 
Such assessment shou ld be based on joint analysis of geo logical , gcocryo logical, so il and botanical factors, with the 
use of satellite and aerial sensor images, maps , field materials, and in co-operat ion · with loca l scientists and 
practitioners . The positive remediation experience of the nickel and copper smelter complex in Sudbury, Canada 
may be also useful. In conclusion, I outline further areas of research, which include further improvements to the 
classification and phenological correction algorithms, design of the remote sensing analysis component for the 
proposed GIS; and the analysis of SAR and ASAR data lo improve the identification of dead forests and to reduce 
the dependence of the monitoring techniques on weather conditions. 
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GLOSSARY 
Avtonomnyi Okrug (pl. Avtonomnye Okruga) 
Partially autonomous (mainly in cultural and educational sense) Russian administrative units 
based on ethic groups' settlement. Okrugs form parts of large federal administrative units, such as 
Kray or Oblast'. For example, Krasnoyarskiy Kray includes Taimyrskiy (Dolgano-Nenetskiy) 
Avtonomnyi Okrug and Evenkiiskiy Avtonomnyi Okrug. 
Gauss-Kriiger projection 
A standard projection of the Soviet/Russian topographic maps (utilised on the Krasovsky 
ellipsoid). This projection is very similar to the Universal Transverse Mercator (UTM), save that 
the scale at the central meridian of each 6° zone is 1.0, not 0.9996. The northing co-ordinate is 
the distance from the equator; the easting is relative to the central meridian of the zone, which 
has the constant co-ordinate y = 500,000 m. The easting is preceded by the zone number. 
Kray (pl. Kraya). 
A large Russian federal administrative region, usually in the less developed part of the country. 
Landsat 
An American series of Earth observation satellites, on orbit from 1972. The most widely used 
type of data from this platform are the images from the Landsat MSS (Multispectral Scanner) 
sensor in four visible and near infrared bands, spatial resolution 79x79 m, and the Landsat TM 
(Thematic Mapper) sensor in six visible, near and mid-infrared bands , spatial resolution 30x30 m 
and one thermal infrared band, spatial resolution I 20x 120 m (see a more detailed characteristic 
of sensors in Appendix 4, Table A4-2) . 
Permafrost 
A perennially frozen ground, contarnmg ice and exposed to zero and subzero temperatures 
continuously for a long period of time (at least 2 years) . 
Remote sensing 
"Interpretation of measurements of electromagnetic e nergy reflected from or emitted by a target 
from a vantage-point that is distant from the target" (Mather, 1999a). In context of this research, 
remote sensing is concerned with extraction of information about objects on the Earth's surface, 
using data from aircraft and satellite sensors. 
Resurs-0 
A series of the Russian Earth observation satellites, with sensors based on scanning technology. 
Resurs means "(earth) resource", and O stands for "operative", since data are continuously 
transmitted, in contrast.to the Resurs-F series, that carry photographic cameras and work on short 
missions only. The current Resurs-01 -3 has been on orbit since 1994 and has two main types of 
multispectral scanning devices: the MSU-SK which produces 600-km wide image strips with 
I 50x250 m pixe ls, and the MSU-E which produces 45 km wide strips with 35x45 m pixels. A 
more detailed sensor characteristic is given in Appendix 4, Table A4-2). 
Oblast' (pl. Oblasti) 
A Russian federal administrative region , typically in industrially developed parts of the country , 
and usually smaller then Kray. · 
Talik 
An area of non-frozen soil on top of or cutting through the permafrost, e.g. under rivers and 
lakes . 
Xl 
Technogenic barren 
A term used by Russian environmental scientists to signify a barren area where the living 
veaetation cover has disappeared , and the soil cover was strongly damaged as a result of 
t, 
damaging industrial activity at or near the area, e.g. by mechanical destruction, or persistent 
chemical contamination . See Figure 4-2a for an example. 
Tundra 
A type of vegetation in sub-Arctic and Arctic climatic zones, characterised by absence of forest , 
widespread development of shrub, dwarf shrub, moss, and/or lichen communities on permafrost 
soils. Dominated by low-height and tussocky perennial vegetation adapted to cold climate. 
XII 
ADEOS 
ATSR 
ASAR 
BRDF 
AVHRR 
DEM 
DN 
ERS 
ESA 
GIS 
GPS 
GTOP030 
HRV 
HRVIR 
IFOV 
Landsat TM 
Landsat MSS 
mpc 
MERIS 
MISR 
MNDVI 
MODIS 
MSU 
MSU-E 
MSU-SK 
NASA 
ACRONYMS AND ABBREVIATIONS 
Advanced Earth Observ ing Satel lite (Japan) 
Along Track Scanning Radiometer (on board ERS) 
Advanced Synthetic Aperture Radar (planned on board Envisat satellite) 
Bidirectional Reflectance Distribution Function 
Advanced Very High Resolution Radiometer (on board NOAA 
satellites) 
Digital Elevation Mode l 
Digital number (or raw pixel value in a satel lite sensor image) 
European Remote Sensing Sate llite (ESA) 
European Space Agency 
Geograph ical Information System 
G lobal Pos itioning System 
G lobal 30 Arc-Second Elevation Data Set (freely distributed by USGS) 
High Reso lution Visible (sensor on board SPOT I, 2, 3) 
High Resolution Visible and Infrared (sensor on board SPOT 4) 
Instantaneous Field of View (of a remote sensor) 
Landsat Thematic Mapper 
Landsat Multispectral Scanner 
Maxi mum permiss ible concentration 
Medium Resolution Imaging Spectrometer (p lanned on board Envisat 
sate II i te) 
Multi -Angle Imaging SpectroRadiometer (on board Terra satellite) 
Modified Normalised Difference Vegetation Index 
Moderate Resolution Imaging Spectroradiometer (on board Terra 
satell ite) 
Moscow State University (also known in Russ ian as MGU - Moskovskiy 
Gosudarstvennyi Universitet) 
. Multispectral Scannin g Unit, pushbroom , of high t'eso lution (on board 
Resurs-0 satellites) 
M ul tispectra l Scanning Unit, conica l, of med ium reso lution (on board 
Rcsurs -0 satellites) 
Nat ional Aeronaut ics and Space Administration (US) 
XIII 
NDVI 
NKGRE 
NMMC 
N!IOSP 
N!ISKh Krainego 
Severa 
Normalised Difference Vegetation Index 
Nori l 'sk Complex Geological Exploration Expedition 
Noril'sk Mining and Metallurgical Combine (also known in Russian as 
NGMK - Norilskiy Gorno-Metallurgicheskiy Kombinat) 
Scientific-Research Institute for Foundations and Buried Structures. 
Scientific-Research Institute of the Agriculture of the Far north 
NOAA National Oceanic and Atmospheric Administration (US) 
Okrkomzem Okrug Land Registry Committee 
POLDER POLarization and Directionality of the Earth's Reflectance (remote 
sensor on board ADEOS) 
PVI Perpendicular Vegetation Index 
RGB Red-Green-Blue (three channel representation of a colour image) 
RAO Norilsk Nickel Russian Joint-Stock Company Norilsk Nickel 
Ros!MZ Russian Institute of Land Monitoring 
SAR Synthetic Aperture Radar 
SARVI Soi l Adjusted and Atmospherically Resistant Vegetation Index 
SPOT Satellite Pour !' Observation de la Terre (France) 
SB RAS Siberian Branch of the Russian Academy of Sciences 
SPRI · Scott Polar Research Institute 
TsAGRE Central Arctic Geological Exploration Expedition 
USGS United States Geological Survey 
XIV 
NDVI 
NKGRE 
NMMC 
NIIOSP 
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Chapter 1 
1 INTRODUCTION 
1.1 Significance of the environmental problems in the circumpolar Arctic 
The circumpolar Arctic (in a wide sense, including sub-Arctic vegetation communities) 
has been an arena of mineral resource development and mjlitary activities for most of the 
twentieth century, particularly after World War II. The mineral riches of Alaska, the north of 
Canada, northern Europe, northern Russia and, to a lesser extent, Greenland, such as 
hydrocarbons, rare and precious metals, and diamonds have been mined extensively and often 
with little respect for the environment. Nuclear testing sites and early warning defence stations 
are examples of the military impact in the Arctic. Indigenous communities, leading traditional 
ways of life (hunting, fishing, reindeer herding) were and are deprived of parts of their native 
land for development, and further areas are damaged by air, water and soi l pollution including 
heavy metals, acid deposition, radioactivity, petroleum hydrocarbons and persistent organic 
compounds. Surface destruction due to off-road transport is also significant. 
The Russian Arctic, the particular focus of this study, contains 65-70% of Russian oil 
and gas resources (Mezentseva L 995), as well as unique non-ferrous deposits. Wide industrial 
exploration started in the 1930s, and was brought to the north on the shoulders of Stalin's 
political prisoners - there were few free workers who would agree to start from nothing on the 
frozen tundra. The newly created factories ran primitive and wasteful technologies, which in 
some places have remained unchanged since the l 930-40s. Many industrialised regions in the 
Russian Arctic are in an environmental crisis due to different kinds of impact - from surface 
destruction along oil and gas pipelines to air pollution from metal smelters. 
Environmental awareness has risen across the Arctic in recent years. The Arctic is 
thought to play a significant, although largely still unknown. role in the global environment, 
including the global carbon balance and possible climate changes. Research programmes, e.g. 
International Tundra Experiment (ITEX), part of the International Geosphere-Biosphere 
Programme (IGBP), and of the World Climate Research Programme (WCRP), Tundra 
Degradation in the Russia Arctic (TUNDRA), projects supported by International Arctic 
-Science Committee (IASC), and others are focusing on the study of the natural properties and 
environmental change in the Arctic ecosystems. 
Thanks to the increased appreciation of the importance of the Arctic environment, there 
is a movement to raise the environmental standards of industry. New developments are 
required to go through environmental impact assessment procedures. Such assessments as well 
as remediation require efficient monitoring techniques. The overall aim of this dissertation is to 
review and examine the potential of spaceborne remote sensing for this purpose. There has 
been a number of remote sensing investigations of the damage already caused to ecosystems, 
particularly of the degradation of large areas caused by non-ferrous metal smelting in parts of 
the Russian Fennoscandia (e.g. Hagner and Rigina 1998; Kharuk et al. 1996; Kravtsova 1999; 
Mikkola 1996; Rees and Williams 1997a, b; Solheim et al. 1995; Ty;mmervik et al. 1995). 
Remote sensing is now more often used for mineral prospecting and environmental impact 
assessment in the north (e.g., planning a pipeline route from the Vankor oil fields on the 
western bank of the Yenisey River to Dikson on the Kara Sea by the Shell Group, and four 
other partners; prospecting of a Ni -Cu-Co deposit in Voisey Bay, Labrador, by Earth Resource 
Surveys, Inc. etc ). In some areas further south remote sensing is used for vegetation change 
mapping to assess revegetation efforts, e.g. by Inco Ltd. in Sudbury, Canada (Allum and 
Dreisinger 1986). This dissertation will try to sum up and develop further the current 
experience of remote sensing environmental assessments in the already damaged areas in the 
north, looking at vegetation as a damage indicator, and compare their application in two 
industrially affected sub-Arctic regions. It is hoped that the conclusions of this work are general 
enough to help with the investigation of affected sites in other northern regions, and to enhance 
techniques for environmental assessment of sites of future development. 
A particular environmental 'hot spot' in the Russian Arctic is taken as the main case 
study. This is the mining and smelting complex in the city of Noril'sk in northern Siberia, 
which is believed to be the largest single industrial emitter of sulphur dioxide in the world. It is 
arguably the most disturbed area of sub-Arctic vegetation, described by Viacheslav Kharuk as 
"the largest technogenic catastrophe in the boreal zone''. (Kharuk, 1996, given in translation) . 
I then compare it with the Monchegorsk area in the Kola peninsula (European Russian sub-
Arctic) which suffers from similar impact but over a smaller area, in a milder climate, and in a 
more forested natural environment. 
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1.2 Aims and structure of this dissertation 
This dissertation has three main aims: 
• To present an up-to-date review of the environment and its damage connected with the 
non-ferrous metal industry in the Noril'sk region of northern Siberia, on the basis of 
the author's field research in J 997-1998 and an examination of the extensive Russian 
literature, not previously available in the West 1; 
• To develop optimised computer techniques of satellite sensor image analysis for 
mapping and monitoring high latitude vegetation, taking into account rapid seasonal 
changes and other specific northern features, and apply them to develop a map of the 
contemporary vegetation state at Noril'sk; 
• To analyse the influence of phenological changes in high-latitude vegetation on change-
detection analysis and develop a correction technique. 
The dissertation starts with a brief description of the physical environment and 
industrial history of the Noril'sk region in Chapter 2. The environmental problems caused by 
the non-ferrous metal industry and manifested by vegetation , damaged over a wide area, are 
discussed in Chapter 3. Since the state of vegetation is a good environmental indicator, the 
major accomplished research of the vegetation damage at Nori]' sk is reviewed, showing the 
achievements and recent variability in the estimates of the damaged areas. This is a summary 
following an analysis of over a hundred sources, mainly in Russian, including many internal 
reports consulted at research institutions in Noril'sk, Krasnoyarsk and Moscow, and informal 
interviews with scientists who worked in the area. It is argued that the variations in damage 
estimates are caused by the size of the area potentially affected by air pollution ( of the order of 
300,000 km2), which no longer permits all-inclusive detailed investigations on the ground. 
Remote sensing investigations are therefore warranted. 
The following Chapter 4 discusses the design and accomplishment of selective 
fieldwork (collection of ground data for image interpretation and for accuracy assessment of 
the image classification results) necessary to perform a successful remote sensing analysis in a 
high-latitude vegetation area. The chapter starts by reviewing the spectroscopic foundations for 
vegetation remote sensing, and Earth observation issues specific to high-latitude areas. 
Guidelines for successful image acquisition and fieldwork are drawn. 
1 1 The only previous comprehensive account of Noril'sk was presented by Andrew Roy Bond ( 1983). However, his work has a 
clearly economic-geographical character. Also, although he brilliantly deduced certain aspects, the documentary basis was 
quite narrow, clue to the secrecy and propaganda of the Cold War. 
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In Chapter 5 important image pre-processing steps, such as geometric and radiometric 
corrections are discussed. A special procedure is offered to check the geometric fidelity of the 
maps used in rectification. Later in the chapter standard image transformations, such as 
vegetation indices, principal components analysis and its variant, the Tasselled Cap 
transformation are used to analyse the spectral content of the main satellite sensor image 
(Landsat TM subscene of 9 July 1995). The transformed images produce misleading 
characterisation of vegetation in comparison with previously elaborated maps of vegetation 
damage from the late 1980s to the early 1990s. The main reason for this is the organisation of 
high-latitude vegetation into several layers: often the upper layer (forest) is damaged, but too 
sparse in coverage to contribute much to the spectral reflectance in the image, while the lower 
layer (understorey) is in a better state, and more complete in coverage, and so dominates the 
reflectance signal. Other advanced methods are then discussed, including modelling of 
bidirectional reflectance, reflectance correction with digital elevation data, and utilistation of 
the image spatial content by texture analysis . Unfortunately, suitably high-resolution satellite 
sensor data and elevation data for the two first methods were not availab le, and the texture 
analysis mostly identified cryohydrological patterns, but not variations in the state of 
vegetation 
A new classification algorithm based on adjustments and enhancements of existing 
classification procedures is presented in Chapter 6. The chapter starts by comparing the merits 
and areas of application for the main existing classification approaches, namely the hard and 
soft (fuzzy) classification. The types of classification (unsupervised and supervised) and the 
implementation methods (statistical and neural) are then briefly reviewed, as well as spectral 
unmixing method for mapping continuous fields of variables. The study region is a mixture of 
areas with sharp and fuzzy boundaries, but the hard classification approach was selected in 
order to employ a tried and tested technique over unfamiliar area with limited ground data. A 
hybrid unsupervised-supervised classification is justified, in which a large number of classes is 
automatically generated and then some of them are merged or edited on the base of their 
closeness and thematic meaning. A small number of classes is defined manually, due to their 
irregular nature ( e.g. urban areas with multimodal spectral distribution) or due to noise effects . 
. A set of necessary materials for a successful multispectral, multisource and multiseasonal 
classification is described. The results of the hybrid classification , based mainly on the Landsat 
TM image of 9 July 1995 are then shown: they are briefly described geographically and the 
area statistics are presented. An accuracy assessment based on 1998 ground data follows. 
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Finally, several important adjustments or enhancements to the classification are considered: the 
terrain correction that could be performed if a detailed digital terrain model were available, 
fuller incorporation of the August 1998 Resurs MSU-E image to account for phenological 
dynamics, fuzzy classification and spectral unmixing. 
Chapter 7 introduces the fourth dimension, time, into the study of vegetation damage 
variability. Firstly, phenological changes are examined using images from 9 July L995 and 
1 August 1998. Little long-term. change ( except small fires) is assumed during this three-year 
period on the base of field observations. Thus the change during one month from the beginning 
to peak of the vegetation season is modelled. Along with natural decrease of snow cover and 
increase of vegetation vigour on the mountain slopes, early die-out of vegetation in low river 
valleys is detected which is possibly accelerated by pollution. Later in Chapter 7, knowledge of 
the phenological change is used to develop a phenological correction of multitemporal image 
datasets, and applied to satellite sensor images from 27 September I 972, 27 July 1985 and 9 
July 1995. Results of phenologically corrected change-detection are presented in temporal pairs 
1985-1995, 1972-1995, 1972-1985 for the overlapping regions of images. Changes for the 
1961-1995 period are examined separately, because the available black-and-white CORONA 
photograph of 7 July 1961 cannot be corrected in the same way. 
Chapter 8 gathers the results from previous chapters to provide answers to the 
questions: what information and procedures do we need to ,nonitor vegetation in a high-
latitude region and assess its remediation potential? what results will we be able to get? In the 
first part of the chapter comments are specific for the Nori! 'sk region ; in the second part the 
data requirements are discussed for setting up a similar environmental monitoring elsewhere in 
the circumpolar north. 
The conclusions of the dissertation, and recommendations for future research are 
presented in Chapter 9. 
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Chapter 2 
2 PHYSICAL AND HISTORICAL SETTING 
2.1 Noril' sk region: location in the circumpolar Arctic 
Geographicall y, the city of Nori I 'sk is situated just south of the Taimyr peninsula in the 
noi1h of Central Siberia (Figure 2-1 a), 300 km beyond the Arctic Circ le, at 69°20' N, 88°1 O' E. 
Politically it is a part of Krasnoyarskiy Kray. It lies within a national subdivision of the Kray, 
the Taimyrskiy (Dolgano-Nenetskiy) Avtonomnyi Okrug, but reports directly to Krasnoyarsk, 
the Kray's capital, and in some cases straight to Moscow. The reason for such an unusual 
administrative scheme is the importance of the city's factories, united into the Noril'sk Mining 
and Metallurgical Combine (NMMC), that constitutes the bulk of Russia's non-ferrous metal 
industry. The area occupied by the city, four satellite towns, industries, infrastructure, 
wastelands and land reserved for further development, is designated as the Noril'sk Industrial 
Region. However, for the purpose of this study I refer to the "Noril'sk region" as a general area 
in a radius of up to 300 km from the city which li es within its industrial (particularly air 
pollution) influence. 
Noril'sk is linked with other large populated centres by air and also by year-round 
navigation along the northern Sea Route through the nearby port of Dudinka on the Yenisey 
River. The latter until recently was largely maintained to ship Nori! 'sk metal (mostly nickel) 
production to Europe via Murmansk and to supply ore to subsidiaries of RAO Norilsk Nickel in 
the Kola peninsula (see Figure 2-lb for a sketch map of RAO enterprises). The export 
connection remains important, but the shipping of ore has declined because of growing 
transportation costs. River transport along the Yenisey to and from Krasnoyarsk operates for 2-
3 months a year when the river is free of ice. Regional transport infrastructure is scarce, 
generally being limited to one motor road connecting Dudinka with Kaierkan, Nori l 'sk and 
Talnakh (Figure 2-2), and a railway between Noril'sk and Dudinka which now only transports 
cargo. Off-road vehicles operate widely in winter. In summer much of the transportation is 
performed by helicopter and particularly, and cheaply, by small boats. 
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Figure 2-l. a - Noril 'sk in the circumpolar Arct ic region (moditiecl from CAFF, 1996). The red rect angle shows the 
location of the regional inset (Figure 2-2): b- location of the enterpri ses of RAO Noril sk Nickel (source: Noril sk Nickel, 1999). 
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Figure 2-2. A regional in set showing a Russian geographic map of the Nori! 'sk region . Scale I :4,000,000 (Roskartogratiya, 
1995). The thin red line sho ws a motor road, connecting Dudinka, Kaierkan, Noril 's k and Ta lnak h. The thin blue line depicts 
the approximate position or the Pelyatka - Messoyakha - Noril' sk gas pipeline. The pal e red lines show administrative 
boundaries (thinner lines mark subd ivisions of the Krasnoyarskiy Kray, the wide sub-meridional line shows the boundary 
between the Krasnoyarskiy Kray and the Tyumenskaya Oblasl). Place names men ti oned in the text are annotated in Engli sh. 
8 
2.2 Geological resources 
The main mineral resource mined in Nori! 'sk region is copper-nickel sulphide ore, 
formed in late Palaeozoic and early Mesozoic periods of basalt activation and associated with 
intrusions (Dyuzhikov et al. 1988). Along with Sudbury (Canada) , it is one of the two great 
nickel sulphide deposits currently exploited in the world, and also stands, along with deposits in 
Zimbabwe, as the predominant world source for platinum group metal s. In relation to the 
Sudbury ore, the Talnakh deposit near Noril'sk contains twice the nickel grade, four times the 
copper grade and five times the platinum group element grade (Naldrett 1994, cited in Pearson 
and Pitblado 1995). Other deposits include coal, mined for local needs at Kaierkan . Areas in the 
vicinity of Noril'sk contain considerable further resources of coal, as well as metal ores, but so 
far these have been too expensive to develop, due to the remoteness and the lack of 
infrastructure. Noril'sk also serves as a geological exploration base for the whole of the Taimyr 
peninsula and the islands off its shores. 
2.3 Regional topography and hydrology 
Nori! 'sk is situated in a large valley on the western side of the Putorana plateau between 
the Kharaelakh mountains and the Lontokoisky Kamen' Ridge, mountains with average heights 
of 900-1000 m, but rising in some areas to 1600 m (Figure 2-2). These mountains are dissected 
by numerous river valleys, mainly of tectonic origin (Mel'nikov et al. 1996). The western and 
north-western parts of the area gradually descend to the Yenisey plain with heights of about 
100 m. These lowland areas are of accumulative origin, in a few locations interrupted by 
outcrops of intrusive origin. 
Large bodies . of water in the region include Lake Pyasino, an area of shallow water 
lying on the Yenisey plain , and a system of deep and clear mountain lakes in the Putorana 
mountains , the largest being Lama (Figure 2-3a) , Keta and Khantaiskoye. In the south the area 
is bordered by the Khantaiskoye reservoir, which was created 'in 1970 - 1977 (Dryukker et al. 
1986) to provide Nori l'sk with additional energy through a hydroelectric plant in Snezhnogorsk. 
Today the Snezhnogorsk pl ant provides less than 5% of the total eriergy. However, the 
reservoir has caused the development of severe thermal abrasion along its permafrost shores, 
and has altered the ground water level. This is believed to contribute to forest degradation in the 
area around the reservoir (see photograph in Figure 2-3b). 
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Figure 2-3. Natural and artificial water bodies in the Noril'sk region : a - vistas of western Lama Lake in the Putorana 
mountains (photograph by E.I. Golubeva, 1997); b - forest degradation along the shores of the Khantaiskoye reservoir (author's 
photograph, 1997) 
10 
2.4 Geocryology and climate 
Noril'sk lies in an area of continental Arctic climate, characterised here by a mean 
annual temperature of -10,4° C (Belaya et al. 1996), low insolation, 45 days of polar night and 
67 days of polar day. The winter is extremely cold, with temperatures often reaching -50°C and 
accompanied by strong winds, generated by cyclonic circulation. Snow cover is present for 
eight to nine months a year. Ice starts to break up on smaller rivers and lakes around 15 June, 
and they start to freeze again around 10 October (lsaev et al. 1994). Large Jakes clear of ice in 
the first half of July and freeze in late October. Similar seasonality is characteristic of the 
K.hantaiskoye reservoir (Dryukker et al. 1986). The cool summer lasts for 2-3 weeks and the 
remaining two to three months of the year are taken by spring and autumn (Gorshkov, 1997). 
Altogether this region is considered to have one of the most severe climates in the Siberian 
north, barely suitable for habitation. Special construction designs were developed, such as the 
aiwngement of apartment houses in special mini-districts ("aerodynamic groups" and 
"cryptoclimatic complexes"), to create enclosed courts in the middle, protected from snow 
accumulation and winds (Yakovlev 1987). 
The prevailing direction of winds is sub-meridional, with winds from northerly 
directions occurring in summer months (Vlasova et al. 1993). This has important implications 
for the distribution of air pollution - the Rybnaya River valley to the south-east of Noril'sk is 
subject to severe impact during the snow-free period. The situation is worsened by persistent 
rains (often 5 to 7 days long) and typically low clouds (50 to150 m above ground) that tend to 
keep the acidic emissions close to the surface (Mel 'nikov et al. 1996). 
The geocryological situation is extremely variable, with change in the thickness of the 
permafrost from 5 to 800 m (Demidyuk and Kondratyeva l 989). General ly, massive permafrost 
prevails , but large taliks (thawed areas) occur under rivers and lakes, in particular the 
Noril'skaya River, and Lake Pyasino. According to the Geoctyological map of the USSR at a 
scale of 1 :2,500,000, the mean annual temperature at the lower boundary of the active layer 
varies from +0.5 to -2°C in the Noril'skaya River valley and around Khantaiskoye reservoir 
(areas of discontinuous 80% permafrost coverage), to -1 to -3°C in the Rybnaya River valley 
and around Lake Melkoye (continuous permafrost interrupted or overlaid by taliks), and down 
to -5 to -9°C in the Kharaelakh and the central Putorana mountains (continuous permafrost). 
The presence and variability of permafrost creates an unstable ground situation in areas with 
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significant heat pollution, such as the city of Nori! 'sk, with its smelting factories and heating 
systems, and the settlements of Talnakh, Kaierkan, Oganer and AJykel. Heat emission from the 
buildings and factories of Noril 'sk can clearly be seen in thermal infrared satellite sensor 
imagery (Figure 2-6b). Warming has led to permafrost degradation and the collapse of 
buildings. 
2.5 Vegetation cover 
Noril'sk is situated in the northern treeline region, between the shrub-dominated 
southern sub-Arctic tundra (Figure 2-4a), and sparse pretundra forests, dominated by larch 
(Larix sibirica, Larix czekanowskii and Larix gmelinii), with a pronounced presence of spruce 
(Picea obovata) and some birch (Betula pubescens), particularly on well drained and well 
illuminated mountain slopes. The canopy cover in these northern sparse forests does not exceed 
10-30% (Abaimov et al. 1997). The trees grow on frozen soils, the depth of seasonal thawing 
being from 15 to 70 cm, and develop a dense root system. The competition by tree roots for the 
thin soil layer is the main limiting factor of growth, hence the thin , open canopy (Abaimov and 
Sofronov 1997). As a result, there is little competition for light and so shrub undergrowth is 
abundant (Alnus fi'uticosa, and several species of Salix and Betula). The lower layers of 
undergrowth are populated by dwarf shrubs, such as Betula nana, Ledum decumbens, 
Vaccinium uliginosum, Empetrum nigrum, mosses, such as Polytrichum juniperum, and 
lichens (many species of the genus Cladonia, Cladina and Cetraria) . On the Yenisey plain, 
south-west of Noril'sk, islands of larch forest are interspersed with polygonal hillocky bogs, a 
typical permafrost feature (Figure 2-4b ). The higher parts of the bogs are covered by a 
combination of dwarf shrubs and lichens, while cotton grass (Eriophorum vaginata) and sedges 
(Carex sp.) dominate the lower, wetter areas. WeJJ -drained mountain slopes, particularly those 
facing south, feature well-developed northern taiga larch and spruce forests. Formerly a large 
part of the Yenisey plain south-west of Nori! 'sk and the mid-slopes of the Rybnaya River valley 
had significant amounts of lichen and served as reindeer pasture, but by 1991 the lichens were 
dead because of excessive emissions from the Nori l'sk smelters (Vlasova et al. 1991 ). 
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b 
Figure 2-4. Typical vegetation in the Noril'sk region: a - southern shrub-dominated tundra , upper Pyasina River basin , 90 
km north of Noril'sk; b - islands of northern larch forests between raised bogs, 100 km south-west of Noril'sk on the Yenisey 
plain (author's photographs , 1997). 
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The above brief description is based mainly on field observations in the Nori l 'sk area 
in the summers of 1997 and 1998 1• The vegetation of the region was previously described by 
Moskalenko (1965) and mapped at a scale of 1 :500,000 in 1964-67 (Shchelkunova et al. 1974) 
for assessing reindeer fodder potential. Essentially this was a general vegetation map and as 
such was very important: it registered the vegetation of the Nori I 'sk region at an early stage of 
industrial degradation. In the present study it served as a guiding document in performing 
remote sensing-based mapping and change detection. Part of the map is shown in Figure 2-5 . 
The very approximate drawing of the hydrological network made accurate regi stration of the 
map to satellite sensor images difficult, but it was possible to identify many large vegetation 
patches. The detailed legend descriptions provided much valuable information. 
At least one more geobotanical survey was conducted west of Nori I 'sk, in 1986 at 
a scale of 1 :200,000, to assess the fodder potential of the remaining reindeer pastures 
(Bocharov et al. 1986). It covered slightly to moderately damaged areas where the lichen cover 
was partially preserved, and concentrated on the assessment of reindeer-bearing capacity of 
particular areas. Other than for reindeer herding purposes, little regional vegetation mapping 
has been performed. Currently the reindeer herding industry is in decline, due to the collapse of 
the previous economic system and further degradation of lichen pastures, and so new mapping 
is unlikely to occur. 
the author would like to thank Dr E.I. Go lubeva (MSU) fo r providing the vegetation descriptions in 1997, as well as 
T.M.Ylasova and I. N. Pikuleva (N II SKh Krainego Severa) for va lu able discussions and help with plan t iden tification in 
1998. 
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Figure 2-5. Excerpt from the geobotanical map by Shchelkunova et al. ( l 974,). Scale l :500,000. Georeferenced by the 
author to the Gauss-Kruger projection on the Krasovsky ellipsoid (co-ordinate grid in metres). Translation of example codes 
from the legend (the full legend is not given for reasons of space): 61- Larch forests with dwarf shrubs (Ledum decumbens) , 
lichens (Cladonia, Cetraria) and green mosses; 80 - Spruce-larch forests with dwarf birch (Betula middendorfii) and alder 
(Alnasier fruticosus) undergrowth, with dwarf shrubs (Vaccinium uliginosum, V. Vitis idaea, V. 111yrtillis) and green mosses 
(Aulacommium palustre, Hylocomium proliferum. Dicranum elongatum); 91- Raised bogs with specific vegetation: dwarf 
birch, dwarf shrubs (Ledum palustre etc), lichens (Cladonia, Cetraria) and sphagnum moss associations on raised hillocks, 
cotton grass, sedge and sphagnum . in bog pools; 99 - Burnt areas in place of larch forests, with regenerating larch, sparse dwarf 
birch, willows and well developed cover of V. uliginosum and green mosses; 108 - Sub-Arctic dwarf shrub (Cassiope 
tetragona, V. uliginosum) - lichen (Alectoria ochroleuca, Cladonia alpestris. Ce!raria cucu/lCl!a) stony tundra. 
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2.6 Industrial development 
Archaeological evidence suggests that the Nori] 'sk region was populated by indigenous 
people as early as six or seven thousand years ago (Khlobystin 1998, Lama 1992). Russian 
explorers in the sixteenth and seventeenth centuries would travel through the Noril'sk area to 
the Taimyr peninsula. Allegedly, smelting in the seventeenth-century town of Mangazeya on 
the Taz River used ore from Noril'sk (Urvantsev 1981). Intensive development of local mining 
and smelting started from 1935 as a part of the Soviet industrialisation programme, in the 
severe conditions of the northern Siberia, on a wild forest-tundra landscape, with almost no 
previous permanent settlement. The main workforce up to 1956 was the labour camp prisoners, 
who struggled against the hostile elements and lack of supplies. It was the first large industrial 
construction in such an extreme environment, and it was marked by the "bootstrapping" 
philosophy, as described by Bond (1983). The first smelting of nickel was achieved in 1942 
with the help of metallurgists from the Monchegorsk smelter evacuated to Noril 'sk during 
World War II. Production was boosted when the industry switched to the newly discovered 
ores from nearby Talnakh in the mid-1960s. The enlargement of industry was supported by an 
increased energy supply by means of a gas pipeline system laid from Messoyakha on the 
western bank of the Yenisey River, now being extended to the new Pelyatka gas fields (see 
Figure 2-2). Noril'sk city has grown greatly since the 1960s and has become the largest city 
beyond the Arctic Circle (250,000 people in 1998, including the satellite towns). 
Figure 2-6 illustrates the growth of the city in the last forty-four years . In 1961 the 
construction of the new, free, city was underway east of the elongated lake (Lake Dolgoye). 
Smoke from the copper factory can be seen north-west of it. By 1995 the city had grown more 
than twice as large, thl? Nadezhclinsky factory had been constructed west of Noril 'sk, and a new 
city district, Oganer, appeared in the east. In addition, a whole new mining town, Talnakh, 
appeared further to the north-east ( outside the image limits). The 1995 image is a composite of 
the thermal and middle infrared Landsat TM channels, showing the developed areas in bright 
red and yellow colour with a specific texture (pattern of buildings, degraded in this medium 
resolution image) . 
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Figure 2-6. Growth of the Nori I 'sk city from 1961 to 1995: a - a black-and white photograph from the KH2 camera of the 
American CORONA mission, 7 July 1961; b - a Landsat TM image, 9 July 1995, bands 6, 7 and 5 (thermal and mid-infrared) as 
red, green and blue, showing warm developed areas in red and yellow. Illuminated mountain slopes south of the city show in 
light green and blue. Scale of the main maps: I :200,000. Scale of the insets: I :70,000. Gauss-Kruger projection on the 
Krasovsky ellipsoid. Thin blue lines show the extent of built-up industri al and residential areas in 1961 ; the thi ck blue line 
shows the high-rise residential district, or the "new town" , built in Noril'sk by 1961. 
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Noril'sk has by now become the largest non-ferrous metal producer in Russia and an 
important player in the world metal market. In 1998, RAO Norilsk Nickel's generated 1.5% of 
Russia's total industrial production. At the internal Russian market, Norilsk Nickel, including 
its smaller Kola peninsula subsidiaries, produces 90% of country's nickel , 60% of copper, 85 % 
of cobalt, and 95% of platinum-group metal. At the same time, Norilsk Nickel produces 20% 
of the world's nickel , more than 40% of palladium, 24% of platinum, 20% of rhodium, 6% of 
cobalt and 3.5% of copper (Norilsk Nickel, 1999). 
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Chapter 3 
3 NORIL'SK REGION: INDUSTRIAL IMPACT ON VEGETATION 
3 .1 First evidence of the vegetation damage 
Prior to its industrial development in 1934, the Noril'sk area was occupied by a northern 
taiga forest, with larch trees (Larix sibirica) up to 10 m tall, and also some spruce (Picea 
obovata), birch (Betula tortuosa) and rowan trees. Towards the Yenisey River, hundreds of 
square kilometres of taiga were gradually changing to typical dwarf shrub tundra with single 
larch trees (Urvantsev (1934) cited in Kasimov (1995)). Human presence was only indicated by 
a few hunters' huts, traces of local coal and copper mining from the late nineteenth century, 
and shafts of geological reconnaissance by Urvantsev's group, starting from 1920. The 
intensive human influence in Noril'sk may be approximately dated from 1935, when the 
construction of the future factories was announced by an official decree and large transports of 
prisoners were brought in. By 1938 the Noril'sk labour camps numbered about 8,000 people, 
and by the end of 1939 there were 19,500 (L'vov, 1998). To this we should add a smaller but 
unknown number of free workers. Forests in the Noril'skaya Valley were used for the 
construction of houses, mining shafts and small industrial installations. The incidence of forest 
fires is likely to have increased due to the growing population. By the present day the forest in 
and immediately around the city has been practically eliminated, and the landscape turned into 
barren or disturbed tundra. A sparse forest, dominated by birch, with many old larch stubs, can 
be still seen while travelling from Noril'sk to the north-east, in the direction of Talnakh 
(author's own observations, 1998). 
A full-scale nickel smelter started to operate in Noril'sk in 1942, and a large copper 
smelter in 1950. Emissions of sulphur dioxide into the air originated in the process of smelting 
the ore, and also from burning coal which was the major fuel until supplanted by gas in the 
mid- l 970s (Bond, 1983 ). Later the use of coal was reduced, but increases of sulphur content in 
the ore and of metal production, not accompanied by appropriate pollution control 
improvement, completely overtook this minor reduction. 
These sulphur dioxide emissions are believed to be the major cause of the desiccation of 
the forest, which the local population had noted from the mid -1950s; and by the late 1960s the 
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area of dead forest was estimated at 50 km2 (Kharuk, 1998). Evidence of high S02 
concentrations in the air of Noril'sk city is given in the study by Dubrovskaya (1961), cited in 
Bond (1983) . A 1:500,000 geobotanical map of 1964-67, compiled by Shchelkunova et al. 
(1974), shows two areas of "burned forest" (gari) with larch and dwarf shrub regeneration 
around Noril'sk. One is immediately west of the city and covers about 29 km2. The second area 
is much larger, about 480 km2, and it stretches, without interruption , for 30 km to the south-east 
of the Noril 'sk nickel plant, into the Rybnaya River valley. It is not clear if "burned" in the map 
legend means slash fire areas, or the forest "burned" by the sulphur dioxide. However, the more 
probable interpretation of such a large area of forest is that it has been industrially affected, 
rather than simply burned in one or more slash fires, given the general wetness and coldness of 
the natural landscape, and the abundance of water divides - lakes and rivers . This guess is also 
supported by use of the term "burned forest" (gar) for industrially degraded forest in the 
Noril'sk region in the report by Mel'nikov et al. (1996). Also, a combined action of forest fires 
and industrial impact might have occurred in the following way: after the forest has been 
desiccated by industrial emissions, it would be much more inflammable and so susceptible to 
forest fires. Such a mechanism of forest destruction is also seen around the Monchegorsk nickel 
smelter in the Kola peninsula. Typically, forest fires are accidentally induced by the human 
population, which presently reaches about 250,000 people in the Nori I 'sk urban agglomeration. 
V .I.Kharuk ( 1998) states that a major increase in the rates of forest desiccation occurred 
after the inauguration of the new Nadezhdinsky factory (from 1979-1984), which facilitated a 
great increase in metal production based on the newly discovered rich ores from Talnakh. 
These ores have a very high (up to 33%) percentage of sulphur. Sulphur dioxide emissions 
reached their maximum (around 2,300,000 tonnes per year), and a number of "salvo" 
discharges of S02 in high concentration occurred, considerably damaging the forests. The 
super-high stacks of tbe Nadezhdinsky factory (250 m), situated on a 200-m upland, facilitated 
the long-range transport of pollutants (Kharuk et al. 1995). Ironically, the new plant was 
supposed to use the latest technology to prevent harmful emissions. However, the best level of 
sulphur utilisation achieved was only about 40%, in the late l 980s, and then , with the general 
economic collapse, it fel l almost to zero (Savchenko 1996). The main reason for this negligence 
was a financial one: commercial production of sulphur was uneconomical because of high 
transportation costs, and the factory quickly ran out of storage space for unwanted sulphur 
(N.N. Orlov, Noril'sk Regional Nature Protection Committee, 1997, pers. comm.) . 
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3.2 Scope of environmental problems 
This section outlines the current environmental situation and results of recent 
vegetation-focused research in the Noril'sk region. It is by no means an exhaustive review, as 
many studies are only documented in internal reports of various institutions; however, I hope to 
have covered most of the major works. 
3.2.1 Major pollutants and types of disturbance 
The principal pollutants of Noril'sk' s industry are considered to be sulphur dioxide 
(S02), nitrogen oxides, and heavy metals (Kharuk, 1998). The metal pollutants whose content 
exceeds maximum permissible concentrations include Ni, Cu, Mo, Cr,Ag, Sn, Co, Fe in soils, 
Ni, Cu, Ag, Cr, Co, Fe in bottom deposits of water bodies, Sr, Cu, Ni, Cr, Ti, Mn in the surface 
waters. Within the Noril'sk Industrial Region (ea. 1,600 km2 around Noril'sk) all these elements 
reach dangerous levels of pollution. Vegetation is polluted by Cu, Ni, Co, Ag, Pb and Cr, and 
diminished over an area of at least 6,800 km2. (Mel'nikov et al. 1996). 
Types of ecosystem disturbance include (adapted from Gorshkov, 1997): pollution by 
air emissions from the Noril'sk factories, power stations and transport; surface and underground 
ore extraction; creation of tailings ponds, spoil banks, and urban waste storage areas; geological 
exploration drilling; construction and exploitation of city infrastructure; construction and 
exploitation of transport infrastructure; destruction of tundra by off-road transport in summer; 
pollution of surface and underground water bodies; change of underground water levels as a 
result of their use; recreational use of suburban landscape; overgrazing as a result of intensive 
reindeer herding on diminishing pastures. 
Pollution statistics are rarely published, but it is believed that the annual emissions of 
S02 reach about 2,000,000 tonnes on average (Kharuk, 1998). According to official data 
(Shekhovtsov and Zvonov, 1993), in 1991 atmospheric emissions reached 2,397,191 tonnes 
of S02, 18,129 tonnes of NOx , and 31,651 tonnes of solid particles containing heavy metals. 
The same source states that 101. 9 million m3 of polluted water was discharged into water 
bodies, all poorly purified or without purification. Discharges in waste waters reached 8.2 
tonnes of nickel, 2. 7 tonnes of cobalt, 49,760 tonnes of sulphates, 15,370 tonnes of chlorides. 
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The most recent published statistics (Anon. 1997) states that annual emission of S02 
from Noril'sk in 1997 was 2,121,100 tonnes. The amount of other pollutants was not stated. 
The establishment of an independent air/water monitoring station that could provide 
objective, operative and open information would greatly facilitate environmental research, 
such as the estimation of critical pollution loads. Unfortunately the opposition of local 
industrial concerns has prevented it from happening. 
3.2.2 Regional and circumpolar impact of pollution from Noril'sk 
Noril'sk undoubtedly plays a significant role as a regional polluter. A group of Canadian 
scientists looked at the contamination of lake waters and bottom sediments within a 110 km 
radius and found them to be at least as contaminated with Cu and Ni as in the region around a 
similar smelter in Sudbury, Ontario (Blais et al., 1999). Current geo-ecological research of 
NKGRE has revealed geochemical contamination at distances of over 120 km north of Noril'sk, 
in an area previously considered as clean, although it is still too slight to be visually apparent 
in the state of vegetation (Yu. 0. Mel'nikov, 1998, pers. comm.). Other researchers indicated 
that in 1991 primary effects of the air emissions on lichens were detectable at a distance of 200 
to 280 km south-east ofNoril'sk (Vaganov et al. 1992). 
In the amount of annual sulphur dioxide emissions, Noril'sk surpasses similar smelters 
in the Kola peninsula and in Sudbury roughly by an order of magnitude. It remains in the first 
place by the total amount of emitted pollutants in the Russian Federation (Anon. 1997). At the 
circumpolar · scale, the vicinities of the Kola and Noril'sk smelters have the highest 
concentrations of atmospheric heavy metals in Arctic air (Thomas, 1998) and are believed to be 
the dominant sources of sulphur north of 65° N (Kamari, 1998). Kamari (1998) stresses the 
necessity for more quantitative data from the Noril'sk area, which until now has been poorly 
known. 
A confirmation of at least the regional scale of the Noril'sk's pollution comes from 
satellite sensor imagery. Figure 3-1 shows a Resurs MSU-SK false colour composite of 10 July 
1998, with smoke plumes from Noril'sk factories stretching for over 500.km to the south-west, 
and joining a sub-meridional cloud circulation. 
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Figure 3- 1. Resurs-0 MSU-SK image or I O July 1998. RGB composite or bands 4. 2. and I. Co-ordinates in metres are 
given in the Gauss-Kruger projection of Russian topographic maps (the image was geometri ca ll y co rrected in Geo Transformer 
software of R&D Cent re ScanEx. Moscow, and then adjusted using ground control points). 
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3.2.3 Extent of damage to vegetation 
Perhaps the earliest extensive studies ( from 1976) of the areas of damaged forest were 
conducted by expeditions of the Russian Federal Forestry Service. These areas increased 
from 3,884 km2 in 1976 to 5,452 km2 in 1986, or by 161 % (Kovalev and Filipchuk, 1990). 
Judging by the distribution of the different categories of damaged forest (Figure 3-2a), 
weakened, severely weakened and dying forests form relatively narrow fringes around the 
dead forests. 
a 
1976 1978 1980 1982 1984 1986 
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b 
'- C 
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..., 19B7 
1991 
Figure 3-2. a - dessication dynamics of forests damaged by industrial air pollution. Area in 1976 (3,384 kni2) is taken as 1 
unit. Adapted from (Kovalev and Filipchuk 1990). l • weakened forests, 2 - severely weakened forests, 3- dying forests, 4 - dead 
forests; b - growth of the area of dead forests (Kovalev and Filipchuk, in Kravtsova 1998a). 
The most detailed available map of forest damage in the region dates back to 1988 
(see the excerpt in Figure 3-3). It is based on a ground and air survey by the Forestry Service 
(expedition leader Zubkov, and chief engineer Krotov), and shows dead forests all the way 
south to Khantaiskoye reservoir, i.e. for about 120 km. _However, tundra areas are not 
managed by the Forestry Service and so are not characterised at all. Unfortunately, the map is 
also very distorted geometrically, and even after piecewise rectification the location errors are 
still about 200-500 m. 
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Figure 3-3 . An excerpt from the schematic map of the territory subject to the impact o r industrial emissions from NMMC. 
Forest survey of 1988, original scale of the map 1:300,000 (Zubkov and Krotov 1988). Approx imately georefercnced lo the 
Gauss-Kruger projection on the Krasovsky e llipsoid (co-ordinate grid in metres) . Co lours are as fo llo ws: green - healthy forest s, 
yellow - weakened forests, orange - severely weakened forests, grey - dead forests. Numbers refer lo forest parcels. 
25 
At the same time or slightly later Boris Kovalev , Tat'yana Vlasova and Andrei 
Filipchuk conducted a joint study to examine the overall state of the ecosystems by the use of 
indicator species such as certain lichens. The content of Cu, Ni, Co, Zn and S in plants of 
different groups (trees, shrubs, dwarf shrubs, sedges, grasses, mosses, lichens) was also 
studied. A map of the air pollution, as reflected by the condition of lichens (sensitive 
indicator plants), was presented in research papers (Vlasova et al. 1991, Klein and Vlasova 
1992) and is shown in Figure 3-4. The polluted area is depicted as an approximate ellipse 
with the major axis in the direction of the prevailing winds and some al lowance for the terrain 
features . The area of maximum and severe pollution roughly corresponds to the extent of 
dead forest (where it was present) in 1988 on the map by Zubkov and Krotov. 
0 20 40 60 80 km 
. . ,~'{0' De2'reeofnolluti on 
":·. ·.,·/ ., ,· .,., ,,, . -Maximum 
as· E 
· ".1/" ~Severe 
IZ?Zl Moderate 
c=]Slight 
D Relatively clean 
92°E 
Figure 3-4. Degree of pollution in the zone radiating from the Nori I 'sk metallurgical complex as refl ected in condition of 
lichens (Klein and Vlasova 1992). 
Apart from studies of the state of lichens by Vlasova et al., and monitoring by forestry 
organisations, the area was studied in a number of environmental aspects in the early 1990s. A 
team from the Sukachev Forest Institute in Krasnoyarsk carried out research in the Noril 'sk 
region in 1991-1992. Separate chapters of their report (Vaganov et al. 1992) discuss: changes 
in larch growth; su lphur pollution as reflected by its concentration in the ass imilation parts of 
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plants; lichens as indicators of air pollution; soil pollution ; mathematical modelling of the 
distribution of air pollution; the impact of pollutants on forest ecosystems and problems of 
environmental monitoring (including assessment of the potential of remote sensing methods). 
Field studies have provided baseline data for what the authors titled "the first stage of the 
environmental monitoring". More recent results of this ongoing project have been reported by 
Vyacheslav Kharuk (Kharuk et al. 1995, 1996). They include schematic maps of ecosystem 
disturbance, based on visual analysis of satellite sensor images, which illustrate the potential of 
their use for more precise analysis. The work of this group is complemented by research of 
Ivshin (1993) who studied the response of larch, spruce and birch species to sulphur dioxide 
emissions. 
Also in the early 1990s studies of soil and vegetation cover were conducted by Kirill 
Kulikov (1997), who compiled an ecological map reflecting the state and degradation of soils in 
the Rybnaya River valley on the basis of field data aided by visual interpretation of aerial and 
satellite sensor images. He once again confirmed the usefulness of satellite sensor data (in red 
and near infrared channels) for ecological mapping in this region. In his study they were 
interpreted in conjunction with detailed air observations and video films of the Rybnaya River 
valley. His work partially inspired this dissertation, which tries to develop and optimise a more 
comprehensive digital approach. 
A large geological-ecological mapping project was conducted in the Noril'sk region at a 
scale of 1:1,000,000 in 1991-1995 by NKGRE (Noril'sk Complex Geological Exploration 
Expedition). This could be viewed as a second attempt to establish a basis for environmental 
monitoring. NKGRE's comprehensive report (Mel'nikov et al. 1996) includes a large quantity 
of important baseline information that could serve as a base for future environmental 
monitoring. Extensive geochemical sampling (474 samples of snow, 1298 samples of soil and 
bedrock, 1298 samples of vegetation, 949 samples of water, and 649 samples of bottom 
sediments) was carried out. The report identifies areas of anomalous metal concentrations in 
soil and various plants and estimates the area of ruined vegetation (of all kinds) at 6,800 km2. 
Unfortunately, the geochemical analyses were published only in a generalised form, after being 
grouped and averaged, therefore comparison with other studies is difficult. The mapping scale 
of 1: 1,000,000 was also somewhat too general (Figure 3-5), excluding a few test areas covered 
by more detailed mapping. 
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Figure 3-5. Map of the degree of landscape disturbance from Mel'nikov et al. ( 1996). Original scale I: I ,OOO.OOO (here 
reduced). Classes of disturbance are shown as follows (original class names preserved): white background: technogenic changes 
occupy less than 10% of the landscape; yellow colour: I 0-25% of the area is changed; orange: 25-50% of the area is changed 
(area of the mass forest degradation); red: over 50% of the area is changed (area of full destruction of forests). Area of heavy 
metal contamination in plants is hatched. 
A more detailed mapping has been carried on the bas i's of field data ( 1991) by Belaya, 
Gorshkov, and Mel'nikov (see Belaya et al. 1996). Their map is shown in Figure 3-6. It 
integrates information about natural landscapes and industrial influence i_n an instructive form, 
well suited for planning remediation measures. A list of such measures in conjunction with this 
map is published in (Gorshkov 1997). Unfortunately, the map only covers a very limited 
geographic area and excludes most of the highly disturbed Rybnaya River valley to the south-
east of Noril 'sk . 
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Figure 3-6. Ecological and geographical map of Noril 'sk region. Original scale l :500 OOO (reduced). Adapted from E.G . 
Belaya, Dr. S.P. Gorshkov, D. V. Melnikov (1996). Legend is given in translation (continued on the fo ll owing page) 
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Figure 3-6 (co ntinuation of the legend of the ecological-geographical map by Belaya et al. , 1996) 
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3.3 Conclusions: why is the previous research not sufficient? 
Analysis of the previous research projects studying industrial impact in Noril' sk show
s 
that although being very valuable, they often were "one-off', bec
ause ground surveys are too 
expensive to repeat regularly. Frequently they were conducted in 
isolation from other research 
groups and the results presented in a form difficult to compare 
with other projects. Another 
shortcoming is the lack of spatial detail in the resulting maps of in
dustrial impact. Yet another 
problem is the ever-increasing area under industrial impact so 
that comprehensive ground 
investigations become less and less feasible. A chronology of
 damage estimates seems to 
confirm this (see Table 3-1 on the next page). A steady growth of the damaged v
egetation area 
was observed from the 1950s to the earlyl990s, during which peri
od the regular forest survey 
was performed. There were unexplained differences of up to 20
% in estimates of damaged 
forest area in 1976, 1982 and 1986 reported by Kovalev and
 Filipchuk in two parallel 
publications. This was probably caused by the inclusion/exclusion
 of some forest types. When 
the forest survey ceased in 1991, variation in the assessments bec
ame dramatic, ranging from 
8,000 to 30,000 km2. If we take the 280 km radius of the affected lichen
s zone (Vaganov et al. 
1992) and extrapolate it to all directions around Noril'sk, it would give 250,000 k
m.2, probably 
even 300,000 km.2 at the present time. A field confimiation of 30,00
0 to 300,000 km2 would be 
a daunting task. 
There were attempts to use remote sensing data for environmental
 mapping, but by and 
large these were limited to visual interpretation, and thus quite sub
jective and difficult to repeat. 
Therefore computer processing of relatively high-resolution digital
 multispectral satellite sensor 
imagery, such as produced by the Landsat Thematic Mapper, shou
ld be thoroughly assessed as 
an alternative monitori~g tool in the Noril'sk region. This is a dif
ficult geographical area even 
for remote sensing, due to the specific climatic conditions as dis
cussed in Chapter 4. In the 
following Chapters 5-8 I will test some standard image proces
sing techniques against the 
ground data, develop my own optimised processing routine (in particular, utilisin
g phenology), 
apply it to test Landsat TM and MSU-E images of 1972, 1985, 199
5, 1998, and perform change 
detection on image subsets covering the period 1961-1998. The 
implications of these results 
for the implementation of remote sensing monitoring are discussed
 in Chapter 8. 
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Table 3-J. Areas of industrial damage in the Nori l 'sk region: temporal changes and growing di screpancies in the most 
recent sources 
Year 
T11e mid 
I950s 
The late 
1960s 
1967 
1976 
1978 
1980 
1982 
1984 
1986 
1987 
1989 
1990 
1990s? 
199 1 
1994? 
1994 
1991-95 
1997 or 
earlier 
1998 
Damaged area and its characterisation 
( estimates not related LO vegetation in italics) 
Degradation of forests started 
Area of dead forest was estimated at SO km2 
Two areas of "burned forest": 29 km2 west of the 
city, plus 480 km2 SE of the city, stretching fo r 
30 km 
3,884 km2 of damaged forest 
or 
3,225 km2 of dead and damaged forest and 
shrubs 
3,977 km2 of dead and damaged forest and 
shrubs 
4,269 km2 of dead and damaged forest and 
shrubs 
5,177 km2 
or 
4,355 km2 of dead and damaged forest and 
shrubs 
4,453 kn/ of dead and damaged fores t and 
shrubs 
5,452 km2 of damaged forest 
or 
4,566 km2 of dead and damaged forest and 
shrubs 
5, 425 km2 of dead and damaged forest and 
shrubs 
5,422 km2 of damaged forest (3, 238 km2 of 
closed canopy forest and 2, 184 km2 of sparse 
forest) 
Soil contamination by Cu: 9,000 knl; 
by Ni: 5,500 knl ; by Co: 1,500 knl 
5,651 km2 of dead and damaged forest and 
shrubs 
Over 5,000 km2 of dead and damaged forests 
Plus ·over 2,000 kn/ of water bodies lost fishing 
quality 
Up 10 10,000 k11l of con.laminated snow cover 
9,031 km' of dead and damaged fores t and 
shrubs 
An estimated to tal of30,000 km2 of reindeer 
pastures are under direct influence of the Noril'sk 
industrial complex 
About 8,000 km2 of dead and seriously damaged 
boreal forest 
At least 6,800 km2: area of mass vegetation 
degradation 
Contamination by heavy metal s: 21,000 km2 for 
larch, 6,000 km2 for shrubs , and 13,000 km2 for 
mosses and lichens 
O ver 5,000 km2 o f damaged forest 
The total area of dead and damaged forest 
vecretation is of the order of 20,000 km2 
Source 
(l;<.haruk et al. 1995) 
(Kharuk 1998) 
Measured on the map by 
Shchelkunova et al( 1974) 
(Kovalev and Fi lipchuk 1990) 
(Fi lipchuk and Kovalev 1990) 
(Fi lipchuk and Kovalev 1990) 
(Kovalev 1997) 
(Kovalev and Filipchuk 1990) 
(Filipchuk and Kovale v 1990) 
(Fili pchuk and Ko valev 1990) 
(Koval ev and Filipchuk 1990) 
(Fili pchuk and Kovalev 1990) 
(Filipchuk and Kovalev 1990) 
(Kovalev and Filipchuk 1990) 
cited in (Surnin et al. 1997) 
(Kovalev 1997), 
(Vlasova et al. 1991 ) 
(V lasova et al. 199 l ) 
(Surnin e/ al. 1997) 
Observation. method 
As told by Nori! 'sk inhabitants 
Unknown 
Field botanic survey 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Air observation and ground 
measure ments 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
Interpretation of I :30,000 and 
I: 15,000 false-colour photos 
1987 expedition data of 
Sataeva et al. ( I 988) 
Air observation and ground 
measurements 
Air observation and ground 
measurements 
based on METEOR-
PRIRODA satellite sensor 
imagery 
(Koval ev 1997), (Kovalev 1994) Air observation and ground 
measurements 
(Koropachinskiy and Sedelnikov Unknown 
1994) 
(Grigoriev 1994) 
(Mel 'nikov et al. 1996) 
(lgambergiev 1997) 
(Kharuk 1998) 
Unknown 
Field geochemical surveys, 
observations, interpretation of 
satellite and aeri al sensor 
imagery 
Unknown 
Unknown 
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Chapter 4 
4 METHODS AND RESULTS OF GROUND STUDIES TO SUPPORT REMOTE 
SENSING 
4.1 Assumptions in monitoring industrial impact on vegetation with remote 
sensing techniques 
The perennial vegetation cover is a convenient, cumulative, long-term (several years or 
more) indicator of industrial impact, as opposed to short-term indicators (such as the seasonal 
snow cover). In many areas on land, vegetation will be the only sensitive indicator that can be 
used with remote sensing techniques, both because the land is often vegetated (and so the 
vegetation masks other possible changes on the ground) and because other landscape features 
(e.g. soils and bare rocks) usually do not change spectrally as much as the vegetation under 
industrial influence. Quantitative analysis of water pollution is beyond the scope of this 
dissertation. 
Having chosen vegetation cover as a long-term indicator of industrial impact, one has to 
make certain assumptions. Firstly, to use remote sensing techniques with conventional 
multispectral imagery it is necessary to assume that the industrial impact is detectable m 
changes of the vegetation's spectral and/or textural properties seen by a satellite sensor. 
Generally, a well substantiated correlation exists between excessive contamination 1 by 
atmospheric and soil pollutants and the stress and destruction of the vegetation cover. The most 
straightforward visible signs of impact, such as yellowing of foliage, necrosis, and dessication 
of tree branches, can be detected as changes in the vegetation reflectance in the reel, near and 
middle-infrared parts of the spectrum, due to changes in the chlorophyll and water content of 
plants. This allows the use of optical and mid-infrared satellite sensor images to map 
vegetation health. Destruction of vegetation cover may lead to, an increase of thermal radiation 
from the surface, particularly in the morning (Mikkola, 1996, p. 3688). Recent findings indicate 
that changes in the vegetation canopy caused by industrial pollution might be also detected in 
the SAR imagery, due to changes in the roughness and moisture content of the surface. 
1 That is , beyond the critical load of a particular pollutant or combination of pollutants for a particular ecosystem. 
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Unfortunately, SAR imagery (from Almaz, JERS, ERS satellites) for the current study area, 
centered at Noril'sk, was not available at the time of this research. The potential of relevant 
techniques is briefly discussed in section 9.3. 
4.2 Spectroscopic basis of vegetation remote sensing (optical and 
near-infrared spectrum) 
4.2.1 General theory 
Vegetation has a very distinct spectral behaviour (Figure 4-1 ), with a reflectance 
maximum in the green part of the spectrum, a minimum in the red and a very steep ascent to the 
high near-infrared values . The spectral reflectance of a green leaf is determined by three main 
features - pigmentation, physiological structure and water content. In higher plants, the 
absorption of blue and red light is caused by the chlorophyJJ a (0.43 and 0.66 µm) and 
chlorophyll b (0.45 and 0.65 µm) pigments. Carotenoid pigments absorb both blue and green 
light at a number of wavelengths (Curran and Milton 1983). The near-infrared reflectance is 
determined by the internal leaf structure, particularly by discontinuities between membranes 
and cytoplasm within the upper part of the leaf and between individual cells and air spaces 
within the spongy mesophyll in its lower part. Major differences in leaf reflectance between 
species are determined by leaf thickness, which affects both the pigment content and 
physiological structure (Curran 1980). Near and middle-infrared leaf reflectance is also 
influenced by the three major absorption bands near 1.4 µm, 1.9 µm and 2.7 µm, as well as the 
two minor absorption bands near 0.96 and 1.1 µm (Curran 1985). Some of the most popular 
satellite sensors, particularly the Landsat Thematic Mapper (TM), have spectral bands 
specifically designed to distinguish vegetation types, e.g. , plant species, plants with different 
water content and health level (ERDAS 1997), using the specific pattern of vegetation spectral 
reflectance. For examp:le, Galvao et al. (2000) illustrated that the positioning of the Landsat TM 
red and near infrared bands is more optimal than that of the Landsat MSS and the A VHRR for 
study of vegetation cover and its phenology. 
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Figure 4-1 Typical reflectance spectra for different objects and spectral bands of Lanclsat sensors (adapted from ERDAS 
Field Guide, 1997; spectra are offset for better display). 
The two major manifestations of vegetation damage are changes in m.orphology and in 
physiology (Lo 1986). Change in morphology affects the vegetation shape or outline, for 
example, by causing defoliation of a tree. Physiological damage involves a functional change, 
such as a decrease in photosynthates, deterioration of chloroplasts, interruption of translocates, 
including water etc. 
The first visual symptom of physical damage, yellowing of the fo li age, leads to a shift 
in the peak of reflectance of a normal green leaf from the green region (0.5-0.6 µm) towards the 
red region (0.6-0.7 µm , Figure 4-2). This is a useful and well-known property helping to 
identify the damage syndrome (e.g. Murtha 1978). Examination of 4-band ground radiometry 
of disturbed tundra vegetation around the Monchegor'sk smelter in the Kola peninsula revealed 
similar trends: generally the same species in a more damaged .state would have higher red and 
lower near-infrared reflectance than a healthier sample (Kravtsova et al. 1997b). The same 
phenomenon was observed at Noril'sk (Toutoubalina and Rees 1999). Kharuk et al. (1991) 
performed ground radiometry in six narrow bands and found that for pine needles (Pinus 
sylvestris L.) damaged by sulphur dioxide and heavy metals emiss ions, the red minimum rn 
reflectance shifted towards the blue part of the spectrum. 
35 
SPECTRAL REFLECTANCE PATTERNS 
EFFECTS OF PHYSIOLOGICAL DAMAGE 
80 1 cNORMAL LEAF 80 2 . INCIPIENT DAMAGE 
Cf<ANGE IN n-lR 
60 
40 
#- 20 
VISUAL GREEN 
----=-. . . . .. . 
. . . . . . . . 
1~·~ifi ~'si>~'~i ~i c 
:)?_".~~~~~-:: 
......... 
. . ...... 
. . . . . . . . . 
-:.:-:-:-:-:-:-:-
60 
40 
io 
80 J Cf<RONIC DAMAGE 80 4 DEAD RED BROWN LEAF 
YELLOW FOLIAG c 
60 6 0 
40 
20 
0.4 0 .6 0 .8 1.0 0 .4 0.6 0 .8 1.0 0.4 0.6 0 .8 1.0 0.4 0.6 0.8 1.0 8 G A n - lA 8 G A n- lR B G R n-lR B G R n-lR (a) WAVHENG TH I µm I (b) WAVELENGTH I µm) (C) WAVELENGTH I/' "' I (d) WAVELENGTH I µml 
Figure 4-2 Generali sed spectral reflectance patterns for (a) a normal green leaf; (b) leaf with incipient damage indicated 
extra-visuall y by a change in the level of near-infrared reflectance; (c) a yellowed leaf after a peri od of chronic damage and (d) a dead red-brown leaf. Arrows indi cate the deviation from the normal reflectance pattern (after Murtha, 1978) 
This abrupt reflectance increase in the 0.68-0.74 µm region of vegetation spectra, 
caused by the combined effects of strong chlorophyll absorption and leaf internal scattering has 
been for a long time termed the "red edge" (e.g. Horler et al. 1983, Boochs et al. 1990, 
Dawson and Curran 2000). The position of the red edge is indicative of the foliar chlorophyll 
concentration and thus can be used to detect stress and senescence of vegetation. For example, 
Jago and Curran (1995) investigated the red edge/chlorophyll concentration/land contamination 
relationship at an oily sludge dump site. Yakovlev et al. (] 990) used ground radiometry and 
were able to identify a spectral shift of 0.05 µm towards shorter wavelengths in the signature of 
moderately damaged larch forest near Noril'sk (the Chibichete River), in comparison with 
slightly damaged forest (the Kulyumbe River), but were not able to differentiate these forests 
by the content of heavy metals . They concluded that a spectral resolution of better than 0.01 µm 
would be necessary to detect variations in heavy metal content. Satellite sensors with bands of 
such resolution will very soon become available: these include MODIS (Moderate Resolution 
Imaging Spectroradiometer) on board Terra satellite (data dissemination to start in mid to late 
2000) and MERIS (Medium Resolution Imaging Spectrometer, to be launched on board 
Envisat satellite in _June 2001). Dawson and Curran (2000) present a technique for 
interpolating the reflectance red-edge position, that is directly useful for work with data from 
these spaceborne imaging spectrometers. It is important, ho':"'ever, to note that both of these 
sensors have the spatial resolution of a few hundred meters, and so cannot be used for very 
detailed studies . 
Major morphological changes lead to changes of spectral reflectance only when new 
surfaces are exposed, e.g. after a massive leaf fall, due to changes in the surface composition 
and in the distribution of shadows. This is probably the moment when these changes start to be 
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detected in the Landsat TM/MSS and Resurs MSU-E satellite sensor images of this study, 
provided that the changes occur over a significant fraction of a pixel. The necessary area 
depends on the number of differently reflecting surfaces within a pixel, the spectral resolution 
and the signal-to-noise ratio, but typically it should be over 20 to 30% of the pixel. Small 
morphological changes are best described using shape, texture and boundary change measures 
in fine resolution imagery. Until recently such imagery was available mainly from aerial 
sensors, but the situation is changing with the recent launch of Ikonos satellite, which has a 
sensor with 1 m (panchromatic) / 4 m (multispectral) resolution. However, Ikonos sensor data 
are costly, and cover small areas, the latter being a definite disadvantage for the study of the 
Noril'sk region. 
The reflectance pattern described above refers to the hemi spherical reflectance of an 
individual leaf. This is insufficient to define the reflectance of vegetation canopy, which is a 
combination of leaves, other plant structures, the background and shadows. The canopy 
reflectance is better described by the bidirectional reflec tance (percentage of the spectral 
radiance reflected by a surface to the spectral irradiance at the surface), which is more directly 
related to the area of leaves within the canopy. This leaf area percentage is often called the LAI 
(Leaf Area Index). Arctic canopies with relatively high LAI (e.g., grasslands in high latitudes in 
comparison to sparse high-latitude forests) usually have bidirectional canopy reflectances 
similar to the hemispherical reflectance of an individual leaf. However, canopy reflectance 
properties can be strongly affected by such influences as the angular elevation of the Sun and 
the sensor, variations in soil background colour under an incomplete canopy, the presence of 
senescent vegetation, the canopy geometry and phenological changes and wind disturbance of a 
canopy (Curran 1985). Atmospheric effects can be also significant, including the influence of 
aerosols (Lillesand and Kiefer 2000). 
This study con·centrates on environmental characteristics of high-latitude vegetation , 
such as vertical structure, density, species composition , and phenological cycle, and their 
implication for remote sensing. However, the available data, ·equipment and amount of field 
time in this study did not allow the detailed examination of bidirectional reflectance distribution 
function (BRDF), which should be subject of a separate study (see discussion in section 5.7) . 
Atmospheric influences were minimised by a simple correction (see section 5.3) and taken into 
account in interpretation and classification. 
37 
detected in the Landsat TM/MSS and Resurs MSU-E satellite sensor images of this study, 
provided that the changes occur over a significant fraction of a pixel. The necessary area 
depends on the number of differently reflecting suifaces within a pixel, the spectral resolution 
and the signal-to-noise ratio, but typically it should be over 20 to 30% of the pixel. Small 
morphological changes are best described using shape, texture and boundary change measures 
in fine resolution imagery. Until recently such imagery was available mainly from aerial 
sensors, but the situation is changing with the recent launch of Ikonos satellite, which has a 
sensor with 1 m (panchromatic) / 4 m (multispectral) resolution . However, Ikonos sensor data 
are costly, and cover small areas, the latter being a definite disadvantage for the study of the 
Noril'sk region. 
The reflectance pattern described above refers to the hemispherical reflectance of an 
individual leaf. This is insufficient to define the reflectance of vegetation canopy, which is a 
combination of leaves, other plant structures, the background and shadows. The canopy 
reflectance is better described by the bidirectional reflectance (percentage of the spectral 
radiance reflected by a surface to the spectral irradiance at the surface), which is more directly 
related to the area of leaves within the canopy. This leaf area percentage is often called the LAI 
(Leaf Area Index). Arctic canopies with relatively high LAI (e.g., grasslands in high latitudes in 
comparison to sparse high-latitude forests) usually have bidirectional canopy reflectances 
similar to the hemispherical reflectance of an individual leaf. However, canopy reflectance 
properties can be strongly affected by such influences as the angular elevation of the Sun and 
the sensor, variations in soil background colour under an incomplete canopy, the presence of 
senescent vegetation, the canopy geometry and phenological changes and wind disturbance of a 
canopy (Curran 1985). Atmospheric effects can be also significant, including the influence of 
aerosols (Lillesand and Kiefer 2000). 
This study concentrates on environmental characteristics of high-latitude vegetation, 
such as vertical structure, density, species composition, and phenological cycle, and their 
implication for remote sensing. However, the available data, -equipment and amount of field 
time in this study did not allow the detailed examination of bidirectional reflectance distribution 
function (BRDF), which should be subject of a separate study (see discussion in section 5.7) . 
Atmospheric influences were minimised by a simple correction (see section 5.3) and taken into 
account in interpretation and classification. 
37 
4.2.2 Specific problems of vegetation remote sensing in the north 
A remote sensing study requires several assumptions to be true for successful analysis: 
• Sufficient spatial resolution: the ground resolution cell viewed by the sensor's 
instantaneous field of view (IFOV) is assumed to be homogeneous, or at least any 
variations are not critical for the required application; 
• Sufficient spectral resolution: the spectral bands of the sensor must allow the detection of 
features (e.g. vegetation stress and damage due to industrial impact); 
• Sufficient temporal resolution: monitoring requires a set of images acquired with sufficient 
frequency, and at the proper stages in the vegetation season (these should also be the same, 
phenologically, for different years, or the difference should be accounted for); 
• Known atmospheric influence: required to decide whether it can be neglected or corrected 
with sufficient accuracy; 
• Sufficient radiometric quality: the signal-to-noise ratio and calibration data should allow 
calibration of the s ignal from the sensor at the necessary level of accuracy; 
• Reliable compression and analog-to-digital conversion: these procedures should not add 
any significant noise to the data. 
In northern environments, such as the Noril'sk region, remote sensing is often the only 
feasible method for the study of large areas, but successful satellite sensor image acqui sition 
and analysis is challenged by many problems. The acquisition is hindered by: 
• Remoteness from ground receiving stations. Some areas cannot be imaged by satellite 
sensors without on-board recording capability. For example, in Noril'sk, survey from the 
Resurs-0 MSU-E scanner was temporarily unavailable from spring 1998 due to technical 
problems; 
• Low Sun angles , which cause long shadows in mountain regions ; 
• Frequent and dense cloud cover in high latitudes (Marshall et al. 1994 ). This limits the use 
of optical imagery ; radar (SAR) imagery may be an alternative, but at the current stage it 
can only be fully interpreted in conjunction with conventional remote sens ing data in the 
optical part of the spectrum; 
• Very short (2-3 months and less) snow-free period. The snow cover masks the vegetation 
and usually does not allow an assessment of its condition. Thus it is very difficult to achieve 
good temporal coverage with the current repeat period (16- l 8 days) of the available high-
resolution sensors in high latitudes (given also the high frequency of cloud cover). 
The climatic conditions define some other features of high-latitude vegetation that 
further complicate its analysis by remote sensing methods: 
• Very short vegetation period and highly dynamic phenological changes. This demands a 
very careful choice of imagery for successful classification and for multi temporal studies (it 
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• 
is necessary to use data for the same vegetation stage in different years, although such data 
are rarely available); 
Sparse forest/vegetation cover and the natural occurrence of bare ground areas. This causes 
numerous problems in imagery classification (difficulties in differentiating forest and 
tundra landscapes, naturally bare ground and industrially affected areas). 
All these difficulties act together producing problems in the multitemporal analysis of 
industrial impact on vegetation. Some essential practical recommendations for data acquisition 
are given in the following section. 
4.3 Collection of remote sensing and ground data: recommended techniques 
4.3.1 Satellite data requirements 
In choosing data for the study of high-latitude vegetation one has to consider questions 
of spatial. spectral and temporal resolution, spatial coverage, and phenology. 
Firstly, many researchers have noted the necessity of specifically high-spatial-resolution 
data for the study of sparsely vegetated Arctic landscapes. For example, Walker and Acevedo 
(1987) were unable to distinguish bare ground areas and areas with less than 30% plant cover in 
Alaskan coastal plain tundra using the Landsat MSS imagery (which has the spatial resolution 
of 79x79 m). Solheim et al. (1995) mention the significant differences in area estimates for 
tundra landscape when comparing multitemporal the Landsat MSS and TM (30x30 m) data. 
The author's experience of using the Landsat MSS imagery, described in Krnvtsova et al. 
(1997a), also shows that its spatial resolution is not sufficient for differentiation of many 
ecologically important classes, e.g., different types of mountain tundra. 
Secondly, the spectral resolution required should also generally be better than the broad 
bands of the Landsat MSS. The Landsat TM sensor to date provides the best available spectral 
coverage (globally and at high spatial resolution), with its six relatively narrow bands in the 
visible, mid- and near-infrared spectrum, and a thermal band. SPOT HRV (multispectral) data 
have been recognised as appropriate for mapping Arctic tundra (Stow et al. 1993 , 1989) 
although the 20 m resolution still precludes it from full characterisation of tundra spatial 
variability . The high-resolution (35x45 m) MSU-E sensor on board the Russian Resurs-0 
satellite has the same bands as the SPOT HRV 1-3, and so is hoped to be appropriate for 
mapping high-latitude vegetation. A special small study carried out within this dissertation 
39 
confirms that information provided by MSU-E on sparse northern forest is comparable to that 
provided by TM on the same area (section 7.2.1 ); due to phenological differences it was not 
possible to examine a mountain tundra area. 
However, particular ly in a multitemporal study, the resolution considerations have to be 
secondary to the avai lability constraints, for reasons of cloud cover and rapid phenology. For 
example, a detailed search of multiple archives for imagery of the Noril'sk region (Appendix 4) 
identified the following: 
• Prior to 1972, only black-and-white high resolution CORONA photography is available; 
• From 1972 to 1985, the Landsat MSS is the only source of digital data; 
• From 1985, the variety of available sensors increases (including the Landsat TM from 
1985, SPOT HRV and Pan in 1992, Resurs MSU-E, MSU-SK in 1997- 1998). 
The current (1999-2000) availability of data is improved with the Landsat 7 ETM+ 
sensor actively imaging the area, and many new spaceborne sensors being launched (e.g. 
ASTER and MODIS on Terra satellite, MERIS and ASAR on the planned Envisat satellite). 
However, this study of industrial impact on vegetation around Noril 'sk started in 1997, 
when these new sensors were not available, and was designed to include a multitemporal 
component - an examination of the vegetation degradation over the period covered by the 
available data. Therefore the data selection task was twofold: 
• To obtain the maximal temporal and spatial coverage; 
• To ensure technical and seasonal comparability of the data. 
These two objectives contradict each other. For the sake of temporal coverage, and 
with the funding avail able, the choice had to be tnade in the following way: 
• For analysis of recent and current vegetation state: the Landsat TM image of 9 Jul y 1995 
(floating quarter scene centred at N 69° 16' 59", E88° 35' within WRS path 152, row 11); 
• For analysis of vegetation degradation: CORONA satellite sensor photographs of 7 July 
1961, the Landsat MSS scene of 13 September 1972 (WRS 167 /11 ), and the Landsat TM 
sceneof 27 July 1985 (WRS 154/11). 
The technical characteristics of these image types are given in Appendix 4. Generally 
speaking only the TM 1985 and 1995 images are fully technically comparable. Their 
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characteristics are also sufficiently similar to those of the MSS 1972 image, but comparison 
with CORONA photography has to be made at the post-classification stage. 
The spatial coverage is quite poor in historic digital data (1972, 1985): no cloud and 
snow-free imagery for the whole area from Noril'sk to the Khantaiskoye reservoir exists. The 
1972 and 1985 images mainly stretch to the west of Nori!' sk and cover only the most degraded 
part of the large damaged area south-east of the city, which is also partially masked by cloud. 
These two reasons necessarily limited the study of vegetation degradation. To rectify this 
shortcoming in part, a medium resolution (150x250 m pixel) Resurs-0 MSU-SK image of 10 
" 
July 1998 was obtained for a general examination of the extent of pollution effects. 
At the time of selection, in 1997, phenological statistics were not available. Later these 
were acquired for several years starting from 1972 (see Appendix 7), and it became clear that 
the TM 1995 image corresponds to an early stage of the vegetation season, the TM 1985 image 
to the season's peak, and the MSS 1972 image to a very late stage of the vegetation season. 
Acquisition of another later TM 1995 (August) image was not possible for financial reasons, 
but it was possible to acquire a Resurs-0 MSU-E image of 1 August 1998. This allowed a 
partial rectification of the phenological differences, by employing the MSU-E 1998 image to 
verify the TM 1995 classification (Chapter 6) and to design a phenological correction algorithm 
for earlier images (Chapter 7). 
Overall, the following recommendations can be made for selection of imagery in high-
latitude vegetation areas: 
• An extensive multi-archive search must be conducted to cover all types of sensors and 
imagery available for an area (including various national and one-off missions); 
• The phenology of the region has to be studied, as the dates of the beginning and end of the 
vegetation season vary through the Arctic and sub-Arctic by at least a month; 
• Images should be selected at the peak of the vegetation season; in the case of multi temporal 
study the choice should ideally account for interannual seasonal variability; 
• If peak vegetation data are not available for a particular year,· it is advisable to acquire both 
earlier and later images if available, complementing them by data from years immediately 
before or after. 
The phenological influence on the results may be very significant and is the focus of 
a separate chapter (Chapter 7): 
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4.3.2 Methods and results of ground information collection 
The ground information to support the interpretation of damage to high-latitude 
vegetation on satellite sensor imagery has to adhere to two key requirements: 
1. It has to give a detailed description of all the classes of vegetation damage that can be 
identified in the satellite sensor imagery, including area coverage (on sites comparable in 
size with image resolution) , species composition, biomass values, and assessments of 
physiological state; 
2. It has to be geolocated with sufficient precision for identification of the sites . 
In effect, the identification criteria and classes of vegetation damage are usually defined 
during ground data collection . In the Noril'sk region this was done by an interdisciplinary 
Russo-British ecological expedition in July-August 1997, within the framework of the Russian 
Arctic Environmental Database project. The criteria for the assessment of the state of 
vegetation were (Golubeva 1999): total number of species, amount of lichens (separately 
assessed for sensitive species), types of living vegetation present (trees , shrubs, dwarf shrubs, 
grasses, mosses, lichens), canopy coverage (% ), and amount and structure of ph ytomass . 
The schedule of vegetation studies in this remote northern area was tight: from 21 July 
to 9 August 1997, during the peak time of the vegetation season, an eight-person expedition 
team from the Scott Polar Research Institute and Moscow State University investigated 77 field 
sites in the Noril'sk region. A further eight sites were described by a smaller group who 
remained in the area until 15 August. The sites were chosen at locations representative in terms 
of position in the landscape, exposure and direction relative to the Noril'sk smelters, at 
distances up to 150 km away in all directions. They were reached by boat, truck, helicopter, 
car, or on foot. My responsibilities in the team were field interpretation of satellite sensor 
imagery, GPS location, and photography (I was then in the final stage of the M. Phil. degree 
course in Remote Sensing and GIS at SPRI and Cambridge's Department of Geography). 
Each field site was GPS-located by averaging the reading of a hand-held receiver over a 
5-10 minute period, wi th an estimated accuracy of 70-100 m (Rees 1997, pers. comm.) . The 
site botanical description (conducted by E.I. Golubeva, MSU) included the name of the 
botanical association, a list of species for lichens, mosses, grasses, dwarf shrubs, sh rubs, and 
trees at different height levels in forest, the percentage of canopy occupied by each species, 
assessment of the vegetation state, etc. Where possible an area of approximately 1OOx100 m 
was described at each site, with specific estimates (e.g. number of trees) for standard 5x5, 
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I ox 1 O or 20x20 m squares, depending on the vegetation type. A l OOx 100 m size is the 
minimum necessary for identification of the field sites in the satellite sensor images, given the 
location error and the typical pixel size of 30-40 m in the digital imagery utilised for analysis . 
For overlay on the satellite sensor images the GPS readings were converted to Gauss-Kruger 
grid coordinates on the Krasovsky ellipsoid (the standard co-ordinate system of Russian 
topographic maps), to which all the images were geometrically corrected. The conversion 
formulas and parameters are detailed in the Appendix 1 for the benefit of others working in the 
Russian Arctic. Appendix 2 lists coordinates of all the field sites, gives a schematic map of 
their location and provides sample pages from the fieldwork results table to illustrate the 
information, obtained for each site. 
Site description was accompanied by ground measurements with the Milton multiband 
radiometer (the only radiometric equipment available at the time) fo r several characteristic 
patches of ground within the site (conducted by W.G.Rees, SPRI, and S.Reeve). The size of the 
area for radiometric measurements varied from 25x25 cm to about 1 x 1 m depending on the 
homogeneity of the ground cover. The four spectral bands of the radiometer corresponded to 
those of the Landsat MSS sensor (i.e. 0.5-0.6, 0.6-0.7, 0.7-0.8 and 0.8-1 .1 µm.) . 
Additional data collection on each site (not directly utilised for the remote sensmg 
analysis) included harvesting of the ground radiometry field plots for phytomass measurements 
and collection of soil samples for a geochemical analysis (mainly of the heavy metal content). 
Leaves or branches of the dominant vegetation species and water/snow samples were also taken 
for such analysis . The pH, temperature and dissolved salt content were measured in nearby 
water bodies. Sampling was performed by A.V.Krasnushkin and E.Nikolaeva (MSU), and by 
A.Fedoseeva (NIISKh Krainego Severa, Noril'sk). A.Fedoseeva also made measurements of the 
depth of the permafrost's active layer on a number of sites. Satellite imagery interpretation 
consisted of field identification of classes of a preliminary unsupervised classification and 
visual interpretation of the Landsat TM 1995 image and CORONA 1961 photographs. 
Analysis of field data permitted finalisation of the phytocenotic criteria 10 order to 
assess the state of forest and tundra ecosystems in the area influenced by the NMMC factories. 
Table 4- l (Golubeva 1999, with contributions from Kravtsova and Touto1.1bal ina) shows how 
these criteria divide all vegetat ion into five broad states (A-E) and ten finer levels, or scores 
(A 1-E2) in relation to the degree of industrial damage. Most of the parameters can be 
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deterrruned visually or by simple field measurement. This system of criteria works at the 
regional level of damage identification (Golubeva 1999), which corresponds well to the scale of 
research possible with the Landsat TM-type satellite sensor imagery. 
Field interpretation of the satellite sensor imagery has shown that it is possible to 
identify the five vegetation states (A-E) in lowland forest and tundra, but usually not possible to 
identify all the detailed levels. This is due to the fact that the levels are often separated by 10-
20% canopy coverage difference for a particular layer of vegetation , which is marginal for 
discrimination with the Landsat TM and Resurs-0 MSU-E imagery. Some of these layers, 
particularly trees, have generally low canopy coverage even in healthy northern forest 
(typically up to 30-40% ). In some cases, even the division into five states was not possible due 
to the extremely low area coverage of the indicator species or plant groups, for example 
completely dead trees with dense grass and sedge understorey. 
It should be noted that state E (close to natural background) is only present in very 
small quantities in the TM 1995 image subjected to detailed analysis. Also the snow cover on 
the TM 1995 image obsured most of the mountain-type lichen and barren tundra. Therefore it 
was not possible to map fully its damage classes in the Nori]' sk region , although the 
mechanism of degradation (reduction of lichen coverage - replacement by dwarf sh rubs -
replacement by grasses or barren) at observed field si tes is similar to that previously studied at 
the Kola peninsula (Kapitsa and Golubeva 1997). Photographic examples of the five major 
divisions (A-E) from forested field sites are presented in Figure 4-3 . 
Ground radiometry results were examined in a separate study (Toutoubalina and 
Rees 1999). The following groups were discriminated with all four Milton radiometer bands at 
the 90% confidence level, using 131 field samples: trees; grasses and shrubs; mosses and dwarf 
shrubs; rocks/soils and dead vegetation. Spectral signatures within each group followed the 
well-established tendency: increase of red band values and decrease of near-infrared band 
values with rising levels of damage. Only several (one-five) ground measurements were 
feasible on each field site, making up less than 1 % of its area, and it was found difficult to 
perform quantitative upscaling of ground spectral signatures to compare the values averaged 
over the site to the satellite sensor data values. Thus although ground radiometry data were 
extremely useful for identification of general cover type of relatively homogeneous areas , it 
was not possible to discriminate single vegetation species in the satellite sensor data. 
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Table 4-1 Phytocenotic assessment criteria for the state of forest and tundra ecosystems in the impact zone of the NMMC 
(Goiubeva 1999). 
State 
Score 
Trees 
Shrubs 
Grasses and 
dwarf 
shrubs 
A - catastrophic B - severely disturbed C - moderately 
di sturbed 
100% dead. Dead 
remains of trunks, 
with or without 
bark, can be without 
branches and tops. 
Upper roots of the 
trunks are often 
exposed by eros ion 
flows. 
Dead trees with or Over 90% dead. Dead 70% to 90% dead. Dead 50% to 70% dead. Dead 
without bark, 
partially without 
branches and tops. 
Single li ving trees 
are present, very 
strongly inhibited. 
Dead sticks with or Over 80% dead 
without bark, at least sticks with bark, 
partially. the res t is very 
strongly inhibited 
(single li ving 
sti cks). Top parts 
may have no bark. 
trunks wi th bark and 
without bark, some are 
without branches, tops. 
All li ving trees have 
signs of strong 
inhibition: dry tops, 
parts of the branches are 
dry, needles and leaves 
have necrosis spots. 
Morphometric 
parameters are much 
lower than usual. 
trunks are more likely to 
have bark, with tops and 
branches. All li ving trees 
have signs of strong 
inhibition: dry tops, parts 
of the branches are dry, 
needles and leaves have 
necrosis spots. 
Morphometric 
parameters are lower 
than usual. Generati ve 
parts are inhibited. 
Over 50% dead, usually 50% dead, usually 
represented by only one represented by 1-2 
species. Living plants species. Living plants are 
are strongly inhibited, strong ly inhibited, with 
with partiall y dry parti all y dry branches, 
branches, leaves with leaves with necrosis 
necrosis spots. spots. Morphometric 
Morphomet1ic parameters are much 
parameters are much lower than usual. 
lower than usual. Generati ve parts are 
Generative parts are not inhibited. 
developed. 
Represented by dead Represented by Represented by 1-2 Represented by 1-3 
vegetation remains, dead vegetation species with signs of species insensiti ve to 
or dead remains with remains with strong inhibition. pollution with signs of 
rare patches (up to patches of Morphometric strong inhibition. 
10% area) of Graminea grasses, parameters are much Morphometric 
Graminea grasses, sedges, or lower than usual. Over parameters are lower 
sedges, or pioneering meadow 70% are dead vegetation than usual. 50-70% are 
pioneering meadow species . remains. dead vegetation remains. 
species. 
trunks are more likely to 
have bark, with tops and 
branches. Majori ty (up 
to 70%) of li ving trees 
have signs of inhibition: 
dry tops, parts of the 
branches are dry, 
needles and leaves have 
necrosis spots . 
Morphometric 
parameters are lowered, 
generative parts are 
inhibited. 
30-40% dead, usually 
represented by 2-3 
species. Living plants 
have signs of inhibition: 
partially dry branches, 
leaves with necrosis 
spots. Morphometri c 
parameters are lower 
than usual. Generative 
parts are inhibited. 
Represented by 4-5 
species insensiti ve to 
pollution with signs of 
inhibition . 
Morphomet1ic 
parameters lower than 
usual. Up to 50% are 
dead vegetation 
remains. 
Mosses, Dead vegetation Dead vegetation 
remains. 
Less than 10% are 
li ving plants. No living 
crustose lichens. 
Less than 10% are li ving 
plants. 
Represented by 1-2 
species, least sensitive crustose remains. 
lichens 
Lichens- Absent Absent 
epiphytes 
(for forests) 
Litter Thick layer (often Thi ck layer (often 
unevenly unevenly 
distributed). distributed). 
Undecomposed dead Undecomposed 
remains of branches, dead remains of 
bark, sun-ounded by branches, needles, 
erosion fissures . leaves . 
Absent 
Layer thicker than 
normal. Large-size 
fractions prevail. 
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Absent 
to polJution. Cover 
usually fragmented and 
is no more than l 0% of 
typical coverage. Few 
crustose lichens. 
Absent 
La.yer thicker than Layer thicker than 
normal. Many large-size normal. Many large-
fractions. size fractions. 
Table 4-1 Phytocenoti c assessment cri teria for the state of forest and tundra ecosystems in the impact zone of the NMMC 
(Goiubeva 1999; continuat ion) 
- C - moderate ly di sturbed D - sli ght! 1 di sturbed E - close to natural background State 
-
Score C2 D1 D2 E1 E2 
- Up to 10% dead. Dead No dead trees. 10% No dead trees. No Trees 30 to 50% dead. Dead 10 to 30% dead. Dead 
trunks are more likely to trunks have bark, with trunks with bark, with of living trees have signs of inhibitio n 
have bark, with tops and tops and branches. Up tops and branches. signs of some A well developed 
branches. Majority (over to half of living plants Living plants (up to inhi bition, crown. No delays 
50%) of the living trees have signs of inhibi tion: 20%) with signs of inc luding dry in growth. 
have signs of inhibition: dry tops, parts of the inhibition: dry tops, branches, rare dry Generative 
dry tops, parts of the branches are dry, parts of the branches are tops, chlorosis of develop ment 
branches are dry, needles needles and leaves have dry, needles and leaves need les or leaves, normal. 
and leaves have necros is necrosis spots. with necrosis spots. ins ignificant delays 
spots. Morphometric Morphometric Morphometric in growth. 
parameters are lowered. parameters are lowered. parameters are lowered . 
Generali ve parts are Generative parts are Generative parts are 
inhibited . inhi bited. inhibited. 
Shrubs 20-30% dead, usuall y Up to 20% are dead, Up to 10% dead , Typical range of Typical range of 
represented by no more represented by a typical represented by a typical species. No dead species. No signs 
than 2-3 species. Living range of species. Li ving range of species . Living plants. 10% of of inhibition. 
plants have signs of plants have rare signs of plants have rare signs of living plants ha ve Typica l canopy 
inhibiti on: parti a ll y dry inhibition, such as inhibition, such as s igns of minor coverage for the 
branches, leaves with partially dry branches, partially dry branches, inhibition given ecosystem. 
necrotic spots. No leaves with necrotic leaves with necrotic (chlorosis), rarely No delays in 
pronounced signs of lower spots. No pronounced spots. No pronounced dry branches. growth. Generative 
morphometric parameters. signs of lower signs of lower Typical canopy development 
Generative parts are morphometric morphometric coverage fo r the normal. 
inhibited. parameters and no parameters and no given ecosyste m. 
pathology of generative pathology of generative 
parts. I parts. 
Grasses and Represented by 5-6 Represented by 7-10 In general represented Represented by Typical range of 
dwarf species with signs of species with signs of by typical spec ies of typ ica l range of species. No signs 
shrubs inhibition. Species less inhibition. Typical parti cular habitats and species . Rare signs of inhibition . 
sensi ti ve to po llution (forest or tundra), and ecosystem types, with of inhibiti on. 
dominate. Morphometric less sensiti ve to minor signs of 
paramete rs are lower than pollution species inhibition. 
usua l. Up to 30% consist dominate. 
of dead vegetation Morphometri c 
remains. parameters are lower 
than usual. 
Mosses, Represented by 3-4 Represented by 5-6 Represented by 7-8 Typical range of Typical range of 
crustose species, not sensitive to species with signs of species with signs of species . Stones species. Stones 
lichens pollution. Cover is usuall y inhibition. Cover is inhibition. Continuous practically fully practicall y fully 
fragmented and no more usually fragmented and cover is about 50-60% covered by crustose covered by 
than 30% of typical no more than 50% of of the typical. including li chens, possibl y crustose lichens. 
coverage. Few crustose typical coverage, crustose lichens. with signs of 
lichens. including crustose inhibiti on. 
lichens. 
Lichens- Absent Single plants. In small quantity. Widely present on Wide ly present on 
epiphytes stubs and trunks. stubs and trunks. 
(for forests) H igh biodiversity, High biod iversity. 
but signs of No signs of 
inhibition possible. inhibiti on 
Litter Layer s lightly thicker than Layer c lose to normal. Practicall y normal No rma l thickness, Normal thickness, 
normal. Many large-si ze Many large-size thickness, di stribution distribution pattern distribution pattern 
fract ions. fract ions. patte rn and and compos iti on. and compos ition. 
composition. 
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a 
Figure 4-3. Five major divis ions of the state or (former) forest ecosystems in the Nu ril 'sk region illustrated by autho r's 
tield photographs 1997- 1998. a - catastrophic state ( A). b - severe! y disturbed state ( B ). c - modera tely disturbed state (C), cl -
sl ightly disturbed state (D). e - ecosystem whi ch is close to the natural backgrou nd (E). 
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The final considerations offered here are on the methodology of accuracy assessment 
fieldwork. After the satellite sensor image classification has been performed, certain 
shortcomings of the field data (particularly some gaps in coverage and the uncertainty of 
geolocation) became clear. The important feature of the second ground data gathering is to 
provide enough information for an accuracy assessment, both in the range and in the accurate 
positioning of the sites. Covering the necessary range of sites becomes particularly difficult in a 
low-budget fieldwork (which was the case of this study) when only some means of transport 
can be widely used and others (e.g. helicopter) are restricted by finances. However, there is a 
simple technique to increase the local accuracy of the geographic positioning namely the use of 
the spatial neighbourhood. Where possible, the accuracy assessment sites were planned and 
organised in routes (covered on foot). Route points were made between the full field sites at the 
boundaries of land cover classes and also within the large patches of land cover types similar to 
those already described at the nearby sites. A typical route point will receive an instantaneous 
GPS reading, a one-phrase botanical description and 1-3 photographs. This "route" technique 
helped in overcoming the problems of insufficient GPS location and image geo-referencing 
accuracy by providing a succession of land cover changes along paths 1-5 km long. Such 
successions are easy to identify in the satellite sensor images by changes in image colour and 
texture. 
Each site was photographed and received a GPS-location, averaged from at least two 
readings, and a simplified botanical description in a quantitative form, optimised for subsequent 
accuracy assessment. Sixty-six full sites and 62 route points were made in the course of the 
fieldwork (and 93 additional geochemical samples collected). Over 460 located photographs 
were made, in addition to about 300 photographs taken in 1997, as these were found very 
useful for interpreting satellite sensor imagery. A list of the sites, map of their location, and a 
sample accuracy assessment site description form are presented in Appendix 3. 
The most important moment of the accuracy assessment was the assessment of 
coincidence between the classification value and the grounc;l description. A fuzzy 4-score 
assessment was made at each site, 5 being the best score and 2 the worst (the results of field 
assessment are presented in Chapter 6) . 
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4.4 Conclusions 
Vegetation remote sensing has a well -established basis, and theoretical foundations 
exist to monitor damage to vegetation caused by industry. In the north with its undeveloped 
infrastructure remote sensing has unique benefits for study of large areas. At the same time, 
there are great limitations to the acquisition of suitable imagery caused by remoteness from 
receiving stations, cloud cover and the short vegetation season. Particular attention should be 
paid to the phenological position of the images , and with the images currently available it 
seems to be of greater priority than the technical characteristics of a particular high-resolution 
(<100 m) optical multispectral image. Phenological statistics for the particular region of study 
should be examined, as they can vary greatly by month or more across the Arctic and 
sub-Arctic. 
Due to the remoteness of the study area, short vegetation season and logistical 
challenges, the ground data should be collected in minimal but sufficient amounts . The main 
ground data used in this research are: field interpretation of satellite sensor imagery and its 
unsupervised classification; about 760 ground photographs; the 1997 geobotanic descriptions 
that follow phytocenotic criteria of assessing vegetation state under industrial impact (Golubeva 
1999); results of ground radiometry measurements performed by W.G.Rees and S.Reeve in 
1997 and further analysed by Toutoubalina and Rees (1999); and brief accuracy assessments 
conducted in 1998. The accuracy assessment data collection had to follow a specific "route" 
technique to compensate for the 70-100 m location uncertainty of the sites , and coincidence of 
ground description and classification value was assessed on a 4-score fuzzy scale. 
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Chapter 5 
5 ANALYSIS AND COMPARISON OF STANDARD AUTOMATED TECHNIQUES 
OF IMAGE PROCESSING 
5 .1 Introduction 
This chapter discusses some of the automated techniques commonly used for pre-
processing and relatively simple interpretation of remotely sensed images. As in any other field 
of study, standard and simple techniques in image interpretation are preferable to anything 
highly customised or complicated, if the performance is simi lar. Here the sui tability of simple 
techniques for the derivation of the main variable in question , the degree of damage to the 
vegetation cover, is examined, in particular the natural conditions of the Noril'sk region , and 
with the particular set of satellite sensor data described in section 4.3. 
Firstly, some considerations on geometric and radiometric correction for the types of 
satellite sensor data used in this study are presented. This is followed by a brief assessment of 
the importance of contrast optimisation in the visual analysis of satellite sensor imagery. Then, 
vegetation indices are introduced, as one of the simple tools of satellite sensor image analys is: 
these are ratio transformations, typically based on two or three spectral bands in the visible, 
near infrared and/or middle infrared parts of the spectrum. The goal of these indices is to 
estimate continuous variables throughout the area covered by the image, e.g. the amount of 
green biomass in the vegetation cover. Application of the most widely used of these indices, the 
Normalised Difference Vegetation Index (NDVI), to the Landsat TM 1995 image of the study 
area is presented. Since the NDVI can be (and is in this case) strongly affected by other 
variables, such as vegetation species composition, density, vertical and horizontal structure of 
the vegetation cover, -t_errain-dependent shadowing, and viewing geometry, its limitations in 
mapping damage to vegetation are discussed. Other, more sophisticated vegetation indices are 
briefly reviewed. 
Further spectral analysis techniques are then applied to the same Landsat TM 1995 
image, including the principal component analysis and Kauth-Thomas transformation, to 
examine the relationship between all the optical bands of the TM sensor. The final section 
deals with other techniques, such as modelling of bidirectional reflectance, terrain correction, 
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and computation of texture, that potentially can increase the accuracy of vegetation damage 
mapping, but may fail due to the unavailability of certain additional data, or due to specific 
features of the vegetation cover in the Noril'sk region. 
5.2 Geometric correction 
Some essential pre-processing steps have to be carried out on all remotely sensed 
imagery if more than just the inherent properties of a single image are analysed. These steps 
include geometric correction (to provide geographic registration with any additional data, and, 
if necessary, to verify the registration between the spectral bands of a single image) and 
radiometric correction (conversion of the image DN values into physical units to ensure 
comparability between spectral bands and between images). Atmospheric correction is also 
needed if images for several dates or satellite and ground spectral measurements are compared. 
It may be considered as a part of radiometric correction in the sense that it corrects at-satellite 
to at-ground radiance values. First let us consider the geometric corrections required for the 
Landsat TM, MSS and for the Resurs MSU-E, MSU-SK data'. 
Data from the Landsat and Resurs satellite sensors are usually supplied with the scan 
lines aligned, and the spectral bands co-registered, although on many occasions the author 
encountered between-band sh ifts . Identification of these shifts is usually straightforward using 
analysis of spectral values on the land-water boundary. It was possible to reduce the shifts to 
well below the pixel size for the Landsat TM image of 9 July 1995. For the Resurs MSU-E 
image of 1 August 1998 the band shifts varied across and along track. The best reduction 
possible with a simple linear shift was from under 0.5 to I pixel in various parts of the image. 
System geometric corrections of the Landsat MSS and TM data usually also account 
for Earth rotation. Most often the data are offered already resampled to a standard projection 
(for example UTM) on the basis of the satellite's orbital 111odel. Generally a first order 
polynomial transformation is then sufficient to convert the image to any planar projection using 
ground control points. 
1 All corrections and further image processing in this study were carried out in ERDAS Imagine software, unless 
otherwise specified. 
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Images from MSU sensors on board Resurs satellites may be received raw or with 
sensor/orbital model correction applied. The sensor correction is highly recommended for the 
MSU-SK data, as otherwise the geometrical distortions in images of this conical scanner are 
extremely high. The images may be received in standard projection based on the Resurs orbital 
model; and after that a simple shift of several kilometres would make them conform to a 
detailed map of the area. Maps of the scale no more detailed than 1: l 00,000 should be used 
with these 250x 150 m resolution data. 
The MSU-E scanner is of a push broom type, with a 1 OOO-element CCD array provided 
for each spectral band (Garbuk and Gershenzon 1997, p. 121). It was found experimentally that 
a first order polynomial correction is not quite sufficient to convert the raw MSU-E data of 
1 August 1998 to a planar map system with an accuracy of better than one MSU-E pixel 
(45x35 m). Distortion at the edges of the image strip (possibly a slight difference in the detector 
geometry) required a second order polynomial transformation with extremely small coefficients 
(10-8 - 10-9) for the second order terms. 
The reference planar map system selected for the Noril'sk region was the Gauss-Kruger 
projection on the Krasovsky ellipsoid, with the 1942 datum based on data from Serapinas 
(1998), as detailed in Appendix 1 (Table A 1-1 ). This system has been used for all Soviet and 
Russian topographic maps at a scale l : 1,000,000 and larger since 1942. Colour photocopies of 
1 :200,000 topographic maps of the Nori] ' sk area were acquired and formed the basis for the 
geometric correction of satellite images. More detailed map scales were not available for this 
task. The drawing accuracy of the topographic map, according to estab lished instrnctions, is 0.1 
mm at a scale of the map for geodetic elements (co-ordinate grid and location of measurement 
stations) and 0.3 mm for most of the other objects with distinct boundaries. This is achieved by 
compilation of the map at a more detailed scale and subsequent reduction. However, it would 
still result in a theoretical positioning uncertainty of 20-60 m, which is marginal for our study. 
Special care therefore had to be taken to minimise any further errors. 
The author developed a special map transformation procedure to ensure maximal total 
accuracy of the image geometric correction . It is based on knowledge of the map ' s geometric 
properties and techniques applied in Soviet topographic mapping. The compilation of each 
1:200,000 map starts from drawing of the metric co-ordinate grid. The position of all other 
features is measured in relation to the grid squares and is drawn in a specific order. Therefore 
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the accuracy of map drawing may be considered roughly constant within each grid square; 
however, any errors in the grid drawing (most likely, linear shifts) would result in systematic 
errors for parts of the image. Further errors, more smoothly distributed across the map, are 
introduced by paper deformation, photocopying distortions, scanning etc. However, the co lour 
photocopies used in this work still have the imprinted four-kilometre grid for wh ich the 
theoretical coordinates are precisely known . Therefore, the grid can be used to assess the total 
introduced distortion and restore the geometric accuracy. A sketch in Figure 5-1 illustrates this. 
Linear shift of a grid line 
due to photocopying or 
..... 
scanning distortion , or a 
--
drawing error 
--
-
Theoretical position 
lll"i of gridlines 
~ 
Slight irregular di stortion a ~ 
of the grid I ine due to .............. ... ~········· ·· 
paper deformation l b 
Figure 5-1. Theoretical and distorted map coordinate grid: a - theoretical position or grid intersection, b - real (distorted) 
intersection; the double line between a and b shows the distortion value. 
For practical implementation of the map transformation, the l :200,000 maps were 
scanned at a resolution of 300 DPI (equivalent to 16.93-m pixel -1). A total of 313 ground 
control points (GCPs) was collected with an 8-km spacing (every other grid intersection in the 
X and Y directions). Then 124 GCPs had to be excluded due to drawing errors (linear shifts) of 
individual gridlines, typically near the edges of map sheets 1• The position of these shifts was 
examined by transforming the maps with a first order polynomial using complete sets of GCPs. 
After that the maps were transformed with a first order polynomial on the basis of filtered sets 
of GCPs (points with drawing errors excluded). The total RMS errors in the rectification of the 
eight scanned map subsets ranged from 8.54 to 10.63 m, with an average of 9.64 m. Finally, all 
subsets were merged into a single reference map. 
1 This is a natural result, since the gridlines near the edges are more difficult to draw and verify with the 
conventional drawing equipment used to compile these maps in the mid l 970- l 980s. The author can confirm it 
from personal experience with similar equipment. 
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The Landsat TM image of 9 July 1995 was then geometrical ly corrected to the rectified 
maps, using 18 of 40 digitised GCPs, and a first order polynomial transformation , with a total 
RMS error of 17.31 m. The transformation coefficients are given in Table 5-1 . The simi lar 
coefficients for X and Y illustrate that the required transformation was mainly a rotation and an 
offset. 
Table 5- 1 Parameters of the Landsat TM 1995 image geometric correction to the reference topographic map at the scale of 
1200,000 
Parameters 
Constant 
X 
y 
X' 
-386 146.275756092 
0.0309360094395418 
-O.Ol 2 1803201222907 
Y' 
-43 19 12.8868833 16 
0.0122860457405 177 
0.0311126159901099 
The transformed coordinates were stored with the original image, but were used only 
for map-oriented display and on-screen overlay of the source images. No resampling was 
performed on the source data. Such an approach has several advantages: 
• Data integrity is preserved, so spectral measurements are closer to the original values; 
• The image usually has better contrast, so identification of field sites is eas ier; 
• The image does not increase in size (no black-filled pixels generated by rotation). 
It must be noted that the supp lied Landsat TM 1995 image was unfortunately 
pre-processed with cubic convolution resampling by ESA, so the DN values were averaged. 
NormalJy the nearest neighbour resampling is preferable, as it does not average (only some 
duplication and skipping of DN values is possible). Nevertheless, the supplied data had better 
contrast properties than any derived resampled images. Further resampling of image data was 
performed only when several image files were overlaid in a spatial model to produce a common 
output file. 
The geometric correction permitted us to extract the spectral reflectance values from the 
TM image corresponding to the location of the field sites. Accounting for an RMS error of (at 
least) 30 m in location from averaged GPS measurements , 17 metres in image to map 
registration, and 10 metres in the map correction transformation, the error in location of field 
sites in the TM scene would be 36 m at the minimum. Thus usually a 3x3 pixel window was 
considered for locating every field site. 
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The Resurs MSU-E image of I August I 998 was geocorrected to the Landsat TM I 995 
image using 27 GCPs with a total RMS error of 20.87 m (further detail s on this correction are 
given in Chapter 7). 
5.3 Radiometric correction and contrast optimisation 
The raw DN values of the Landsat TM image of 9 July 1995 were converted to unitless 
at-satellite reflectance, using the standard procedures and parameters given in Markham and 
Barker (1986, 1987) as detailed in Appendix 5. A crude atmospheric correction was performed 
by the dark pixel subtraction method. Bands 1 to 5 and 7 of the TM image were visually 
examined in turn to find the darkest pixels (usually water surfaces in deep clean and ice-free 
lakes) that would have had zero reflectance if no atmosphere were present. The determined 
haze values were subtracted at the radiance conversion stage. No correction cou ld be applied to 
the thermal band 6, because the simple conversion to at-satellite temperature described by 
Markham and Barker (1986) did not provide satisfactory results (possibly because the 
assumption of unit emissivity is not reasonable for the diverse surfaces present in the image). 
The role of the radiometric conversion is important: at the radiance conversion stage the 
true scaling of values between spectral bands is restored, while at the reflectance conversion 
stage a date-dependent normalisation for solar irradiance is performed. Uncertainties in 
radiance conversion parameters are estimated at 10% and in at-satellite reflectances at 2% in 
the visible and near infrared and at 5% in the middle infrared portion of the spectrum 
(Markham and Barker 1986). An independent check shows that the actual difference for a pair 
of TM images · 10 years apart (TM 1985 and 1995 images in this study) may be somewhat 
greater but of the same order: linear regression coefficients (TM 1985 to TM 1995, see Chapter 7 
and Figure 7-5) for bands 2, 3, and 4 were calculated at 0.727, 0.828 and 1.003, and the haze 
offsets for the TM1995 image were 12, 9 and 4 DN (roughly 10% to 5% of the original range). 
Phenological differences between images may, however, be great, particularly in the conditions 
of the short northern summer; a proposed spatially-specific phenological correction is described 
in Chapter 7. 
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Figure .5-2a. Landsat TM floating quarter image of 9 July 199.5 . RGB composite of bands 4, 3, and 2. Co-ordinates in 
metres are given in the Gauss-Kruger projection of Russian topographic maps. 
No radiometric correction was applied to the Resurs MSU-E image, as no associated 
parameters were available. The radiometrically corrected Landsat TM · 1995 and the raw 
Resurs MSU-E 1998 image with geometric correction and histogram equalisation contrast 
stretches applied are shown in Figure 5-2 a, b. 
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Figure 5-2b. Resurs-0 MSU-E image of I August 1998. RGB composite or bands 3. 2, and I Co-ordinates in metres are 
given in the Gauss- Kruger projection of Russian topographic maps. 
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Radiometric and atmospheric correction not only improves the comparability of satellite 
densor and ground sensor spectral measurements, but also makes the visual appearance of the 
images more comparable. This is crucial, because despite much automation in remotely sensed 
image processing, the first judgement in the interpretation of geograph ic phenomena in the 
images still relies heavily on visual interpretation. Only at later stages is the visual impression 
checked and either justified or disproved by digital analysis. 
At the same time, many image-processing packages perform default display 
optimisation on the basis of histograms of individual images. This means that images of the 
same area may look very different if they have varying amount of water, snow, or cloud cover, 
because the presence of large dark or bright areas seriously affects the image statistics. It is 
necessary to examine multiple display versions of an image to break the delusion of a fixed 
connection between the image colour and the kind of surface being imaged. For example, 
Figure 5-3 shows an identical portion of the Landsat TM 1995 false colour composite image 
with three predefined contrast stretches: two standard deviations (a), Gaussian (b ), and 
histogram equalisation (c). The image displays a tailing pond and a large smoke plume of the 
Noril'sk copper factory on the left, and heavil y degraded vegetation in the valley of the 
Rybnaya River (centre and right half of the image): 
• The two standard deviations stretch is affected by the generally higher values in band 4 
(shown in red) which dominates the image. The general brightness is low, because of the 
large snow-covered areas elsewhere on the image that have affected the distribution of 
brightness levels in the contrast look-up table. The red appearance of the image may give a 
false impression of a totally vegetated area to an analyst not familiar with the region . 
• The histogram equalisation stretch gives much better representation of the image in terms 
of general contrast and differences between vegetated and non-vegetated areas. In general it 
tends to increase the contrast to the greatest extent for the largest number of pixels , 
although it is undiscriminating (Rees 1990). The pink and red areas of the Figure 5-2c do 
correspond to living vegetation, as confirmed by the fie ld data; the light pink areas 
correspond to a mixture of green and senescent vegetation, and grey-green areas 
correspond to totally dead vegetation or unvegetated areas . On the full image (Figure 5-2a) 
it gives a good delineation of the heavily damaged vegetation area in grey-green colours. 
However, as is shown in Chapter 7 (Figure 7-1 and 7-2) hi stogram equali sation may mask 
great actual (e.g. phenological) differences between the images. 
• The Gaussian stretch (which tries to approximate the output histogram to a Gaussian 
distribution ) produces intermediate results between the first two stretches. But again it is 
heavily affected by the presence of large dark or bright objects that effectively would break 
an approximately normal distribution of brightness in an image of natural. non-cultivalted 
land, or a water body. 
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Figure 5-3. Versions of co ntrast enhancement for a subset of the Landsat TM 1995 fa lse colour composite (bands 4, 3, 2): a 
- a two standard deviation stre tch; b - a Gaussian stretch; c - a hi stogram eq uali sa tion stretch. Co-ordinates in metres are given 
in the Gauss-Kruger projection of Russian topographic maps. 
The general recommendations for contrast enhancement may be formulated as follows: 
• Always experiment 'Yith several versions of the contrast enhancement; 
• Reach the most convenient colour scheme and verify the interpretation of objects by 
spectral measurements on a radiometrically corrected image, or, still better, in comparison 
with ground data; 
• If comparing multiple images, select and save one look-up table and apply it to all the 
images (usually best developed on the image with intermediate brightness values). 
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5 .4 Vegetation indices 
Image contrast enhancement in combination with some knowledge of spectral 
reflectance signatures already allows the identification of vegetation in different states . 
Vegetation indices are a simple technique, which allows the automation of such vegetation 
mapping and a reduction of the data volume from the three layers of a co lour composite image 
to one. These indices have been used for a considerable time (e.g. see Tucker 1979). They are 
essentially band ratios exploiting significant differences in the vegetation reflectance, usually 
between the red and near infrared regions of the spectrum. The simplest vegetation indices are 
just the band ratios between the infrared and red spectral bands: 
VI = IR 
R' 
where IR is the radiance or reflectance value in the near infrared band and R is the value in the 
red band. 
These vegetation indices will have higher values for the vegetated surfaces and 
lower - for the non-vegetated. By far the best known is the Normalised Difference Vegetation 
Index (NDVI), calculated as: 
NDVI = /R-R. 
IR + R 
The NDVI is preferred to the simple ratio indices because its values lie in the range 0-1, 
while the simple indices can take any positive value and are unstable for small values of R. 
However the NDVI contains the same information as the VI. Daily NDVI values are routinely 
calculated from NOAA Advanced Very High Resolution Radiometer data and the highest 
values are used to create the weekly Global Area Coverage (GAC) in NOAA datasets. Weekly 
GAC data were used by Justice et al. (1985) to study global phenology from April 1982 to 
January 1983; Townsend and Justice (1986) used the NASA Pathfinder dataset for Africa to 
study inter-annual differences in vegetation cover between January 1984 and January 1985. 
Other researchers have used NDVI to study tropical forest clearance, fo r LAI estimation, 
biomass estimation , determination of ground cover types and for the estimation of 
photosynthetically active radiation. These derived estimates can be further used in various 
biophysical models (Goward et al. 1991). 
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However, Sellers (1985) concluded that the NDVI is a poor estimate of both vegetation 
biomass and Leaf Area Index if the vegetation canopy is dense, or if there are patches of bare 
ground within the sensor's field of view, or if the quantity of dead material in the canopy is 
unknown or if the leaf angle distribution in the canopy is unknown and the solar elevation is 
high. Still he found that the vegetation indices are good indicators of a plant's capacity for 
photosynthesis and transpiration. 
Rees et al. (1998) found that NDVI showed little connection with the biomass of 
mountain tundra at the test area in the central Kola peninsula (Russian Arctic) and was rather 
affected by species composition and environmental variations. A similar analysis for the 
Noril'sk area has investigated the discriminatory capability of ground (radiometry based) NDVI 
(Toutoubalina and Rees 1999). It was found capable of discriminating between dead vegetation 
and all other vegetation, but not between vegetation groups. The four main vegetation groups 
(trees; grasses and shrubs; mosses and dwarf shrubs; rocks, soils and dead vegetation) were 
only discriminated with the use of all four bands of the Milton hand-held radiometer. 
Moreover, correlation coefficients (r2) between satellite sensor measurements (Landsat TM 
1995) and ground measurements (field radiometry based) NDVI were positive, but very 
moderate, ranging from 0.33 to 0.35 depending on the choice of spectral bands. 
The NDVI for the Landsat TM image of 9 July 1995 is shown in Figure 5-4. The 
chosen palette ranges from black (completely unvegetated surfaces, NDVI < 0) to dark green 
(dense vegetation, NDVI > 0.8). For comparison, boundaries of the maximum and severe 
pollution zones from the map of Klein and Vlasova ( 1992, Figure 3-4 ), and boundaries of three 
zones of the most disturbed landscapes from the map by Mel ' nikov et al. ( 1996, Figure 3-5) are 
overlaid on the NDVI image in Figure 5-4a; in Figure 5-4b the NDVI values are shown within 
the boundaries of the dead forest as mapped by Zubkov and Krotov (1988, Figure 3-3). 
Surprisingly, the areas of heavily damaged vegetation look very green . Only water, 
snow, clouds and the area of completely dead vegetation south-east of Noril'sk (at distances of 
up to 20 kilometres) show low values . The areas further away do not show much 
differentiation due to the industrial damage and do not discriminate from the moderately 
damaged vegetation along the southern slope of the Kharael akh mountains east and east-south-
east of Talnakh. Only very small areas of slightly affected forest, e.g east of Melkoye Lake, 
exhibit slightly higher values. In short, most of the NDVI image is misleading. 
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Figure 5-4. Landsat TM 1995 NOVI image in comparison with other sources: a - with overlaid pollution and disturbance 
zone boundaries (Klein and Vlasova 1992, Mel'nikov et al. 1996); b - a subset showing the NOVI image in colour within the 
area of dead forests (Zubkov and Krotov 1988) and in greyscale on the remaining area. Co-ordinates in metres are given in the 
Gauss-Kruger projection of Russian topographic maps. 
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Table 5-2. The cross-tabulation statistics of the NDVI and three maps of landscape degradation 
Map 
Mel'nikov et al. 1996: 
Area of full destruction of fores ts 
Area of mass forest degradation 
10-25% of the area is di sturbed 
Klein and Vlasova 1992 : 
Zone of maximum pollution 
Zubkov and Krotov 1988 : 
Area of dead forests 
Overlap with the NDVI image, kni2 
1693 
839 
2329 
2578 
139 
Mean NDV! value 
0.50 
0.4 
0.36 
0.5 I 
0.54 
Standard 
deviation 
0.09 
0.06 
0.04 
0.01 
0.01 
The cross-tabulation statistics shown in the Table 5-2 detail the paradoxical 
characteristics of the NDVI: it tends to be highest in the most degraded areas shown on maps 
compiled from field data. This is, of course, in part due to the fact that the Jess degraded areas 
stretch over mountain areas, which are still partially under snow on the July 1995 image. The 
boundaries on the maps are very approximate too, but nevertheless the NDVI is consistently 
high across the areas of heavily damaged vegetation . 
The explanation of this situation is quite simple. The severely disturbed area has 
undergone an industrially induced change of species: grasses with low sensitivity to pol lution 
have pioneered dead larch forests, taking over spaces with good illuminat ion and drainage. This 
is mostly the area of state B (see photograph in Figure 4-3b, which was taken in late July 1998 
within the area of dead forest shown in Figure 5-4). In early July this area, situated at medium 
and low elevation in the Rybnaya River valley and on the slopes of the Lontokoiskiy Kamen' 
Ridge, is already free from snow and covered with dense green grass (canopy 60-90%). The 
natural senescence and cumulative pollution effects through the summer have not yet yellowed 
the grass and so it has an extremely high NDVI. 
Overall, the pr~Jiminary conclusions made in the Kola peninsula are confirmed at 
Noril'sk: the NDVI cannot fully characterise vegetation health state in a multi-layered northern 
ecosystem, which reacts to industrial damage, first of all, by change of species. This does not 
necessarily mean a linear reduction of green biomass and/or NDVI. Some correlation is 
observed only in case of total or almost total degradation of vegetation cover. 
However, NDVI remains a useful change indicator within the same location, which 
may signify either change of health or change of species composition of an area through time. 
This aspect of the NDVI is further explored in Chapter 7. 
63 
. l 
Table 5-2. The cross-tabulation statistics of the NDYI and three maps of landscape degradation 
Map 
Mel'nikov et al. 1996: 
Area of full destruction of forests 
Area of mass forest degradati on 
[0-25% of the area is disturbed 
Klein and Vlasova 1992: 
Zone of maximum pollution 
Zubkov and Krotov 1988: 
Area of dead forests 
Overlap with the NDVI image, kni2 Mean NDVI value 
1693 0.50 
839 0.4 
2329 0.36 
2578 0.51 
139 0.54 
Standard 
deviation 
0.09 
0.06 
0.04 
0.01 
0.01 
The cross-tabulation statistics shown in the Table 5-2 detail the paradoxical 
characteristics of the NDVI: it tends to be highest in the most degraded areas shown on maps 
compiled from field data. This is, of course, in part due to the fact that the less degraded areas 
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have pioneered dead larch forests, taking over spaces with good illumination and drainage. This 
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and low elevation in the Rybnaya River valley and on the slopes of the Lontokoiskiy Kamen' 
Ridge, is already free from snow and covered with dense green grass (canopy 60-90%). The 
natural senescence and cumulative pollution effects through the summer have not yet yeJlowed 
the grass and so it has an extremely high NDVI. 
Overall, the preliminary conclusions made in the Kola peninsula are confirmed at 
Noril'sk: the NDVI cannot fully characterise vegetation health state in a multi-layered northern 
ecosystem, which reacts to industrial damage, first of all, by change of species. This does not 
necessarily mean a linear reduction of green biomass and/or NDVI. Some correlation is 
observed only in case of total or almost total degradation of vegetation cover. 
However, NDVI remains a useful change indicator within the same location, which 
may signify either change of health or change of species composition of an area through time. 
This aspect of the NDVI is further explored in Chapter 7 . 
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The middle infrared part of the spectrum can be also utili sed for vegetation index 
calculations, to overcome some of the shortcomings of the NDVI. Boyd et al. ( 1996) in their 
study of stages of tropical forest regeneration using the Landsat TM data found that while the 
correlation of the usual NDVI with regeneration stage was weak and insignificant (-0 .26 at 0.95 
confidence level), a replacement of the near infrared band with the middle infrared (TM7, 2.08-
2.35 µm) in the same index increased the correlation coefficient to 0.93 (significant at 99% 
confidence level ). Application of one of these indices, TM2*TM6/TM7, to the Noril'sk TM 
1995 image has slightly improved the representation of peat bogs, but did not improve 
significantly the identification of dead forests with regenerating grass. 
A separate class of vegetation indices tries to account for changes induced by 
atmosphere and/or soil cover, e.g. the Perpendicular Vegetation Index (PVI) of Richardson and 
Wiegand (1977) cited in Mather (1993), the Modified Normalised Difference Vegetation Index 
(MNDVI) and the Soil Adjusted and Atmospherically Resistant Vegetation Index - SARVI 
(Liu and Huete 1994). Typically these modifications use different combinations of initial bands 
and empiricalJy derived coefficients. They require initial data for atmospheric and soil 
calibration (e.g., Liu and Huete ( 1994) used the LOWTRAN-7 radiative transfer model and 
fi eld radiometer measurements). Solheim et al. (1995) used the MNDVI with the default values 
of Liu and Huete (1994) to map vegetation damage around the nickel smelter at Monchegorsk. 
Mutually "calibrated" (by the adaptive linear Least Mean Squares method) MNDVI images for 
different years were then used to derive a map series of vegetation damage dynamics . The 
authors found that the NDVI was not suitable for rnuJtitemporal analysis, because it was too 
"noisy" (soil and atmosphere-affected) for inter-annual "calibration". 
Examination of the results obtained by Solheim et al. (1995) show that the MNDVI can 
be useful for dynamics studies , when changes of one particular and apparent class (e.g. 
completely degraded areas) are studied. However, calculation of the MNDVI with default 
parameters for the Landsat TM image of Noril'sk also did not give any significant information 
in comparison with NDVI (Toutoubalina 1997). If field radiometry data in the Landsat TM (or 
even more narrow and numerous) channels cou ld be obtained to account for the soil signal. this 
research area could be extended further. 
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5 .5 Principal component analysis 
Some of the shortcomings of the NDVI, a ratio built on two bands, may be overcome 
by the Principal Components Analysis (PCA), a linear transformation of the original spectral 
bands that removes inter-band correlation and thus optimises the presentation of spectral 
information. Typically 97-99% of the variance is concentrated in the first three components of a 
Landsat TM image, allowing a very efficient (3:6 or 3:7) information compression . The PCA 
transformation does not require any external input; however, it is specific to a particular image 
and significant ground data and experience may be required for the full interpretation of the 
results. 
I computed the PCA transformation separately for the bands 1-5, 7 of the Nori] 'sk 
Landsat TM 1995 image and for the full 7-band image. ConventionalJy the TM thermal band 
(TM6) is omitted because of its crude spatial resolution, but in the permafrost-dominated 
Noril'sk region the thermal errussions of the industrial areas, and of the bare ground (disturbed 
areas, peat bogs) may add significant contrast. The correlation matrices and principal 
component loadings for both versions are presented in Table 5-3. The greatest values are shown 
in bold. For combination of the reflective bands all visible and the near-infrared band are highly 
correlated; the pair of middle infrared bands also has an extremely high correlation. From the 
distribution of loadings it is evident that the first principal component (PC 1) is an overall 
contrast image combined from the visible and the near-infrared bands, while the second 
component contains mainly middle-infrared and part of the near-infrared information. Due to 
this distribution the PC2 resembles the NDVI (Figure 5-5) with high values corresponding to 
green vegetation (including dead forests with regenerating grass) . The PC2 has much higher 
contrast and level of detail than the NDVI. At the same time, it incorporates slope illumination 
information in addition to the vegetation properties, and so should be used with care. PCJ and 
PC2 together account fo_r 99.5% of variance in bands 1-5,7. 
In the combination of all TM bands we observe in addition a high correlation between 
TM6, TM 5 and TM7; the PC2 is also loaded with thermal information , and part of the middle-
infrared and thermal infrared information (variance) shifts to PC3. In general the variance 
distribution remains similar, and the PCA images of both combinations are also quite similar 
(Figure 5-5 a, b). 
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Table 5-3. Principal components analysis of the Landsat TM 1995 image. 
A. Retlective TM bands (1-5 , 7) only. 
Correlation matrix. 
Band TMI TM2 TMJ TM4 TM5 TM7 Mean St. Dev. 
TMI 
TM2 
TM3 
TM4 
TM5 
TM7 
I 
0.980095 
0.977878 
0.899817 
-0.43001 
0.980095 
1 
0.998014 
0.924863 
-0.41 869 
0.977878 
0.9980 14 
1 
0.935999 
-0.3865 
0.899817 
0.924863 
0.935999 
-0.4300 I 
-0.41869 
-0.3865 
-0.39262 
-0.38805 
-0.35441 
J 8.744388 
22.663593 
18.447344 
41.759633 
23 .988777 
22.663593 
25.750211 
22.068132 
30.283795 
14.108565 
-0.09005 -0.08562 
-0.09005 0.97533 1 
-0.39262 -0.38805 -0.35441 -0.08562 0.975331 19.894968 I 0.972969 
Principal components loadings. 
TMI 
TM2 
TM 3 
TM4 
TM5 
TM7 
Standardised eigenvalues 
o/o variance 
Cumulative o/o variance 
B. All TM bands. 
Correlation matrix. 
Band TMJ TM2 
PCl PC2 
0.980065 -0. 10765 
0.993569 -0.08422 
0.995478 -0.04838 
0.958261 0.2656 1 
-0.34509 0.933635 
-0.32144 0.918301 
4.07936 1.806525 
86.592 12.03506 
98.62707 
TMJ TM4 
TMl 
TM2 
TM3 
TM4 
TM5 
TM6 
TM7 
1 0.980095 0.977878 
0.998014 
I 
0.935999 
-0.3865 
0.899817 
0.924863 
0.935999 
I 
0.980095 
0.977878 0.998014 
0.899817 0.924863 
-0.4300 I -0.4 1869 -0 09005 
-0.35056 -0.349 14 -0.32655 -0.13778 
-0.39262 -0.38805 -0.3544 1 -0.08562 
Principal components loadings. 
PC! PC2 PC3 
TMl 0.981555 0.012923 0.094971 
TM2 0.994248 0.027078 0.071153 
TM3 0.993555 - 0.058237 0.053215 
TM4 0.936307 0.30679 -0.13565 
TM5 -0.4063 0.738353 -0.52885 
TM6 -0.39469 0.876078 0.2769 
TM7 -0.38362 0.742534 -0.49627 
Standardised 4.283833 1.962448 0.637951 
ei envalues 
o/o variance 73.0726 21.29236 4.51864 
Cumulative o/o 94.36496 98.8836 
variance 
PC3 
0. 137453 
0.026005 
0.027457 
-0. I 0027 
0.065184 
0.2019 
0.07539 1 
0.875962 
99.50303 
TM5 
-0.4300 I 
-0.41869 
-0.3865 
-0.09005 
I 
0.660395 
0.975331 
PC4 
0.135569 
0.024974 
0.02639 
-0.09838 
0.071899 
-0.00572 
0.20617 
0.077084 
0.709882 
99.59348 
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PC4 
0.094755 
-0.06681 
-0 07 133 
0.03235 1 
-0.00508 
-0.06515 
0.023847 
0.398172 
99.9012 
TM6 TM7 
PCS 
0.003226 
0.012665 
-0.00 132 
-0 009 19 
0.07026 
-0.09099 
0.013472 
0.07415 
99.97535 
Mean 
PC6 
-0.00087 
0.020686 
-0.02898 
0.000998 
-0 005 12 
0.010402 
0.00 1404 
0.024649 
100 
St. Dev. 
-0.35056 -0.39262 18.744388 22.663593 
22.663593 25 .7502 11 
18.447344 22.068132 
41.759633 30.283795 
-0.349 14 -0.38805 
-0.32655 -0.35441 
-0. I 3778 -0.08562 
0.660395 
I 
0.663298 
0.975331 
0,663298 
23.988777 
115.87121 
19.894968 
PCS PC6 
-0.09473 0.003196 
0.066809 0.012602 
0.071324 -0.0012 
-0.03236 -0 00917 
0.00521 0.069608 
-8.3E-05 0.000367 
0.065264 -0.09 125 
0.023859 0.013426 
0.326029 0.060318 
99.9195 1 99.97983 
14.108565 
29 040532 
10.972969 
PC7 
-0.00087 
0.020697 
-0.02897 
0.000988 
-0 00509 
3.66E-05 
0.010259 
0.0014 
0.020171 
100 
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Figure 5-5. RGB composites or principal components I, 2, and 3 of the Landsat TM image of 9 July 1995: a - PCA 
composite from TM reflecti ve band s ( 1-5. 7): b - PCA composite from all TM bands: c - NOVI computed from the TM image: d - PC2 from the TM reflective band combination ; (c) and (d) are in a simil ar palelle. Co-ordinates in metres are gi ven in the Gauss-Kruger projection or Russian topographic maps. 
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From F igure 5-5, the PCA based on all the TM bands has a slightly smoother 
appearance and is less affected by slope-aspect specific solar illumination , which follows from 
the cruder resolution and the emissive nature of the thermal band 6. It is not completely clear, 
however if the PCA information can be fully utilised with the limited ground data available. 
Unfortunately, a straightforward inter-comparison of two different PCA-transformed images is 
also not possible (Mather 1993). Although PCA techniques can also be applied to a 
synthesised image combined from images for different dates (Singh 1989), the results can again 
be difficult to interpret and can depend on technical image properties. The multi-sensor and 
multi-resolution image dataset for the Noril'sk area, utilised in this study (with the Landsat TM 
being the best quality image), holds little potential for such synthesis . Therefore, PCA 
techniques at the current stage are of limited use in establishing a monitoring framework in the 
Noril'sk region. However, they may be useful to explore spectral properties of single 
multispectral images. 
5.6 Kauth-Thomas transformation 
Quite similar to the PCA is the Tasselled Cap (Kauth-Thomas) transformation initially 
developed for the Landsat MSS and extended by Crist and Cicone (1984) to the Landsat TM 
data (excluding the thermal infrared channel). Both versions are linear combinations of the 
initial spectral bands, using coefficients empirically derived over test areas. Effectively the 
Tasselled Cap is a PCA transform with fixed coefficients. Kauth and Thomas (1976, cited by 
Mather, 1993) suggested that pixels representing soi ls lie along an axis that is oblique with 
respect to any pair of the four MSS axes (bands), while pixels representing vegetation in 
different stages of growth occupy a triangular region, similar in shape to a tasselled cap in the 
four-dimensional MSS space. The Tasselled Cap transformation is intended to define a new 
coordinate system in terms of which the soil line and the region of vegetation are more clearly 
represented (Mather, 1993). An MSS image is transformed to four new bands: "brightness", 
"greenness", "yellowness" and "nonesuch" (only the first two have been widely used), while 
a TM image gives three new thematic bands: "brightness", "greenness", "wetness" ( and 
another three components). Potentially such a transformation is very useful for a vegetation 
damage assessment, because it can provide a consistent transform for a series of multitemporal 
images. However, the transfoi·mation coefficients for the Tasselled Cap were derived using 
68 
small samples of north American soils and would require field re-calibration for the Nori] 'sk 
region , calling again on a more detailed field radiometry study. 
In this study, the fourth and sixth components of the Tasselled Cap transformation were 
found useful for masking thin clouds in the Landsat TM image. The fourth component has a 
loading of 0.8461 from the TM band I and of -0:4640 from the TM band 3, while the sixth 
component has a loading of -0.8069 from the TM band 2 and a loading of 0.4094 from the TM 
band 3 (thus effectively the sixth component defines a narrower cloud mask). Such a masking 
procedure proved more effective than thresholding of single spectral bands. 
5. 7 Other techniques 
Sections 5.4-5.6 discussed the application of some image processing techniques, based 
purely on the spectral properties of a single-view-angle multiband image. A number of other 
potentially important techniques should be discussed; these are based on i) modelling of surface 
reflectance from multiple-view-angle (MY A) imagery, ii) external data, and iii) the spatial 
properties of an image. These can be potentially useful in the Noril'sk region. In this section I 
discuss three wide! y used techniques: modelling of bidirectional reflectance distribution 
function (BRDF), tenain correction, and the use of texture properties. 
5.7.1 BRDF modelling 
The BRDF gives the complete angular distribution of the rad iation reflected by an 
object, for all illumination angles (Nicodemus et al. 1977). This is important, as the surface 
reflectance of real-life objects is very often far from Lambertian, and considerable reflectance 
anisotropy might be observed. For example, Breon et al. (1997) found that the ratio of the hot 
spot (backscatter) to the-forwardscatter reflectance can be up to six for visible and up to three 
for near infrared bands of the airborne POLDER spectra. Chopping (2000) states that 
differentiation of grassland community types in Inner Mongo].ia was greatly improved with 
BRDF-adjusted or modelled VIS and NIR reflectances compared with using uncorrected 
AVHRR reflectances. 
An improved understanding of BRDF properties should allow the estimation of surface 
geophysical and biophysical parameters, such as the Earth 's surface albedo, 3-D surface 
69 
structure, chlorophyll concentration, LAI etc., from the directional imagery (e.g. Barnsley 
J 994, Bicheron and Leroy 1999, Ni et al. 1999). For the estimation of vegetation canopy 
parameters it is now possible to formul ate and invert an adequate analytical canopy reflectance 
model (Kuusk 1998). 
All the BRDF models can be broadly subdivided into functional and physical (Barnsley 
1994). The functional models describe the angular distribution of reflectance with a simple 
arithmetic or geometric function, are simple to compute, and do not make assumptions about 
the nature of the target. The physical models explain the BRDF and radiation scattering at the 
surface through physical parameters, e.g. using geometric-optical models or simplifications of 
the complete radiative-transfer equation. They require more information and are more 
computationally demanding, but provide a more or less accurate estimation of surface 
parameters after inversion. A review and comparison of some recent physical, empirical 
(functional) and semi-empirical models is given by Cabot and Dedieu (1997). 
The BRDF models are driven by a set of sparse angular reflectance measurements that 
are used to extrapolate the whole BRDF. To obtain such measurements, three types of satellite 
sensor(s) can be used: the satellite sensor able to observe at different angles and with different 
solar zenith, multiple intercalibrated sensors on different platforms (with adequate geometry), 
or a sensor with a very short revisit period and an adequate sampling method (Chopping 2000). 
Examples of the first type of sensors are the POLDER (POLarization and Directionali ty 
of the Earth's Reflectance) instrument, flown on ADEOS I satelli tefor 8 months in 1996-1997, 
and MISR (Multi-Angle Imaging SpectroRadiometer), launched on Terra satellite in December 
1999 (in early 2000 it was still undergoing engineering tests). 
Measurements of the second and third type are provided by the A VHRR sensors on 
NOAA satellites, with up to two looks from each of the two (AM and PM) sensors per location 
per day. The ATSR-1 and ATSR-2 (Along Track Scanning Radiometer) sensors on board ERS 
satellites are also capable of multiple-view-angle measurements , but the two possible angles are 
fixed and the revisit time is longer. Thus the ATSR sensors do not provide optimal sampling for 
BRDF model inversions (Chopping 2000). However, dates and locations may be potentially 
selected for ATSR and other off-nadir looking sensors to optimise the performance of a given 
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vegetation index, e.g. by sampling the reflectance of a forested area at nadir and in the forward-
scattering direction (Gemmel l and McDonald 2000). 
The spatial resolutions of most of these sensors are very modest: 6 x 7 km and less for 
POLDER, about 1 km for A VHRR and ATSR. This was not believed to be adequate to capture 
significant variations in species composition, so the BRDF models could not be realistically 
investigated within this research. Such variations are better described by data from sensors such 
as the TM on board Landsat and the MSU-E on board Resurs. A VHRR data are nevertheless 
widely used in Chapter 7 for the correction of vegetation phenology, because the spatial 
variability of phenological changes is less pronounced than that of species composition. It 
should be noted that directional reflectance, of course, affects the A VHRR images due to the 
wide angle of view of the sensor. However, this effect is minimised by the use of a relatively 
small area, of NDVI (Duchemin 1999) and of 10-day maximum composites where off-nadir 
observations are excluded (Chopping 2000). For global scale observations correction of angular 
effects in NDVI wou ld be important (Cracknell 1997). 
MISR data will be provided with spatial sampling of 275 m, 550 m, and 1.1 km, 
individually commandable for each of the four VNIR channels, and nine fixed viewing angles 
(Diner et al.1998). This will make the instrument very attractive for BRDF and canopy 
modelling, once the data become routinely available. 
Directional reflectance observations are also possible with tilting high-resolution 
sensors, such as the HRV/ HRVIR instmment on board SPOT satellite, and MSU-E instrument 
on board Resurs. In practice, however, no suitable image series were found for the Nori]' sk 
region in the global SPOT HRV/HRVIR archive (http://www.spotiniage.fr, DALI catalogue). 
The MSU-E sensors are only tilted, with the platform, over large water surfaces, to avoid sun 
glint (Garbuk and Gershenzon 1997, p. 123), so there are no oblique MSU-E images for 
Noril ' sk. 
As a result, no BRDF analysis was undertaken for the Noril'sk dataset, due to the absence (at 
present) of appropriate high-resolution directional reflectance measurements. When the MISR 
data become available one of the interesting research directions could be the testing of certain 
BRDF models for characteristic vegetation canopies. 
71 
5.7.2 Use of external data 
Automated image processmg sometimes uses some external data representing 
continuous fields, such as surface height, or temperature. Here we consider one possible 
example: reflectance correction using surface height information. Such a correction is useful to 
reduce shadowing effects in images of mountain regions, if a digital elevation model (DEM) of 
adequate resolution is available. The illumination geometry could be modelled from the Sun 
zenith and azimuth angles (single image header value for a smalJ area, or separate continuous 
fields for large areas). 
No digital elevation model of comparable spatial resolution to the Landsat TM or 
Resurs MSU-E images, was available for this work. The only elevation data available was the 
free Global 30 Arc-Second Dataset, which has a sampling interval of about 0.3 x l km at the 
latitude of Noril'sk (GTOP030, see http://edcdaac.usgs.gov/gtopo30!gtopo30.html). It was 
decided to use it for reflectance correction of the Noril'sk-centered subset of the evening MSU-
SK image of I O July 1998 (see Figure 3-1 ). Due to the low Sun elevation in the evening, there 
were strong shadow and illumination effects in the mountains around Nori!' sk in this image. 
An approximate correction was carried out by calculating the Sun illumination direction for the 
central point of the image and applying an inverse illumination, modelled on the GTOP030 
dataset. Prior to this the GTOP030 data were resampled to 150 m pixel size by bilinear 
interpolation (one of the appropriate interpolation methods, e.g. see Rees 2000), to smooth out 
pixel effects. The correction has improved the overall illumination of the MSU-SK subset, but 
due to high noise and general low light levels in the MSU-SK image, as well as a low level of 
detail in the DEM, there was no significant improvement in the spectral separability of 
vegetation types. 
Had a 30-metre resolution DEM been available, correction of the Landsat TM J 995 
image reflectance would be possible. Compilation of such a DEM would require very detailed 
topographic maps that were not available, and would be very laborious. Instead, the shadowed 
and brightly illuminated slopes were identified by unsupervised inultispectral classification, and 
manually assigned to appropriate classes in the hybrid classification (see Chapter 6) . 
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5. 7.3 Texture analysis 
The spatial variation and neighbourhood dependencies of pixel brightness values define 
texture. Texture contains additional infonnation (patterns, frequency) related to the nature of the 
objects recorded in the image. Devebpment of quantitative measurements of texture to identify and 
chara;terise some of these objects constitutes digital texture analysis. Some of the early texture 
measurements for the remotely sensed images were described by Haralick et al. (1973). These were 
based on the so-called grey-level co-oa:urrence matrix (GLCM), which represents the distance and 
angular spatial relationships over an image sub-region of a specified size. Each element of the 
GLCM is a measure of the probooility of occurrence of two grey-scale values separated by a given 
distance in a given direction (Mather 1999a). Haralick et al originally proposed 32 textural 
measures based on four angular co-occurrence matrices, but only some of them are widely used, for 
example, variance, contrast, skewness (all calculated within a window, moving over the image). 
More recently variograms were also used to study texture. It is convenient to include texture images 
as one of the inputs to a multisource artificial neural network classification (ANN, see chapter 6). 
Texture operators may be also used for edge detection (Russ 1995). 
Two simple texture computations, of variance (2°a order operator) and skewness, (3rd order 
operator) were carried out on the Landsat TM 1995 ima~ with moving windows 3x3, 5x5, and 7x7 
pixels in size. These operators are calculated in the following way: 
Variance V = Skewness S = 
n-1 (n-1) V1·5 
where xii is the DN value of a pixel in row i and columnj, n is the number of pixels in the 
moving window, Mis the mean DN value within the moving window. 
Figure 5-6 shows _resuhs of variance and skewness calculation for an area of dead forest and 
grass and shrub tundra about 25 km south-east of Noril'sk in the valley of the Rybnaya River. 
Band 4 of the Landsat TM 1995 image is used, where differences in vegetation are the most 
apparent (the texture operators wereappred to all bands of the Landsat TM im~ but results for 
band 4 were the best). An idea of the distribution of dead forest and grass tundra in this area may 
be obtained from Figure 7-3a, b, f (page 100), where a 1998 photograph of this area from a 
helioopter, and false colour composites of the Landsat TM and MSU-Eimages for the centre of this 
area are shown 
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Figure 5-6. Application of variince and skewness opera:ors to band 4 of the Landsat TM 1995 image, the 
Rybn<tYa Rivervalley area: a - variince opera:or, moving window 3x3 pixels; b • variooce opera:or, moving window 5x5 
pixels ; c -variooce opera:or, moving window 7x7 pixels; d • skewness operitor, moving window 3x3 pixels; e - skewness 
opera:or, moving window 5x5 pixels; f - skewness opera.or, moving window 7x7 pixels 
It was hoped to detect boundaries between dead forest and tundra However, the 
resu1ting images only delineated cryohydrological features, name.ly the numerous small 
therrmkarst lakes, morainic lakes, and river valleys which have much higher contrast in 
refloct:ance with vegetation than different types of vegetation between each other. The dead 
forest in this Landsat TM image exceipt cannot be identified with the variance and skewness 
measures even with the smalkst window size, which is an approximation of the srnallist 
detectable texture features. Nor can this forest be identified visually in colom composites of the 
original Landsat TM bands. This su~ts that, although variance and skewness are the simpest 
and the least scale-dependent measmes ( compared to GLCM and other methods) use of textmal 
infonnation is not promi<;ing for showing the essentially subpixel presmce of the dead forests . 
This is supported by Mather's obseIVation (1999a) that textme measmes are not often effective 
in increasing classificatfon accuracy, part.ly becau;e of the diffICulty in relating the scales of land 
surfoce featmes to the scales that the texture measures charoc;terise. 
5. 8 Conclusions 
The standard automated techniques discussed in this chapter form the essentials of 
remotely senscl image processing The radiometric and geometric corrections have to be carried 
out before further more complex steps can be unrertaken. It is important also to experimmt with 
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multiple versions of image representation, using the obvious advantages of digital processing over 
simple visual interpretation. 
Vegetation indices, such as the NDVI, are simple and efficient tools for assessing the 
vegetation vigom in a homo~neous environment; however, when used for multilay ered high-latitude 
vegetation systems with varying canopy cover they can be misleaiing The ground data suggest 
that the slight to heavy-level industrial impact excluding total and almost total degraiation, results, 
first of all, in a chan~ of species composition. This composition has no simple linear relationship 
to the amount of surfa;e green biomass, reflected in the vegetation index values. This leaves 
possibly only one appocation area for NDVI and the like: detection of chan~s occurring within the 
same site (pixel area). 
More advanced techniques, such as soil-adjusted vegetation indices, the Principal 
Component Analysis, and the Kauth-Thomas transformation extroct more spectral infonnation 
from the image, but subs<:quently require more ground data for inteipretation (possibly more than 
alreaiy avaihble for the highly complexNoril'sk study region). For this reason increase of mapping 
automation with these techniques is still not possible. They are useful, nevertheless, for the study 
and bettcr understanding of the spectral prop a-ties of the main reference image ( the Landsat TM of 
1995). 
Still more advanced are the methods which account for the directional charocter of satellite 
sensor image reflectance, involve external data ( e.g, elevation for reflectance correction), and utilise 
the image's spatru contmt (texture). These methods wereeithcr not applied or not successful with 
the Noril'sk satellite sensor image dataset due to a lack of satellite sensor data with appropriate 
viewing geometry and spatru resolution to sample the directional reflectance of vegetation, the lack 
of a detailed DEM, and the lack of satellite sensor data with sufficient spatial resolution to detect 
textmal chan~s due to the presmce of dead forest a.gaimt a tundra backg-ound. At the 30 m 
resolution of the available Landsat TM data, cryohydrological featmes (pattern of small 
thenrokarst lakes) prevail over diffcrences in vegetation type. All this implies that significantly 
bettcr satellite sensor data will be needro before these advanced autormted techniques can be 
applixl.The next logical step after autormted methods is to apply more customised and more 
sophisticated methods of image classification. The range of choices and approoches available is 
discussed in the following chapter. 
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Chapter 6 
6 A SUGGESTED MULTISPECTRAL, MULTISOURCE, AND MULTISEASONAL 
CLASSIFICATION 
6.1 Introduction 
In thi s chapter the classification approaches and methods to create a map of damage to 
vegetation in the Noril ' sk region are di scussed, and results of the selected hybrid technique are 
presented. The purpose of the vegetation damage map is to help to reduce uncertainty in the 
present extent of the damaged area, as discussed in Chapter 3. Development of such mapping 
will allow the establishment of regional environmental monitoring and planning of remediation. 
First I describe the main classification approaches currently used in remote sensing: the 
so-called hard and soft classifications, as well as the replacement of classification with mapping 
of continuous variables, when appropriate. Then the main data processing methods for these 
approaches will be overviewed, and the choice of methods for the Noril' sk dataset 
substantiated. Later in the chapter the developed hybrid technique and the necessary data will 
be described. Fi nally the resulting map for the central part of the Noril'sk region and the 
accuracy assessment results will be presented. 
6.2 Overview and discussion of possible approaches and methods 
6.2.1 Dependence of classification approaches on type and scale of the landscape 
Image classification is a process of producing a thematic map, or an informational 
description, rather thai:i a data description of the image, over a given area (Schowengerdt, 
1997). The information is inferred from differences, or, more generally, rel ations, between data. 
The classification uses a model, consisting of some classes (categories), into which data objects 
are placed. Human perception is usually object or category-based and such representation 
facilitates analysis of the result (Atkinson and.Tate, 1999). Evidences of such perception might 
be seen in the existing idea that a digital satellite sensor image of the Earth's surface 
"objectively" represents reality, despite the image being broken into discrete pixels (Mather 
1999b). Often remote sensing analysts talk of "classifying an image" ; but does the image 
75 
objectively represent land cover, and can land cover thus be classified? It is important to note, 
that we receive most of our information about the surrounding world through the remote-
sensing system of our eyes, and this is as close to reality as we can get (Atkinson and Tate, 
1999). It is an encouraging fact that the use of imperfect images received by the retina does 
allow us to obtain comprehensive information about the reality , meaning that our everyday 
"classifications" normally work. For this reason, the science of human vi sion has many 
insights to offer in the field of remote sensing (Knizhnikov, 1997). Thi s has already happened, 
particul arly with the development of neural classification methods that mimic the collective 
action of many neurons in the human brain (see section 6.2.2 for a brief method overview). 
Two maJor image classification approaches for mappmg land cover have been 
developed depending on the data representation model , namely the "hard" and "soft" 
classification. Hard classifiers assign any pixel to only one class, and assume clear boundaries 
between classes. Soft or fuzzy classifiers allow partial membership of more than one class, 
giving one of the solutions to mixed-pixel problem (Lillesand and Kiefer, 2000). The third 
approach is mapping of a landscape as a continuum. 
Mather ( 1999b) reviews the uses of the three approaches. Hard classification is suitable 
for images depicting a patchwork of separate and homogeneous regions, e.g. agricultural fields. 
Pixels at the boundaries of patches are likely to be mixed, but since their number is small , this 
is not significant for the overall accuracy of classification. 
If classifiable, i.e. distinct, regions exist but are too small to be resolved in an image 
(e.g., highly variable natural or semi-natural vegetation), then the number of mixed pixel s 
becomes unacceptable. This is a si tuation when the fuzzy approach is more appropriate, as it 
will produce a set of membership probabilities for each pixel. The principal factors that affect 
spectral confu sion between classes, other than image scale/resolution , are topography, 
shadowing, atmospheric variab ility, and sensor calibration changes (Schowengerdt, 1997). 
If the landscape is best represented by several overlapping continuous fields of 
variables, for example the percentage of vegetation cover or bare soil in a semiarid region, 
neither of the first two approaches will work. Instead the specific mapping of a continuum 
should be carried out. Such mapping is similar to the fuzzy approach in producing a set of 
partial memberships for each pixel, but the underlying data model is different. 
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The "fuzziness" of the classification approach may vary from zero (the classical hard 
classifier) through a medium level when only some classification stages are fu zzy, to a fully-
fuzzy solution, when training, testing and class allocation are all based on fuzzy methods 
(Foody 1999). The choice of the degree of fuzziness depends on the chosen model to represent 
land cover. 
When the study area generally conforms to the data model for a hard classifier, but 
some scale-dependent problems are present (for example, excessive vari ability within a single 
agricultural field in a very fine spatial resolution image) additional (GIS) data may be used to 
increase the classification accuracy. This forms the basis of the per-parcel or per}ield 
classification, as opposed to the usual per-pixel approach (e.g. see Aplin, Atkinson , and Curran 
1999, or the CLEVER-Mapping project') . This method allows reciprocal improvement of the 
image classification and the GIS dataset: GIS data increase the homogeneity of the image 
classes, while image data help to identify missing boundaries and erroneous parcel labels. 
Extensive GIS data are usually needed. 
In summary, the choice of the classification approach should be guided by an adequate 
data representation model (more specifically, a good model of the landscape/land cover) , and 
an appropriate scale of research. Only in thi s case can acceptable classification accuracies be 
attained. 
6.2.2 Methods for classification and for mapping of a continuum 
The classification methods can be, first of aJI, subdivided into supervised, based on 
predefined values or training data, and unsupervised, based on minimum input, a self-learni ng 
algorithm, and subsequent interpretation . Often these two types of method are combined in a 
hybrid classification , when a supervised classification uses the results of unsuperv ised learning 
as part of the input. 
In both cases, statistical and neural classification methods have found the most widespread use . 
The statistical methods, such as maximum likelihood estimation (Duda and Hart 1973) assume 
random data with multivariate-normal frequency distributions, continuously measured and 
1 http://www. nerc-me rle wood. ac. uklite!monklbnsc/CLEVER. htm 
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unbounded in range, while a typical remote-sensing image consists of discrete data with an 
arbitrary distribution, and a range of 8 or 10 bits. As a result, for targets with distributions far 
from Gaussian, e.g. urban terrain , the class identification is inaccurate. A practical solution is 
to treat such classes as combinations of smaller classes with normal distributions, but more 
generally, real data are not often well described by parametric statistical models. Neverthel ess, 
the most popular maximum likelihood classification algorithm continues to find extremely 
wide use in all kinds of land cover classifications (Mather 1999b). 
A recent and currently popular alternative is the artificial neural network (ANN), which 
achieves good performance via a dense interconnection of simple computational elements. In 
this respect, they reflect our present understanding of the biological nervous system (Lippmann, 
1987). The type of ANN that is most used in remote sensing image analysis is thefeed}orward 
multi-layer perceptron using backpropagation. Such a network consists of a minimum of three 
layers, including input, output and the hidden layer. A number of e lementary processing units, 
or neurons, is present in every layer, and each neuron is connected by a weighted channel to all 
neurons in the other layers. The network first learns from a precisely defined training set (by 
backpropagation of errors and changing weights), and then may be used on a test area. The 
great advantage of ANNs is that they nonparametric and can use any numeric data, including 
texture, category and other non-spectral information. On the other hand, some of their aspects 
are still poorly understood, and training of ANNs may be very time consuming. For a review 
of ANN theory and remote-sensing applications see Foody (1999) and Atkinson and Tatnall 
(1997). Applications of ANN classifiers to land cover vegetation mapping have been numerous 
in recent years (e.g. Gopal et al. 1999, Gopal and Woodcock 1996, Mi ller et al. 1995, Dreyer 
1993, Bishof et al. 1992). The latest approaches combine neural and statistical algorithms for 
supervised classification (Giacinto et al. 2000). 
Mapping of a landscape as a continuum uses a model of one or several (overlapping) 
continuous fields . Spectral mixture modelling is one of the possible methods. Usually linear 
mixing models are used (they assume that the reflectance value.derived for a pixel is a linear 
sum of reflectances of the objects within that pixel). Examples of their use include mapping 
global continuous fields of vegetation characteristics (DeFries et al. 2000) and modelling of the 
biophysical structure of boreal forest (Peddle et al. 1999). Empirical methods, such as the 
Spectral Angle Mapper, can be also applied, as well as factor analysi s (Mather, 1999b). Neural 
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networks find their application too, for example, in extracting continuous vegetation variables 
from optical and radar measurements (Kimes and Nelson 1998). 
6.2.3 Choice of the classification approach for the Noril'sk dataset 
The Noril'sk area can be characterised as a mixed landscape with some sharp boundaries 
(urban/natural, land/water), some subpixel sharp boundaries (snow/land), some fuzzy boundaries 
(forest/non-forest, changes in species composition), and possibly some quasi-continuous 
variations (vegetation damage at different height levels in the ecosystem, with distribution shaped 
by prevailing wind directions and interrupted by terrain). It was decided that the nature of this 
poorly known landscape should first be explored by the tried and tested methods of "hard" 
classification. Thus methods of fuzzy classification were rejected, since they require a very 
precise definition of the training data and of the class membership in the case of fuzzy training. 
Typically the knowledge of ground cover composition was rather at the level of the majority 
class, and so the usual maximum likelihood decision rule was applied to assign a single class 
value. The only fuzzy elements used were at the stage of accuracy assessment, when it was 
required to match short class definitions with more detailed field assessments. Furthermore, the 
fuzzy methods, for example neural networks, typically increase the accuracy of classification by 
just a few percent (Foody 1999), if at all (Giacinto et al. 2000). Evaluation of this small increase 
in accuracy would be difficult, because logistic and political difficulties in access to sites, 
sometimes aggravated by fmancial constraints, did not even allow the collection of enough data 
to statistically assess the accuracy of classification for each vegetation class and it would have 
needed to be done in total for the whole map (as described in the section 6.5.2). 
Although it is thought that the vegetation damage at the levels of forest crowns and 
understorey can be mapped as a set of continuous fields, it was not possible to obtain data for 
creating damaged vegetation end-members and subsequent linear unmixing. The most detailed of 
the available satellite sensor images, the Landsat TM 1995 sub-scene, potentially allows 
identification of end-members for clear water, but not for various vegetation types. Sampling of 
end-member reflectance during the field campaigns in 1997 and 1998 was not possible due to the 
difficulty of access to all the necessary sites for the required length of time. 
Despite the scarcity of detailed field data, the spectral properties of the images could be 
fully explored, and medium-detail external data, such as vegetation maps, are available, as 
discussed in preceding chapters. This permitted the choice of an algorithm that is hybrid in two 
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ways • unsupervised-supervised training signatures are used, and extra data are involved, such as 
images of the area taken at different stages of the vegetation season, vegetation maps, field data 
etc. Many interpretation problems are partially resolved in this way, e.g. characteristic 
combinations of forest and understorey types are determined, and thus the scale problems 
(insufficient spatial resolution for a relatively detailed set of required classes) are reduced. The 
goal of this classification is to give a first-approximation, practical map, which is more detailed 
than most previous ones and accounts for the multilayered structure of vegetation in the Noril'sk 
region, but can still be carried out within the framework of the hard classification approach. 
It would be interesting in the future to attempt a vegetation type classification with a fuzzy 
class allocation routine, and perhaps even fuzzy training, if the more detailed ground data become 
available. If more detailed ground radiometry data are obtained (this would require a special 
large-scale field campaign to overcome the difficulties of access) mapping of the vegetation 
damage continuum at different height levels within the vegetation cover may become possible. 
6.4 Unsupervised classification as the first step 
The unsupervised classification is usually applied as the principal algorithm when the 
ground data are limited and so only the basic land cover types can be identified in the resulting 
classes. This may not be a satisfactory level for vegetation damage studies. Consequently, in this 
study unsupervised classification was used only to gain an initial understanding of the image's 
spectral content in relation to the surface materials. 
Steps for unsupervised classification ofLandsat TM 1995 data included the following: 
Selection of bands to use. Two possible sets of bands were examined: the high-resolution 
reflective bands (1-5, 7), and reflective bands plus the thermal band 6. The importance of the 
thermal band arises from the significant thermal emission from the industrial areas and heavily 
disturbed lands due to the· absence of vegetation cover. It makes these areas stand out clearly in 
the colour composite images (see, for example, the image of Noril'sk city in Figure 2-6b). 
Mikkola (1996) used a TM6, TM4, and TMl RGB colour composite to map areas of severe 
degradation around the Monchegorsk smelters. All factors considered, it was decided to exclude 
the TM6 band from the vegetation mapping for two reasons: 
• TM6 brings a noticeable enhancement in mapping of areas of severe vegetation degradation 
only, but not at intermediate damage levels; 
· • Due to its 120 m resolution, TM6 introduces distinct strips of mixed values along the land/water boundaries. 
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Definition of classification parameters. For the unsupervised classification , the 
ISODAT A clustering algorithm was applied. Its implementation in ERDAS Imagine software 
requires that the number of desired classes, the method of initiali sing the class means , the 
number of iterations and the convergence threshold at which to stop the classification are 
specified by the user. The last two conditions are concurrent: the algorithm is terminated when 
at least one of them is satisfied. 
Selecting the number of classes is the lengthiest task, as in essence it has to be 
experimental. For maximal detail, the largest number of classes that can be comfortably 
interpreted should be used. It was set to 100 in this study. Such a large number of classes was 
required to separate out thin cloud and smoke cover over significant parts of the image. This in 
some cases allowed interpreting these cloud-affected classes by vegetation type instead of 
masking them in the final image. After some experimentation I developed a three-step 
clustering procedure for mapping vegetation in scenes with insignificant amounts of thin 
cloud: 
1. A crude 10-15 class clustering to delineate areas of thick cloud, snow etc, i.e. areas which 
are not of interest for the classification; 
2. Masking of these 'noise' areas, and 
3. A further (10, 50, 100-class ... ) clustering of the unmasked areas of the image. 
The areas of summer snow cover are usually mountainous and have extremely high 
variability due to terrain and reflection effects. Masking them in the way described allows a 
great reduction in the "noise" variability and concentration on interpreting classes of real 
interest. Such iterative clustering is similar in the idea to unsupervised classification by 
progressive generalisation (Cihlar et al. 1998), but is a simple, quicker routine. The 
simplification is justifiable, as very large, relatively homogeneous ' noise ' areas are being 
masked out. 
The convergence threshold was set to 0.99 in this study to allow stable subdivision into 
100 initial classes. The number of iterations was intentionally set high (50 iterations) to allow 
the algorithm to converge to this threshold. Because of large number of iterations, the means 
initialisation method was not too significant. ERDAS Imagine allows the generation of initial 
means either along the original spectral axes , or along the principal components axes, and 
specification of the scaling range either within n standard deviations (cr) or automatically , 
depending on the number of classes and assuming normal di stribution . I took the ini tial means 
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along the principal axis within 1 cr range, and the classification converged to the 0.99 threshold 
in 44 iterations. 
The classification was interpreted using field data and all available additional material. 
Although more detailed than previous results, it still was unable to represent the multilayered 
ecosystems with various degrees of damage. It was concluded that an enhancement by a hybrid 
method would be necessary. 
6.4 Hybrid supervised classification 
6.4.1 A set of necessary materials 
The hybrid method implies a certain combination of unsupervised and supervised 
classification algorithms, to allow the incorporation of additional knowledge external to the 
multispectral image. Essentially it deals with multisource information. Here we utilise a mostly 
statistical algorithm based on maximum likelihood classification of a mixed set of spectral 
signatures, defined partially with an unsupervised (clustering) and partially with a supervised 
(training site selection) method. A similar approach was successfu ll y used in studies of Arctic 
vegetation (boreal forests , mountain and lowland tundra) to compile maps of tundra vegetation 
from SPOT HRV imagery (Stow et al. 1989, Stow 1993), to map reindeer ranges in Norway 
((T0mmervik and Lauknes 1987), and to assess air pollution impact on tundra vegetation 
(T0mmervik et al. 1991, Rees and Williams 1997 a, b ). The difference in the approach taken in 
this study is that post-classification adjustments are performed using additional data, 
pa1ticularly to account for the early phenological position of the Landsat TM 1995 image. 
The materials that are considered necessary to map industrial damage to vegetation in 
the Noril'sk region with examples from the current dataset are listed in Table 6-1. 
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Table 6-1. Information sources for the suggested hybrid c!assi fication of vegetation damage. 
__ Jype of'source 
The main hi gh-reso lu tion 
111ulti spectral image 
Noise (cloud/ice/snow/smoke) 
mask 
Additional multispectral image 
taken about 3-4 weeks later, at the 
peak of the vegetation season 
Set of field botanical descriptions 
and ground radiometry data from 
the key sites 
Vegetation maps detailing species 
composition, horisontal (density) 
and vertical (layers) structure of 
the ecosystems 
Terrain information 
Possible data Purpose 
Landsat TM of9 Jul y 1995 
derived from the Landsat TM 1995 
· image 
Resurs MSU-E image of l August 1998 
(on the assumption of insignificant 
overall change from 1995) 
Field data 1997-1998 
map by Shchelkunova et al. (1974) 
Multi spectral supervised-
unsupervi sed classification 
Mas kin g of the affected pixels 
Correction for the earl y seasonal 
stage of the main satellite sensor 
image 
Information for cl assification 
training, interpretation, and 
accuracy assessment 
Information for class ifi cation 
training, interpretation, and 
accuracy assessment 
Topographic maps I :200,000; I : I 00,000 Correction of topographic effects (for a central area) ; a detailed Digital on illumination 
Terrain Model would be highly 
desirable 
6.4.2 Classification algorithm 
The suggested generic classification algorithm on the basis of the recommended data is 
outlined below. It is assumed that the data have undergone all the appropriate geometric and 
radiometric corrections. 
1. Correction for solar illumination effects if an accurate Digital Terrain Model (DTM) is 
available; 
2. One or two-step unsupervised classification; 
3. Interpretation and editing (merging, redefining) of unsupervised classes; creation of 
superv ised spectral sign atures where necessary; 
4. Hybrid c lassification on the basis of the spectral signatures developed in (3); 
5. Re-labelling of the classification using a later seasonal image to adjust for phenological 
effects . 
It should be noted that full implementation of this algorithm is not yet possible due to 
the lack of several specific types of ground data. The absence of an accurate DTM/DEM 
forced the use of only a very partial terrain correction, by incorporation of manually defined 
signatures for strongly illuminated mountain slopes into the hybrid classification. A total 
. phenological correction using the 1998 MSU-E image was also not possible because it overlaps 
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only part of the TM 1995 image. It was therefore used at the signature interpretation and 
editing stages , in addition to the field site descriptions and radiometric data, geobotanical and 
topographic maps . All information sources were compared using spatially linked viewing 
windows in ERDAS Imagine software (effectively a semi-automated multi -layer overlay) . This 
provided an interim procedure for data integration. More automated phenological inter-image 
comparisons are described in Chapter 7. 
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6.5 Results of the suggested classification method 
6.5.1 Map of vegetation degradation in the Noril'sk industrial region 
A preliminary 20-class map of industrial impact in the Noril'sk region is presented in 
Figure 6-1. The map shows the main land cover classes with reference to the level of impact, 
where applicable, e.g. industrial and built-up areas, totally destroyed vegetation, moderately 
damaged larch forests. Areas occupied by each class are given in Table 6-1 . Analysis of the 
table shows that of the total 8529 km2 study area, 1963 km2 are occupied by dead and heavily 
damaged vegetation. This includes 838 km 2 predominantly covered by dead larch forest with 
varied understorey. A typical average distance of 7 to 10 m between trees gives a figure of the 
order of 10,000,000 or more dead larch trees, just within the area covered by the Landsat TM 
quarter scene. If we use AJexei Grigoriev's (1994) assessment of the total affected area ranging 
from 4000 to 8000 km2 of dead and seriously damaged vegetation , this number rises to 50,000, 
OOO - 100,000,000 dead trees. 
Table 6-2 Distribution of areas for Landsat TM hybrid supervised-unsupervised classes 
Class No Area, kni.2 
l <l 
2 375 
3 53 
4 512 
5 269 
6 639 
7 568 
8 680 
9 250 
10 240 
11 658 
12 119 
13 61 
14 151 
15 282 
16 264 
17 138 
18 235 
19 27 
20 812 
Mask 2196 
Total area 8530 
Class Name 
industrial "hot spots" 
industrial wasteland and bare ground 
residential and industrial areas or almost unvegetated gro und 
sparsely vegetated ground 
heav il y damaged sparse tundra vegetation 
moderately damaged shrub tundra vegetation 
sparse mountain tundra vegetation 
re latively healthy shrub tundra vegetation 
heavily damaged or sparsely vegetated bogs 
moderately damaged bogs 
(dead larch forests) with mixed tundra (understorey) 
(dead larch forests) with moderately damaged grass tundra (understorey) 
(dead larch forests) with relatively healthy grass tundra (understorey) 
heavily damaged mixed forest with grass understorey 
moderately damaged larch forest with grass understorey 
moderately damaged boggy sparse larch forest 
moderately damaged larch forest with mixed understorey 
moderately damaged boggy spruce and larch forest 
extremely contaminated water 
water 
mixed/water/coastline/bare ground/c loud/smoke/snow/outside the image area 
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15520000 
15504000 15520000 
• industrial "hot spots" 
15536000 15552000 15568000 15584000 
15584000 
~~----~~----~~~~s;;;. ...... ~~~~knl 15552000 15568000 15536000 20 0 20 
Class Names 
15600000 15616000 
15600000 15616000 
Class Names 
D (dead larch forests) with mixed tundra (understorey) 
7744000 
7736000 
7728000 
7720000 
7712000 
7704000 
76!)6000 
7688000 
7680000 
7672000 
7664000 
7656000 
7648000 
7640000 
7632000 
• industrial wasteland and bare ground 
• residential and industrial areas or almost unvegetated ground 
• sparsely vegetated ground 
D (dead larch forests) with moderately damaged grass tundra (understorey) 
D (dead larch forests) with relatively healthy grass tundra (understorey) 
D heavily damaged mixed forest with grass understorey a heavily damaged sparse tundra vegetation 
0 moderately damaged shrub tundra vegetation 
0 sparse mountain tundra vegetation 
relatively healthy shrub tundra vegetation 
8 heavily damaged or sparsely vegetated bogs 
0 moderately damaged bogs 
D moderately damaged larch forest with grass understorey 
D moderately damaged boggy sparse larch forest 
D moderately damaged larch forest with mixed understorey 
D moderately damaged boggy spruce and larch forest 
extremely contaminated water 
water 
Figure 6- 1. Hybrid supervised-unsupervised classification map of Landsat TM lloating quarter image for the No ri I' sk area, 9 Ju ly 1995. The noise mask is co loured in grey. Co-ordinates in metres are gi ven in the Gauss- Kruger projection or Russian topographic maps. 
1,1 
Other major areas on the map include moderately damaged vegetation (1798 km\ 
sparse vegetation of natural and technogenic origin (1080 km2 in total), relatively healthy shrub 
tundra vegetation (680 km\ residual snow cover (1204 km\ and water bodies (812 km2). 
Several areas have produced mixed signals due to cloud cover, smoke contamination and, last 
but not least, partial. but in places spectrally dominating, snow cover. 
The appropriate class names are defined by several main parameters , such as type, 
density of vegetation cover, and soil properties, especially in the case of sparse vegetation. 
These parameters are directly influenced not only by industrial damage levels but also by 
natural permafrost conditions, altitude and topographic position. Sometimes, for example on 
sparsely vegetated mountain summits close to the emission sources, the relative share of 
industrial and natural factors in vegetation stress is not obvious from the available information . 
As a result, the class definitions developed after fieldwork are broad (see Table 6-1 ). 
These definitions attempt to reflect both vegetation type and the level of the damage in the class 
names. In some cases the same spectral response is produced by heavily degraded and naturally 
stressed (e.g. by winds and altitude) landscapes, and this forced us to use very broad definitions 
such as "sparsely vegetated ground". This class confusion could be partially, but not 
completely, eliminated by masking and separate processing of areas at different altitudes. 
However, the breadth of the classes should allow relatively easy transition to imagery of 
different types and dates. 
In many cases the Landsat TM spectral data alone would not allow classification of the 
level of partial vegetation destruction, as in the previously mentioned case of the dead sparse 
larch forest with living understorey (Figure 4-3b). This is a typical case where hybrid 
multisource information had to be used. 
6.5.2 Accuracy assessment . 
In July-August 1998, 107 site observations were made within the area of the classified 
image, located with a non-differential GPS. Each site was assigned a class corresponding to the 
classification legend (Table 4-2). Then the sites were overlaid onto the georeferenced TM 
image and compared with the image classes. Because of insufficient GPS location accuracy 
(70-100 m, compared to the 30 m TM pixel size), a 3x3 pixel window around each site was 
87 
considered. General results are presented in Table 6-2; due to the small number of field sites , it 
was not possible to provide separate accuracy assessments for each class. A fuzzy 4-score 
ranking system was employed for the assessment: coincidence was considered "very good" if 
the class of the image pixel corresponding to the field site, or the majority of pixels in a 3x3 
window coincided exactly with the ground class; "good" if the image and ground classes were 
within the same impact group, and the same land cover class (e.g., forest, or tundra) , but there 
were minor differences, e.g. in the understorey composition, "satisfactory at a general level" if 
there was a general coincidence of the land cover class and the next higher or lower impact 
level was predicted in the image classification. All other results were considered not 
satisfactory and reasons of error were analysed in the context of neighbouring pixels. It was 
concluded that the typical sources of error were insufficient georeferencing accuracy in the 
areas of rapidly changing land cover types and phenological differences, e.g. the presence or 
absence of snow cover on mountain slopes at the moment of satellite sensor survey and 
fieldwork. 
In general , the result (66% good or very good correspondence between ground and 
classification data) is considered satisfactory given the significant phenological difference 
between the image and the time of the accuracy assessment survey (abundance of snow in the 
Landsat TM image) and the complex environment. However, as Table 6-2 suggests, a 
noticeable percentage of errors ( over 6%) is caused by low-precision georeferencing, with the 
true location of a site sometimes outside the 3x3 pixel window. It would be interesting, 
therefore, to study in the future how the contribution of various sources of error would change 
within a larger window, e.g. 5x5 pixels . 
Table 6-3. General accuracy assessment results for Landsat TM 1995 hybrid supervised- unsupervi sed classifi cation. 
Coincidence of ground data and image class 
Very good 
Good 
Satisfactory at a general level 
Unsatisfactory due to seasonal differences 
Unsatisfactory due to georeferencing errors 
Unsatisfactory due to season and georeferencing 
Total number of sites 
88 
Number of sites 
36 
34 
11 
15 
7 
4 
107 
% of total number 
34 
32 
LO 
14 
6 
4 
100 
6.5.3 Further improvements 
A more advanced improvement of the resulting map may be achieved by classifying 
mountain tundra, covered by snow on the TM 1995 image, using the MSU-E 1998 image and 
combining the two classifications. The only problem here lies in the uncertainty of the MSU-E 
radiometric calibration and the general shortage of ground radiometry data at higher altitudes. 
Some results can be achieved by regression of MSU-E bands to corresponding bands of the TM 
sensor on phenologically stable targets; such an approach for a general phenological study is 
presented in Chapter 7. 
Another improvement of both illumination and geometric properties of the satellite sensor 
images and the resulting map would be possible if a detailed Digital Elevation Model were 
available. The compilation of such a model would be a laborious task but it is hoped that it will 
be fulfilled for the region as the model is required by local Noril'sk organisations, in particular in 
the area of geological exploration. 
The "soft" or fuzzy classification approaches and spectral unmixing, as discussed in the 
section 6.2.3, are potentially interesting, but would require more detailed field data, including 
land cover characterisation and extensive ground radiometry measurements. 
6.6 Conclusions 
Classification algorithms allow direct implementation of ground data knowledge in the 
digital image analysis by feeding the data into the classification training parameters. The Nori!' sk 
region is very specific, being a mixture of areas with distinct and indistinct boundaries, and the 
optimal type of classification would be soft, or fuzzy, perhaps utilising artificial neural network 
algorithms. Another po~sibility would be the use of spectral unmixing to map vegetation state as 
a continuous variable. However, the currently available ground data do not allow the use of these 
methods, because training sites of representative size cannot be described with adequate detail, 
and so it would be impossible to assess quantitatively the advantages of these soft classsification 
methods over more traditional hard classifiers . . It is not possible to collect more detailed data at 
the moment due to access difficulties. The suggested solution for mapping the state of high-
latitude vegetation in the Noril'sk region is a specific hybrid supervised-unsupervised 
classification algorithm based on the hard classification approach, which maximises the use of the 
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data available. The main feature of the method is the use of multisource data detailing species 
composition, vertical and horizontal structure of the damaged ecosystems, as well as 
multiseasonal information approximated by the July 1995 and August 1998 data on the 
assumption of no long-term change. The defined set of necessary materials is considered to be 
minimal for the appropriate vegetation mapping at high-latitudes; otherwise gross 
misinterpretation may occur similar to that in the case of automated use of the NDVI. 
The hybrid multispectral. multiseasonal and multisource classification gave the best 
results of all applied techniques due to the complementary and mutually correcting nature of the 
multi-source data. It was finally possible to make an approximate delineation of the area of dead 
forest vegetation with regenerating grass cover ( estimated at about 840 km2 within the Landsat 
TM 1995 image, which is roughly equivalent to 10,000,000 dead standing trees). Further 
improvements may include a more advanced incorporation of the spectral information from the 
MSU-E 1998 image and terrain correction if a detailed DEM becomes available. Implementation 
of a soft (fuzzy) classification approach to infer fuzzy (multiple) class membership, or spectral 
unmixing to model distribution of vegetation damage, will be very interesting in the future, if it 
becomes possible to overcome difficulties of access to the field sites. 
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Chapter 7 
7 REMOTE SENSING ANALYSIS OF NATURAL AND TECHNOGENIC CHANGES IN 
THE NORIL'SK REGION, 1961-1998: DEGRADATION VERSUS PHENOLOGY 
7 .1 Introduction 
This chapter examines changes in the vegetation cover of the Noril'sk region using 
satellite photography from the American CORONA mission (1961), and digital multispectral 
imagery from the American Landsat (1972, 1985, 1995) and Russian Resurs satellites (1998). 
I have chosen to assess the contributions of both the technogenic degradation and the natural 
phenological transformation of the vegetation cover. The great importance of phenology in 
mapping the state and changes of high-latitude vegetation is widely acknowledged: since the 
vegetation period is very short ( 1.5 to 4 months), seasonal evolution is very significant and 
rapid. It is thus important to: 
• Include assessment of phenological variability, and its magnitude in relation to 
technogenic change, into the overall characterisation of present vegetation state, 
and 
• Take phenological variability into account in multi-annual change detection. 
In the context of remote sensing of industrial impact, the question of phenological 
changes in high-latitude vegetation was raised in recent studies of the central Kola Peninsula. 
Phenological changes proved significant if the satellite images were three weeks apart or more 
in the growing season. For example, Solheim, n,mmervik and H0gda (1995) used images from 
late June 1978 and 1986, early August l 989 and mid-August 1994 in the Monchegorsk region 
(central Kola). They utilised an adaptive Least Mean Squares method to inter-calibrate 
Modified Normalised Difference Vegetation Indices (MNDVI) of TM scenes taken at different 
seasons. The calibration targets were chosen in vegetated areas not affected by pollution. 
Subtracting the predicted MNDVI image from the actual one identified areas of abnormal 
change. However, this approach was only partially successful due to the uneven distribution of 
phenological change. Late arrival of the "spring flush" on middle and upper mountain slopes 
resulted in vegetation increases being shown on the Chunatundra mountain range regardless of 
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the long-term degradation, because more recent images showed more developed vegetation at a 
later vegetation stage. 
Rees and Williams (1997b) studied June, July, and August (J 978, 1980, 1985, 1986, 
1989, 1992) images of the Monchegorsk area. To avoid phenological influence, they introduced 
a general logical rule: a higher damage class could riot change to a lower damage class at a later 
date. Nevertheless, significant differences between the images still produced some anomalous 
positive changes in mountain tundra areas. 
Hagner and Rigina (1998) and Kravtsova and Toutoubalina (1997) used images of the 
same area taken in early and late June (1978, 1986, 1982). Both groups elected not to map 
multi-annual changes of mountain tundra vegetation at all, because of phenological differences , 
notably variations in the amount of snow cover that strongly affected vegetation development. 
Phenological changes of lowland vegetation have lower magnitude since the snow-free 
and vegetation periods are much longer than in the mountains . Therefore their effects are less 
noticeable in change detection. But even for lowlands the correction of phenology using 
calibration targets in areas not affected by pollution cannot be entirely successfu l, because of 
the characteristic change of species in very strongly damaged areas . Such areas have sparse 
deciduous shrub and grass cover on a background of bare soil; the nearest natural analogue 
would be deciduous woodland with a dwarf shrub background. Since most high-latitude dwarf 
shrubs are evergreen, seasonal variation of the proportion of green biomass in the natural 
ecosystems is much lower than in the strongly affected ones. This problem of lowland 
phenology was not addressed in the above studies of central Kola. 
Summing up , the phenological variations of high-latitude vegetation are very apparent 
on mountain slopes and less apparent in lowlands. Their magnitude relative to technogenic 
degradation has not yet been quantitatively assessed. 
Climate in the Noril'sk region is more severe and the vegetation season is tor 2 months 
shorter than in central Kola (July to September instead of June to October). Therefore the 
phenological dynamics are even more rapid and more important. Both satellite images and field 
experience suggest that significant changes in vegetation cover can occur in the space of 1 or 2 
weeks . The frequency of image acquisitions is no greater, or probably even more limited than 
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in Kola, since Nori]' sk is more distant from major ground receiving stations. A survey of 
Landsat and SPOT sensor archives (Appendix 4) shows roughly one or two cloud-free summer 
images available once in two to three years, except the extremely favourable summer of 1995. 
The imagery is not only "patchy" in temporal coverage, but also expensive (several thousand 
UK pounds per scene). The situation improved recently when the Russian Resurs-01-3 satellite 
became available in I 998 for cheap survey scheduling (under £130 per orbit) . In late 1998 
Resurs started to experience transmission difficulties, but since 1999 Landsat 7 ETM+ images 
are available (under £400 per scene), and low-cost data from other satellites with global 
coverage (e.g. from MODIS and ASTER sensors on board Terra, from MERIS and ASAR 
sensors on board Envisat) are expected soon. 
However, a phenological correction procedure is needed both for the use of "patchy" 
historical imagery and to ensure robust monitoring in the future. 
In this chapter I suggest a system of simple techniques to implement such a correction. 
The basic premise is that phenological change depends on altitude and other geographic factors , 
and so has to be corrected using the geographic characteristics of a particular region. The 
correction consists of the following stages: 
1. Preliminary processing to ensure comparability of multispectral images. This step removes 
any systematic (non-phenological) differences that can be taken as uniform over the whole 
image areas, e.g. instrumental constants, sun viewing geometry, slight atmospheric haze. 
2. Definition of the pattern of phenological change in the study region using pairs of images 
taken at different stages of the vegetation season, in the same or very close years, so that the 
influence of long-term technogenic degradation is excluded. 
3. Determination of the phenological position of every satellite image, on the basis of the sum 
of positive temperatures accumulated through the season (approximated by the number of 
days with stable positive average temperature, recorded at the local meteostation) , and the 
amount of residual snow cover. 
4: Application of phenological corrections , derived from the pattern of phenological change, 
to "reduce" all images to the phenological position of the main reference image. 
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After stage 4 the image should be ready for change detection. The methods and results 
of this technique are described below. 
7.2 Methods 
7.2.1 The dataset: . description and comparability assessment 
I have used the following images (Table 7-1): 
Table 7-1 The satellite imagery dataset for change detection study in the Noril 'sk region 
Satellite and Sensor Date Image ID, Path/Ro w, Supplier 
or Frame ID 
Resurs-01-3 MSU-E 1 Aug 1998 TSK_045/2e0 l 0898 R&D Centre ScanEx, 
www.scanex.ru 
Landsat 5 TM 9 July 1995 floating quarter scene Eurimage, 
within I 52/11 www.eurimage.com 
Landsat 5 TM 27 July 1985 154/l l EROS DC, 
edcwww.cr.usgs.gov 
Landsat 1 MSS 13 Sep. 167/11 EROS DC, 
1972 edcwww.cr.usgs.gov 
CORONAKH-2 7 July 1961 DS0090 I 9006DV033 EROS DC, 
edcwww.cr.usas.gov 
The 1961 CORONA KH-2 photograph is panchromatic, with a best spatial resolution of 
about 8 m (see full characteristics in Table A4-4 in Appendix 4). It only allowed the delineation 
of living forest vegetation (using brightness levels on scanned 10-bit greyscale image, and 
1: 100,000 maps from 1959-1960 for checking forest boundaries). No temperature data were 
available for the summer of 1961, but the snow cover on mountains was very similar to that on 
the Landsat TM image of 9 July 1995. On this basis a very simple change detection map was 
compiled for the period 1961 -1995 : it is described in section 7.3.6. No other multi-annual. 
particularly phenological. analysis was considered appropriate. 
All the other im_ages are digital and multispectral. and of roughly similar spatial and 
spectral resolution (see Table A4-2 in Appendix 4 for details). MSS and TM are oscillating-
mirror scanners, while MSU-E is a pushbroom scanner. The spatial resolution ranges from 30 
to 80 m and all images have similar spectral bands in visible and near infrared parts of 
spectrum. TM and MSU-E have 8-bit radiometric resolution, while MSS data are 7 and 6 bit. 
These characteristics were considered sufficiently close to attempt a change detection study. 
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In our case the mo·st suitable images to study natural phenological dynamics, the 1998 
MSU-E and the 1995 TM, are three years apart. However, my own impression in the field 
(1997 and 1998) and photographs from summers 1995, 1997, 1998 suggest that the change 
during the three years was small , except several burnt areas. I decided to use these images as if 
they were in the same year, because no better image pairs were available (due to cloud cover 
and financial constraints). Phenologically, by the number of days with stable positive average 
daily temperature, the 1998 MSU-E image is 33 days ahead of the 1995 TM image (see Table 
A7-2 in Appendix 7). 
Prior to any specific processing, the Landsat MSS/TM images all underwent standard 
radiometric correction to unitless at-satellite reflectance using procedures from Markham and 
Barker (1986) as described in Appendix 5. Also haze in Landsat TM 1995 image was reduced 
by dark-object subtraction . No correction data were available for the Resurs MSU-E image, 
and so the original DN values were used. 
The Resurs MSU-E 1998 image and the Landsat TM 1985 image were geometricaJly 
corrected to the Landsat TM 1995 image, which was chosen as the main geometric and 
radiometric reference (the 1995 TM image was, in turn , geometrically corrected to a Russian 
topographic map) . The Landsat MSS 1972 image was corrected to the Landsat TM 1985 
image because they had the greatest overlap area. As previously with the TM 1995 image, no 
actual resampling was performed on the original images to preserve the maximum integrity 
(unfortunately, the Landsat MSS/TM images were supplied resampled with nearest neighbour 
(] 972, 1985) or cubic convolution (1995) algorithms, so some of the original spectral 
information was lost) . The geometric correction parameters and errors are presented in Table 
7-2. For the MSU-E and MSS images, a 2nd order transformation with extremely small 211d 
order coefficients was found optimal. This is thought to be due to very small across-track non-
linearity in the size of the CCD array elements in the MSU-E image, and due to (probably) 
slight effects of Earth curvature for the full Landsat MSS scenes. 
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Table 7-2. Parameters of image geometric correction 
Image 
Resurs MSU-E, 
1 August 1998, 
corrected to 
LandsatTM 
scene of 9 July 
1995 
Landsat TM, 27 
July 1985, 
corrected to 
floating quarter 
Landsat TM 
scene of9 July 
1995 
Landsat MSS, 
I 3 Sept. 1972, 
corrected to 
Landsat TM 
scene of 27 July 
1985 
Number Transformation parameters 
of 
ground 
control 
27 
14 
22 
Const. 
X 
y 
x2 
XY 
y 2 
Const. 
X 
y 
X' 
57477374.2468367 
- I 0.0649035015107 
4.0498557797628 
4.23578652382795e-007 
-3.0290 125982493 le-007 
2.854954 I 9 I 36073e-008 
X' 
- I 0782329 .8305776 
0.909 11 3893581729 
-0.4 13635821986678 
X ' 
Cons t. - I I 997937 .5989466 
X 1.074 I 938 I 387453 
Y -0.35704 I 95 I 935649 
X2 -4.7312 1995334963e-009 
XY -4.9206862 1484756e-009 
y 2 - I. I 795662753483e-009 
Y ' 
-I 0058496.8124863 
0.180474950224801 
1.0 1494522003247 
- I .25399828956 I 55e-009 
6.769 I 4228069368e-009 
- I .6898 138675 I 464e-008 
Y' 
- I 3357370.5538 173 
0.4 14748880 12743 
0.90933253536079 I 
Y' 
- I 7756557 .697623 I 
0.7424 14880167723 
I .34527908 I 86873 
-5.1598 11 26452 175e-009 
- I .73820637703721 e-008 
-1. 18620 1735154 1 le-008 
RMS 
X, 111 
l l.3 1 
7.94 
10.27 
RMS 
y, m 
17.55 
8.76 
11.95 
RMS 
total. 
m 
20.87 
11.83 
16.76 
After these standard corrections, and application of histogram equalisation, the images 
looked quite similar, despite being many years apart, as well as many days apart in the 
vegetation season (Figure 7-1 ). 
However, this likeness is deceptive. Figure 7-2 shows exactly the same images, but with 
the histogram equalisation derived from the top image (Landsat TM of 9 July 1995) applied to 
each of the others. They now seem strikingly different. Systematic differences, uniform for 
every scene, seem to prevail. For the Landsat TM/MSS scenes some of the difference may 
come from the change of illumination and atmospheric (haze) conditions, and some from the 
residual instrumental differences not corrected by standard methods (e.g. from slow 
degradation of the instruments in orbit). Non-uniform phenological differences are also visible, 
for example, the development of vigorous vegetation north-west of Nori ! 'skin the 27 July 1985 
image, in comparison with 9 July 1995 and 13 September 1972. For MSU-E image the main 
reason for the low contrast ( "washed-out") appearance is the difference in instrumental 
parameters. The raw MSU-E DN data have a real range several times wider than the corrected 
TM 1995 reflectance. Therefore, on application of the histogram stretch from the TM 1995 
image, the majority of MSU-E pixels receive the highest brightness values in the display look-
_up table. 
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Figure 7- l. Landsat MSS , TM and Resurs MSU-E false colour co mposites, with hi stogram equali sation stretch app lied individuall y to each image. Co-ord inates in metres are given in the Gauss-Kruger projection or Russ ian topographic maps. 
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Bands 4, 2, 1 
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13 September 1972 
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Figure 7-2. Landsat MSS, TM and Resurs MSU-E false colour composites, with the histogram equali sation stretch of the 
Landsat TM 1995 scene (in top right corner of this figure) applied to each image. Co-ordinates in metres are given in the Gauss-
Kriiger projection of Russ ian topographic maps. 
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Since there is little experience of using Resurs MSU-E data for quantitative analysis in 
conjunction with Landsat TM data, I compared the information content of these two types of 
imagery prior to any further processing. 
I have chosen a study area in the Rybnaya river valley about 25 km south-east of 
Noril'sk covered by both images. Ancil lary data consist of a helicopter photograph (26 July 
1998, Fig. 4-1 l a), and a si te observation (combination of dead larch forest, grasses, shrubs, 
dwarf shrubs and sedge-cotton grass bogs) obtained in summer 1997 on the east side of the 
river (far side of the river on the photograph). Examination of the TM image extract and its 
hybrid classification (Fig. 4-11 b, c) shows that they give a reasonable representation of the real 
landscape, although grass and shrub vegetation is somewhat mixed and the smallest lakes are 
Jost. A large burnt area opposite the river meander on the east bank did not ex ist in 1995. 
The MSU-E image is significantly more blurred, resolving at most 70% of the small 
thermokarst lakes found in the TM image, and the representation of vegetation is more uniform 
and more pronounced (which is likely to be due to the later date) . 
A 20-class ISODATA classification of the MSU-E image (Fig.4-11 g) shows that major 
classes, such as green, dead and burnt vegetation and water, may be reliably identified. For the 
TM extract, ISODATA classification with identical parameters was tried on two spectral 
subsets: bands 2, 3, and 4 (which have the closest correspondence to MSU-E bands 1, 2, and 3) 
and bands 1-5, and 7 (all the TM high-resolution bands). It is easy to see that the bands 2, 3, 
and 4 subset is only slightly better than the three bands of MSU-E: narrow river channels are 
mappable due to the better spatial resolution. A 1-5, 7 TM band subset allows further 
subdivision of living vegetation , e.g. into dead forests with green shrub understorey (yell ow-
green colour in the ISODAT A classification) and grassy bogs ( orange co lours) . 
Therefore, a preliminary analysis on a small test site indicates that the MSU-E image is 
of high enough quality to be compared with the Landsat TM image, although inevitable 
generalisation will result from the coarser spatial and spectral resolution of the MSU-E. In turn , 
the MSU-E data are superior in spatial resolution to the Landsat MSS data (35x45 m and 56x79 
m pixels, respectively). 
Figure 7-3. Comparison of the information content of Landsat TM and MSU-E imagery: a - photograph of a site in the 
Rybnaya river valley, taken from a helicopter on 1998/07/26; b - extract of Landsat TM image for the same si te, 1995/07/09, 
bands 4,3,2; c - an extract of the Landsat TM hybrid classification, same class co lours as in Figure 6-.1; cl - 20-class !SODA TA 
classification of the Landsat TM extract, bands 1-5,7; e - 20-class !SODA TA classification or the Lam.lsat TM extract, bands 4 , 
3, 2 only (i n the same colours as (d)); r- extract of MSU-E image, 1998/08/0 1: g - 20-class I SODA TA classificat ion of the 
MSU-E extract (same colou rs as in (d) and (e)). 
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7.2.2 Increasing image comparability by bandwise linear regression 
Having established the reasonably similar information content of the Landsat TM and 
Resurs MSU-E sensor data, one needs to develop a technique for eliminating the spatially 
uniform instrumental. illumination and atmospheric differences between the images. I decided 
to use simple linear regression between the most spectrally close bands in TM 1995 (the main 
reference image) and each of the other images. This is based on the assumption that the relation 
between reflectances of unchanged objects would be linear. This requires, among other 
conditions, that a relation between the sensor-recorded ON-number and the actual spectral 
radiance/reflectance on each image is linear. Such an assumption is reasonably true for the 
Landsat sensors (it is the basis of the standard reflectance correction), and it is thought to be 
true for the Resurs scanners as well (since a linear response is one of the crucial general 
requirements for satellite sensors). 
Some researchers , e.g. Mikkola ( 1996) used multiple regression for the same correction 
of differences, and predicted each band of the late acquisition as a function of all bands of an 
earlier acquisition. Such a method is not applicable to the Noril'sk dataset, because it consists 
of multisource images that cover variable spectral ranges. The chosen band combinations for 
simple bandwise regression are shown in Table 7-3 . 
Table 7-3. Spectral band pairs for image regression matching 
1972-1995 1985-1995 1998-1995 
MSS TM TM TM MSU-E TM 
Band Spec1ral Band SpeClrctl Band Speclral Ban Spectral Band Spectral Band Specrrci.l 
No range, No range, µm No range, µm dNo range, µm No range, µ,n No range, µ111 
µm 
1(4) 0.5-0.6 2 0.52-0.60 2 0.52-0.60 2 0.52-0.60 0.5-0.6 2 0.52-0.60 
2(5) 0.6-0.7 3 0.63-0.69 3 0.63-0.69 3 0.63-0 .69 2 0.6-0.7 3 0.63-0.69 
4(7) 0.8- 1. I 4 0.76-0.90 4 0.76-0.90 4 0.76-0.90 3 0.8-0.9 4 0.76-0.90 
As illustrated in the table, Landsat MSS and MSU-E images have only three reasonably 
similar bands to Landsat TM images. Landsat MSS band 4 (7) in fact covers a much broader 
near-infrared region than the Landsat TM band 4 to which it is being regressed. But since the 
spectral reflectance trends for objects of interest in this study (bare soil and vegetation) are 
generally preserved in the 0.8-1.1 µm interval , such a regression was considered acceptable. 
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The small number of similar spectral bands in some image pairs would allow only a 
general characterisation of vegetation (as illustrated in Figure 7-3). Detailed ground data 
contemporary to the 1985 and 1972 images were not available, thus making an accurate image 
classification (by unsupervised or hybrid method) even more difficult. Therefore it was decided 
to adopt a simple vegetation mapping method, namely the Normalised Difference Vegetation 
Index. Despite all the limitations of the NDVI in · the Arctic, as previously discussed in 
Chapter 5, it can give a useful indication of relative vegetation change within the same pixel, 
which then has to be identified as phenological and/or a result of long term degradation. The 
use of soil-adjusted indices, such as MNDVI, or SARVI could be even better than NDVI, but 
the MSU-E and MSS images do not have the blue band, necessary for their calculation . 
We should note here that it would be wrong to assume a linear relationship between 
NDVIs of a pair of images, and regress the indices computed on the images instead, because 
linear adjustment of each band results in a non-linear change of the NDVI. This is illustrated 
using a model example in Figure 7-4: three sequences of red (R) and near-infrared (NIR) values 
are used, with 16 points in each. Red has values of 10, 20, or 30; for each of these values 
infrared changes linearly from 10 to 160 with a step of 10. The modified values (Figure 7-4, a, 
b) were computed using the following linear equations: Rnew = R0 1ct*0.2 -2; IRnew= IR0 ,c1+0.5- 3. 
The original vs . modified NDVI graph subdivides into three clear non-linear sequences, one for 
each constant red value (Figure 7-4, c). 
It would be also wrong to try and 'intercalibrate' the NDVIs by matching their 
histograms, because then much of the phenological change would be filtered out. 
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Figure 7-4. Influence of linear adjustment of red and near infra-red spectral bands on NOVI: a - linear transformation of the 
red band; b - linear transformation of the near infra-red band; c - non-linear change of NDYl: the three series correspond to the 
three R values held constant in turn for a range of [R values 
Linear regression between spectra] bands required several calibration targets for 
obtaining the coefficients . I have formulated the following requirements for the targets: 
I. Absence of long-term reflectance change, 
2. Absence of phenological change (to avoid erroneous partial phenological correction) , 
3. Homogeneity (to avoid possible influence of georeferencing errors) 
With these requirements in mind, I have selected the targets. Dark targets were located 
on clear water, and medium reflectance targets on bare rock, quarries, and established urban 
areas. There were no very bright targets available, because vegetation reflectance, and snow 
homogeneity and reflectance, were strongly affected by phenological changes. So by necessity 
the calibration values covered only the lower end and the area near the mean value of the 
hi stogram of each respective image. 
For each pair of images compared, I have selected three smaller sub-areas , typically I 0 
to 50 pixels each (depending on image resolution) within each common calibration target area. 
These areas were in exactly the same geographical location, although sometimes small changes 
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of area boundaries in one of the images were necessary, to avoid extraneous influences (such as 
small snow patches). Due to the otherwise high homogeneity of the areas (confirmed by low 
standard deviations) such changes were not significant. Then I calculated three sets of 
regression coefficients, each based on mean values from four pairs of calibration sub-areas 
from different targets . On the basis of these three sets I calculated three new regressed images 
and then three new NDVI images . Since NDVI was to be used as the main change detection 
tool , I decided to assess the overall error of regression by looking at range of differences 
between NDVI images computed from three separate sets. The 1995-1 998 regression was also 
cross-checked by comparison with coarse-resolution NDVI change detection maps based on 
10-day composite AVHRR data. 
For further processing, I have selected the sets of regression coefficients that had the 
least final errors expressed as NDVI differences. 
7.2.3 Phenological change, phenological position of images and application of 
phenological correction 
After regression and NDVI computation, I calculated an NDVI change image between 
the MSU-E image of 1 August I 998 and the TM image of 9 July I 995. On the assumption that 
the Jong-term technogenic degradation from I 995 to 1998 is insignificant, thi s NDVI change 
image is effectively the phen.ological change image between the beginning of the vegetation 
season and a moment at or just after the peak. This assumption was cross-checked using 8-km 
AVHRR 10-day NDVI composites for 1-1 0 July 1995 and 1-10 August 1998 (obtained, 
respectively, from EROS Data Centre, http://edcdaac.usgs.gov/l KM/compJOd.html, and 
Goddard Space Flight Centre Distributed Active Archive Centres, 
ftp://daac .gsfc.nasa.gov/data/avhrr/continentl) and rescaled to real values in -1 to 1 range. 
Having computed the phenological change image (PCI), one can use it to correct 
seasonal differences in multi-annual image pairs with simi lar phenological positions (one image 
at the beginning and one at the peak of the vegetation season). Hom fie ld observations , it is 
estimated that in the Noril 'sk region a phenological position difference of at most 7-10 days 
may be tolerated in the change detection . 
The phenological position of each image is given by the number of days from the 
beginning of the period of stable positive average daily (24 hour) temperatures , that is 
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physiologically defining for summer vegetation development. This has been determined for all 
images of the current dataset (Table A 7-2 in Appendix 7). Such definition is of course 
approximate: it is based on the well -known fact of dependence of vegetation development 
through the season on the sum of positive temperatures. This dependence is used, for example, 
in agriculture, to predict the harvest in a particular year. Here I use a simple linear shift model 
based on the start date of the warm period, because more detailed meteoro logical data are not 
available. In fact the amount of warmth may also influence the rate of the vegetation 
development (Kotelina and Turubanova l 994). Therefore my model is on ly a first-order 
approximation. An additional check of the phenological position, which I employed, was the 
similarity of the snow coverage on mountains between the images. The phenological 
correction would be generally achieved by addition/subtraction of the PCI and the multi-year 
change detection image. 
For the Noril'sk dataset used in this chapter, the high resolution TM-MSU-E 1998-1995 
PCI can only be applied to the 1985-1995 change detection pair (7 days phenological difference 
in the second half of the vegetation season). Since the PCI and the 1985-1995 pair have the 
TM 1995 image in common, within the overlap region the phenologicaJly corrected change 
detection image is given simply by NDVI 1998 - NDVI 1935. However, analysis of the PCI 
allows extrapolation of the phenological correction on the larger 1985-1995 overlap area, by 
subtracting a mean value of a characteristic area (I chose a lowland industrially affected area, as 
an object of primary interest). The similarity of the high-resolution PCI and its low-resolution 
analogue, derived from 1 and 8-km 10-day A VHRR NDVI composites allows these composites 
to be used for temporally and spatially approximate phenologicaJ correction. The 1-km 
AVHRR data for 1995, available from the EROS Data Centre archive have sufficient 
resolution to account for altitudinal and directional variability of phenology 1• 
The procedure fo1~ such correction involves: 
• Selecting A VHRR composites with a phenological position closest to the high-resolution 
images being corrected; 
• Differencing of selected A VHRR data; 
• Adding the difference to the high-resolution change detection map. 
In a similar way an approximate low-resolution phenological correction of the 1972-
1995 change detection pair may be also achieved. The technique assumes that the phenological 
1 I would like to thank W.G.Rees for assistance in geometrical transformation of A VHRR data. 
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pattern in the Nori I' sk region did not change from 1972 to 1998. This is reasonably true for the 
overlap areas of the 1972, 1985 and 1995 images. 
7.3 Results 
7.3;1 Results of bandwise regression 
The range of differences between the computed NDVI images for each pair of 
regression coefficient sets is given in Table 7-4. The biggest difference for the NDVI of a 
single image does not exceed 0.03 NDVI units. Therefore I decided to take a double value of 
this difference (0.06) as a maximum technical (regression) error in inter-date NDVI 
companson. 
Table 7-4. Differences between NDYis calcu lated from the three sets of band wise linear regression coefficients 
Regression pair 
Range of NDVI 
differences 
MSS 1972-TM 1995 
0.0230-0.0290 
TM 1985 - TM 1995 MSU-E 1998 - TM 1995 
0.0003- 0.0068 0.0040-0.0113 
It is difficult to make a rigorous statistical assessment of the regression and other errors, 
cumulated in NDVIs, due to the large number of influencing factors involved. The differences 
shown in Table 7-4 are quite small due to the use of mean values from stable calibration 
targets. The standard errors of the regression parameters, finall y selected for correction of the 
1972, 1985 and 1998 images to the 1995 image, are also quite small and are shown in Figure 
7-5. Detailed statistics are given in Appendix 8. However, the limited number of calibration 
targets, and the impossibility of finding bright targets due to the large seasonal changes leaves 
the possibility of somewhat bigger errors. 
New three-band composites were formed from the MSS 1972, TM 1985 and MSU-E 
1998 bands regressed to the corresponding bands of the TM 1995 image on the basis of the 
selected sets. They are plotted in Figure 7-6 with the same TM 1995 histogram equalisation 
contrast stretch app lied to each image. Now the seasonal logic is clearly shown, with the 
vegetation vigour (represented by the amount of red in the false colour composites) increasing 
from the image of 9 Jul y to the image of 27 Ju]y, then decreasing slightly towards the image of 
l August, and then very no tab! y towards the image of 13 September. The goal of band wise 
regression, which is the improvement of inter-image comparability, is therefore fulfilled. 
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Figure 7-5 . Regression line fit plots and parameters, as applied to the MSS 1972, TM 1985, and MSU-E 1998 
images. All the values on the graphs are digital counts in corresponding spectral bands. 
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Figure 7-6. Landsat MSS , TM and Resurs MSU-E false colour composites. 1972, 1985 and 1998 images regressed Lo the 
1995 image. Histogram equali sation stretch of the Landsat TM 1995 scene (in top right corner or this ligure) applied to each 
image. Co-ordinates in metres are given in the Gauss-Kruger projection of Russian topographic maps . 
7.3.2 Natural and technogenic phenology 9 July 1995 - 1 August 1998 
The NDVI difference image between 9 July 1995 and 1 August 1998 is shown in Figure 
7-7. It was computed using the system-corrected TM 1995 image and the 1998 MSU-E image 
regressed to it. Assuming that technogenic degradation in 1995-1998 was very small, the 
difference represents a phenological change of about 33 days (accounting for the phenological 
positions of both images, table A 7-2), from the beginning of the vegetation season to a time just 
after its peak. The colours were chosen to represent increase of vegetation from July 1995 to 
August 1998 in green, blue and black hues, and its decrease in yellow, red and purple 
(according to the colour key). 
We see a notable decrease in all of the lowland east of Noril'sk, caused by vegetation 
senescence. The stronger decrease (-0.30 to - 0.50, orange hues) immediately east of Noril'sk 
may be in part caused by more rapid degradation of grass cover under the pollution pressure, 
showing technogenic phenology. Areas of decrease further east, oriented in a north-west -
south-east direction along the Rybnaya River, correspond to peat bogs. These have little green 
vegetation through the season, but the NDVI decrease may be caused by the bogs drying out 
after the spring melt, and so increasing their reflectance in the red band. An exceptional 
increase of vegetation on the mountain slopes and elevated areas north -east and south of the 
city is caused by disappearance of the snow cover and the development of deciduous shrub 
vegetation. Mountain tops , also snow-covered in July, show a decrease in vegetation index: it is 
in fact a decrease of near infrared/red ratio between snow and bare rock exposed after the 
spring snow melt. 
A small inset in Figure 7-7 shows the NDVI difference image compiled from 8-km 
A VHRR NDVI composites of 1-10 July 1995 and 1-10 August 1998. Its colours correspond to 
the same key (for orientation, the diamond-shaped black feature shows Lake Melkoye, which 
appears in purple and blue on the main image). Encouragingly, the A VHRR data show the 
same phenological tendency, namely, a decrease of vegetation vigour in lowlands and a 
continuing increase on the mountain slopes, where the "spring flush" continues to advance even 
in early August. 
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Figure 7-7. NDY I difference image, 9 July 1995 - I August 1998. Main map shows the clillerencc image composed from 
TM 1995 and MSU-E 1998 images ; the small inseJ is the A YHRR NDYI difference image compilccl from relevant 8-km I 0-clay 
composites of the same years. Co-ordinates in melres are given in the Gauss-Kruger projection or Russian topographic maps. 
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The absolute NDVI difference values in the lowland are lower on average by 0.18 (with 
standard deviation of 0.08) between the high-resolution MSU-E/TM and the low-resolution 
A VHRR image, if one degrades the high-resolution image to the A VHRR resolution. This may 
be caused by errors in image regression, or differences in radiometric range or calibration 
between A VHRR and TM, the radiometric reference of our high-resolution dataset. Ideally, the 
errors due to the average nature of information in AVHRR NDVI composites are expected to 
be minimal. since they are compiled from maximum values. These were likely to occur at the 
end of the period 1-10 July 1995, and in the beginning of the period 1-10 August 1998, i.e. very 
close to 9 July and 1 August, the dates of the high-resolution survey. However, if these days of 
acquisition were cloudy during the A VHRR overpass, that could influence the signal on the 
composite (this may be the case, paiticularly as images for these dates are not present in the 
NOAA Satellite Active Archive). Since the AVHRR images for exactly the same dates are not 
available, we simply have to keep the 0.18 difference in mind when utili sing the data for 
phenological correction. 
Figure 7-8 shows the altitudinal and directional distribution of vegetation changes. The 
areas of vegetation decrease and increase can be at similar altitudes, so the phenological 
differences cannot be simply corrected by altitude. The present vegetation type distribution 
(sparse and/or damaged grass cover in areas of strong decrease, dense and relatively healthy 
shrubs in areas of increase) has its own critical influence. Such a complex distribution of 
phenological effects requires a very specific correction, which , in my view, is only possible 
with satellite data. 
Some of the strong phenological effects are not relevant to the further pollution-induced 
vegetation-change analysis. For example, the strong purple colours on Lake Melkoye 
correspond to the disappearance of ice. Blue-green areas immediately east and south-east of 
the lake are caused by clouds in the TM 1995 image. Variations of NDVI due to change of 
snow-covered surfaces into other non-vegetated types are also not relevant. Therefore, snow, 
water bodies and clouds were masked out in all image pairs . Tbe masks were derived from 
si mple unsupervised classifications for the MSU-E 1998 and MSS 1972 images , and from 4111 
and 6111 components of the Tasselled Cap transform for the TM 1985 image. A masked 1995-
1998 NDVI change image is shown in Figure 7-9. In comparison with Figure 7-7 it 
demonstrates the usefulness of noise masks for focused vegetation analysis. 
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7.3.3 Change detection 1985-1995 
The straightforward NDVI difference image 1985-1995 is shown in Figure 7-!0a. It 
displays image-wide NDVI decrease from 1985 to 1995. However, decrease on the mountain 
slope north-east of Noril'sk is clearly phenological: by the early 1995 date, the vegetation cover 
had not yet been established there. At the same time, the absence of a decrease, or possibly 
even the presence of a small increase of NDVI around the urban areas, seems suspicious. An 
increase of NDVI on the technogenic barren south-east of Noril'sk is even less plausible, but is 
partially caused by cloud and cloud shadow. The phenological di stance between the two 
images is 24 days. 
The image in Figure 7-1 Ob shows a 1985-1998 NDVI difference: In this case the 1998 
image is later in the season, but phenologically only by 7 days, so the seasonal influence is 
smaller. A decrease of NDVI by 0.2 to 0.3 is observed everywhere in the lowland, but there are 
no phenological "fringes" around mountain slopes. Two red-purple spots (NDVI change 
below -0.60), one between Noril'sk and the Noril'skaya river, and the other one north of 
Noril'sk on the boundary with the noise mask, mark two new urban territories constructed 
(with a total area of 1.23 km\ 
Figure 7-1 Oc displays an attempt to correct the 1985-1995 change using the mean value 
of the 9 July 1995- I August 1998 NDVI change in the lowland south-east of Noril'sk (-0.15). 
This operation has offset the technogenic barren and urban areas, so that they now do not 
appear to have improved, but, of course, it has also worsened the effect of the "phenological 
fringe" on the mountain slopes. So such an extrapolated correction should only be applied 
within lowland areas. 
Finally, an 1-km resolution AVHRR NDVI difference image (Figure 7-lOd), compiled 
from 10-day composites of 1-10 July and 1-10 August 1995 (phenological analogies of 9 July 
1995 and 27 July 1985) was used as a phenological corrector. The result is shown in Figure 
7-lOe. The AVHRR image has offset many extraneous differences, so that now areas of 
definite negative change appear in orange and red, areas of littl~ change in li ght yellow and 
green, and area of large positive change in blue (in fact, only in areas influenced by fringes of 
snow and cloud). However, some year-specific errors were introduced, for example, areas of 
red and purple along Lake Pyasino coasts result from the big August 1995 flooding. Use of the 
1985-1995 AVHRR NDVI image would avoid such problems, but unfortunately , the 1985 I-
km A VHRR data are not available. 
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Figure 7-10. NOVI difference images 1985-1995: a - NOVI difference between TM 1995 and TM 1985; b - NOVI 
difference between MSU-E 1998 and TM 1985; c - image from (a) offset by -0.15, an average lowland value from MSU-E 
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maps. 
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7.3.4 Change detection 1972-1995 
This is the longest timespan covered by the available digital data for Nori l'sk and so it 
is of great interest. A straightforward NDVI subtraction in this case is of no use (Figure 7-1 la), 
since the 1972 image is 70 days later phenologically than the 1995 image. An offset (-0.318) 
was derived by averaging the whole A VHRR NDVI difference image of 1-10 July and 11-20 
September 1995 (phenological analogues of 9 July 1995 and 13 September 1972). It has 
considerably corrected the image (Figure 7-11 b), but also enhanced the upland "phenological 
fringe" (yellow). Application of the AVHRR NDVI difference image (Figure 7-1 lc) as a 
phenological correction has worked well (Figure 7-11 d) : it eliminated the "fringe", and 
highlighted areas of negative change, including several areas in the south-west part of the 
change image. These are areas of industrial and residential expansion in the vicinity of Noril'sk 
airport, in cities of Talnakh, Noril'sk, Kaierkan, around Nadezhdinsky factory, Kaierkan coal 
quarry, and in the river port on the Noril'skaya River, as well as in a large area about 30 km 
south-west of Noril'sk city and east of Alykel airport (in red frame on the image), that was not 
reported as area of degradation previously. Visual examination of the original images confirms 
this change. The total area showing negative NDVI change below -0.10 is 186 km 2. These are 
areas immediate] y around settlements and south-west of Nori I' sk. 
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Figure 7-11. NOVI difference images 1972-1995: a - NOVI difference between MSS 1972 and TM 1995 ; b - NOVI 
difference 1972- 1995 offset by -0.3 18 (a mean value of A YHRR phenological correction); c - I -km A YHRR NOY I difference 
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topographic maps. 
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7.3.5 Change detection 1972-1985 
The 13 September 1972 - 27 July 1985 image pair is at a phenological distance of about 
45 days. A straightforward difference image is much more interpretable than in 1972-1995 pair 
due to a smaller phenological difference (Figure 7-12a). Again the areas of industrial and 
residential expansion in and around Noril'sk are s_hown as areas of NDVI decrease. The 
strongly damaged areas around Noril'sk are also quite well indicated. However, the overall 
"improvement" of NDVI values elsewhere is spurious and is caused by overall phenological 
difference. 
The A VHRR NDVI correction this time does not bring much improvement, because all 
the western part of the utilised A VHRR NDVI difference image of 1-10 August - 11-20 
September 1995 (Figure 7-12b) is affected by clouds (in its September component). The other 
1-km data available from EROS Data Centre cover September 1992 and 1993, but there the 
cloud problem is even stronger. This results in a very low September NDVI and subsequent 
over correction of the 1972-1995 change image (Figure 7-12c). Although the correction 
highlights areas of industrial degradation in red, it paints unaffected areas in the same colour 
due to cloud contamination. Therefore a phenological correction cannot be recommended due 
to the absence of correction data. 
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Figure 7-12. NOVI difference images 1972-1985: a - NOVI difference between MSS 1972 and TM 1985; b - I-km 
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7 .3.6 Change detection 1961-1995 
Change detection using the black-and-white high-resolution CORONA photograph of 7 
July 1961 and the Landsat TM image of 1995 was performed using inter-classification 
comparison. The CORONA image subset was scanned with a 10-bit radiometric resolution , 
and a smaller subset with constant illumination levels was identified (Figure 7-13 a). A map of 
green forest vegetation was compiled by · identifying threshold brightness values and level 
slicing. The forest boundaries were cross-checked with I: 100,000 topographic maps compiled 
in 1959-1960, which showed the forest and the already existing technogenic barren ("burnt 
forest"). The mountain areas had to be masked out, because many shadows had the same 
optical density as forests (Figure 7-l 3a). The resulting map is shown in Figure 7-l 3b. The 
Landsat TM 1995 hybrid classification was simplified to five classes (Figure 7-13c) and the 
resulting maps were overlaid (Figure 7-13d). The high resolution of thi s subset and absence of 
clouds allows to give relatively precise change figures (Table 7-5): 
Table 7-5. Changes of vegetation cover around the Noril'sk city, 1961-1995 
Description 
AREAS OF CHANGE 
Areas where green vegetation disappeared 
Areas where li ving forests were rep laced by dead forests with living understorey 
Areas where green vegetation appeared 
Areas where dead vegetat io n was rep laced by dead forest with li vi ng understorey 
AREAS OF NO CHANGE 
Remaining areas of green vegetation 
Areas where vegetation remained dead or absent 
MASKS 
Snow, ice, clouds, mixed pixels 
Water bodies 
Mountain and urban areas affected by shadows 
TOTAL 
Area, kni2 
79.7 
9.6 
8.2 
4.0 
2 l.9 
59.3 
14. 8 
39.6 
130.9 
368.0 
% Area 
21 
3 
2 
I 
6 
16 
4 
l l 
36 
100 
Thus in the immediate vicinity of Noril'sk about 80 km2 (21 %) of green vegetation 
totally disappeared, and there is no significant regrowth . 
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Figure 7-13. Changes of vegetation cover in the immediate vicinity 01· Nori l' sk in 1961-1995. a - excerpt of the CORONA 
photograph of 7 July 1961; b - classificatio n of the CORON A image; c - generalised Lanclsat TM 1995 classili carion; cl - change 
detection map 1961-1995. Wmer bodies are shown in blue, masked mountain areas in black. Co-mcli nates in metres are given in 
the Gauss-Krliger projection of Russi an topographi c maps. 
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7.4 Conclusions 
In this chapter I have proposed a new technique for correction of multi temporal satellite 
image datasets with large phenological differences . I have shown that the seasonal differences 
in the high-latitude Noril'sk region occurring in the July-September period may corrupt the 
change detection maps if not properly corrected. I have improved image comparability by 
regressing the 1972, 1985 and 1998 images to the reference image of 1995 using 
phenologically stable calibration targets. I then examined the phenological change occurring in 
the region from early July to early August, on the basis of NDVI difference images . This 
change is very significant; its sign and magnitude depends on altitude, present vegetation cover 
type and technogenic difference. With this knowledge in hand, I examined 1985-1995, 1972-
1995 and 1972-1985 change detection images. This was, overall , a difficult dataset, with great 
phenological differences and cloud contamination. However, for the 1985-1995 and 1972-1995 
change detection I successfully applied AVHRR NDVI difference images for 1995 as a 
phenological correction, using approximate estimates of phenological position for all the 
images. It helped to reverse erroneous trends and analyse changes. The most notable of the 
important changes is the degradation of a large area south-west of Noril 'sk, that has not been 
previously reported. It may have been caused by direct influence of highly concentrated sulphur 
dioxide emissions from the Nadezhdinsky refining factory, a hypothesis that would require 
validation in future studies. Expansion of the industrial and residential areas is also clearly seen 
on corrected change detection images. Degradation of the technogenic barren south-west of 
Noril'sk was observed as well, but the magnitude of this degradation was small as the area was 
already heavily degraded by 1972. Analysis of high-resolution 196 l data reveals that the 
technogenic barren already existed in 1961 , although a further 21 % of green vegetation totally 
disappeared from 1961 to 1995. 
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Chapter 8 
8 POSSIBLE APPLICATIONS OF THE METHODS DEVELOPED IN THIS WORK 
8 .1 Introduction 
This chapter is mainly of a speculative character. Firstly, I propose a possible outline 
structure for the future Geographical Information System (GIS), dedicated to assessing the 
remediation potential of the ecosystems in the Nori! 'sk region and planning remediation 
measures . I suggest that it should rely on remotely sensed data for some of the baseline 
information and for regular updates, and then I describe how it mjght be implemented. 
Secondly, I discuss briefly the extrapolation of the classification and change detection 
mapping methods tested at Noril'sk to other regions of the circumpolar North. 
8.2 Suggestions for remote sensing monitoring in the Noril'sk region 
8.2.1 What information do we need? 
The prerequisite of ecosystem remediation in the Noril'sk region , including replanting, 
is a reduction in industrial emissions. From a practical point of view, it is important to define 
what should be the scale of the reduction. This is a difficu lt question: although data on the 
content of Cu, Ni, Co and sulphates in soil, water and vegetation have been collected (e.g. 
Vlasova et al. 1993, Mel'nikov 1996), the actual critical loads of these elements for the 
vegetation and ecosystems as a whole have not yet been defined. Instead, sanitary standards or 
some specific construction standards are used. The forest standards have been derived for the 
forests of Europe and are used throughout Siberia. Instead of this an appropriate ecological 
zoning should be introduced, as suggested by Kharuk (1998). 
Therefore, the first task would be to assemble all currently available information on the 
accumulation of pollutants and the actual amount of emissions, and the organ isation of a 
regular update of these deposition and emjssion data, as well as information on the 
instantaneous concentrations of atmospheric pollutants. Perhaps this could best be achieved by 
the installation of automatic monitoring equipment at distances up to 300 km from NNMC, 
including a dense network for up to 150 km to the south-east, from the totally degraded areas to 
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the fringes of the significantly damaged forest. This is the area where the critical loads must be 
assessed first, as this appears to be the least resistant region, where natural recovery of 
vegetation will have to be assisted by replanting. 
The next task would be the selection of the species to replant, based on the 
concentration of pol lutants in the soi l and the soil buffering properties . Here baseline GIS data 
(such as geological, hydrogeological, geocryological and vegetation maps, many of them 
already available in paper form) could be used. Satellite data can be utilised to update and 
increase the detail of the maps, particularly those of landcover and vegetation. 
Finally, monitoring of the progress of remediation work wou ld be required. Satellite 
monitoring could substantially reduce the cost of the ground work, for example by reducing the 
number of helicopter-based inspections that could be replaced by analysis of high-resolution 
digital imagery. With the advance of the Earth observation technology significant 
improvements in the quality of data are expected, first of all through better spatial and spectral 
resolution (inc luding pointable hyperspectral sensors), and then through increases in the 
frequency of observations and reductions in the cost of data. 
8.2.2 Data and information currently available 
Although the Noril 'sk region has been extensively studied in connection with mineral 
exploration, surprisingly little data on other subjects, including the environment, is published 
(Gorshkov, 1997, Kamari, 1998). Interviews with a large number of people in Noril'sk, 
Krasnoyarsk, Dudinka and Moscow have provided the author with an approximate picture of 
the current situation. Some of the largest holders of environmental information are: 
• RAO Norilsk Nickel, primarily its geological expeditions and ecological laboratory; which 
hold geological , hydrogeofogical, geocryological, geochemical , environmental maps and 
data of internal programmes for the development of the Noril'sk Mining and Metallurgical 
Combine. It includes extensive reports from the geoecological mapping project conducted 
in 1991 -1995, which could form one of the basic parts of the proposed GIS . Emission 
statistics are apparently also collected, and if these are made public they would also form a 
basic component of the proposed GIS; 
• The Okrug's Land Registry Committee (Okrkomzem) : holds vanous administrative, 
cadastral. agroeconomical maps and materials; 
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• Noril'sk Regional Nature Protection Committee: has a collection of environmental reports, 
including external ones from various expeditions; maintained by V .A. Savchenko, head of 
the Committee; 
• Russian Institute of Land Monitoring (Ros!MZ): has a series of environmental reports and 
maps of the Noril'sk region , compiled by the Institute and its subcontractors; 
• Federal Forest Service and its regional offices: conducts field surveys and keeps maps of 
the state of forests in the region from 1976; 
• Scientific-Research Institute of Agriculture of the Far North: compiled and holds an 
agroecological map, mainly oriented at assessment of the forage potential for the reindeer 
population . 
• Taimyr Hydrometeorological Service: collects and holds meteorological and related data. 
• Various institutes and universities, such as the Sukachev Forest Institute in Krasnoyarsk, 
and Moscow and St Petersburg universities, have also collected reports on shorter projects 
conducted by their expeditions: although usually small in scope, these projects were often 
innovative and tackled non-trivial questions (such as assessment of relative roles of climate 
fluctuations and industrial emissions in growth of larch, in Vaganov et al. 1992). 
It seems that the creation of the proposed GIS would be most realistic locally, i.e. in 
Noril'sk, and probably managed by one of the services of NMMC, which will be the main 
consumer of the information and also, importantly, the only likely contractor and payer in the 
current economic situation. Although it would be much more desirable to install such a GIS 
under the umbrella of the state environmental organisation, in the current situation it 1s , 
unfortunately, not practical. due to lack of financing and motivation in the state bureaucracy. 
To ensure that the created GIS data remains publicly accessible it would be valuable to 
involve various scientific and state organisations as official advisers and subcontractors. In 
particular, the Institute of Land Monitoring could take a prominent role . The NMMC has been 
always relatively open to collaboration with universities and academic institutes, so a wide 
linkage in various thematic · ;ireas is possible. Another idea would be wide international 
collaboration between Noril 'sk industry and the city community and similar industries and 
communities across the circumpolar n011h and beyond. Particularly productive could be a 
"twinning" with Sudbury, a Canadian nickel smelter, which has been undergone very similar 
environmental problems and now solves them with great success. 
The volume of emissions, however, is bound to remain a sensitive area for some time, 
primarily because an abrupt reduction in emissions is not financially possible , and their current 
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Jevel, if it were comprehensively reported, would cause prohibitively large fines from the 
environmental authorities . It is not clear how this will be resolved, as the attitude of the state 
and its authorities to the profits generated by Norilsk Nickel is "take as much as possible, 
whether by law or not" , and the attitude of Norilsk Nickel is "hide as much as possible, 
whether by law or not". It may take decades for the situation to stabilise. 
8.2.3 Possible types of spatial analysis for monitoring 
The simplest analysis, partially implemented in this work, is an inventory of the areas 
which will need remediation. Possible improvements to the employed remote-sensing 
approach are outlined in the conclusions to Chapter 6, and it would be appropri ate to 
implement them as a first step towards the proposed GIS (e.g. creation of a Digital Terrain 
Model). 
A further analysis that could be started now is the choice of vegetation species most 
suitable for remediation. A number of local species, such as willows and certain Graminea 
grasses, have been noted as pioneering species in the degraded areas (author's observations 
1997-98, Vaganov et al. 1992). Limited local replanting work has been started (Yakovlev 
1999), and a Canadian biotechnological company (Boojum Research Ltd, Toronto) has 
expressed interest in starting up a joint project (Kalin, M., 1999, pers. comm.). 
8.2.4 Framework for the future remote-sensing assessment 
Such an assessment is envisaged as a programme of constant reception of satellite 
sensor data, with production of simple change maps (perhaps based on improved and locally 
adjusted vegetation indices) and more detailed maps every few years. The chief satellite sensor 
imagery sources could be: 
1. For day-to-day and long term overview monitoring - A VHRR, and Russian Resurs-0 data 
of medium and high resolution. It would be desirable to install a local low-cost receiving 
station to obtain both types of imagery. Such stations are produced by the Moscow-based 
R&D Centre ScanEx (ScanEx, 1999). AVHRR data, coupled with meteorological 
information, can provide the phenological correction basis for comparison of high-
resolution images periodically obtained for more detailed mapping. 
2. For the detailed mapping Landsat 7 ETM+, MERIS on Envisat, the Terra's ASTER and 
MODIS and similar new systems are considered the most suitable. They promise to 
combine the high quality of images with a relatively low cost. 
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8.3 Extrapolation of the methods to other regions of the circumpolar north 
Mapping of the industrial impact of non-ferrous metal industry on high-latitude 
vegetation in various regions of the Arctic requires different biogeographic approaches. Let us 
list some examples: 
• The Pechenga-Nikel area in the north-western Kola peninsula is dominated by lowland 
tundra and very open canopy pine forests, and lichens serve as the main indicators of 
damage (e .g., see T!Z)mmervik et al. 1994); 
• The Monchegorsk area in the central Kola peninsula is characterised by two distinct land 
cover types: mountain tundra and northern taiga forests. While accurate identification of 
moderately affected areas in mountain tundra is difficult, and phenological changes have 
great magnitude, the degree of forest damage is quantifiable by the percentage of dry trees, 
because of the relatively dense forests; 
• The Noril'sk area south of the Taimyr peninsula is characterised by shrub-dominated 
lowland tundra and very sparse larch forests. The change from dwarf shrub and lichen larch 
forest to grass cover has occurred on a large area of degradation and most probably is 
continuin; the influence of pheno]ogical changes is the most significant here of all three 
areas. 
In all three areas hybrid classification of remotely sensed images shows good results 
(T!Z>mmervik et al. 1994, Kravtsova et al.1997a, Rees and Williams 1997a, b). From these 
examples it can be suggested that the following data requirements should be fulfilled for 
successful vegetation monitoring: 
• Knowledge of local climate to establish data availability; 
• Knowledge of local terrain, and use of a detailed Digital Elevation Model if height 
variations are significant; 
• Knowledge of local vegetation cover (species, horizontal and vertical structure), its 
natural limiting factors, phenology and vertical zonality; 
The suggested image classification methods, outlined in Chapters 6 and 8, are thought 
to be applicable everywhere in the Arctic. 
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8.4 Conclusions 
This chapter has outlined the need and potential for organising a Geograph ical 
Information System aimed at assessing the remediation potential of the ecosystems of the 
Noril'sk region , and for planning its subsequent implementation. Such a system would rely on 
low and high-resolution satellite sensor data for information updates. A large baseline 
information and organisational base already exists, and such a GIS could be created at NMMC 
with input from academic organisations and control from state environmental institutions. The 
results of this dissertation and other research also indicate those developed methods of hybrid 
classification and phenological correction can be applied elsewhere in the Arctic. 
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Chapter 9 
9 CONCLUSIONS 
9 .1 What is new in this research? 
In this dissertation, I have for the first time outlined the specific structural and 
phenological features of the high-latitude vegetation in the Noril'sk region with regard to their 
interpretability in satellite sensor imagery. I have demonstrated that the Normalised Difference 
Vegetation Index is not sufficient to characterise industrially damaged high-latitude vegetation; 
its remaining potential is in change detection (Chapter 5). There were no appropriate ground 
data to use techniques of fuzzy classification and spectral unmixing, nor satellite sensor data of 
appropriate spatial resolution for texture analysis, nor satellite sensor data with appropriate 
geometry and spatial resolution for BRDF modelling and related techniques (Chapter 5, 6). 
However, I have proposed a hybrid multispectral, multisource and multiseasonal classification 
algorithm based on specially selected available data covering species composition, vertical and 
horizontal structure of the damaged ecosystems, and their change through the vegetation season. 
This resulted in a detailed 20-class map of the current state of vegetation in the Noril'sk region, 
and area estimates for all classes (Chapter 6). 
I have also shown that the contribution of high-latitude vegetation phenology in change 
detection can be extremely large, and proposed a new technique for phenological correction of 
multitemporal satellite sensor image datasets. It consists of (i) regression of all images to the 
main reference image using phenologically stable targets, and (ii) subtraction of A VHRR NDVI 
difference images, compiled for phenologically comparable dates (Chapter 7). 
Finally I argue that a GIS- and remote-sensing-based vegetation monitoring can be 
started in the Noril'sk region in the near future and that developed dataset requirements, hybrid 
classification methods and phenological correction procedures can be used in the other areas of 
the circumpolar north (Chapter 8). 
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9.2 What has been achieved 
The main results of this research are as follows: 
1. NDVI and other standard methods are not suitable for mapping of the state of high-
latitude vegetation due to its multilayered structure and rapid phenological 
dynamics ; 
2. A special multispectral, multisource and multiseasonal hybrid classification on the 
basis of satellite sensor and map data must therefore be developed and app li ed ; 
3. A detailed 20-class map of the current state of vegetation in the Noril'sk region has 
been compiled on the basis of such a classification. The map has undergone a brief 
field accuracy assessment in summer 1998; 
4. A phenological correction procedure for multitemporal datasets is proposed. Its use 
has been demonstrated using the example of change detection in the Nori I' sk region 
using satellite sensor data for 1961 -1 998 . 
The developed methods can be applied in other areas of the circumpolar north. 
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9.3 Future research 
Future research is envisaged in four main directions: 
1. Improving the coverage and accuracy of the existing vegetation map on the basis 
of: more advanced combination of multiseasonal satellite sensor data, including 
off-nadir imagery to analyse BRDF, reflectance corrections based on a detailed 
Digital E levation Model when it becomes available, and the fuzzy classification 
approach , when more ground data become available; 
2. Development of phenologically corrected change detection analysi s on the basis of 
more detailed (possibly daily) meteorological measurements, low reso lution 
(AVHRR-type) satellite sensor imagery, and high spatial or spectral resolution 
imagery, probably including some from the new sensors such as MODIS, ASTER 
andMERIS; 
3. Design of the remote sensing analysis components for the environmental 
Geographical Information System, aimed at assisting monitoring and ecosystem 
remediation , as proposed in Chapter 9. Interest in such work has already been 
expressed by the Hydrotechnical service of Nori I 'sk Mining and Metallurgical 
Combine for managing their extensive tailings ponds system ; 
4. Analysis of radar (SAR, ASAR) data to study the multilayered structure of high-
latitude ecosystems, in particular, to identify areas of dead forests, invisible in the 
optical imagery due to regenerating understorey. 
In relation to the last direction , recent findings indicate that the open canopy dead larch 
forests with grass background that were yet not identifiable automatically without ground data, 
may possibly be mapped with the aid of radar imagery. Examination of ERS SAR images of 
the surroundings of the Monchegorsk nickel smelter in the Kola Peninsula shows increased 
brightness in the areas of dead standing forest, which is quite logical, as the roughness of the 
surface is greatly increased (as discussed with W.G.Rees, 1998-99). This cannot yet be checked 
for the Noril'sk area due to the apparent lack of SAR data, but will be investigated, once such 
data become available (for example from the ASAR instrument to be carried on the Envisat 
satellite). 
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APPENDIX 1 GEODETIC FORMULAE AND PARAMETERS FOR 
CO-ORDINATE TRANSFORMATIONS OF FIELD GPS MEASUREMENTS TO 
RUSSIAN TOPOGRAPHIC MAPS 
WGS-84 ~ Krasovsky ellipsoid ~ Gauss-Kruger projection 
1. Some reference terms: 
Geodetic ellipsoid 
An ellipsoid approximating the shape of the Earth or a celestial body for purposes of mapping, 
when a sphere is not accurate enough. An ellipsoid of rotation, or spheroid is usually employed 
for mapping the Earth. 
Krasovsky ellipsoid 
A national reference ellipsoid used for all Soviet/Russian topographic maps from 1942, 
optimised for mapping of the surface of the former Soviet Union. Its centre is offset from the 
mass centre of the earth by over a hundred metres. 
WGS-84 ellipsoid 
The World Geodetic System 84 el lipsoid, centred on the mass centre of the Earth and based on 
the 1984 earth grav ity model. Most frequently used as a datum for GPS measurements . 
Differences 
Centres of the WGS-84 and the Krasovsky ellipsoids are in different places, the lengths of the 
axes are different, and the corresponding axes are not parallel; the linear scale is also different. 
Differences in co-ordinates due to these factors may exceed I 00 m. therefore, a correction is 
required. 
Map projection conversion 
Metric co-ordinates are much more convenient to use than latitudes and longitudes on an 
ellipsoid. In this research , Russian topographic maps have been widely used, thus conversion to 
their standard Gauss-Kri..iger projection (see definition in the Glossary) is presented as a second 
step after the conversion between ellipsoids. 
143 
2. WGS-84 => Krasovsky ellipsoid 
To convert the GPS-derived geographic coordinates from the WGS-84 ellipsoid to the Krasovsky ellipsoid , used 
for the Russian topographical maps, I used the differential formulas published by Gerasimov ( 1993), having 
adjusted the signs (Gerasimov presented formulas for conversion FROM Krasovsky TO WGS-84): 
B =B + p" [N"e2 sinB cosB &z+(~v+l}sinB cosB. l1e.,+ k 11.: M +H lV )I.I IV - H" w 2 
w \V a~. a,,. 
(cos£,M +sin L,LiY) sinB,. -cosB,t;Z, -J+sinL.{l + i ,cos2R) {i), -cosL.{t + e~cos2B.) m,.+ pllnie~s inB .. cosB,. 
where: 
Bk, Lk are the Krasovsky ellipsoid latitude and longitude; 
8(1), Lm, e\ is the WGS-84 ellipsoid latitude, longitude and the square of I st eccentricity; 
p'' is the number of seconds in I radian; 
Lle2 is the difference between the squares of the 1st eccentricites of the ellipsoids; 
Lia is the difference between the semi-major axes of the ellipsoids; 
N\V = awl V(1-e2»sin2Bw); 
Mw = aw (] - e2w)/ V(J-e2,,,s·in2B,,,/; 
Hw is the absolute height (above the sea level) ; 
LIX, LIY, LIZ are the differences between the coordinates of the ellipsoids centres; 
CVx, u\, CV, are the differences in the axis inclination of the ellipso ids; 
Lim is the difference in the linear sca le. 
The values for the above parameters are shown in Table A-I. The methodical preci sion of the fo rmu las is about 
4 mm , while the accuracy depends on how accurate the parameter values are . As far as I know, these values are 
believed to beknown with 1-2 m accuracy. 
Table A l-I . Coordinate Lranslormation parameters, WGS84~Krasovsky. Deri ved from Serapinas ( 1998) 
Parameters Values 
2 
e IV 0.00669438 
a,,,, m 6 378 137 
2 
e k 0.006693421623 
a1o m 6 378 245 
LIX,m 26.3 
LIY, m -132.6 
LIZ,m -76.3 
CVx, sec -0.22 
cv,, sec -0.4 
cv,, sec -0.9 
Lim -0. 000000 12 
. r'' 206264.8 
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3. Krasovsky ellipsoid=> Gauss-Kruger projection 
Calculation of the Gauss-Kruger coordinates was made using the well-known formulae 
for the map scales smaller than I: 50 OOO (Vakhrameeva et al. 1986): 
Northing = s,,, + - 1-, ( L-L,,;2 Ncos B sinB 2p-
. I I 1 1 2 2 Easun.g = - ( L-L,,)Ncos B + --1 ( L-L,,) cos B(l-t +h ), p 6p 
where s111 is the length of a meridian arc from the equator to the given latitude on the Krasovsky ellipsoid (can be 
taken from the geodetic tables or calculated), p is the number of degrees in I radian, Lis the longitude, L,, is the 
longitude of the central meridian for the given geodetic zone, B is the latitude, N = a I -1(1- e2 sin2 B ), t2 = rg2 B, 
li2= e;zcos2B, where a is the semi-major axis of the Krasovsky ellipsoid, e2 is the square of the 1st 
eccentricity for the Krasovsky ellipsoid, e ;z = 0.006738525 is the square of the 2nd eccentricity for the 
Krasovsky ellipsoid. 
Ellipsoid eccentricities are calculated as follows: e2 = (a2-b2)/ a2, e'2 = (a2-b2)/ b2 , where a is the semi-major axis 
of an ellipsoid, bis minor axis of an ellipsoid. 
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APPENDIX 2 FIELDWORK RESULTS J 997 
Table A2-1 . Coordinate conversion results fo r the Noril 'sk - 1997 fi eld sites 
Si1eNo WGS-84 utl WGS-f/4 Lon Kra.w11sky Lal Kraso11sky Lon Gauss-Kruger co,,rdinales 
Min Min Min Min X 
1 69 56.5 1 87 37 .88 69 56.45 87 37.93 155242 11 7762647 
3 70 0 1.80 88 00.93 70 1.74 88 0.98 15538756 7772680 
5 70 10.48 88 12.6 1 70 10.42 88 12.66 15545858 7788952 
6,7 70 07 .92 88 20.53 70 7.86 88 20.58 15550960 778429 8 
8 70 04.40 87 40. 16 70 4.34 87 40.2 1 15525505 7777332 
SA 69 46.58 87 44.08 69 46.52 87 44. 13 15528389 7744229 
9 69 17.3 1 87 56.22 69 17.25 87 56.27 1553703 1 7689920 
10 69 17.34 87 56.09 69 17.28 87 56.14 15536945 7689975 
11 69 17.38 87 55.75 69 17.32 87 55.80 15536720 7690046 
llA 69 15.34 87 5 1.1 7 69 15.28 87 SI .22 15533759 7686209 
12 69 15.0 1 87 47 .67 69 14.95 87 47.72 1553146 1 7685565 
13 69 13.26 87 47. 14 69 13.20 87 47. 19 1553 11 53 7682307 
14 69 2 1.62 88 20.49 69 2 1.56 88 20.54 15552825 7698229 
15 69 12.89 87 49.46 69 12.83 87 49.5 I 15532694 768 1639 
16 69 10.59 87 54.20 69 10.53 87 54.25 15535886 7677408 
17 69 09.40 87 59 .17 69 9.34 87 59.22 15539209 7675246 
18 69 07 .26 88 00.9 1 69 720 88 0.96 15540427 767 1287 
19 69 05.91 87 59.62 69 5.85 87 59.67 155396 10 7668762 
20 69 00.57 87 59.57 69 0.5 1 87 59.62 15539740 7658836 
21 69 00.6 1 87 59.3 1 69 0 55 87 59.36 15539565 7658907 
22 69 00.60 87 58.90 69 0.54 87 58.95 15539292 7658884 
23 69 00.68 88 00.12 69 0 .62 88 0. 17 15540103 7659046 
24 69 09.80 87 57.53 69 9.74 87 57.58 15538 11 2 7675972 
25 69 19.8 1 87 44.73 69 19.75 87 44.78 155294 14 7694464 
26 69 19.84 87 44.64 69 19.78 87 44.69 15529354 76945 19 
27 69 22. 13 87 36.14 69 22.07 87 36. 19 15523730 76987 15 
28 69 22.46 87 3 1.98 69 22.40 87 32.03 15520997 7699303 
29 69 21.08 87 2 1.25 69 2 1.02 87 21.30 155 13979 7696687 
30 69 22.56 87 24.78 69 22.50 87 24.83 155 16276 7699453 
31 69 20.42 88 01.56 69 20.36 88 1.6 1 15540448 7695758 
32 68 42. 18 87 00.70 68 42.12 87 0.75 15500508 7624325 
33 68 04.70 87 38.95 68 4.65 87 39.00 15527091 7554792 
34 68 23.52 88 18.56 68 23.46 88 18.6 1 15553862 7590207 
35 68 24.55 89 13.75 68 24.49 89 13.79 1559 1596 7593206 
36 68 50.67 89 16.39 68 50.61 89 16.43 1559 1609 764 1803 
37 69 03.82 89 44.24 69 3.76 89 44.28 15609208 7666993 
38 69 07.84 8LJ 35.5 1 69 7.78 89 35.55 1560:l093 7674209 
39 69 06.80 88 42.76 69 6.74 88 42.8 1 15568 198 7671049 
40 69 11.90 88 13.94 69 11.84 88 13.99 15548893 7680070 
41 69 24.62 86 34.38 69 24.56 86 34.44 15483270 7703287 
42 69 23.44 86 46.05 69 23.38 86 46.10 15490898 770 1052 
43 69 23.06 87 07.79 69 23.00 87 7.84 15505 139 7700333 
44 69 27.44 88 38.14 69 27.38 88 38.19 15564 110 7709328 
45 69 27.6 1 88 36.0 1 69 27.55 88 36.06 1556271 l 7709607 
46 69 28.77 88 31.97 69 28.7 1 88 32.02 1556002 1 77 11695 
47 69 28.57 88 30.46 69 28.51 88 30.5 1 15559045 77 11 299 
48 69 21.70 88 47.75 69 21.64 88 47.80 15570696 7698835 
49 69 2 1.43 88 49.29 69 21.37 88 49.34 1557 172 1 7698363 
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50 69 2003 88 44.39 69 19.97 88 44.44 15568581 769.~668 
51 69 15.32 88 43.44 69 15.26 88 43.49 15568204 7686896 
52 69 18.50 88 35.40 69 18.44 88 35.45 15562753 7692664 
53 69 34.85 88 16.33 69 34.79 88 16.38 15549586 7722764 
54 69 30.25 88 11.24 69 30. 19 88 11 .29 15546448 77 14146 
55 69 30.5 1 88 13.32 69 30.45 88 13.37 15547793 77 14656 
56 69 27.96 88 24.00 69 27.90 88 24.05 15554858 7710065 
57 69 25.50 88 18.26 69 25.44 88 18.3 1 1555 1209 7705410 
58 69 23.63 88 19.80 69 23.57 88 19.85 15552292 7701955 
59 69 22.83 88 08.79 69 22.77 88 8.84 15545 11 1 7700322 
60 69 23 .38 88 08.5 1 69 23.32 88 8.56 15544908 770 1341 
61 69 23.77 88 09.42 69 23.7 1 88 9.47 15545490 7702077 
61A 69 24. 12 88 08.20 69 24.06 88 8.25 15544679 77027 13 
62 69 22.00 88 0 1.50 69 2 1.94 88 1.55 15540360 7698694 
63 69 24.39 89 1375 69 24.33 89 13.80 15587559 7704394 
64 69 30.24 90 40.60 69 30. 18 90 40.64 15643691 77 17996 
65 69 2605 90 38.92 69 25.99 90 38.96 15643063 7710 152 
66 69 25.92 90 38.79 69 25 .86 90 38.83 15642992 7709906 
67 69 16.36 89 26.23 69 16.30 89 26.27 15596316 7689786 
68 69 18.58 89 52.84 69 18.52 89 52.88 156 13632 7694670 
69 69 20.80 88 22.05 69 20.74 88 22. 10 15553882 7696727 
70 69 19.95 88 19.27 69 19.89 88 19.32 15552092 7695 107 
71 69 19. 11 88 17.76 69 19.05 88 17.8 1 1555 1134 7693524 
72 69 23.63 88 38.96 69 23.57 87 39.01 15525547 770 1522 
73 69 23.98 87 36.67 69 23.92 87 36.72 15524043 7702158 
73A 69 23 .67 87 34.6 1 69 23.61 87 34.66 15522700 7701569 
74 69 17.95 88 13.62 69 17.89 88 13.67 15548457 769 1312 
75 69 11.82 88 09.28 69 11.76 88 9.33 155458 17 767986 1 
76 69 14.44 88 11 .83 69 14.38 88 11 .88 15547407 7684764 
77 69 16.67 88 12.30 69 16.6 1 88 12.35 15547636 76889 15 
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Table A2-2. Sample pages of Nori!' sk-97 fi eld sites description 
Averaged Converted Location and Botanical Ground radiometry Photo 
Site GPS Krasovsky general description desc1iption Id 
coordinate coordinates 
s (WGS-
84) 
No Dare: Radio metri c sample content , To % spectral Fi lm; 
Day. N deg min N deg rn in % canopy tal re rl cc tance. Print 
Mont Note: percent ages in ve radio 111e ter bands 
h 
Edeg rn in E deg rni n 
colu mns g. 
11
1 
8 and 9 do no t always co 
match ver 
(multilavered canonies) 
Species % % I 2 3 4 
I 2 3 4 5 6 7 8 9 10 JI 12 13 14 
I 22.07 69 56.51 69 56 .45 Mys (Cape) Golyi, Alder shrub - l.lVaccinium 40 80 7 6 27 20 2; 
87 37.88 87 37.93 east shore of Equisetum uliginosum 40 OA-4A, 
Pyasino Lake, sp. - Vac. Equisetum sp. 
slm1b tundra uliginosum 8-9A 
tundra 80 80 10 4 33 3 1 
1.2 Sali x lanata 
80 80 JO 6 39 4 1 * 
1.3 Ahrns fru ticosa +7 
2 22.07 about 300 m NE North edge of Mys Grassy moss V. uli ginosum 20 80 11 32 36 2; 
from site I Golyi, grassy moss tundra, Polygonum sp. 10 5-7A 
tundra dominated 
by Dryas Dryas puncta ta 10 
puncllll l l Pedi culari s sp. 5 
Hylocomiurn sp. 30 
Festu ca sp. 5 
3 22.07 70 01.80 70 0 1.74 A cape point in NE Larch- Ledum sp. 30 80 - 7 20 2 1 2: 
88 00.93 88 00.98 corner of Pyasino grassy-dwaif Betula exili s 25 I0- 12A 
Lake, slightl y up shrub- dwarf 
from the birch-lichen- Vac.uliginos um 20 
geophysical and moss forest- Festuca sp. 5 
hydrological tu ndra Cet:raria nivalis 5 
monito1ing station, 
Cladonia sp. 5 forest-tundra 
C ladina mitis 5 
Hvlocomi um SJJ. 5 
4 22.07 about l 00 m NW Site a t a lower Dwarf shrub Eiiophorum vaginatum 25 80 II 30 19 
from site 3 height level nearer sedge-cotton Its dead remains 20 
the lake shore, grass boggy 
Carex sp. 20 dwarf shrub-grass tundra 
boggy tund ra Betula exili s 25 
V. uli ginos um 5 
V. viti s idaea 5 
I 2 3 4 5 6 7 8 9 10 II 12 13 14 
5 22.07 70 10.48 70 I 0.42 Ri g ht shore of the Dwarf Benila ex ili s 15 80 11 23 22 2: 
88 12.61 88 12.66 Pyasi na - River, willow & Eri ophorum vaginaturn 40 18-19A 
abou t 8 km down birch-cotton 
strea 111 from grass - li chen Hyloco rniurn sp. 40 
confluence with - moss Polygonum sp. 5 
the Talovaya tundra 
Ri ver, near the 
re indeer hunting 
farm, tundra 
148 
Is 
6 22.07 70 07.92 70 07.86 Right shore of the Dwarf bird 1 Festuca sp 50 70 2: 
88 20.53 88 20.58 Pyas ina river, & willow Dryas punctata 5 2 1-23A 
watershed between grassy 
the Pyasina and the (Festuca sp Polygonum sp. 10 
Talovaya rivers, and the othe1 · Rumex sp. 5 
near the tundra species) 
rescue base (ZZPU tundra with 
PSS), tundra bare ground 
solifluction 
spots (-05 
111) 
7 23.07 The same coordinates The same location Alder shrub- A phytomass sample 2; 
as site 6 as site 6 dwarf birch- taken, no radiometry 24-26A 
sedge 
shrubby 
tundra 
8 23 07 70 04.40 70 4.34 NW shore of the Alder shrub- A phytomass sample 2; 
87 40.16 87 40.2 1 Pyasino Lake, dwarf birch- taken, no radiometry 29-35A 
Bely Yar, above sedge 
the fenced area shrubby 
(the kraal fo r tundra 
catching migraling 
reindeer) 
SA 23.07 69 46.58 69 46.52 Pyasino water - a - - - - -
87 44.08 87 44. 13 Lake,about 3 km sample taken 
SE from the for 
Kharata cape geochemical 
analvsis 
9 25.07 69 17 .3 1 69 17.25 NW slope of a hill Fragments of 9.1 Stones 10 0 9 9 9 3 
87 56.22 87 56.27 (height 509 m - sedge-grass 9.2 Festuca sp. with O 10 - 9 16 16 21-3 1A geodetic point), 3 (Graminea) dead grass 10 0 
km SW from tundra within 0 
Nadezh.da plant. the stone 9 .3 Dead remains of 
Mid-slope, a debris. Ledum sp. 
- 5 6 9 fragment of stone Vegetation with Carex .,p, Festuca 10 
debris canopy 10%, sp. and other plants 30 0 
in patches 
70 
10 25.07 69 17 .34 69 17.28 NW slope of a hi ll Shrub-grassy I 0.1 Coluna sp. 20 10 5 8 II 3: 
87 5609 87 56. 14 (height 509 m - tundra, the Dead remains of plants 80 0 32-33A geodeti c point) , 3 li ving 
km SW from vegetati on 
Nadezhda plant. canopy 50%, 10.2 Poa sp. 10 7 17 18 
Mid-slope, wi th dead remains 0 10 
stone debris, spots of plants 0 
of grass and dwa1f 50% I 0.3 Sal ix lanata 6 23 14 
shrub vegetation 80 
and dead remains 80 
of nlants 
II 2507 69 17 .38 69 17.32 The lower gradual Cotton grass- E1iophorum vaginatum 30 80 9 23 20 3; 
87 55.75 87 55.80 pmt of the same sedge Carex sp. 50 34-35A 
slope, 1-00 m N tussocky 
from the road boggy Bare soil 20 
going uphill, tundra. 
boggy Vegetation 
canonv 80% 
!I A 25.07 69 15.34 69 15.28 Small snow fi e ld Snow and -
- - - - 3;36A 
87 51.17 87 5 1.22 under the NW soil - the 
slope of Mt. samples 
Yuzhny Mys, near taken for 
the road geochemical 
analysis 
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Figure A2- I . Schemat ic map or lield site locations - 1997. The sites are shown on the background or the USGS GTOP030 
digital elevation model (heigh t co lour coding is the same as in Figure 7-8). Co-ord inates in mctn:s arc gi ven in the Gauss-Krtigcr 
prnjection of Russian topographic maps. 
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APPENDIX 3 FIELDWORK RESULTS 1998 
Table A3-l. Coordinate conversion results for Noril'sk - 1998 field sites 
(Where the point was within 16111 geodetic zone of' the Gauss-Kruger projection, the co-ordinates are showh .fi,r both 15'11 one/ 16'11 zones. * means 
reduced accuracy du.e to insufficienl time.fi,r averaging) 
Site No 
101 
Ml-102 
102 
102-M2 
103 
104 
104-Ml 
104-M2 
105 
105-Ml 
105-M2 
105-M3 
Ml-106 
106 
107 
WGS-84La1 
Deg 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
Min 
2 i 
25 
25 
25 
25 
26 
26 
26 
26 
26 
26 
26 
21 
21 
20 
Sec 
14.4 
40.8 
49 .1 
463 
55 .7 
4.4 
10.6 
33.4 
39.3 
19 .8 
14.5 
5.9 
8.4 
2 
55.9 
WGS-84 Lon 
Deg 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
Min 
5 
18 
16 
16 
15 
15 
14 
14 
13 
14 
14 
15 
5 
5 
6 
107-Ml I 00-200 111 SE of site 
108* 69 
108A same as 
108A-Ml 69 
109 69 
110 69 
110-Ml 69 
111 69 
112 69 
113* 69 
113-Ml 69 
114 69 
115 69 
115-Ml 69 
115-M2 69 
115-M3 69 
116 69 
117 69 
117-Ml* 69 
I17-M2* 69 
117-M3'' 69 
I17-M4* 69 
117-M5* 69 
118 69 
119'' 69 
120 69 
120-MF 69 
20 
20 
2 1 
32 
32 
33 
33 
33 
33 
34 
34 
35 
35 
35 
34 
20 
2 1 
20 
20 
29 
32 
19 
2 1 
31 
3 1 
55.9 88 
57.6 88 
10.2 88 
33.1 88 
41.6 88 
4.5 88 
12.3 88 
11 88 
16.7 88 
16.3 88 
46 .1 88 
13.6 88 
28. 1 88 
41.5 88 
56.6 88 
34.5 88 
56.6 88 
4 1.5 8S 
28.7 88 
25.6 89 
29 90 
58.3 88 
0 I 89 
44.8 90 
11 90 
5 
5 
5 
20 
20 
19 
20 
20 
2 1 
2 1 
2 1 
2 1 
2 1 
19 
18 
34 
50 
54 
54 
49 
5 
56 
10 
15 
23 
Krasovsky Lal 
Sec Deg 
235 
1. 8 
18.6 
26.8 
54.4 
3.2 
43.3 
33.9 
46.2 
28.8 
46.7 
18.6 
54.2 
53 .9 
5.2 
39. 1 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
29 69 
24.8 69 
8 69 
13.7 69 
52.5 69 
12.6 69 
39. 1 69 
39.6 69 
33.3 69 
40.8 69 
34.9 69 
14.4 69 
6.1 69 
28 69 
4.9 69 
49.7 69 
48 .1 69 
16.8 69 
52 69 
23 69 
2. 1 69 
57 69 
27. 1 69 
20 69 
151 
Min 
21 
25 
25 
25 
25 
26 
26 
26 
26 
26 
26 
26 
21 
20 
20 
20 
20 
21 
32 
32 
33 
33 
33 
33 
34 
34 
35 
35 
35 
34 
20 
2 1 
20 
20 
29 
32 
19 
20 
3 1 
31 
Sec 
11 .0 
37.4 
45.7 
42.9 
52.3 
1.0 
7.2 
33.4 
35.9 
16.4 
II.I 
2.5 
5.0 
58.6 
52.5 
52 .. 'i 
Krasovsky Lon 
Deg Min 
88 5 
88 18 
88 16 
88 16 
88 15 
88 15 
88 14 
88 14 
88 13 
88 14 
88 14 
88 15 
88 5 
88 5 
88 6 
88 5 
54.2 88 5 
6.8 88 5 
29.7 88 20 
38.2 88 20 
I.I 88 19 
8.9 88 20 
7.6 88 20 
13.3 88 21 
12.9 88 2 1 
42.7 88 2 1 
10.2 88 2 1 
24.7 88 2 1 
38. 1 88 19 
53.2 88 18 
31. 1 88 34 
53.2 88 50 
38. 1 88 54 
25.3 88 54 
22.2 89 49 
25.6 90 5 
54.9 88 56 
56.7 89 10 
41.4 90 15 
In 16th 
zone: 
7.6 90 23 
In 16th 
zone: 
Gauss-Kruger coordinales 
Sec 
26.5 
4 .7 
2 1.6 
29.8 
X 1linidctic l'1 
7697326 
770574 1 
7705974 
7705890 
57.4 7706 174 
6.2 7706432 
46.3 7706619 
34.3 7707429 
15542937 
1555 1052 
15549922 
155500 13 
15549654 
1554909 1 
15548870 
15548724 
49.2 7707496 1554823 1 
3 1.8 770690 I 15548707 
49.7 770674 1 
21 .6 770648 1 
57 .2 7697 146 
56.9 7696948 
15548905 
15549258 
15543276 
15543276 
8.2 7696761 15543403 
42. 1 7696756 15543 118 
32.0 7696806 15543006 
27.8 7697196 15542953 
11.0 77 18544 15552148 
16.7 77 18809 15552204 
55.5 77 195 13 1555 1959 
15 .6 77 19760 15552 1 7 1 
42.1 77 19726 15552459 
42.6 77 199 17 155531 11 
36.3 772 1762 15553002 
43.8 7722687 15553062 
37.9 7723537 15552979 
17.4 7723982 15552748 
9. 1 7724367 15551351 
31.0 7722967 15550969 
7.8 7696498 1556 1788 
52.5 7699348 
50.9 7697 102 
19 .6 7696694 
54.6 77 14727 
25.6 7720894 
4.9 7695789 
59. 7 7698032 
29 .6 77 19865 
7718876 
15572701 
15575378 
15575048 
15610747 
15620.~66 
15576229 
15585952 
15627 179 
16392967 
22.5 77 19098 15632360 
7717605 16398047 
120-M2 
120-M3* 69 27 24.3 9 1 
120-M4* 69 27 30.3 9 1 
121 69 27 35.2 9 1 
121 -Ml* 69 23 30.2 91 
122 
123 
124 
69 23 25.1 
100 m SW of site 122 
69 26 18 
9 1 
91 
125 69 24 
30 
30 
29 
29 
29 
29 
29 
44. 1 88 
Ml-126 69 11.9 88 
126 69 1.4 88 
127 69 50.3 88 
128 69 46. 1 88 
129 69 25 88 
129-Ml 69 36.2 88 
129-M2 69 36.4 88 
129-M3 
129-M4 
130 
130-Ml 
131 
131-Ml 
131-M2 
132 
133 
Ml-134 
134 
134-M2 
135 
135-Ml 
Ml-136 
136 
136-M2 
137 
137-Ml 
138 
139 
139-Ml 
Ml-140 
140 
141 
141-Ml 
142 
143 
143-Ml 
15- 18 m SSW of sit, 
M2 
69 29 33.4 
69 
69 
69 
29 
29 
29 
20.6 
6.4 
10.7 
IOOmEofsite 131 
69 28 56.6 
69 2 1 12.7 
69 20 55.4 
69 
69 
69 
69 
69 
69 
22 
22 
22 
22 
22 
22 
19.9 
28.5 
34.4 
39. 1 
48 
59 
50 m NW of site M 1-1 
69 23 11 .2 
69 23 15.8 
69 23 24.9 
69 
69 
69 
69 
23 
23 
23 
13 
69 13 
69 
69 
69 
69 
69 
12 
12 
12 
12 
12 
308 
39.1 
55.2 
9.7 
52.5 
50 
20.6 
14.8 
49.3 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
87 
87 
87 
87 
87 
87 
87 
6 
8 
21 
33 
33 
10 
20 
26 
26 
27 
28 
28 
29 
29 
29 
29 
30 
3 1 
3 1 
25 
25 
18 
18 
18 
18 
18 
18 
17 
17 
18 
17 
18 
18 
47 
47 
47 
47 
47 
47 
47 
17 69 
50.6 69 
25.9 69 
18.1 69 
29.9 69 
47. 1 69 
30.9 69 
42.9 69 
50.8 69 
47.3 69 
15.8 69 
57.5 69 
27 69 
22.2 69 
30.9 
5.4 
34. 1 
37.6 
57.8 
26 
40.1 
49.2 
50.6 
38.3 
3 l.4 
10.3 
l.2 
56.6 
52.4 
0.5 
58. 1 
55.3 
19 
I I. I 
24.8 
26.1 
28 
40.4 
48.5 
29.8 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
69 
152 
27 
27 
27 
23 
23 
26 
24 
30 
29 
29 
29 
29 
29 
29 
29 
29 
29 
29 
28 
21 
20 
22 
22 
22 
22 
22 
22 
22 
23 
23 
23 
23 
23 
23 
13 
12 
12 
12 
12 
12 
12 
In 16th 
zone: 
20.9 9 1 
In 16th 
zone: 
26.9 9 1 
In 16th 
zone: 
6 
8 
31.8 91 2 1 
In 16th 
zone: 
26.8 9 1 33 
In 16th 
zone: 
21.7 9 1 33 
ln 16th 
zone: 
14.6 9 1 
In 16th 
zone: 
40.7 88 
8.5 88 
58.0 88 
46.9 88 
42.7 88 
2 1.6 88 
32.8 88 
33.0 88 
30.0 
17.2 
3.0 
7.3 
53.2 
9.3 
52.0 
16.5 
25. 1 
31.0 
35.7 
44.6 
55.6 
56.0 
7.8 
12.4 
21.5 
27.4 
35.7 
51.8 
6.3 
57.6 
49. 1 
46.6 
17.2 
11.4 
45.9 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
88 
87 
87 
87 
87 
87 
87 
87 
10 
20 
26 
26 
27 
28 
29 
29 
29 
29 
29 
30 
3 1 
32 
25 
25 
18 
18 
18 
18 
18 
18 
18 
17 
17 
18 
18 
18 
18 
47 
47 
47 
47 
47 
47 
47 
77 14 100* 16409600* 
19.3 77 13800 15660749 
7709553 16425776 
52.9 77 14098 15662405 
7709687 16427453 
28.2 7714821 15670597 
7709604 16435673 
20.3 77078 1 1 15678894 
77018 19 16443242 
32. 1 7707663 15679034 
770 1658 16443367 
49 .4 77 1 1948 15663823 
77074 10 16428654 
33.8 77040 19 155527 15 
45.8 77 14267 1555653 1 
53.7 7713944 15556625 
50.2 77136 14 15557246 
18.7 7713492 15557559 
0.4 7712849 15558028 
29.9 7713204 15558340 
25.1 7713209 15558287 
33.8 7713 118 
8.3 77 127 15 
37 .0 77 12299 
40.5 7712449 
0.7 77 12018 
28.9 7697543 
43.0 769701 1 
52. 1 7699528 
53.5 7699795 
4 1.2 7699975 
34.3 7700 11 9 
13.2 7700389 
4. 1 7700728 
4.2 7700740 
59.5 770 11 05 
55.3 770 1247 
3.4 770 1530 
1.0 7701713 
58.2 7701983 
21.9 7702473 
14. 1 7682 125 
27.8 768 1857 
29.1 7681594 
3 1.0 7681517 
43.4 7680607 
51.5 7680429 
32.8 768 1495 
15558384 
155581 17 
1555909 1 
15559778 
15560008 
15556085 
15556252 
15551702 
1555 1712 
15551573 
1555 1495 
15551259 
15551152 
15551 152 
1555 1094 
1555 1045 
15551 127 
15551097 
155517 16 
15551309 
1553 11 85 
15531340 
15531 357 
15531379 
15531 527 
1553 16 19 
15531 399 
143-M2 69 
144 69 
145 69 
145-Ml 69 
146 69 
147 69 
148 69 
Ml-149 68 
149 
150 
151A 
68 
68 
68 
I51B near site 
15IB-Ml 68 
152 68 
152-Ml 68 
152-M2 68 
152-M3 68 
152-M4 68 
152-M5 68 
152-M6 68 
153 68 
153-Ml 68 
153-M2 68 
153-M3 68 
154 69 
155 69 
156 69 
157 69 
158 69 
Ml-159 69 
159 69 
160 68 
Ml-161 68 
M2-161 68 
161 68 
162 68 
163 68 
164 68 
Ml-165 69 
M2-I65 69 
M3-I65 69 
116-Ml 69 
13 
26 
26 
26 
27 
27 
28 
52 
5 1 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
17 
17 
14 
14 
15 
23 
20 
27 
15 
15_ 
15 
9 
4 
37 
19 
19 
19 
34 
18 87 
30.5 88 
29.5 88 
53 .9 88 
6.6 88 
12.5 88 
32.2 88 
21.9 90 
49.6 90 
37.9 
43.4 
88 
88 
43.3 88 
44.3 88 
47.5 88 
47.9 88 
50.2 88 
43.5 88 
45.6 88 
46 88 
4 1.1 88 
45.5 88 
48.3 88 
39 88 
1 IJ 88 
13.6 88 
9.8 88 
134 88 
53.7 88 
49.4 86 
17 .4 85 
36.8 86 
36.2 86 
22.8 86 
15.6 86 
15. 1 86 
49 86 
55.3 86 
37.7 88 
39.5 88 
18.6 88 
28.8 88 
47 
47 
46 
42 
38 
38 
30 
37 
32 
5 1 
5 1 
52 
52 
52 
53 
53 
53 
53 
54 
54 
54 
53 
52 
20 
2 1 
34 
34 
27 
10 
56 
18 
36 
37 
37 
29 
44 
20 
12 
12 
10 
17 
48.8 69 
51.7 69 
53.9 69 
54.5 69 
3.3 69 
57.9 69 
10.2 69 
I 0.5 68 
27.3 68 
37.5 68 
45.6 68 
6.3 68 
13.5 68 
26.5 68 
0.3 68 
13.5 68 
4 1.2 68 
54.2 68 
14. 1 68 
45.6 68 
57.7 68 
40.7 68 
27.4 68 
59.3 69 
14.7 69 
24.5 69 
3 1.6 69 
34.2 69 
32.8 69 
0.4 69 
2 68 
30.4 68 
4 .7 68 
35.5 68 
16.5 68 
34.9 68 
57 68 
26.9 69 
27.4 69 
9.2 69 
53.6 69 
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13 
26 
26 
26 
27 
27 
28 
52 
5 1 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
53 
17 
17 
14 
14 
15 
23 
20 
27 
15 
15 
15 
9 
4 
37 
19 
19 
19 
34 
14.6 87 
27. l 88 
26. l 88 
50.5 88 
3.2 88 
9. 1 88 
28.8 88 
18.5 90 
In 16th 
zone: 
47 
47 
46 
42 
38 
39 
30 
37 
46.2 90 32 
In 16th 
zone; 
34.5 88 
40.0 88 
39.9 88 
40.9 88 
44. l 88 
44.5 88 
46.8 88 
40.1 88 
42.2 88 
42.6 88 
37.7 88 
42. l 88 
44.9 88 
35.6 88 
7.9 88 
10.2 88 
6.4 88 
100 88 
50.3 88 
46.1 86 
14. 1 85 
33.5 86 
32.9 86 
19.5 86 
12.3 86 
11.8 86 
45.7 86 
52.0 86 
34.3 88 
36.l 88 
15.2 88 
25.4 88 
51 
51 
52 
52 
52 
53 
53 
53 
53 
54 
54 
55 
53 
52 
21 
21 
34 
34 
27 
10 
56 
18 
36 
37 
37 
29 
44 
2 1 
12 
12 
10 
17 
51.8 7682387 1553 1597 
54.5 7707774 15570507 
56.7 7707725 15569879 
57.4 7708406 1556725 l 
6.2 77087 13 I 556407 l 
0.8 770891 I I 5564660 
13. 1 7711233 15558858 
12.8 7647551 15645620 
7645 11 3 16404250 
29.7 7646368 15642517 
7644238 1640 1046 
40.2 7646748 15574820 
48.3 764692 1 15574905 
9.0 7646925 155751 36 
16.2 7646958 155752 15 
29.2 7647062 15575358 
3.0 7647086 15575734 
16.2 7647162 15575880 
43.9 7646964 15576 195 
56.9 7647033 15576338 
16.8 7647052 15576560 
48.3 76469 12 15576916 
0.4 7647052 15577047 
43.4 7647 11 2 155761 85 
30. 1 7646799 15575376 
2.2 7689998 15553334 
17 .6 7690073 1555350 1 
27.4 7684587 15562309 
34.5 7684700 15562384 
37. I 7687694 15557722 
36.2 770 1965 15467654 
3.8 7695544 15458020 
5.2 7597408 15471365 
33.5 7574970 I 5483 843 
7.8 7574552 15484235 
38.6 7574327 I 5484587 
19.6 7563200 1547876 1 
37.9 7554889 I 5489325 
0.2 76 16549 I 54 7356 1 
29.8 7694417 15547625 
30.4 7694473 I 5547629 
12.2 7693796 15546 129 
56~ 7722097 155506 16 
Table A3-2. Sample accuracy assessment site description-98 
Date-98 WGS84 WGS84 Average GK GK no1th/ea Class Ground Sugges ted Photo 
Site No Lat Lon Lat/Lon Lat/lLon TM95 assesment classes film/frame 
11.07 69 25 49.0 88 16 16.7 69 25 49.1 6925 46.1 17 5 17 B2- IA,3A, 4 
102 49.1 20.5 88 161 8.6 88 1621.6 
Physical setting: 
Top part of a hill on the ri ght bank of the Noril 's kaya River, eas t of a wide channel of Noril'skaya, 20 m south of a Dioeline. 
General vegetati on descri pti on: 
Sparse spruce-larch-birch fo res t, birch and spruce undergrowth , Juniperus, Equisetum, grasses; green moss; dry grass and leaves 
Forest fo rmula : Canopy cover % Height , m; Health (score: 5 good , I bad) Colour Test site size : 
8 Birch trunk diameter fo r trees, cm 20x20 m 
I Larch 
I Spruce Other remark. 
Trees: total 5 
Species 
Larix 0.5 15- 17 ; 26; I living 6 trees dead Light green 
Picea 1.5 6-8; 9, 4 living 2 dead, score 3 Dark green 
Betula 3 10-12, 15, 12 living 7 dead, score 2-3 Green 
Spruce and 2-2.5, 2.5, 10-12 !iving l O dead, score 2-3 green 
undergrowth 
Shrubs:totaJ Betula 
Species* senescent lem 
Juniperus 0.4, I 3 Reddis h with green 
Betula 3 light-green 
Grasses:total 
Species 
Equisetum 40 1-25 Clll 4-5 Light green 
Geranium JO 25 4 Green. white wi1h rose 
Grasses 20 30-50 3-4 Green with brown 
Meadow grasses <5 
Dwarf shrubs:total 
Species 
Vac. Uliginosum 
I 15-20 cm 4 Dark g-reen 
Mosses:totaJ Very dark g1'een 
Species 
Green mosses on r 
<l 
Lichens: total 
species 
Litter 100 7-20 Gill depth Grass - white - grey 
Dry grass and Leaves - brown 
leaves 
REVERSE SIDE OF THE DESCRIPTION FORM : 
Natural setting: Antropogenic inlluence: Water sample Water pH Water . conducti vity. Watert"C 
Site on a hill , Pipeline ri ver cross ing and location 7.8 pS 7.5 
SUITOunded by juncti on, assoc iated In a bog below the 400 
sedge and grass buildings and access roads site, next to the 
bog in lowland , pipeline 
the slope towards 
the lowland ins 
covered by shrubs 
Gamma-rad, mR Begin OOO End OOO Diff 0 
Epyphites: none Samples taken: spruce needles for total S 
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Figure A3- l. Schematic map or tield site locat ions -1998. T he accu racy assessment lie ld si tes arc shown on the background or 
the USGS GTOP030 digita l e levati on model (height co lour cod ing is the same as in Figure 7-8). Co-ordinates in metres are 
given in the Gauss-Kruger projection or Russian topographic maps. 
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APPENDIX 4 SATELLITE IMAGERY OF THE NORIL'SK REGION 
The purpose of this Appendix is to characterise main sources of satellite imagery for the Noril'sk region, and li st a ll 
relatively cloud-free scenes identified. All the images listed here were visuall y examined; however, on ly images 
highlighted in bold (here and in Appendix 7) were used at full resolution for detailed analysis in the laboratory 
and/or in the field (choice of images for such analysis was based on image quality, resolution(s), date, pos ition in 
vegetation season and price) . · 
Table A4-I . Medium and high-reso lution digital imagery of the Noril 'sk area, 1972-1998 
Acq ui sition date Instrument Geographic location Dist1ibu1or Cloud coverage Add itiona l notes on 
(palhlrow if avai lab le) (cata logue technical quality 
s ec ifi c) 
13 Sep.1972 Landsat 1 MSS 167111 EROS DC 3 Quite cloudy 
26 June 1973 Landsar I MSS 1651 12 EROS DC 0 
27 June I 973 Landsat I MSS I 66/11 , I 2 EROS DC 7, 1 Quite cloudy 
2 1July 1982 Landsat 3 MSS I 65/1 I EROS DC 4 Line scan anomaly 
27 July 1985 Landsat 5 MSS, TM 154/11 EROS DC 3, I Quite cloudy 
7 June I 990 Landsat 5 MSS I 541 11 EROS DC I 
4 May 1992 SPOT 2 XS, Pan 1851205 Spotimage 00000000 
5 May 1992 SPOT 2 XS, Pan. 185/205 Spotimage 00000000 
13 June1992 SPOT 2 XS, Pan 1851205 Spolimage 00000000 
3 July 1992 SPOT 2 XS, Pan 1851205 Spotimage 000011 11 
3 Aug 1992 SPOT 2 XS , Pan 1851205 Spotimage 00000000 
9 July 1995 Landsat 5 TM 152/10, 11, 12 ESA 0000,0000, 
0000 
25 July 1995 Landsat 5 TM 152111 , 12 ESA 6 161 ,2111 Quire cloudy 
10Aug l995 Landsat 5 TM 152/1 1, 12 ESA 1012, 1112 
27 Sep. 1995 Landsat 5 TM 152111 ESA 2 133 Qu ite cloudy 
2 Jul y 1996 L,mdsat 5 TM 1531 1 I, 12 ESA 11 I 1,030 1 
18 Oct 1997 Resurs-0 1-3 MSU-E Lake Keta ScanEx NIA Some clouds 
2 1 Oct 1997 Resurs-0 I -3 MSU- All of Noril 's k R& D Centre NIA Study area alrnos1 
SK region ScanEx clear (excep1 smoke) 
10 July 1998 Resurs-01-3 MSU- All of Noril'sk R& D Cenl re NIA Study area clear 
SK region ScanEx (except smoke) 
13 Julyl998 Resurs-0 I -3 MSU-E Wes t Putorana R& D Centre NIA Some clouds 
ScanEx 
1 Aug 1998 Resurs-01 -3 MSU-E Rybnaya River R& D Centre NIA Some clouds 
Valle ScanEx 
Low resolution imagery: 
Numerous AVHRR tmages are availab le (for free) through NOAA Satellite Active Archive at 
http://www.saa.noaa.gov/ 
10-day composites of A VHRR channels and NDVI are available for many dates at ftp si te of Goddard distributed 
Active Archive Centre, daac.gsfc. nasa.gov (anonymous login). 
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Table A4-2. Some key characteristics or medium and high-resolution digital satellite imagery (sources : 
http://eclcwww.cr.usgs.2ov, http://www.spoti1mwe.Cr, http://www.scanex.rn) 
Sensor 
Landsat l MSS 
Landsat5 TM 
SPOT 2 XS 
SPOT2 Pan 
Resurs-0 I -3 
MSU-SK 
Resurs-01-3 
MSU-E 
Swath 
width, 
km 
185 
185 
60 
60 
600 
45 
Spatial 
m 
79x79 
30x30 
20x20 
IOx IO 
150x250 
35x45 
resolution, Radiometric 
resolution, bit 
7 (6 bit for band 4) 
8 
8 
8 
8 
8 
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Spectral bands, j..Ltn 
0.5-0.6 
0.6-0.7 
0.7-0.8 
0 .8- 1.1 
0.45-0.52 
0.52-0.60 
0.63-0.69 
0.76-0.90 
1.55-1.74 
10.40-12.50 (spalial resolution 120 m) 
2.08-23 5 
0 50-0 59 
0.61 -068 
0.79-0.89 
0.51 -0.73 
0.5-0.6 
0.6-0.7 
0.7-0.8 
0.8- 1. I 
I 0.4-12.6 (spatial resolu1ion 600 m) 
0.5-0.6 
0.6-0.7 
0.8-0.9 
11 
I I 
Table A4-3. American declassified intelligence photographs of the Noril'sk area 
Acquisition date Camera type Number of Additional notes on technical quality 
successive rames 
7 July 1961 KH-2 10 Very good quality, cloud-free 
17 May 1962 KH-5 Not quite focused , or cloudy 
18 May 1962, KH-5 I Good quality 
23 June 1962 KH-4 3 Cloudy 
24 Sep. 1963 KH-4A 2 Not quite focused, or cloud y 
26 Feb. 1965 KH-4A I Covers area south fro111 Noril 'sk 
2 1 July 1965 KH-4A JO Good quality, but a bit cloudy 
JO Mar 1966 KH-4A 
-' 
Good quality 
JO Apr. 1966 KH-4A 3 Good quality 
2 Apr. 1967 KH-4A 3 Good quality 
3 Apr. 1967 KH-4A 3 Good quality 
I June 1970 KH -4B 3 Good quality, but a bit cloudy 
2June 1970 KH-4B 3 Good quality, but a bit cloudy 
30 May 1972 KH-4B 3 Good quality 
Table A4-4. Declassified intelligence photographs: camera, film, and image parameters (adapted from 
http://edcwww.cr.usgs.gov/wcbglis/glisbin/guide.pl/glis/hyper/guide) 
S2,stem KH-1-4 KH-4A KH-48 KH-5 11:: 
Camera Type Panormnic Panoramic Panoramic Frame 
Fi1111 Width 70111m 70 mm 70111m 127 111111 
Approx. Frame Format 55.4 X 756.9 55.4 X 756.9 55.4 X 756.9 J 14.3 X J J4.3 
(111mxm111.) 
Focal Lengd1 (1ru11) 609.6 609.6 609.6 76.2 
Best Resolution of Fil111 (approximate) 50-100 120 160 30 
(lines/mm) 
Enlargement Capability Less than I O ti111es 16 times 16 times 8 times 
Best Ground Resolution (approx.) 7.6 111 2.7 111 1.8 m 140 m 
Nominal System Altitude (km) 145-402 161 130 280 
Nominal Photo Scale on Fil111 I :275,000 to I :760,000 I :305,000 I :247,500 I :4,250,000 
Nominal Ground Coverage/ Image 15.3 X 209 to 42 X 579 17 . IX232 13.8 X 188 483 X 483 
Frame (km) 
Nominal Ground Sample Distance of 162 162 131 1220 
GUS Browse lmaE.e (m / eixel) 
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Tabl e A4-5 . Russian satellite imagery prints of the Noril 's k area in Moscow State Un iversi ty archi ve (Laboratory ol 
Aerospace Methods, Facu lty of Geography) 
Date Sensor Spatial Spectral bands, nm Available media 
resolution, m 
23 July 1979 KFA-200 camera 25-30 510-600 Paper prin1s of the colour compos ite 
600-700 and the spec1ral bands 
100:340 
24 July 1982 KFA-200 camera Paper prints of the colour composite 
as above as above and the spectral bands 
24 July 1983 KFA-200 camera Paper prints of the spectral bands 
as above as above 
22 May 1987 KFA- 1000 8-10 Panchromatic: Paper print 
camera 570-800 
25 June 1987 MSU-S scanner 140x240 580-700 Paper prin1 of the first infrared band 
700- 11 00 
12 July l988 KFA-200 camera 25-30 5 10-600 Paper p1in1 of the colour composite 
600-700 and good enlargements of spectral 
700-840 bands 
21 July 1990 MK-4 12-14 460-510 Copies of: 
ca111era 515-565 l. a colour composite print 
610-750 (paper), 
640-690 2. the paper prints of green, 
810-860 one of the red and 
435-680 of the NJR band 
(4 of 6 possible at any 
one time) 
19 Feb. 1997 MSU-SK scanner 170 500-600 Colour composite printouts 
600-700 (paper) 
700-800 
800-11 00 
3 March 1997 MSU-S K scanner as above as above Colour comeosite erintouts (paper) 
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APPENDIX 5 LANDSAT TM AND MSS RADIOMETRIC CORRECTION: 
FORMULAE AND PARAMETERS 
T he basic standard procedure for the Landsat reflectance conversion cons ists of three steps: 
l. Conversion of the digita l numbers to radiance units (removes .i nfluence of the sensor's gains and offsets) 
2. Subtraction of atmospheric haze (removes a tmospheric in fl uence) 
3. Conversion lo refl ectance uni ts (removes influence of the illuminati on cond itions due to so lar zenith angle, 
solar cycle and pos ition in so lar year, as we ll as diffe rences in lhe sensor 's cali brati on) 
T his procedure invo lves several ass umptions: 
I . T he initi al di gital numbers on the tape are linearly re lated to the at-sate ll ite radi ance 
2. T he imaged surfaces are Lamberti an 
3. The imaged surfaces do not have a significant emission in the spectral bands being analysed 
4. The ground within the imaged area is level 
The fi rst assumption is believed to be correct with a reasonable precision (M arkham and Barker I 986). T he second 
assumption is usually the best avail able approximation when the exact refl ectance properties of the imaged surfaces 
are not known (they are especially di ffi cult to define for the Noril 'sk area, with a very wide range o f diffe rent 
surface types). The thfrd ass umption is generally true for most of the imaged area (except for the surfaces in the 
industrial areas) . Finally, the fourth ass umption is not true for the Nori! 'sk area, which includes several mountain 
ranges. However, an accurate refl ectance correction for the terrain would require the creati on of a D igital Terra in 
Model. T hi s is a very labori ous and time-consuming process , whi ch was not poss ible to do as a side-task within 
time limits of this dissertati on. T herefore, it is recognised that c lass va lues in the fur ther processing of the TM 
image coul d be influenced by terrain , particul arl y on steep slopes, fac ing to and away from the Sun . 
Below stages l and 3 are described in more detail. Stage 2 (haze subtrac ti on) was on ly carried out fo r the Landsat 
TM image of 9 Jul y I 995 , by simp le dark-p ixel subtrac ti on using dark water objects . Other images were not haze 
corrected , as they were to be regressed to Landsat TM 1995 image. 
Con.version of the digital numbers to radiance units. The values of spectral radi ance, L,. (ex pressed in mW cm·2 sr' 
1µm ·1), were calculated using the standard linear interpolation formul a (Markham and Barker I 986) : 
. [ L max ,1 -Lrnin ,1 ] L.,i = L mm ,1 + Qcal, Qcal max 
Where: 
Qcal - Calibrated and quantised scaled radiance in units of DN , di gita l numbers 
Qcal max - Range ofrescaled radiance in DN (255 for Landsat TM images) 
Lmin,. - Spectral radi ance at Qcal = 0 
Lmax,. - Spectral rad iance at Qcal = Qcal max. 
The values of Lmin 1c and Lmax 1c publi shed by Markh am and Barker ( I 986) were based on the meas urements of 
within-band rad iance, whic h were d ivided by the no minal bandwid ths to give nominal spec tra l rad iances. However, 
for accurate convers ion it is necessary to use the true bandwidths instead of the nom inal. Markham and Barker 
( 1986) give more accurate estimates of the true bandpass deri ved by Palmer in 1984, usi ng the q uadrat ic moment 
method. 
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Conversion to reflectance units. The derived spectral radiance values were converted to at-satellite planetary 
reflectance using the following formula (Markham and Barker 1986) : 
1rL d 2 
,l 
Pv = L) , Esun ,i cos u ., 
Where: 
pp - Unitless effective at-satellite planetary reflectance 
L,. - Spectral radiance at sensor aperture derived from ( 4 .1) 
d - Earth-Sun distance in astronomical units calculated from the Astronomical Almanac 
Esun)._ - Mean solar atmospheric irradiances in mW cm-2 mm-1, updated values from (Markham and Barker, 1987) 
8s - Solar zenith angle 
The calculated values were normalised to range 0-255. The constants used in calcu lations are presented in Table 
AS- !. 
Table AS- I Constants for conversion to radiance units, haze subtraction and refl ectance conversion of Lanclsat clara 
I. Parameters dependent on the spectral bands 
Band Nominal band Nominal Palmer Lmin Lmax Haze values.fiJ/' Esun 
No limits,m bandwidth, normalised mW cnf1 sr·1µm· 1 mW c11i'2 sr·1µm· 1 dark pixel ,nW cnt'2 µnf 1 
( ERDAS µm bandwidth, µm sub!mction, DN (Markham and (Markham and (Markham and 
IMAGINE Field (Markham and Barker 1986, also Barker 1986, for the TM 1995 Barker J 987) 
Guide 1994) Barkerl986) given in the image also given in the image ONLY 
header) inw ,e header) 
Landsat 5 TM (for TM l 985, 1995 imaoes) 
0.45-0.52 0.07 0.0701 -0. 15 15.2 1 38 195.7 
2 0.52-0.60 0.08 0.0889 -0.279 29.67 12 182.9 
3 0.63-0.69 0.06 0.0766 -0.12 20.43 9 155.7 
4 0.76-0.90 0.14 0 1343 -0.15 20.6 1 4 104.7 
5 1.55-1.74 0. 19 0.2265 -0.037 2.7 19 I 21.93 
7 2 08-2 35 0.27 0.2682 -0.015 1.438 0 7.45? 
Landsm I MSS (for MSS 1972 i1nane) 
I (4) 0.5-0.6 0. 1 0. 1082 0 24.8 n/a 185.2 
2 (5) 0.6-0.7 0.1 0.108 0 20 n/a 158.4 
3 (6) 0.7-0.8 0.1 0.120 1 0 17.6 n/a 127.6 
4 (7) 0.8-1. 1 0.3 0.2417 0 15.3 n/a 90.4 
II. Parameters dependent on date 
Landsat MSS Landsat TM Landsa t TM 
13 September 1972 27 Jul y 1985 9 July 1995 
Solar zenith angle, deg 65.37 50.63 48.3465704 
Earth-Sun distance, astronomical units 1.0060 1.0157 1.0167 
Note: Reflectance and haze correction of the Landsat TM 1995 image was carri ed out whil e working on my MPh il 
dissertation at Cambridge 's Department of Geography in 1997. Other images were corrected in the course of my 
PhD. 
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APPENDIX 6 CLASSIFICATION SEPARABILITY STATISTICS 
Signature Separability Listing 
File: e:/olga/temp_for_pheno/su perv _ merged.sig 
Distance measure: Jeffe1ies-Matusita 
Using bands: I 2 3 4 5 6 
Taken 6 at a time 
Class 
13 (dead larch forests) with relati ve ly health y grass tundra (understorey) 
2 18 moderately damaged boggy spruce and larch forest 
3 14 heav il y damaged mixed fo rest wi th grass understorey 
4 15 moderately damaged larch fo res t with grass understorey 
5 17 moderatel y damaged larch fo rest with mi xed understorey 
6 12 (dead larch forests) with moderate ly damaged grass tundra (understo,ey) 
7 3 residential and industrial areas or almost unvegetated ground 
9 19 extremely contaminated water 
10 20 water 
I I 23 snow cover 
12 7 sparse mountain tundra vegetati on 
13 I industrial hot spots 
14 2 industiial wasteland and bare grou nd 
15 8 1e latively healthy shrub tundra vegetation 
16 9 heavil y damaged or sparsely vegetated bogs 
17 21 mixed water/coas tline/bare ground/cloud/smoke 
18 22 mixed ice/cloud/smoke/snow/vegetation 
19 11 (dead larch forests) with mixed tundra (understorey) 
20 6 moderately damaged shru b tund ra vegetation 
21 16 moderately damaged boggy spa rse larch forest 
22 4 sparsely vegetated ground 
23 I O moderately damaged bogs 
24 5 heavily damaged sparse tundra vegetation 
Bands 
Separability Listing 
A VE MIN Class Pai rs: 
1: 2 I: 3 I : 4 I: 5 I : 6 1: 7 I : 9 
I: I 0 1:11 1:12 I :13 1:14 I :15 :16 
1:17 I: 18 I :19 1:20 1:21 I :22 I :23 
1:24 2:3 2: 4 2: 5 2:6 2: 7 2:9 
2:10 2: II 2: 12 2: 13 2: 14 2: 15 2:16 
2: 17 2: 18 2: 19 2:20 2:2 1 2:22 2:23 
2:24 3:4 3:5 3:6 3:7 3: 9 3: 10 
3: II 3: 12 3: 13 3: 14 3: 15 3: 16 3: 17 
3: 18 3: 19 3:20 3 21 3:22 3:23 3:24 
4: 5 4: 6 4: 7 4: 9 4: I O 4: I I 4: 12 
4:1 3 4:14 4:15 4:16 4: 17 4 18 4: 19 
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4:20 4:2 1 4:22 4:23 4:24 5: 6 5:7 :~; 
' 5:9 5: 10 5: II 5: 12 5: 13 5: 14 5: 15 I 
5: 16 5: 17 5: 18 5: 19 5:20 5:2 1 5:22 .: 
5:23 5:24 6:7 6: 9 6: 10 6: 11 6: 12 
6: 13 6:14 6: 15 6: 16 6: 17 6: 18 6: 19 
6 20 6:2 1 6:22 6:23 6:24 7:9 7: 10 
7: II 7: 12 7: 13 7: 14 7: 15 7: 16 7: 17 
I I 7: 18 7: 19 7:20 7:21 7:22 7:23 7:24 
9:IO 9: 11 9: 12 9: 13 9: 14 9: IS 9: 16 
9: 17 9: 18 9: 19 9:20 9:2 1 9:22 9:23 11
1111
1 
9:24 10: 11 10:12 10:13 10:14 10: 15 10: 16 1·1 
10: 17 10:18 10: 19 10:20 10:21 10:22 10:23 
11 
10:24 11 :12 11 :13 11 :14 11 : 15 11: 16 11 :17 
11: 18 l 1:19 11 :20 11:21 11:22 11 :23 11:24 1111,1 
12:13 12: 14 12: 15 12: 16 12: 17 12:18 12:1 9 
12:20 12:2 1 12:22 12:23 12:24 13: 14 13: 15 
11111::: 
13: 16 13: 17 13: 18 13: 19 13:20 13:2 1 13:22 
13:23 13:24 14: 15 14: 16 14: 17 14:18 14: 19 
II 14:20 14:21 14:22 14:23 14:24 15: 16 15: 17 
15: 18 15: 19 15:20 15:2 1 15:22 15:23 15:24 
16:17 16: 18 16: 19 16:20 16:2 1 16:22 16:23 
16:24 17: 18 17: 19 17:20 17:2 1 17:22 17:23 
17:24 18: 19 18:20 18:21 18:22 18:23 18:24 
19:20 19:2 1 19 22 19:23 19:24 20:2 1 20:22 
20:23 20:24 21 :22 21 :23 21 :24 22:23 22:24 
23:24 
I 2 3 4 1330 485 1267 1404 1407 1414 1414 1414 14 14 
111j 5 6 14 14 1414 1384 14 14 14 13 1229 1363 
1413 1378 1322 11 05 1299 1337 1297 
1399 1378 1243 14 14 14 14 14 14 14 14 
J 
14 14 1414 1395 1414 14 14 122 1 1228 
1414 1394 11 83 11 67 1297 1357 1395 I 
1278 1312 1409 14 14 1409 14 14 14 14 
111 
14 14 1150 1414 1400 1243 1256 1414 
1369 1181 1247 1408 11 68 1328 1359 
1404 14 14 1414 14 14 1414 1414 1384 I 14 14 14 14 1203 1239 1414 1395 111 0 
1212 1401 1369 14 11 1247 1336 1414 I' 
'I 1414 14 14 14 14 1349 1414 1414 11 66 
'I 
1405 1414 1383 11 96 1259 14 14 1391 I' 
I' 
14 14 1402 1414 1414 14 14 141 4 1348 
14 14 1414 II 52 1414 1414 1373 1251 
111 1373 1414 1365 14 14 14 14 1414 1414 
1410 1393 1402 1023 1414 1413 1414 
1341 14 14 1413 141 4 1342 1391 1414 
1321 1414 14 14 1414 1401 1414 1414 
,I 
1406 14 13 1414 1413 1414 14 10 14 14 
1414 1414 1414 1414 1385 1414 1414 
1376 1407 1414 1414 1414 1408 1414 
1414 1414 1413 1403 1414 1414 1414 
' 
1344 1414 1413 1414 1411 1411 1414 
1413 1319 1106 1347 1414 1297 1204 
: 
1267 1403 927 1307 1387 1383 1414 
141 4 14 14 1381 1414 1414 1414 1412 
1414 14 14 1407 139 1 1322 1198 1403 i 
1346 1408 1145 1325 1401 11 29 1407 
1304 654 869 1217 1101 1304 1164 
163 
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11 
14 13 1376 975 938 1006 1102 120 1 
485 1394 1411 1328 1398 1294 1330 
, I 
141 3 1346 1330 1382 1232 1298 1389 
865 1202 1096 1308 1033 1013 956 
979 1052 1223 1176 984 852 1203 
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Best Minimum Separabi lity 
Bands AVE M IN Class Pairs : 
I : 2 I : 3 I : 4 I : 5 I: 6 I : 7 I : 9 
1:10 1:11 I :12 I : 13 1:14 I : 15 I ·16 
I : 17 I 18 I :19 I :20 I :2 1 I :22 I :23 
I :24 2:3 2:4 2 5 2:6 2:7 2 9 
2: 10 2: 11 2: 12 2: 13 2: 14 2: 15 2: 16 
2: 17 2: 18 2: 19 2:20 2:2 1 2:22 2:23 
2:24 3: 4 3 5 3: 6 3:7 3:9 3: 10 
3: II 3: 12 3: 13 3: 14 3: 15 3: 16 3: 17 
3: 18 3: 19 3:20 3:2 1 3:22 3:23 3:24 
4:5 4:6 4:7 4:9 4:1 0 4:11 4: 12 
4:13 4:14 4:15 4: 16 4: 17 4:1 8 4:1 9 
4:20 4:21 4:22 4:23 4:24 5:6 5:7 
5:9 5:10 5: 11 5: 12 5: 13 5:14 5: 15 
5: 16 5: 17 5: 18 5: 19 5:20 5:2 1 5:22 
5:23 5:24 6:7 6:9 6: 10 6: II 6: 12 
6: 13 6: 14 6: 15 6:16 6:17 6: 18 6: 19 
6:20 6:2 1 6:22 6:23 6:24 7:9 7:10 
7: 11 7:12 7: 13 7: 14 7:15 7: 16 7: 17 
7: 18 7:19 7:20 7:2 1 7:22 7:23 7:24 
9: 10 9:11 9: 12 9: 13 9: 14 9: 15 9: 16 
9: 17 9: 18 9: 19 9 20 9:2 1 9:22 9:23 
9:24 10: 11 10: 12 10: 13 10: 14 10: 15 10: 16 
JO: 17 10: 18 10 19 10:20 10:2 1 10:22 10:23 
10:24 II: 12 11: 13 11:14 II 15 11 16 11 : 17 
11 : 18 11 : 19 11 :20 11 :2 1 11 :22 11 :23 11 :24 
12: 13 12: 14 12: 15 12: 16 12: 17 12: 18 12:19 
12:20 12:21 12:22 12:23 12:24 13:14 13: 15 
13:16 13: 17 13: 18 13: 19 13:20 13:21 13:22 
13:23 13:24 14:15 14: 16 14:17 14:1 8 14: 19 
14:20 14:21 14:22 14:23 14:24 15:16 15:17 
15:18 15: 19 15:20 15:2 1 15:22 15:23 15:24 
16:17 16:18 16: 19 16:20 16:21 16:22 16:23 
16:24 17:18 17:19 17:20 17'.2 1 17:22 17:23 
17:24 18:19 18:20 18:2 1 18:22 18:23 18:24 
II [ 19:20 19:2 1 19:22 19:23 19:24 20:21 20:22 
20:23 20:24 21 :22 21 :23 21 :24 22:23 22:24 
23:24 
[ 111 I 2 3 4 1330 485 1267 1404 1407 1414 14 14 14 14 141 4 
5 6 14 14 14 14 1384 14 14 141 3 1229 1363 
1413 1.178 1322 11 05 1299 1337 1297 
1399 1378 1243 14 14 141 4 1414 141 4 
14 14 1414 1395 14 14 14 14 1221 · 1228 
14 14 1394 11 83 1167 1297 1357 1395 
1278 1312 1409 1414 1409 14 14 14 14 
14 14 11 50 141 4 1400 1243 1256 1414 
164 
' 
1369 11 81 1247 1408 11 68 1328 1359 
1111 1404 14i4 1414 1414 1414 1414 1384 
1414 1414 1203 1239 1414 1395 11 10 
12 12 140 1 1369 1411 1247 1336 1414 
1414 1414 141 4 1349 1414 1414 11 66 
1405 14 14 1383 11 96 1259 1414 139 1 
1414 1402 1414 1414 1414 1414 1348 
1414 1414 1152 14 14 14 14 1373 125 1 
1373 1414 1365 14 14 1414 14 14 1414 
14 10 1393 1402 1023 14 14 1413 1414 
134 1 1414 1413 1414 1342 139 1 1414 
132 1 1414 1414 1414 140 1 1414 1414 
1406 1413 1414 1413 1414 1410 1414 
1414 1414 1414 1414 1385 1414 141 4 
1376 1407 1414 1414 1414 1408 1414 
1414 1414 1413 1403 1414 1414 1414 
1344 1414 1413 1414 1411 14 11 1414 
1413 1319 1106 1347 1414 1297 1204 
1267 1403 927 1307 1387 1383 1414 
1414 1414 138 1 1414 1414 1414 1412 
1414 14 14 1407 139 1 1322 11 98 1403 
1346 1408 1145 1325 140 1 1129 1407 
1304 654 869 1217 1101 1304 1164 
1413 1376 975 938 1006 11 02 120 1 
485 1394 14 11 1328 1398 1294 1330 
1413 1346 1330 1382 1232 1298 1389 
865 1202 1096 1308 1033 1013 956 
979 1052 1223 1176 984 852 1203 
1289 
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APPENDIX 7 PHENOLOGICAL DAT A AND POSITION OF SELECTED DIGIT AL 
SATELLITE IMAGES IN THE VEGETATION SEASON 
Table A7-1. The derived phenology-related statistics for the Noril'sk rneteostation (Source data: Meteostantsiya Noril'sk, TM-
] - Tablitsy Meteorologicheskie (Meteorological Tables, the Nori l'sk rneteostation) , 1972-1998, Archives of the Taimyr Centre 
of the Hydrorneteorological Service, Russia) 
Year Period covered 
available da/C/ 
1972 May-Sep. 
1985 May-Oct. 
1986 May-Sep. 
1987 May-Sep. 
1988 May-Sep. 
1989 Jun.-Sep. 
1990 May-Sep. 
1991 May-Sep. 
1992 Jun.-Sep. 
1993 May-Sep. 
1994 Jun.-Sep. 
1995 May-Sep. 
1996 May-Sep. 
1997 May-6 August 
1998 May-3 Aug ust 
by Star/ date o{ slable 
positive averaxe 
daily remperarures 
2 June 
29 May 
17 May 
8 June 
24 May 
16 June 
5 June 
24May 
10 June 
26May 
3 June 
6 June 
8 June 
30May 
26 May 
End date o{ stable 
positive average 
daily tempercuures 
20 September 
3 October 
13 September 
22 September 
25 September 
12 September 
28 September 
2 October 
18 September 
1 October 
l 2 September 
26 September 
26 September 
n/a 
n/a 
* There was a one-day 5 cm snowfall on 17 June l 995. 
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Stctrl dwe o{ .,wble 
s11ow~/i~ee season 
1 June 
n/a 
2 1 May 
16 June 
26 May 
17 June 
6 June 
3 1 May 
12 June 
6 June 
8 June 
7( 18)* June 
5 June 
22 June 
3 1 May 
First significanr 
cwtwnn snow/id/ 
n/a 
n/a 
n/a 
n/a 
n/a 
26 September 
n/a 
n/a 
21 September 
n/a 
n/a 
18 September 
27 September 
n/a 
n/a 
- ---- Ill 
II/ 
II 
11/II/ 
1riil 
11/[1 
1111 
Table A7-2. T he best-quality and best-season availab le digital images for Norilsk and their phenological position (based o n 11( 
data from the Noril'sk meteostation). Images that were acquired and analysed in detail are shown in bold . 
Satellite sensor Date Length of Leng1h of the Conunen/S on phenology Cmr1111e1LIS on 1eclmical quali1y 
t(i 
the stable stable snow- <d' the image 
posilive .fi'ee season, 
average days 
111 dailyt 
period, I 
days 
Landsat 1 MSS 13 Sept 1972 103 102 Significant snow cover on NW and SE corners cloudy, I 
mountains and presumably coverage not optimal, but the Iii' 
senescent vegetation in lowlands only suitable image before 
1985 
11111 
Landsat 5 MSS, 27 July 1985 59 n/a Virtually no snow even on high Sand W parts cloudy, 
TM mountains, supposedly the peak coverage not optimal, hut 
of the vegetation season good qualit:)'. and elate 
SPOT2 XS and 3 July 1992 23 21 Visible snow cover on uplands, Good coverage and excell ent 
Panchromatic complete snow cover approx. qualit y 
above 600 m. Vegetation season 
is only beginning 
SPOT2 XS and 3 August 54 55 Very sparse snow cover on high Good coverage and good quality 
Panchromatic 1992 mountains, very near the peak of 
the vegetation season 
LandsatSTM 9 July 1995 33 32 (21) Significant snow cover above Very good quality and 
approx. 600 m, areas just below coverage, occasional 
the snow line still unvegetated. Altostratus clouds (h- 3700 111) 
Approximately the end of the and their shadows 
first third of the vegetation 
season 
Landsat5TM 25 July 1995 49 48 (37) Still significant snow cover on Good coverage, but most of the 
high mountains, nearer the peak of area of interest masked by dense 
the vegetation season low c louds/smoke 
Landsat 5 TM 10 August 65 64 (53) Sparse snow cover on high Exce llent qual ity and coverage, 
1995 mountains, possible first signs of rare low clouds. mostl y above 
autumn in lowlands. Al orjusr mountains away from area of 
after rhe vegetation season eeak in teres t 
Landsat 5 TM 27 Sept 1995 11 3 112; 9 days Complete sno w cover above Good coverage, but many areas 
after the first approx. 500 m. Senescent are ,nusked by snow, low and 
au tumn vegeration in lowlands hi gh clouds 
snow 
Landsat 5 TM 2 JL1ly 1996 24 27 Significant snow cover above Good coverage, but 
approx. 600 m, poss ibly the encl of covered by numerous very thin 
the first third of the vegetation Al1ostro1Us clouds 
season 
Resurs-01-3 10 July 1998 46 41 Significant snow cover above Excellent coverage. 
MSU-SK (evening) approx. 600 m, possibly the end View of an enormous 500 km 
of the first third of the plume from Noril'sk factories. 
vegetation season Not utilised in detailed 
phenological analysis because 
of low evening reflectanccs 
.Ii Resurs-0 1-3 D Jul y 1998 48 43 Significant snow cover above Covers Western Pulorana - good 
MSU-E approx. 600 m, poss ibly the end of view of alti1udina l zonality. 
the first third of the vegetarian 
season 
Resurs-01-3 I Aug 1998 66 62 Little snow cover (only on the Good coverage, lower half and 
MSU-E highest mountains). At or just uppe r quarter partially 
after the vegetation season eeak obscured br clouds. Ill 
I 
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APPENDIX 8 STATISTICS OF INTER-IMAGE CALIBRATION TARGETS AND 
LINEAR BANDWISE REGRESSION 
Table A8 - l. Regression of Landsat I MSS image (bands I, 2, 4) of 13 September 1972 to Landsat 5 TM image of9 July 1995 (bands 2, 3, 4) 
I. Parameters of calibration targets 
(TM95 using: bands 2, 3, 4 in unitless reflectance, haze-substracted; MSS72 using: bands 1,2, 4 in un itless reflectance, no haze substraction) 
Set I -----------------Water--------------------Quafl)'.'., Kaierkan __ Bare_ hilltop _ Bare slope --------- -------------- Water _______ QuanyL Kaierkan ____ Bare_ hilltop ______ Bare slope ______ _ 
Number of _pjxels: __________________________________ ------------------------------------------------- --------------------------- --------------------------------------
mss72 l3 16 
tm95 38 39 
l3 
41 
13 
35 
13 
38 
16 
39 
13 13 
41 35 
___________ __!:1:1~1_1_ __________ mean __________________ mean _ meaa --------~a __ si_gma _________ si.12:!!_a ____ sigma ___ _ 
mss72_1 16_538 20.438 22_ 154 21.923 0.519 0_512 0_987 1.038 
mss72_2 8.231 14 17_615 19_692 0_439 0 1.044 0_751 
mss72_4 7 18_ 125 25_615 28_385 1.155 1_708 1.758 0.961 
tm95_2 7_737 12_103 14.512 15.455 0.503 1.294 1.362 1.011 
tm95_3 4_974 11.795 15_902 16_455 0_162 1.281 1.546 0.858 
tm95_4 3_474 28_923 31.537 35_136 0_506 2.205 1.675 1.833 
Set2 ___ Water .. _________ Quafl)'.'.,_ Kaierkan ___ Bare~_Bare _slope ______ ............ _ .. Water ___ Quarry, Kaierkan ___ Bare_hilltop_ __ Ba~-----
Number _o_!pixels: .............. _______  .............. _________________ ....... --------------------------- ---------------------........... -.. -...... _________ .. _____ __ .. _ 
mss72 19 20 15 14 19 20 
tm95 53 57 41 29 53 57 
15 
41 
14 
29 
mean mean 
----····-·--··-·-··-··---··········-······ .. --- ·······------··········-····-.. ---
............ meaa _______ mean _________________ ______________ .... _ .. _______ ~~ .. .. _. sig__ma .... 
__ sigma - __ ygmy __ ____ _ 
mss72 I 16.263 20.05 22.2 22.286 0.452 0.945 0.862 0.825 
-
mss72 2 7.684 13 .85 18.267 18.929 0.582 0.933 0.799 0.475 
-
mss72 4 6.737 18 .7 25.933 25.214 1.408 0.923 1.335 1.477 
-
tm95 2 7.679 12 .211 16.122 15.345 0.547 0.881 0.9 0.769 -
tm95 _3 4.623 12.123 16.878 16_ 103 0.489 0.946 0.98 0.817 
tm95 _4 3.774 27 .579 31.268 31.241 0.423 2.087 1.342 1.786 
Set 3 ................ __ Water _______ ........ __ Quafl)'.'., Ka ierkan ___ Bare hi~ __ Bare slope__ -----........ - ....... Water ____ Qua!!):'._,__Kaierkan __ .. Bare hilltop _ .. Bare slo_pc 
Number of pixels: ·------------·---------.. --------------------------------------------------.. ---------------· 
mss72 12 19 20 14 12 19 20 14 
tm95 36 52 35 29 36 52 35 29 
mean mean mean mean 
---------- Si@!!_a sigma __ ____ ____ sigma ____ sigma ____ ------·---------·----··--··-·-··----·-
mss72 16.333 19.474 21.35 22.357 0_651 1.02 0.875 1.151 -
mss72_2 8 13.789 17.4 18.857 0.426 1.134 0.883 1.167 
mss72_4 7 18.474 23.45 27 1.279 1.264 1.761 0 
tm95_2 7.417 11.404 16.8 15.793 0.5 0.869 0.933 1.048 
tm95_3 4_917 11.192 18 16.241 0_28 1.011 , 1.393 0_786 
tm95_4 3_611 24 33.571 32.345 0.494 2.284 1.685 1.876 
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2. Regression statistics (the set selected for final processing is highlighted in bold) 
Set I. 
MSS72 Band I Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
to TM1_995 Band 2 __ ····------··-··-····-·----·-Error _ ·······-·--·· ·-----··-·····--·-··---······-·-·---··-·-- --·-··-·- ·-·-----·--·--·-·- - ··-···---··---Intercept O #NIA #NIA #NIA #NIA #NIA Observation - ~~t:d_!1;;~ed tm95 2_ Residuals __ _ 
ms~l ______ 0.62288745 0.046349 13.43901 0.000890.475383 ____ 0.770391 _ 10.30131264 
12.73057369 
13. 79944856 
13 .65556156 
MSS72 Band 2 Coefficients Standard t Stat 
to TMI 995 Band 3 Error 
2 
3 
4 
P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
-2.56431 
--0 62757 
0.712551 
1.799438 
---------------·-···--·--···----·-· .. ·--------··-·--·····--···-··-··--·----··- ····-···--·----·-·-·---····------------·--·-----· .. ·-·-· .. , ______ , .................. _ ......... ___________________  Intercept 
mss72 2 
0 #NIA #NIA #NIA #NIA 
0.842385 0.041581 20.2589 0.000263 0.710056 
--~----------------·------·--
#NIA 
0.974715 
Observation 
2 
3 
4 
Predicted tm95_2 Residuals 
6.933673 -1.95967 
11.79339 0.001607 
14.83862 1.063385 
16.58825 --0 13325 
---------·----- ------------------ - - -----·--------.. ------ ·--·-- -----··-···-·-·-·-------··· .. -···-·----.. ,---···· .. -MSS72 Band 4 Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
to TMI 995 Band 4 Error --'---'-----·---------=::..:..:;:.._ ____________________________________________ ____________ _____________ _ Intercept 0 #NIA #NIA #NIA #NIA Observation __ Predicted tm9 5 _ 2 Residuals __ _ 
mss72_3 ________ 1._27_9_63_7 ____ o_.l_09_2_3_6 11.71444 0.001337 0.932 
#NIA 
1.627274 8.957459 
23.19342 
32.7779 
36.3225 
-5.48346 
5.729579 
-1.2409 
Set 2. 
MSS72 Band I 
to TMl995 Band 2 
Intercept 
mss72 I 
MSS72 Band 2 
Coefficients Standard t Stat 
Error 
2 
3 
4 
P-value Lower 95% Upper 95% RES1DUAL OUTPUT 
-1.1865 
·······-·-··-··-------········--··-····- ··········-··--········-····-····· ... -..... ---·-·-···-··-·--···- .... ·-··--···-···---······-··- ···--.. ·····--·-·---··--····-·--··-······-·-------··-··-···-··-···-····--·-···-···-· #NIA #NIA #NIA #N/A 0 
0.645897 0.050384 12.81958 0.001024 0.485554 
#NIA 
0.80624 10.50422 
12.95023 
14.33891 
14.39446 
Coefficients Standard t Stal 
2 
3 
4 
P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
-2.82522 
-0.73923 
1.783087 
0.95054 
to TMl995 Ba~_<!.L______ Error --·-·-----·-·--·-·------·------··--·--··---···---···--··---·------·--··- ···-·--··-··--···--·--··-····-·-Intercept 
mss72 2 
0 
0.866039 
#NIA #NIA #NIA #NIA 
0.043481 19.91743 0.000277 0.727662 
#NIA 
1.004417 
.Q~_:i~~~.':'.I!..._ Predicted tm95_: Residuals _ 
2 
3 
4 
6.654645 
11.99464 
15.81994 
16.39325 
-2.03164 
0.128358 
1.058063 
-0.29025 
---------·------·-------·--···-----·---·--------------------·-·-·-·---···---····-··-·· .. ·-MSS72 Band 4 Coefficients Standarc t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
lo_!M1995_ Band 4 ·---·-·-·--···---· Error ·----------·----·----·-····-----------·---·--·-----···-·-·--·----···---·-·-···--Intercept O #N/A #N/A #N/A # N/A #NIA 
mss72 _ 3 _________ .!_-!?.~_l_~~-0:~~9136 14.0931 0.00~2_?~_J!.9725~..'I. ___ !.:?.~!~~----
169 
Observat\':'.~ _____ !'.i::~j~~e-~ tm95 =; _!l.~~i_'.!_l!_l'. I~------ _ 
2 
3 
4 
8.463005 
-4.689 
23.4909 
32.57698 
31.67377 
4.08810 1 
-1.30898 
-0.43277 
I 
lr.-~--.1 
. 
", 
I 
I 
Set 3. 
MSS72 Band I Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
to TM 1995 Band 2 Error 
·---···---··-·-·--------·---·····-··--·-··-·· .. ···-·-·--···---- ---------- ----·-- -----------------·-···-········-·--····-----------------··-·····-···---------- ···-------------· .. ------·-····--·-·· 0 #NIA #NIA #NIA #NIA #NIA Observa tion Predicted trn95 _ 2 Residuals---·--·--
Intercept 
_mss72_ 1 0.65868315< 0 .067387 9.774628S 0.002275~ 0.444227368 0.87313894 I 10.75827196 
12 .827 19574 
14.06288534 
14.72617928 
-3.341271958 ·····-------·---·--··········-·-·····------··---··· -----
2 
3 
4 
-I .423195745 
2.737114658 
l .066820722 
MSS72 Band 2 Coefficients Standard t Stal 
Error 
P-valuc Lower 95% Upper 95% RESIDUAL OUTPUT 
to TM! 995 Band 3 
Intercept O #NIA #N/A #NIA #NIA 
mss72_ 1 ____ 08~ 1_!9.~-- 0.067932 13 .11764 0.000957 0.674916 
#NIA 
l.107296 
Ob~r:v~~11······- ......... Predicted trn95 .. 2 .. Residuals----···--· 
2 
3 
4 
7.128848 
12.28746 
15.50524 
16.80359 
-2.21185 
-1.09546 
2.494756 
-0.56259 
MSS72 Band4 Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
to TM! 995 Band 4 Error 
Intercept 
mss72 I 
----------------- -
0 #NIA #NIA #NIA #NIA 
l.275593 0 .096103 13.27325 0.000924 0.969751 
#NIA 
1.581434 
Observati~11 ___ _ . fi:~i~~~95 _2 Residuals 
2 
3 
4 
8.929148 
23.5653 
29.91265 
34.44 l 
-5.31815 
0.434702 
3.658353 
-2.096 
Table A8-2. Regression of Landsat 5 TM image of27 July 1985 (bands 2, 3, 4) to Landsat 5 TM image of 9 July 1995 (bands 2, 3, 4) 
I. Parameters of calibration targets 
(TM95 using: bands 2, 3, 4 in unitless reflectance, haze-substracted; TM85 using: bands 2, 3, 4 in unitless reflectance, no haze substraction) 
Set I Water Quany, Kaierkan Bare hilltop Bare slope Water Quarry, Kaierkan Bare hilltop Bare slope 
Number of pixels: --·--·-·-·--------··-------·----·--·-··--··-···-------·---·---··-----···---·- ····--··---·--·--····· ···--·········---·-····---···--· tm85 38 23 42 I 7 38 23 42 17 
35 
trn95 38 39 41 35 38 39 41 
mean 
--------------··- ·-··· .. ····-· .. ···--···--·-
tm85_2 10.053 
trn85_3 4.342 
trn85_4 1.7 l l 
trn95_2 7.737 
trn95_3 4.974 
tm95 4 3.474 
Set 2 Water 
Number of pixels:--·········--
tm85 55 
trn95 53 
mean 
tm85_2 10 .2 
mean mean mean 
······- -···--·-----------·-----··-·-···------
20.261 
17.391 
29.2 17 
12.103 
l 1.795 
28.923 
Q uany, Kaierkan 
53 
57 
mean 
18.472 
20.714 20.353 
19.381 19.765 
32.667 37.353 
14.512 15.455 
15.902 16.455 
3 l .537 35.136 
Bare hilltop Bare slope 
39 
4 1 
mean 
20.462 
30 
29 
mean 
20.267 
170 
··--- s~- s~ . ______ s_!_g_ma ____ s~ -----
0.226 
0.669 
0.515 
0.503 
0.162 
0.506 
Water 
55 
53 
l.322 
l.196 
2.449 
1.294 
l.281 
2.205 
Quany, Ka ierkan 
53 
57 
l.154 
0.962 
2.044 
l.362 
1.546 
1.675 
Bare hilltop 
39 
41 
0 .996 
0 .903 
l.6 18 
l.Ol I 
0.858 
l .833 
Bare slope 
30 
29 
. -- - sigma - sigma __ 
...... sigma... .... . .... sigma .. 
0.404 1.514 l.232 1015 
tm85 3 4.4 16.038 18.846 19.4 0.564 1.467 0 .988 0 .855 
tm85 4 1.218 26.547 29.897 32 .9 0.498 2.893 1.41 2.057 
tm95 2 7.679 12 .211 16.122 15345 0.547 0.881 0 .9 0.769 
tm95 3 4.623 12.123 16.878 16. 103 0.489 0 .946 0.98 0 .817 
tm95 4 3.774 27 .579 31 .268 31.24 l 0.423 2.087 1342 1.786 
Set 3 Water Q uarry, Kaierkan Bare hilltop Bare slope Water Quarry, Kaierkan Bare hilltop Bare slope 
tm85 41 59 38 32 41 59 38 
tm95 36 52 35 29 36 52 35 
·····-··-----
mean mean mean mean 
··············-·······-····---····--·-
...... _sig____ma .... sig____ma _ ... sigma ··--------- ·········---···--·--·--··---·-----------··--··--·-··· 
tm85 2 10.732 18.034 2 l.658 20.938 0.672 1.485 0.878 
tm85 3 4.488 15.627 20.605 19.469 0.553 l.312 l.001 
tm85 4 1.537 23.678 32 .421 33 .469 0.636 2.308 1.244 
tm95_2 7.417 11.404 16.8 15.793 0.5 0.869 0.933 
tm95 3 4.917 I l.192 18 16 .241 0.28 I.Oil 1393 
tm95 4 3.611 24 33.571 32 .345 0.494 2.284 1.685 
2. Regression statistics (the set selected for final processing is highlighted in bold). 
Set l. 
TM 1985 Band 2 to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TM 1995 Band 2 Error 
Intercept O #NIA #NIA #NIA #NIA #NIA 
_tm85 2 ______ o 692425 ___ <?.:_o390~ __ !L?..3.i~_0.0Q.QQ.t9_1_Q,~68_~6_8- ___ 2'~\_6_682 
2 
3 
4 
6.960946 
14 .02922 
14.34289 
14.09292 
TM 1985 Band 3 to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TM 1995 Band 3 Error 
32 
29 
------- -- sigma 
1.216 
0 .761 
2 .048 
1.048 
0.786 
1.876 
0.776054 
-1.92622 
0.169114 
l.362079 
·-----------··-------------·------------------···-----------···-·-···---···----.. -·-······--·-······-------·-····-·----·-··------····--·------------···--·-·- ··-··-------··-···--·· 
Intercept 0 #NIA #NIA #NIA #NIA #NIA Observatio!] _____ __l.'.r~_!_~~-- tm9 5 ~ _Residuals 
tm85 3 -------0.790889 0.047032 16.81596 0.000458 0 .641212 0 .940566 l 3 .43404 1.53996 
-··----------------····- ···-·-···-··--.. ·--··-.. -
2 13.75435 -1.95935 
3 15.32822 0.57378 
4 15.63192 0.823078 
TMI 985 Band 4 to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TMI995 Band4 Error 
---------------------------·---------------------------- ·-----------------------------------------------------------------·-----------·-·--------------------------· 
Intercept O #NIA #NIA #NIA #NIA 
tm85 4 0 .962247 0.021625 44.49684 2.5E--05 0.893427 
#NIA 
1.031068 
_Q~~~~~!l- _____ fi:~~!~ tm95 ~ Residuals __ _ 
----
--------------
1.646405 
28 .11398 
3 l.43374 
35 .94283 
l.827595 
0.809018 
0.103264 
--0.80683 
Set 2. 
---------·----
2 
3 
4 
TM 1985 Band 2 to Coefficients Standard t Stat P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TMI 995 Band 2 Error 
Intercept O #NIA #NIA #NIA #NIA #NIA 
tm85 2 -------------- o 74II_73 _ 0.029033 25.5289 Q.0..0.Q 1_3?Q:~_4.~?_7~ ---- Q,~}.}568 
171 
Observa!i~!l... ........ ~~~-i-~1~ .. tr:ri?5._;_~t:~i~.l!.~!.~ .......... . 
2 
7.559965 
. 13.69095 
0. 119035 
-l.47995 
[ 
TM 1985 Band 3 to Coefficients Standard I Stal 
Error 
3 
4 
15 . 16588 
15.02135 
P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
0 .956118 
0323647 
TM 1995 Band 3 
Intercept 0 #NIA #NIA #NIA #NIA #NIA Observation -·-·-·-···Predicted_ tm9 5 _; _Residuals 
tm85 3 0.838452 0.035497 23 .62052 0.000166 0.725485 0.951418 
·············-------·--····-·-····· .. ·-----·-··- .......... -·-··········---····-·---·····---·-----······ .. -·········- - ··-·····-·········-···-···-
2 
3 
4 
3.689188 
13 .44709 
15.80146 
16.26596 
0.933812 
- 1.32409 
1.076539 
-0 .16296 
-----·····--·----·----··-·----·-···--·--------- -----·--------·---------·-····--------··--··-·-····--- ··--·-··-·············-···-·-· 
TM 1985 Band 4 to Coefficients Standard t Stat P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TM I 995 Band 4 Error 
····---·-----·-······------------··---·---------···------··-------·-·-···- ····-·--·-·---··-···-···· Intercept 0 #NIA #NIA #NIA #NIA #NIA 
tm85 4 -·-- 1.006307 0 .038814 25.92664 0 .000126 0.882I~.i __ _l_.129~_9 __ _ 
Set 3. 
Observation 
2 
3 
4 
Predicted tm95 ; Residuals .. 
I .225682 
26.71442 
30.08555 
33.10749 
2.548318 
0 .864577 
1.18245 
-1.86649 
- ---- - - --------·---------·--------·-·-··--------·--···---·--------------··· -------.. ----·-- ----· TMl985 Band 2 to Coefficients Standard t Stat P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
. TMI 995 Band_ 2 - ·---·-······· ·-·-······ Error --··········--·-- -- -------·····-----·-···········---··-··-··-···-······--·········-···--·-·- ·····-·····----·- ··-·-·-·-··-····--·······-·······---·-···--··-----··· 
Intercept 
tm85 2 
0 #NIA #NIA #NIA #NIA #NIA 
0.726915 0.033358 21.7912 0.000212 0.620755 0.833076 
---------·----··----------·--·--· -----·--------------·-··---·-·--··--
Observation _ Predicted tm95 _Residuals ·--
2 
3 
4 
7.801255 
13.10919 
15.74353 
15.22015 
-0.38426 
-1.70519 
1.056468 
0.572847 
TMl985 Band 3 to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TM 1995 Band 3··--····---·····-----··-·· Error···-·····-··-·-·-·---·--·-··---------····-····-·-··--·-··--·---·--··-··· ·····--··-··-··-····-·······-··--·---····-···--··---·-·---·- ····--·····--------···-·--····-··-
Intercept O #NIA #NIA #NIA #NIA #NIA 
tm85 3 __________ 0.827799 _ 0.04 !021 20.17999 0.000266 0,622±_~ __ 1!.,2~l!~i.~ 
Observation _________ Predicted tm95 Residuals_ 
2 
3 
4 
3.715163 
12.93602 
17.0568 
16.11642 
I.201837 
-1.74402 
0.943196 
0.124576 
TMl985 Band 4 to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESLDUAL OUTPUT 
TM_!2~!!and_4 ----·-·-------Error -····-·----·-·-----------·------··-·-····--···--·----·-----·-·-·---·--··-·----·-----······ ·-···-··---·····---··--· 
Intercept 
tm85 4 
0 #NIA #NIA #NIA #NIA #NIA Observa~l!.'! .... -.. R.redicted tm95 _Residuals 
1.003832 0.02911 34.48457 5.36E-05 0.911191904 1.096471504 I 1.542889 
23.76873 
32.54523 
33.59724 
2.068111 
0.231273 
1.025772 
-1.25224 
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2 
3 
4 
I, 
I I 
,, 
!I 
II 
II 
11 
II 
.I 
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Table A8-3. Regression of Resurs-01-3 MSU-E image of I August 1998 (bands I, 2, 3) to Landsat 5 TM image of 9 July 1995 (bands 2, 3, 4) 
I. Parameters of calibration targets 
(TM95 using: bands 2, 3, 4, in unitless reflectance, haze-substracted; MSUE98 using: bands I, 2, 3, raw values) 
Set I Water Urban, Talnakh Bare hilltop Bare slope 
Number ofnixels: 
msue98 24 9 18 14 
tm95 ______ }J __ _____ 19 ___________ l.L _____ 35_ ________________________ ...... . 
msue98_ 1 
msue98_2 
msue98_3 
tm95 2 
tm95_3 
tm95 4 
mean mean 
75.458 
50 
38.208 
7.737 
4.974 
3.474 
94 .889 
83.333 
97.778 
15.053 
14.263 
26. 158 
mean mean 
93.278 
85 .611 
101.944 
16 . 167 
16.667 
30.583 
92.7 14 
82.5 
112.714 
15 .455 
16.455 
35 .136 
Set 2 Water Urban, Talnakh Bare hilltop Bare slope 
_Number of _pixels: ····- ··--·-··-----·---·--·--·--·- ··---------···---·-------------
msue98 26 
tm95 53 
14 
30 
18 13 
32 29 
Water Urban, Talnakh Bare hilltop Bare slope 
24 9 18 14 
35 38 19 36 
sigma sigma 
1.474 
1.103 
0.977 
0.503 
0.162 
0.506 
1.764 
1.414 
2.863 
1.393 
1.284 
2.115 
Water Urban, Talnakh 
26 
53 
14 
30 
sigma 
1.674 
2.593 
2.235 
1.32 
1.242 
2.13 
sigma 
1.204 
3.107 
2.268 
1.0 11 
0.858 
1.833 
Bare hilltop Bare slope 
18 13 
32 29 
------~~_l_l ______ !Il_ea_n _______________________ m_ ea_n _______ c:!1_ean _____ ·· ···· ·-·-·---- si~a ____ ygma 
---sp ______ sigma---------
msue98_ 1 74 .269 
msue98_2 49.385 
msue98_3 37.5 
tm95 2 7.679 
tm95 _3 4.623 
tm95 4 3.774 
92.214 
78 .714 
93.786 
14 .3 
13 
23.633 
92.889 
84.444 
99.056 
15 .563 
16.375 
30.313 
93.308 
86.308 
113.231 
15.345 
16.103 
31.24 1 
1218 3.262 1.451 1.377 
1.551 1.49 2.229 2.213 
1.068 2.94 2.532 4.146 
0.547 1.1 79 0.878 0.769 
0.489 1.05 0.871 0.817 
0.423 2.512 1.355 1.786 
Set 3 -·-··- -·--···-·Water ---·-···-·-· Urban, Talnakh -·· Bar~ Bares~-------·-··---·· Water ........ Urban,_ Talnakh ·-··- Bare hilltop _____ Bare slope _____ 
Number of pixels: 
msue98 2 1 20 18 19 21 20 18 19 
tm95 36 37 33 29 36 37 33 29 
··-·-···-----------·-····· 
....................... __ ______ 
mean mean mean mean sigma sigma sigma sigma 
msue98 I 74 .905 89.7 94.941 93.947 1.64 2.494 2.461 1.747 -
msue98 2 49.952 73 .9 83.118 83.579 1.627 1.744 2.288 1.774 -
msue98 3 37.476 91. l 100.118 11 4.2 11 0.928 2.732 2.977 4.224 -
tm95 _2 7.4 17 14.027 14.697 15.793 0.5 0.986 0.637 1.048 
tm95 _3 4.9 17 13.054 15.455 16.241 0.28 0.9 11 0.833 0.786 
tm95 _4 3.611 25 .8 11 28.758 32.345 0.494 2.053 1.37 1.876 
2. Regression statistics (the set selected for final processing is highlighted in bold). 
Set I. 
--------···-···------------------- --------------·-··-·-·--·· ... ··-----···--·------------··-·- ···----.. ---··--·-··-·-···-·-MSUE98 Band I to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TM 1995 Band 2 Error 
Intercept 
-24 .0861 5.283121 -4.55906 0.044896 -46.8175 -1.35464 Observation Predicted tm95 : Residuals 
·····-····· · ...................... - ................ .. .. . 
Msue98 I 0.42307 0.059072 7.161919 0.018944 0.168903 0.677237 7.83793 -0 .10093 ------------··--···--··· ..... ·-·----·------··-------------------········--···-···--· .. ····--····-·------------··-
2 16.0586 -1.0056 
3 15 .37704 0.789962 
4 15.13843 OJ 16573 
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11 
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I 
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11 
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MSUE98 Band 2 to Coefficients Standard t Stat !'-value Lower 95% Upper 95% RESIDUAL OUTPUT TM 1995 Band 3 Error 
Intercept O #NIA #N/A #NIA #NIA #NIA Observation Predicted tm95 , Residuals 
Msue982 __________ 0179038_ 0.017183 IQ,:l!91.~_Q}_9_!_~~IQ0I_?:l}~'!. _Q,~3}?_2] 
················-·"······ . . . ..... . 
2 
3 
4 
8.951899 
14.91977 
15.32762 
14 .77063 
MSUE98 Band 3 to Coefficients Standard t Stat P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
-3.9779 
-0 .65677 
I 339379 
1.684366 
•• -=: ""\_": 
_IM 1995 Ban<!_'!. _____ --- ··- ___ l:_r:r_<!!:_ __________________ _ _ _ _____ _ __ ··········------·-- ···-- ·--- - - -----·--··-···-·--··- ··------·····-·- ·····-··········-·····--··--· Intercept O #NIA #NIA #NIA #NIA #NIA 
Msue98 3 ___________ 0.2863~ __ QQ?~_l} ___ U0 Q067.f,_ O_.O_O!_~~_QJQ~~'!. ____ 0.}~_9.!Q?_ __ 
Set 2. 
2 
3 
4 
10.9397 
27.99576 
29.18856 
32.27223 
MSUE98 Band I to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
Error 
-7.4657 
-1.83776 
1.394435 
2.863773 
TMl995 Band 2 
Intercept 
Msue98 I 
-22.0681 2.759068 -7 .99838 0.015274 -33.9394 -10.1968 Observation ··-··- Predicted tm95 ; Residuals __ _ 0.400248 0.031163 12.84349 0.006008 0.266162 0.534333 ------- --·-·-- ····-·-·--· .. -···---- ········---··········-·- .. ·-·· ········-·······-·-·········--- ·····-···-··----- -··-------·-···--------------·--·-
2 
3 
4 
7.657909 
14.84035 
15.11052 
15.27822 
MSUE98 Band 2 to Coefficients Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
TM 1995 Band 3 Error 
0.021091 
-0.54035 
0 .452482 
0 .066778 
Intercept 
Msue98 2 
0 
0.173347 
#NIA #NIA #NIA #NIA #NIA 
0.227602 
_2\l.~~-aJi~ ____ Predicted tm95 , Rcsidu:ils __________ _ 
0.017048 10.16787 0.002027 0.119091 
·········-······----···---·· ············-····--···-·--·-·-···-··--- ------------···-.. ---·-·-··-
I 
2 
3 
4 
8.560721 
13.6448 
14.63808 
14.9612 
MSUE98 Band 3 to Coefficients Standard t Stat P-valuc Lower 95% Upper 95% RESIDUAL OUTPUT TM! 995 Band 4 Error 
-3 .93772 
-0 .6448 
1.736921 
1.141803 
Intercept O #NIA #NIA #NIA #NIA #NIA 
_Q~~!:'~..!i.()fl ___ Predicted tm95 , Residuals Msue98 3 ________ 0.270991 ___ 0023914 IL33194 0.001474 o_._19_4_8_8 _  6 __ 0_._3 _  4_70_9_6_ 
Set 3. 
2 
3 
4 
10.16216 
25.41517 
26.84329 
30.68459 
MSUE98 Band I to Coefficien~ Standard t Stat P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
-638816 
-1.78217 
3.46971 
0.556411 
_TM!2?.~.!~J ___________ Error ----·--·------------------- -- ------·--·---·-··- -··---·-··-Intercept 
-22.4779 4.735293 -4.74688 0.041628 -42.8522 -2.10353 Observation ____ ·_ Predicted tm95 _Residuals Msue98 I_ _ ____ 0.401268 __ l_l_,!l_?~.1§.~_?_~ 9521 0.017_~ _ 0_. L?:!§_~~ ___ 1!.,§1.Q_87_3 __ _ 
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2 
3 
4 
7.579121 
13.51588 
15.61893 
15.22007 
-0. 16212 
0.511 118 
-0.92193 
0.572932 
I 
I 
I 
I 
I 
I 
I 
,,-
I 
I I 
I 
I 
' 
IOI 
MSUE98 Band 2 to Coefficicn~ Standard t Stal P-value Lower 95% Upper 95% RESIDUAL OUTPUT TMl995 Band3 Error 
Intercept O #N/A #N/A #N/A #N/A #N/A O~s~r:y_:t!!~."- -··· .... Predicted. tm95 .Residuals .. 
.. Msue98 2 __ _ ____ 0,_1}§~9~ -~:!!§~9 I0.,~~??}_9,0.0178 0.123509 ~}}?!)?_t _ I 8.806682 
13.02878 
14.65394 
14.73522 
-3.88968 
0.025217 
0.801057 
1.505781 
MSUE98 Band 3 to Cocfficien~ Standard t Stat 
2 
3 
4 
P-value Lower 95% Upper 95% RESIDUAL OUTPUT 
.!..l\-!!22.~ __ l!_a_~ '!____ ___ __ .... J:..r.ror _ __ __ _ _ ·- - ---··---- _______ __ . -····-·· -- ·-····----- ------- --------- --------···--··-- ··· Intercept 0 #N/A #N/A #N/A #N/A #N/A 
_ Observation ·-····· Predicted .tm95 Residuals_ .. 
10.36069 -6.74969 
2 25.18569 0.625306 
3 27.67883 l.079172 
4 31.57501 0.769992 
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