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Abstract
We discuss some problems with the indefinite integral notation
and the way of teaching of integrals in Calculus. Based on the discus-
sion, and in order to avoid mistakes, we propose another notation for
indefinite integrals.
Introduction
When we teach indefinite integrals, we use the notation
∫
. But it is not clear
for the students what the
∫
means. What does it means
∫
f(x)dx? Can
one write F (x) =
∫
f(x)dx? Is
∫
f(x)dx a new function, or it is family of
functions? Or does it depend on the context?
We use to write
∫
xdx = x
2
2
, but also
∫
xdx = x
2
2
+ c, where c ∈ R is any
constant. But our students don not know which one to use and why. So our
notation is confusing.
Rather than that, we use this notations to teach our students some "math-
emagical" manipulation of dx, du and dy. Those manipulations are useful
but we do not prove them and they can lead us (or at least our students) to
many mistakes. In the following lines, we will discuss some mistakes made by
our students and mistakes we teach them how to make. We will also propose
a (not so) new way of teaching Calculus using another notation.
This paper have two sections. In the first one we show examples of how
we teach and we discuss what is wrong with each example. In the second
section we propose a new notation for the indefinite integral and we solve
each example already discussed using the new notation.
After I had prepared this material, I learned from one of my Calculus
students that a similar notation had already appeared in a series of MIT
video lectures available through the Internet: the Calculus Revisited: Single
1
Variable Calculus, whose instructor was Prof. Herbert Gross. For more
information about this lectures see [3].
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1 How we use to teach
In this section we show some examples of how we teach integrals to our
students and we discuss what is wrong with each the examples.
1.1 The integral
∫ 1
x
dx
We teach our students that
∫ 1
x
dx = ln |x|+ c, where c ∈ R is any constant.
So lets consider the function f : R→ R given by
f(x) =


ln(x) + 2, if x > 0;
ln(−x)− π, if x < 0.
Clearly, f ′(x) = 1
x
and f(x) 6= ln |x|+ c.
This example shows that the notation
∫
does not take into consideration
the function’s domain, just its rule. When we take the function x 7→ 1
x
and
do not say nothing about its domain, we are considering that the function’s
domain is the biggest set where the rule makes sense. In the Calculus context,
it is the set R∗ = R \ {0}.
2
The notation
∫
is misleading because it does not take into consideration
the function’s domain. But, in this particular case, the biggest problem is
not the notation: we should take the function’s domain into account and
teach our students to do the same.
1.2 Changing variables and some "mathemagic"
Here we give some examples of the practical way we teach our students
to calculate some integrals changing the variables. Then we discuss the
problems of this approach.
Example 1.1 (
∫
cos (x2) xdx).
We use the following change of variables:
u = x2 ⇒ du
dx
= 2x⇒ xdx = 1
2
du.
Then,
∫
cos
(
x2
)
xdx =
∫
cos(u) · 1
2
du =
sin u
2
+ k =
sin (x2)
2
+ k.
Example 1.2 (
∫ 1√
x2+1
dx.).
Lets analyze the following triangle:
PSfrag replacements
1
x
√
x2 + 1
θ
Based on the triangle above, if we call x = tan θ, we have that
1√
x2 + 1
= cos θ and
dx
dθ
= sec2 θ ⇒ dx = sec2 θdθ.
Then, ∫ 1√
x2 + 1
dx =
∫
cos θ sec2 θdθ =
∫
sec θdθ.
At this point, if we already know
∫
sec θdθ, we can write
∫
1√
x2 + 1
dx = ln |tan θ + sec θ|+ k = ln
∣∣∣x+√1 + x2
∣∣∣+ k.
Example 1.3 (
∫ √
1− x2dx).
Lets now use the following triangle:
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PSfrag replacements
1
x
√
1− x2
θ
Calling x = sin θ, we have that
√
1− x2 = cos θ and dx
dθ
= cos θ⇒ dx = cos θdθ.
Thus ∫ √
1− x2dx =
∫
cos(θ) · cos(θ)dθ =
∫
cos2(θ)dθ =
=
θ
2
+
sin(θ) cos(θ)
2
+ k =
arcsin(x)
2
+
x
√
1− x2
2
+ k.
Example 1.4 (
∫ 3pi
4
0 e
cos(x) · sin(x)dx).
Using the change of variables u = cos(x), we have that


x = 0⇒ u = 1;
x = 3pi
4
⇒ u = −
√
2
2
;
du = − sin(x)dx;
thus
∫ 3pi
4
0
ecos(x) · sin(x)dx =
∫ −√2
2
1
−eudu =
∫ 1
−
√
2
2
eudu = eu|1−√2
2
= e− 1
e
√
2
2
.
Lets point some observations about our method of changing variable at
calculating integrals:
1. The very good thing about this method is that it is fast and we can
calculate integrals using just a feel lines.
2. One problem about this method is that we make lots of calculations
multiplying and dividing by dx, du and dθ. But dx, du and dθ are
(today) just symbols and we cannot add, subtract, multiply or divide
by them.
3. In the change of variables in the examples above, we have used four dif-
ferent theorems, one for each example, and each theorem has different
hypothesis. Using the traditional method, we do not check the theo-
rems hypothesis before making calculations. Our students do not even
4
know the theorems. So, we are tanking conclusions (calculations) based
on theorems whose hypothesis we have not checked. It is a dangerous
thing to take conclusions without checking the theorems hypothesis,
and it is even more dangerous to teach students to do the same.
1.3 The integral
∫ 1
1−cosx+sin xdx
The ideas to calculate the integral
∫ 1
1−cos x+sinxdx were found in [4].
Using the identities
cosx =
1− tan2 x
2
1 + tan2 x
2
and sin x =
2 tan x
2
1 + tan2 x
2
,
we can write
∫
1
1− cos x+ sin xdx =
∫ 1 + tan2 x
2
2 tan2 x
2
+ 2 tan x
2
dx.
Now we can use the following change of variables:
u = tan
x
2
⇒ du
dx
=
1
2
(
1 + tan2
x
2
)
⇒ dx = 2
1 + u2
du.
Thus,
∫ 1
1− cosx+ sin xdx =
∫ 1 + u2
2u2 + 2u
· 2
1 + u2
du =
∫ 1
u(u+ 1)
du =
=
∫
1
u
− 1
u+ 1
du = ln |u| − ln |u+ 1|+ k = ln
∣∣∣∣ uu+ 1
∣∣∣∣+ k =
= ln
∣∣∣∣∣
tan x
2
1 + tan x
2
∣∣∣∣∣+ k.
But,
tan x
2
1 + tan x
2
=
sin x
2
cos x
2
+ sin x
2
=
sin x
2
cos x
2
cos2 x
2
+ sin x
2
cos x
2
=
=
sinx
2
1+cos x
2
+ sinx
2
=
sin x
1 + cosx+ sin x
.
Therefore,
∫
1
1− cosx+ sin xdx = ln
∣∣∣∣ sin x1 + cosx+ sin x
∣∣∣∣+ k.
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All these calculations are not entirely wrong, they are necessary. But lets
take a look at both functions we have:
x 7→ 1
1− cos x+ sin x and x 7→ ln
∣∣∣∣ sin x1 + cosx+ sin x
∣∣∣∣+ k.
Its easy to see that the first function is defined in x = π, while the last one
is not. That means that the domain of our solution is not the same domain
of our original function, which is absurd.
Using the same technique to calculate
∫ √
1− cos(x)dx, we also find a
primitive whose domain is smaller than the domain of the original function.
1.4 The fundamental theorems of Calculus
The following two Theorems below be found in [5].
Theorem 1.1 (First Fundamental Theorem of Calculus). Let I be an inter-
val, x0 ∈ I and f : I → R a function. If f is continuous, then function
F : I → R given by F (x) = ∫ xx0 f(t)dt is a C1 function and F ′(x) = f(x), for
all x ∈ I.
Theorem 1.2 (Second Fundamental Theorem of Calculus). Let f : [a, b] →
R a function. If f is integrable and F : [a, b] → R is a function such that
F ′(x) = f(x), for all x ∈ [a, b], then ∫ ba f(x)dx = F (b)− F (a).
If we want to calculate
∫ b
a f(x)dx, we first calculate F (x) =
∫
f(x)dx.
Then we can write
∫ b
a f(x)dx = F (b) − F (a). The problem here is that we
use the same notation to calculate F and to calculate
∫ b
a f(x)dx. But they
are completely different problems. Besides that, once we get used to this
calculations, we forget that f must be integrable and we start to think that
if F (x) =
∫
f(x)dx, then f is integrable and
∫ b
a f(x)dx = F (b)− F (a).
In [2] we can find functions F and f , defined in the same closed interval,
and such that F =
∫
f(x)dx but f is not integrable. See also [1].
2 How we should teach
The main idea to make things right is to teach our students to make calcula-
tions the same way we prove the theorems. The first part in order to prove
theorems in Calculus, is to have good definitions
6
2.1 Definitions
We will first use a good, but not so formal, definition of function:
Definition 2.1 (Function). A function is an object formed by 3 parts:
1. a set A called the domain of the function,
2. a set B called the codomain of the function and
3. a rule that relates each element x ∈ A to a unique element y ∈ B.
We use the notation f(x) to denote the only element y ∈ B which is
related to the element x ∈ A by the rule of the function f , ie., f(x) = y.
The 3 parts together (A, B and the rule x 7→ f(x)) is called function. If
we want to give a name for a function, generally we use roman letters, for
example, lets consider the function whose domain is A = [0,∞[, codomain is
B = R and its rule relates each number x ∈ [0,∞[ to is square root √x. We
can call this function f . To define this function f , we could just write
f : [0,∞[ −→ R
x 7−→ √x
If we write
g : A −→ B
x 7−→ g(x)
we mean that g is the name of a function, A is the domain of g, B is the
codomain of g and x 7→ g(x) is the rule of the function g.
In Calculus, it is common to give just the rule of some function, and the
function’s domain and codomain are not explicitly given. For example, lets
consider the function 1
x
. Here we mean the function whose rule is x 7→ 1
x
.
We have not said a word about the function’s domain nor its codomain, but
we are considering that its domain is the biggest subset of R where the rule
makes sense and that the codomain is R itself. In other words, when we say
"lets consider the function 1
x
", we mean the following function:
R
∗ −→ R
x 7−→ 1
x
Notation 2.2. If g is a function, Dg denotes the domain of g and CDg
denotes the codomain of g. The image of g is the set Img = {g(x) | x ∈ Dg}.
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If we say "lets consider the function x
h7→ √x2 − 1", we mean that h is the
name of the function, x 7→ √x2 − 1 is its rule, Dh = ]∞,−1] ∪ [1,∞[ and
CDh = R.
It is important to remark here that, in Calculus, we do not work with
any kind of domain for our functions. We just work with functions whose
domains are intervals or unions of intervals. Besides that, we are consider that
an interval has infinity many elements, so the sets ]a, a[ = ∅ and [a, a] = {a}
are not intervals to us.
Definition 2.3. Let A ⊂ R be na interval or a union of intervals. In order
to make things easier, lets suppose also that A have to following properties:
1. If p ∈ A is a left accumulation point of A, then ]p− ǫ, p] ⊂ A, for some
ǫ > 0.
2. If p ∈ A is a right accumulation point of A, then [p, p + ǫ[ ⊂ A, for
some ǫ > 0.
3. If p ∈ A is not a left accumulation point of A, then ]p − ǫ, p] 6⊂ A, for
all ǫ > 0.
4. If p ∈ A is not a right accumulation point of A, then [p, p+ ǫ[ 6⊂ A, for
all ǫ > 0.
Now we will need a equivalence relation between differentiable functions.
Definition 2.4. Let F be the set of all differentiable real functions, that is,
F = {f : A→ R | A is standard and f is differentiable} .
If f, g ∈ F , we will say that f and g are equivalent (or that f is equiv-
alent to g) if f ′ = g′. If f and g are equivalent, we will write f ∼ g.
If f ∈ F , the equivalence class of f will be denoted by [f ], that is,
[f ] = {g ∈ F | g ∼ f} .
It is important to remark that, if f and g are differentiable, than f ′ = g′
means that Df = Dg and that f
′(x) = g′(x), for all x ∈ Df .
We need some operations between the equivalence classes of F .
Definition 2.5. Let f, g ∈ F be functions such that Df ∩ Dg is standard
and let α ∈ R. We will define [f ] + [g] and α[f ]
[f ] + [g] = {ϕ+ ψ | ϕ ∈ [f ] and ψ ∈ [g]} ;
[f ]− [g] = {ϕ− ψ | ϕ ∈ [f ] and ψ ∈ [g]} ;
α[f ] = {αϕ | ϕ ∈ [f ]} .
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Lets remember here which are the functions f + g, f − g and αf .
f + g : Df ∩Dg −→ R
x 7−→ f(x) + g(x)
f − g : Df ∩Dg −→ R
x 7−→ f(x)− g(x)
αf : Df −→ R
x 7−→ α · f(x).
Its easy to show the following Lemma:
Lemma 2.6. Let f, g ∈ F .
1. If α ∈ R and α 6= 0, then α · [f ] = [α · f ].
2. If Df ∩Dg is standard, then [f ] + [g] = [f + g] and [f − g] = [f ]− [g].
Now we can talk about primitives.
Definition 2.7. Let f and F be two real functions with F differentiable.
We say that F is a primitive of f if F ′ = f . We will denote the set of all
primitives of f by P (f):
P (f) = {g : Df → R | g′ = f} .
Lets remark two things here:
1. When we say that F ′ = f , we mean that DF ′ = Df , CDF ′ = CDf and
that F ′(x) = f(x), for all x ∈ Df . Usually CDF = CDF ′ = CDf = R
and DF ′ = DF , because F is differentiable. So, if we want to check
if F is a primitive of f , we usually have to check if DF = Df and if
F ′(x) = f(x), for all x ∈ Df .
2. F ′ = f ⇔ P (f) = [F ].
It follows from Lemma 2.6 the folowing Lemma:
Lemma 2.8. Let f and g be functions such that P (f) 6= ∅ and P (g) 6= ∅.
1. If α ∈ R and α 6= 0, then P (αf) = αP (f).
2. If Df ∩Dg is standard, then P (f + g) = P (f) + P (g) and P (f − g) =
P (f)− P (g).
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2.2 The Fundamental Theorems of Calculus and oth-
ers
With our new definitions and notations, we can rewrite Theorem 1.1:
Theorem 2.9 (First Fundamental Theorem of Calculus). Let I be an inter-
val, x0 ∈ I and f : I → R a function. If f is continuous, then function
F : I → R given by F (x) = ∫ xx0 f(t)dt is differentiable and F ∈ P (f).
Lets just remember here that f is continuous in [a, b], then f is integrable
in [a, b]. Thus, the function F is well defined and Theorem 2.9 makes sense.
If we just want to know if some function f has a primitive, we can use
Theorem 2.9: if Df is an interval and f is continuous, then f has a primitive,
that is, P (f) 6= ∅.
We have to remark here that, if we want to make things easier to our stu-
dents, we can limit ourselves to study primitives of functions whose domains
are intervals, instead of studying primitives of functions whose domains are
standard.
If Df is standard but not an interval, then Df =
⋃
i∈I
Ii, where I is a set
of indexes, each Ij is an interval, and Ii ∩ Ij = ∅, when i 6= j. Considering f
continuous, we know that for each i ∈ I, there exists a Fi : Ii → R such that
F ′i = f |Ii. Thus we can define the function F : Df → R by
F (x) = Fi(x), if x ∈ Ii.
Then it is easy to show that F ′ = f , that is, P (f) 6= ∅. Summarizing, we
have the following Corollary:
Corollary 2.10. If Df is standard and f is continuous, then P (f) 6= ∅.
Lets take a look on Integration by Parts:
Theorem 2.11 (Integration by Parts). Let Df , Dg and Df ∩Dg be standard
domains and let f and g be C1 functions. With these assumptions, P (fg′) 6=
∅, P (f ′g) 6= ∅ and
P (fg′) = [fg]− P (f ′g).
Proof. Lets first remark that, Df = Df ′ and Dg = Dg′ , because f and g are
C1 functions. Thus, Dfg = Df ′g = Dfg′ = Df ∩Dg is standard.
We know that Fg ∈ P ((fg)′), so P ((fg)′) 6= ∅. We know also that f
and g are C1 functions, thus fg′ and f ′g are continuous, and it follows from
Corollary 2.10 that P (fg′) 6= ∅ and P (f ′g) 6= ∅.
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Lets make some calculations.
(fg)′ = f ′g + fg′ ⇒ fg′ = (fg)′ − f ′g.
Thus, applying Lemma 2.8, we have that
P (fg′) = P ((fg)′ − f ′g) = P ((fg)′)− P (f ′g) = [fg]− P (f ′g).
One of the most important results proved in Calculus in order to develop
techniques to find primitives is the following Theorem, which can be found
in [5].
Theorem 2.12. Let I be an interval and f, g : I → R. If f and g are
differentiable and f ′ = g′, then there is a constant c ∈ R such that f = g+ c.
Based on this, it is easy to prove the following corollary:
Corollary 2.13. Let I be an interval and f : I → R. If F ∈ P (f) then
P (f) = {F + c | c ∈ R}.
The Corollary above is one of the main tools we use to calculate indefinite
integrals. We will repeat here that, if we want to make Calculus easier, we can
just study the primitives of functions whose domains are intervals, instead
of functions whose domains are standard.
Lets see an example before continuing.
Example 2.1.
Let f : R → R be the function given by f(x) = x cos(x). Then f = Id · cos,
where Id is the identity function on R. Thus
P (f) = P (Id · sin′) = [Id · sin]− P (Id′ · sin) = [Id · sin]− P (1 · sin) =
= [Id · sin]− [− cos] = [Id · sin+ cos] =
= {x 7→ x sin(x) + cos(x) + c | c ∈ R} .
The first Fundamental Theorem of Calculus uses the integral to define a
primitive of a continuous function f . The Second Theorem of Calculus uses
the primitive of a integrable function in order to calculate its integral:
Theorem 2.14 (Second Fundamental Theorem of Calculus). Let f : [a, b]→
R a function. If f is integrable and F ∈ P (f), then ∫ ba f(x)dx = F (b) −
F (a).
Corollary 2.15. If f : [a, b]→ R is continuous, then there exists F : [a, b]→
R such that F ′ = f and
∫ b
a f(x)dx = F (b)− F (a).
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2.3 The integral
∫ 1
x
dx
With our notation, we will find P
(
x 7→ 1
x
)
, instead of
∫ 1
x
dx, which is the
same.
Let f, F : R∗ → R be the functions given by the rules f(x) = 1
x
and
F (x) = ln |x|. Its easy to see that F ∈ P (f), then P (f) = [F ].
But, F |
R
∗
−
∈ P
(
f |
R
∗
−
)
, and F |
R
∗
+
∈ P
(
f |
R
∗
+
)
. Thus, by Corollary 2.13,
P
(
f |
R∗−
)
=
{
F |
R∗−
+ c
∣∣∣∣ c ∈ R
}
and P
(
f |
R∗
+
)
=
{
F |
R∗
+
+ c
∣∣∣∣ c ∈ R
}
.
Thus,
ϕ ∈ P (f)⇔ ϕ|
R
∗
−
∈ P
(
f |
R
∗
−
)
and ϕ|
R
∗
+
∈ P
(
f |
R
∗
+
)
⇔
⇔ ϕ|
R
∗
−
= F |
R
∗
−
+ c1 and ϕ|R∗
+
= F |
R
∗
+
+ c2, for some c1, c2 ∈ R⇔
⇔ ϕ(x) =


ln |x|+ c1, if x < 0;
ln |x|+ c2, if x > 0.
Lets remark here that we could have used the following corollary which
is very useful to work with functions whose domains are standard.
Corollary 2.16. Let I be a set of indexes and, for each i ∈ I, let Ii be
an interval. Lets also suppose that Ii ∩ Ij = ∅, if i 6= j. With the above
hypothesis, if Df =
⋃
i∈I
Ii and F ∈ P (f), then ϕ ∈ P (f) if, and only if, for
each i ∈ I there exists ci ∈ R such that ϕ(x) = F (x) + ci, for all x ∈ Ii.
2.4 Changing variables without "mathemagic"
In Calculus, we have 3 situations we use changing of variables:
1. When we want to calculate P ((f ◦ g) · g′) and we first calculate P (f).
2. When we want to calculate P (f) but it is difficult and we first calculate
P ((f ◦ g) · g′), where g is a convenient function we choose.
3. When we want to calculate one of the sides of the equality
∫ g(b)
g(a) f(x)dx =∫ b
a f(g(x)) · g′(x)dx, but we calculate the other side instead, because it
is easier.
We can use 4 theorems to solve this 3 situations. Lets see the theorems:
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Theorem 2.17. Let f and g be two real functions such that g is differentiable
and Img ⊂ Df .
1. If F ∈ P (f), then P ((f ◦ g) · g′) = [F ◦ g].
2. If F ∈ Df and Dg is an interval, then P ((f◦g)·g′) = {F ◦ g + c | c ∈ R}.
Proof. Lets suppose that F ∈ P (f). That means that F is differentiable and
that F ′ = f . Then Img ⊂ Df = DF . Using the chain rule, we have that
(F ◦ g)′ = (F ′ ◦ g) · g′ = (f ◦ g) · g′. Therefore F ◦ g ∈ P ((f ◦ g) · g′).
Now, supposing also that Dg is an interval, then Df◦g = Dg = D(f◦g)·g′ is
an interval and, by the Corollary 2.13, P ((f◦g)·g′) = {F ◦ g + c | c ∈ R}.
Theorem 2.18. Let g be a diffeomorphism.
1. If Img = Df , then P (f) = {H ◦ g−1 | H ∈ P ((f ◦ g) · g′)}.
2. If Img = Df , Df is an interval and H ∈ P ((f ◦ g) · g′) , then P (f) =
{H ◦ g−1 + c | c ∈ R}.
Proof. Let F ∈ P (f). Then F = F ◦ g ◦ g−1, because DF = Df = Img. If we
call G = F ◦ g, then F = G ◦ g−1 and
G′ = (F ◦ g)′ = (F ′ ◦ g) · g′ = (f ◦ g) · g′.
Therefore G ∈ P ((f ◦ g) · g′) and F ∈ {H ◦ g−1 | H ∈ P ((f ◦ g) · g′)}.
Lets now suppose that F ∈ {H ◦ g−1 | H ∈ P ((f ◦ g) · g′)}. Then there
exists anG ∈ P ((f◦g)·g′) such that F = G◦g−1. ThereforeDF = Dg−1 = Df
and
F ′ =
(
G′ ◦ g−1
)
· g−1′ =
[
((f ◦ g) · g′) ◦ g−1
]
· g−1′ =
=
(
f ◦ g ◦ g−1
)
·
(
g′ ◦ g−1
)
· g−1′ = f ·
(
g ◦ g−1
)
= f.
Therefore F ∈ P (f) and we conclude that
P (f) =
{
H ◦ g−1
∣∣∣ H ∈ P ((f ◦ g) · g′)} .
If Df is an interval and H ∈ P ((f ◦ g) · g′), then H ◦ g−1 ∈ P (f). Thus,
by Corollary 2.13, P (f) = {H ◦ g−1 + c | c ∈ R}.
In the theorems above, we do not need to suppose that f is continuous
neither that g′ is continuous, because we are not using the First Fundamental
Theorem of Calculus.
Sometimes the theorems above are not sufficient, so we have another one:
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Theorem 2.19. Let g : Dg → Df be a differentiable and bijective function.
Lets suppose also that g−1 is continuous and that g−1 is differentiable in the
interior of its domain.
1. If f : Df → R is continuous, then P (f) = {H ◦ g−1 | H ∈ P ((f ◦ g) · g′)}.
2. If Df is an interval and H ∈ P ((f◦g)·g′), then P (f) = {H ◦ g−1 + c | c ∈ R}.
Proof of Theorem 2.19. Just like it was done at Theorem 2.18, we can prove
that P (f) ⊂ {H ◦ g−1 | H ∈ P ((f ◦ g) · g′)}.
Lets suppose now that F ∈ {H ◦ g−1 | H ∈ P ((f ◦ g) · g′)}. Then there
exists anG ∈ P ((f◦g)·g′) such that F = G◦g−1. ThereforeDF = Dg−1 = Df .
Let p ∈ DF be an interior point. Thus
F ′(p) = G′
(
g−1(p)
)
· g−1′(p) =
[(
(f ◦ g)
(
g−1(p)
)
· g′
(
g−1(p)
))]
· g−1′(p) =
= f(p) · g′
(
g−1(p)
)
· g−1′(p) = f(p) ·
(
g ◦ g−1
)′
(p) = f(p) · 1 = f(p).
Now, lets suppose that p ∈ Df is not an interior point, that is, p is an
endpoint of one of the intervals which form Df (once Df is an interval or
an union of intervals). Without loss of generality, we can suppose that p
is a left end point of one of the intervals that form Df , but p is not a left
accumulation point of Df . Thus,
lim
x→p
F (x)− F (p)
x− p = limx→p+
✘
✘
✘
✘
✘
✘
✘✿ 0
F (x)− F (p)
✘
✘
✘✿
0x− p = limx→p+
F ′(x)
1
= lim
x→p+
f(x) = f(p).
In the above calculations, we have used the fact that F ′(x) = f(x) if x is
an interior point of Df , and we have also used the L’Hospital rules and the
hypothesis that f is continuous.
Therefore F ′(p) = f(p). Thus, F ′(x) = f(x), for all x ∈ DF = Df . That
is F ∈ P (f).
The second part of the Theorem follows form Corollary 2.13.
Theorem 2.20. Let g : [a, b]→ R a C1 function and f : [c, d]→ R a contin-
uous function such that g([a, b]) ⊂ [c, d]. Then
∫ g(b)
g(a)
f(x)dx =
∫ b
a
f(g(x)) · g′(x)dx.
Proof. By the First Fundamental Theorem of Calculus 2.9, P (f) 6= ∅, be-
cause f is continuous.
Let F ∈ P (f). Then F ◦ g ∈ P ((f ◦ g) · g′) and (f ◦ g) · g′ is continuous.
Using the Corollary (2.15), we have that
∫ g(b)
g(a)
f(x)dx = F (g(b))− F (g(a)) =
∫ b
a
f(g(x)) · g′(x)dx.
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We want to remark that we just can apply the Theorem 2.20 if f and
g′ are continuous, because we are using the First and Second Fundamental
Theorems of Calculus for the functions f and (f ◦g) ·g′. If we do not know if
f is continuous or g′ is continuous, then we have to assume that P (f) 6= ∅,
that f is integrable and that (f ◦ g) · g′ is also integrable.
Now we can solve the examples of Section 1.2 without "mathemagic".
Example 2.2 (
∫
cos (x2) xdx).
First of all, lets give names to the functions:
f : R −→ R
x 7−→ cos(x2)x and
g : R −→ R
x 7−→ x2
We want to calculate P (f), but f(x) = cos(x2)x = cos(g(x)) · g′(x)
2
, that
is, f = 1
2
· (cos ◦g) · g′. Thus
P (f) = P
(
1
2
· (cos ◦g) · g′
)
=
1
2
P ((sin ◦g)′) =
=
1
2
{sin ◦g + c | c ∈ R} =
{
1
2
sin ◦g + c
∣∣∣∣ c ∈ R
}
.
Example 2.3 (
∫ 1√
x2+1
dx).
Let be f : R→ R given by f(x) = 1√
x2+1
. In order to calculate P (f), we just
need to find H ∈ P ((f ◦ g) · g′), where g is a convenient diffeomorphism such
that Img = Df . Then, by Theorem 2.18, P (f) = {H ◦ g−1 + c | c ∈ R}.
Lets use g = tan|I , where I =
]
−pi
2
, pi
2
[
. We know g is a diffeomorphism..
By another side,
((f ◦ g) · g′) (x) = f(tan(x)) · tan′(x) =
=
1√
tan2(x) + 1
· sec2(x) = cos(x) · sec(x) = sec(x).
Therefore P ((f ◦ g) · g′) = P (sec |I), and, if we already know P (sec |I), we
can write
ϕ ∈ P ((f ◦ g) · g′) = P (sec |I)⇔
⇔ ϕ(x) = ln | tanx+ sec x| + c, ∀x ∈ I,
where c ∈ R is constant.
Taking H : I → R given by H(x) = ln | tan(x) + sec(x)|, and applying
Theorem 2.18, we have that
P (f) =
{
H ◦ tan−1 +c
∣∣∣ c ∈ R} .
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But,
H
(
tan−1(x)
)
= ln
∣∣∣x+ sec (tan−1(x))
∣∣∣ = ln
∣∣∣x+√x2 + 1
∣∣∣ .
Therefore
h ∈ P (f)⇔ h(x) = ln
(
x+
√
x2 + 1
)
+ c, ∀x ∈ R, for some constant c ∈ R.
Example 2.4 (
∫ √
1− x2dx).
Let f : [−1, 1]→ R be given by f(x) = √1− x2. The function f is obviously
continuous.
The figure of example 1.3, in the last section, gives us the idea of using
the function g(θ) = sin(θ). So, let g :
[
−pi
2
, pi
2
]
→ [−1, 1] given by g(θ) =
sin(θ). Thus g is differentiable and bijective, and g−1 : [−1, 1] →
[
−pi
2
, pi
2
]
is
continuous and differentiable in ] − 1, 1[. Therefore we can apply Theorem
2.19 to conclude that P (f) = {H ◦ g−1 + c | c ∈ R}, where H ∈ P ((f ◦g)·g′).
But,
f(g(θ)) · g′(θ) =
√
1− sin2(θ) · cos(θ) = cos2(θ), ∀θ ∈
[
−π
2
,
π
2
]
.
Thus, P ((f ◦ g) · g′) = P (cos2|I), where I =
[
−pi
2
, pi
2
]
. By another side,
we know that the function H : I → R, given by H(θ) = θ
2
+ sin(θ) cos(θ)
2
, is a
primitive of cos2I = (f ◦ g) · g′. Therefore, P (f) = {H ◦ g−1 + c | c ∈ R}.
But
H
(
g−1(x)
)
=
arcsin(x)
2
+
sin(arcsin(x)) cos(arcsin(x))
2
=
=
arcsin(x)
2
+
x
√
1− x2
2
.
Thus P (f) =
{
x 7→ arcsin(x)
2
+ x
√
1−x2
2
+ c
∣∣∣ c ∈ R}.
Example 2.5 (
∫ 3pi
4
0 e
cos(x) · sin(x)dx).
Lets consider the exponential function exp : R → R, given by exp(x) = ex.
We know that the functions exp, cos and cos′ = − sin are continuous and
that cos
([
0, 3pi
4
])
⊂ R = Dexp, thus, applying the theorem 2.20, we have that
∫ 3pi
4
0
ecos(x) · sin(x)dx = −
∫ 3pi
4
0
ecos(x) · cos′(x)dx = −
∫ cos(3pi2 )
cos(0)
exdx =
= −
∫ −√2
2
1
exdx =
∫ 1
√
2
2
exdx = e− 1
e
√
2
2
.
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2.5 The integral
∫ 1
1−cosx+sin xdx
When we just say the function 1
1−cos x+sinx , we mean that the function’s rule
is x 7→ 1
1−cos x+sinx and the function’s domain is the biggest subset of R where
the rule makes sense. We cannot divide by 0, so the functions domain is the
set
{x ∈ R | 1− cos x+ sin x 6= 0} .
Lets call f(x) = 1
1−cos x+sinx and calculateDf . We believe that a university
level student should take the trouble to calculate the domain of f before
anything else. But here again, we have to remark that it would be much
easier to just calculate primitives of functions whose domains are intervals.
Lets consider the function φ(x) = 1 − cosx + sin x, with x ∈ R. Then
Df = {x ∈ R | φ(x) 6= 0} and φ′(x) = sin x+ cos x. Thus
1. φ′(x) = 0 ⇐⇒ x ∈
{
3pi
4
+ kπ
∣∣∣ k ∈ Z};
2. φ′(x) > 0 ⇐⇒ x ∈ ⋃
k∈Z
]
−pi
4
+ 2kπ, 3pi
4
+ 2kπ
[
;
3. φ′(x) < 0 ⇐⇒ x ∈ ⋃
k∈Z
]
3pi
4
+ 2kπ, 2π − pi
4
+ 2kπ
[
.
The following figure shows in the trigonometric circle the points where
φ′(x) = 0, the points where φ′(x) > 0 and the points where φ′(x) < 0.
PSfrag replacements
φ′(x) = 0
φ′(x) > 0φ′(x) = 0
φ′(x) < 0
This means that φ is strictly increasing in the intervals
[
−pi
4
+ 2kπ, 3pi
4
+ 2kπ
]
,
for all k ∈ Z, and φ is strictly decreasing in the intervals
[
3pi
4
+ 2kπ, 2π − pi
4
+ 2kπ
]
,
for all k ∈ Z. Thus, φ has no more than one zero in each of the following
intervals:
[
2kπ − pi
4
, 2kπ + 3pi
4
]
and
[
2kπ + 3pi
4
, (2k + 2)π − pi
4
]
, ∀k ∈ Z.
But,
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1. 2kπ ∈
[
2kπ − pi
4
, 2kπ + 3pi
4
]
,
2. 2kπ + 3pi
2
∈
[
3pi
4
+ 2kπ, (2k + 2)π − pi
4
]
and
3. φ(2kπ) = φ
(
2kπ + 3pi
2
)
= 0.
Therefore,
{x ∈ R | φ(x) = 0} =
{
2kπ, 2kπ + 3pi
2
∣∣∣ k ∈ Z} .
We conclude that
Df =
{
x ∈ R | x 6= 2kπ and x 6= 2kπ + 3pi
2
, ∀k ∈ Z
}
=
=
⋃
k∈Z
( ]
2kπ, 2kπ + 3pi
2
[
∪
]
2kπ + 3pi
2
, 2(k + 2)π
[ )
.
Now, for every k ∈ Z, let
I1(k) =
]
2kπ, 2kπ + 3pi
2
[
and I2(k) =
]
2kπ + 3pi
2
, (2k + 2)π
[
.
Thus, Df =
⋃
k∈Z
(I1(k) ∪ I2(k)).
Now we know that Df is an union of infinite disjoint open intervals. In
order to calculate P (f), we will first calculate P (f |I), where I is an interval.
Using the identities
cosx =
1− tan2 x
2
1 + tan2 x
2
and sin x =
2 tan x
2
1 + tan2 x
2
,
we can write
1
1− cosx+ sin x =
1 + tan2 x
2
2 tan2 x
2
+ 2 tan x
2
(1)
Lets remark here that the identities above do not make sense for some
points. For example, when x
2
= pi
2
+kπ and k ∈ Z, the identities do not make
sense, because the tangent function is not defined at those points. So, lets
suppose that both sides of equation (1) make sense for every x ∈ I.
Let g : I → J be given by g(x) = tan x
2
, where J = g(I). Then g′(x) =
tan′(x)
2
= 1
2
(
1 + tan2 x
2
)
. Then equation (1) becomes
1
1− cosx+ sin x =
2g′(x)
2 (g2(x) + g(x))
= h(g(x)) · g′(x),
where h : J → R is given by h(x) = 1
x2+x
.
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Using Theorem 2.17, P (f |I) = P ((h ◦ g) · g′) = {H ◦ g + c | c ∈ R},
where H ∈ P (h). But h(x) = 1
x2+x
= 1
x
− 1
x+1
. If h1, h2 : J → R are given by
h1(x) =
1
x
and h2(x) =
1
x+1
, then h = h1 − h2 and
P (h) = P (h1 − h2) = P (h1)− P (h2).
By another side
P (h1) = {ϕ : J → R | ϕ(x) = ln |x|+ c, ∀x ∈ I, where c is constant} ;
P (h2) = {ϕ : J → R | ϕ(x) = ln |x+ 1|+ c, ∀x ∈ I, where c is constant} .
Therefore the functionH : J → R given by H(x) = ln |x|−ln |x+1| = ln
∣∣∣ x
x+1
∣∣∣
is a primitive of h and
P (f |I) = {H ◦ g + c | c ∈ R} .
Until here, we have that ϕ ∈ P (f |I) if, and only if, ϕ : I → R is given by
ϕ(x) = H(g(x)) + c = ln
∣∣∣∣∣
tan x
2
1 + tan x
2
∣∣∣∣∣+ c,
where c is constant.
By the same calculations of the Subsection 1.3, we know that
ln
∣∣∣∣∣
tan x
2
1 + tan x
2
∣∣∣∣∣ = ln
∣∣∣∣ sin x1 + cosx+ sin x
∣∣∣∣ ,
every time when both sides of the equality above makes sense.
Lets now consider the domain of the function x
f27→ ln
∣∣∣ sinx
1+cos x+sinx
∣∣∣, which
is the biggest subset of R in which the rule makes sense. For this, lets consider
the auxiliary function ψ : R→ R given by ψ(x) = 1 + cosx+ sin x. Its clear
that if ψ(x) = 0, then x /∈ Dψ. So lets find the zeros of ψ.
We know that ψ′(x) = cosx− sin x. Thus
1. ψ′(x) = 0 ⇐⇒ x ∈
{
pi
4
+ kπ
∣∣∣ k ∈ Z},
2. ψ′(x) < 0 ⇐⇒ x ∈
]
2kπ + pi
4
, (2k + 1)π + pi
4
[
,
3. ψ′(x) > 0 ⇐⇒ x ∈
]
(2k + 1)π + pi
4
, (2k + 2)π + pi
4
[
.
The next figure shows in the trigonometric circle the points where ψ′(x) =
0, the points where ψ′(x) > 0 and the points where ψ′(x) < 0.
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PSfrag replacements
ψ′(x) = 0ψ′(x) < 0
ψ′(x) = 0 ψ
′(x) > 0
This means that ψ is strictly increasing in the intervals
[
(2k + 1)π +
π
4
, (2k + 2)π +
π
4
]
, ∀k ∈ Z,
and ψ is strictly decreasing in the intervals
[
2kπ +
π
4
, (2k + 1)π +
π
4
]
, ∀k ∈ Z.
Therefore ψ has no more than one zero in each of the following intervals:
[
2kπ + pi
4
, (2k + 1)π + pi
4
]
and
[
(2k + 1)π + pi
4
, (2k + 2)π + pi
4
]
.
By another side,
1. (2k + 1)π ∈
[
2kπ + pi
4
, (2k + 1)π + pi
4
]
,
2. 2kπ + 3pi
2
∈
[
(2k + 1)π + pi
4
, (2k + 2)π + pi
4
]
,
3. ψ((2k + 1)π) = ψ
(
2kπ + 3pi
2
)
= 0, and
4. sin(kπ) = 0.
Therefore, {x ∈ R | ψ(x) = 0} =
{
(2k + 1)π, 2kπ + 3pi
2
∣∣∣ k ∈ Z} and we con-
clude that
Df2 =
⋃
k∈Z
(
]2kπ, (2k + 1)π[ ∪
]
(2k + 1)π, 2kπ + 3pi
2
[
∪
]
2kπ + 3pi
2
, (2k + 2)π
[)
.
Here we observe that Df2 ⊂ Df and that Df \Df2 = {(2k + 1)π | k ∈ Z}.
Lets calculate the following limit:
lim
x→(2k+1)pi
f2(x) = lim
x→2kpi+pi
ln
∣∣∣∣ sin x1 + cosx+ sin x
∣∣∣∣ =
= lim
x→2kpi+pi
ln
∣∣∣∣ cosxcosx− sin x
∣∣∣∣ = ln
∣∣∣∣−1−1
∣∣∣∣ = 0.
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Lets define F :
⋃
k∈Z
(I1(k) ∪ I2(k))→ R by
F (x) =


ln
∣∣∣ sinx
1+cos x+sinx
∣∣∣ , if x 6= (2k + 1)π;
0, if x = (2k + 1)π;
Now, DF = Df and its possible to prove that F
′ = f , that is F ∈ P (f).
Thus, applying Corollary 2.16, we have that ϕ ∈ P (f) if, and only if, for
each k ∈ Z, there exists c1(k), c2(k) ∈ R such that
ϕ(x) =


ln
∣∣∣ sinx
1+cos x+sinx
∣∣∣+ c1(k), if x ∈ I1(k) and x 6= (2k + 1)π;
c1(k), if x = (2k + 1)π;
ln
∣∣∣ sinx
1+cos x+sinx
∣∣∣+ c2(k), if x ∈ I2(k).
References
[1] Volterra’s function.
https://en.wikipedia.org/wiki/Volterra%27s_function.
[2] Gelbaum, B. R., and Olmsted, J. M. H. Counterexamples in Anal-
ysis. Dover Publications, Inc., 2003.
[3] Gross, H. Calculus revisited: Single variable calculus.
https://ocw.mit.edu/resources/res-18-006-calculus-revisited-single-variable-calculus-fall-2010/
Part II: Differentiation. Lecture 10: Inverse Differentiation
https://ocw.mit.edu/resources/res-18-006-calculus-revisited-single-variable-calculus-fall-2010/part-ii-differentiation/lecture-10-inverse-differentiation/.
[4] Guidorizzi, H. L. Um Curso de Cálculo, 5th ed., vol. 1. LTC, 2001.
[5] Spivak, M. Calculus. Cambridge Universitu Press, 1994.
21
