Place an obstacle with probability 1 − p independently at each vertex of Z d and consider a simple symmetric random walk that is killed upon hitting one of the obstacles. For d ≥ 2 and p strictly above the critical threshold for site percolation, we condition on the environment such that the origin is contained in an infinite connected component free of obstacles. It has previously been shown that with high probability, the random walk conditioned on survival up to time n will be localized in a ball of volume asymptotically d log 1/p n. In this work, we prove that this ball is free of obstacles, and we derive the limiting one-time distributions of the random walk conditioned on survival. Our proof is based on obstacle modifications and estimates on how such modifications affect the probability of the obstacle configurations as well as their associated Dirichlet eigenvalues, which is of independent interest. MSC 2000. Primary: 60K37; Secondary: 60K35.
Introduction

Model and main results
For d ≥ 2, let (S t ) t≥0 be a discrete time simple symmetric random walk on Z d , with P x and E x denoting probability and expectation for the random walk with S 0 = x ∈ Z d and the superscript omitted when x is the origin. We place the random walk in a random environment where an obstacle is placed independently at each point x ∈ Z d with probability 1 − p ∈ (0, 1), with P and E denoting probability and expectation for the random environment. We will say x is closed if x is occupied by an obstacle, and x is open otherwise. Denote by O the set of sites occupied by the obstacles. The random walk is killed at the moment it hits an obstacle, namely at the stopping time τ := τ O = inf{t ≥ 0 : S t ∈ O} .
(1.1)
More generally, we denote by τ A the first hitting time of a set A ⊂ Z d . We will assume p > p c (Z d ), the critical threshold for site percolation, and let P be the conditional probability measure for O given that the origin is in the infinite open cluster. Given an environment under P, we are interested in the behavior of the random walk given that it survives for a long time.
Recently, it has been shown in [7, 8] that conditioned on survival up to time n, the random walk stays in an island (determined by the environment) of diameter at most polylogarithmic in n during time [o(n), n]. Furthermore, at any deterministic time t ∈ [o(n), n], the random walk stays with high probability in a ball of radius asymptotically
where ω d is the volume of the unit ball in R d . Namely, the following was shown in [7, 8] .
Theorem A. There exist a constant C = C(d, p), x n ∈ Z d within distance C(log n) −2/d n from the origin, and ǫ n > 0 tends to 0 as n → ∞ such that min C|xn|≤t≤n P(S t ∈ B(x n , (1 + ǫ n )̺ n ) | τ > n) → 1 in P-probability ,
where B(x, r) denotes the Euclidean ball with center x and radius r.
This improves earlier results which we will briefly review in Section 1.2.
The study of the random walk killed by random obstacles is partially motivated by its relation to the so-called Anderson localization. The generator of the killed random walk can be formally written as the random Schrödinger operator − 1 2d ∆+∞·½ O , where ∆ is the discrete Laplacian. For this type of operators, various localization phenomena have been predicted and some of them have been rigorously proved; see e.g., [1, 12] . In particular, the corresponding parabolic problem in our setting is the discrete time initial-boundary value problem      u(n + 1, x) − u(n, x) = 1 2d ∆u(n, x), (n, x) ∈ Z + × (Z d \ O), u(n, x) = 0, (n, x) ∈ Z + × O, u(0, x) = ½ {0} (x), (1.4) and the probability P(S t = x, τ > n) represents its unique bounded solution. Since P(τ > n) is the total mass of the solution, the conditional probability P(S t = x | τ > n) is the normalized mass distribution. Thus Theorem A implies that the dominant proportion of mass tends to localize in a single ball of radius ̺ n . It is an important problem to further identify the profile of the mass distribution inside the localization region. The first step to tackle this problem is to understand how the environment looks like in the localization region, which is an interesting problem itself. These two problems are listed as the main questions in [12, Section 1.3] . The first main result in this paper is about the behavior of environment in the localization region. Intuitively, the ball where the random walk will be localized should contain very few obstacles, or even no obstacle. It is proved in [8] that the volume proportion of obstacles inside the localizing ball is at most o(1), but it remains open to show that it actually contains no obstacle at all. Our first main result resolves this question. Theorem 1.1. There exists a constant κ > 0 depending only on (d, p) such that with P-probability tending to one as n → ∞,
Under the annealed law P⊗P(· | τ > n), a similar ball clearing phenomenon was proved for d = 2 in [5] and [18] , while the latter work studied a continuum analogue called Brownian motion among Poissonian obstacles. The extension to d ≥ 3, conjectured in [5] , was open for a long time but recently resolved in [6] and [2] independently.
The proof of Theorem 1.1 differs substantially from those of the annealed result mentioned in Remark 1.2 and requires new ideas. It is based on intricate bounds on the tail distribution of the principal Dirichlet eigenvalue of the random walk in the island of localization, and relies on environment switching arguments that add or remove obstacles. The heart of the paper consists in making judicious choices of which obstacles to add or remove, and estimating how such modifications change the associated principal Dirichlet eigenvalue, which is of independent interest. See Section 3 for a more detailed proof outline.
Our second main result gives the limiting law of ̺ −1 n (S t − x n ) for t = n or t in the bulk, conditioned on survival up to time n. The result for t = n corresponds to the limiting profile of the solution of (1.4). Thanks to Theorem 1.1, we are able prove the convergence at the level of local limit theorem. Let φ 1 and φ 2 be the L 1 and L 2 -normalized first eigenfunction of the Dirichlet-Laplacian of the unit ball in R d , respectively, and let | · | 1 and | · | denote ℓ 1 and ℓ 2 norms on Z d , respectively. Theorem 1.3. There exists C > 0 depending only on (d, p) such that the following hold with P-probability tending to one as n → ∞:
min C|xn|≤t≤n P(S t ∈ B n | τ > n) → 1 , (1.6) sup x∈Bn:|x| 1 +n is even ̺ d n P(S n = x | τ > n) − 2φ 1 ( x−xn ̺n ) → 0 , (1.7)
sup x∈Bn:|x| 1 +t is even ̺ d n P(S t = x | τ > n) − 2φ 2 2 ( x−xn ̺n ) → 0 , (1.8) where the convergence in (1.8) holds uniformly for all t ∈ [C|x n |, n − C̺ 2 n log ̺ n ].
Remark 1.4. The limiting marginal distribution identified by Theorem 1.3 is consistent with the behaivour of a random walk conditioned to stay inside the ball B n (see (1.5)) up to time n after reaching it, although in our case we expect the walk to make excursions of lengths up to c log n away from B n .
The proof of Theorem 1.3 is based on eigenfunction decompositions and eigenvalue and eigenfunction estimates.
Related works
Let us first review some known results for the random walk among Bernoulli obstacles in the quenched setting. This model has been studied intensively by Sznitman in the context of a space-time continuum analogue called Brownian motion among Poissonian obstacles. He developed a coarse graining scheme called the method of enlargement of obstacles to analyze this model. As an early application, the logarithmic asymptotics of the survival probability was first derived in [19] , which supported the picture of localization to a ball of radius ̺ n . Later in [20] , Sznitman proved the "pinning effect" for Brownian motion. It states that, conditioned on survival up to time n, the Brownian motion will go to one of n o(1) many islands, each of diameter n o(1) and then stay there afterwards. In [21, Theorem 4.6] , it was further proved that when d = 2, there is a vacant ball of radius almost ̺ n whose Dirichlet principal eigenvalue is very close to that of the macrobox (−n, n) d . However, it remained unclear whether the Brownian motion gets localized in that vacant ball or not.
More results for this model can be found in the monograph [22] .
Recently, significant improvements on the localization picture have been made in [7, 8] for the discrete space-time model. The first paper [7] improved the bound for the number of islands to (log n) C for some constant C, and also proved that the random walk hits the union of these islands rather quickly and then stays there. This latter result is a kind of path localization that had been known only for d = 1. Then in the second paper [8] , it is finally proved that the random walk gets localized in a single island, which is called a "one city theorem" in the parabolic Anderson model literature. Our Theorems 1.1 and 1.3 give a more precise picture of the localization established in [7, 8] .
Our model fits in the general framework of the parabolic Anderson model, where one places random potential ω(x) at each x ∈ Z d , and consider the following quenched Gibbs measure for the random walk path S:
.
(1.9)
Our model corresponds to the case where ω is independent and identically distributed random variables taking value 0 or −∞. The model (1.9) is well-studied for ω unbounded from above. Among other things, it has recently been proved in [4, Theorem 2.9] that when the distribution of ω has a double-exponential tail, the random walk localizes in an island of size O(1) and the endpoint distribution converges to the principal eigenfunction of a certain Schrödinger operator. This corresponds to our Theorem 1.3. For distributions with heavier tails, it has been proved that the random walk localizes at a single point [13, 14, 17, 9] . For the distributions with lighter tails, the localization picture is incomplete. More precisely, the following two cases remain open:
• the distribution is unbounded from above with a tail lighter than the double exponential. This class is called almost bounded in this context and studied in [11] .
• the distribution bounded from above with a support different from {0, −∞}. This class contains the Brownian motion among soft Poisson obstacles studied in [22] and a more general situation studied in [3] .
For an up-to-date review of the parabolic Anderson model, we refer the reader to the recent monograph by König [12] .
Organization of the paper and notation
The rest of the paper is organized as follows. We will first collect some results from [7, 8] in Section 2, which we will need later in the proof. Then in Section 3, we introduce some intermediate results and use them to prove Theorems 1.1, 1.3. Results introduced in Section 3 will then be proved in Section 4 and 5.
Throughout the rest of the paper, C, c will denote positive constants depending only on (d, p) whose numerical values may vary from line to line with C typically a large constant and c a small constant. For constants such as C 1 , c 2 or κ (which also depend only on (d, p)), their values will stay the same throughout the paper.
Preliminaries
We recall here some basic results and tools developed in [8] that we will need in our proof. The main result of [8] was that conditioned on quenched survival up to time n, the random walk will be confined in an island of diameter (log n) C during the time interval [Cn(log n) −2/d , n]. Furthermore, with high probability the random walk S t is in a ball whose radius is asymptotically equal to ̺ n . More precisely, the following was proved in [8] 
x U ∈ U := the connected component in B(v * , (log n) C 1 ) \ O that contains v * such that the following holds: Let
Then with P-probability tending to one as n → ∞, we have B n ⊂ U and Theorem B asserts that conditioned on survival up to time n, the walk reaches U with linear speed and then stays confined to U till time n. Furthermore, at each t ∈ [C|x U |, n], with high probability, the walk is localized in the ball B n with center x U , which is the same as x n in Theorem 1.1.
Let us briefly recall how v * , and hence U , is determined in the theorem above. Basically, there are small number of local regions like U which have an atypically large eigenvalue for the transition matrix (small survival cost) and are within a rather small distance from the origin (small crossing cost). The set U is then determined as the region which minimizes the sum of above two costs, see (3.5) in [8] .
We will need the following two properties for the set U . The first one asserts that the eigenvalue for U is atypically large, which is expected from the above definition. The second asserts that there is a ball almost free of obstacles with radius ̺ n in U , which essentially follows from the first one and an quantitative isoperimetric inequality.
(a) The eigenvalue λ U . For A ⊂ Z d , we let λ A denote the principal (largest) eigenvalue of P | A , which is the transition matrix of the simple symmetric random walk on Z d killed upon exiting A. The following result gives a deterministic lower bound λ * on λ U and shows that it is very close to 1. In particular, there are at most (log n) C many such islands in B(0, n) with eigenvalues larger than λ * .
5)
where µ B is the first Dirichlet-eigenvalue of − 1 2d ∆ in the unit ball and C * is a constant depending only on (d, p) such that
7)
then for some constants C, c > 0 and n sufficiently large,
Proof. This follows from results in [7, 8] . As in [8] , we choose the cutoff λ * := p
where k n = (log n) 4−2/d (log log n) 2½ d=2 and p α 1 (defined in [7, (3.1)]) is appropriately chosen according to some large quantile of the distribution of survival probability up to k n steps. Then (2.6) can be found in [ [7, (3.4) ] by changing the value of R there to (log n) C 1 .
(b)
An almost open ball in U . We want to find an open subset of U which is very close to a ball. This is accomplished by a coarse graining argument that first divides U into two types of mesoscopic boxes according to the local obstacles density. Intuitively, the random walk tends to stay in the low obstacle density region. The key ingredient in proving (2.4) is that the low obstacle density region is very close to a ball. To elaborate on this, it is convenient to shift the center of localization to the origin and work with V defined in (2.7). Roughly speaking, U is the best among all possible translates of V in [−n, n] d .
Let | · | ∞ denote the ℓ ∞ -norm on Z d and denote the ℓ ∞ ball of radius r (or box of side length 2r + 1) by
For ǫ ∈ (0, 1), which may depend on n, we consider the following disjoint boxes that cover
where |K(x, ⌊ǫ̺ n ⌋)| denotes the cardinality of the set K(x, ⌊ǫ̺ n ⌋).
By the same combinatorial calculation as in the proof of [8, Lemma 5.2], one can show that typically the volume of the low obstacle density region E(ǫ) is at most C̺ d n . More precisely, we have the following lemma. Lemma 2.3. There exists a constant c ∈ (0, 1) such that for any ǫ ∈ (̺ −1/2 n , c),
Also, there exists C 2 = C 2 (d, p) > 0 such that
The following lemma is one of the key ingredients in proving Theorem B. It says that if λ V is grater than or equal to λ * (which is close to λ B(0,̺n) , see (2.5)), then typically E(ǫ) is very close to a ball of radius ̺ n . 
10)
and assume that λ V ≥ λ * and
12)
where △ stands for the symmetric difference of two sets.
It follows immediately that the volume proportion of obstacles in B(x V , ̺ n ) is very small:
which is the starting point of our proof. In particular, since U ⊂ B(0, n), we can deduce from Lemma 2.3 that with high probability, U satisfies the same volume control as in (2.11), and hence the volume proportion of obstacles in B(x U , ̺ n ) is very small.
Proof Outline
In this section, we list the key intermediate results and prove Theorem 1.1 and Theorem 1.3 assuming those results.
Ball Clearing
By (2.8), we know that there are at most (log n) C many balls of radius (log n) C 1 in B(0, n) with eigenvalues at least λ * . The fact that B(x U , ̺ n − ̺ 1−κ n ) is open will then follow from the following proposition. Proposition 3.1. Let V be as in (2.7) and let λ * be as in Lemma 2.1. Then there exist κ ∈ (0, 1) and C > 0, such that for all n sufficiently large,
Proof of Theorem 1.1. In view of Theorem B, it suffices to prove (1.5) with x n replaced by x U . Let us denote the translate of V by
By Proposition 3.1 and (2.8),
This yields that with P-probability tending to one, for all x ∈ B(0, n),
is open with P-probability tending to one as n → ∞.
The proof of Proposition 3.1 is based on the following heuristics.
is not completely open, then we consider the operation that removes all obstacles inside B(x V , ̺ n −̺ 1−κ n ). After performing such an operation, the eigenvalue λ V will increase, for example, from λ V to λ V + δ. Such an operation will yield the following inequality:
Now if the tail of the probability distribution of λ V is not very heavy in the sense that
and the factor C(n, δ, d, p) in (3.2) is small compare to (3.3), then we have
which yields Proposition 3.1. Therefore it suffices to establish in a more precise manner the two ingredients (3.2) and (3.3).
Remark 3.2. In [6, Proposition 2.2], we have proved an analogue of Proposition 3.1 under the annealed polymer measure, where we used operations that modify the obstacle configurations and the random walk paths jointly. The difficulty in the quenched setting is that we need to identify a vacant ball in U , for which we only know λ U ≥ λ * from Lemma 2.1. This is why Proposition 3.1 is formulated in terms of the eigenvalue and as a result, we can perform operations only on the obstacle configurations. Nevertheless, it is worth mentioning that operations that modify obstacle configurations or random walk paths play an important role both in this paper and in [6] .
The following result makes (3.3) precise and shows that the tail of the probability distribution of λ V is not too heavy.
One of the challenges in proving results of the type (3.2) is that how much λ V increases after removing the obstacles depends on the local configuration around the obstacles. For example, if the obstacles being removed are near the boundary of B(x V , ̺ n ) where there are a lot of unremoved obstacles, then the effect of the removal would be very small (more discussions about this issue can be found at the beginning of Section 4.2). To quantify the effect of removing certain obstacles, we suppose λ V ≥ λ * and (2.11) holds. For δ ∈ (0, 1/2), which may depend on n, and nonnegative integer k, define
is not completely open, then we define (for some constant c 5 ∈ (0, 1) to be chosen in Lemma 4.13)
which must be finite due to the assumption that
is not completely open (see Figure 2 ).
The following result makes (3.2) more precise and says that removing m obstacles in B δ,J −1 will increase the eigenvalue Both Lemmas 3.3 and 3.4 are estimates on the tail distribution of λ V , but in opposite directions. The common strategy in both proofs is obstacle modification. To prove Lemma 3.3, we judiciously add obstacles and show that we get a large gain in probability for the obstacle configuration but little decrease in λ V . To prove Lemma 3.4, we judiciously remove obstacles and show that we get a large gain in λ V while the probabllity of the obstacle configuration changes little. We will prove Proposition 3.1, Lemmas 3.3 and 3.4 in Section 4.
Random Walk Localization
We know from Theorem B that conditioned on survival up to time n, the random walk stays in U during the time interval [C|x U |, n] with high probability. To give a more detailed description for the random walk in this time window, it is convenient to consider the random walk conditioned to stay in U for a long time.
Recall from Theorem B that B n :
is open, it is straightforward to deduce the following result from [8, (6.15) ]. The details will be given in Section 5.2.
Lemma 3.5. There exist constants C 3 , c > 0 depending only on (d, p) such that with Pprobability tending to one as n → ∞, for any z ∈ U and constant ε ∈ (0, 1),
for all sufficiently large n.
We will strengthen this result in two steps :
(a). We will first prove that conditioned on {τ U c > m}, the probability that the random walk is at some site x at a fixed time ̺ 2
Then combining with (3.10), we deduce that at any fixed time, with high probability, the random walk will be localized in a ball of radius slightly smaller than ̺ n .
(b). We will then derive the limiting marginal distribution of the random walk at the end point and at a deterministic time in the bulk, conditioned on {τ U c > m}.
First we show that conditioned on {τ U c > m}, the random walk will hit the the deep interior of the ball B(x U , ̺ n ) within (log n) C steps. This allows us to focus on the random walk starting from the deep interior of the ball. Lemma 3.6. There exist b 2 ∈ (0, 1) and C 4 , c > 0 depending only on (d, p) (C 4 to be defined in Lemma 5.5) such that with P-probability tending to one as n → ∞, for all m ≥ ̺ C 4 n and u ∈ U ,
The first improvement upon (3.10) in Lemma 3.5 (see (a) after Lemma 3.5) is the following local limit result.
n , and ǫ ∈ (0, 1). Then with P-probability tending to one as n → ∞, the following holds for all
Remark 3.8. The second assertion (3.13) will not be used in the proof of the main results. We include it to complement (3.12) and as a precursor to Theorem 1.3.
Combined with Lemma 3.5, the preceding lemma can then be used to show that the random walk at any fixed time t will be localized in the ball centered at x U with radius ̺ n 1 − o(1) . More precisely, Corollary 3.9. Let κ > 0 be defined as in Proposition 3.1. There exists a constant c = c(d, p) > 0 such that with P-probability tending to one as n → ∞,
Lastly, Theorem 1.3 will be proved using Corollary 3.9 and the following lemma, which says that conditioned on the random walk staying in B n for sufficiently long time, the distribution of the random walk at the end point (or at a deterministic time in the bulk) will converge in total variation distance to the normalized first eigenfunction (or normalized eigenfunction squared) on B n . Lemma 3.10. There exist constants c, C 5 > 0 depending only on (d, p) such that uniformly in v, y ∈ B(x U , (1 − 2̺ −κ n )̺ n ) and m, t ≥ C 5 ̺ 2 n log log n with |y − v| 1 + m + t even, we have sup x∈Bn:|x−v| 1 +m is even
where φ 1 and φ 2 are respectively the L 1 and L 2 -normalized first eigenfunction of the Dirichlet-Laplacian of the unit ball in R d .
Let us prove Theorem 1.3 assuming the above lemmas.
Proof of Theorem 1.3. To prove (1.6), we first show that combining (2.3) with Lemma 3.6 yields
Indeed, by the strong Markov property at time τ Bn ,
Since |x U | ≤ Cn(log n) −2/d implies n − τ Bn ≥ n/2, it follows from Lemma 3.6 that the above quantity can be bounded from above by
Combined with (2.3), this proves (3.17). Now, let T denote the hitting time of the ball B(x U , b 2 ̺ n ) to lighten the notation. We consider deterministic time t with C|x U | ≤ t ≤ n and x ∈ B(v, (1 − ǫ)̺ n ) with |x| 1 + t even. By the strong Markov property,
By Corollary 3.9, this equals P(S [T,n] ⊂ U , τ > n, t > T )(1 + o(1)). Combining this with (3.17) gives (1.6).
Next, we turn to the proof of (1.7) and (1.8). The basic idea is to restrict the walk to a time interval [t 1 , t 2 ] such that the walk does not exit B n during this time interval, which then allows us to apply Lemma 3.10. To this end, we denote for 0 < t 1 < t 2 ,
We first notice that for any [t 1 , (3.14) , and a union bound for the event in (3.10) over all t ∈ [t 2 , t 1 ] yields that
We have
where in the last step, we used (3.16) . Combining this with (3.18) yields (1.8).
Finally, choose t 1 = n − ̺ 3 n , t 2 = n and combining (3.18) with (3.15) yields (1.7).
Lemmas 3.5, 3.6, and 3.7, Corollary 3.9 will be proved in Section 5.2, and Lemma 3.10 will be proved in Section 5.3.
Ball Clearing
In this section, we will first prove Lemmas 3.3 and 3.4 in Sections 4.1 and 4.2, respectively, and then conclude the proof of Proposition 3.1 in Section 4.3.
Proof of Lemma 3.3
Proof outline
In this section, we outline the proof of Lemma 3.3, which shows that the tail of the distribution of λ V is not too heavy. The basic strategy is obstacle modification.
Let ℓ ∈ N and partition Z d into disjoint boxes K(x, ℓ) of side length 2ℓ + 1 (see (2.9)) for x ∈ (2ℓ + 1)Z d . Let V be as defined in (2.7).
Let C 1 be as in Theorem B. We fix ℓ and let T denote the union of all "truly"-open boxes that intersect with B(0, (log n) C 1 ).
We first note that "truly"-open boxes are very rare:
There exists c = c(d, p) > 0 such that for all ℓ sufficiently large,
Proof. To prove (4.2), it suffices to show that for all u ∈ K(x, ℓ), In light of Lemma 4.2, by closing a "truly"-open box, namely, changing the obstacle configuration in a "truly"-open box to typical configurations, we could gain much probability for the obstacle configurations.
On the other hand, we have the following result, which says that in a typical environment, we can find a "truly"-open box such that λ V will only decrease slightly after closing this "truly"-open box. Lemma 4.3. Fix ℓ ≥ 1. Let C 6 > 1 be a constant depending only on (d, p) to be chosen in Lemma 4.6, and let b 1 > 0, b 2 ∈ (0, 1) be two arbitrary constants. Let ε n , E(ε n ), and C 2 > 1 be as defined in (2.10), Definition 2.2, and Lemma 2.3, respectively. We assume min x∈B(0,(log n) C 1 )
4)
and
where C is a constant depending only on (d, p).
Lemma 4.3 is the key ingredient in the proof of Lemma 3.3. We will use Lemma 4.3 repeatedly (see Lemma 4.9 below) to show that we can find a number of "truly"-open boxes such that λ V will not be decreased much after closing them. The operation of changing these "truly"-open boxes to typical configurations will map the event 
Some useful facts
Before embarking on the proof of Lemma 4.3, we will show in this section that with high probability, assumption (4.4) holds and the choice of z in Lemma 4.3 exists.
Definition 4.4. For any U ⊂ Z d , let Φ U be the ℓ 1 -normalized principal eigenfunction of P | U , the transition matrix of the random walk restricted to U .
The following lemma will be used repeatedly, for instance, to bound Φ U (v) at sites v close to the boundary of U , or to find sites v from where the walk cannot exit U too quickly.
Recall the definition of E(ε n ) in Definition 2.2 and (2.10). The following result says that neither T nor E(ε n ) can be too large in a typical obstacle configuration, namely, (4.4) holds.
Proof. Since Lemma 2.3 gives the second inequality in (4.4), it suffices to show that the first inequality in (4.4) holds with high probability. Consider boxes of the form K(v, ℓ), v ∈ (2ℓ + 1)Z d . We can partition these boxes into 10 d groups {K(v, ℓ) : v ∈ (2ℓ + 1)(10Z d + i)}, for i ∈ {0, 1, . . . , 9} d so that the distance between any two boxes in the same group is at least 10ℓ. Recalling the definition of "truly"-open box in (4.1), we have that within each group the events that each box is "truly"-open are mutually independent, and have probability less than e −cℓ d by Lemma 4.2. Note that on the event {|B(x, C 6 ̺ n ) \ T | < ̺ d n }, there exists a group where there are at most ̺ d n /[10 d · (2ℓ + 1) d ] many non-"truly"-open box that intersect B(x, C 6 ̺ n ). Also, the number of boxes that intersect B(x,
It follows from large deviation estimates for sums of i.i.d. Bernoulli random variables (in each group) and a union bound over those groups that
This completes the proof of Lemma 4.6.
The following result says that under the assumptions in Lemma 4.3, there exits z such that B(z, C 6 ̺ n ) contains enough "truly"-open boxes (for some b 2 depending on b 1 as determined by (4.7)).
The following lemma is needed to prove Lemma 4.7.
Lemma 4.8. If K(x, ℓ) is not a "truly"-open box, then for any starting point u ∈ K(x, ℓ), the survival probability up to ℓ 2 steps is less than 1/2, namely,
Proof. We first note that for any u ∈ K(x, ℓ), In addition, the reflection principle yields
Combining the previous three inequalities gives (4.8) .
Proof of Lemma 4.7. Since by assumption
On the other hand, by (4.8) if the random walk hit T c , then it will get killed with probability at least 1/2 in next ℓ 2 steps. Since ℓ 2 ≤ ̺ n ≤ 10 −4 ̺ 2 n /b for sufficiently large n, we get
Combining the previous two inequalities gives
Since we assumed b ≥ 1 and C 6 ≥ 1 (chosen in Lemma 4.6), we have
Combining the previous two inequalities with the local limit theorem for the random walk S gives
This yields (4.7).
Proof of Lemma 4.3 and its corollaries
Proof of Lemma 4.3. We need to show that for each for each z ∈ B(0, (log n)
we can find a truly open box K(x, ℓ) such that filling K(x, 10ℓ) with obstacles will not decrease λ V too much, namely, (4.5) holds. We will find such an x near the boundary of T . The change in λ V can then be shown to be small because Φ V is small near x. (Recall that Φ V is the ℓ 1 -normalized principal eigenfunction of P | V , the transition matrix of the random walk restricted to V.)
To bound the right hand side of (4.9), we first show that the assumption (4.4) implies
(4.10)
To this end, let Ω εn :
By (4.9) and (4.10), to prove (4.5), it suffices to find a "truly"-open K(x, ℓ) with x ∈ B(z, 20̺ n ) such that for some constant C > 0,
Heuristically, Φ V is large on T and small on T c . So we expect that such a "truly"-open box can be found near the boundary of T . We define the outer boundary for D ⊆ Z d by
and denote by A the points in Z d which are close to T c :
For any starting point in u ∈ A, since T c is a union of boxes of side length ℓ, the probability that the random walk hits T c within ℓ 2 steps is uniformly bounded away from 0. Recalling (4.8), which says that starting from any point in T c , with probability at least 1/2, the random walk will be killed in ℓ 2 steps, we get for some constant c ′ = c ′ (d),
Then (4.6) and the assumption
We claim that A contains many truly open boxes. Indeed, the cardinality of A∩ B(z, C 6 ̺ n ) can be bounded from below in terms of the cardinality of ∂T ∩ B(z,
Then we can choose cℓ −d (b 2 ̺ n ) d−1 many "truly"-open boxes such that that the boxes of side length 22ℓ + 1 centered at these boxes are disjoint and also in A. Combined with (4.13), it implies that there exists a "truly"-open box K(x, ℓ) with x ∈ B(z, C 6 ̺ n ) and
Thus (4.11) follows and this completes the proof of Lemma 4.3.
In the following lemma, we apply Lemma 4.3 repeatedly to remove a number of "truly"open boxes, while λ U only decreases slightly. Lemma 4.9. Assume (4.4) holds and λ V ≥ 1 − b̺ −2 n for some b ≥ 1. There exists a constant C 7 > 2 depending only on (d, p) such that the following holds. For any sufficiently large ℓ with ℓ ≤ ̺
m=1 are disjoint, and for any 1
Proof. First note that since ℓ is sufficiently large and ℓ ≤ ̺ 1/2 n , by Lemma 4.7, the assump-
We will choose the x i 's inductively by repeatedly applying Lemma 4.3 such that
For i = 1, we apply Lemma 4.3 with parameters in (4.18) . We now verify the conditions in Lemma 4.3. Firstly, (4.4) is satisfied by assumption. Secondly, we assumed λ V ≥ 1 − b̺ −2 n and thus λ V > 1−b 1 ̺ −2 n . Lastly, (4.16) gives |T ∩B(z,
Hence Lemma 4.3 implies that there exists x 1 ∈ B(z, C 6 ̺ n ) such that K(x 1 , ℓ) is "truly"-open and (4.17) holds for i = 1 and sufficiently large C 7 .
Suppose that we have chosen x 1 , . . . , x i for 1 ≤ i ≤ M ℓ,b − 1 with the aforementioned properties. We apply Lemma 4.3 with the same parameters as in (4.18) to V \ i j=1 K(x j , 10ℓ) in place of V. We now verify the conditions in Lemma 4.3.
Firstly, since T and E(ε n ) are non-increasing as we close i j=1 K(x j , 10ℓ) in V, (4.4) still holds.
Secondly, combining the hypothesis (4.17) and the assumption λ V ≥ 1 − b̺ −2 n yields
where in the last inequality we used i ≤ M ℓ,b and b ≥ 1.
Lastly, closing i j=1 K(x j , 10ℓ) will at most affect whether sites in i j=1 K(x j , 20ℓ) are "truly"-open or not. Hence, the reduction in the volume of "truly"-open box volume is at most i(40ℓ + 1) d and hence (with V replaced by V \ i j=1 K(x j , 10ℓ)) for sufficiently large 5ℓ) , . . . , K(x i+1 , 5ℓ) are disjoint. This completes the proof of Lemma 4.9.
Next we estimate the probability gain achieved by closing the "truly"-open boxes Then
Proof. We will consider an operation that changes some "truly"-open boxes to typical obstacle configurations, which maps the event {λ V ≥ β} to {λ V ≥ β − δ(m, ℓ, b)}, allowing us to bound the probability ratio of these two events.
To this end, we define T U c and E U c for general U ⊂ B(0, 2(log n) C 1 ) by regarding U c = O, and for any β > 1 − b̺ −2 n , consider two classes of subsets of B(0, 2(log n) C 1 ):
Then, denoting V + := B(0, 2(log n) C 1 )\O, we can rewrite the event {λ V ≥ β}∩{(4.4) holds} as
For any sufficiently large ℓ with ℓ ≤ ̺ We now rigorously implement this idea. We first define an equivalence relation on
and denote the equivalence class for U in U (β) ∩ G /∼ by [U ], namely
which contains modifications of U by allowing arbitrary configurations on Ξ m (U ) as long as the set Ξ m (U ) does not change. Applying Claim 4.11 below to two families of events Claim 4.11. Let (E i ) 1≤i≤k and (F i ) 1≤i≤k be two families of events. Then we have
Proof. This follows from
Since Lemma 4.9 gives
and Lemma 4.6 yields P(V + ∈ G ) ≥ 1 − n −10d , we can bound the left hand side of (4.22) by
Therefore, to prove (4.20), it suffices to show that for some constant c = c(d, p),
(4.23)
We first prove that there exists a constant c ′ = c ′ (d, p) such that
For any fixed U ∈ (U (β) ∩ G ), Ξ m (U ) is a union of m boxes (defined in (4.21)), which we denote by K(x i , 5ℓ) for 1 ≤ i ≤ m. Then
Note that the events {V
truly"-open)} for i ≤ m are mutually independent as they depend on obstacle configurations on disjoint regions. Then by Lemma 4.2,
This gives (4.24). Now, it only remains to prove that for the constant c ′ > 0 as in (4.24), To this end, note that
where the cardinality of the set of such [U ] is bounded by the number of possible choices
Since m ≤ M ℓ,b (defined as in (4.14)) ensures ̺ d n /m ≥ 2, we can further bound the right hand side above by exp(C log log n + Cm log(̺ d n /m))
for some large constant C > 0. Also, by (1.2) and ̺ d n /m ≥ 2, we have log log n ≤ Cm log(̺ d n /m) for some large constant C > 0. Therefore, the assumption (4.19) implies there exists a constant C ′ such that
For C 8 sufficiently large, this implies (4.25), which completes the proof of Lemma 4.10.
Proof of Lemma 3.3
We only need to apply Lemma 4.10 with appropriate choices of ℓ and m. Recall from (3.4) that ǫ ∈ ((log log n) 4 ̺ −d n , c b ) is an arbitrary number for some small constant c b to be determined. We let 
Hence m ≤ M ℓ,b (defined in Lemma 4.9), and ℓ d ≥ Θ d log(̺ d n /m)/2. Then (4.19) follows by choosing Θ to be sufficiently large. We thus know that all the conditions in Lemma 4.10 hold and hence this lemma yields
Recall δ(m, ℓ, b) from Lemma 4.9. Then (4.26) yields that for θ and c b sufficiently small, δ(m, ℓ, b) ≤ ǫ̺ −2 n and mℓ d ≥ ǫ(log(1/ǫ)) −3 · ̺ d n .
We thus complete the proof of Lemma 3.3.
Proof of Lemma 3.4
As we have discussed in Section 3, we want to understand how much the eigenvalue will increase when we remove obstacles inside the ball B(x V , ̺ n ). The difficulty is that, for k ≥ 0, removing obstacles in B δ,k (defined in (3.6)) may hardly increase λ V , especially when there are many obstacles outside B δ,k near its boundary and most obstacles in B δ,k are also near the boundary. However, if we first remove all obstacles in the annulus B δ,k−1 \B δ,k and then remove all obstacles in B δ,k , then in the second step, the increase in the eigenvalue λ V can be bounded from below in terms of |B δ,k ∩ O| since all removed obstacles are in B δ,k−1 with distance at least δ2 −k to the boundary of B(x V , ̺ n ). The J defined in (3.7) ensures that a significant proportion of obstacles are in the bulk of the ball B δ,J −1 :
Lemma 4.12. Let J , c 5 be as in (3.7) and let λ * be as in (2.1). For any δ > 0, we assume
Proof. This result follows directly from the definition (3.7) and (2.13).
The following lemma gives a lower bound on how much the eigenvalue will increase if we remove all obstacles in B δ,J −1 . 
Proof. Recall the definition of E(ε n ) from Definition 2.2. Note that
where
We first prove that
To this end, we notice that since U \B(
does not change if we change V to U . Therefore, for every u ∈ A 3 , there exists u ′ such that u ∈ K(u ′ , ⌊ε n ̺ n ⌋) and |U c ∩ K(u ′ , ⌊ε n ̺ n ⌋)| ≥ ε n |K(u ′ , ⌊ε n ̺ n ⌋)|. Hence by the local limit theorem
Then (4.6) gives
) .
Combined with (4.31) and (4.32), this implies
By (2.12), we have
(4.34)
Combining (4.33) and (4.34), we see that (4.29) follows by letting b 1 be a constant sufficiently close to 1.
Proof of Lemma 4.13. We apply Lemma B.2 with where we have used (2.13) . Recall that we have set δ = ̺ −κ n and that ε n = ̺ −c 2 n as defined in (2.10) . Combining (4.35) and (4.36), we complete the proof of (4.28) by choosing c 5 and κ sufficiently small.
Proof of Lemma 3.4. In light of Lemma 4.13, we will bound the probability ratio in (3.8) by considering the operation of removing all obstacles in B δ,J −1 . First note that the condition (2.11), B δ,k and J (defined in (3.6) and (3.7), respectively) only depend on O ∩ B(0, 2(log n) C 1 ). Therefore, for β ≥ λ * and m ≥ 1, we define
Now we consider the map φ for U ∈ U β,m that removes all obstacles in B δ,J −1 , namely,
Then by Lemma 4.13, Then by Claim 4.11, we have that
where in the last step we used (4.37). The multiplicity max U ∈U β,m |φ −1 (U )| is bounded above uniformly over U by the number of sets of m points contained in a ball of radius ̺ n centered at some point in B(0, (log n) C 1 ), namely,
We complete the proof of (3.8) by combining the preceding two inequalities.
Proof of Proposition 3.1
We first note that Proposition 3.1 follows from the following result.
Claim 4.15. Let κ > 0 be defined as in Lemma 3.4, and λ * as in (2.5) . Then for all β ≥ λ * ,
Indeed, applying Claim 4.15 with β = λ * yields
Combined with (2.8), this yields
which implies (3.1). Next, we prove Claim 4.15. We assume λ V ≥ β, and by Lemma 2.3, we may also assume that (2.11) holds. Then by Lemma 2.4, this implies (2.13). Let κ > 0 be defined as in Lemma 3.4 and let δ = ̺ −κ n . Recall B δ,J −1 as in (3.6), (3.7). Then (2.13) gives
, we denote q = m/̺ d n . Then Lemma 3.4 yields 
Since (1 − 1/d) −3 ≥ 1 and for sufficiently large n we have
and C̺ dC 1 n (C/q) q̺ d n ≤ exp(C log ̺ n + C̺ d n q log( 1 q )) ≤ n, we obtain from (4.40) that
Summing it over 1 ≤ m ≤ Cε n 1/4 ̺ d n yields
We complete the proof of (4.38) by noticing that Lemma 2.3 yields that (2.11) holds with probability at least 1 − 3n −d e −̺n .
Random Walk Localization
In this section, we first collect a few survival probability estimates from [8] in Section 5.1. Then we prove Lemmas 3.5, 3.6, and 3.7, Corollary 3.9 in Section 5.2, and prove Lemma 3.10 in Section 5.3.
Survival probability estimates
The following lemma gives upper and lower bounds on the probability that the random walk stays in U for t steps, which can be found in [8, Lemma 6.3, Lemma 6.9].
Lemma 5.1. Let B n and U be as in Theorem B, and let Φ be as in Definition 4.4. There exist constants C, c > 0 such that the following holds with P-probability tending to one as n → ∞: For any u ∈ U , t ≥ 0,
The next lemma gives upper bounds on the probability cost for the random walk to stay in a bad region.
Lemma 5.2. Let µ B be as in (2.5). There exist constants C > 0, b 2 ∈ (0, 1) such that with P-probability tending to one as n → ∞, for all x ∈ Z d and t ≥ ̺ 2 n /2,
Proof. (5.3) can be proved by a straightforward adaptation of the proof of [8, Lemma 6.1], using the fact that |B(x U , ̺ n ) \ B(x U , b 2 ̺ n )| ≤ C(1 − b 2 )̺ d n with b 2 ∈ (0, 1) chosen sufficiently close to 1.
Upper and lower bounds on transition probabilities
We will prove Lemma 3.5, Lemma 3.7, and Corollary 3.9 in this section. We have proved in (1.5) that B(x U , (1 − ̺ −κ n )̺ n ) is open. This immediately leads to the following lower bound on the eigenfunction Φ U in the interior of the ball B(x U , ̺ n ).
Lemma 5.3. There exists a constant c > 0 such that the following holds with P-probability tending to one as n → ∞:
where we sum over two values of i because the walk has period 2. Since Lemma 4.14) , [16, Proposition 6.9 .4] yields for any
where c is a constant depending only on (d, p). Substituting (5.6) into (5.5) for y ∈ B(x U , b 1 ̺ n ) and then using Lemma 4.14 gives (5.4).
Proof of Lemma 3.5. It is proved in [8, (6.15) ] that (3.10) holds if Φ U (z) ≥ cǫ̺ −d n for z ∈ B(x U , (1 − ǫ)̺ n ) in addition to the assumption (3.9) in Lemma 3.5. This additional assumption is verified by Lemma 5.3.
is open implies that if the random walk starts from the interior ball B(x U , b 2 ̺ n ) (b 2 defined in Lemma 5.2), then in the next ̺ 2 n steps, all points in B(x U , (1 − ǫ)̺ n ) can be reached with comparable probability. Lemma 3.7 will follow from the following lemma, which says that the random walk has a positive probability of visiting the interior of B(x U , b 2 ̺ n ) in any given time interval of length C̺ 2 n .
Lemma 5.4. Let m ≥ t and assume
Then there exist constants C 9 , c > 0 such that with P-probability tending to one as n → ∞,
The second case in (5.7) is harder to deal with since the random walk may start far away from B(x U , b 2 ̺ n ). However, it can be reduced to the first case by using the following lemma, which guarantees that the random walk starting in U reaches B(x U , b 2 ̺ n ) before time ̺ C 4 n .
Lemma 5.5. Let C 3 > 0 be as in Lemma 3.5. There exist c > 0 and C 4 with C 4 > C 3 > 0 such that the following holds with P-probability tending to one as n → ∞: For all u ∈ U and t ≥ ̺ C 4 n ,
Comparing it with [8, (5.4) ] (which implies that P u (τ U c > t) is bounded from below by exp(−2µ B ̺ −2 n t− (log n) C )), and choosing a sufficiently large C 4 yields the desired result.
Proof of Lemma 5.4. We first prove the lemma when t = m; more precisely, there exists a constant C 9 = C 9 (d, p) such that for t and u satisfying either condition in (5.7),
We will prove this by considering the last visit to B(x U , b 2 ̺ n ), and for the rest of the time comparing the survival probability for the random walk outside B(x U , b 2 ̺ n ) to the survival probability in the whole region U with starting point in B(x U , b 2 ̺ n ).
To reduce the entropy resulting from the many possible last visit times, we chop time into small windows of length ̺ 2 n and let
Since N exit = ∞ is equivalent to no visit to B(x U , b 2 ̺ n ), we always have N exit < ∞ in the first case in (5.7). In the second case, we see from Lemma 5.5 that
Now, we claim that for large C 9 ,
which then implies (5.11) . It remains to verify (5.13) . To this end, we define stopping times
Since on the event {N exit = k}, we have k̺ 2 n ≤ t − T k ≤ (k + 1)̺ 2 n , by the strong Markov property, P u (N exit = k, τ U c > t) equals
Now we consider all x ∈ B(x U , b 2 ̺ n ) and t − (k + 1)̺ 2 n ≤ m ≤ t − k̺ 2 n (which include all (x, m) such that (S T k , T k ) = (x, m) occurs with non-zero probability). On one hand, Lemma 5.2 implies
On the other hand, by (5.1), Lemmas 2.1, 5.3, and λ U > λ * ,
Combining the preceding two inequalities and (5.14) yields that for sufficiently large k,
We complete the proof of (5.13) by summing over all k ≥ C 9 chosen sufficiently large.
Next, we prove (5.8 ). If we define stopping time T ⋆ := inf{j ≥ t − C 9 ̺ 2 n : S j ∈ B(x U , b 2 ̺ n )}, then by the strong Markov property at T ⋆ , (5.1) and Lemma 5.3, (5.18) where in the last inequality, we used (5.11) . This gives (5.8) .
Finally, we prove (5.9) . First note that by the Markov property at time t and (5.2),
Then by (5.17) and (5.18) , this is less than
Combining this and Lemma 3.5 yields (5.9).
Proof of Lemma 3.6. Set t = ⌈̺ C 4 n ⌉. By the Markov property at time t and (5.2),
where in the last step, we used Lemma 5.5. Combined with the lower bound of P u (τ U c > m) given by (5.8) , it yields
Combining it with Lemma 3.5 gives (3.11).
Proof of Lemma 3.7. By adjusting the constant factor c in (3.13), we may assume ǫ <
To this end, we define stopping time T ⋆ = inf{j ≥ t − (C 9 + 1)̺ 2 n : S j ∈ B(x U , b 2 ̺ n )}(with T ⋆ = 0 for t ≤ (C 9 + 1)̺ 2 n ). Then by (5.9),
Then for all x ∈ B(x U , (1 − ǫ)̺ n ) such that |x − u| 1 + t is even,
Substituting this bounds into (5.22) yields
, where we used (5.21) . On the other hand, for all y ∈ U ,
Combining the two preceding bounds give (5.20) . We now prove (3.12) and (3.13) . Combining Lemmas 5.1 and 5.3 gives that for m−t ≥ 0,
Multiplying each side of (5.25) with that of (5.20) and using the Markov property at time m − t, we obtain min x∈B(x U ,(1−ǫ)̺n), |x−u| 1 +t is even
Lemma 3.5 implies
Therefore,
then (3.12) follows. In addition, (5.26) implies Proof of Corollary 3.9. We first consider the case when t ≥ ̺ 2
for some constant c ∈ (0, 1), by (3.12) ,
Combined with Lemma 3.5, it yields (3.14) . Now, we consider the case t ≤ ̺ 2
by a union bound and the local limit theorem, we have that for any t ≥ 0,
Then by the Markov property at time t and (5.2),
On the other hand, combining Lemma 5.1 and Lemma 5.3 gives 
Distribution of the random walk
This section is devoted to the proof of Lemma 3.10. We will prove Lemma 3.10 by the eigenfunction expansion of P | Bn . Loosely speaking, if we know that the spectral gap is larger than c̺ −2 n , then after time much longer than ̺ 2 n , the principal eigenfunction term should dominate all the other terms. However, there is an issue caused by the periodicity of the random walk, that is, there is a negative eigenvalue with the same modulus as the principal eigenvalue. In order to circumvent this issue, we will deal with even and odd times and sites separately. This corresponds to dealing with (P | Bn ) 2 , instead of P | Bn , and we will prove necessary estimates for the corresponding eigenvalues and eigenfunctions in Appendix A.
Let λ i (M ) denote the i-th largest eigenvalue of the matrix M and let Φ i (M ) denote the corresponding ℓ 1 -normalized eigenvector. For any vector η indexed by Z d , we let η e and η o be η restricted to even and odd sites in Z d , respectively. Also, for any matrix M indexed by Z d × Z d , we let M e and M o be M with both coordinates restricted to even and odd sites, respectively.
Proof of Lemma 3.10. Denote Q = P | Bn and η = Φ 1 (Q) to simplify the notation. Since
Hence the assumption (A.9) in Lemma A.4 holds. By the eigendecomposition of Q 2 e and (A.6), we have that for any even site v ∈ Z d and m ≥ 0,
Since the dimension of the matrix Q is at most | B n |, and (A.11) implies
we can further bound the right hand side of (5.31) from above by
where we used (A.12) and λ Bn = λ 1 ( B n ) as defined before Lemma 2.1. Then since |x T Q| 1 ≤
Fix C ′ to be some large constant to be determined. Combining (5.31) and (5.33) with (A.11), we get that for any even site v ∈ Z d , m ≥ C ′ ̺ 2 n log log n and x such that |x−v| 1 +m is even,
Similarly, this also holds for odd site v ∈ Z d . Summing (5.34) over x and using (A.11), we get
. Also (A.10) yields |η| 2 2 ≤ C̺ −d n . Now, choosing a sufficiently large C ′ and applying (A.3) to replace η(x) by ̺ −d n φ 1 ( x−x U ̺n ), we get (3.15 ).
On the other hand, define for m ≥ 0, u, v ∈ Z d ,
Then combining (5.34), (5.35 ) and (A.10) yields that for any v, x, y ∈ Z d and m, t ≥ C ′ ̺ 2 n log log n such that both |x − v| 1 + m and |y − v| 1 + m + t are even,
Combined with (5.34), this yields
Since
. Also (A.10) yields |η| 2 2 ≤ C̺ −d n . Now, choosing a sufficiently large C ′ and applying (A.2) to replace |η| −2
A Estimates for eigenvalues and eigenfunctions
This section collects some basic estimates for eigenfunctions and eigenvalues used in the proof. For A ⊂ Z d , we let λ A denote the principal (largest) eigenvalue of P | A , which is the transition matrix of the simple symmetric random walk on Z d killed upon exiting A, and let Φ A be the ℓ 1 -normalized principal eigenfunction of P | A . The following lemma bounds the ℓ ∞ -norm of the eigenfunction Φ D in a domain D ⊂ Z d in terms of the eigenvalue λ D .
. Then it follows from the Markov property that λ −t D Φ D (S t∧τ D c ) is a martingale. Let l = (1 − λ D ) −1/2 . By the optional sampling theorem and the local limit theorem,
Let λ i (M ) denote the i-th largest eigenvalue of matrix M and Φ i (M ) denote the corresponding ℓ 1 -normalized eigenvector. The following lemma says that if a large domain in Z d is close to a ball, then the first eigenvalue and eigenfunction of this domain are also close to that of the ball.
where ǫ is smaller than some constant depending only on d. Then there exist constants C, c > 0 such that
where φ 1 and φ 2 are respectively the L 1 and L 2 -normalized first eigenfunction of the Dirichlet-Laplacian of the unit ball in R d , and φ 2,t (·) = t −d/2 φ 2 (·/t), φ 1,t (·) = t −d φ 1 (·/t).
Proof. First, we see that for i = 1, 2, by [23, (3.27 ) and (6.11)]
This implies the first assertion. Let φ 2,B be the ℓ 2 -normalized first eigenvector of P | B , let φ 2 be the L 2 -normalized first eigenfunction of the Dirichlet-Laplacian of the unit ball in R d , and definẽ
Then by [23, (6.11) ] and [24, (1.5)],
Since φ 2 is continuously differentiable (see, for example, [10, Corollary 8.11]),
. The second and third assertion follow by combining this with the boundedness of φ 2 and Lemma A.1.
The following two lemmas are needed to deal with the periodicity of the simple random walk. In what follows, for any vector η indexed by sites in Z d , we let η e and η o be η restricted to even and odd sites in Z d , respectively. Lemma A.3. Let Q = P | A for some A ⊂ Z d . We denote by Q 2 e and Q 2 o the transition matrix Q 2 restricted to even and odd sites in Z d ,respectively. Then
Furthermore,
Proof. Note that if λ is an eigenvalue of Q with eigenvector η, then Then there exist constants C, c > 0 depending only on (a, d) such that for sufficiently large n, where Φ A /|Φ A | 2 is the minimizer. Therefore, we have
Since λ D 1 ≥ 0, this yields the desired result. In addition, we assume that b 1 , b 2 > 0 satisfy
Then there exist constants c b = c b (b 1 , b 2 , d) > 0 and C d = C d (d) > 0 such that
Proof. We first see that by B • ⊂ B, Since B \ B • ⊂ B R 2 , it follows that Substituting this into (B.10) and using the assumption that (B.9) and the fact that |B \ B • | ≤ (2R 1 ) d , we obtain (B.8).
Now we consider the other case
in which case the probability of exiting B • via B \ B • ⊂ B R 2 is small. Heuristically, this allows us to approximate the random walk in B • by the walk in B, and then we are able to get good control on the Green's function which relates to the eigenfunction Φ B• as follows.
For any x ∈ B • , by the eigenvalue equation for the resolvent, we have
We will get a lower bound on Φ B• (x) by restricting the sum over v in (B.12) to the annulus
For all v ∈ A and u ∈ B R 3 ,
Since the function x → G B (x, v) is harmonic on B R 1 −2(R 1 −R 2 )/3 , we can use the Harnack inequality and a standard chaining argument as in [6, (4.62) ] to obtain that for a constant C d depending only on d,
By the strong Markov property at time τ v and [16, Proposition 6.9.4], we get 
Combining with (B.2) and (B.11), we get for all v ∈ A and u ∈ B R 3 ,
Therefore, by (B.12) and (B.3) we get for all v ∈ A,
Then by (B.12) and (B.3) again (summing over v ∈ A), we get for x ∈ B • ,
, the random walk must cross A. Uniformly in starting and ending points, the first crossing of A has length at least c(R 1 − R 2 ) 2 with positive probability. Hence, we get For d = 2, fix an arbitrary z ∈ B \ B • . By decomposing a random walk path that starts from z and exists B R 1 before returning to z according to its last exit time from B \ B • , we have
where τ + z := inf{t ≥ 1 : S t = z}. Combining with (B.17) and [16, Proposition 6.4.3] , which implies that for R 1 sufficiently large,
we get (B.8). We thus complete the proof of (B.4).
