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Abstract
Since the major revision 2 of the Unified Modeling Language (UML), ac-
tivity diagrams have acquired many new features, e.g. hierarchy, data
flow and signals. Thus, UML 2 activity diagrams are one of the most
versatile formalisms, and can be applied in different domains. Activity
diagrams are supported by a number of tools enabling for instance the
execution of activity models. Based on the domain these tools have spe-
cific requirements and need an adequate interpretation of the informal
UML semantics. Wepropose a foundation for a frameworkwhich enables
composition of operational semantics out of fundamental semantic con-
structs. These constructs provide options for domain specific variants.
As an example, we introduce two different tool developments based on
particular operational semantics composed by our approach. One tool
focuses on the modeling of information systems whereas the other tool
is aimed at the modeling of reactive systems.
1 Introduction
In the recent years, the importance of requirements engineering in large
software development projects is increasing significantly. Many approaches
for requirements elicitation and specification of software systems are based
on the development of formal requirements models instead of informal tex-
tual descriptions. One of the most common modeling languages support-
ing a graphical description of software systems is the UnifiedModeling Lan-
guage (UML) [OMG, 2009]. Processes and system behavior are modeled by
behavior diagrams of the UML, e.g. by activity diagrams.
Since the major revision 2 of the UML [OMG, 2009], activity diagrams
have acquiredmanynew features, e.g. hierarchy, data flowand signals. Thus,
1
Introduction
UML2 activity diagrams are one of themost versatile formalisms, and can be
applied in different domains, e.g. for the modeling of business processes, al-
gorithms, reactive systems, and web applications. In comparison to UML
1.x, activity diagrams of version 2 have a token flow semantics based on Petri
nets, which is described by informal text.
Activity diagrams are supported by a number of tools enabling not only
the modeling but also the execution of activity models. Thereby, models
can be verified and validated by simulation. Tools for such issues have to
meet various requirements, depending on the domain of the system under
development. For instance, the user of a simulator may validate the model
in various ways. In information systems (e.g. big financial systems) the data
processed by the system may be observed and various execution paths may
be tested step by step. Therefore, the user has to be involved in system deci-
sions. Consequently the system has to stop at control nodes (see Fig. 1). At
reactive systems (e.g. control units for robots) the behavior of external sys-
tems may be used for validation. The simulation has to realize, for instance,
an exact concurrent execution. At the process of Fig. 1 actions A2 and A4 are
modeled to be executed concurrently. Hence, connected control nodes may
have to be processed at once.
This example shows that tools need an adequate interpretationof theUML
activity diagram semantics, which goes beyond the provided options of the
UML superstructure. Nevertheless, weobserved that these semantics are based
on the same semantical constructs. Depending on the domain, variants of
these semantical constructs are used. To achieve an understanding of the
semantics of activity diagrams independently from the domain, common
semantical constructs as well as the variants have to be analyzed. This en-
ables unification and tool support for defining domain specific operational
semantics for UML 2 activity diagrams.
We propose a foundation for a framework which enables composition of
operational semantics for activity diagrams. The composition is based on
fundamental semantic constructs with options enabling the definition of
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Figure 1: Complex system decisions
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domain specific variants. By our approach, a clear and intuitive operational
semantics for tool development can be composed which conforms to the in-
formal semantics description of the UML.
As an example, we introduce two tool developments based on particular
operational semantics composed in our approach. In both cases, activity di-
agrams are considered for the specification of system requirements during
the early development phase, which is used for validation. The semantics as
well as the tools are well evaluated at research projects and used for realistic
system developments. The first tool environment focuses on the modeling
of information systembehavior [Deynet et al., 2010]whereas the second tool
aims at the modeling of reactive system behavior [Knieke and Goltz, 2010].
2 Abstract Syntax of UML 2 Activity Diagrams
Activity diagrams are described by a directed graph [OMG, 2009]. Activity
edges can be labeled by guards. There are different kinds of action nodes
(see Fig. 2): Activities may invoke other activities using call behavior actions
where the call of an activity is indicatedbyplacing a rake-style symbolwithin
the node. Accept event actions are actions waiting for an event occurrence
triggered by send signal actions. UML provides seven kinds of control nodes,
e.g. for specifying parallel and optional flows. Flow final nodes destroy all
tokens that arrive at them while activity final nodes terminate all tokens in
an activity. An important improvement is the introduction of interruptible
activity regions for terminating the token flow in a portion of an activity by
traversing interrupting edges.
Definition 1 (Activity Node) The set of activity nodes N of an activity is a
union of disjoint sets: N = N act ∪˙ N c, where N act is a set of action nodes
and N c is a set of control nodes. The set of action nodes N act of an activity
is a union of disjoint sets: N act = N ba ∪˙ N cb ∪˙ N ss ∪˙ N ae where N ba is a set
of (basic) actions, N cb is a set of call behavior actions, N ss is a set of send
signal actions, and N ae is a set of accept event actions. We introduce the
sets ACT of action expressions, and Σ of events for the labeling of action
nodes. The set of control nodes N c of an activity is a union of disjoint sets:
N c = N init ∪˙ N afinal ∪˙ Nffinal ∪˙ N dec ∪˙ Nmerge ∪˙ N fork ∪˙ N join , where N init
is a set of initial nodes, N afinal is a set of activity final nodes, Nffinal is a set
of flow final nodes, N dec is a set of decision nodes, Nmerge is a set of merge
nodes,N fork is a set of fork nodes, andN join is a set of join nodes.
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Definition 2 (Activity) An activity α ∈ A is a tuple1 〈N, E, IAR, source,
target, action, guard, event, iar, interr 〉, where N denotes a set of activity nodes
and E a set of activity edges. IAR denotes a set of assigned interruptible ac-
tivity regions. source : E → N gives the source node of an activity edge,
and target : E → N gives the target node of an activity edge. The function
action : N ba → ACT gives an action expression a ∈ ACT as the labeling of an
action. An activity edgemay have a guard. The guard defines a condition for
the control flow. guard : E ⇀ B gives a boolean expression b ∈ B as the guard
on an edge. event : N ss ∪ N ae → Σ is a function for the labeling of a send
signal action/accept event action by an event σ ∈ Σ. The partial function
iar : N ∪ IAR ⇀ IAR returns for an activity node the interruptible activity
region by which it is directly surrounded. The function iar is also applied
on interruptible activity regions to support the modeling of nested regions.
interr : E ⇀ IAR is a partial function, which maps an interrupting edge to
the assigned interruptible activity region. The source node of an interrupt-
ing edgemust be in the region that is interrupted by the edge.
Definition 3 (Activity Diagram Specification) An activity diagram specifi-
cation AS is defined as a pair: AS = 〈A, p〉 where A is a finite set of activities,
and p is a function p : N cb → A from call behavior actions into activities of
A.
1Notational conventions: Symbol→ denotes a function, symbol⇀ denotes a partial func-
tion, symbol↔ denotes a bijective function, and⇒ denotes an implication.
Control nodes
Fork node / 
Join node
Initial node
Activity final node
Flow final node
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Event
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Action
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Activity name
Action 
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Activity edges
Activity groups
Interruptible activity region
With guard
[result==true]
Interrupting edge
Activity name
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Figure 2: Graphical elements of activity diagrams
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3 Fundamental Semantic Constructs
The semantics of activity diagrams is explained in terms of token flow rules
inspired by Petri nets [OMG, 2009]. Tokens of the UML activity specification
are located on elements of the abstract syntax. We use the term location to
describe places where tokens can reside. If a token is placed on a location, it
is called active location. Depending on the domain, locationsmay bemapped
to different positions.
Definition 4 (Locations) For an activity α, let L be the set of locations in α.
The assignment of a location to elements of the abstract syntax is done by a
domain-dependent bijective function loc (cf. Section 4).
Definition 5 (Enabled Edge) An activity edge e ∈ E may be enabled, (i.e. e
canbe traversed), if all assigned locations are active (according to the concept
traverse to completion). Depending on the domain, an edgemay be realized
as compound edge. A compound edge consists of a set of edges connected by
control nodes.
Definition 6 (Enabled Node) An activity node n ∈ N may be enabled, (i.e.
n can be executed), if relevant e ∈ E with n = target(e) are enabled.
3.1 Activity Invocation and Status
UML activities may be invoked by behavioral features (e.g. methods and
messages) or directly by other activities. During execution an activity has
a specific state. This state is defined among others by the active locations.
Concurrent execution may lead to multiple activations of a location at the
same time. Thus, we introduce a multisetM of active locations for describ-
ing the state of an executed activity.
An activitymaybe invokedmore thanonce concurrently. In our approach
the state of invoked activities is described by the term activity invocation (AI).
At execution of a call behavior action a subordinate AI is executed. One AI
may have more than one subordinate activity invocation. This is the case
at parallel execution. As depicted in Fig. 3 AIs and their relationships form
a hierarchy. When the execution of an activity is finished the control flow
returns to the caller.2 An activitymay call itself recursively. At this, activities
occur on various layers of the hierarchy. These prerequisites result in the
following semantic construct:
2For lack of space, we give a semantics for synchronous call behavior actions only.
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Definition 7 (Activity Invocation) AI is defined by a tuple 〈i, c, F,M〉, where
i is a globally unique identifier of the activity invocation, c defines the refer-
ence back to the caller of an activity invocation and may for instance point
to an action or an assigned location, F is the set of current subordinate activ-
ity invocations denoted by the corresponding invocation identifiers, andM
is the multiset of active locations of α.
:AD2
Syntax
ad1_1 : AI
ad2_1 : AI ad2_n : AI
:AD2
ad2_1_1 : AI ad2_1_n : AI
invocation
return
subordinate subordinate
subordinatesubordinate
return
caller 
 
AD 1
AD 2
Semantics
Figure 3: Hierarchy of activity invocations
Definition 8 (Status) A status Π for an activity diagram specification AS is
defined as a set of activity invocations. For instance, in Fig. 3 all depicted AIs
are part of the status.
Call behavior actions may lead to new AIs within a status, whereas final
nodes may remove AIs from a status.
Definition 9 (Initial Locations) At the beginning of the execution of an ac-
tivity invocation AI, certain locations are entered in AI. The set of so called
initial locations of an activity α is denoted asMα.
3.2 Internal and External Steps following a Global Clock
In order to provide a well defined execution sequence of UML activities it is
crucial to synchronize the processing of active locations. In our approach
this synchronization is realized by steps following a global clock. At a step
every active location is processed once. A step consists of an internal and an
external step. At the internal step active locations are moved from a node
to the outgoing edges. During the external step active locations are moved
from edges to the next node. Depending on the domain different realiza-
tions of the UML activity semantics are supported. For instance, an invoca-
tion of an activity may be initialized at the external or at the internal step.
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3.3 Step Algorithm
The execution of an activity model is described by a step algorithm. A step
is divided into two phases: Leaving nodes (internal step) and traversing en-
abled edges (external step). The main realization of the global clock with
an external and internal step is described by algorithm 1. The order of the
internal and external step is undeterminded.
Algorithm 1Global clock with an external and internal step phase
1: while TRUE do
2: Step preparation
3: Compute the contents of the internal step
4: Execute the internal step
5: Compute the contents of the external step
6: Execute the external step
7: endwhile
3.4 Interruptible Activity Regions
An important concept of UML activities supported by our approach is the
concept of interruptible activity regions (IAR). At the interruption of an IAR
by an interrupting edge, all included active locations are removed from the
multiset M of the associated activity invocation. Additionally all subordi-
nate activity invocations invoked by an included call behavior action are re-
moved from the status. IARs are allowed to be nested and several interrupt-
ing edges may be passed concurrently. In this case it is crucial to prioritize
the handling of interrupting edges. In our approach this is done by their
nesting. Inner IARs have less priority.
Algorithm 2 describes the computation of the external step. The compu-
tation is defined by the handling of enabled interrupting edges.
Algorithm 2Compute the contents of the external step
1: Compute themultisetEE of enabled edges
2: Compute themultiset IE of enabled interrupting edges
3: Remove all enabled interrupting edges, for which enabled interrupting edges
with a higher priority exist, from IE
4: if IE is not empty then
5: IE constitutes the step
6: else ifEE is not empty then
7: EE constitutes the step
8: else
9: external step is empty
10: end if
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The realization of the step preparation and execution depends on the se-
mantic options assigned to locations, activity invocations and the domain
specific definition of the external and internal step.
4 Domain Specific Semantics
4.1 Operational Semantics for Specifying Information Sys-
tems
At the validation of activity models for information systems the user of the
simulator may want to be involved at system decisions. To enable a track-
ing of the current decision locations have to be mapped to control nodes.
The following semantic options of the fundamental semantic constructs de-
scribed in Section3define the operational semantics for the information sys-
tem domain:
MappingVariant Loc. LetL be a set of locations in activityα. The bijective
function loc : {〈e, target(e)〉 | e ∈ E} ∪˙ {〈e, source(e)〉 | e ∈ E} ↔ L assigns
the locations to the begin and the end of activity edges. Fig. 4 depicts an
example action with locations at the associated edges.
a
Figure 4: Locationmapping variant for information systems
Mapping Variant Initial Locations. Mα of the activity invocation con-
tains all locations corresponding to the outgoing edges of an initial node.
Mapping Variant Enabled Edge. An edge ei ∈ E in an activity invocation
〈i, c, F, M〉 is enabled, iff the location loc(〈ei, source(ei)〉) is at least once inM.
Mapping Variant Enabled Node. A node ni ∈ N in an activity invocation
〈i, c, F,M〉 which is not a merge node is enabled, iff loc(〈e, ni〉) ∈ M for all
e ∈ E with ni = target(e). A merge node is enabled, iff loc(〈e, ni〉) ∈ M for at
least one e ∈ E with ni = target(e).
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StepAlgorithms. Algorithms 3, 4 and 5 describe the domain specific step
algorithms. At Fig. 4 the external and the internal step are shown by an ex-
ample. At the external step exactly one location ismoved from loc(〈e, source(e)〉)
to loc(〈e, target(e)〉). At the internal step one location of every incoming edge
of a = target(e) is removed and a is executed. After execution, one location
of every outgoing edge e′ of a is added toM .
Algorithm 3 Execute the external step
1: for all enabled edges ei and j = 〈i, c, F,M〉 of the external step do
2: M ←M 	 loc(〈ei, source(ei)〉) (multiset removal )
3: M ←M unionmulti loc(〈ei, target(ei)〉) (multiset sum)
4: if ei is an enabled interrupting edge belonging to an iar ∈ IAR then
5: delete fromM all locations situated in iar, and terminate all subordinate syn-
chronous activity invocations
6: end if
7: end for
Activity Node Execution. The behavior of an activity node depends on
the kindof thenode. In the following activity node executions are described:
A list of several basic action kinds and their behavior are described in
[Deynet et al., 2010]. Generally the execution of an activity node is followed
by algorithm 5, which adds tokens to the outgoing edges.
Let ni ∈ EN be the executed synchronous call behavior action and j =
〈i, c, F,M〉 be the assigned activity invocation. At the execution a new AI is
added to the status Π ← Π ∪ {〈i′, ni, ∅,M p(ni )〉} and i′ is added to the set
of subordinate activity invocations F ← F ∪ {i′} of j. In contrast to the
synchronous case, an asynchronous call behavior action is finished directly
after the AI is added to the status. At the execution of a send signal action
the user of the simulator gets a list of all activity invocations and the accept
event actions of these invoked activities. The user selects the desired accept
event action, which stores the signal in a buffer. An executed accept event
action ae waits until at least one signal is stored in its buffer. If this is the
case, one signal is removed from the buffer and ae is finished.
At the execution of a decision node a dialog is shown for simulating a sys-
tem decision (e.g. the user is logged in or not) by a user. The content of
the dialog depends on the guards of the outgoing edges. One guard can be
accepted by the user. Afterwards the execution is finished. Fork and join
nodes behave similar to decision nodes, in constrast the user can accept sev-
eral guards and edges without guard are accepted by default (see algorithm
5).
Let j′ = 〈i, c, F,M〉 be the activity invocation of the executed activity final
node. At the execution of the activity final node j′ is removed from the status
Π← Π \ {j′}, all subordinate synchronous activity calls and the current step
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Algorithm 4Compute and execute the internal step
1: Compute the set of enabled nodesEN
2: for all ni ∈ EN and j = 〈i, c, F,M〉 do
3: if ni ismerge node then
4: Let e be one edge with ni = target(e) and loc(〈e, ni〉) ∈M
5: M ←M 	 loc(〈e, ni〉) (multiset removal )
6: else
7: for all e ∈ E with ni = target(e) do
8: M ←M 	 loc(〈e, ni〉) (multiset removal )
9: end for
10: end if
11: Start execution of ni
12: end for
are terminated. If c 6= ∅ the execution of c is finished and j′ is removed from
the set of subordinate activity calls of F .
Algorithm 5 Finish the execution of a node
1: Let node ni be the node whose execution is finished
2: Let 〈i, c, F,M〉 be the activity invocation of the node execution
3: for all e ∈ E with ni = source(e) do
4: if e has no guard or guard is accepted by the user then
5: M ←M unionmulti loc(〈e, source(e)〉) (multiset sum)
6: end if
7: end for
Fig. 5 shows an example activity Y. Let a-g be basic actions and activity
invocation j = 〈0, ∅, ∅, {Y1, Y2}〉 be initialized at the execution of activity Y.
For simplification we assume that the execution of all actions take the same
time. Applying the step algorithm, M may be adapted corresponding to
the following sequence: {Y1, Y2}, {Y3, Y4}, {Y5, Y6}, {Y7, Y8}, {Y9, Y10}, {Y11,
Y12}, {Y12, Y13}, {Y12, Y14}, {Y13, Y15, Y16}, {Y14, Y17, Y18}, {Y15, Y16, Y19, Y20},
{Y17, Y18, Y21, Y22}, {Y19, Y20, Y23}, {Y21, Y22, Y24}, {Y23, Y25}, {Y24, Y26}. After
this sequence j is removed from the status.
4.2 Operational Semantics for Specifying Reactive Systems
Reactive systems are characterized by a steady interaction with the system’s
environment and are often composed of multiple interacting subsystems.
Thus, we enable the user to interfere with the system by inducing events like
pushing a button, or operating some input device. Events can be received
by accept event actions which may trigger the execution of activities. We
have defined an action language which is executed by the execution engine
[Knieke and Goltz, 2010].
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Figure 5: Activity diagramwith locations and example workflow
The token flow semantics differs from the semantics for information sys-
tems from Section 4.1. Here, action execution is done by the system accord-
ing to predefined operations. Thus, we place a location on the nodewere the
systemmay reside in during execution of the action node (see Fig. 6).
a
Figure 6: Locationmapping variant for reactive systems
Mapping Variant Locations. For an activity α, let L be a set of locations
in α. Let N′ = N act ∪ N init be the union of sets of action nodes, and initial
nodes in α and E′ = {e ∈ E | source(e) = n,n ∈ N′} be a set of edges outgoing
from nodes of N′. Locations are assigned to nodes and edges by a bijective
function loc : N′ ∪ E′ ↔ L that gives a location of L for each node of N′ and
for each edge of E′.
MappingVariant Initial Locations. Mα contains locations of initial nodes
and of accept event actions which have no incoming edges, and which are
not located in an interruptible activity region.
In contrast to the operational semantics for information systems, the user
is not involved in the evaluation of guard conditions at control nodes like
decision nodes. Thus, multiple control nodes between two action nodes can
be evaluated all at once. Hence, we do not need locations on control nodes.
During a step, sets of actions linked by control nodes are traversed which we
call compound edges. A compound edge (CE) is a set of edges that are linked
by AND (fork/join) and OR (decision/merge) nodes.
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• If an edge in a compound edge enters or leaves an AND node, then ev-
ery edge that leaves or enters the AND node is part of the compound
edge.
• If an edge in a compound edge enters (leaves) an OR node, then there
is exactly one edge in the compound edge that leaves (enters) the OR
node.
Mapping Variant Enabled Edge. Let AS be an activity diagram specifica-
tion and Π a status ofAS. A CE in an activity invocation 〈i, c, F,M〉 (denoted
by cei) is enabled, iff its locations are at least once inM and the guard is eval-
uated to TRUE.
The set of locations associated with the edges of ce is denoted by •ce and
ce• denotes the set of locations entered after ce has been traversed.
Step Algorithms. Next, we give a domain specific realization of the phases
of algorithm 1 (p. 7). As the computation of the external step is generally
defined in algorithm 2, we define the phases step preparation, computa-
tion/execution of internal step, and execution of the external step by algo-
rithms. Wehave adopted somegeneral principles from [Harel and Naamad, 1996]
in defining a step, e.g. reactions to event occurrences canbe sensed only after
completion of the step, and events live for the duration of one step only, the
one following that in which they occur [Knieke and Goltz, 2010]. At the step
preparation phase, external event occurrences are added to the list of inter-
nally generated events and values of data-items implied by external changes
are adjusted.
Actions that have finished execution since the last step, as well as initial
and object nodes entered in the last step are left by executing the internal
step.
Algorithm 6Compute and execute the internal step
1: for all 〈i, c, F,M〉 ∈ Π do
2: Let S ⊆M be amultiset of locations l fulfilling the following prerequisites:
3: l is assigned to a node n
4: n is action node⇒ action execution has finished
5: n is call behavior action node (synch.) ⇒ invocation has returned
6: n is accept event action node⇒ appropriate event occurred
7: for all s ∈ S do
8: Update the variables affected by action execution
9: Remove s fromM
10: Add all locations l′ of the outgoing edges of the node of s toM
11: end for
12: end for
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Algorithm 7 Execute the external step
1: for allCEs cei and j = 〈i, c, F,M〉 of the external step do
2: M ←M 	 •cei (multiset removal )
3: if IAR is interrupted by enabled interrupting CE then
4: delete fromM all locations situated in the IAR, and terminate all subordinate
synch. activity invocations
5: end if
6: if a target node of cei is an activity final node then
7: Π ← Π \ {j}, terminate all subordinate synchronous activity calls, and ter-
minate the step
8: if c 6= ∅ then
9: return to the calling activity invocation
10: end if
11: end if
12: M ←M unionmulti ce•i (multiset sum)
13: if IAR is enabled in j then
14: accept event actions that that do not have incoming edges are enabled
15: end if
16: Start execution of entered action nodes
17: if synchronous call behavior action t entered in j then
18: Π← Π ∪ {〈i′, loc(t), ∅,M p(t)〉}
19: F ← F ∪ {i′}
20: end if
21: if send signal action entered in j then
22: generate internal event occurrence for the next step
23: end if
24: end for
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Fig. 7 shows an example activity Y. Let a-g be basic actions and activity
invocation j = 〈0, ∅, ∅, {Y1, Y2}〉 be initialized at the execution of activity Y.
For simplification we assume that the execution of all actions take the same
time. Applying the step algorithm, Mmay be adapted corresponding to the
following sequence: {Y1, Y2}, {Y3, Y4}, {Y5, Y6}, {Y7, Y8}, {Y9, Y10}, {Y11, Y12},
{Y13, Y13, Y14, Y14}, {Y15, Y15, Y16, Y16}, {Y17, Y17}, {Y18, Y18}. After this se-
quence j is removed from the status.
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Figure 7: Activity diagramwith locations and example workflow
5 RelatedWork
[Eshuis, 2002] proposes the use of UML 1.x activity diagrams for workflow
modeling. Eshuis presents anoperational semantics influencedby statecharts
semantics and provides tool support for verification. However, Eshuis refers
to UML 1.x and omits a number of interesting elements including hierarchy.
Eshuis regards actions as a kind of external behavior executed by actors.
[Störrle and Hausmann, 2005] investigates themapping of UML 2 activity
diagrams to Petri nets as the UML standards 2.x explicitly refer to Petri nets
when explaining the semantics of activity diagrams. Störrle shows that a ho-
mogeneous transformation of the rich set of concepts of activity diagrams to
an establishedPetri net variant is far from trivial. In [Störrle and Hausmann, 2005],
it is shown that concepts like call behavior actions or interruptible regions
cannot be handled in the sameway as basic actions and simple control nodes
when transforming them to Petri nets.
In an alternative approach, [Sarstedt, 2006] define the token flow seman-
tics of UML 2 activity diagrams using Abstract State Machines (ASM) (cf.
[Börger and Stärk, 2003]). Sarstedt’s formal definition covers most elements
of UML 2 activity diagrams dealing with control and data flow, signal han-
dling, nested interruptible activity regions, and buffering. The ASM formal-
ization serves as a semantic basis for a simulation environment for embed-
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ded system design: [Sarstedt, 2006]models the structure of embedded appli-
cations by UML 2 class diagrams. The behavior of a class is specified in an
associated ActiveChart.
[Engels et al., 2007, Engels et al., 2009] use dynamicmetamodeling to de-
scribe the behavioral semantics of UML activity diagrams. Dynamic meta
modeling extends the metamodel defining the syntax of a modeling no-
tation [Soltenborn and Engels, 2009]. The extended metamodel – the so-
called runtime metamodel – provides concepts for describing states (configu-
rations) of an executedmodel: The configurations are described by themod-
els itself extended by information on the currently active elements. The
graph transformation rules specify how to transit to the next configuration
by modifying instances of the runtime metamodel. Thus, the graph trans-
formation rules correspond to the step algorithm defined in the previous
section.
In [Staines, 2010] a formal mapping from activity diagrams to Petri nets
based on Triple Graph Grammar (TGG) rules is defined as an extension of
Störrles approach. Unlike Störrles simple mapping, TGG rules constitute a
model-to-model transformation. In addition, the transformation is executable
and allows for the construction of complex rules for supporting semantically
intricate constructs. [Staines, 2010] define the mapping for simple place/
transition nets. For applying the TGG approach to the complete language el-
ements of activity diagrams, additional classes of Petri nets have to be taken
into account. However, it is still an open question, whether a unique class
of Petri nets exists that can serve as a foundation for the transformation sup-
porting all elements of UML 2 activity diagrams and for which analysis tools
are available.
[Grönniger et al., 2010] define a formal semantics for a subset of activity
diagrams which allows for a domain-specific interpretation of activity di-
agrams: variants determine which system entities make up a diagram in-
stance. They focus on rather low-level interpretations of activity diagrams
as simple action or method executions. Advanced constructs like interrupt-
ible activity regions are currently not supported. The semantics is encoded
in a theorem prover as a basis for verification [Grönniger et al., 2010, p. 5].
In contrast, our algorithmic definitions of the semantics aim at tool devel-
opment for fully executable models. [Grönniger et al., 2010] do not handle
conflicts/interferences whichmay arise if multiple instances of activities are
executed concurrently [Grönniger et al., 2010, p. 8]. Furthermore, their vari-
ation points concerning the token flow semantics are not able to support the
concept of compound edges w.r.t. complex concatenations of control nodes
(e.g. decision and fork) which will not be traversed instantaneously accord-
ing to [Grönniger et al., 2010].
Finally, wemention approaches defining a composable semantics formodel-
based notations (e.g. [Niu et al., 2002]). In [Esmaeilsabzali and Day, 2010]
a formal framework to define the semantics of Big-Step Modelling Languages
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(BSMLs) is described. A BSML is a language in which a model can respond
to an input of the environment via a sequence of small steps, each of which
may consist of the concurrent execution of a set of transitions
[Esmaeilsabzali and Day, 2010]. The semantics ofmany BSMLs can be decon-
structed into eight high-level semantic aspects and their semantic options.
As an example, a set of semantic options of the STATEMATE-semantics of stat-
echarts is given [Esmaeilsabzali and Day, 2010]. The semantic framework for
deriving a formal semantics of a BSML defined in
[Esmaeilsabzali and Day, 2010] contains a set of parameters. By adjusting these
parameters, an executable BSML-semantics can be derived.
6 Conclusion
In this paper, we analyzed common semantical constructs and possible op-
tions for the definition of operational semantics for activity diagrams. At
this, we introduced a foundation for a framework, which uses these funda-
mental semantic constructs for the composition of operational semantics.
The provided options of these contructs go beyond the capabilities of the
UML superstructure. Two examples demonstrate the applicability of the ap-
proach. For the information system domain locations at control nodes en-
able an involvement of the user in system decisions. The semantics for the
reactive systems domain enable, for instance, an exact concurrent execution
by the definition of compound edges. Both semantics supports new UML
2.0 features like hierarchy and signals. This paper focuses on control flow
of activity diagrams. As a future work common semantic constructs for the
description of data flow will be considered in detail.
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