Abstract-In this paper, we consider the problem of detecting a random spatially distributed signal source by an array of sensors. We start with an approximate likelihood ratio (LR) detector and analyze its performance. Using the generalized likelihood ratio (GLR) approach, we then derive detectors under several assumptions on the available statistics. The performance of these detectors is evaluated, and the effect of the angular spread of the source is investigated. The detection performance behaves differently under different scenarios. We notice that the degrees of freedom (DOF) of the distributions of the detection statistics depend on both the signal angular spread and the number of data snapshots. Specifically, at a high SNR level and with small degrees of freedom, an increase of angular spread improves the detection performance. However, with large degrees of freedom, the increase of angular spread reduces detection performance. We provide a detailed discussion of the behavior of detection performance under various conditions. A comparison between the GLR detectors and conventional beamformer detectors is made by computer simulations. The results indicate that the GLR detectors perform better as the angular spread becomes large than that of the conventional beamformer detectors.
I. INTRODUCTION
A LARGE class of modern array processing techniques are designed for point sources, i.e., spatially discrete sources of acoustic or electromagnetic energy. In many practical situations, the transmitter is best modeled as a distributed, rather than a point source. The distributed sources appear to have certain angular spread with a mean direction of arrival (DOA). The point source model is only an approximation of the practical situation when there is a large distance between the source and the receiver array. The principal mechanism for making the source appear to be distributed in space is diffuse (unresolvable) and specular (resolvable) multipath caused by scattering of the propagating waves. For instance, experimental results obtained in urban wireless communications reported significant angular scattering distributions due to local scattering and reflection from mobile stations [2] , [10] , [12] and base stations [7] , [17] . The characterization of the power azimuth spectrum shows that angular spreads as large as 25 have been observed. The amount of angular spread is highly dependent of the scattering around the mobile, the height of the base station, and the distance between the base station and the mobile station. A secManuscript received July 18, 2002 ; revised August 12, 2003 . This work was supported by the Office of Naval Research under Grant N00014-01-1-0075. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Alexi Gorokhov.
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Digital Object Identifier 10.1109/TSP. 2004.827196 ondary, but equally important, mechanism is transmitter motion. If the source moves significantly during the observation interval (or coherent integration time), it will appear to be distributed rather than discrete. This is a typical scenario in sonar application where large number of sensors are used to obtain narrow beams. The moving acoustic sources may travel across several beams during an observation time [6] . Angular spread has a significant impact on any array processing algorithms [20] . For instance, the signal to noise ratio gain (SNRG) of the array reduces as the angular spread increases [8] , causing possible performance degradation.
In passive array signal processing area, the problems under study concern the extraction of information from measurements using an array of sensors. Given the observations of the sensor outputs, the objective is to estimate the unknown parameters associated with the waveforms corrupted by noise. To this end, we start with a simple and computationally efficient detection scheme. If the "noise only" hypothesis is rejected, other algorithms are used to estimate the number of the sources and their unknown parameters, such as range and bearing.
Prior work on distributed sources focuses primarily on source localization and DOA estimation (see, e.g., [1] , [4] , [19] , and [23] ). Estimation of the number of distributed sources has also been studied in [1] . Subspace detectors have been studied in [18] and [21] for the cases where the signal lies in a deterministic subspace. More recently, the case of detecting Gaussian signals with a low-rank covariance matrix is studied in [15] , and matched subspace detectors are developed based on the generalized likelihood ratio (GLR) principle.
In both cases, the subspace in which the signals lie is assumed to be known; in other words, the dimension and rank of the signal subspace are assumed to be known a priori. However, this assumption does not hold in practical situations. The rank, orientation, and strength of the signal subspace vary along with the signal angular spread, DOA, and the energy distribution function. In this case, the unknown parameters may be estimated based on the maximum likelihood principle.
In this paper, we develop detectors for distributed sources and study their performance, which is dependent of the angular spread. We first look at the case where all the parameters are known. In this case, the likelihood ratio detector can be approximated as a subspace beamformer. The detection performance depends on the distribution of the detection statistics and the sensor SNR. The degrees of freedom (DOF) of the detection statistics are determined by the angular spread and the number of data snapshots. If we fix the number of data snapshots, we show that the increase of angular spread reduces the mean of the detection statistics, which degrades performance, and at the same time reduces its variance, which improves performance. Within a certain range of DOF, detection performance improves as the angular spread increases, up to a point, and then decreases slowly.
Next, we consider the case where various parameters, such as the signal direction, its angular spread, its power, and the noise power, are unknown. We derive the GLR detector and evaluate its performance by computer simulation. We show that the GLR detector has a significant performance advantage compared with the conventional beamformers as the angular spread becomes large.
The rest of the paper is organized as follows. In Section II, the signal model for a distributed source is presented and the detection problem is formulated. In Section III, various detectors are discussed, and the detection statistics are derived. The performance analysis is presented in Section IV. Finally, the computer simulation results that serve to illustrate the behavior of the detectors are presented in Section V.
Notation: Vectors (matrices) are denoted by boldface lower (upper) case letters; all vectors are column vectors; superscripts denote the complex conjugate transpose; denotes the identity matrix; denotes the statistical expectation; denotes the matrix determinant; denotes the vector (matrices) Frobenius norm; Tr denotes the trace of a matrix.
II. PROBLEM STATEMENT

A. Signal Model
We assume that we have an array with sensors with an array response vector , where denotes azimuth. The array and all the sources are assumed to be in the same plane. We are also assuming a narrowband model for all the signals, and all the signals are defined in baseband. The signal received by the array from a single source is modeled as (1) where is the array output at sample time . is the signal received at the array elements, assumed to be complex Gaussian with zero mean and covariance , where is the total signal power.
will be defined in (3) . is complex Gaussian noise with zero mean and covariance . The signal and noise are assumed to be uncorrelated from sample to sample. The correlation matrix of the observation vector is given by (2) where the signal covariance matrix is given by (3) where is the source azimuth angle, and is the source angular spread with . is the array manifold at angle . is normalized so that Tr . is the spatial energy distribution of the source at azimuth . More specifically, we may assume that with . The shape of the energy distribution function depends on the angular spread parameter . When , is a unit pulse. As increases, the energy distribution function becomes wider. For simplicity, we consider in the following an uniformly distributed source model, i.e., otherwise.
(4)
One can also consider a Gaussian type distribution such that otherwise.
(5)
B. Signal Subspace
By performing an eigen-decomposition of matrix , we get (6) where
Here, consists of the largest eigenvalues of in descending order, and contains the corresponding orthonormal eigenvectors. If is a low-rank matrix with rank , then . More generally, we will assume that can be approximated by a rank matrix. The number of dominant eigenvalues may be defined as the minimum number of eigenvalues whose sum exceeded , where is close to unity (e.g., ). Thus (8) The range space of is called the signal subspace , and its orthogonal complement, called the noise subspace, is spanned by . The effective rank of subspace is the number of dominant eigenvalues. The case where corresponds to a point source where the rank , and signal covariance becomes . We notice that the effective rank of the subspace is approximately equal to the normalized angular spread by its beamwidth for a uniform spatial distribution. Fig. 1 depicts the effective rank as the angular spread changes for different size of the linear array for uniform and Gaussian-type distribution functions, respectively. For the uniform distribution, there exits a quite good match between the effective rank and the normalized angular spread, although this match degrades a bit for the Gaussian-type distribution functions. Furthermore, it is interesting to look at the profile of the eigenvalues for the uniform distribution function. As is shown in Fig. 2 , the dominant principal eigenvalues concentrate within a small range. This observation suggests that we could assume that the dominant eigenvalues are approximately equal for a uniform distribution function under some circumstances. 
C. Detection Problem
The problem considered in this paper is of detecting a random Gaussian signal in the presence of noise and interference. The detection problem is to decide between the null hypothesis (9) and the alternative hypothesis (10) The covariance matrix of the array output under and is , and defined in (2), respectively. Let us assume for the moment that the interference has characteristics similar to that of the noise and can therefore be absorbed into the noise , where is a known positive definite Hermitian matrix, the detection is preceded by a prewhitening filter . We will still have binary hypotheses with being a whitened data vector. Consequently, we assume that the noise vectors are independent and identically distributed. The case of unknown structured interference will be presented elsewhere.
By grouping all the snapshots of observation vectors into an observation matrix , we have , where the signal matrix and noise matrix . The detection statistics depend on a set of parameters (11) When all the parameters are known, this is a standard detection problem whose optimal solution is the likelihood ratio detector [22] . When the parameters are unknown, we will use the GLR approach [13] , involving the replacement of unknown parameters by their maximum likelihood estimates under each hypothesis. There are several detectors that can be constructed depending on which parameters are known or unknown. We will not consider in exhaustive detail all possible combinations. Instead, we consider the GLR detectors that are the counterparts of conventional beamformers with the same set of unknown parameters so that a fair comparison between the GLR and the corresponding beamformer detectors can be made.
The detection problems to be considered in this paper are listed in Table I . The Type I detector assumes that all the parameters are known and is used as a reference. Types II and IV and Types III and V are compared when and are unknown, respectively. The beamformer detectors (Types IV and V) are designed under the assumption of point sources (zero angular spread).
III. DETECTORS
We assume that the received signals under the null and alternative hypothesis are complex Gaussian with zero mean and covariance and , respectively, and that the probability density functions (PDFs) for the observations are given by [3] Tr (12) Tr (13) where is the sample covariance matrix. We emphasize that we do not impose the constraint that . In other words, the detection can be carried out based on a single measurement or multiple measurements . In an underwater acoustic scenario, large aperture arrays are often used to obtain narrow beams. The number of sensors can be in the hundreds. Therefore, detecting acoustic sources based on a few data snapshots becomes a typical problem, in which case, the sample covariance matrix is not full rank (see, e.g., [6] ). Based on the Neyman-Person theorem, when all the parameters are known, the optimal detector is the logarithm of the ratio of the likelihood functions. This log-likelihood ratio takes the form Tr (14) Next, we consider the case where some parameters are unknown. The unknown parameters under and are denoted by and , respectively. In this case, the detection statistic is given by the GLR [13] ( 15) or its logarithm Tr (16) where and are the parameter values that maximize the likelihood function under and , respectively. In Sections III-A-C, we consider in more detail the structures of the different detectors introduced earlier. We start with the Type I detector as the optimum detector. The GLR detectors and the beamformer detectors will be discussed afterwards.
A. Subspace Beamformer-Type I
Ignoring the constant term , we can write (14) as follows:
Tr (17) where (18) where is defined in (11) . The above decomposition of is possible because is a non-negative definite matrix. In general, is a matrix, where . The rank of depends on the rank of the signal covariance matrix . Utilizing (2) and (8), we obtain (19) Employing the matrix inversion lemma, we obtain (20) Hence, we can rewrite (18) as follows: (21) and then, the subspace matrix is a matrix (22) If the signal subspace is indeed low rank with rank , the approximation sign is replaced by an equality sign. This leads to an interpretation of the LR detector as a bank of beamformers. We emphasize that in general, this subspace beamformer is an approximation to the true LR detector. In our case, the noise covariance matrix , which leads to a simpler form
We denote as an output matrix of the beamformers, or
where . We will refer to this as a "subspace beamformer" (see Fig. 3 ) to distinguish it from the conventional beamformer, where is a vector. The detection statistic is given by Tr
where is the sum of squared magnitudes of the subspace beamformer outputs. A plot of the normalized array directional pattern in decibels for a 20-element linear array is given in Fig. 4 . The array pattern of the subspace beamformer shows a dropoff of 6 dB, which reflects an SNRG reduction. A more detailed analysis is provided in Section IV-A. The detection statistic is distributed as a weighted Chi-squared random variable (see Section IV-B for details).
B. GLR Detectors
Type II: In this case, the unknown parameter needs to be estimated. Note that the likelihood function under is independent of , and thus, it needs to be estimated only under . The detection statistics are constructed as follows by maximizing argument : Tr (26) where . The estimation is done by a numerical maximization over the range (or for a linear array), and , where is a predetermined angular spread range. The maximization is carried out by the following steps.
• Step 1. We divide a two-dimensional search range into small grids. The size of the grid is a fraction of an array beamwidth. We choose and , where , . We find that , produce quite reliable results.
• Step 2. For every pair of , is constructed based on (3).
• Step 3. The detection statistic is evaluated.
• Step 4. This process is repeated, and the largest value of is selected. Type III: In this case, all the parameters are unknown. The ML method requires a nonlinear optimization. The detector searches the global maximum of the likelihood function over the unknown parameter sets. The maximization can be carried out as follows: (27) where the SNR . We first maximize likelihood function over , assuming that are known. We then maximize the result over . We find it convenient to reparameterize as . This reparameterization does not alter the maximum of the likelihood function in that there is a one-to-one mapping between the two parameter sets.
The derivation of the maximum likelihood estimators of is provided in Appendix for a fixed . The GLR takes the form Tr Tr (28) Taking the logarithm of the equation above leads to the following detection statistics:
where . In summary, the maximization is carried out as follows.
• Step 1. Follow Steps 1 and 2 for the type II detector.
• Step 2. For each pair of , a one-dimensional search over is carried out to select the maximal value of . The search can be implemented through a binary search or an exhaustive search.
is a predetermined search range.
• Step 3. This process is repeated for all the values of , and the largest value of is selected.
C. Beamformers
Type IV: This beamformer searches for the maximum energy by sweeping over all possible directions. This is the optimal solution (maximum likelihood) for point sources. However, if the source is distributed, only a fraction of the energy is captured by the beamformer. Consequently, a degradation in performance will occur. For a linear array, the beamformer searches over . The detection statistic is
where , and is the steering vector pointing to direction . The implementation of this beamformer detector is quite straightforward. The beamformer detector is a normalized steering vector. The maximal value of detection statistic is chosen by sweeping the beamformer from to .
Type V: This is a constant false alarm rate (CFAR) beamformer similar to the matched subspace detector in [22] . This beamformer searches the maximum energy output over the range . The signal energy is divided by an estimate of the noise variance that is calculated by projecting the array output on the subspace orthogonal to the rank 1 steering vector. To exclude the signal power that "leaks" through the beams adjacent to the main beam, we estimate the noise power from beams that are further away from the main beam. For example, we can choose to exclude the beams adjacent to the main beam, where is a predetermined angular spread range. This seemingly ad hoc approach is a modified maximum likelihood estimate of the noise variance. It is well known that the estimate of noise variance is given by [16] (31) where is the signal subspace, and is the rank of the signal subspace. The accuracy of the noise estimate will degrade when a smaller subspace is used due to the leakage of the signal power onto the noise subspace. Hence, we construct a subspace so that the signal power is excluded from the estimation. In other words, a subspace is generated. The power that is projected onto the null space of is considered to be the noise power, i.e., Tr
where is the projection matrix on , and .
is the rank of . The detection statistic of this CFAR detector is given as follows:
The implementation of this detector involves three steps.
• Step 1. For every angle , we construct a projection matrix . A subspace and a null projection matrix are constructed accordingly.
• Step 2. The detector output is evaluated based on (33) for every angle .
• Step 3. The largest value of is selected.
IV. PERFORMANCE ANALYSIS OF THE TYPE I DETECTOR
In this section, we analyze the performance of the proposed type I subspace beamformer by developing analytical expressions for its SNRG and the receiver operating characteristics (ROCs).
A. SNRG versus Angular Spread
SNRG is defined as the ratio of the array output to input SNRs. For point sources, the SNRG depends on the number of sensors. For a linear array with sensors SNRG . Next, we derive the SNRG for the subspace beamformers. The subspace beamformer output is (34) Let the output SNR (SNRO) be the average signal power divided by the average noise power at the beamformer output (41) where are the eigenvalues of . As a straightforward extension of the results in [5] from real numbers to complex numbers, the quadratic form is distributed approximately as a scaled Chi-squared random variable, or , where the scaling factor and the degrees of freedom are given by (42) Plugging (41) into (42), we obtain (43) (44) Utilizing the Jacobian transformation, we can show that the pdf of detection statistics is . Note that the absolute sign can be ignored because is a positive number. This leads to an approximation of the probability of false alarm and probability of detection (45) where the distribution function is given by
Let denote cumulative distribution function of a Chi-squared random variable with degrees of freedom, and let be the inverse function of . Therefore, the false alarm probability and detection probability of quadratic form can be written as (47) For a fixed level of false alarm rate, we have a closed-form expression of detection probability (48) Later, the computer simulation shows that the analytical result (the lines) matches the Monte Carlo simulation result (the markers) quite well for different number of measurements, signal angular spreads, and false alarm rate (see Figs. 5-7) . The asymptotic performance of as is sufficiently large can also be obtained in that the Chi-squared distribution with degrees of freedom tends to become a Gaussian normal distribution with mean and variance . Hence, when is 
C. Required SNR (RSNR)
The ROC describes the behavior of detection probability as the SNR changes given a probability of false alarm . To compare different detector performance, it is sometimes convenient to define a scalar performance measure, rather than use the entire ROC curve. We define the required SNR (RSNR) as the SNR needed to produce a target detection probability at a given false alarm rate.
Another quantity of interest is the output SNR RSNR SNRG required to achieve the same target for a fixed . From (47), we obtain . Further simplification leads to (50) This is the RSNR. The general behavior of the quantity RSNR depends on the eigenvalues, which has certain distributions [11] . Equation (50) is quite complicated. To gain some insights of this quantity, we look at the case where all the principal eigenvalues of are approximately equal, i.e., , . This approximation is certainly not accurate but serves for simplicity purposes to illustrate the performance of RSNR as the degrees of freedom changes. A more accurate result may be obtained by a numerical approach. With this assumption, we have , . Let denote the degrees of freedom, and after some algebraic manipulations, we get RSNR , and the quantity output SNR is given as RSNR SNRG (51) The quantity RNSR, which is a function of , can be easily evaluated by numerical method. For a fixed , Fig. 8 depicts the RSNR for different values of degrees of freedom and . To eliminate the effect of size of the linear array, we multiply the RSNR by array size . It is easy to see that the normalized RSNR (e.g., RSNR) is a quantity that depends on the degrees of freedom , and . This observation indicates that although the increase of the angular spread causes a reduction of SNRG, it changes the distribution of the detection statistics by increasing its degrees of freedom. This figure also explains the different behavior of detection performance, as is depicted in Figs. 5 and 6 . Detectors operating in a meaningful detection range require a large target . In this case, the RSNR performance improves as the degrees of freedom increase to a certain point, and then, it starts dropping. Large or large angular spread gives rise to an asymptotic performance of the RSNR. As the degrees of freedom become large, either due to a large number of measurements or large angular spread, the detection performance degrades, but the degradation is not significant.
V. NUMERICAL EXAMPLES
In this section, we present computer simulations to illustrate the analytical performance results discussed above. We consider a uniform linear array with sensors and half a wavelength spacing. The array manifold is given by , where is the wavelength of the received signals, is the element spacing, and is the azimuth angle. We find that it is convenient to normalize the angular spread by the array beamwidth (BW) [14] . We choose ; thus, the beamwidth of this linear array is 6.03 . We assume that the source is located at 20 relative to the broadside of the array. Throughout the simulation, the probability of false alarm rate and the target detection probability are set to and . We are interested in the case where there are a few snapshots available for detection; this is typically the case when the source is moving in underwater acoustic scenario so that the number of data snapshots is limited. In the simulation, we will study the cases where and , respectively. A more detailed discussion of detection by multiple measurements is provided in [9] . The Monte Carlo simulation used 10 000 trials for each SNR.
A. ROC, RSNR, and SNRG for Type I Detector
Figs. 5-7 depict the probability of detection of a type I detector for different angular spreads , false alarm rate , and number of measurements . The figures show both the analytical results using the formulas presented earlier and the Monte Carlo trial results. We observe that there exists a very good match between the two sets of results. We notice that the behaviors of the are quite different when multiple measurements are used compared with that of the single measurement detection. For single measurement (see Fig. 5 ), there is a crossover point of ROC curves for different angular spreads. We observe that as the angular spread increases from 0 to 30 , the detection probability performance improves up to a point, and then, it starts decreasing. However, when multiple measurements are used, the detection performance drops as the angular spread increases (see Fig. 6 ). This phenomenon is due to the change of the shape of the PDF whose degrees of freedom are affected by both the angular spread and the number of measurements. An alternative way of looking at this phenomenon is by studying the RSNR curves, as depicted in Fig. 8 . Fig. 9 depicts the behavior of SNRG and RSNR versus the angular spread. The SNRG plot decreases monotonically from 13 to 1 dB as the angular spread increases from to . The output RSNR (RSNR SNRG dashed line) shows a performance improvement caused by the change of the PDF of the detection statistics as the angular spread increases. As the angular spread (and the effective rank of the detector subspace) increases, the PDF of the detection statistics becomes a Gaussian distribution. Once the PDF is sufficiently close to Gaussian, no more improvement occurs. The RSNR plot, which is the difference of these two plots, decreases up to a point and increases afterwards.
B. RSNR and SNRG for Detectors with an Angular Spread Mismatch
In this example, we examine the effects of angular spread mismatch on detection performance. In Fig. 10 , the upper plot depicts the SNRG loss factor defined as the ratio of the SNRG for a subspace beamformer using an incorrect angular spread to that of a beamformer that uses the correct angular spread of 20 . The plot shows that as the assumed angular spread becomes larger than the correct one, the loss increases. This is due to the fact that the noise power projected on the detector subspace is proportional to the effective rank of the subspace, which increases with the assumed angular spread. The lower plot depicts RSNR loss factor as the assumed angular spread changes. The detector with the correct angular spread has the best performance. The conventional beamformer detector assumed a zero angular spread and experienced a loss of approximately 7 dB in this case.
C. Detection Performance versus Angular Spread for the GLR and the Beamformer Detectors
For a fixed false alarm rate , we study the detection probability of various detectors. The GLR detectors search over ranges of direction and angular spread to find the maximal value of likelihood function. The search is carried out over the range and , where is set to be 60 . Figs. 11 and 12 depict and RSNR versus angular spread for different detectors with single measurement
. The results show that when the angular spread is small, the there is little difference between the GLR detectors and the beamformer detectors because the source appears to be a point-like source. The main beam of the beamformer detectors is able to capture all the energy comingfromthesource.Actually, theGLR detectorshaveslightly worse performance than that of the conventional beamformer detectors due to the excessive search, which results in an increase of detection threshold. As the angular spread gets larger, the performance of both the GLR detectors and the beamformer detectors degrades. However, the degradation of the beamformer detector is much more significant than that of the GLR detectors. Hence, in the case of large angular spread, the GLR detectors demonstrate a better detection probability than the comparable beamformer detectors.WealsoplotthetypeIdetectorasareferenceinorder tosee how much performance dropoff that occurs for other suboptimal detectors.
Next, we study the detector performance when multiple measurements are used. In Figs. 13 and 14 , we compare the detection probability and RSNR for the Type I, II, III, IV, and V detectors with data snapshots. We observe that the detection performance in this case appears to be quite different than that with a single measurement. With multiple measurements, as the angular spread increases, the detection performance degrades monotonically. This observation suggests that large degrees of freedom, caused either by multiple measurements or by a large angular spread, bring down the detection performance. Nevertheless, the performance of the beamformer detectors degrade faster than that of the GLR detectors. The simulation results in Figs. 13 and 14 demonstrate that the GLRs have better performance than the beamformer detectors as the angular spread increases.
VI. CONCLUSIONS
In this paper, we studied GLR-based detectors for spatially distributed signal sources. The analysis and computer simula-tion demonstrate that the performance of GLR detectors is better than that of conventional beamformer detectors, which are designed for point sources. The performance difference increases as angular spread increases. 
