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Este trabalho pretende contribuir para as áreas da visualização e edição criativa de 
vídeo, criando novas formas de visualização de vídeos. Os vídeos são constituídos por 
imagens, texto e áudio que variam ao longo do tempo, constituindo informação muito 
rica mas que ao mesmo tempo é muito complexa. Esta complexidade oferece um 
desafio a explorar, e a visualização surge como uma forma de exploração e ajuda para 
simplificar o acesso à informação contida nos vídeos. Com essa informação podem ser 
criados espaços de vídeo que podem ser usados como plataforma de suporte à expressão 
da criatividade e como suporte a tarefas de edição, através de funcionalidades como 
pesquisa e organização de vídeos. Nesse sentido foi desenvolvido um ambiente 
interactivo para visualizar e explorar espaços de vídeo com ênfase em aspectos da cor e 
movimento dos vídeos, por serem propriedades visuais importantes, tanto a um nível 
individual como colectivo – o ColorsInMotion. 
Este sistema é constituído por dois módulos: o Video Analyzer e o Viewer. No 
Video Analyzer são postas em prática técnicas de processamento e análise de vídeo e 
são criadas visualizações em diferentes espaços de cor, permitindo ver diferentes 
perspectivas sobre os resultados. No Viewer dá-se ênfase à visualização interactiva, 
permitindo ao utilizador navegar num espaço de vídeos e explorá-lo, tanto a nível 
colectivo como individual, de forma criativa. No Viewer é possível efectuar pesquisas 
por cor, servindo também como um sistema de organização, permitindo explorar 
ligações entre os diferentes vídeos, neste caso, num contexto cultural, com vídeos de 
dança e música de vários países. Também foram exploradas várias formas de interacção 
com o sistema, como a interacção por detecção de cor e a interacção gestual, que são 















This work intends to make a contribution in the field of creative video editing and 
visualization, developing new ways to visualize videos. Videos are made of images, text 
and audio all combined and changing with time, making for information, that is, at the 
same time, very rich and very complex. This complexity offers a challenge to explore, 
and visualization is one way to help explore and simplify the access to this information, 
that is contained within the videos. With this information we can create video spaces 
that can be used as a platform to support the expression of creatitvity and as a help to 
video editing tasks, through features such as video search and organization. With this 
purpose in mind, an interactive environment was developed to visualize and explore 
video spaces with focus on important visual video properties like color and movement – 
ColorsInMotion. 
This system has two modules: the Video Analyzer and the Viewer. In the Video 
Analyzer we use the techniques of video processing and analysis, and we create 
different visualizations on different color spaces, allowing different perspectives over 
the results. In the Viewer we focus on interactive visualization and creativity, giving the 
user the possibility to browse and explore video spaces, in a creative way, on a 
collective level, but also on an individual level. In the Viewer we can search by color, 
serving as a system to organize videos and also serving as a platform to explore 
connections between different vídeos, in this case, in a cultural context, with videos of 
dances and music from various countries. We also explored interaction methods to use 
with the system, like the color detection interaction and the gesture based interaction, 
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Capítulo 1  
Introdução 
Neste capítulo é apresentada a motivação deste trabalho depois de uma breve 
introdução sobre o vídeo e algumas das suas aplicações, como a edição e a visualização. 
Em seguida apresentam-se os seus objectivos, contexto e contributos, planeamento e 
metodologia de desenvolvimento bem como a estrutura desta dissertação. 
1.1  Motivação 
O vídeo é um meio amplamente usado hoje em dia. É praticamente impensável 
como seria a sociedade moderna sem o uso, por exemplo, da televisão, certamente o 
aparelho mais comum no acesso a vídeo no dia a dia. 
Com o advento das ligações de banda larga, ficou mais fácil aceder a vídeo através 
da Internet, e websites de partilha de vídeos como o YouTube são hoje responsáveis por 
10% do tráfego total na Internet (url-YouTubeP2P; url-WebVideo), ficando apenas atrás 
dos motores de busca mais utilizados como o Google, Yahoo e MSN Live/Bing. Este 
tipo de sistemas de partilha de vídeos online constitui um incentivo para os utilizadores 
publicarem e até fazerem os seus próprios vídeos, aumentando a escala em que o meio é 
utilizado e divulgado. 
A maioria dos canais de TV e dos meios de comunicação tradicionais (jornais, 
revistas, etc.) têm representação na Internet, e por norma oferecem conteúdos em vídeo, 
como reportagens especiais ou episódios de programas televisivos. Todo este conteúdo 
pode ser visto como um mundo de possibilidades para transmitir e aceder a informação 
rica e para expressar criatividade. No entanto, inerente a esta riqueza, existe uma 
complexidade significativa. As técnicas de visualização podem auxiliar a lidar com esta 
complexidade e a expressar e explorar a riqueza destes espaços de informação, ao nível 
do espaço de vídeos e dos vídeos individuais. 
Para além destes meios mais convencionais de apresentação e consumo do vídeo, 
existem ainda outras formas de o vídeo nos ser apresentado, como por exemplo a Video 
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Art, um movimento artístico que usa o vídeo como principal elemento; circuitos 
fechados de vídeo (CCTV) tipicamente usados para vídeo vigilância; ou Video 
Jockeying (VJing), que na maioria das vezes consiste em acompanhar espectáculos 
musicais com projecção de vídeo. Estes são apenas alguns exemplos de áreas de 
aplicação do vídeo. 
Um dos desafios à extracção de informação de vídeo é este não ser estruturado e ter 
um volume elevado de informação tornando-o um meio mais complexo. Para isso têm 
sido desenvolvidas técnicas de análise e processamento que ajudam a extrair essa 
informação. Também no que diz respeito à organização da informação extraída tem-se 
assistido à tendência de anotar os vídeos, e conjuntos de normas de descrição como o 
MPEG-7 (Nack & Lindsay, 1999a; Nack & Lindsay, 1999b) são agora usados em vários 
projectos que lidam com este aspecto do vídeo. Também em repositórios online de 
vídeo como o YouTube, é prática corrente deixar-se que os utilizadores associem 
descritores semânticos aos vídeos que partilham. Desta forma, abrem-se novas portas 
para classificação de informação de vídeo que pode ser relevante para tornar mais fácil 
tarefas como a pesquisa e visualização da informação contida no vídeo.  
No entanto, os dados de baixo nível como a cor do vídeo e informação sobre cenas 
só podem ser retirados através de cálculos e computações que consomem bastantes 
recursos. Após ser retirada esta informação, podemos então levá-la em conta para ajudar 
tarefas de edição e visualização, combinando-a até com a informação semântica. 
Através destas características, é possível desenvolver técnicas de pesquisa mais 
refinadas, e espaços de representação mais perceptíveis para o utilizador.  
As técnicas de visualização podem ajudar a expressar todo o conteúdo dos vídeos 
em espaços de informação, seja a um nível do espaço colectivo de vários vídeo ou ao 
nível individual. A visualização de informação complexa de espaços de informação tem 
vindo a ser usada em estudos e aplicações que permitem avaliar e perceber ligações 
baseadas em informação semântica, como o temas, localizações ou categorias, ou de 
mais baixo nível, através de propriedades do vídeo como a cor e a duração, muitas delas 
pouco visíveis ou de difícil acesso. Exemplos deste tipo de visualização de informação 
vão desde simples mapas de metropolitano, até grandes redes que representam ligações 
entre sites resultantes de uma pesquisa num motor de busca (url-VisualComplexity). No 
caso particular do vídeo, a visualização pode ser uma forma eficaz e natural de mostrar 
informação importante que contém. No entanto, ainda não existem muitas técnicas 
eficazes para mostrar informação relevante e complexa de forma intuitiva através do 
processamento automático dos vídeos. Uma abordagem alternativa consiste em 
disponibilizar um panorama geral, fazendo um processamento prévio para extrair a 
informação importante ou de particular interesse, e de seguida apresentar essa 
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informação de uma maneira perceptível e relevante. A sumarização, por exemplo, 
permite visualizar vídeo de uma forma concisa baseada em propriedades como o 
movimento, ritmo, mudanças de cena e cor. Avanços na área da visualização de dados 
têm surgido de investigações baseadas principalmente nas áreas da percepção visual e 
da cognição. A tendência vai no sentido da evolução para cenários onde as ferramentas 
se tornam invisíveis enquanto os utilizadores se tornam imersos na exploração da 
informação (Few, 2007), tornando assim importante a exploração destas técnicas. 
O vídeo é também um meio que permite bastante criatividade, pois é bastante rico, 
combinando som e imagem em movimento. Esta criatividade tem sido explorada em 
trabalhos de geração de conteúdos automáticos, com ajuda por exemplo de algoritmos 
genéticos. Estes algoritmos usam modelos baseados na genética e teoria da evolução 
para automatizar processos de criação de conteúdos, permitindo frequentemente a 
interacção do utilizador, de forma a influenciá-la e participar no processo criativo. 
Outros modelos podem ser aplicados à representação de espaços de vídeo ou do vídeo 
em si, como modelos físicos ou matemáticos onde algum grau de imprevisibilidade 
permite resultados diferentes, e assim a promoção e suporte da criatividade, que é no 
fundo como um jogo onde de um lado está o que pode ser controlado e do outro a 
incerteza. 
De forma a influenciar a experiência do utilizador quando lida com o vídeo, 
também existem diferentes tipos de interacção. As modalidades alternativas de 
interacção, como interacção gestual ou por toque, providenciam flexibilidade para 
acomodar diferentes tipos de utilizador e cenários de utilização, no sentido de 
experiências mais naturais e potencialmente mais imersivas, contribuindo para a 
expressão da criatividade. 
É nesse sentido que este trabalho foi desenvolvido, explorando o meio do vídeo nas 
suas aplicações e técnicas de análise, edição, visualização e partilha. Também se 
explorou a dimensão criativa através de formas de promover e suportar a expressão da 
criatividade, edição e visualização de vídeo. 
1.2  Objectivos 
Este trabalho tem como objectivos estudar, conceber e realizar novas formas de 
visualizar vídeos e espaços de vídeo. Consequentemente, estudar formas de interacção 
com vídeo, métodos e técnicas de processamento e análise, e áreas de aplicação do 
vídeo. Também é um objectivo desenvolver aplicações exploratórias destes conceitos e 
paradigmas, bem como extensões para trabalhos já existentes. Outro aspecto importante 
deste trabalho é a criatividade, à expressão da qual se tentou dar suporte nas tarefas de 
edição e visualização de vídeo. 
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1.3  Contexto e Contribuições do Trabalho 
Este trabalho foi realizado no contexto do Projecto em Engenharia Informática, 
para o Mestrado em Engenharia Informática, na Faculdade de Ciências da Universidade 
de Lisboa, num dos grupos de investigação do Departamento de Informática, HCIM – 
Human Computer Interface and Multimedia Group (url-HCIM) – que faz parte do 
LaSIGE – Laboratório de Sistemas Informáticos de Grande Escala (url-LaSIGE). O 
trabalho foi proposto e orientado pela Professora Teresa Chambel do Departamento de 
Informática desta Faculdade e membro do grupo de investigação HCIM. 
Foi concebido e desenvolvido o sistema ColorsInMotion, constituído pelas 
aplicações VideoAnalyzer e Viewer, que concretiza o estudo nas áreas de 
processamento, análise, edição e visualização criativa de vídeo. 
Foram escritos e submetidos artigos longos para as seguintes conferências:  
• ACM MindTrek 2009 - International Academic Conference, com o tema 
Everyday Life in the Ubiqutious Era, a decorrer entre 30 de Setembro e 2 de 
Outubro de 2009, em Tampere, Finlândia, com o título Colors In Motion: 
Interactive Visualization and Exploration of Video Spaces;  
• 17º Encontro Português de Computação Gráfica, a decorrer nos dias 29 e 30 
de Outubro de 2009 na Universidade da Beira Interior, Covilhã, com o 
título Visualização e Exploração Interactiva de Espaços de Vídeo através 
de Cor e Movimento. 
À data da redacção desta dissertação, ainda não foram divulgados os resultados 
sobre a submissão do artigo para o 17º EPCG. O artigo longo submetido para o ACM 
Mindtrek 2009 foi aceite para publicação na conferência. 
No âmbito deste trabalho, com o desenvolvimento de uma interface por detecção 
de cores, participou-se na instalação interactiva VideoSpace: A 3D Video Experience 
apresentada na Artech 2008 – 4ª Conferência Internacional de Artes Digitais, que 
decorreu na Escola de Artes da Universidade Católica do Porto a 7 e 8 de Novembro. 
A participação nesta conferência teve como finalidade colaborar na demonstração, 
assistir a apresentações de trabalhos relacionados na área, bem como contactar com 
membros da comunidade científica com trabalho desenvolvido em áreas relacionadas 
com este trabalho. 
Usando este trabalho com uma interface gestual foi também realizada uma 
demonstração para o Advisory Board do LaSIGE, em Junho de 2009. 
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1.4  Plano de Desenvolvimento e Metodologia 
Apresenta-se o plano de desenvolvimento elaborado para a realização deste 
trabalho ao longo de um ano lectivo. As principais tarefas foram identificadas e 
calendarizadas de acordo com a seguinte lista e mapa de Gantt: 
 
1. Estudo do problema, do estado da arte e das tecnologias relacionadas (8 
meses) 
2. Levantamento de requisitos (1 mês) 
3. Elaboração do relatório preliminar (1 mês) 
4. Proposta e desenvolvimento de mecanismos e ferramentas interactivas de 
edição e visualização de vídeo (2 meses) 
5. Desenvolvimento de conteúdos e testes para uma primeira fase de 
avaliação (1 mês) 
6. Refinamento dos mecanismos e ferramentas realizados, bem como 
desenvolvimentos de novas funcionalidades (2 meses) 
7. Avaliação e refinamentos finais (1 mês) 
8. Escrita do relatório final (3 meses) 
9. Escrita de um artigo científico (1 mês) 
Figura 1.1 – Mapa de Gantt do planeamento acordado 
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Ao longo do tempo do projecto foram estudados trabalhos relacionados de forma a 
expandir o conhecimento na área. Na fase inicial, este estudo foi estudado para o 
levantamento de requisitos de base, enquanto que mais tarde serviu para obter 
informação mais específica e localizada nalguns aspectos em desenvolvimento e para 
abrir novos horizontes no contexto de novas ideias que foram surgindo. O trabalho foi 
no essencial desenvolvido seguindo um processo cíclico assente em fases de análise, 
concepção, desenvolvimento e avaliação semelhante a um modelo em espiral. No final 
de cada desenvolvimento, houve uma avaliação, da qual resultaram refinamentos e 
novos desenvolvimentos, para a iteração seguinte. 
Como se pode ver no mapa de Gantt (Figura 1.1), foi planeada uma avaliação 
intermédia de forma a poder começar um novo ciclo de desenvolvimento, mas na 
realidade existiram várias ao longo deste tempo. Esta fase no mapa serve apenas de 
referência, sugerindo um processo iterativo; que por razões de simplicidade é 
representado no mapa de Gantt apenas com duas iterações. 
1.5  Organização do Documento 
No primeiro capítulo introduziu-se o trabalho, a sua motivação, contributos, 
objectivos, plano de desenvolvimento e metodologia e também a organização deste 
documento. No segundo capítulo apresenta-se o contexto da área onde o trabalho está 
inserido, bem como o trabalho relacionado estudado, dando maior ênfase às áreas de 
edição e visualização de vídeo, análise de vídeo e imagem e criatividade, sobre o qual 
este trabalho vai incidir directamente. No terceiro capítulo, apresenta-se o trabalho 
desenvolvido, incluindo as aplicações ColorsInMotion Viewer e ColorsInMotion Video 
Analyzer. No quarto capítulo são tiradas conclusões, discutidos resultados e 
apresentadas perspectivas para o futuro, incluindo melhorias ao trabalho e novas 
direcções de desenvolvimento. Em apêndice são apresentadas as estruturas de dados 





Capítulo 2  
Estado da Arte 
Neste capítulo apresenta-se o resultado do estudo efectuado sobre o estado da arte 
na área da edição e visualização criativa de vídeo. São apresentados os principais 
conceitos, sistemas e aplicações existentes. 
2.1  Contexto 
Nesta secção apresenta-se uma breve perspectiva e evolução histórica do vídeo, 
bem como a introdução dos principais conceitos e áreas de aplicação relevantes no 
contexto deste projecto. 
2.1.1  Panorama Histórico 
A palavra vídeo vem do Latim e quer dizer “Eu vejo” (url-WVideo). A história do 
vídeo confunde-se com a história do cinema e com a história do fascínio do Homem 
desde muito cedo pela imagem em movimento, sendo o exemplo mais antigo de 
imagem em movimento a representação teatral. No entanto, não existia tecnologia capaz 
de capturar a imagem para reprodução posterior. Isto só foi possível no século XIX com 
avanços tecnológicos como a invenção da lâmpada eléctrica por Thomas Edison. O 
objecto que hoje é mais usado para capturar vídeo, a máquina de filmar, só foi 
inventado no final do século XIX. A partir daí a captura de vídeo foi sempre constante e 
deu origem ao Cinema, a Sétima Arte. 
Depois, além de serem usadas para capturar acontecimentos banais do dia a dia no 
início do cinema, evoluiu-se para um estado onde se contavam histórias baseadas em 
narrativa e personagens, a mais convencional das formas de cinema que conhecemos. 
Foi também bastante cedo na história do cinema que foram desenvolvidas algumas 
das técnicas de edição e montagem de vídeo mais usadas hoje em dia. Lev Kuleshov, na 
União Soviética da década de 1920 dizia que a essência do cinema estava na montagem, 
na organização do material, e era isso que o tornava uma arte (url-Kuleshov). 
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Comparava a construção de um filme, sequência a sequência, à construção de uma casa, 
tijolo por tijolo. Sergei Eisenstein, que trabalhou com Kuleshov aperfeiçoou a teoria da 
montagem ao usá-la para dar significados escondidos de forma a influenciar a 
audiência. Isto era prática corrente nos regimes ditatoriais do século XX, onde existiam 
invariavelmente realizadores aos quais eram oferecidos todos os meios de trabalho, de 
forma a produzirem filmes capazes de influenciar o povo e de certa forma servirem 
como propaganda do regime. 
Foi também nesta altura que na Europa Central apareceu o movimento cultural 
Dada (url-Dada). Este movimento nascido durante a I Guerra Mundial preconizava a 
política anti-guerra em todas as Artes, desde a Literatura às artes gráficas, 
manifestando-se em produções chamadas anti-artísticas. Isto deu origem a muitas 
manifestações experimentais e abstractas em todos os campos artísticos incluindo o 
vídeo. Podemos encontrar exemplos dos primeiros vídeos experimentais e abstractos em 
Hans Richter com Rhytmus 21 (1921) (url-Richter), Walter Ruttmann com Lichtspiel: 
Opus I (1921) (url-Ruttmann) e ainda Oskar Fischinger (url-Fischinger) com uma série 
de trabalhos que não foram publicados na altura. Em Rhytmus 21 (Figura 2.1), Hans 
Richter apresenta formas geométricas ao longo do filme como se de várias pinturas 
abstractas de tratassem. Alguns destes filmes são vistos hoje como precursores da Video 
Art e do Video Jockeying (VJing). 
A Video Art é um contributo importante para a história do vídeo, que a partir deste 
ponto se separa definitivamente do cinema, sob a sombra do qual vinha existindo até 
então, uma vez que fez uso do meio para complementar arte de performance e 
Figura 2.1 – Rhytmus 21 (1921) 
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instalação e acabando por aproveitar e criar novas formas de visualização, abrindo 
caminho à exploração de técnicas de visualização do meio. 
Hoje em dia o vídeo está em todo o lado com a difusão da televisão, vídeo-
chamadas nos telemóveis, vídeo na Internet, vídeo-conferência em reuniões. São 
inúmeras as aplicações do vídeo, o que torna importante a exploração das capacidades 
que este meio ainda tem para oferecer. 
2.1.2  Visualização 
A visualização surge como conceito relacionado com o vídeo de uma maneira 
óbvia, pois se o vídeo faz uso da imagem visual, naturalmente o objectivo é ser visto 
por alguém. No entanto, a visualização abrange mais que o simples acto de ver. Aqui 
referimo-nos à visualização de conteúdos e de informação complexa, como seja o acto 
de representar de uma forma visual informação que não é visual (Card et al, 1999) . Esta 
área de visualização de informação tem diversas aplicações, desde um simples mapa ou 
diagrama para informação geográfica até a conceitos mais recentes como as tag-clouds 
(url-TagClouds), que servem para representar visualmente informação presente num 
sistema, como por exemplo palavras usadas nas discussões de um fórum, ou pesquisas 
feitas num motor de busca. As palavras mais usadas aparecem com maior tamanho em 
relação às outras, tornando assim muito intuitiva a apresentação do conteúdo dessa 
informação. 
Em relação ao vídeo, podemos também apontar que a visualização é importante 
para definir diferentes formas de ver o seu conteúdo, seja ele de um nível mais baixo, 
como as suas propriedades mais físicas, ou de um nível mais alto, como a sua 
semântica. Estas propriedades são importantes para explorar ligações entre vídeos que 
podem ser visualizadas num espaço de vídeos, onde deixamos de lidar com o vídeo 
individual para passar a uma biblioteca ou colecção de vídeos. Estas colecções podem, 
assim, ser visualizadas salientando diferentes aspectos do conteúdo dos vídeos num 
espaço de informação, onde se pode explorar informação relevante que não estava 
acessível anteriormente, fazendo pesquisas e organizando os dados de acordo com estas 
propriedades. 
É assim possível organizar um espaço de vídeos por características semânticas ou 
por propriedades de baixo nível como cor, movimento ou duração. Têm sido efectuados 
alguns estudos neste tipo de visualização de dados, que visam uma evolução para 
cenários onde as ferramentas para a interacção se tornam invisíveis enquanto os 
utilizadores são imersos na exploração dos dados (Few, 2007). 
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Também ao nível individual existem várias formas de visualizar um vídeo, seja por 
uso de técnicas de sumarização, como a extracção de key-frames, seja através do uso de 
efeitos visuais com a finalidade de salientar propriedades de baixo nível. 
2.1.3  Edição 
A edição é uma tarefa comum na produção de vídeo e refere-se à etapa em que são 
ordenados os vários segmentos, por vezes com efeitos e transições de forma a obter o 
resultado pretendido. Também é tida em conta a pós-produção que permite adicionar ao 
vídeo efeitos especiais e música. Pode ter objectivos concretos como no caso do cinema, 
onde se tenta construir uma história assente na narrativa e é necessário dar uma ordem 
aos vídeos, ou simplesmente objectivos tidos como exploratórios, onde se usa a edição 
como mecanismo para explorar a criatividade. 
Na edição inserem-se também tarefas importantes como a sumarização e 
segmentação. A segmentação é a divisão de um vídeo em segmentos menores com um 
significado semântico, ou de outra natureza que sirva como critério. A sumarização por 
outro lado pode partir de segmentos ou de um vídeo inteiro e tenta obter frames ou 
segmentos que sejam representativos ou semanticamente relevantes, de forma a 
servirem de apresentação ou pré-visualização do vídeo no total. É uma tarefa muito útil 
quando se quer fazer procura em grandes arquivos de vídeo de uma forma visual. 
Hoje em dia, a técnica de edição mais usada é chamada edição não linear e consiste 
em poder fazer acessos aleatórios ao material fonte sem o destruir, coisa que não era 
possível até à chegada dos suportes digitais. Até esta altura, era necessário copiar 
cassetes de vídeo ou então cortar a película de filme nos locais correspondentes ao 
material que se queria utilizar, e portanto eram tarefas muito morosas e, no caso da 
película, destrutivas. 
Alguns dos sistemas de edição online de vídeo que são hoje usados são orientados 
a fomentar a partilha. Assim, a edição, principalmente por parte dos utilizadores que não 
a praticam como trabalho profissional, é normalmente motivada pela partilha com 
outros utilizadores. 
2.1.4  Processamento e Análise de Vídeo 
O processamento e análise de vídeo e de imagem, é outra tarefa importante para 
este trabalho. Não seria possível criar as técnicas de visualização e edição sem recorrer 
a técnicas de processamento e análise. 
Estas técnicas visam, por exemplo, retirar informação importante dos vídeos e 
imagens, de forma a poder efectuar pesquisas sobre essa informação. Um exemplo são 
os histogramas de cor. Esta estrutura de dados largamente usada nos processos de 
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análise de vídeos e imagens tem como objectivo representar a distribuição estatística das 
cores no vídeo ou imagem. Esta distribuição pode ser usada para perceber que cores 
aparecem, para fazer detecção de objectos em visão por computador, detecção de cenas 
em vídeos (Mas & Fernandez, 2003), equalização de imagens (Bassiou & Kotropoulos, 
2006), e até ser usada como assinatura de um vídeo ou imagem, servindo assim para o 
catalogar numa base de dados. 
Outros tipos de análise que podem ser efectuadas sobre o vídeo são a análise de 
movimento, texturas e contornos. Todos estes tipo de análise são úteis da mesma forma 
que a cor, para catalogar e obter informação pertinente dos vídeos que poderá depois ser 
usada na visualização, edição e pesquisa. 
2.1.5  Criatividade e Evolução 
Estes campos aparecem relacionados, na medida em que a evolução, por força da 
combinação de regras bem definidas com alguma incerteza, é um meio naturalmente 
estimulador da criatividade nas pessoas. Criatividade essa que tem sido usada 
juntamente com a teoria da evolução para produzir, em diversas áreas, resultados 
interessantes. Através da evolução podem ser geradas diversas soluções para um 
problema. Estas soluções são avaliadas e tendem a evoluir para uma boa solução. 
Existem trabalhos que apresentam a particularidade de relacionar directamente a 
evolução com a criatividade e com a produção de conteúdos multimédia, entre os quais 
o vídeo. 
Neste campo é particularmente relevante a noção de imprevisibilidade que é usada 
para geração de dados, também aplicada no campo da Generative Art (url-
GenerativeArt) e ligada às artes digitais. Mas o importante a reter é que quando há 
geração aleatória de dados é produzido muito ruído em relação ao sinal, sendo que o 
sinal é a parte interessante e o ruído, na maioria, material para ser descartado (Pepperell, 
2002). O mesmo autor argumenta ainda que a criatividade humana é uma resposta do 
organismo à incapacidade de prever o que o ambiente que o rodeia fará, tantas são as 
variáveis. Daqui, podemos então retirar uma relação entre a criatividade e a evolução, 
uma vez que a evolução é hoje tida como uma mesma resposta ao ambiente onde o 
organismo está inserido. 
A aplicação de sistemas evolucionários como estímulo para a criatividade humana, 
ou simplesmente para automatizar processos de geração de dados, tem sido usada nas 
mais variadas áreas com bastante sucesso, desde a arquitectura (Buelow, 2002) à música 
(Moroni et al, 2002). 
Outros sistemas podem ser usados, como sistemas físicos e matemáticos ou que 
simulem outras propriedades de outras áreas como a química, sociologia ou até o 
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desporto, uma vez que também contêm algum grau de incerteza e geração de dados que 
torna possível criar sempre novos resultados, que aliados à interacção permitem 
estimular e suportar a criatividade. 
2.1.6  Áreas de Aplicação 
O vídeo é usado nas mais diversas áreas. Nesta secção evidenciam-se aquelas onde 
a visualização e edição criativa de vídeo têm um papel especialmente relevante. 
Video Art 
A Video Art é um movimento artístico nascido nos anos 60 que tenciona fazer uso 
do vídeo como principal elemento em obras de arte, tentando usar sempre a melhor 
tecnologia da área para fins artísticos. Ao explorar as fronteiras do cinema, um pouco 
como o cinema experimental, tentaram dar ao espectador algo em que pensar enquanto 
assistia ao vídeo. A Video Art normalmente não faz uso de narrativa, e como tal não tem 
personagens nem outras estruturas usadas no cinema e televisão convencionais, explora 
Figura 2.2 – TV Bra For Living Sculpture (1969) 
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as características do meio tentando provocar reacções no espectador. Por exemplo, Nam 
June Paik (url-PaikStudios), um dos primeiros artistas de vídeo, integrou nos seus 
trabalhos escultura e vídeo, em TV Bra for Living Sculpture (Figura 2.2), onde a 
violoncelista Charlotte Moorman vestiu um soutien com pequenos ecrãs de TV no 
peito; e música com vídeo em TV Cello (Figura 2.3), onde a mesma violoncelista 
aparecia a tocar uma série de televisores empilhados de forma a parecer um violoncelo. 
O surgimento da Sony Portapak em 1967, a primeira câmera de vídeo portátil e 
instrumento catalisador do movimento, levou a que muitos artistas se virassem para este 
meio, explorando a imagem em movimento de uma forma livre, sem necessidade de 
equipas de filmagem atrás, tornando o trabalho muito mais pessoal. A Video Art viu 
também aderir ao movimento muitas mulheres uma vez que era um meio 
completamente novo e livre de convenções, onde não tinham que se subjugar a regras 
impostas pelos homens, como em muitas outras formas de arte que, sendo mais antigas, 
sofriam já o domínio dos homens. No entanto, foi apenas na década de 1980 que se 
assistiu ao reconhecimento do vídeo como uma forma de arte, com exibições em 
museus e retrospectivas de Nam June Paik, considerado o “pai do vídeo” (Lovejoy, 
2004).  
Como se pode ver pelos trabalhos de Paik, muitos artistas da época tentavam por 
vezes integrar o vídeo com outros meios através de instalações artísticas. Mas outros 
artistas como Bill Viola (url-Viola) e Matthew Barney (url-Barney) apresentaram ao 




longo dos anos trabalhos proeminentes em vídeo, sem recorrerem a instalações. Na 
maioria das vezes estes artistas recorriam a trabalhos conceptuais para expressarem 
opiniões, e de certa forma esta corrente ainda hoje vive muito do trabalho conceptual 
(url-Hall). Bill Viola disse, em 1989, que explorava no seu trabalho a noção de tempo, 
uma vez que achava que na vida moderna se tentava colocar cada vez mais informação 
em menos tempo, e portanto ele através do seu trabalho fazia o contrário, colocando 
menos informação em mais tempo, neste caso através de longas cenas de vídeo com 
pouco movimento. 
Hoje, a Video Art continua muito associada a instalações artísticas onde por vezes 
se deixa que o utilizador faça parte dela através de mecanismos de interacção (url-
UnderScan). Estas instalações artísticas são criadas para usar o espaço de um local para 
oferecer ao espectador uma experiência particular. 
Também é interessante notar que a Video Art foi durante muitos anos um nicho no 
mundo das artes, pois sempre fez uso da tecnologia mais recente, e como Patric Prince 
(1995) e Duane Palika (1990) escrevem, a tecnologia que é usada no processo artístico 
levanta questões quanto à sua utilização como meio para produzir arte ou como arte em 
si. Quer isto dizer que a arte pode ser vista não como o produto final mas sim como o 
processo para produzir esse artefacto. Assim, a tecnologia influencia o modo como é 
produzida a arte, e quando se usa uma aplicação de software para criar arte está-se 
refém das capacidades que essa aplicação oferece, cabendo ao artista o papel de inovar a 
forma como são usadas estas ferramentas, que foi o que aconteceu na Video Art. Isto é 
também visível no campo do VJing que discutiremos a seguir. 
Video Jockeying 
O VJing apareceu na década de 1980 associado ao canal de televisão americano 
MTV que passava vídeos de música. Assim, da mesma forma que uma pessoa que 
passava música numa discoteca era um Disc Jockey, passou a chamar-se às pessoas que 
escolhiam os vídeos de música para passarem no ar Video Jockeys. Assim, o VJing e o 
DJing sempre andaram de mãos dadas até aos dias de hoje, se bem que de uma forma 
totalmente diferente da inicialmente pensada. 
Hoje em dia, o VJing continua associado ao DJing não como simples passar de 
vídeos musicais, mas sim como forma de acompanhar a música com imagem, feita 
normalmente em tempo real. Isto porque sentiu-se necessidade de um acompanhamento 
à música ainda nos anos 80, e à falta de actuações em palco surgiu a projecção de 
imagens e vídeos. O trabalho do grupo britânico D-Fuse (Figura 2.4) é um exemplo 
desta prática. Este grupo faz instalações artísticas usando vídeo e outros elementos 
visuais, bem como espectáculos mais direccionados a acompanhamentos musicais. 
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Este tipo de VJing está directamente relacionado com a Video Art e também com os 
primeiros filmes abstractos. No trabalho de Hans Richter podemos facilmente encontrar 
um paralelismo com algumas performances de VJ’s actuais que acompanham música. 
Normalmente, os vídeos passados são criados a partir de outros vídeos com um 
misturador de vídeo criado em hardware, que foi comum durante a década de 1990 até 
aparecerem aparelhos dedicados, ou então através de software dedicado que hoje já é 
bastante comum. Ferramentas como o Max/MSP/Jitter (url-Max/MSP/Jitter), Pure Data 
(url-PureData) e Quartz Composer (url-QuartzComposer) são bastante usadas pela 
comunidade do VJing. 
Também é bastante usada no VJing a sintetização de vídeo a partir dos sinais 
sonoros da música que está a passar, o que leva à criação de trabalhos mais abstractos, 
mas que com a ajuda da música conseguem fazer com que o espectador fique imerso 
neles, por vezes, com maior facilidade. 
No entanto, estas aplicações inibem por vezes a criatividade dos VJ's que não 
produzem o seu próprio material nem fazem uso de certas opções porque a aplicação 
que usam não tem essas capacidades. Assim, ficam reféns da tecnologia, e por vezes é 
essa a grande diferença relativamente ao Live Cinema que discutiremos de seguida. 
Live Cinema 
Este termo, que foi usado originalmente para referir cinema mudo com 
acompanhamento musical ao vivo, por exemplo por uma orquestra convidada, é hoje 
usado de forma diferente. 
Hoje em dia o termo Live Cinema define a prática de criar conteúdo audiovisual 
para espectáculos em tempo real (Makela, 2006). Esta prática é completamente distinta 
do cinema, uma vez que não usa um fio de história linear, nem tenta colocar actores em 
situações distinguíveis. Ao criar o conteúdo no momento, a liberdade é muito maior do 
que no cinema onde é tudo pré-processado para depois ser apresentado. 
Figura 2.4 – Exemplos de instalações e actuações dos britânicos D-Fuse 
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Também é diferente do VJing, porque aqui o material produzido é sempre original 
e no caso do VJing muito material é simplesmente copiado e misturado. Além disso, 
outra diferença em relação ao VJing prende-se com o objectivo da prática em si. No 
Live Cinema, os objectivos dos criadores mostram-se mais pessoais e artísticos do que 
os dos VJ's, diz Mia Makela (2008) no seu trabalho, onde define os elementos e 
linguagem desta prática. 
Live Cinema é uma corrente que está mais ligada à arte de performance, que pode 
ser definida mais pelo tempo que usa, o tempo da actuação/performance, do que pelo 
espaço, em contraste com a arte de instalação. 
2.2  Trabalhos Relacionados 
De seguida apresentam-se alguns dos trabalhos relacionados que são mais 
relevantes para este projecto, enquadrados nas várias categorias em que se considera 
que a sua contribuição é maior: a visualização, a edição, a análise e a criatividade. 
2.2.1  Visualização 
Nesta secção apresentam-se pequenos resumos dos trabalhos mais relevantes na 
área da visualização de vídeo, primeiro a nível individual e de seguida a nível colectivo. 
Vídeo Cubismo 
No vídeo cubismo (Fels & Mase, 1999; Fels et al, 2000) os autores apresentam 
uma maneira de visualizar vídeo tridimensionalmente. Neste caso particular um cubo, 
considerando o eixo Z como a dimensão temporal. Podemos, assim, observar a 
representação de um vídeo num cubo no espaço tridimensional. Com o objectivo de 
oferecer ao utilizador a possibilidade de analisar as imagens e identificar movimentos e 
cenas num vídeo, também acaba por oferecer imagens esteticamente interessantes ao 
permitir desenhar planos de corte no cubo. 
Figura 2.5 – Vídeo Cubismo 
17 
 
 V3 - Volume Visualization for Videos 
Em (2003) Gareth Daniel e Min Chen apresentam também uma solução para 
visualizar vídeo, mais orientada a sistemas que necessitem de pesquisas rápidas pelo 
olho humano, como um sistema de câmeras de segurança, no protótipo do sistema V3. 
Tem algumas semelhanças com o vídeo cubismo, na medida em que as formas 
apresentadas para representação de vídeos estão no espaço tridimensional, no entanto, 
através da anotação e da pesquisa semântica no vídeo, os autores foram aqui mais longe 
para cumprirem com o objectivo de oferecer rapidez na pesquisa de grandes volumes de 
vídeo.  
Interactive Comic Book Presentation 
A metáfora da banda desenhada foi aplicada ao vídeo em (Boreczky et al, 2000) 
Figura 2.6 – Volume Visualization for Videos 
Figura 2.7 – Interactive Comic Book Presentation 
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num sistema para fazer o sumário de um filme. Em primeiro lugar decidem-se quais os 
frames que vão representar uma cena. A segmentação é feita usando a técnica de 
agrupamento hierárquico de frames. Para identificar as frames para o sumário calcula-se 
a importância de cada segmento com base na sua raridade e duração. Privilegiam-se 
segmentos longos e que não se repetem. O key-frame extraído para representar o 
segmento é o mais próximo do centro. Apresenta-se ainda uma forma de dispor as 
frames análoga à leitura de livros de banda desenhada, alinhando as frames no espaço 
como se de uma prancha se tratasse, e fazendo reduções ou aumentos de tamanho, de 
forma a preencher totalmente o espaço. Os vídeos podem ser vistos individualmente e 
explorados em maior detalhe no que diz respeito à informação anotada. É um sistema 
útil para sumarizar e navegar em grandes colecções de vídeo, tal como o sistema V3, 
mas com o foco na sequência de conteúdos em vez de ser nos movimentos.  
Video Streamer 
Neste trabalho (Elliot & Davenport, 1994), os autores apresentam um sistema 
capaz de capturar vídeo, e criar volumes a partir das imagens em movimento. Tem 
como utilidade permitir escolher e ver determinados segmentos de vídeo ou permitir 
criar representações que evidenciam os movimentos ou ritmos existentes no vídeo. A 
captura assemelha-se um pouco a uma imagem em slit scan, como forma de representar 
movimento num vídeo. 
Figura 2.8 – Video Streamer 
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Mosaicos de Imagens 
Com este trabalho (Finkelstein & Range, 1998), os autores desenvolveram um 
sistema capaz de criar imagens a partir de pequenas imagens alinhadas de forma a que 
quando vistas de longe se assemelham a uma fotografia ou pintura. São discutidas aqui 
as várias formas de alinhamento dos mosaicos bem como as suas próprias formas 
(rectangulares, hexagonais, etc). Também são discutidas as várias técnicas para 
mapeamento das imagens e texturas, pesquisa de imagens e correcção de cores. 
Representação de Sequências de Vídeo baseada em Mosaicos 
Em (Irani et al, 1995), os autores decidiram aplicar a representação baseada em 
mosaicos aos vídeos, de forma a representar sequências de vídeo. O conceito de 
mosaico neste trabalho é ligeiramente diferente do anterior. Aqui, um vídeo é 
previamente dividido em sequências e cada sequência tem as suas frames alinhadas para 
o mesmo sistema de coordenadas. Estas frames são depois integradas umas com as 
outras com filtros temporais de forma a ficarem numa só imagem, a imagem de 
mosaico, que representa o vídeo todo numa só imagem, sendo portanto úteis numa 
perspectiva de sumarização. A isto os autores chamaram mosaicos estáticos e este tipo 
de mosaicos, no entanto, não capta o movimento em relação ao fundo. Para esse efeito, 
desenvolveram mosaicos dinâmicos capazes de capturar o movimento em relação ao 
Figura 2.9 – Exemplo de uma imagem em mosaico 
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fundo e apresentá-lo numa só imagem. As aplicações deste método incluem compressão 
de vídeos para alojamento online, sumarização e visualização panorâmica de cenas. 
Vídeo Mosaicos 
Em vídeos criados com mosaicos de outros vídeos encontramos (Klein et al, 2002), 
onde os autores adaptam a técnica das imagens em mosaico aos vídeos, usando vídeos 
para construir um vídeo, num efeito esteticamente agradável e que também é útil como 
meio de organização e pesquisa num espaço de vídeos. 
Em (Martin et al, 2004), podemos encontrar um trabalho análogo que também faz 
uso de várias técnicas de análise da cor, como histogramas de cor, e análise de formas. 
Na Figura 2.10, podemos ver o vídeo original no canto superior esquerdo, o vídeo 
recriado com uso de uma combinação de todas as técnicas no canto superior direito, no 
canto inferior esquerdo é usando apenas a cor média e por último, no canto inferior 
direito usando apenas histogramas de cor. 




Neste trabalho, os autores (url-Videosphere) tentaram criar o efeito visual de um 
mundo constituído por vídeos retirados do website TED. Para além do aspecto visual 
também há a considerar o aspecto semântico que os vídeos têm e quais as suas ligações, 
que também são representadas. Este sistema permite ao utilizador navegar entre vídeos 
do mesmo tema num ambiente visualmente apelativo e que representa de uma forma 
simples as ligações que representam os saltos que o utilizador pode dar na sua 
navegação. O espaço de vídeos é representado por um globo tridimensional e os vídeos 
individuais podem ser seleccionados para uma apresentação onde é o vídeo aparece num 
tamanho maior e é tocado. 
VideoSpace: A 3D Video Experience 
O tema de um mundo esférico populado por vídeos foi aprofundado neste trabalho 
(Rocha & Chambel, 2008), onde se inclui uma representação do utilizador no centro. A 
população de vídeos, constituída por vídeos musicais de artistas portugueses, brasileiros 
e espanhóis tem ligações semânticas entre si representadas em várias cores, nas 
categorias de país, género musical e autor. Esta representação do espaço de vídeos, 
chamada macrospace, pode ser também organizada em forma de matriz de acordo com 
as categorias. É possível navegar através de operações como rotações e deslocações ao 
longo dos eixos tridimensionais e interagir com o mundo entrando dentro de um vídeo, 
altura em que passamos a outra interface, também tridimensional, a que os autores 
chamam microspace. Os píxeis são apresentados em 3D mudando de cor em tempo real 
de acordo com a apresentação do vídeo e mudando de altura conforme o seu brilho. 
Neste espaço, podemos interagir com os píxeis do vídeo e criar efeitos esteticamente 
interessantes como explosão, implosão, aumento ou diminuição do número de píxeis, 
Figura 2.11 – Videosphere 
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deslocações e rotações que podem deixar rasto no ecrã, podendo criar efeitos visuais 
abstractos. É possível ainda fazer pesquisas por uma cor de pixel e o resultado da 
pesquisa leva-nos para o espaço de vídeos que fica organizado de forma a colocar mais 
perto do utilizador no centro, os vídeos com predominância da cor pesquisada. Para 
acentuar o aspecto da interacção, é possível usar vídeo de uma webcam que esteja ligada 
ao sistema para visualizar no microspace, acessível através da representação do 
utilizador no centro do espaço de vídeos. 
Mayil Iragu 
Neste trabalho (Udaysankar, 2008) a autora remete-nos para a cultura indiana e 
para os direitos das mulheres que são ignorados em prol de tradições seculares indianas. 
Estes problemas são apresentados aos utilizadores através de uma instalação que oferece 
artigos tipicamente indianos para venda, como se de uma loja ambulante se tratasse. O 
utilizador atraído pelos artigos tem tendência a mexer-lhes e quando mexe num artigo é 
apresentado um vídeo num ecrã na mesma instalação, onde uma mulher indiana fala 
sobre a temática da mulher contemporânea na Índia relacionada com o artigo em 
questão. Este trabalho é um exemplo de como o vídeo aliado a formas menos 
convencionais  de interacção pode ser usado para quebrar a barreira do típico press play 
& watch inserindo-se em contextos sociais específicos. Podemos ter a tendência de 
pensar que neste tipo de trabalho o vídeo é deixado para segundo plano, no entanto é ele 
que permite ao trabalho atingir ao seu objectivo, a sua finalidade, transmitindo a 
mensagem que se quer passar, e nesta óptica não deixa de ser uma parte fulcral. 
Visualizing Music Artists Network 
Neste trabalho (Costa et al, 2008), os autores apresentam um protótipo para um 
sistema capaz de representar de forma visual as ligações existentes entre artistas de 
música, com recurso a informação proveniente do website Last.fm. É um trabalho que 
se insere na categoria de trabalhos que apresentam informação não visual de forma 
Figura 2.12 – VideoSpace: Navegação no Macrospace 
Figura 2.13 – VideoSpace: Interacção com um vídeo no Microspace 
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visual. Oferece ao utilizador uma experiência de navegação mais completa ao poder ver 
informação dos artistas, bem como artistas relacionados e palavras-chave associadas por 
outros utilizadores aos artistas e músicas. 
YouTube Warp Player 
Este visualizador do espaço de vídeos do YouTube permite explorar as ligações 
entre os vídeos. Desenvolvido em Flash, este sistema apresenta um vídeo escolhido e a 
partir deste explorar os vídeos relacionados, que se apresentam como círculos no 
espaço, com uma frame que caracteriza o vídeo no centro. Os círculos têm contornos de 
cores de forma a poder identificar através da cor as relações entre os vídeos. Ao nível do 
vídeo individual apenas permite seleccionar e ver o vídeo com o visualizador tradicional 
do YouTube. 
2.2.2  Edição 
Nesta secção são apresentados trabalhos relevantes com aplicação directa e que 
oferecem suporte  para a área da edição de vídeo e suas tarefas relacionadas. 




Neste trabalho (Kirk et al, 2007) os autores apresentam o tipo de trabalho sobre 
vídeo que o utilizador amador faz. Analisando as acções de captura, edição, arquivo e 
partilha como um ciclo no trabalho sobre vídeo, chegaram a algumas conclusões. De um 
lado, temos os utilizadores mais casuais, que capturam o vídeo em telemóvel por 
exemplo, e não fazem qualquer tipo de edição sobre ele, sendo o objectivo a partilha 
imediata. Do outro lado, temos os utilizadores mais exigentes que investem mais 
recursos materiais e temporais, como planear previamente uma captura de vídeo, 
comprar uma câmera de vídeo melhor, tudo com o objectivo de posteriormente 
partilharem o conteúdo. Um factor importante que tem relevo neste estudo é que são 
tipicamente os eventos na vida dos utilizadores que levam à captura de vídeo e que sem 
eles não há necessidade dessa captura. Também é importante notar que as operações 
mais usadas na fase de edição de vídeo são o recortar, ordenar segmentos, adicionar 
títulos e legendas, adicionar transições, e mais tarde passar o conteúdo para um DVD. 
Os mesmos autores (Kirk et al, 2006) desenvolveram previamente um estudo 
análogo para o campo da fotografia que apresenta algumas semelhanças nas actividades 
de navegação e pesquisa em arquivos fotográficos e em arquivos videográficos. Os 
utilizadores normalmente arquivam o conteúdo em disco, com base em eventos que são 
datados, seguindo uma estrutura de directório com o nome do evento e a data, portanto 
raramente perdem tempo a pesquisar uma fotografia ou um vídeo em particular. Assim, 
não existe tanto a necessidade de desenvolver mecanismos de pesquisa, sendo preferível 
concentrar esforços em desenvolver mecanismos de navegação mais eficientes. Estes 
trabalhos contribuem para perceber quais são as funcionalidades interessantes a 
desenvolver para aplicações relacionadas com edição, visualização e navegação em 
vídeo e foto. 
Vox Populi 
Na série de trabalhos sobre automatização de edição de vídeo, encontra-se também 
o trabalho de Bocconi e Nack (2004), Vox Populi, onde os autores tiveram como 
objectivo gerar sequências de vídeo de entrevistas a cidadãos americanos depois do 
incidente das torres gémeas do World Trade Center a 11 de Setembro de 2001. Usam 
para fazer um documentário, que é o objectivo, uma estrutura aproximada à parte da 
retórica denominada por invenção, que consiste em tentar convencer através da 
persuasão. Assim, para o utilizador é possível oferecer uma navegação visual 
automaticamente guiada, e para o autor (do documentário) oferecer uma plataforma para 
recolher conteúdo e torná-lo disponível sem ter que explicitar como e por que ordem 
deve ser visto. A nível semântico são usados tópicos para classificar e pesquisar os 
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conteúdos. Este trabalho oferece assim um certo grau de automatização e ao mesmo 
tempo de liberdade criativa na realização de documentários. 
Hitchcock: Semi-automatic Home Video Editing 
Neste trabalho (Girgensohn et al, 2000) os autores desenvolvem um sistema de 
edição de vídeo que analisa os segmentos de vídeo com base no movimento e decide a 
viabilidade destes poderem vir a ser usados num filme. É um trabalho orientado também 
à edição caseira de vídeo e pretende que com esta automação o utilizador não tenha que 
seleccionar quais os segmentos a usar, podendo saltar esta fase. São seguidas regras 
básicas de edição que usam propriedades do vídeo como a duração, luminosidade e 
movimento da câmera para decidir sobre a viabilidade. Também apresentam uma 
interface para navegação, apresentação e selecção dos vários segmentos na colecção, 
que assenta em várias pilhas de segmentos agrupados por similaridade dos histogramas 
de cor. Estas pilhas podem ser expandidas, mostrando numa nova janela sobreposta os 
respectivos segmentos. É ainda usada uma interface para a linha temporal do vídeo 
usando tempos mínimos e máximos para cada segmento e seguindo algumas regras, 
como um modelo físico de força de molas aplicado à duração dos segmentos, de forma 
a balancear as durações destes entre si, para que o filme final tenha uma duração 
especificada. 
Figura 2.15 – Espaço de vídeos no Hitchcock 
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Director in Your Pocket 
Um outro trabalho que oferece diferentes formas de interacção com o vídeo é o de 
Adams e Venkatesh (2004) onde os autores apresentam uma plataforma para PDA que 
vai de encontro às necessidades que os utilizadores têm quando querem realizar um 
projecto em vídeo com melhor qualidade. Assim, o PDA torna-se num assistente que dá 
dicas sobre como capturar vídeo em diferentes condições e para diferentes fins. Inclui 
um sistema de representação em 3D para auxílio visual, com recurso a templates de 
cenas previamente definidos. O PDA também grava as tentativas do utilizador de seguir 
as indicações para, no software de desktop, poder anotar as cenas com meta dados 
derivados dos templates usados e mais tarde analisar os resultados. 
Soft Cinema 
Este sistema (url-SoftCinema) não só permite edição de vídeo, como também faz 
uso de algumas técnicas de visualização. Este sistema explora a edição algorítmica de 
vídeos, usando para o efeito descritores semânticos e palavras-chave que podem ser 
introduzidas automaticamente, com recurso a aplicações de processamento de imagem, 
ou manualmente. Estas palavras-chave para além de descreverem semanticamente os 
vídeos, também descrevem algumas propriedades de baixo nível, como a cor dominante, 
contraste, movimento da câmera, entre outras. 
Em primeiro lugar, usando regras para a edição automática que fazem uso destes 
descritores, o Soft Cinema é capaz de produzir sequências de vídeos que podem ser 
também alteradas pelo utilizador, conforme o seu gosto em relação aos resultados 
produzidos. 
Outra noção explorada no Soft Cinema é a narrativa a partir de uma base de dados. 
Esta técnica faz uso de vários vídeos a partir de uma base de dados que são usados para 
construir narrativas, podendo fazer versões diferentes da mesma estrutura narrativa, e 
permite visualizar a base de dados de uma forma gráfica. 
O terceiro princípio explorado no Soft Cinema faz uso da analogia entre um 
sistema gráfico de janelas, típico nos computadores pessoais, com a apresentação de um 
filme. Assim, o macro-cinema, é conseguido gerando várias janelas para apresentação, 
nas quais são mostrados vários vídeos de forma aleatória, em alturas aleatórias. 
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Finalmente, a quarta ideia explorada no Soft Cinema é a ideia de multimedia 
cinema, onde não são só usados vídeos para criar um filme, mas também animações, 
imagens bidimensionais e tridimensionais, e outros elementos visuais que possam ser 
usados como complemento à apresentação normal do vídeo, dando ênfase a aspectos 
presentes na narrativa do vídeo em questão, e abrindo novas portas à maneira de 
apresentar os filmes. 
2.2.3  Análise e Pesquisa de Imagens e Vídeos 
Nesta secção são apresentados trabalhos relevantes para as tarefas de análise e 
pesquisa de imagens e vídeos. 
Extracting Baseball Highlights 
Este é um exemplo de aplicação prática de extracção automática de características 
para edição de vídeo (Chang et al, 2002) onde os autores segmentam os vídeos em 
cenas, identificando sete tipos de cena representativas das filmagens de um jogo de 
basebol. De seguida, classificam as jogadas como sendo conjuntos de vários tipos de 
cenas, fazendo um mapeamento para automatizar a tarefa de descobrir as jogadas 
conforme as cenas presentes no vídeo. Através da construção de Cadeias de Markov 
Figura 2.16 – Exemplo de visualização de vários vídeos em janelas e com diferentes 
elementos visuais no Soft Cinema 
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Escondidas (Hidden Markov Models), que são modelos estatísticos assentes em sistemas 
de evolução aleatória sem memória, dependendo unicamente do estado actual, fazem o 
reconhecimento automático das cenas e geram os resumos dos jogos de basebol com 
relativo sucesso. 
VisGenie 
Em (Wang & Xie, 2001), foi concebido e implementado um projecto para um 
sistema genérico de visualização de streams multimédia, e dos meta dados associados. 
Aqui os meta dados referem-se a dados semânticos de alto nível, e a propriedades de 
baixo nível. Este sistema permite visualizar vídeos e comparar diferentes qualidades na 
compressão de cada vídeo, permite fazer detecção de mudanças de planos, e análise de 
vídeos. Na análise, fazem uso de histogramas de cor, contabilizando para cada cor o 
número de píxeis existentes ao longo do vídeo em cada frame,  em HSV, com 64 
contentores para cada componente e apresentam o histograma em tempo real à medida 
que o vídeo é visualizado. 
Pesquisa de Vídeos através de Classificação Semântica 
Neste trabalho (Luo et al, 2006) os autores tentam resolver os problemas de 
extracção de conceitos semânticos de segmentos de vídeo, uma vez que é difícil 
relacionar as características de nível mais baixo com características de nível mais alto, 
Figura 2.17 – Análise de um jogo de futebol no VisGenie 
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mais significativas para as pessoas. Também tentam tornar fácil e intuitivo o acto de 
especificar os conceitos de pesquisa para um utilizador, uma vez que a pesquisa por 
palavras-chave pode ser difícil de interpretar e ligar a conceitos mais abstractos dos 
vídeos. Também simplifica a tarefa do utilizador que não sabe bem o que quer 
pesquisar, orientando a navegação e procura hierárquica. Finalmente lida com o 
problema de encontrar vídeos de interesse e portanto usa uma classificação de grau de 
interesse nos vídeos, feita à custa de análise estatística. 
Histogramas de Cor de Grupos de Frames e Imagens 
Neste trabalho (Ferman et al, 2000) pretende-se fazer uso de técnicas de análise 
como os histogramas de cor para produzir anotações quanto à cor em relação a grupos 
de frames em vídeos ou em grupos de imagens. Os vários histogramas a serem usados 
são: histograma médio, que é calculado acumulando os histogramas de todas as frames 
e depois normalizando-o pelo número de frames; histograma mediano que para calcular 
os valores em cada contentor ordena em ordem ascendente os valores de cada 
histograma da frame para a duração do vídeo e escolhe o valor mediano; e finalmente o 
histograma de intersecção que contém o número de píxeis de cada cor que aparecerem 
em todas as frames. Algumas das aplicações que fazem com estas anotações incluem 
pesquisa de imagens e frames de vídeo e relacionamento entre segmentos de vídeo, 
através da semelhança dos seus histogramas de cor. 
Pesquisa de Imagens baseada em Aproximação de Cor 
Em (Huang et al, 2006), os autores apresentaram um algoritmo capaz de extrair 
informação da cor no espaço de cor CIELAB, baseando-se em algoritmos dos 
movimentos em colónias de formigas. Neste caso em particular, o algoritmo usado foi o 
que modela a forma como as formigas empilham os cadáveres das formigas mortas. O 
que acontece é que as formigas formam pilhas de cadáveres e são atraídas para as pilhas 
já formadas, fazendo com que no final existam poucas pilhas com muitos corpos. Com 
este algoritmo conseguem criar modelos probabilísticos para extrair cores dominantes 
de imagens bem como analisar distâncias entre cores para poder fazer uma correlação 
óptima.  
Noutro trabalho de pesquisa de imagens baseada em informação da cor (Kerminen 
& Gabbouj, 1999), os autores usam histogramas de cor em diferentes espaços de cor, 
nomeadamente o RGB, HSV e L*a*b. Experimentaram com várias configurações no 
número de contentores dos histogramas em cada espaço de cores e compararam os 
resultados da criação dos histogramas para uma base de dados de duas mil imagens 
chegando a conclusão que a construção do histograma em HSV com 166 cores é o mais 
lento ao invés do RGB que seja com 64 ou 125, contentores é mais rápido que os outros 
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espaços de cor. O L*a*b oferece uma melhor percepção por não ser dependente dos 
dispositivos de apresentação, mas a quantização é mais difícil. O HSV tem a 
quantização mais fácil em termos de separação das componentes para organização do 
espaço, e o RGB é mais difícil também porque as componentes estão correlacionadas 
em relação à luminosidade, o que não sucede no HSV. 
Em (Saykol et al, 2004), para além do uso da cor para pesquisar imagens, também 
são usadas as propriedades das formas e texturas. O que é particularmente interessante é 
a semelhança da organização espacial da cor que os autores escolheram. Tal como no 
trabalho anterior, também é escolhida uma representação da cor em HSV, pela sua 
uniformidade perceptual e semelhanças com os princípios da visão humana. A 
quantização usada resulta num total de 166 cores e está representada graficamente na 
Figura 2.18, onde temos três gráficos, cada um representando um valor de 
luminosidade, sendo que no gráfico da esquerda temos um terço de luminosidade, no do 
meio dois terços e no terceiro a luminosidade total. Em cada gráfico pode notar-se as 
divisões das cores à medida que se anda à volta da circunferência e as divisões da 
saturação, com menor saturação à medida que se aproximam do centro. 
MultiColr Search Lab 
Na área da pesquisa de informação, o MultiColr Search Lab deixa fazer pesquisas 
sobre imagens do Flickr através de semelhança de cores. Este sistema permite 
seleccionar até 10 cores de uma paleta de cores para compor a pesquisa. Usam um 
princípio interessante e simples na composição da pesquisa relacionado com a 
quantidade de cor que queremos obter nas imagens. Quanto mais vezes for seleccionada 
a mesma cor, maior será o ênfase dado a essa cor na pesquisa. Por exemplo, na Figura 
2.19, podemos ver uma pesquisa feita escolhendo duas vezes a cor amarela, e depois um 
tom de roxo e um vermelho escuro. 




2.2.4  Criatividade 
Nesta secção são apresentados trabalhos relevantes que visam dar suporte e 
estimular a criatividade. 
Artificial Evolution for Computer Graphics 
Este trabalho de Sims (1991) apresentou uma forma original de aplicar a teoria da 
evolução à geração de gráficos. Sims aplicou algoritmos genéticos, através de operações 
de selecção, mutação, reprodução e fitness. Aplicou as noções de genótipo, a entidade 
que contém a informação genética, e fenótipo que é a manifestação de um dado 
genótipo, aos gráficos produzidos no computador. Um indivíduo é definido por um 
conjunto de genes, cada um constituído por pares de genótipos e fenótipos. As funções 
de fitness para avaliar o sucesso dos indivíduos baseiam-se em critérios que variam 
conforme o significado semântico da situação em causa. No caso concreto deste 
trabalho, o autor acabou por deixar que fosse o utilizador a oferecer o input  para se 
determinar o sucesso de uma solução, uma vez que era difícil avaliar objectivamente se 
um indivíduo seria melhor que outro, já que se trataram de observações 
fundamentalmente estéticas. O autor exemplifica esta evolução artificial através da 
geração de texturas sólidas, imagens e plantas tridimensionais.  




Neste trabalho (Chambel et al, 2007) os autores aplicaram o princípio dos 
algoritmos genéticos à edição de vídeo. Assim, temos indivíduos que são os vídeos, e 
cada indivíduo tem três genes, que são os segmentos que o compõem. Cada segmento 
por sua vez tem várias propriedades como a duração, distância focal, cor, anotações de 
texto livre e anotações de palavras-chave. Estas propriedades compõem o genótipo de 
um gene cuja manifestação é o segmento de vídeo, o fenótipo. Através de uma função 
de fitness que faz a avaliação dos indivíduos, e de processos de selecção, mutação, 
crossover e elitismo, uma população inicial de vídeos pode ser evoluída para um 
determinado objectivo que se prende com uma propriedade, ou genótipo, desejada. 
Assim, o MovieGene torna-se um editor de vídeo não linear que comporta 
funcionalidades de edição automática usando algoritmos genéticos, evoluindo 
populações de vídeos que podem ser exploradas de forma a estimular a criatividade, 
uma vez que oferece um conjunto de resultados que não sendo completamente incertos, 
também não são totalmente previsíveis, colocando em prática a noção da incerteza 
como aliada da expressão criativa. 
2.2.5  Sumário 
Para finalizar, apresentamos uma tabela com o sumário das características mais 
marcantes dos trabalhos apresentados, na perspectiva de suporte à visualização. É 
importante notar que os trabalhos são muitas vezes transversais às várias áreas do vídeo 
e portanto não se restringem apenas a uma em particular, o que quer dizer que muitos 
destes trabalhos têm contributos mais importantes na edição ou análise de vídeo, mas 





Vídeo cubismo 3D, vídeo num cubo 
V3 3D em várias formas 
Int. Comic Book Pres. Prancha de BD com vídeos 
Video Streamer Imagem semelhante a slit scan 
Mosaicos de imagens e 
vídeos 
Usam a técnica da representação de imagens grandes por 
imagens mais pequenas – o mosaico 
Videosphere Esfera 3D com videos relacionados semânticamente entre eles 
VideoSpace Esfera 3D/matriz com vídeos com relações semânticas. Espaço de vídeo individual 3D 
Mayil Iragu Playback de vídeos em instalação a lembrar Video Art 
Vis. Music Artists 
Network Rede de info. de artistas musicais retirada do Last.fm 
YouTube Warp Player Espaço de vídeos 2D representados por círculos e com cores nos contornos para mostrar as ligações 
Hitchcock Timeline, Pilhas de vídeos organizadas por cor 
Soft Cinema Apresenta várias janelas com vídeo, complementadas com outros tipos de media 
Pesquisa de vídeos por 
semântica Espaço 2D de vídeos 
MovieGene Timeline, Populações de vídeos 
 
Tabela 1 – Sumário dos tipos de visualização dos principais trabalhos relacionados 
2.3  Ferramentas e Tecnologias Relacionadas 
Nesta secção apresentam-se algumas ferramentas e tecnologias relacionadas com as 
áreas da edição de vídeo, VJing, desenvolvimento para tecnologias que façam uso do 
vídeo, visualização de informação e pesquisa de vídeos. 
2.3.1  Edição de Vídeo 
No campo da edição de vídeo existem várias ofertas comerciais, bem como 
algumas livres, incluindo algumas aplicações que são oferecidas com alguns sistemas 
operativos, como são os casos do Windows Movie Maker (url-WinMovieMaker) no 
Windows e do iMovie (url-iMovie) no Mac OS X. Outras aplicações largamente usadas 
são o Adobe Premiere (url-Premiere), Apple Final Cut (url-FinalCut) e Sony Vegas (url-
Vegas). Já existem também hoje em dia algumas aplicações de edição de vídeo online, 
com funcionalidades básicas que servem para editar pequenos vídeos com o objectivo 
de fomentar a partilha e a criatividade pelos utilizadores. Estes sites incluem uma versão 
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mais básica do Adobe Premiere (url-PremiereExpress), e outros sites como o Kaltura 
(url-Kaltura), JayCut (url-JayCut) e MovieMasher (url-MovieMasher). Todas estas 
aplicações têm em comum o uso do paradigma da edição de vídeo não linear, que é o 
mais usado hoje em dia. 
2.3.2  Video Jockeying e Programação Visual 
Na área do VJing e da criação de imagem existem também diversas aplicações que 
permitem misturar e manipular vídeo como o Modul8 (url-Modul8) e o Arkaos (url-
Arkaos), permitindo geração de vídeo através do som e manipulação de webcams em 
tempo real, entre outras funcionalidades. 
No entanto, as mais interessantes são aquelas que permitem construir através de 
programação visual as próprias aplicações e neste campo destacam-se o 
Max/MSP/Jitter, a sua alternativa em open-source, Pure Data, e o software da Apple, 
Quartz Composer, disponível no Mac OS X. Existe ainda outra aplicação open-source 
popular chamada VVVV (url-vvvv) com funcionalidades específicas para síntese de 
vídeo em tempo real. Esta família de software permite ao utilizador construir as suas 
próprias aplicações interactivas com funcionalidades relacionadas com o som e o vídeo. 
A programação visual deste tipo de aplicações tem uma curva de aprendizagem mais 
rápida que as linguagens de programação normais. Com este tipo de programação, o 
utilizador, para desenvolver as próprias aplicações ou extensões para as aplicações já 
existentes, usa blocos visuais que representam dados, objectos e estruturas tal como 
numa linguagem normal. Estes blocos visuais são depois ligados entre si para 
estabelecer interacções e criar uma aplicação. Na Figura 2.20 podemos ver um exemplo 
de um simples misturador de vídeo de duas fontes criado com o Pure Data. Esta 
Figura 2.20 – Exemplo de um Video Mixer no Pure Data 
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aplicação permite ler dois ficheiros de vídeo e através de uma barra de deslizamento 
horizontal misturar a imagem proveniente de cada um deles, sendo que nas 
extremidades estão os vídeos com opacidade total e à medida que se caminha para o 
meio da barra a sobreposição das imagens é feita. Também é possível controlar a altura 
e largura da imagem de vídeo que está a ser apresentada, contribuindo para criar efeitos 
em tempo real sobre o vídeo. 
2.3.3  Ambientes Integrados de Desenvolvimento 
Para desenvolver aplicações capazes de processar imagens e vídeos, existem 
também alguns Ambientes de Desenvolvimento Integrados (Integrated Development 
Environments - IDE’s) baseados em linguagens de programação bastante difundidas, 
mas que têm a particularidade de terem sido desenvolvidos para facilitar o trabalho de 
quem desenvolve aplicações multimédia. É o caso do Processing (url-Processing), um 
software open-source que é baseado na tecnologia Java e permite a artistas e pessoas 
que não estejam muito familiarizadas com programação uma aproximação mais fácil à 
linguagem Java. Isto é conseguido com o ênfase colocado nas funcionalidades gráficas e 
de integração do Java com uma das normas para gráficos 3D que é o OpenGL. 
Existe já um grande número de bibliotecas desenvolvidas para Processing 
destinadas a processamento de vídeo, imagem, som, e também para uma série de 
interfaces externos e sensores que fazem do Processing a ferramenta de trabalho de 
eleição de muitos artistas gráficos que desenvolvem aplicações multimédia. Outra 
vantagem do Processing é ser multi-plataforma, uma vez que usa o Java como suporte e 
como linguagem. Para todos os efeitos, o código produzido em Processing é Java, 
simplificado quando se está a usar o IDE, mas a qualquer momento é possível usar as 
bibliotecas da API do Java. O Processing exporta as aplicações criadas para Java 
Applets que podem correr em vários sistemas operativos ou, conforme o tipo de 
aplicação desejado, serem facilmente publicadas online. 
Um outro IDE semelhante é o openFrameworks (url-openFrameworks), este 
baseado em C++ e também assente no mesmo princípio para incitar a criatividade 
através da programação e destinado a criações visuais e interactivas. Existe também 
uma série de bibliotecas destinadas a processamento de vídeo e que têm uso por 
exemplo para interacção em tempo real. Estas bibliotecas incluem o OpenCV (url-
OpenCV), JMyron (url-JMyron) e variantes, e Free Frame (url-FreeFrame), entre outras. 
Com estas bibliotecas é possível colocar efeitos em tempo real sobre vídeo e fazer 
detecção de formas, cores e movimento através de uma simples webcam, que pode ser 
útil para diversos fins, como a interacção e análise de dados. 
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2.3.4  Ferramentas de Visualização de Informação 
Também na área da visualização de informação podemos encontrar várias 
bibliotecas e frameworks que podem ser usadas das mais diversas formas, e com 
diferentes tipos de dados. A framework de visualização Prefuse (url-Prefuse), por 
exemplo, é uma excelente forma de representar grandes volumes de informação. 
Esta framework descrita em (Heer et al, 2005) apresenta um suporte a um 
desenvolvimento mais rápido e configurável, para visualizar informação. A informação 
pode ser estruturada ou não estruturada, e o Prefuse ao ser configurável pode adaptar-se 
às necessidades de vários sistemas. A visualização em si pode ter várias formas de 
representação, incluindo árvores, grafos de nós e gráficos mais simples, conforme os 
requisitos da aplicação. Contempla uma camada de dados onde a informação é 
colocada, uma camada de abstracção onde esta informação é filtrada e passada para 
objectos visuais e finalmente uma camada de visualização onde é feita a apresentação 
gráfica da informação e dos controlos necessários para a interface com o utilizador. 
Esta framework está disponível como uma biblioteca para Java e pode ser usada 
para produzir várias visualizações diferentes, sendo bastante configurável. Pode ser 
visto na Figura 2.21 um exemplo de visualização de um grupo de utilizadores de uma 
rede social. 
Figura 2.21 – Exemplo de visualização de dados com o Prefuse 
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Na mesma linha de visualização de informação é possível encontrar o Skyrails (url-
Skyrails). O Skyrails é uma ferramenta de visualização para redes sociais e gráficos, 
com a sua própria linguagem de programação, mas que pode ser estendida através de 
scripts. É possível criar menus e diferentes visualizações com o Skyrails conforme os 
dados que queremos visualizar. Em relação ao Prefuse, o Skyrails tem mais impacto 
visual em determinados contextos, uma vez que o ambiente criado para a visualização é 
tridimensional (Figura 2.22), em contraste com o 2D do Prefuse. 






Capítulo 3  
Visualização e Edição Interactiva e Criativa em 
Espaços de Vídeo 
Neste capítulo apresenta-se o trabalho desenvolvido no âmbito deste projecto, 
incluindo a arquitectura do sistema ColorsInMotion, os seus módulos de análise – Video 
Analyzer – e visualização – Viewer – e ainda outro trabalho desenvolvido durante o 
projecto nas áreas de interacção mais natural com espaços de vídeo. 
3.1  Arquitectura e Modelo Conceptual 
De acordo com a motivação e os objectivos propostos no primeiro capítulo, 
delineou-se um modelo conceptual. Os conceitos mais importantes do sistema 
ColorsInMotion assentam na visualização de vídeo, sendo que aspectos relativos à 
interacção, análise e processamento são também importantes, pois será toda a conjunção 
destas vertentes que permitirá que o sistema ofereça uma experiência satisfatória, tanto 
do ponto de vista do utilizador, com base na recolha e análise da informação relevante. 
Figura 3.1 – Arquitectura do sistema 
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A arquitectura do sistema contempla dois módulos separados concretizados em 
duas aplicações distintas com aspectos em comum. Como se pode ver pela Figura 3.1 os 
vídeos podem vir de câmeras ou de ficheiros e serão introduzidos no sistema através do 
Video Analyzer. Esta aplicação é responsável pela análise e processamento dos vídeos e 
produz dados que serão usados pelo Viewer. Esta aplicação, produz visualizações a 
partir da informação extraída, permitindo navegar e pesquisar o espaço de vídeos 
constituído introduzidos no sistema. Em comum estas duas aplicações têm as estruturas 
que suportam a informação que passa pelo sistema, tanto os objectos como os ficheiros 
que contêm os dados dos vídeos e dos loops. 
3.2  Video Analyzer – Processamento e Análise de Vídeos 
De forma a ter dados capazes de suportar a visualização é necessário extraí-los, em 
primeiro lugar, dos vídeos. Assim é preciso passar por uma fase de análise e 
processamento de vídeo que faça esta tarefa. Para este fim, foi desenvolvida a aplicação 
Video Analyzer que será descrita de seguida, juntamente com alguns conceitos 
importantes para o contexto da aplicação. 
3.2.1  Espaços de Cor 
Decidiu-se contemplar dois espaços de cor diferentes, no desenvolvimento deste 
trabalho, de forma a poder comparar resultados e tirar conclusões também sobre que 
espaço de cor é mais útil para fins de visualização e representação de vídeo. Os espaços 
de cor que escolhemos suportar foram o RGB e o HSB. 
O espaço de cor RGB tem três componentes aditivas: R (Red) para vermelho, G 
(Green) para verde e B (Blue) para azul, as cores primitivas da luz, às quais o ser 
humano é sensível. Uma cor neste espaço é obtida pela soma dos valores destas três 
Figura 3.2 – Espaço de cor RGB 
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componentes (Figura 3.2). Quando se adiciona o máximo de cada componente obtém-se 
branco e quando há ausência das componentes tem-se preto. Sempre que as três 
componentes são iguais obtém-se um valor da escala de cinzentos. No RGB, as 
dimensões relacionam-se com a forma como é feita a apresentação através de píxeis que 
emitem luz nestas três componentes, sendo um sistema de representação da cor mais 
pensado nas máquinas que nos humanos, em termos de organização. 
O espaço de cor HSB, ou HSV, descreve as cores de uma forma mais perceptível e 
habitual para os humanos, usando também três componentes: H (Hue) para a tonalidade 
da cor, S (Saturation) para a saturação da cor e B/V (Brightness/Value) para o brilho ou 
luminosidade da cor. Este sistema corresponde a uma transformação no sistema de 
coordenadas em relação ao RGB e pode ser representado graficamente por um cilindro 
onde a luminosidade varia com a altura, cores escuras na base sem luminosidade (preto 
na base do eixo central) e cores claras no topo com muita luminosidade (branco no topo 
do eixo central); a saturação varia com o afastamento do centro do cilindro, a cor é 
muito saturada na extremidade e pouco saturada (escala de cinzentos) no centro; e o tom 
da cor é dado pelo ângulo em volta do eixo central. Assim, à medida que se andar à 
volta do cilindro, a cor muda passando pelo espectro todo. Note-se também que devido 
à fraca percepção das cores escuras pelos humanos esta representação pode também ser 
um cone invertido, descartando assim as cores em volta do eixo central à medida que se 
desce em luminosidade ao longo desse eixo (Figura 3.3). 
Com base nestes dois espaços de cor foram feitas diferentes quantizações e 
organizações que serão explicadas na secção seguinte. 
Figura 3.3 – Espaço de cor HSB 
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Quantização dos Espaços de Cor 
Para alterar entre RGB e HSB no Video Analyzer, o utilizador deve pressionar a 
tecla de espaço, no Video Analyzer, ou a tecla L, no Viewer. Conforme o espaço de cor 
que está seleccionado, os resultados da análise e processamento serão diferentes, uma 
vez que a quantização do espaço para a criação dos histogramas é diferente. 
No espaço de cor RGB optou-se por uma quantização uniforme. Quer isto dizer 
que existe o mesmo número de contentores, representativos de intervalos, para cada 
componente. O espaço de cor é assim dividido no número especificado de intervalos, e 
quando é feita a análise de cores no vídeo, a cor analisada, é enquadrada num dos 
intervalos. Consideremos um exemplo prático. Num espaço de cor RGB com 24 bits 
teremos 256 valores diferentes de cor para cada componente, totalizando cerca de 65 
milhões de cores diferentes. Se só tivermos 8 contentores para cada componente, vamos 
reduzir drasticamente o número de cores para 512 e teremos um intervalo a cada 32 
valores de cada componente da cor. Assim uma cor que tenha os valores RGB (240, 12, 
45) será enquadrada no intervalo (7, 0, 1) através da divisão por 32. Este tipo de 
organização embora eficaz do ponto de vista técnico, não é eficaz quando se tenta 
agrupar cores por semelhança, por exemplo de luminosidade, uma vez que aqui as 
componentes estão co-relacionadas em relação esta propriedade da cor. Este tipo de 
organização por luminosidade é importante, por exemplo, para poder agrupar cores 
muito escuras que dificilmente são distinguidas pelas pessoas. 
De forma a contornar algumas destas dificuldades de organização implementou-se 
também o sistema de cor HSB. Neste sistema, a quantização usada deixa de ser 
uniforme. Aqui usaram-se 18 contentores para a componente H, e 4 para as 
componentes S e B, tendo em conta o trabalho relacionado estudado. No entanto, o 
utilizador também poderá definir o número de contentores a utilizar para cada 
componente. Assim, usando a configuração por defeito, determina-se logo à partida que 
o valor da cor tem um maior peso na percepção da semelhança de cores. Por outro lado, 
é sabido que o olho humano é mais sensível ao brilho que à própria cor, portanto 
estabeleceram-se algumas regras de organização do espaço que fizeram com que este 
diminuísse, descartando algumas cores. Estas cores descartadas são as cores pouco 
saturadas e as cores muito escuras. Assim, sempre que o valor de saturação de uma cor 
está abaixo de um limiar, usa-se apenas o valor da luminosidade para determinar a cor, 
aproximando-a à escala de cinzentos. De forma análoga sempre que a luminosidade de 
uma cor está abaixo de um limiar também é aproximada a preto, espelhando a pobre 
capacidade de distinção de cores escuras do olho humano. Na escala de cinzentos são 
consideradas 4 cores: preto, cinzento escuro, cinzento claro e branco. A estas juntam-se 
mais 162 cores na gama de maior luminosidade e saturação totalizando 166 cores. 
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Ao oferecer os dois espaços de cor no Video Analyzer, o utilizador pode comparar 
os resultados e decidir qual quer utilizar em diferentes situações. Nas experiências 
conduzidas, o HSB ofereceu uma melhor percepção na pesquisa de cores dominantes, 
uma melhor organização do espaço tornando os histogramas de cor mais representativos 
em função das cores dominantes e obtendo melhores resultados ao agrupar as cores 
semelhantes quando se criam histogramas de cor. 
3.2.2  Análise de Cores 
O Video Analyzer, é acima de tudo, um analisador de vídeos. Como propriedade 
principal a ser analisada foi escolhida a cor. Esta escolha prende-se com o facto da cor 
ser uma propriedade visual relevante e ao mesmo tempo bastante perceptível, uma vez 
que um vídeo não é mais que uma matriz organizada no espaço de cores a variar no 
tempo. Complementada com a informação relativa ao movimento no vídeo oferece uma 
boa representação do conteúdo deste. 
Para se efectuar a análise, em primeiro lugar há que carregar o vídeo. A interface 
de carregamento do vídeo na aplicação é simples, bastando arrastar o ficheiro do vídeo 
que se deseja analisar para dentro da janela da aplicação. Note-se que devido à escolha 
do ambiente Processing para desenvolvimento da aplicação, a biblioteca de 
processamento de vídeo incluída suporta apenas o formato Apple QuickTime. 
Uma vez estando o vídeo carregado, podemos visualizá-lo no canto superior 
esquerdo. A informação sobre o seu ficheiro, a sua resolução e duração são apresentadas 
no topo da janela, à direita do vídeo. 
Figura 3.4 – Exemplo de análise de um vídeo no Video Analyzer 
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Para iniciar a análise do vídeo, basta seleccionar o botão Play na aplicação e o 
vídeo imediatamente começará a ser apresentado e ao mesmo tempo analisado. Com os 
botões Pause e Stop podemos, naturalmente, pausar e parar o vídeo e, 
consequentemente, a análise. Note-se que com o botão Stop é feita uma reinicialização à 
análise e quando se seleccionar Play ela começará do início, enquanto que com o botão 
Pause a análise é suspensa e continuará assim que seja seleccionado o botão Play. 
Análise de Cor Média 
O primeiro tipo de análise de cor que é efectuado é a análise da cor média do vídeo. 
A cor média em muitos casos é um bom representante da cor do vídeo, nomeadamente 
quando não existe grande variância de cor. No entanto, em casos em que temos uma 
frame totalmente vermelha e de seguida uma totalmente verde, a cor média resultante da 
análise destas frames iria ser uma cor acastanhada que não aparece no vídeo e portanto 
não iria ser perceptível para um utilizador. A maneira como é calculada a cor média do 
vídeo é fazendo para cada frame a média de todas as componentes do espaço de cor 
(RGB ou HSB) e dividindo-as pelo número de píxeis. Depois, esses valores são 
acumulados, e no final da análise faz-se a divisão pelo número de frames, obtendo-se 
assim a média final de cada componente no vídeo. 
A cor média de cada frame pode ser vista numa visualização ao estilo de uma linha 
temporal, que é construída em tempo real e que oferece uma vista do vídeo ao longo do 
tempo em relação à sua cor média (primeira barra horizontal na Figura 3.4). No final, é 
apresentado também um quadrado, junto à área dos detalhes, preenchido com a cor 
média resultante (Figura 3.6). 
Análise de Cores Dominantes 
Outro tipo de análise de cor que é feito é a análise das cores dominantes do vídeo. 
A cor dominante é um indicador bastante perceptível, que é muitas vezes mais 
facilmente relacionado com a representação do vídeo do que a cor média, uma vez que 
Figura 3.5 – Detalhes do vídeo (no topo da janela na Figura 3.4)         
Figura 3.6 – Cor média nos detalhes do vídeo (no topo da janela na Figura 3.4) 
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estas cores aparecem durante o vídeo. De forma a conseguir efectuar este tipo de análise 
usaram-se histogramas de cor. 
Os histogramas de cor são uma técnica bastante usada para análise e processamento 
de imagem e vídeo, como podemos constatar pelo trabalho relacionado apresentado na 
secção 2.2.3. No fundo, estes histogramas representam a distribuição de cores numa 
imagem, contando a cor de cada pixel e é isso que é feito também aqui, na análise de 
vídeo. 
No caso do espaço de cores RGB, o histograma é inicializado com o número de 
contentores que o utilizador quiser. Estes contentores determinam a quantização do 
espaço de cor, definindo o número de cores individuais que iremos ter nos resultados. 
No entanto, com muitos contentores, o que resulta em muitas cores individuais, a 
aplicação poderá ter menor desempenho em tempo real. No caso do espaço de cores 
HSB, a quantização por defeito tem em conta o estudo efectuado na área de 
processamento e análise de vídeo, mas também pode ser configurada pelo utilizador, 
como já foi descrito na secção Quantização dos Espaços de Cor. 
São criados três histogramas diferentes com finalidades diferentes, que se 
descrevem em seguida. O histograma das cores dominantes por contagem de píxeis é o 
mais tradicional e é criado à custa da contagem de todos os píxeis de todas as frames do 
vídeo, marcando no histograma na cor correspondente, cada ocorrência dessa cor num 
pixel. Este tipo de histograma dá ao utilizador um panorama preciso das cores 
dominantes reais no vídeo em toda a sua duração, mesmo que algumas não sejam 
dominantes ao nível das frames e possam passar despercebidas. 
O segundo histograma a ser criado é o histograma de cores dominantes por 
contagem de frames. Este tipo de histograma é menos usual, e dá uma perspectiva 
diferente do primeiro, mais perceptível para o utilizador, principalmente para vídeos 
com poucas cores. Este histograma é calculado criando um histograma temporário para 
cada frame onde se contam as cores dos píxeis. A partir deste histograma temporário 
obtemos então a cor mais dominante, descartando todas as outras cores. Assim sendo, 
no final, este histograma tem apenas as ocorrências das cores que dominam mais a nível 
das frames individuais, que poderão ser cores bastante evidenciadas durante o vídeo. 
Finalmente o terceiro histograma que é criado é o histograma de percentagens de 
predominância das cores dominantes. Este histograma obtém-se com as cores que já 
sabemos que são as dominantes, onde para cada uma destas cores se guardam as 
percentagens relativas de predominância, quando são dominantes na frame. No final, é 
feita uma normalização pelo número de frames, para obter uma percentagem para todo o 
vídeo. Assim, a informação deste histograma complementa bem a informação do 
histograma das cores dominantes por frame, uma vez que podemos ver a percentagem 
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de tempo do vídeo que uma cor domina, e também a percentagem de espaço no ecrã que 
ela domina. 
Importa salientar que existem duas noções distintas de predominância das cores, 
uma espacial, qual o espaço ocupado pela cor quando aparece, e uma temporal, durante 
quanto tempo do vídeo esta cor aparece como dominante. Em baixo, podemos ver uma 
implementação genérica de um histograma de cor. 
int hist[256][256][256]; 
//image is an appropriate struct 
//with byte fields red, green, blue 
for i=0..(MAX_Y – 1) 
  for j=0..(MAX_X – 1) 
  { 
    R = image[i][j].red; 
    G = image[i][j].green; 
    B = image[i][j].blue; 
    hist[i][j]++; 
  } 
Como esta análise por histogramas também ocorre em tempo real, à medida que o 
vídeo é apresentado, à semelhança da visualização da evolução da cor média, é também 
mostrada uma linha temporal onde se pode ver a cor dominante em cada frame, 
oferecendo mais uma visualização do vídeo ao longo do tempo (segunda barra 
horizontal na Figura 3.4). 
No final da análise, os três histogramas são transformados em gráficos de barras 
para apresentação, tendo cada barra a cor a que corresponde e uma altura que reflecte o 
nível de predominância (Figura 3.7). O número de cores que é apresentado no 
histograma é controlado por um parâmetro que deixa escolher a que profundidade se 
devem procurar as cores dominantes para apresentação. 
Também é possível fazer análise de vídeo a partir de uma câmera, em tudo idêntico 
à análise de ficheiros de vídeo. 
Todos estes dados são guardados para ficheiros de texto em disco, para uso 
posterior quando o utilizador selecciona o botão Save. 
Estas diferentes métricas também podem ser comparadas, para ajudar a encontrar a 
melhor representação de cor para o vídeo. Em vídeos onde algumas cores assumem 
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relevância ao nível das frames, a contagem das cores dominantes por frame aparece, 
naturalmente, como uma boa métrica, uma vez que estas cores são naturalmente 
associadas à percepção das cores dominantes, enquanto se vê o vídeo. Em vídeos 
heterogéneos, com muitas cores, a predominância das cores nas frames perde 
importância – uma cor pode aparecer muita vez mas nunca ser dominante numa frame. 
Neste caso, ao contar todos os píxeis em cada frame do vídeo temos maior precisão para 
obter as cores dominantes, com algumas reservas. Estas incluem, tipicamente, ter 
demasiadas cores dominantes, muito perto umas das outras em termos percentuais, para 
que alguma possa realmente sobressair em relação às outras. 
Para percebermos se um vídeo tem muitas cores dominantes é usada a métrica da 
percentagem de predominância das cores mais dominantes. Se houver uma percentagem 
muito alta é um indicador que essa cor é muito dominante ao nível do espaço e portanto 
o vídeo não terá muitas cores dominantes, quando essa cor domina. Aliando esta 
informção à contagem de cores por frames, que nos indica ao longo do tempo quais as 
mais dominantes, conseguimos obter um panorama de predominância de cor do vídeo 
que pode ser usado numa perspectiva de sumarização. 
3.2.3  Análise e Visualização de Movimento 
Outra propriedade significativa, para a visualização dos vídeos, é o seu movimento. 
Uma técnica que já tem sido usada (Tang et al, 2009)  e produz resultados interessantes 
é o slit scanning. Esta técnica consegue representar numa imagem um resumo do vídeo, 
tirando a coluna do meio de cada frame e concatenando por ordem de ocorrência, 
ficando portanto no final uma imagem com a largura correspondente ao número de 
Figura 3.7 – Gráficos de barras com os resultados dos histogramas de cor 
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frames do vídeo. No Video Analyzer são construídos slit scans de cada vídeo analisado, 
em tempo real. O slit scan pode ser visto a evoluir por baixo das linhas temporais da cor 
média e da cor dominante (Figura 3.4). O slit scan consegue representar movimento no 
vídeo e podemos observar também mudanças de cena e assim apercebermo-nos e 
identificarmos o conteúdo do vídeo, através deste resumo (Figura 3.8). 
Para além do slit scan, também é produzida durante a análise uma outra imagem 
que captura movimento, esta por construção acumulativa das médias de cores dos píxeis 
em cada posição. No final, o resultado assemelha-se ao que poderia ser chamado uma 
impressão digital do vídeo. Esta imagem tem a particularidade de escurecer quando 
existe muito movimento em cenários contrastantes, e os melhores resultados são obtidos 
em vídeos com pouco movimento, assemelhando-se a imagem a uma pintura 
impressionista (Figura 3.9). 
Ao longo da análise e enquanto se fazem os cálculos para produzir esta imagem, 
são feitos outros cálculos, estes de comparação com a imagem anterior. Assim, quando 
existe uma grande diferença de cores entre frames sucessivas (controlada por um 
parâmetro que define um limiar para esta diferença), assinala-se uma mudança de cena e 
sucede-se a imagem corrente com uma nova imagem para as médias da nova cena. Esta 
é uma forma simples de detecção de cenas. Alguns dos resultados conseguem mostrar 
de facto quando existe movimento ou mudança de cena, sendo dada ao utilizador a 
possibilidade de ajustar parâmetros para melhor detecção de cenas em diferentes partes 
do vídeo de acordo com a natureza das imagens. Estas imagens serão usadas para 
construir loops de vídeo, permitindo visualizar um resumo do vídeo que captura o 
movimento e conteúdo das suas cenas ao longo do tempo.  
Figura 3.8 – Exemplo de imagem em slit scan 




Mais uma vez, todas as imagens e dados são guardados em ficheiros no disco 
sempre que se selecciona o botão Save. 
3.2.4  Extracção de Loops de Vídeo para Visualização e Resumo 
Uma das funcionalidades do Video Analyzer é a extracção de loops dos vídeos para 
efeitos de visualização e resumo. Estes loops podem ser de vários tipos e são criados em 
alturas diferentes da utilização da aplicação. 
O primeiro tipo é o loop tradicional de vídeo, que é retirado tendo em conta apenas 
um intervalo temporal. Este tipo de loop é o mais usual em aplicações que usem loops 
para resumo de vídeos. É criado durante a análise do vídeo, sem qualquer interferência 
do utilizador, excepto para indicar o número máximo de imagens através da 
configuração de um parâmetro. A maneira como são extraídas as imagens para criar este 
loop é simples, bastando saber quantas imagens se quer tirar, e depois fazer a extracção 
das frames de forma sequencial em intervalos de tempo uniformes. Este loop oferece 
uma vista periódica do conteúdo do filme ao longo do tempo. 
Outro tipo de loop que é criado na fase de análise é o loop de cenas. Este loop usa 
as imagens de cor média retiradas de cada vez que se detectam mudanças abruptas de 
cor, em frames consecutivas, como explicado na secção anterior. Este loop dá ao 
utilizador uma vista que representa o movimento das cenas ao longo do vídeo. 
Existem ainda mais dois tipos de loops que são criados numa fase pós-análise. Uma 
vez terminada a análise do vídeo, são apresentados ao utilizador os vários resultados da 
análise de cores e movimento, como discutido nas secções anteriores. Nesta fase, é 
possível extrair loops por cor média e por cor dominante, uma vez que já foram criados 
os dados necessários para poder extrair este tipo de loops. A extracção faz-se analisando 
de novo o vídeo frame a frame, e seleccionando as frames cuja cor média, ou 
dominante, se aproximam mais (de acordo com um limiar especificado). Estes loops 
permitem ter um resumo do vídeos baseado em imagens que são representativas do seu 
conteúdo e das suas cores mais significativas. Para o utilizador criar estes loops, escolhe 
no menu de tipos de loop qual o loop que quer tirar e depois selecciona o botão 
Screenshots, podendo naturalmente configurar previamente os parâmetros para o 
número de imagens e percentagem mínima de predominâncias, no caso do loop por cor 
dominante. 
Existe ainda mais um tipo de loop no menu que pode ser escolhido, que é o loop 
por cor escolhida. Este tipo de loop é extraído de forma idêntica aos loops por cor 
dominante, mas aqui o utilizador acede a uma paleta de cores para escolher uma cor, e 
ao seleccionar o botão Screenshots, o sistema vai tentar criar um loop com imagens 
extraídas pela cor seleccionada. Em alternativa à paleta, o utilizador pode seleccionar 
50 
 
qualquer cor apresentada nos gráficos de barras, visualizações de linha temporal das 
cores, imagem em slit scan ou da imagem da cor média dos píxeis ao longo do tempo, 
simplesmente clicando sobre esse local. 
Estes loops baseados na cor oferecem vistas alternativas sobre os vídeos com base 
nas suas cores que servem com resumos e pré-visualizações. Todos os loops são 
gravados e relacionados com os vídeos e imagens ao seleccionar o botão Save. 
3.2.5  Parâmetros para Configuração do Processamento e Análise 
Antes de iniciar uma análise, podemos configurar alguns parâmetros que passamos 
a descrever: 
• SPEED – Este parâmetro controla a velocidade a que o vídeo é tocado e 
também analisado, uma vez que no Video Analyzer, a análise é toda feita 
em tempo real. Se for colocada uma velocidade muito alta, corre-se o risco 
de perder dados, uma vez que o tempo entre frames não será suficiente para 
efectuar toda a análise necessária. 
• HISTOGRAM_BINS – Controla o número de contentores usados para criar 
o histograma de cores. 
• PICTURES – Controla o número máximo de imagens desejadas nos loops 
de imagens que são criados a partir do vídeo. 
• THRESHOLD – Quanto mais alto for este limiar mais tolerante será a 
selecção das frames por comparação de cor. Quanto menor, mais precisa 
será a selecção e consequentemente, os loops, mas mais difícil será extrair 
um número significtivo de imagens para o constituir. Este valor também é 
usado na detecção de cenas, nos loops de médias de cenas. 
• DOMINATION_PCT – Este parâmetro indica, em percentagem, o valor 
mínimo que uma cor tem que ser dominante numa frame para que essa 
Figura 3.10 – Parâmetros no Video Analyzer 
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imagem seja considerada para extracção e inclusão num loop por cor 
dominante. 
• NUMBER_COLORS – Parâmetro que controla o número de cores que se 
quer ver representadas nos gráficos. 
Com estes parâmetros (Figura 3.10), podemos controlar o processo de análise e 
influenciar os dados extraídos e por sua vez influenciar as visualizações criadas. 
3.2.6  Estruturas Utilizadas para Guardar os Dados de Suporte ao 
Vídeo 
Naturalmente que toda a informação que é extraída desta análise e processamento 
tem que ser armazenada, tanto em memória como em disco. De forma a guardar em 
memória todos os dados relacionados com os vídeos, foi criada uma estrutura chamada 
VideoObject. Para guardar os dados relacionados com a criação dos loops existe uma 
estrutura chamada Loop. Estas duas estruturas de dados são relacionadas entre si usando 
elementos de identificação, como o nome do ficheiro do vídeo, e os tipos de loops que 
existem, combinados de forma a criar identificadores únicos. Finalmente existem ainda 
dois ficheiros criados para guardar todos estes dados em disco para uso posterior. Estes 
ficheiros são criados gravando a informação para texto e concatenando-a. São usados 
separadores para a criação e posterior leitura destes ficheiros. Optou-se por esta forma 
de anotação dos dados por uma questão de simplificação. No futuro serão consideradas 
abordagens baseadas em normas de classificação de informação multimédia, como os 
formatos MPEG-7 e XML, bem como o uso de bases de dados. Também poderá ser 
considerada uma eventual adopção de serviços Web para acesso a informação como no 
caso do YouTube. As estruturas de dados de suporte ao vídeo são descritas em maior 
pormenor no Anexo A. 
3.3  ColorsInMotion Viewer – Visualização Interactiva do 
Espaço de Vídeos 
Uma vez recolhida a informação sobre os vídeos, esta poderá ser usada para criar 
diferentes vistas interactivas no espaço de vídeos. Neste contexto surge o 
ColorsInMotion Viewer, uma aplicação interactiva para visualizar e explorar vídeos 
baseando-se principalmente nas propriedades de cor e movimento, conforme a análise 
feita anteriormente. Permite ao utilizador pesquisar, navegar, comparar e interagir com 




3.3.1  O Espaço de Vídeos – Representação e Vistas 
A representação do espaço de vídeos é um dos aspectos mais importantes deste 
trabalho. As várias formas de visualização estudadas, serviram de influência para criar 
uma representação, e ao mesmo tempo organização, de colecções de vídeos. Desta 
forma, explorando os dados extraídos pelo Video Analyzer, foram criadas diferentes 
vistas para o espaço de vídeos, com ênfase nas propriedades da cor e movimento dos 
vídeos. 
Como formas de representação dos vídeos foram escolhidos os loops criados no 
Video Analyzer. Assim a qualquer momento, o espaço de vídeos poderá ser 
representado pelos quatro tipos diferentes de loops: os loops de vídeo tradicionais, 
assentes em intervalos temporais; os loops por cor média; os loops por cor dominante e 
os loops de cenas. Estes loops são apresentados no ecrã no seu tamanho original e a sua 
localização e interacção uns com os outros depende da semelhança de cor que será 
descrita na secção seguinte. Os loops por cores, dominantes ou média, oferecem uma 
perspectiva sumarizada mais representativa das cores do vídeo, enquanto que os loops 
por espaçamento temporal e de cenas oferecem um resumo do vídeo, colocando mais 
ênfase no movimento. 
Figura 3.11 – Vista dos loops tradicionais de vídeo 
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Na vista por loops, são apresentadas as imagens extraídas do vídeo no Video 
Analyzer em ciclo como se pode ver na Figura 3.11 e na Figura 3.12. Esta vista fornece 
ao utilizador informação sobre o conteúdo, sobre as cores que pode encontrar no vídeo e 
também sobre o movimento existente no vídeo, conforme o tipo de loop em questão. 
Para além da representação do espaço de vídeo em loops é possível ainda ver diferentes 
vistas. 
A segunda vista apresenta rectângulos preenchidos com as cores dominantes do 
vídeo, por contagem de frames. Estas cores estão organizadas no preenchimento por 
ordem descendente de predominância, da esquerda para a direita, formando fitas com a 
largura proporcional à sua percentagem de predominância nas frames individuais ao 
longo do vídeo, como se pode ver pela Figura 3.13. Esta vista oferece uma 
representação das cores dominantes do vídeo, organizada em termos de proporção. 
Figura 3.12 – Vista dos loops de cenas no espaço de vídeos 
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A terceira vista é uma visualização em forma de círculos. Esta visualização está 
Figura 3.13 – Vista dos rectângulos preenchidos com as cores dominantes 
Figura 3.14 – Vista dos círculos preenchidos com as cores médias 
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dependente da métrica escolhida para a representação, pois os círculos são preenchidos 
com a cor resultante, que pode ser a cor média ou dominante. Portanto, para a cor 
média, vamos ter um conjunto de círculos preenchidos com a cor média do vídeo e para 
a cor dominante os círculos são preenchidos com a cor dominante do vídeo respectivo 
(Figura 3.14). Com esta vista temos maior ênfase nas cores presentes nos vídeos. 
A quarta vista é em slit scan. Nesta vista são apresentados slit scans condensados 
para um tamanho padrão e que podem ser expandidos para visualização completa 
(Figura 3.15). Como discutido anteriormente, os slit scans oferecem numa imagem um 
resumo do conteúdo, evidenciando movimento do vídeo através da captura da secção 
central de cada frame, e as cenas do vídeo, através das mudanças abruptas que ocorrem 
horizontalmente na imagem. 
Figura 3.15 – Vista de slit-scans no espaço de vídeos 
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À semelhança desta vista em slit-scan, temos as últimas duas vistas, que 
apresentam o panorama ao longo do vídeo da cor média e da cor dominante em cada 
frame (Figura 3.16). Estas imagens são apresentadas de forma condensada e podem ser 
expandidas de forma idêntica ao que acontece na vista por slit-scan. Nesta vista também 
podem ser observadas mudanças de cor que podem indicar movimento e mudanças de 
cena no vídeo e oferecendo um panorama geral das cores do vídeo ao longo da sua 
duração 
3.3.2  Vídeos ao Nível Individual 
Foi criada uma vista onde pode ser visualizado o vídeo juntamente com as suas 
vistas diferentes, oferecendo várias perspectivas do vídeo ao mesmo tempo. Quando o 
utilizador se encontra no espaço de vídeos pode seleccionar a representação do vídeo 
pretendido (um loop, círculo, rectângulo ou slit scan) para ser levado para a vista de 
detalhes do vídeo. 
Nesta vista (Figura 3.17) o vídeo é o elemento central da composição do ecrã, 
sendo mostrado em ciclo. A acompanhar o vídeo, temos as várias vistas que podem ser 
encontradas na aplicação. Em cima temos as vistas criadas a partir da informação da 
cor. Do lado esquerdo temos o loop criado por cor média e um círculo preenchido com a 
Figura 3.16 – Vista das linhas horizontais com a cor dominante ao longo do vídeo 
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cor média do video, neste caso púrpura. Ao centro temos o rectângulo com a 
composição das cores dominantes do vídeo, seguido de um círculo preenchido com a 
cor dominante do vídeo e o loop extraído pela cor dominante, um vermelho 
acastanhado. 
Em baixo na mesma linha do vídeo, temos, do lado esquerdo, o loop tradicional do 
vídeo criado a partir de intervalos temporais regulares. Do lado direito é apresentado o 
loop de cenas, com as imagens que acumulam as cores médias dos píxeis em cada 
posição. 
Finalmente, em baixo temos as vistas das evoluções das cores média e dominantes, 
ao longo vídeo, bem como a vista em slit scan com uma barra de deslizamento 
horizontal de forma a que, se as imagens não couberem no tamanho do ecrã, possam ser 
vistas na totalidade. 
Nesta vista, os utilizadores obtêm perspectivas complementares do vídeo. Se 
seleccionarmos qualquer uma destas vistas, somos levados para o mundo do espaço de 
vídeos global, constituído pela vista que acabou de ser escolhida, fazendo a ponte para 
uma integração entre o espaço colectivo e individual de vídeo, podendo também 
comparar vídeos segundo a perspectiva seleccionada, por exemplo, em relação ao 
movimento através dos slit scans. 
Figura 3.17 – Vista individual de um vídeo 
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3.3.3  Pesquisas no ColorsInMotion 
O ColorsInMotion Viewer permite ao utilizador fazer pesquisas no espaço de 
vídeos usando a informação recolhida sobre a cor. Assim, podem ser feitas pesquisas 
por cor média ou por cor dominante. Basta seleccionar no menu de pesquisa qual a 
pesquisa que se quer efectuar. Para seleccionar a cor para a pesquisa, o utilizador dispõe 
de uma interface, a partir da qual pode escolher a cor desejada de uma paleta, ou em 
alternativa do mundo real através de uma câmera. Basta para isso seleccionar o botão 
que liga a câmera e depois escolher uma cor seleccionando a área respectiva, onde é 
apresentada a imagem vinda da câmera (Figura 3.18). 
No caso de se desejar fazer uma pesquisa mais aprofundada, existe outro tipo de 
pesquisa: a pesquisa por percentagens. Este tipo de pesquisa deixa seleccionar até três 
cores e adicioná-las à composição da pesquisa. Cada cor dispõe de uma escala onde se 
deverá ajustar o valor mínimo da predominância da cor que o vídeo deve conter, em 
percentagem. Este tipo de pesquisa permite obter resultados mais precisos fazendo uso 
dos mecanismos de pesquisa de cores dominantes. Em todos os casos é possível ajustar 
um limiar de proximidade para refinar a pesquisa. A vista onde os resultados são 
apresentados é a mesma vista em que a pesquisa foi feita, ou seja por cor média ou 
dominante, conforme seja pesquisa por cor média ou dominante. 
A organização com que os vídeos são apresentados pode ser vista como mais um 
nível de pesquisa, pois agrupa os vídeos por cores. Esta organização depende das forças 
criadas entre as partículas que representam os vídeos e deslizam no ecrã, e que têm em 
conta a semelhança de cores. Assim, observando a evolução do sistema à medida que as 
partículas semelhantes se juntam, ou interagindo reposicionando partículas e alterando-
lhes a velocidade, é possível pesquisar através da organização do espaço de uma forma 
visual. 
Existe ainda um outro tipo visualização apenas acessível através de uma pesquisa: 
o mosaico de vídeos. Este tipo de vista, resultante da pesquisa de cores, explora a 
técnica de formação de imagens maiores a partir de elementos menores mas 
reconhecíveis individualmente num interessante efeito visual. Para fazer uso desta 
Figura 3.18 – Exemplo da interface de pesquisa enquanto é usada uma câmera 
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funcionalidade, o utilizador deverá arrastar uma imagem para a janela do 
ColorsInMotion Viewer, e automaticamente será efectuada uma pesquisa pelos loops de 
vídeo que mais se adequam à cor de regiões da imagem. A pesquisa é feita por cor 
dominante ou cor média. Este tipo de visualização pode conter múltiplas camadas de 
imagens perceptíveis e tem particular interessante em usos comerciais, culturais e 
artísticos. Para substituir a imagem original pelos mosaicos encontrados basta 
pressionar a tecla M. Se for pressionada novamente a tecla M o mosaico é escondido e é 
mostrada a imagem original.  
3.3.4  Criatividade Interactiva com Cor em Movimento 
No seguimento da pesquisa efectuada sobre criatividade, criou-se um sistema de 
forma a suportar a expressão desta, através de uma mistura de incerteza e controlo na 
interacção com o utilizador. 
Cada loop, círculo, rectângulo ou slit scan que é apresentado no espaço de vídeos 
corresponde a uma vista de um vídeo. Para além disso, cada uma destas unidades é uma 
partícula de um sistema físico que é usado para criar interacção no espaço de vídeos. 
Este sistema físico de partículas foi desenhado de forma a que houvesse uma 
interacção não só com o utilizador mas também entre os vídeos, numa mistura de 
imprevisibilidade e controlo do utilizador que visa estimular e suportar a criatividade e 
que serve ao mesmo tempo como uma forma de pesquisa por organização. Assim, cada 
partícula tem propriedades como massa, velocidade e forças. A massa das partículas 
pode ser usada para que, numa pesquisa, os resultados que são mais aproximados à cor 
desejada sejam representados por partículas mais pesadas. Quando se navega no espaço 
de vídeos completo, sem efectuar pesquisas, as massas são todas iguais. Cada partícula 
no início do sistema começa com velocidade aleatória e numa posição aleatória. Este 
início do sistema pode ser forçado, reiniciando-o, e é criado sempre que se faz uma 
nova pesquisa. 
Definida a massa, velocidade e posição de cada partícula, é necessário criar as 
forças que são o que realmente irá tornar o sistema dinâmico e fazer com que seja 
possível interagir com ele. As forças são definidas tendo em conta a informação da cor 
extraída da análise dos vídeos. Assim, numa representação de loops por cor média, as 
partículas/loops serão atraídas ou repelidas entre si conforme a semelhança de cores 
médias. Se as cores forem bastante semelhantes, por exemplo, diferentes saturações ou 
tons de azul, as partículas irão atrair-se e terão tendência para formar um grupo de azuis. 
Caso sejam cores diferentes irão repelir-se, movendo-se para zonas distantes. Para loops 
por cor dominante, a informação de cor usada é, naturalmente a cor dominante. Para os 
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loops tradicionais e para os loops por cenas é usada também esta informação de cor 
dominante. 
De forma a que as partículas se mantenham no ecrã, foram criadas colisões com as 
fronteiras do ecrã. Sempre que uma partícula colide com a fronteira do ecrã volta para 
trás com 90% da velocidade com que chegou. Também foi introduzida uma pequena 
força de atrito no sistema para não tornar o movimento das partículas perpétuo. Para que 
as partículas se possam movimentar livremente em qualquer direcção não foi 
introduzida gravidade no sistema. Desta maneira, no início da evolução do sistema irão 
existir muitas interacções e colisões, mas com a passagem do tempo, o sistema irá 
tender a estabilizar, organizando-se em grupos de cores semelhantes. 
A qualquer momento, o utilizador pode interagir com o sistema seleccionando uma 
partícula e arrastando-a, dando-lhe velocidade e observando a interacção produzida com 
as outras partículas. A tendência é que ao longo do tempo se formem grupos de cores no 
ecrã, como já foi referido, dando uma forma de pesquisa visual e organização do espaço 
de vídeos ao utilizador. É possível ligar ou desligar o efeito de arrasto. Os utilizadores 
podem assim, interagir com o sistema arrastando as partículas e criando visualizações 
que se assemelham a pinturas abstractas como pode ser visto na Figura 3.19, fazendo 
uso de algum grau de imprevisibilidade do sistema, de forma a suportar a expressão da 
Figura 3.19 – Exemplo de criação com os rastos dos círculos de cor média 
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criatividade visual. Este efeito de arrasto pode ser usado em qualquer visualização, e o 
utilizador pode experimentar criar efeitos visuais com as diversas formas que existem 
para representar os vídeos. Para complementar a visualização é possível controlar o grau 
de zoom do sistema, através das operações de zoom in e zoom out. 
O utilizador também pode influenciar a criação das visualizações que capturam a 
cor e o movimento apresentadas no ColorsInMotion Viewer, através dos parâmetros de 
configuração do processo de análise de vídeo, no ColorsInMotion VideoAnalyzer, como 
o limiar de proximidade de cores. Uma das criações resultante desse processo são as 
imagens com a cor média dos píxeis acumulada, que permite fazer detecção de cenas. 
Estas imagens têm uma estética impressionista e capturam a cor e o movimento do 
vídeo e podem ser vistas na Figura 3.9. No contexto cultural do ColorsInMotion, são 
particularmente interessantes para observar os movimentos das danças e dos músicos 
em palco. 
O utilizador pode alterar as vistas de forma cíclica, sem que isso afecte a evolução 
do sistema. Também existe a opção de optar por outro tipo de loops para a  
representação do espaço de vídeos. A listagem dos comandos para interagir no 
ColorsInMotion pode ser encontrada no Anexo B - Lista de Comandos. 
3.3.5  Interacção com Cor e Movimento 
O ambiente de apresentação do ColorsInMotion pode ser um computador normal, 
equipado com os periféricos necessários à interacção, como o teclado, o rato e uma 
webcam, mas para ser apresentado em ambiente de instalação é possível correr a 
aplicação em modo de ecrã inteiro. Também é possível correr o ColorsInMotion a partir 
de uma página Web, através de uma Java Applet, abrindo as portas à utilização de 
recursos online, como os serviços Web de sistemas de partilha de vídeo como o 
YouTube, ou outros repositórios de vídeo online. 
O tipo de interacção no ColorsInMotion Viewer prevê a utilização do rato e do 
teclado para efectuar todas as tarefas. A interacção com rato e teclado é mais adequada 
para realizar operações rapidamente, ou para utilizadores experientes que necessitem de 
precisão nos comandos, como em cenários de VJing. 
No entanto, estão em estudo e desenvolvimento outras modalidades, como a 
interacção por detecção de cor, que poderia ser usada num contexto de criatividade ao 
desenhar pinturas com os vídeos. Usando a detecção por cor, seria possível reorganizar 
o espaço de vídeos com base numa cor pré-definida, apresentada pelo utilizador na 
forma de um objecto para uma webcam. Os vídeos iriam interagir entre eles tendo em 
conta a nova cor e a posição dela em relação à webcam, criando assim outra modalidade 
de interacção e organização do espaço de vídeos. 
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Outra modalidade de interacção que está em desenvolvimento é a interacção 
gestual, que também será útil para uma interacção mais natural em contextos de 
instalação, onde se tenta oferecer ao utilizador uma experiência mais imersiva. Esta 
interacção já foi desenvolvida e testada para o VideoSpace onde foi feito um 
mapeamento de gestos em acções. Esta forma de interacção pode também ser usada no 
ColorsInMotion. 
Estas modalidades baseadas na cor e movimento que se apresentam com mais 
destaque na secção seguinta, podem oferecer uma experiência mais natural num 
ambiente de instalação, fazendo também a ponte entre a maneira como se interage e a 
informação que se está a ver, ambos baseados em cor e movimento. 
3.4  Interacção – Experiências 
A interacção com o rato e teclado pode ser adequada para a maioria das situações, 
por exemplo para utilizadores experientes ou em cenários de Vjing, onde é necessário 
que exista rapidez e precisão na selecção das acções. No entanto de forma a oferecer 
uma experiência mais imersiva e direccionada para ambientes de instalação foram 
desenvolvidas outras formas de interacção. 
Para desenvolver novas formas de interacção sem recurso a dispositivos de entrada, 
como teclado e rato, e na tentativa de providenciar uma experiência mais imersiva ao 
utilizador, a área de visão por computador e processamento de imagem em tempo real 
são úteis. Como primeira experiência, foi desenvolvida uma nova funcionalidade para o 
trabalho VideoSpace (Rocha & Chambel, 2008). Esta funcionalidade pretende oferecer 
uma nova forma de interacção com o utilizador, baseada na detecção de cor. O 
utilizador pode usar umas luvas, ou qualquer outro objecto, com uma cor pré-
determinada e semelhante à calibrada, de forma a interagir com a aplicação realizando 
algumas acções ao nível da navegação no mundo tridimensional. 
Este tipo de interacção é adequado a instalações artísticas, e o VideoSpace é um 
bom candidato para uma situação destas, uma vez que já oferece um ambiente de 
visualização tridimensional e portanto torna mais fácil a transição do real para o virtual, 
tornando a experiência do utilizador/espectador mais imersiva. Foram feitas 
experiências usando várias bibliotecas de visão por computador como o OpenCV (url-
OpenCV). Foram realizados alguns testes com detecção de faces e olhos, mas achou-se 
que não seriam muito indicados para a interacção desejada. Decidiu-se então por uma 
interacção mais em linha com o tema do trabalho em si, aproximando o conteúdo do 
trabalho também à forma como se interage com ele, através de cores, fazendo detecção 
de uma cor escolhida e calibrada em regiões do ecrã, através de uma câmera. 
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Para o efeito foi utilizada a biblioteca JMyron (url-JMyron) disponível para 
Processing/Java. Esta biblioteca permitiu fazer, a partir de uma webcam, detecção de 
pontos de cor, que combinados podem formar regiões. Assim, é analisada cada imagem 
recebida da câmera e detectadas as regiões com maior presença de pontos da cor 
pretendida, sendo que a cada região se associou uma acção. À região direita da captura 
pela câmera associou-se a navegação para a direita, seja em deslocação ou rotação, 
conforme a organização do mundo, e à região esquerda a navegação em rotação ou 
deslocamento nessa direcção. Da mesma forma ,a região superior ficou associada a uma 
rotação ou deslocamento para cima, e a região inferior da câmera associada à rotação ou 
deslocamento para baixo. 
Para conseguir um desempenho aceitável na detecção de cores é necessário uma 
captura de cerca de 320 por 240 píxeis, sendo que abaixo deste valor as regiões são 
demasiado pequenas para conseguir um desempenho capaz de produzir uma interacção 
fluida. 
Outra consideração importante refere-se à cor a ser detectada. A cor escolhida foi o 
verde saturado, depois de alguns testes com outras cores bastante saturadas, como 
vermelhos, azuis e amarelos, por ter obtido os melhores resultados de detecção. É 
importante que exista um limiar pelo qual possa ser feita a detecção, de forma a que não 
seja detectada apenas uma tonalidade de verde, o que acabaria por impedir a interacção. 
Figura 3.20 – VideoSpace com interacção gestual 
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Da mesma forma, é necessário que a iluminação do local onde a interacção irá decorrer 
seja controlada e não sofra grandes alterações no decurso da interacção. Os melhores 
resultados ocorreram quando a sala se encontrava bem iluminada uma vez que assim a 
detecção é mais fiável. 
Também é importante referir que ao usar o espaço de cores HSB torna-se mais fácil 
detectar a cor, uma vez que neste espaço a tonalidade é independente da luz. Desta 
forma, é possível controlar melhor o limiar de tonalidades desejadas para detecção, bem 
como os valores de luminosidade, oferecendo melhor resposta em ambientes com 
iluminação fraca, ou diferente da iluminação usada na calibração. 
Outro tipo de interacção que mais tarde foi desenvolvido para a mesma aplicação 
foi uma interacção gestual. Esta interacção teve como propósito mapear gestos em 
superfícies sensíveis ao toque com acções da aplicação, de forma a poder apresentar a 
aplicação num grande ecrã táctil como o SMART Board (url-Smartboard) e interagir de 
forma mais natural, sem recorrer a outro dispositivo de interacção (Figura 3.20). 
Usando uma aplicação de mapeamento de gestos disponível para download em 
sistemas Windows, o StrokeIt (url-StrokeIt), fez-se um mapeamento das acções mais 
comuns do VideoSpace. Estas acções incluem deslocamento e rotação nas quatro 
direcções, aproximação e afastamento tridimensional (zoom), mudança entre modos, 
mudança entre representações e ainda alguns efeitos sobre o vídeo como implosão e 
explosão quando no microspace da aplicação. 
Esta experiência também foi útil para estudar um possível mapeamento gestual 
para as funcionalidades do ColorsInMotion, tendo em vista uma integração com o 
VideoSpace para um espaço de vídeos mais rico, onde se exploram relações semânticas 
e propriedades baseadas em cor e movimento. 
3.5  Visualização de Informação – Experiências 
Numa tentativa de explorar a visualização de informação para representar espaços 
de vídeo, foi testado numa primeira fase o toolkit de visualização do Prefuse. Com este 
toolkit desenvolveu-se uma aplicação em Java capaz de executar pesquisas no YouTube. 
Estas pesquisas podem ser para os vídeos mais recentes, mais vistos, mais votados, com 
mais ligações, mais discutidos, entre outras. 
A visualização apresentada é em grafo de nós, mostrando, por exemplo, os vídeos 
mais vistos, e os vídeos relacionados com cada um deles e assim sucessivamente 
(Figura 3.21). A partir desta aplicação é possível navegar pelo YouTube e a qualquer 
momento pode ser seleccionado um vídeo para o ver no website do YouTube através do 
browser preferido, que é automaticamente lançado. As ligações entre os vídeos são 
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apresentadas através de linhas que ligam os nós do grafo, e apresentam uma elasticidade 
que deixa que o utilizador arraste os nós no espaço bidimensional, reorganizando-se os 
nós de acordo com as suas ligações em seguida. A nível do vídeo individual, apresenta a 
visualização tradicional já disponível no YouTube, o maior valor acrescentado está na 
exploração das ligações entre os vídeos e na visualização do espaço de vídeos. 
Analogamente a esta aplicação, o próprio YouTube desenvolveu uma visualização 
alternativa do espaço de vídeos que pode ser acedida em (url-YouTubeWarp). Com esta 
visualização pode-se navegar no espaço de vídeos do YouTube em Flash, com os vídeos 
a serem representados pela imagem estática que já usam na visualização normal, mas 
aqui desenhados em forma de círculo que pode ser expandido para revelar os vídeos. 
O desenvolvimento deste sistema para um espaço de vídeos serviu como 
aprendizagem e inspiração para espaços de visualização e poderá servir para no futuro 
ser possível integrar uma visualização com o Prefuse no ColorsInMotion. 
3.6  Ambiente de Desenvolvimento 
Foram escolhidas ferramentas de trabalho de forma a suportar o trabalho de acordo 
com os objectivos que foram propostos. Estas ferramentas tinham que incluir 
obrigatoriamente capacidade de ler vídeos, estruturas capazes de os representar para 
análise e processamento, facilidade de extensão, capacidade de expressar interfaces 
Figura 3.21 – Aspecto da aplicação de navegação no YouTube usando o Prefuse 
66 
 
gráficas e, naturalmente, de preferência com uma curva de aprendizagem capaz de caber 
no tempo do projecto, ou que o autor já tivesse experiência prévia. Assim, foi escolhido 
o Processing para desenvolver o sistema apresentado neste relatório, cujas capacidades 
foram mencionadas na secção 2.3.3 , e que deram resposta a estes requisitos. 
O Processing tem uma biblioteca para lidar com vídeo de raiz, que faz uso da 
biblioteca de QuickTime para Java. Apesar de existir uma limitação no tipo de vídeos 
sobre os quais pode ser efectuado o trabalho, esta não pareceu ser significativa tendo em 
conta as vantagens que o Processing tem, e que eventualmente, com recurso a 
aplicações de conversão de formato de vídeos pode ser contornada. 
Uma das vantagens do Processing é usar a tecnologia Java e portanto poder ser 
estendido com as bibliotecas normais das APIs de Java, o que oferece uma maior 
flexibilidade de trabalho. De qualquer forma, já existe um número considerável de 
bibliotecas open-source, desenvolvidas por terceiros, que também podem estender as 
funcionalidades do Processing. Tirando partido de algumas destas bibliotecas, 
construiu-se um interface gráfico (GUI), fazendo uso da biblioteca controlP5 (url-
controlP5). Outras funcionalidades que foram desenvolvidas incluem a detecção de 
cores com uma câmera, com a JMyron (url-JMyron); a funcionalidade de drag and drop 
de ficheiros para a janela da aplicação com a sDrop (url-sDrop) e também a simulação 
de um sistema físico de partículas com a traer.physics (url-physics). 
O Processing é um sistema que ainda estava em Beta, no início deste trabalho, e 
desde então têm sido lançadas novas versões mais estáveis com alterações a funções 
primitivas e com novas funções. Por ser um ambiente em constante evolução, e ainda 
não estar totalmente estável, encontram-se algumas discrepâncias de comportamento 
entre sistemas operativos. Em relação à biblioteca de vídeo, por exemplo, podemos 
encontrar diferenças, e dificuldades, com algumas funcionalidades entre os sistemas 
Windows e Mac OS X. O sistema operativo Linux não foi sequer contemplado aqui, 
uma vez que não existe suporte para QuickTime Java em Linux e portanto seria difícil 
concretizar as funções desejadas. Assim, optou-se por desenvolver e testar usando 
sempre o sistema operativo Windows XP. Todo o sistema foi desenvolvido e testado 
usando o Processing 1.0.1 (também foi testado com a versão 1.0.5, a mais recente à data 
de redacção desta dissertação) com as seguintes bibliotecas: controlP5 0.3.14, JMyron 
0025, sDrop 0.1.4, traer.physics 2.0 (existe já uma versão 3.0, com algumas diferenças 
em relação à que foi usada que implicam alterações a aplicações que usam a versão 
anterior). Também foram usadas as aplicações QuickTime 7 e WinVDIG 1.0.4 para 
suporte à biblioteca de vídeo. 
A maioria dos vídeos usados no sistema são vídeos que já tinham sido usados num 
trabalho prévio, VideoSpace (Rocha & Chambel, 2008). Estes vídeos são de danças e 
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música de Portugal, Espanha e Brasil, são de curta duração (5-60 segundos), têm uma 
resolução de 160 por 120 píxeis e encontram-se em formato QuickTime sem 
compressão. Outra forma de obter vídeos para usar no sistema passa por usar uma 
webcam, por exemplo, a partir da qual se pode efectuar também as tarefas de análise, ou 






Capítulo 4  
Conclusões e Perspectivas Futuras 
Nesta secção apresenta-se um resumo do trabalho realizado, tecem-se algumas 
conclusões e discutem-se perspectivas futuras de evolução do trabalho. 
4.1  Conclusões 
No cruzamento das áreas de acesso a informação, arte digital e visualização de 
informação, tendo o vídeo como base de trabalho, foi desenvolvido um sistema de 
visualização e exploração interactiva e criativa do vídeo e das suas propriedades, com 
ênfase na cor e movimento: o ColorsInMotion. Este sistema faz uso de dois módulos, o 
ColorsInMotion Video Analyzer e o ColorsInMotion Viewer. 
A cor e o movimento, sendo propriedades visuais bastante perceptíveis nos vídeos, 
constituem bons descritores e representantes do conteúdo de um vídeo, e podem ser 
usados para efectuar pesquisas. 
Os utilizadores podem utilizar a aplicação Video Analyzer para efectuar 
processamento e análise de vídeo do qual resultam a extracção de dados sobre a cor e o 
movimento, bem como a criação de vários loops de vídeo, assentes em diferentes 
critérios, controlados pelo utilizador através de parâmetros. Estes parâmetros podem 
influenciar o espaço de cores que é usado, a definição do número de cores que se deseja 
ver nos gráficos dos resultados da análise do histograma de cores, o número de 
intervalos a serem usados na criação dos histogramas e ainda um limiar de proximidade 
para comparação de cores, oferecendo assim diversas configurações para serem 
exploradas na análise. 
Ao serem suportados dois espaços de cor, o RGB e o HSB, com quantizações 
diferentes, dão-se perspectivas diferentes para análise dos vídeos. Os vídeos podem vir 
de várias fontes do mundo virtual ou real, como repositórios online ou uma webcam. 
No ColorsInMotion Viewer, os utilizadores podem visualizar o espaço de vídeos 
através de diferentes vistas, para pesquisar, comparar e interagir com uma selecção de 
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vídeos, no exemplo apresentado, num contexto cultural, com vídeos de músicas e 
danças de Portugal, Espanha e Brasil. Foram criadas vistas complementares baseadas no 
conteúdo dos vídeos, nas suas cores dominantes, no seu movimento, como as formas 
coloridas e os slit scans, permitindo visualizar e realçar algumas propriedades dos 
vídeos de uma forma perceptiva, simplificando a complexa informação que contêm. 
Estas visualizações, ligadas ao contexto cultural em causa, podem ajudar o utilizador a 
perceber diferenças, ou semelhanças, por exemplo, entre danças como o Fandango e as 
Sevilhanas, através dos movimentos e das cores existentes nos vídeos.  
Usando as visualizações e formas de organização do ColorsInMotion, é possível 
facilitar as tarefas de pesquisa e organização de grandes colecções de vídeos, que podem 
ser usadas para outras finalidades, como suporte a tarefas de edição. 
As pesquisas por cor são também importantes, embora ainda não sejam muito 
utilizadas hoje em dia, e no ColorsInMotion Viewer é possível efectuar pesquisas por 
cor. A maioria das pesquisas feitas nos repositórios de partilha de vídeo, como o 
YouTube, continua a assentar na classificação semântica e não em propriedades visuais. 
Assim, deixa de ser possível pesquisar apenas por termos semânticos colocados como 
classificação pelos utilizadores ou criadores do conteúdo, complementando este tipo de 
pesquisas com informação de baixo nível. Torna-se possível procurar vídeos em 
cenários práticos, como a organização de um filme que necessita de cenas com 
predominância de certas cores, ou vídeos de um concerto de determinado artista musical 
com uma cor específica, para criar um videoclip, ou até mesmo a utilização em cenários 
de execução em tempo real, como o VJing.  
 O ColorsInMotion foi desenvolvido após algumas experiências com outro tipo de 
visualizações e técnicas de interacção, nomeadamente a interface de detecção de cores 
para o VideoSpace e o sistema de pesquisas no YouTube. Estas experiências fizeram 
com que no desenvolvimento do ColorsInMotion fossem tidas em conta diferentes 
formas de interacção, visualização e integração com outros sistemas que possam ser 
desenvolvidos ou que já existam, como o VideoSpace. 
Já depois de o sistema ter sido criado, usou-se um mapeamento gestual para 
superfícies sensíveis ao toque, de forma a abrir novas possibilidades de interacção com 
o espaço de vídeos. A interacção com o teclado e o rato são bons instrumentos de 
interacção para utilizadores experientes, que queiram efectuar as tarefas com maior 
rapidez, ou por exemplo, para ambientes de VJ, onde é necessária maior precisão e 
rapidez de desempenho. A interacção por gestos e por detecção de cores, por outro lado, 
contribui para uma experiência mais natural e imersiva para os utilizadores, indicada, 
por exemplo, em cenários de instalação interactiva. 
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4.2  Perspectivas Futuras 
Como perspectivas futuras podem ser refinados alguns aspectos do processamento 
e visualização de vídeos, tendo por base avaliações mais exaustivas com utilizadores. 
Um dos aspectos deste trabalho que poderia ser melhorado tem a ver com o 
aproveitamento das potencialidades da pesquisa semântica. Uma vez que foi 
desenvolvido um sistema de organização e pesquisa de vídeos assente nas propriedades 
da cor, poderia ser desenvolvido também um módulo de pesquisa assente em 
classificações semânticas. Estas classificação podia ser feita através do uso de normas 
como o MPEG-7. As pesquisas semânticas são bastante comuns neste tipo de sistemas, 
tendo por base a classificação feita pelos utilizadores com palavras-chave, temas ou 
categorias. Assim, uma proposta de desenvolvimento futuro passaria por integrar a 
pesquisa de cor com a pesquisa por palavras-chave, temas e categorias, que seriam 
anotadas previamente nos vídeos, como o VideoSpace explorou, ou obtidas a partir de 
repositórios online como o YouTube. Com este tipo de pesquisa, seria possível fazer 
experiências relativas à cor dos vídeos, inseridos em contextos bem definidos, e daí 
retirar conclusões. No caso da construção de mosaicos em vídeo, por exemplo, 
poderíamos fazer uma pesquisa tendo em conta o contexto da imagem introduzida para 
a pesquisa. Assim, uma imagem da Torre Eiffel, poderia ser recriada usando apenas 
vídeos que já contivessem a própria Torre Eiffel, de Paris ou de França, dependendo do 
âmbito da pesquisa. No contexto actual do ColorsInMotion, poderiam, por exemplo, ser 
usados vídeos de músicas ou danças de França. 
Outro tipo pesquisa que poderia ser introduzido é a pesquisa por movimentos. Este 
tipo de pesquisa poderia tirar partido dos loops de cenas e também das imagens em slit 
scan, de forma a procurar determinados movimentos sugeridos pelo utilizador, 
complementado a interacção baseada em movimento. 
A nível de processamento e análise, poderiam ser introduzidas novas 
funcionalidades, bem como melhorias ao nível dos algoritmos usados para analisar e 
processar os vídeos. Poderiam ser refinados os métodos de análise de cores nos vídeos, 
nomeadamente ao nível da combinação de métricas. Poderiam ser combinadas as 
métricas de cor média e cor dominante de forma a obter um resultado mais fiável sobre 
as cores mais representativas do vídeo. 
Tendo em vista a edição de vídeo poderia ser desenvolvido um novo módulo que 
faria uso das pesquisas por cor, para, por exemplo, seleccionar vídeos para um sistema 
de edição semi-automático baseado em pesquisas das propriedades de cor e movimento. 
Um utilizador poderia assinalar numa linha temporal que cores e/ou movimentos quer 
em que alturas, e o sistema encarregava-se de construir um vídeo a partir dos vídeos 
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devolvidos pela pesquisa. Este tipo de automatismo faria com que as tarefas de edição 
fossem realizadas de forma mais rápida e agradável por parte dos utilizadores. 
É possível refinar a interface e o aspecto gráfico das aplicações, tendo em conta 
também a utilização num ambiente de instalação interactiva. Embora muitos dos 
comandos da aplicação já sejam possíveis fazer usando uma interacção gestual, 
poderiam ser refinados os mapeamentos para acomodar novas funcionalidades.  
Também para ter em conta um ambiente de instalação interactiva poderia ser 
desenvolvida uma nova forma de interacção, usando mesas multi-toque, com módulos 
de interacção desenvolvidos para o efeito, usando bibliotecas como a PyMT (url-
PyMT), que permitiriam uma interacção com várias pessoas no espaço de vídeos do 
ColorsInMotion, por exemplo criando pinturas colaborativas e interagindo com vários 
vídeos ao mesmo tempo no espaço de vídeos. 
Em relação à interacção entre vídeos, poderia ser criado um parâmetro para 
controlar a intensidade das forças que actuam no sistema de partículas, tornando-o 
sensível às condições do ambiente ou às preferências do utilizador. Este tipo de 
parâmetro controlaria a forma de organização do sistema, contribuindo para uma 
interacção e comportamento das partículas mais configurável. 
Também poderia ser usado o áudio dos vídeos para criar novas visualizações 
baseadas em ritmos, por exemplo de vídeos musicais, de forma a dar ao utilizador mais 
uma dimensão para explorar nos vídeos. 
Está a trabalhar-se no sentido de integração do ColorsInMotion com o VideoSpace, 
numa perspectiva de utilizar os princípios que os dois sistemas têm em comum, 
complementando funcionalidades e aproveitando a capacidade de interacção com os 
vídeos a um nível individual que o VideoSpace tem, estendendo as dimensões de cor e 
movimento. 
Finalmente poderiam ser estudadas novas formas de suportar a expressão da 
criatividade, nomeadamente através de diferentes tipos de visualização, estendendo o 




Anexo A – Estruturas Para Guardar os Dados de 
Suporte ao Vídeo 
Foram criadas duas estruturas de dados para guardar os dados referentes aos vídeos 
(VideoObject) e aos loops (Loop). Na Figura A.1 pode ver-se um diagrama de classes 
com a especificação simplificada para cada uma destas estruturas de dados. 
No objecto VideoObject, são guardadas as informações relativas aos três 
histogramas criados, à cor média, e dominantes e relativas percentagens de 
predominância; detalhes do vídeo como largura, altura, duração, nome do ficheiro e sua 





localização; o número de contentores usados para criar os histogramas; as imagens de 
slit scan e de cor média, bem como uma lista de todas as imagens extraídas do vídeo e 
uma lista de loops gerados a partir do vídeo. 
No objecto Loop, guardam-se as informações relativas ao tipo de loop, a cor que 
fica associada ao loop e sua percentagem de predominância caso se aplique, bem como 
o espaço de cor em que foi criado o loop. Também é guardada uma referência para o 
VideoObject do vídeo de onde o loop foi tirado e uma lista com todas as imagens que o 
constituem. Finalmente, é criado um identificador a partir do nome do ficheiro de vídeo, 
do tipo de loop e do espaço de cor em que foi tirado. 
Para além destas estruturas de dados são criados ainda ficheiros de texto para 
guardar os dados em disco. Neles, a informação é concatenada usando separadores e 
seguindo regras definidas no ColorsInMotion. Em baixo apresenta-se o exemplo da 
informação guardada para um loop por cor dominante para o vídeo “caet01.mov”. 
Podemos ver o identificador de loop no início, o nome do ficheiro, o tipo de ficheiro, o 
espaço de cor, os valores das três componentes do espaço de cor, a percentagem de 















Anexo B - Lista de Comandos do ColorsInMotion 
• L – Alterna entre espaços de cor, RGB ou HSB no ColorsInMotion Viewer 
• R – Faz reset à aplicação ColorsInMotion Viewer ou inicia a gravação da 
webcam para análise no ColorsInMotion Video Analyzer 
• M – Mostra ou esconde o mosaico de vídeos 
• Q – Limpa o ecrã no ColorsInMotion Viewer 
• D – Liga ou desliga o efeito de arrasto no sistema de partículas 
• N – Permite mostrar ou esconder o sistema de partículas 
• C – Alterna entre tipos de loops com a sequência: loops tradicionais, loops 
de cor média, loops de cor dominante, loops de cenas. 
• V – Alterna a vista do sistema de partículas com a sequência: loops, 
círculos, rectângulos, slit scans. 
• A – Aproxima no sistema de partículas (aumenta zoom) 
• Z – Afasta no sistema de partículas (diminui zoom) 
• Barra de Espaços – Liga ou desliga o menu de pesquisa no ColorsInMotion 
Viewer. No ColorsInMotion Video Analyzer esta tecla é usada para alternar 
entre espaços de cor. 
• Para seleccionar um vídeo no sistema de partículas do ColorsInMotion 
Viewer usa-se o botão direito do rato. 
• Para arrastar uma partícula no sistema do ColorsInMotion Viewer usa-se o 
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