Abstract. Given a large sample covariance matrix
N , where Z N is a N × n matrix with i.i.d. centered entries, and Γ N is a N × N deterministic Hermitian positive semidefinite matrix, we study the location and fluctuations of λmax(S N ), the largest eigenvalue of S N as N, n → ∞ and N n −1 → r ∈ (0, ∞) in the case where the empirical distribution µ Γ N of eigenvalues of Γ N is tight (in N ) and λmax(Γ N ) goes to +∞. These conditions are in particular met when µ Γ N weakly converges to a probability measure with unbounded support on R + .
We prove that asymptotically λmax(S N ) ∼ λmax(Γ N ). Moreover when the Γ N 's are blockdiagonal, and the following spectral gap condition is assumed:
where λ 2 (Γ N ) is the second largest eigenvalue of Γ N , we prove Gaussian fluctuations for λmax(S N )/λmax(Γ N ) at the scale √ n. In the particular case where Z N has i.i.d. Gaussian entries and Γ N is the N ×N autocovariance matrix of a long memory Gaussian stationary process (Xt) t∈Z , the columns of Γ
Introduction
The model. In this paper we consider the following model of sample covariance matrix (1) S N = 1 n Γ We consider the case where λ max (Γ N ) goes to infinity as N → ∞ while the empirical spectral distribution (ESD) µ Γ N associated with Γ N ,
forms a tight sequence of probabilities on R + := [0, ∞). These conditions encompass the important case where µ Γ N converges to a limiting distribution with unbounded support on R + . In this context, our aim is to study the location and fluctuations of the largest eigenvalue λ max (S N ) in the asymptotic regime where (3) N, n → ∞ and N n → r ∈ (0, ∞) .
The regime (3) will be simply refered to as N, n → ∞ in the sequel. The model S N defined in (1) is a classical model of sample covariance matrices in the random matrix theory, and its spectral properties have been intensively studied in the regime (3) in the last several decades.
At a global scale, the limiting spectral distribution (LSD) of the ESD µ S N = N −1 N k=1 δ λ k (S N ) has been described in the groundbreaking paper by Marčenko and Pastur [30] . In the important case where S N = 1 n Z N Z * N , sometimes referred to as the white noise model, the limiting spectral distribution of µ S N is known as Marčenko-Pastur distribution and admits the following closed-form expression
where x + := max(x, 0). Later, this result was improved by many others, see for instance [41, 26, 42, 35, 34] . In [34] , Silverstein proved that for the model S N defined in (1), if µ Γ N weakly converges to a certain probability ν supported on R + (not necessarily with compact support), then almost surely, the ESD µ S N weakly converges to a deterministic distribution µ, whose Stieltjes transform g µ is the unique solution with positive imaginary part of the equation (4) g µ (z) = 1 s(1 − r − rzg µ (z)) − z dν(s) ∈ C + , ∀z ∈ C + .
Central limit theorems have also been established for linear spectral statistics
f (λ i (S N )), see for instance [26, 24, 3, 32] .
At a local scale, the convergence and fluctuations of individual eigenvalues have been studied, with a special emphasis on the eigenvalues located near each edge of the connected components (bulk) of the LSD of S N . The spiked eigenvalues, that is those which stay away from the bulk of the LSD, have also attracted a lot of attention.
For the white noise model, the support of Marčenko-Pastur's LSD is [(1 − √ r) 2 , (1 + √ r) 2 ], with {0} if r > 1. Geman [22] showed that λ max (S N ) → (1 + √ r) 2 almost surely under moment conditions on the entries. Later, Bai et al. [43, 5, 8] showed that λ max (S N ) almost surely converges to a finite limit if and only if the fourth moment E|Z (1) 1,1 | 4 of the entries is finite. Concerning the fluctuations of λ max (S N ), they were first studied by Johansson [24] for standard Gaussian complex entries and by Johnstone [25] for standard Gaussian real entries. They both established that (5) γ N n 2/3 λ max (S N converges in distribution to Tracy-Widom (TW) distributions as N, n → ∞, introduced in [38, 39] , to describe the fluctuations of the largest eigenvalues of GUE and GOE random matrices. For general sample covariance matrices (1), the condition that the spectral norm of Γ N is uniformly bounded:
implies that the LSD µ (defined by its Stieltjes transform g µ which satisfies (4)) has a bounded support. In this case, El Karoui [20] and Lee and Schnelli [29] established Tracy-Widom type fluctuations of the largest eigenvalue in the complex and real Gaussian case respectively. By establishing a local law, Bao et al [11] , and Knowles and Yin [28] extended the fluctuations of the largest eigenvalue for general entries.
The case of spiked models has been addressed by Baik et al [9, 10] where some eigenvalues (the spikes) may separate from the bulk. In [9] where the so-called BBP phase transition phenomenon is described, Baik et al. study the case where Γ N has exactly m non-unit eigenvalues 1 ≥ · · · ≥ m . For complex Gaussian entries, they fully describe the fluctuations of λ max (S N ) for different configurations of the i 's. Assume for instance that 1 is simple (cf. the original paper for the general conditions) then (a) if 1 ≤ 1 + √ r, λ max (S N ) has asymptotically TW fluctuations at speed
is asymptotically Gaussian. In [10] Baik and Silverstein consider general entries and prove the strong convergence of the spiked eigenvalues; Bai and Yao [6] consider the spiked model with supercritical spikes (corresponding to the case (b) above) and general entries and establish Gaussiantype fluctuations for the spiked eigenvalues. Other results are, non exhaustively, [12, 13, 18, 7] . To make a rough conclusion from these results, λ max (S N ) does not in general approach the largest eigenvalue of λ max (Γ N ). Moreover, if λ max (S N ) converges to the bulk edge of the LSD of µ S N , then it often has Tracy-Widom fluctuation at the scale n 2/3 . If λ max (S N ) converges to a point outside the bulk, it often has Gaussian-type fluctuation at the scale n 1/2 . The previously mentionned results are limited to the case where λ max (Γ N ) is uniformly bounded. There are however interesting cases where λ max (Γ N ) goes to infinity, see for instance Forni et al. [21] in a context of econometrics, or consider the context of long memory stationary processes where the LSD of µ Γ N has a non-compact support.
Long memory stationary process. We recall that a process (X t ) t∈Z is (second order) stationary if the following conditions are satisfied:
where Cov(X t+h , X t ) = E(X t+h − EX t+h )(X t − EX t ) and γ : Z → C is some positive definite function, usually called the autocovariance function of the process. Note that γ(0) is positive and γ(−h) = γ(h) for all h ∈ Z. By stationarity, the covariance matrices of the process are
The T N (γ)'s are positive semidefinite Hermitian Toeplitz matrices. By Herglotz's Theorem, there exists a finite positive measure α on (−π, π] whose Fourier coefficients are exactly γ(h), i.e.
This measure is called the symbol of the Toeplitz matrix T N (γ) that we may also write
Tyrtyshnikov and Zamarashkin generalized in [40] a result of Szegö and proved that the following equality holds (8) lim
where ϕ : R → R is continuous with compact support and f α ∈ L 1 (−π, π) is the density of the absolutely continuous part of α with respect to the Lebesgue measure dx on (−π, π], called the spectral density of T N (γ). The equality (8) can be interpreted as the vague convergence of probability measures µ T N (γ) to the measure ν defined by the integral formula
where C b denotes the space of all bounded continuous functions. The measure ν being a probability, the sequence µ T N (γ) is tight, and the vague convergence coincides with the weak convergence.
The process is usually said to have short memory or short range dependence if h∈Z |γ(h)| < ∞. Otherwise, if h∈Z |γ(h)| = ∞ , the process (X t ) has long memory or long range dependence 1 
.
In this article we require that the autocovariance function γ of a long memory stationary process satisfies (10) γ(h) = L(h) (1 + |h|) 1−2d , ∀h ∈ Z for some d ∈ (0, 1/2) and a function L : R → R slowly varying at ∞, that is a function such that L(y) > 0 for |y| large enough such that
In this case γ is real and even and L is an even function as well. Matrix T N (γ) is real symmetric and (X t ) is a long memory process. In addition,
Description of the main results. Let S N be defined in (1) and assume that (µ Γ N ) is tight with lim N →∞ λ max (Γ N ) = ∞, then we establish in Theorem 2.1 that In order to describe the fluctuations of λ max (S N ), we assume in addition that (Γ N ) satisfies the following spectral gap condition (12) lim
where λ 2 (Γ N ) is the second largest eigenvalue of Γ N , and that either the Z (N )
i,j 's are standard Gaussian or the Γ N 's have a block-diagonal structure
In this case, the following fluctuation result, stated in Theorem 2.2, holds:
where " D − →" denotes the convergence in distribution, σ 2 = E|Z 1,1 | 4 − 1 and N R stands for the real Gaussian distribution.
Applications to long memory stationary Gaussian processes. Given a centered stationary process (X t ) t∈Z with autocovariance function defined by (10) , one can study the spectral properties of the sample covariance matrix (15) Q
where X N is a N × n random matrix whose columns (X ·,j , 1 ≤ j ≤ n) are i.i.d copies of the random vector X 1:N = (X 1 , . . . , X N ) . Let T N (γ) be the covariance matrix of (X t ), then it has been recalled that µ T N (γ) weakly converges. If the process is Gaussian, then Q N can be written in the form of S N in (1) with Γ N = T N (γ) and the ESD µ Q N weakly converges with probability one to a deterministic probability measure µ by [34, Theorem 1.1] .
In order to study the behavior of λ max (Q N ) and to apply the results already presented, note that the process being gaussian, the matrix model (1) has the same spectral properties as a model where Γ N is replaced by the diagonal matrix obtained with Γ N 's eigenvalues. In particular, the block-diagonal structure condition (13) is automatically satisfied. It remains to verify the spectral gap condition (12) and that λ max (T N (γ)) goes to infinity. In Theorem 2.3, we describe the asymptotic behaviour of the individual eigenvalues λ k (T N (γ)) and prove that for any k ≥ 1, there exist nonnegative numbers a k with a 1 > 0 such that
hence the spectral gap condition (12) holds. Moreover, standard properties of slowly varying func-
As a corollary, we obtain the asymptotics and fluctuations of the largest eigenvalue λ max (Q N ) for Gaussian long memory stationary processes with autocovariance function defined in (10) . We now point out two references of interest: In the (non-Gaussian) case where the symbol α is absolutely continuous with respect to the Lebesgue measure and under additional regularity conditions on (X t ), Merlevède and Peligrad [31] have established the convergence of the ESD µ Q N toward a certain deterministic probability distribution. In a context of a stationary Gaussian field, Chakrabarty et al. [17] studied large random matrices associated to long range dependent processes.
Organization. Our paper is organized as follows. In Section 2 we state the assumptions and main results of the article: Theorem 2.1 and Theorem 2.2 are devoted to the limiting behaviour and fluctuations of λ max (S N ); the spectral gap condition for a Toeplitz matrix Γ N is studied in Theorem 2.3; finally Corollary 2.4 builds upon the previous results and describes the behaviour and fluctuations of covariance matrices based on samples of stationary long memory Gaussian processes. In Section 3, we provide examples, numerical simulations and mention some open questions. Section 4 and Section 5 are dedicated to the proofs of the main theorems.
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Notations and main theorems

Notations and assumptions.
Notations. Given x ∈ R, denote by x the integer satisfying
u ivi denotes the scalar product and u the Euclidean norm of u. For a matrix or a vector A, we use A to denote the transposition of A, and A * the conjugate transposition of A; if A is a N ×N square matrix with real eigenvalues, we use λ 1 (A) ≥ · · · ≥ λ N (A) to denote its eigenvalues, and sometimes denote λ 1 (A) = λ max (A). The ESD µ A of A is defined as
where δ λ is the Dirac measure at λ. For a N × n matrix M and integers a, b ∈ {1, · · · , N } and c, d ∈ {1, · · · , n}, the following notations are used to deal with submatrices of M :
By convention, these subscripts have higher priority than the transposition or conjugate transposition, for example M * 
If c = (c k ) k∈Z is a sequence of complex numbers, the N × N Toeplitz matrix (c(i − j)) is denoted by T N (c). If moreover the sequence (c k ) is a positive-definite function c : Z → C and admits by Herglotz's theorem the representation
then α is called the symbol of T N (c) which will sometimes be written T N [α]. If moreover α admits a density with respect to Lebesgue's measure, i.e. dα(x) = f (x) dx, T N (c) will occasionnally be denoted by T N [f ]. Notice that if T N (c) is the covariance matrix of a stationary process as in (7) then f (x) (if it exists) is called the spectral density of the process. Given two complex sequences x n , y n we denote
The notations x n = o(1) and x n = O(1) respectively mean lim n→∞ x n = 0 and lim n→∞ |x n | < ∞. These notations are also applicable to functions with continuous arguments. If X n , X are random variables, the notations X n = o(1) and X n = o P (1) respectively mean that lim n→∞ X n = 0 almost surely and in probability. The notations X n D − → X and X n P − → X respectively denote convergence in distribution and in probability. If µ, µ n are measures, we denote with a slight abuse of notation µ n D − → µ for the weak convergence of µ n to µ. Given a random variable Y or a sub-algebra G, we denote by E Y (X) and E G (X) the conditional expectation of the random variable X with respect to Y and to G.
We denote by N R (m, σ 2 ) the real Gaussian distribution with mean m and variance σ 2 ; we refer to N R (0, 1) as the standard real Gaussian distribution. A complex random variable Z is distributed according to the standard complex Gaussian distribution if Z = U + iV where U, V are independent, each with distribution N R (0, 1/2). In this case we denote Z ∼ N C (0, 1). For a symmetric semidefinite positive matrix T , denote by N R (0, T ) the distribution of a centered Gaussian vector with covariance matrix T .
In the proofs we use C to denote a constant that may take different values from one place to another.
Assumptions. We state our results under one or several of the following assumptions:
are N ×n matrix whose entries Z (N ) i,j are i.d. random variables for all i, j, N , and independent across i, j for each N , satisfying
and Γ N are N × N positive semidefinite Hermitian deterministic matrices. A2 (Asymptotic spectral structure of Γ N ) Given a sequence of N × N positive semidefinite deterministic matrices Γ N , the empirical spectral distribution
forms a tight sequence on R + , and the largest eigenvalue λ max (Γ N ) tends to ∞ as N → ∞.
− → ν with ν a non-compactly supported probability on R + , then A2 holds.
→ 0 and where 
A4 (Spectral gap condition on Γ N ) The two largest eigenvalues λ max (Γ N ) and Theorem 2.1. Let S N be a N × N matrix given by (1) and assume that A1 and A2 hold. Then
If moreover either the random variables Z (N ) ij are standard (real or complex) Gaussian or Assumption A3 holds, then the above convergence holds almost surely.
Remark 1 (consistency with the bounded case Γ N < ∞). Consider the simple case where Γ N = diag( 1 , 1, · · · , 1), where 1 > 1 + √ r is fixed -see for instance (6) . Then it is well known that
, see for instance [10] . Notice in particular that
, which is heuristically consistent with Theorem 2.1 if one lets 1 go to infinity. Theorem 2.2. Let S N be a N × N matrix given by (1) and assume that A1, A2 and A4 hold. Assume moreover that one of the following conditions is satisfied:
are standard real Gaussian and matrices Γ N are real symmetric.
Consider the quantities
and
where
Remark 2. Notice that if E|Z 
Since µ Γ N is tight, for any ε ∈ (0, 1) there exists M > 0 s.t. #{k, : 
where we use the fact that λ max (Γ N ) → ∞ as N → ∞ for the last equality. Notice however that √ nβ N may not go to zero as N, n → ∞.
Remark 4 (consistency with the bounded case Γ N < ∞, continued). Consider again the case where
In the case where 1 → ∞, F N in (18) writes
and has Gaussian fluctuations. This formula is consistent with (6) which can be rewritten √ n
2.3.
Application to large sample covariance matrices associated with long memory processes. In order to apply the above results to Gaussian stationary processes with long memory, we need to verify the spectral gap condition of their autocovariance matrices. We first recall some definitions.
Definition 1 (Regularly/Slowly varying functions). A measurable function R : R → R is regularly varying at infinity if R(y) > 0 for |y| large enough and if there exists a real number ρ s.t. for any
The number ρ is called the index of the regular variation. If ρ = 0, then we say that the function (often denoted by L in this case) is slowly varying. A sequence of real numbers (c k ) k∈Z is regularly (resp. slowly) varying if y → c y is a regularly (resp. slowly) varying function.
With Definition 1, long memory (long range dependence) stationary processes can be defined as follows.
Definition 2. A stationary process (X t ) t∈Z has long memory or long range dependence if its autocovariance function γ is regularly varying with index ρ ∈ (−1, 0).
Notice that this definition is compatible with the definition of the autocovariance function provided in (10) . In fact, assume that γ(h) is given by (10) then it is regularly varying with index ρ = 2d − 1 ∈ (−1, 0). Conversely, assume that γ(h) is an even regularly varying sequence with ρ ∈ (−1, 0).
1−2d is a slowly varying function with d ∈ (0, 1/2) and
Remark 6. Notice that definitions 1 and 2 enable to consider complex processes (X t ), however the associated autocovariance function is necessarily real and cannot be complex.
Remark 7. The above definition coincides with Condition II in [33] where the autocovariance function γ satisfies (10) .
In this context, the spectral gap condition on autocovariance matrices of a long memory stationary process is ensured by the following theorem: Theorem 2.3. Suppose that c = (c h ) h∈Z is an even (c h = c −h for all h ∈ Z) regularly varying sequence of index ρ ∈ (−1, 0), then for any fixed k ≥ 1 the limit
N c N exists and is finite. Moreover, a
Definition 3. We say that a complex Gaussian process (X t ) t∈Z is circularly symmetric if for any N ∈ N the Gaussian vector X 1:N := (X 1 , . . . , X N ) is circularly symmetric, i.e. for any φ ∈ R, the vector e iφ X 1:N has the same distribution as X 1:N .
Remark 8. Notice in particular that such a process is centered and satisfies that EX 1:N X 1:N = 0, for all N ≥ 1.
As a canonical example, a standard complex Gaussian vector X = (X 1 , · · · , X N ) where the X i 's are i.i.d. and N C (0, 1)-distributed is circularly symmetric with EXX * = I N and EXX = 0 .
For such a vector X, we will denote X ∼ N C (0, I N ). As a by-product of the above theorems, we have the following result on the largest eigenvalue of sample covariance matrices of a Gaussian long memory stationary process (recall that such a process admits a real autocovariance function).
Corollary 2.4. Suppose that (X t ) t∈Z is a real centered (resp. complex circularly symmetric) Gaussian stationary process with long range dependence in the sense of definition 2. Let
where X N are N × n random matrices whose columns are i.i.d copies of the random vector
where T N = T N (γ) is the autocovariance matrix of the process defined in (7) and where Proof. Let X be a centered N -dimensional random vector either real or circularly symmetric complex gaussian with (real) covariance matrix T . Then X writes X = T 1/2 Z where Z ∼ N R (0, I N ) or N C (0, I N ) depending on whether X is real or complex. In fact, if T is invertible then Z = T −1/2 X has the required properties.
If
Gaussian random variables, either real or complex (depending on X), and independent from X. Let
then Cov(Z) = I N and if X is complex, then EZZ = 0. In particular, Z is a standard gaussian random vector and a covariance computation yields
which implies that X = T 1/2 Z almost surely. Then for any N and almost surely, the representation
holds with (T N ) the autocovariance matrices of process (X t ) t∈Z . In Section 1 we have noticed that µ T N converges weakly, and by Theorem 2.3, λ max (T N ) → ∞ and (T N ) satisfy the spectral gap condition. By Theorems 2.1 and 2.2, the results follow.
3. Additional applications and simulations 3.1. Additional applications to Gaussian stationary processes. Although Definition 2 is a common definition of long memory, it can seem restrictive as it requires that the autocovariance function has at most a finite number of nonpositive values. In the first example hereafter we consider Gaussian processes with autocovariance functions either complex or with alternate signs. In the two subsequent examples, we relate our results with other definitions of long memory, via linear representation or via the autocovariance density.
Covariance matrices with alternating signs of entries. Let (X t ) t∈Z be a centered Gaussian stationary process with autocovariance function γ X . Let θ ∈ (−π, π], θ = 0 be fixed and consider the process (Y t = e itθ X t ) t∈Z . This process is a Gaussian stationary process with autocovariance function γ Y (t) = e itθ γ X (t) and (20) and (21) . In this example the positivity constraint of the autocovariance function is relaxed.
Linear processes with long memory. If the process (X t ) t∈Z has a linear representation
where ( t ) t∈Z is a sequence of i.i.d real valued standard Gaussian r.v.'s and
and L a slowly varying function at ∞, then it is well known (c.f. for example [33, Corollary 2.2.10]) that its autocovariance function γ is regularly varying with index ρ = 2d − 1, and more precisely we have
dx is the beta-function. Corollary 2.4 can be applied in this case.
Long range dependence defined through spectral density. Among the various definitions of long range dependence, there is an important one which defines the long range dependence through the spectral density, that is, if the symbol of the autocovariance matrices T N has a density f : Simulation 2: Fluctuations of λ max (S N ). To illustrate the fluctuations of λ max (S N ), we fix N = 1000 and n = 1250 and let Γ N = diag(λ k (T 1000 (γ))) with γ as in the previous simulation. We take 900 independant samples of S 1000 , plot the histogram of F 1000 defined in (18) and compare with the density of the theoretical limiting law. In Figure 2 
In Figure 3 (a) we plot the fluctuations of λ max (S 1000 ) with n = 1250 and notice that the corresponding F 1000 are far more concentrated around 0 than the previous simulations, as predicted by the theorem.
An interesting phenomenon occurs in Figure 3(b) , where the same matrix Z 1000 is considered while we do not diagonalize Γ 1000 and just take Γ 1000 = T 1000 (γ). In this case, the concentration phenomenon disappears, and the obtained histogram is very close to that in Figure 2(a) . This simulation suggests that some universality holds in the fluctuations of λ max (S N ) if the (Γ N )'s are Toeplitz matrices. This will be explored in a forthcoming work.
Open questions.
At the border between long memory and short memory. An interesting regime is when ρ = −1. In this case, the autocovariance function γ(h) = (1 + |h|) −1 L(h) can be summable or not depending on the slowly varying function L. For example if L(h) = log −1−ε (2 + |h|) with ε > 0 then γ is absolutely summable and the process has short memory. If L(·) = 1 then one can prove that λ max (T N (γ)) = O(log N ), and that the spectral gap condition no longer holds. In this case, the asymptotics (20) Correlation structure of the top eigenvalues. Beyond the top eigenvalue λ max (S N ), it would be interesting to understand the asymptotic correlation structure and the fluctuations of the (many) largest eigenvalues (λ max (S N ), λ 2 (S N ), · · · , λ k (S N )) for a fixed k ≥ 1.
Behaviour of the eigenvectors associated to the top eigenvalues. For bounded spiked models (by bounded we mean sup N Γ N < ∞) the structure of the eigenvectors associated to the top eigenvalues has been studied and carries interesting information, see for example [13] . A similar study would be interesting in the general context of unbounded population covariance matrices where λ max (Γ N ) → ∞ and of (Gaussian) long memory stationary processes. In this latter case, one needs to have a good understanding of the Toeplitz matrix' T N (γ) eigenvectors.
Universality for non-Gaussian linear stationary processes with long memory. In the case where Γ N is required to be (block-)diagonal, the variance of the limiting distribution depends on the fourth moment of the entries Z N i,j and may be equal to zero if E|Z
1,1 | 4 = 1. However when Γ N is a Toeplitz matrix (7) with γ satisfying (10), this dependence is weakened and Simulation 3 in Section 3.2 strongly suggests that some universality occurs depending on the population covariance matrix Γ N , see in particular Figures 3(a) and 3(b) . This question will be addressed in a forthcoming work.
Proofs of Theorem 2.1 and Theorem 2.2
4.1. A short reminder of results related to large covariance matrices. Given a probability measure µ on R, define its Cauchy-Stieltjes transform as
Notice that m µ (z) is the opposite of the Stieltjes transform g µ (z) = dµ(s) s−z . For a random matrix S N given by (1), we will often consider its companion matrix (23) S
which shares the same non-zero eigenvalues with S N . In particular, λ max (S N ) = λ max (S N ). Recall that r N := N n and let µ S N , µ S N be the ESD of S N and S N respectively, then the following relation holds: (24) µ
Limiting spectral distribution. We recall results from [34, Theorem 1.1]. For any probability ν in R + and any r ∈ (0, +∞), there exists a unique probability measure µ = µ(r, ν) whose Cauchy-Stieltjes transform m µ satisfies the equation:
for any z ∈ C + .
If the probability measure ν is the ESD µ A associated with a matrix A, we simply write µ = µ(r, A) instead of µ = µ(r, µ A ). Similarly, there exists a unique probability measure µ = µ(r, ν) with Cauchy-Stieltjes transform m µ satisfying
As previously, we will write µ(r, A) instead of µ(r, µ A ). If moreover µ Spectrum confinement. By "spectrum confinement", we refer to the phenomenon where the empirical spectrum of the eigenvalues "concentrates" near the support of the limiting spectral distribution.
In the specific case of model (1) 
.
Then almost surely, λ i N (S N ) > b and λ i N +1 (S N ) < a for N large enough. This result will be used in the particular case where ν = δ 0 . In this case, m µ (x) = 1 x and r(1 − δ 0 (0)) = 0. 4.2. Reduction to the bounded model. When studying λ max (S N ) under A2, the main difficulty is to handle the unboundedness of λ max (Γ N ). In order to circumvent this issue, we definẽ
In particular, notice that λ max (S N ) =
λmax(Γ N ) . Thus, in order to establish the results stated in Theorems 2.1 and 2.2, we only need to prove the corresponding results forS N .
Using the definition ofΓ N , the tightness of (µ Γ N ) and the fact that λ max (Γ N ) → ∞, we immediatly deduce the following properties forΓ N :
In particular, the spectral norm ofΓ N is bounded and many classical results, for instance those of Bai and Silverstein [34, 1] can be applied toS N . Considering this fact, we state and prove below If moreover either the random variables Z (N ) ij are standard (real or complex) Gaussian or Assumption A3 holds, then the above convergence holds almost surely. 
In order to prove Theorem 2.1 and 2.2, we only need to apply the above theorems toS N .
4.3.
Proof of Theorem 4.1. We first prove the theorem under assumption A3. We first establish that (32) lim
Recall the definition of the set B N in (28) . Due to the spectrum confinement property (27) , we only need to prove that for any ε > 0, the interval [1 + ε, +∞) eventually stays outside the support of µ N = µ(r N , Γ N ). Relying on the caracterization of a point x outside supp(µ N ), this will be the consequence of the following property ∀ x ∈ [1 + ε, ∞), ∃ y ∈ B N , x = x N (y) and x N (y) < 0 that we now prove.
Since λ max (Γ N ) = 1 under A2(b), notice that (0, 1) ⊂ B N . Consider a real number η such that
For s ≤ 1, we have |1 − sη| ≥ 1 − η > 0, therefore by the definition (29) of x N , and by the fact that
So for N large enough, we have x N (η) < 1 + ε, and x N (η) < 0. For such N 's, note that x N is continuous on (0, η) and that x N (y) → +∞ as y → 0 + . We have proved so far that [1 + ε, ∞) ⊂ x N ((0, η)). Notice finally that x N is increasing on (0, η), in particular x N (y) ≤ x N (η) < 0 for all y ∈ (0, η). Therefore x N ((0, η)) and thus [1 + ε, ∞) eventually lie outside the support of µ N . Equation (32) is established.
We now prove that (33) lim
by an exact separation argument. As µ = δ 0 , we have 1/m µ (a) = a, 1/m µ (b) = b for any a, b > 0. We intend to find some constant interval of the form [a, 1 − ε], for small ε > 0 which separates the eigenvalues of matrix Γ N into two non-empty parts. This is not always possible because even if λ max (Γ N ) = 1 and µ Γ N → δ 0 , there might be some intermediate eigenvalues among the (λ i (Γ N ))'s for i ≥ 2 eventually lying in (0, 1). In order to circumvent this issue, we introduce the auxiliary matriceŝ
N , where Θ N is obtained from the spectral decomposition of Γ N as: 
is nonnegative definite, we have lim N,n→∞ λ max (S N ) ≥ lim N,n→∞ λ max (Ŝ N ) ≥ 1. Therefore Theorem 4.1 with assumption A3 is proved. 
where C > 0 is a proper fixed constant. Indeed it suffices to show that the function s defined by
-lipschitz, where we consider the N × n matrix Z N as a vector in Euclidean space R i,j are real Gaussian, and in R 2N n when the entries are complex Gaussian. Note that the Euclidean norm of the vector Z N is the same as the Frobenius norm Z N F of the matrix Z N . So for any two matrices Z N andẐ N , we have
where (a) follows from the Frobenius norm inequality AB F ≤ A B F , and (b) from the fact that Γ 
where (Γ N −1 ) is a sequence of semidefinite positive Hermitian matrices satisfying µ
by assumption A4. We set d = lim N →∞ λ max (Γ N −1 ). For convenience, in this section we omit all the subscript N of matrices, for example we write
In the following of this section we write λ max (S N ) as λ max if it does not cause any ambiguity.
Recall the submatrix notations introduced in (16) and consider the following block decomposition of matrix S:
Analog to µ(r N , Γ N ) defined in (25), we define the probability measure µ(r N , Γ N −1 ) whose CauchyStieltjes transform m satisfies the equation
Also, for all y ∈ B N := {y ∈ R : y = 0,
Consider in particular (38) 
Let ε > 0 be small enough. Thanks to the assumption µ
can adapt the first part of the proof of Theorem 4.1 to obtain that eventually
2 so that d + ε < 1 − ε and consider the family of events Ω N defined as (39) Ω N := {λ max (S 2:N,2:
According to the spectrum confinement property [1, Theorem 1.1] and to Theorem 4.1, one has
In particular, for any sequence of events A N , we have P(A N ) − P(A N ∩ Ω N ) → N →∞ 0, which can be written
if one writes P Ω (·) for P( · ∩ Ω N ) and recall the notation x . = y for x − y → 0. Hence, with no loss of generality, we will assume below that Ω N holds.
Let λ max ∈ Ω N . Using the bloc decomposition (36) of S together with the determinantal formula based on Schur complements (see for instance [23, Section 0.8.5]), the eigenvalue λ max satisfies the equation:
Since det(λ max I − S 2:N,2:N ) = 0 on Ω N , we have
Using the equality I + A * (λI − AA * ) −1 A = λ(λI − A * A) −1 for all scalar λ and all matrix A such that λI − AA * and λI − A * A are invertible, the equation (40) is equivalent to This can be regarded as a "deterministic" version of (41), which indicates that λ max and θ N are comparable. In order to prove the Gaussian fluctuations of λ max , we need to prove that for all b ∈ R (42)
2σ 2 dt and
Note that on Ω N the function
Taking into account the fact that Υ(λ max ) = 1 due to (41), we have
We first prove that
Taking into account the fact that m(θ N ) = 1 and performing a Taylor expansion on m around θ N yields
where ξ N is between θ N = x N (1) and η N . The assumptions µ Finally, for large N , we have sup
Plugging this into the Taylor expansion finally yields (44).
We now go back to (43) and handle the quantity √ n(Υ(η N ) − m(η N )). More precisely, we prove in the sequel that
In order to proceed, we need the following estimates, valid under the assumptions of Theorem 4.2. Proof of Proposition 4.3 is postponed to Section 4.4.1. We have
by the first part of Proposition 4.3. We now apply the resolvent identity 
where the last equality follows from the second estimate of Proposition 4.3. Notice that by the standard Central Limit theorem,
Plugging this last estimate into (47) and (46) finally yields (45). We can now conclude the proof of the CLT:
where (a) follows from (43) and (44) and (b) follows from (45). We can now get rid of the term o P (1) in (48) by Slutsky's theorem and finally obtain the desired result: Γ N ) , . . . , λ N (Γ N )). Then S N can be written as
and has the same eigenvalues as the matrix R N = n −1 D We will first establish that n∆ n (η N ) is tight and then, as an easy consequence, we will deduce the desired convergence:
If x ≥ 1 − ε is fixed with 1 − ε > d + ε, then the tightness of n∆ N (x) is a consequence of Bai and Silverstein's peripheral results of their CLT paper [3] , see also [4, Chapter 9] . In fact,
Notice that for any and by C + the contour defined by (δ, u > 0 fixed)
and {M N (·)} forms a tight sequence on C. Consider now the mapping
Γ N is a continuous mapping from C(C, R 2 ) to C. Applying Prohorov's theorem (see for instance [27, Theorem 16.3] ) and the continuous mapping theorem [27, Theorem 4.27], we conclude that Γ N (M N ) is tight. It remains to notice that
to conclude that n∆ N (η N ) is tight. Now let δ > 0 be fixed, then and apply the lemma on quadratic forms with p = 2: There exists a constant C such that Thus E Z 2:N,· (|P N | 2 ) converges to zero in probability, from which we deduce that for δ > 0,
which completes the proof of Proposition 4.3.
Proof of Theorem 2.3
In order to study the spectral gap associated to the family of Toeplitz matrices and to prove Theorem 2.3, we follow the method used in [15] . The main idea is to interpret the eigenvalues of the Toeplitz matrix T N as eigenvalues of an operator K N using Widom-Shampine's Lemma, and then analyse the convergence of this operator, correctly normalized.
In this section, for
5.1. Widom-Shampine's Lemma and convergence of operators. We first recall WidomShampine's Lemma, see [15] for a proof.
i,j=0 be a matrix with complex entries a i,j , and let G be the integral operator on L 2 (0, 1) defined by
Then a nonzero complex number λ is an eigenvalue of A of a certain algebraic multiplicity if and only if λ/N is an eigenvalue of G of the same algebraic multiplicity.
Let c = (c k ) k∈Z be the sequence in Theorem 2.3, and ρ ∈ (−1, 0) be the index, then the function R(h) := c |h| is even and regularly varying and R(k) = c k . By Definition 1, R(N ) = 0 for large enough N ∈ N, for convenience we can suppose that R(N ) = 0 for all N ∈ N without loss of generality. By Widom-Shampine's Lemma, for each N , the matrix T N (c)/(N R(N )) has the same nonzero eigenvalues (with the same multiplicities) as the integral operator K
We will prove that the operators K
N converge in the operator norm to the operator
For this we need the following Lemma 5.2 which is a special case of the uniform convergence theorem of regularly varying functions. The following description of the asymptotic integral of regularly varying functions will also be useful in the sequel. . If R is regularly varying with index ρ > −1, and suppose that R is locally bounded, then
Recall that for an operator defined by (Kf )(x) = 1 0
K(x, y)f (y) dy, we have 
We are now ready to prove the theorem. As mentioned above, we first prove the following convergence of operators. 
Recall that since R is even, the considered kernels are symmetric and the two essential supremums in (51) of each kernel are equal. Moreover, for each N , K We now prove that K Then applying Lemma 5.2 with a = ε/2, we can find N 2 = N 2 (ε) ∈ N such that for N > N 2 and for all c satisfying |c| ≥ ε/2, we have
For all N > max(N 1 , N 2 ) and (x, y) ∈ A ε , let c = Hence we just need to control the integral 
Symmetrically, we also have a
2 , from which we deduce
for all N and k. This implies the convergence of each eigenvalue a Proof of Theorem 2.3 is now completed.
