Variants of the algebraic conditions of Mather are shown to be sufficient for the A>determinacy of C maps with respect to ./-flat, contact (or right) C equivalence relations where u-k<r<u -k+j+l and 0 < j < k < u . The required changes of coordinates and matrix-valued functions are constructed from the variation of coefficients in polynomials. The main result follows from a finite-dimensional, polynomial pertubation argument which employs a parameter-dependent polynomial representation of functions based on Taylor's formula. For r > k , the algebraic conditions are seen to be necessary.
Introduction
Algebraic conditions for the fc-determinacy of C°° mappings, or rather the germs thereof, with respect to C°° contact and right equivalence relations are given in Mather [1969a] . They have since been reproduced in several introductory texts. In Deakin [1977] , a C°° real-valued map-germ f:Rn-*R which satisfies Mather's algebraic condition for right fc-determinacy is said to be /c-complete. Deakin [1977] shows by a tangent space (or directional derivative) argument that right /c-determinacy with differentiable dependence on a small parameter implies (k + 1 )-completeness. This gives a partial converse to Mather's result. The 1974 lecture notes in Martinet [1982] in an exercise observe that the algebraic condition of Mather for right /c-determinacy is sufficient for a local form of (k -1 )-determinacy. In the exercise, the distance between two function germs is given by the distance between their respective A:-jets. A tangent space argument clearly implies the converse. Hence for germs of C°° maps f:Rn-*R, k-completeness is necessary and sufficient for the local form of (k -1 )-determinacy described in Martinet [1982] .
Elliptic-like coercive conditions for a C , alias topological, right /c-determinacy of C°° mappings are given in Kuo [ 1969a] . In Takens [1971] these ellipticlike coercive conditions of Kuo [ 1969a] are generalized to obtain /c-determinacy results for a Cr right equivalence relation between sufficiently differentiable maps. The best results with coercive conditions appear to be in Lefebvre and Pourprix [1984] . The latter paper presents coercive conditions sufficient for the /c-determinacy of C" maps with respect to two 7-flat, Cr contact equivalence relations.
The Zc-jet of a map of a C or smoother map /:/?"-> Rm is here identified with the sum of terms of order k or less in the Taylor series expansion of / about the origin x -0 of its domain. We say the map / satisfies the algebraic conditions of Mather for right and contact Zc-determinacy of C°° maps iff its Zc-jet satisfies the conditions.
In the present article, variants ARk .(f) and ACk (/) of the algebraic conditions of Mather for right and contact /c-determinacy are shown to be sufficient for local and nonlocal forms of (k -1 )-determinacy with respect to Cr, ./-flat, equivalence relations between C" maps where u-k<r<u-k + j + I. For r > k , converse results hold by tangent space arguments. The algebraic conditions are seen to be necessary.
This article is composed as follows. §2 gives a few definitions. §3 states the results and indicates the proofs of all assertions but for the main determinacy result Theorem 3.1. Preparations for its proof are given in § §4 and 5. The proof is presented in §6. §4 in particular presents in two lemmas, Lemmas 4.1 and 4.2, the Zcth-order polynomial approximations that are consequences of the algebraic conditions. These polynomial approximations establish the contact and right determinacy results in this article, modulo terms of order k. The demonstrations of the lemmas might be skipped on first-reading. §5 represents each C or smoother map by a parameter-dependent family of polynomials of degree k . The representation is based on Taylor's formula. The representation reproduces the original map when the parameter coincides with the argument of the polynomial. This map reproducing property and a further diagonal-value reproducing property are also described in §5.
The proof of Theorem 3.1 given in §6 combines the Zcth-order polynomial approximations in §4 and the polynomial representation in §5 to obtain a kdeterminacy theorem via a finite-dimensional polynomial perturbation argument. The proof is a consequence of the ordinary, that is not generalized, implicit function theorem. The initial model for this proof was the generalized Morse lemma of Hormander [1971] as reproduced in Nirenberg [1973 Nirenberg [ -1974 and the two-timing or two-variable method in perturbation theory as described in Nayfeh [1973] . Further remarks on the origin of the present article are given in §7 and at various other points below.
Definitions
Two /?m-valued functions f(x) and g(x) of x in Rn are said to be ;'-flat, Cr contact equivalent at the origin iff the following hold.
(1) there is a Cr change of variables on the domain space R", y(x) = x + 0(\x]J+x);and (2) there is a mxm matrix-valued Cr function A(x) with A(x) = Im + 0(]x\j+x) and A(0) nonsingular such that A(x) • f(y(x)) -g(x) on some neighbourhood of the origin. The change of variables y(x) required above differs from the identity map I(x) -x by a ./-flat perturbation. That is, a function of the form 0(\x\j+x) as x->0. The required matrix A(x) also differs from the mxm identity matrix Im by a ./-flat perturbation. Note y(x) fixes the origin (that is, y(0) = 0). Also if j > 0 then ,4(0) coincides with the identity matrix Im .
Two Rm -valued functions f(x) and g(x) of x in Rn are said to be j -flat, Cr right equivalent iff there is a Cr change of variables y(x) = x + 0(\x]J+ ) on the domain space R" such that f(y(x)) = g(x) on some neighbourhood of the origin. This is the special case given by A(x) = Im identically, of the Cr, j-üat contact equivalence relation.
A C" map / is said to be ./-flat, contact (or right) Cr k-determined at x -0 in R" iff each of its Cu perturbations g(x) = f(x)+h (x) are ./-flat, Cr contact (respectively right) equivalent to the given map / on a neighbourhood of the origin when the disturbance h(x) -0(]x\ + ) is C and of order k+ 1.
A C" map is finitely determined with respect to the ./-flat, Cr contact (or right) equivalence relation iff it is Cr ./-flat, contact (resp., right) Zc-determined whenever Zc < m is sufficiently large.
Results
Notation. Let j and k be integers with 0 < j < k. Let u> k denote a positive integer, +oo or w. Let m and n denote positive integers. Let R denotes the field of real (or complex) numbers. For each multi-index a = (ax,... ,an) with nonnegative integer components, let
The corresponding monomial of order |a| is xa = x"'x22 ■ ■■ xan".
Chain-rule, k-jet operators and Jacobians. Let / be a C" map of an open neighbourhood of the origin x = 0 in the space R" with values in the space Rm . The polynomial k-jet of f(x) is denoted by below. The sum involves all terms in the Taylor series of / at the origin up to and including the terms of order k . The Jacobian matrix of the k -jet p is denoted by Dxp(x). Its components are polynomials. The iterated chain-rule says Jk{uov} = Jk{(Jku)o(Jkv)} whenever u: Rm -> Rn and v: Rp -* R" are polynomials or Ck maps with v(0) = 0. Further, the product rule implies Jk{B(u,v)} = Jk{B(Jku,Jkv)} if B(u,v) is a bilinear form and both u and v are polynomials or C maps. These observations are useful in many calculations. In particular, they allow the insertion or omission of the k-jet and polynomial truncation operator Jk in the arguments below.
The algebraic conditions. In the case u = oo and 7 = 0, the following algebraic condition ACk (/) is equivalent to that given by Mather for the contact kdeterminacy of /.
Algebraic condition ACkj(f). For each homogeneous polynomial map of order k, h(x) = h(xx,... ,xn) = J2a \a\=k^axa w^tn Em-valued coefficients ha there is an n-vector W(x) = (Wx(x), ... ,Wn(x)) and a mxm matrix A(x) = [AjJ(x)]x<¡ j<m, both with polynomial components such that
J.W(x) = 0 and JjA(x) = Q.
In the above condition, the k-jet p(x) may be replaced by the function f(x) when / is at least C +x . (If f(x) is only C , then JkDf(x) is undefined.) The condition ACk (/) is equivalent to ACk ip).
The requirements J¡W(x) = 0 and J.A(x) = 0 entail that all the polynomial components of W(x) and A(x) are 0(|;c|-'+ ) and hence ./-flat. The corresponding algebraic condition ARk .(f) for right determinacy is obtained by taking the matrix-valued polynomial A(x) to be the mxm zero matrix. In this case, due to the presence of good and bad dimensions, the condition ARk .(/) is of interest only when (a) the range space Rm has dimension »1 = 1 or (b) the map / is locally a submersion about the origin x = 0. In any appearance of ARk .(f) below, we assume m = 1.
The implications
ACkj(f)=> ACk+Xj+x(f) and ARk,,(/)=* ARk+lJ+l(f) hold when / is at C + . In accordance with the use of the phrase Siersma shadow property in Poston and Stewart [1978] , these implications are herein called the Siersma shadow properties. For sufficiently differentiable maps / these Siersma shadow properties permit the nonnegative integers k and /' to both be incremented by one. When j > 0 some of the arguments below simplify.
For each positive number a , let Ba(R") denote the ball of radius a centered at the origin in Rn. Given positive integers k and u with k < u < oo, ,m let C"(Ba(Rn), Rm) be the Banach space of C" maps h: Ba(Rn) -> Rr Further, let (1 -Jk_x)Cu(Ba(R") ,Rm) be the closed subspace consisting of those maps h with vanishing (k -l)-jet Jk_xh = 0. This subspace is the range of the projection operator (1 -Jk_i) when this operator acts on the space Cu(Ba(R"),Rm). Differentiability notes.
(1) Observe the presence of the C norm in the conclusion. The proof below of Theorem 3.1 shows the maps in its conclusion have a domain independent of u when u > k. The functions in the conclusions are defined and continuous on a neighbourhood of the origin in the product Banach space R" x (1 -Jk_x)C (Ba(Rn) ,Rm). The latter is equipped with the usual product norm. The restriction of the maps to the intersection of the above domain with the product Banach spaces R" x (1 -Jk_x)Cu(Ba(Rn) ,Rm) yields Cr = Cu~k maps when u > k. In the latter spaces, with respect to a product norm based on those of R" and Cu(Ba(R"), Rm), the domain of the restricted mappings is a neighbourhood of their common origin. Finally, if the map / in Theorem 3.1 is a polynomial, for instance a k-jet, or an analytic function, then for x fixed in the ball ||x|| < a, the maps in the conclusion and all their partial ^-derivatives of order <r = u-k determine analytic Rn-and Rmxm-valued functions of h in the Banach space (1 -Jk_x)Cu(Ba(Rn) ,Rm). The text Berger [1977] gives a brief description of analytic functions on Banach spaces.
(2) In the event u = oo or u = co, we may regard the function space Cu(Ba(Rn), Rm) and its subspace (1 -Jk)Cu(Ba(Rn) ,Rm) as Fréchet spaces equipped with the Cq norms where q > 0. In this case for h fixed, the maps in the conclusion are C°° functions on the ball ||x|| < a in R" . Description of the further differentiability properties in this Fréchet space context is omitted because the lack of an appropriate terminology. (3) If u = co and R is the complex number field, the associated spaces and subspaces of C03 maps on the ball (or polydisc) ||x|| < a equipped with the C norm, form complex Banach spaces. The elements of these spaces are required say to be continuous on the interior of the ball or polydisc, and to be continuous upto the boundary of this domain together with their partial derivatives of order k or less. Whence the C norm is finite.
At the cost of decreasing the radius a of the ball ||jt|| < a, the Cauchy formula for functions of several complex variables permits the C , that is the sup-norm, to be employed instead. In either case, that is with either the C norm or the sup-norm the conclusions of Theorem 3.1 hold as stated when a > 0 and c> 0 are sufficiently small.
(4) The case where u -co and R is the real number field by a complexification argument can be regarded as a special case of the situation in (3).
(5) An alternative in the analytic case u = co which works whenever R is the field of real or complex, and which even holds more generally when R is a Banach algebra with a unit 1, is to consider power series in «-variables x = (xx , ... ,xn) in the product Banach space Rn which converge absolutely on a sufficiently small ball ||x|| < a. In particular, for Theorem 3.1 to hold as stated with u = co, take Cw(Ba(R") ,Rm) to be the space of power series h(x) = Yla>ona ' x° with coefficients ha in Rm such that the weighted norm ll<=EllAJU-a'a| Q>0 is finite. The sum here is over all multi-indices a > 0. These power series for h(x) are absolutely convergent on the ball ||x|| < a. The coefficients na ~ (aïï da/i(0) can be identified with the partial a-(Fréchet) derivative of h(x) in the Banach algebra case.
In the Banach algebra case, the power series h(x) provide what I will call Lorch-analytic functions of several Banach algebra variables. The text Hille and Philips [1957] defines Lorch-analytic functions of a single variable. The definition can be generalized in an obvious manner to functions of a single or several variables in real or complex Banach algebras.
With the weighted norm above, the two spaces Cw(Ba(Rn) ,R) and (1 -Jk_x)C(ü(Ba(Rn), R) of /î-valued power series are Banach algebras.
In the Banach algebra case, the maps in the conclusions of Theorem 3.1 will be analytic functions, albeit not Lorch-analytic functions of the point (x,h) = (xx, ... ,xn,hx, ... ,hj in the product Banach space Rn x (l-Jk_x)Cw(Ba(rn),Rm).
For fixed h , the maps will have power series expansion in x G Rm which converge absolutely say on the ball ||x|| < a.
The perturbation arguments, the polynomial approximations, and the polynomial representation of analytic maps below all hold for Lorch-analytic maps f(x) given by power series in several Banach algebra variables which are absolutely convergent on a neighbourhood of the origin in Rn . The extension indicated here of k-determinacy results to functions of Banach algebra variables is thus feasible. But while Banach algebras abound, the utility of the indicated extension is at present unknown to me.
Sufficiency of k-jets. In the Theorem 3.1, the value of either a ore may be diminished without decreasing the other. Now f(x) = Jkf(x) + h(x) where the Ac-jet of h vanishes. So for a > 0 sufficiently small, the C norm of h(x) on the ball ||x|| < a is less than c. This implies / is ./-flat, Cr, contact equivalent to its k-jet p(x) -Jkf(x).
Loss of fewer derivatives. In Theorem 3.1, there is a loss of k derivatives in the construction of the change of variables and/or required matrix-valued maps when u is finite. This loss stems from the polynomial representation of C" based on Taylor's formula in §5. Theorem 3.2 below restricts this loss to the origin x = 0, and ensures the loss there is of at most k -j -1 derivatives. This result in the case of the Morse lemma was first given in the paper Ang and Vu-Trong-Tuân [1979] . h(x)= 5Z KW'** \a\=k where the coefficients ha(x) are Cu~ functions on the ball Ba(Rn), which are also C" when x / 0, and which further satisfy the limit conditions 0=lim||jc||"l-VA (
where k < \ß\ < u. Here ß = (ßx , ... ,ßn) is a multi-index with nonnegative integer components. For t G Ba(R"), we next define a ¿-dependent polynomial z(t)(x). Put z(t)(x) = 23|ai=* ^«(0 'x" • Then z(t)(x) a homogeneous polynomial of order k in x with coefficients depending continuously on t in the ball Ba(Rn). The parameter-dependent family of polynomials z(t)(x) in x gives a representation of the map h that reproduces h(x) or h(t) on the substitution x = t. Another parameter-dependent polynomial representation of polynomials is introduced in §5.
The division-based representation for the remainder term in Taylor's formula from Ang and Vu-Trong-Tuân [1979] implies the coefficients of the polynomial z(t)(x) are elements of the Banach space C (Ba(Rn) ,Rm). As functions valued in the last Banach space of C maps, the coefficients ha(-) are given satisfies ||z(O(0llc* <c-
)) for ||x|| < a and 0 < s < 1. The substitution x = t in conjunction with the above map reproducing property yields
/(/) + 5 • h(t) = A(t,s-z(t)) ■ f(y(t, s ■ z(t))).
With a small change in notation, including the replacement of x by t, the last equality yields the change of variables and matrix-valued map required in the conclusion.
The required C" dependence for x ^ 0 follows easily from the chain-rule. The required Cr dependence where r = u-k+j+l follows from the iterated chain-rule and the partial converse to Taylor's formula given in Theorem 1.2.2 of Ang and Vü-Trong-Tuan [1979] . The satisfaction of the hypotheses of Theorem 1.2.2 follow from the above limit conditions. D Right determinacy. Satisfaction of right rather than contact determinacy conditions above produces the next theorem. Remark D. The ideas for the proof of a k-determinacy result stem from reading the introductory text Poston and Stewart [1978] . During this introduction, I hoped the demonstration of right determinacy and versal unfolding would follow the model provided by the generalised Morse lemma of Hormander [1971] or rather its demonstration, as presented in the lecture notes Nirenberg [1973] [1974] . The latter is in part reminiscent of the usually formal two-timing or two-variable method described say in Nayfeh [1973] .
Remark E. The versal unfolding of analytic maps with respect to contact and right equivalence relations can also be obtained from the the ordinary implicit function theorem in an infinite-dimensional perturbation argument. This derivation appears to be new. So details may be given in a forthcoming article. The ranges of the maps in Lemma 4.1 and Lemma 4.2 form submanifolds in finite-dimensionsal spaces or product spaces of polynomials. The construction of the required submanifolds follows below from the integration of systems of ordinary differential equations. An alternative method is to employ an exponential maps on Lie groups of polynomial maps equipped with a truncated compostion operation. For a discussion of the Lie group aspects of Lemmas 4.1 and 4.2, see the appendix to the present section and see Martinet [1982] or Selby [1983] . The Lie group aspects of the calculations are superflous here but they are included here as a link to the Lie group perspective taken in the literature.
Proof of Lemma 4.1.
Step Then by linearity, L(a(h)(-) ,w(h)(-))(x) = h(x). The coefficients of the polynomials a(h)(x) and w(h)(x) are linear functions of those of h(x). These polynomial-valued maps (a(-)(x) ,w(-)(x)) together define a right inverse of the linear operator L.
Step B: Definition of the function Q>(h)(x).
For a real parameter t, which we may refer to as time, we define in this step acurve Y(t)(x) in the linear submanifold x + (Jk-Jj)Rn [x] of (Jk-J0)Rn[x] so that y(0)(x) = x and Y(l)(x) = x + Q>(h)(x). The construction of Y(t) (x) follows.
Consider the initial value problem given by the nonlinear first-order system of ordinary differential equations Thus, whenever it is defined, the polynomial y(0(x) = x + o(|x|;'+1).
The exponential property of the curve Y(t)(x) is a truncated, polynomial composition property Y(t+s)(x) = Jk[Y(t)o Y(s)(x)]
which holds whenever both sides are defined. The exponential property follows from the next calculation. Suppose Y(s)(x) is defined. Now define a ¿-dependent curve
With a prime indicating differentiation with respect to t,
Hence Z'(t) = Jk[w(h)(Z(t)(x))]. Now the curve z(t)(x) = Y(t + s)(x) and the curve Z(t)(x) satisfy the same ordinary differential equation (ODE1), and both initially pass through y(s)(x) at t = 0. By uniqueness theory for initial value problems, the two curves coincide. Hence, the exponential property which can be written as Z(t) -z(t) holds.
The above exponential property implies the curve Y(t)(x) can be defined for all real t. Consider the initial value problem given by the first-order system of ordinary differential equations dA.
dt together with the initial and the initial condition A(0)(x) -Im at t = 0. Here the analytic map Y(t)(x) = x + Q>(h , t)(x) was defined in
Step B. The coefficients of Y(t)(x) = x + 0(/z, t)(x) depend analytically on t and those of the homogeneous polynomial h . The initial condition determines a polynomialvalued curve A(t)(x) which passes through the mxm identity matrix Im at the initial time t = 0.
The equation (ODE2) defines a linear nonautonomous first-order system for the coefficients of the polynomial A(t)(x) with analytic dependence on time t and the coefficients of the polynomial parameter h(x). Therefore the solution curve A(t)(x) in JkRmxm[x] exists for all time t and has analytic dependence on time t and the polynomial parameter h. Further from a(h)(Y(t)(x)) = 0(]Y(t)(x)]j+x) = 0(\x]j+x), the ;-jet of the polynomialcurve A(t)(x) is i-independent. To see this, note the right-hand side of the system (ODE2) is 0(|x|J+1). Therefore JjA'(t)(x) = 0. Integration yields JjA(t)(x) = JjA(0)(x) = x. Hence, the initial condition implies that A(t)(x) = Im + Vo(h , t)(x) for some polynomial y/Q(h , t)(x) = 0(|x|J+1) with analytic dependence on / and the coefficients of h . Let Step D: Conclusions when j > 0. Fix a homogeneous polynomial map A(x) = 0(|x| ~ ) with values in Rm . Let Y(t)(x) and A(t)(x) be the solutions of the initial value problems given above. Then
by the product and chain-rules,
by Steps B and C,
)(x) ■ [a(h)(-)]p(-) + (Dxp)(.)w(h)(-)] o Y(t)(x)} , on omitting superfluous Jk's and then factoring, = Jk{A(t)(x) ■ [L(a(h)(-), w(h)(-))] o Y(t)(x)} , by
Step The single equation or polynomial identity F(z)(x) = h(x) stands for an finite number of simulataneous equations with analytic or polynomial dependence on the coefficients of z(x) and A(x). These simultaneous equations are obtained by equating coefficients of monomials xa when \a\ = k. Given the four properties, the finite-dimensional, implicit function theorem applied to the equation F(z) = A yields an analytic function z(h)(-) valued in polynomial space (Jk -Jlc_l)Rm [x] with z(0)(x) = 0 identically, so the origin of (Jk -Jk_l)Rm[x] is fixed, and such that F(z(h)) = h whenever ||A|| is sufficiently small. The latter says JÁVm + V(z(h))(x)] • fix + 0(z(A))(x))} = Jkf(x) + h(x).
The analytic polynomial-valued function z(A)(-) of the coefficients of A provides the reparameterization needed to meet the conclusions of the lemma in the case 7 = 0.
The following demonstrations of the four properties complete this step and end the proof of the lemma.
The map is analytic for the following reasons. The polynomial-valued map F(h)(-) is obtained from the composition of analytic polynomial-valued funck tions of the coefficients of the polynomial A, The appearance of C map / in the definition of F(h)(x) can be replaced by its k-jet p(x) = Jkf(x). In consequence, the cofficients of the polynomial-valued map F(h)(x) depend analytically on the coefficients of the homogeneous polynomial A .
The origin of (Jk -Jk_x)Rm[x] is a fixed point of the map F. That is, 
by the properties of (a (A 
The two equations in this initial value problem are equations (ODE2) and (ODE1) met earlier in Steps C and B respectively. Here for all real t,
is a polynomial of degree k in x which has an analytic dependence on t and the coefficients of the polynomials (a(x) ,w(x)). Further, for s and t real, the exponential property EXPC • V(a ,«,))(*) • EXP(* • Via .«,))(*) = EXP(C + *) • V(a ,"))(*) holds.
Verification of the exponential property follows from the theory of ordinary differential equations. The ordinary differential equations in the above initial value problem is associated with a left-invariant vector-field on each of the Lie groups Gj.
In the case of right determinacy, the foregoing considerations simplify. Take G to be the Lie group consisting of polynomials maps Y(x) in the space (Jk -J0)R" [x] such that the Jacobian matrix DxY(0) is nonsingular. The group operation is composition followed by truncation of terms of order Ac For each function A(z,x) of two variables which for fixed z is at least Zc-times continuously differentiable with respect to the variable x, we obtain a z-dependent family H(z)(-) of functions H(z)(x) = h(z,x) on which the operator Q(t) acts.
is a family of (z,t)-dependent polynomials in x with the property that the substitution x = t yields A(z ,0 • Finally, consider a map h(t,x) with C dependence on x when t is fixed. This map yields a family of ¿-determined C functions H(t)(-) defined at x by H(t)(x) -h(t ,x). For each t, Q(t) acts on the x-dependence only of the function H(t)(x). The resulting family of ¿-dependent polyno-
in JkRm[x] now depends on t in R" due to (i) the original dependence of h(t ,x) on t and (ii) the definition of the operators Q(t). Further for each t, the substitution x = t into the
¿-determined polynomial [Q(t)H(t)(-)](x) = [Q(t)h(t ,-)](x) produces the tdetermined function H(t)(-) = h(t ,•) of x evaluated at the point x = t in Rn . That is, the substitution x = t yields [Q(t)h(t)(-)](x)\x=l = H(t)(x)\x=t = A(¿, t) -the diagonal value of the map h(t ,x) at (x ,t) -(t ,t).
Remarks. In the proof of Theorem 3.1, a map h(t ,x) = A(t ,x) • f(y(t ,x)) appears. The function / here is at least C" where u>k.
A(t ,x) denotes an mxm square matrix. The map y(t ,x) takes values in R" . Both A(t ,x) and y(t,x) are given by polynomials in x with ¿-dependent coefficients. The diagonal values of the map h(t,x) are h(t ,t) = A(t ,t) ■ f(y(t ,t)). Thus
The employment of this diagonal-value reproducing property is vital. The matrix-valued function and the change of variables required in the conclusions of Theorem 3.1 are given by the diagonal values A(t,t) and v(¿,¿) of tdependent polynomials A(t,x) and v(¿,x) respectively. Remark B. A parameter-dependent representation of sufficiently differentiable functions is implicit in the proofs of the Morse lemma in Martinet [1982] and Hormander [1971] (or Nirenberg [1973] [1974] ). In these proofs, C2 functions A with a Morse singularity at the origin of R" are identified with symmetric n x n matrix-valued maps. If Ac = 2, the matrix-valued functions provide the coefficients of a ¿-dependent, quadratic polynomial (?(¿)A [x] . These proofs of the Morse lemma illustrate the diagonal-value reproducing property. 1 to obtain polynomial-valued maps 0(z)(x) and *P(z)(x) with analytic dependence on the coefficients of the polynomial z. These maps satisfy the Acth-order approximation property (1) Jkf(x) + z(x) = Jk{[Im + y(z)(x)] • f(x + 0(z)(x))} for ||z|| < e. where 0 < e < co. This polynomial identity gives to order k, the conclusions of Theorem 3.1. Let Id(x) = x denote the identity map on Rn . The application of the Q(t) operator to the C" map
yields a polynomial-valued map
The coefficients of the polynomial F(t, z)(x) have a Cu~ ' dependence on the coefficients of the polynomial z(x) and the /^"-valued, variable t. Here 0(0) = Jk and the Acth-order polynomial approximation (1) Then A(t ,h) and y(t, A) have the form required in conclusion in the special case that A is a polynomial since both *F(z(f, A))(x) and *F(z(i, A))(x) are polynomials of order 0(]x]j+x). Their coefficients possess C"~ dependence on the components and coefficients of the arguments (t ,h). Finally, the foregoing definitions give A(t,h)-f(y(t,h)) = f(t) + h(t) as required, albeit with the variable t in place of the variable x and a polynomial in place of a C" map. 
t). Now z(t, [Q(t)]h) is defined and A(t, [Q(t)]h) • f(y(t, Q(t)h)) = f{t) + [Q(t)h](t) = f(t) + h(t)
for ||¿|| < a. This yields the required changes of variables and matrix-valued functions in the conclusion of Theorem 3.1 after an obvious change of notation. The required properties (I), (III) and (IV) follow immediately. In writing this article and the thesis on which it was based I enjoyed the assistance of several people. My graduate studies at McGill University were supervised by W. F. Langford. In my thesis work a right determinacy result included in Theorem 3.1 (the case j = 0 ) was established but for the existence of the submanifold provided by Lemma 4.2. Thinking the existence might follow from some Lie group theory, I approached Carl Herz for advice. The advice completed the missing step. After the advice was given, I met the text Martinet [1982] . It contains all the arguments needed for a proof of a right determinacy result except for an explicit polynomial representation of sufficiently differentiable maps. The forerunner of Theorem 3.2 on the loss of fewer derivatives was discussed between Vü-Trong-Tuan, Carl Herz and myself. The generalization here of the treatment of right determinacy in my doctoral dissertation Selby [1983] to a treatment of both right and contact determinacy follows an observation on its feasibility by the referee. James Healey of the English Department at Eastern Montana College and the referee further helped in the correction of typographical and other errors in draft versions of this article.
