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Symbolverzeichnis
n Anzahl der Fächer S.1
s Anzahl der Teilchen, die pro Besetzungsvorgang verteilt werden S.1
c Anzahl der vollständigen Serien, auf die gewartet wird S.1
X
(s,c)
n Zufallsvariable, die die Anzahl der Besetzungsvorgänge bis zur c-ten S.1
vollständigen Serie beschreibt. Im Fall c = 1 ist X(s,1)n = X(s)n
pn,i1,...,is Wahrscheinlichkeit, die Fächer mit den Nummern i1, . . . , is zu besetzen S.1
p(s)n Vektor, der die Wahrscheinlichkeiten aller möglichen s-Teilmengen von
{1, . . . , n} in lexikographischer Ordnung enthält S.1
E
(s,c)








n (k) Anzahl der Fächer mit weniger als c Teilchen nach dem Verteilen von S.3
k · s Teilchen





Wahrscheinlichkeit, dass k bestimmt Fächer in einer s-Auswahl S.21
= Pn,i1,...,ik enthalten sind
P(k)n ∈ R(
n
k) Vektor, der die Wahrscheinlichkeiten Pn,i1,...,ik , {i1, . . . , ik} ⊆ {1, . . . , n}, S.21




Wahrscheinlichkeit, mindestens eines der Fächer i1, . . . , ik zu besetzen S.21
= Sn,i1,...,ik
Bn,i(`) Ereignis, dass Fach Nummer j nach ` mindestens d Teilchen enthält S.49





In einem Fächer-Modell mit n Fächern, die von 1 bis n nummeriert sind, werden in jedem
Besetzungsvorgang s verschiedene der Fächer mit je einem Teilchen belegt. Die s ausgewählten
Fächer bezeichnen wir im Folgenden als s-Auswahl oder s-Teilmenge. Die Wahrscheinlichkeit,
die Fächer mit den Nummern i1, . . . , is zu besetzen, sei pn,i1,...,is . Die s-Auswahl wird in jedem
Schritt zufällig getroffen, und es wird angenommen, dass Ereignisse, die sich auf unterschiedliche
Besetzungsvorgänge beziehen, stochastisch unabhängig sind. Gegenstand dieser Arbeit ist die
Zufallsvariable X(s,c)n , welche die Anzahl der Besetzungsvorgänge beschreibt, bis jedes der
n Fächer mindestens c Teilchen enthält. Wurde jedes Fach einmal besetzt, so sprechen wir
von einer vollständigen Serie. Wir verwenden im Folgenden auch den Begriff Zeitpunkt, um
die Anzahl an Besetzungsvorgängen zu beschreiben, bis ein Ereignis eintritt. Im Fall c = 1
schreiben wir X(s)n := X(s,1)n . Wir wollen den Fall untersuchen, in dem die Wahrscheinlichkeiten
für die s-Teilmengen verschieden sein können und betrachten somit eine Verallgemeinerung
des klassischen Coupon-Collector-Problems, bei dem c = 1 und s = 1 gelten und jedes Fach
mit der gleichen Wahrscheinlichkeit 1n belegt wird.
Dieses klassische Problem geht zurück auf die im Jahr 1711 erschienene Arbeit De Mensura
Sortis von A. de Moivre (siehe [41]). De Moivre betrachtet für natürliche Zahlen n und p den
n-maligen Wurf eines (p + 1)-seitigen Würfels und untersucht die Wahrscheinlichkeit, dass
eine vorher festgelegte Anzahl an Seiten mindestens einmal auftritt. Auch Laplace (1775)
und Euler (1785) untersuchen Problemstellungen, die auf das klassische Coupon-Collector-
Problem zurückgeführt werden können (siehe [52], S. 252 ff.). Dabei berechnet Laplace die
Wahrscheinlichkeit, dass nach dem k-maligen Ziehen mit Zurücklegen von je s aus insgesamt n
Losen alle Nummern mindestens einmal gezogen werden und verallgemeinert somit das von de
Moivre gestellte Problem auf den Fall s ≥ 2. Euler beschäftigt sich mit einer nahezu identischen
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Fragestellung, verweist aber weder auf die Arbeit von de Moivre noch auf die von Laplace (siehe
[52]). Pólya deutet in [45] bereits an, dass das klassische Coupon-Collector-Problem einige
Einschränkungen fordert, die in der Realität selten erfüllt sind. Eine Voraussetzung ist die
Gleichwahrscheinlichkeit der Fächer. Eine Verallgemeinerung, bei der die Fächer unterschiedliche
Wahrscheinlichkeiten aufweisen dürfen, wird erstmalig 1934 von Hermann von Schelling und
damit über 200 Jahre nach der Arbeit von de Moivre untersucht [48, 49].
Seit dem 18. Jahrhundert entstanden zahlreiche Arbeiten, die sich mit Wartezeiten auf voll-
ständige Serien in ganz unterschiedlichen Modellen beschäftigen. Der Name Coupon-Collector-
Problem entwickelte sich allerdings erst zu Beginn des 20. Jahrhunderts und geht auf eine
Arbeit von Georg Pólya zurück. Dieser untersuchte im Jahr 1930, wie viele Päckchen mit je
zwei Sammelbildern im Mittel gekauft werden müssen, um eine Sammlung zu komplettieren
(siehe [45]).
Die Herausgabe von Sammelbildern hat ihren Ursprung im 19. Jahrhundert. Zu Werbezwecken
beginnt Aristide Boucicaut, der Besitzer des Pariser Kaufhauses „Au Bon Marché”, bunte Bilder
an seine Kunden zu verteilen, die auf der Rückseite Werbung tragen. Diese Bilder erfreuen sich
so großer Beliebtheit, dass ganze Serien herausgegeben werden. Schon bald gab es die ersten
Nachahmer. Besonders erfolgreich waren in Deutschland die Fleischextrakt-Firma Liebig, die
6400 Bilder in über 1100 Serien herausgab, und die Firma Stollwerck, die den Schokoladentafeln
in Süßigkeitenautomaten Bilder beilegte (siehe [13], [54], S. 39). Dieser Trend des Sammelns
von Bildchen hat sich bis heute gehalten und gibt Anlass für eine Vielzahl mathematischer
Fragestellungen. Ein sehr populäres Beispiel sind die im Rahmen der Fußball-WM angebotenen
Sammelalben des Panini-Verlags, die ganz ohne Werbezweck verkauft werden. Im Jahr 2018
galt es, ein Sammelalbum mit n = 682 Plätzen zu füllen, wobei die Bilder in Päckchen der
Größe s = 5 verkauft wurden.
Die wichtigsten Ergebnisse, die seit 1711 für s = 1 erzielt wurden, sind in Kapitel 2 zusammen-
gefasst. In Kapitel 3 werden bereits vorhandene Resultate für den Fall s ≥ 1 vorgestellt. Diese
beschränken sich weitestgehend auf die Situation, in der c = 1 gilt und jede s-Auswahl dieselbe
Wahrscheinlichkeit besitzt.
Mit Kapitel 4 werden wir die vorhandene Literatur um zwei Grenzwertsätze ergänzen. Einerseits
untersuchen wir das asymptotische Verhalten von X(s,c)n für den Fall, dass c = 1 gilt und
die s-Teilmengen mit unterschiedlichen Wahrscheinlichkeiten besetzt werden. Zum anderen
betrachten wir den Fall c ≥ 1, unter der Voraussetzung, dass die s-Teilmengen alle mit der
gleichen Wahrscheinlichkeit belegt werden.
In Kapitel 6 beschäftigen wir uns mit der Wahl der Besetzungswahrscheinlichkeiten, welche die
erwartete Zeit bis zur ersten vollständigen Serie minimiert. Um die Notation übersichtlich zu
halten, beschreiben wir mit p(s)n ∈ R(
n
s) den Vektor, der die Wahrscheinlichkeiten aller möglichen
s-Teilmengen von {1, . . . , n} in lexikographischer Ordnung enthält. Wir indizieren p(s)n nur
dann mit n und s, wenn die Parameter nicht eindeutig durch den Kontext festgelegt sind.
Gehen wir davon aus, dass alle s-Teilmengen mit der gleichen Wahrscheinlichkeit belegt werden,
3
so verwenden wir die Schreibweise pGW := p
(s)
n,GW . Der Erwartungswert der Zufallsvariablen
X
(s,c)
n , der im Allgemeinen mit E bezeichnete wird, hängt von der Wahl des Vektors p(s)n ab.
Um diese Abhängigkeit herauszuheben, nutzen wir die Notation





Dabei verwenden wir im Fall c = 1 die Schreibweise E(s)n (p) := E(s,1)n (p) und setzen im Fall
s = 1, c = 1 abkürzend En(p) := E(1,1)n (p). Neben X(s,c)n werden wir die Zufallsvariable Z(s,c)n (k)
betrachten. Diese gibt die Anzahl der Fächer an, die nach k Besetzungsvorgängen weniger als
c Teilchen enthalten.
Für eine beliebige Menge A sei die Indikatorfunktion 1{A} durch
1A(x) := 1{A}(x) :=
1, x ∈ A,0, x /∈ A, (1.1)
definiert. Beschreibt A(c)n,j(k), j ∈ {1, . . . , n}, das Ereignis, dass Fach Nummer j nach k





Weil die Anzahl der Besetzungsvorgänge bis zur c-ten vollständigen Serie genau dann kleiner
oder gleich k ist, wenn es nach k Besetzungsvorgängen kein Fach mit weniger als c Teilchen
gibt, gilt
P(X(s,c)n ≤ k) = P(Z(s,c)n (k) = 0). (1.3)
In Kapitel 4 werden wir diesen Zusammenhang nutzen, indem wir zunächst Grenzwertsätze
für Z(s,c)n (k) angeben, um anschließend Eigenschaften von X(s,c)n abzuleiten.
Warten wir nicht auf vollständige Serien, sondern auf den Zeitpunkt, zu dem das erste Mal
d ≥ 2 Teilchen in einem der Fächer enthalten sind, so sprechen wir vom Warten auf die erste
d-fach Kollision. Die Zufallsvariable, welche die Anzahl der Besetzungsvorgänge bis zu diesem
Ereignis beschreibt, bezeichnen wir mit Y (d)n . In Kapitel 5 werden wir für den Fall s = 1 und
c = 1 zeigen, dass die Zufallsvariablen X(s,c)n und Y (d)n asymptotisch unabhängig sind.
Die Arbeit wird durch einen umfangreichen Anhang abgeschlossen, in dem die Beweise der Lem-
mata, ergänzende Beweise und Rechnungen, sowie Computersimulationen und Literaturangaben
aufgeführt sind.
Wir verwenden in dieser Arbeit durchgängig folgende Notationen:
Mit N, R und R+ bezeichnen wir die natürlichen, die reellen und die positiven reellen Zahlen.
Weiter umfasse N0 := N ∪ {0} alle natürlichen Zahlen und die Null. Für n ∈ N ist Rn die
Menge aller reellen n-Tupel. Für eine reelle Zahl x sei bxc die größte ganze Zahl, die kleiner
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oder gleich x ist und dxe die kleinste ganze Zahl, die größer oder gleich x ist, das heißt
bxc := max{z ∈ Z : z ≤ x}
und
dxe := min{z ∈ Z : z ≥ x}.
Für die Untersuchung des asymptotischen Verhaltens von Funktionen verwenden wir die auf
den Mathematiker Edmund Landau (1877-1938) zurückgehende Landau-Symbolik (vergleiche
[1], Seite 396). Demnach ist für Funktionen f, g : N→ R mit g(n) 6= 0 für hinreichend große n
f(n) = O(g(n)), für n→∞,
falls der Quotient f/g beschränkt ist, f also nicht wesentlich schneller als g wächst. Weiter
schreiben wir
f(n) = o(g(n)), für n→∞,
falls f gegenüber g asymptotisch vernachlässigbar ist, also limn→∞ f(n)/g(n) = 0 gilt.
Für zwei Funktionen a, b : N → R schreiben wir außerdem a(n) ∼ b(n) für n → ∞, falls
limn→∞ a(n)b(n) = 1 gilt.
Wir werden in dieser Arbeit an einigen Stellen die Ungleichungen
1− 1
t
≤ log t ≤ t− 1, t > 0, (1.4)
für die Logarithmusfunktion verwenden, die auf der Taylorentwicklung erster Ordnung beruhen.
Im Folgenden sei stets ein Wahrscheinlichkeitsraum (Ω,A,P) mit σ-Algebra A und Wahrschein-
lichkeitsmaß P zugrunde gelegt.
KAPITEL 2
Der Fall s = 1
Nehmen wir an, dass in jedem Besetzungsvorgang genau ein Teilchen in eines der n Fächer
fällt und c = 1 gilt, so kürzen wir die Zufallsvariable X(1,1)n durch Xn ab. In diesem Kapitel
stellen wir bekannte Resultate für Xn vor und führen an einigen Stellen ergänzend Beweise
auf. Wir werden in Abschnitt 2.1 das klassische Coupon-Collector-Problem beschreiben, bei
dem die Besetzungswahrscheinlichkeit für jedes Fach gleich groß ist und im anschließenden
Abschnitt 2.2 zulassen, dass die Fächer mit unterschiedlichen Wahrscheinlichkeiten besetzt
werden können. In Abschnitt 2.3 untersuchen wir, wie sich die bis dahin betrachteten Größen
ändern, wenn wir nicht auf eine, sondern auf c ≥ 1 vollständige Serien warten.
2.1. Fächer mit gleichen Wahrscheinlichkeiten
Wir bezeichnen den i-ten Besetzungsvorgang als Teilerfolg, falls irgendein Fach das erste Mal
besetzt wird, und beschreiben die Anzahl der Besetzungsvorgänge zwischen dem i-ten und dem
(i+ 1)-ten Teilerfolg, wobei die Teilerfolge jeweils eingeschlossen sind, durch die Zufallsvariable
Wi. Dann gilt
Xn = 1 +W1 + · · ·+Wn−1, (2.1)
wobei die Zufallsvariablen W1, . . . ,Wn−1 stochastisch unabhängig sind und Wi − 1 für jedes
i ∈ {1, . . . , n − 1} eine geometrische Verteilung mit Parameter pn,i = n−in besitzt. Diesen
Ansatz verwendet auch Feller (siehe [24] S. 210 ff.). Auf die Verteilung der Zufallsvariablen Xn
werden wir in Unterabschnitt 2.2 für den Fall eingehen, dass die Fächer mit unterschiedlichen
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Abbildung 2.1.: Stabdiagramm der Verteilung von X6
Wahrscheinlichkeiten besetzt werden dürfen und geben an dieser Stelle ohne Nachweis an, dass














, k ∈ {n, n+ 1, . . .}, (2.2)














die Stirling-Zahl zweiter Art (siehe [28], S.260) und erhalten die alternative Darstellung







(siehe [6]). Die Rechnung ist im Anhang C.3 nachzulesen. Für n = 6 lässt sich Xn als Anzahl der
Würfe mit einem echten Würfel interpretieren, bis jede Augenzahl aufgetreten ist. Abbildung
2.1 visualisiert die Verteilung der Zufallsvariablen X6.
Es ist deutlich zu sehen, dass die Wahrscheinlichkeiten zunächst schnell ansteigen und nach
dem Erreichen des Maximums langsamer wieder abnehmen. In Kapitel 3 werden wir sehen,
dass diese „Rechts-Schiefe” erhalten bleibt, wenn wir s und n erhöhen.
2.1. Fächer mit gleichen Wahrscheinlichkeiten 7
2.1.1. Erwartungswert und Varianz
Der Erwartungswert einer geometrisch verteilten Zufallsvariablen W mit Parameter p ist durch
E(W ) = 1p − 1 gegeben (siehe [35], S. 188). Damit ergibt sich (siehe [24], S. 211)
En(pGW ) = 1 + E(W1) + · · ·+ E(Wn−1)



















i =: Hn heißt n-te harmonische Zahl (siehe [28], S. 29). Für diese gilt
lim
n→∞
(Hn − logn) = γ,
wobei γ ≈ 0.5772156649 die Euler–Mascheroni-Konstante bezeichnet (siehe [36], [39], S.222).










für den Erwartungswert. Daraus ergibt sich
E(Xn) ∼ n logn.
Die Varianz einer geometrisch verteilten Zufallsvariablen W mit Parameter p ist V(W ) = 1−p
p2
(siehe [35], S. 188). Mit der Verschiebungsinvarianz der Varianz und der Unabhängigkeit von
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Neben der Konvergenz des Erwartungswertes und der Varianz von X∗n lässt sich auch die
Konvergenz in Verteilung ebendieser Zufallsvariablen nachweisen.
2.1.2. Asymptotische Verteilung
Seien X,X1, X2, . . . reelle Zufallsvariablen auf einem gemeinsamen Wahrscheinlichkeitsraum
mit Verteilungsfunktionen F (x) := P(X ≤ x) sowie Fn(x) := P(Xn ≤ x), n ≥ 1. Die Folge
(Xn)n≥1 konvergiert nach Verteilung gegen X, falls
lim
n→∞
Fn(x) = F (x) (2.4)
in jeder Stetigkeitsstelle x von F gilt (siehe [32], S. 207). Wir schreiben Xn
D−→ X, um die
Konvergenz nach Verteilung abzukürzen.
Im Folgenden bezeichnet G die Verteilungsfunktion der durch
G(x) := exp(− exp(−x)), x ∈ R, (2.5)
definierten Gumbelschen Extremwertverteilung. Erdős und Rényi zeigen in [22], dass
Xn − n logn
n
D−→ X (2.6)
gilt, wobei X die Verteilungsfunktion P(X ≤ x) = G(x), x ∈ R, besitzt. Sie geben sogar ein
allgemeineres Resultat an, das in Abschnitt 2.3 vorgestellt wird.
2.1.3. Vollständige Serien und Extremwertverteilungen
Die Zufallsvariable Xn lässt sich wie in (2.1) als Summe darstellen. Betrachten wir das asympto-
tische Verhalten von Summen, so liegt es nahe, nach einem Zentralen Grenzwertsatz zu suchen,
der die asymptotische Normalität der Summe liefert. Dass wir in (2.6) als Grenzverteilung
nicht die Normalverteilung, sondern die Gumbelsche Extremwertverteilung erhalten, ist bei
näherer Betrachtung nicht überraschend.
Extremwertverteilungen eignen sich, um Grenzverteilungen von Minima und Maxima stochas-
tisch unabhängiger Zufallsvariablen zu beschreiben. Dass es sich bei der Zufallsvariablen Xn
um ein Maximum handelt, ist leicht einzusehen. Wir betrachten eine Folge Xn,1, . . . , Xn,n
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identisch verteilter Zufallsvariablen. Für jedes i ∈ {1, . . . , n} beschreibt Xn,i die Anzahl der
Besetzungsvorgänge, bis das Fach mit der Nummer i das erste Mal besetzt wird. Dann gilt
Xn = max(Xn,1, . . . , Xn,n) = max1≤i≤nXn,i. (2.7)
Die Zufallsvariablen Xn,1 − 1, . . . , Xn,n − 1 sind in dieser Situation jeweils geometrisch verteilt
mit Parameter 1/n, aber nicht stochastisch unabhängig. Liegt eine Folge (Xn,i)1≤i≤n von
unabhängigen und identisch verteilten Zufallsvariablen mit Verteilungsfunktion F vor, so findet
der Satz von Fisher–Tippett Anwendung. Nach diesem Satz gilt für eine Zufallsvariable X mit
nicht ausgearteter Verteilungsfunktion F das folgende Theorem (siehe [21], S.121):





gilt und Xn wie in (2.7) definiert ist, so hat F die Form einer der drei folgenden Verteilungs-
funktionen:
Φτ (x) =
0, x ≤ 0,exp(−x−τ ), x > 0, τ > 0,
Ψτ (x) =
exp(−(−x)
τ ), x ≤ 0, τ > 0,
1, x > 0,
G(x) = exp (− exp (−x)) , x ∈ R.
Neben der Gumbel-Verteilung G(x) können also bei asymptotischen Untersuchungen der Minima
und Maxima von Zufallsvariablen die Fréchet-Verteilung Φτ (x) und die Weibull-Verteilung
Ψτ (x) auftreten. Abbildung 2.2 zeigt die Dichten der drei Extremwertverteilungen im Vergleich.
Dabei wurde τ = 1 gewählt.
Eine Zufallsvariable, die der Gumbel-Verteilung folgt, besitzt den Erwartungswert γ, und die
Varianz ist π26 (siehe [34]). Diese Werte stimmen mit den Grenzwerten von Erwartungswert
und Varianz der Zufallsvariablen Xn im klassischen Coupon-Collector-Problem überein. Auch
die „Rechts-Schiefe” der Verteilung von X6, die wir im letzten Abschnitt beobachtet haben,
findet sich in der Dichte g(x) wieder.
Während die Gumbel-Verteilung als Grenzverteilung der Wartezeit auf die erste vollständige
Serie auftritt, ergibt sich für Minima von Wartezeiten im Fächer-Modell asymptotisch eine
Weibull-Verteilung. Diese Minima finden sich bei der Untersuchung von Erstkollisionszeiten
(siehe [34]). Die Weibull-Verteilung wird in Kapitel 5 auftreten, wenn wir auf den Zusammenhang
zwischen vollständigen Serien und Kollisionen eingehen.
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Abbildung 2.2.: Dichten der Extremwertverteilungen
2.1.4. Anteilig vollständige Serien
Im letzten Abschnitt haben wir gesehen, dass wir die Zufallsvariable Xn als Maximum darstellen
können, und dass das Auftreten der Gumbel-Verteilung als Grenzverteilung nicht überraschend
ist. Die Möglichkeit, Xn wie in (2.1) als Summe unabhängiger Zufallsvariablen darzustellen,
wirft die Frage auf, warum kein Zentraler Grenzwertsatz Anwendung findet, der asymptotische
Normalität liefert. Grund dafür ist der große Unterschied, den die einzelnen Summanden
zur Summe in (2.1) beitragen. So sind die Wartezeiten auf frühe Teilerfolge im Allgemeinen
deutlich kürzer als die Wartezeit auf den letzten. Wir können die langen Wartezeiten auf die
letzten Teilerfolge ausschließen, indem wir nur solange warten, bis für ein κ ∈ (0, 1) genau bnκc
Fächer je mindestens ein Teilchen enthalten. Die Wartezeit auf solch eine anteilig vollständige
Serie besitzt asymptotisch eine Normalverteilung (siehe [2]). In dieser Situation kann die
Ljapunov-Bedingung nachgewiesen werden, die eine hinreichende Bedingung für den Zentralen
Grenzwertsatz von Lindeberg–Feller ist (siehe [32], S. 219).
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2.2. Fächer mit unterschiedlichen Wahrscheinlichkeiten
Wir nehmen an, dass für i ∈ {1, . . . , n} ein Teilchen mit Wahrscheinlichkeit pn,i in Fach Nummer
i fällt, wobei die Wahrscheinlichkeiten pn,i verschieden sein dürfen und
∑n
i=1 pn,i = 1 erfüllt ist.
Die Zufallsvariable Xn,i beschreibe wie in Abschnitt 2.1.3 die Anzahl der Besetzungsvorgänge,
bis das Fach mit der Nummer i das erste Mal besetzt wird.
Um die Verteilung von Xn anzugeben, betrachten wir die Ereignisse An,j := A(c)n,j(k), j ∈
{1, . . . , n}, aus Kapitel 1, mit welchen
An,j = {Xn,j > k}
gilt (siehe [34]). Die Wahrscheinlichkeit, mehr als k Besetzungsvorgänge bis zur ersten vollstän-
digen Serie zu benötigen, entspricht der Wahrscheinlichkeit, dass mindestens eines der Fächer
nach k Besetzungsvorgängen leer ist. Es gilt also





Mit der Formel des Ein- und Ausschließens (siehe Anhang C.1) gilt unter Verwendung von










P(An,i1 ∩ . . . ∩An,ir).
Die Wahrscheinlichkeit, in den ersten k Besetzungsvorgängen keines der Fächer mit den
Nummern i1, . . . , ir zu besetzen, ist (1−
∑r
`=1 pn,i`)k. Es folgt



























Nehmen wir an, dass alle Fächer mit der gleichen Wahrscheinlichkeit besetzt werden, erhalten
wir unter Verwendung von P(Xn = k) = P(Xn > k − 1)− P(Xn > k) den Ausdruck (2.2).
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2.2.1. Erwartungswert und Varianz
Wie in Abschnitt 2.1.3 kann Xn auch hier durch
Xn = max(Xn,1, . . . , Xn,n) = max1≤i≤nXn,i
dargestellt werden. Um den Erwartungswert zu berechnen, verwenden wir die Maximum-






















min(Xn,i1 , . . . , Xn,i2)
)
+ · · ·+ (−1)n+1E
(










min(Xn,i1 , . . . Xn,ir)
)
(2.9)
auszudrücken. Obige Identität wird in [47] mithilfe der Formel (C.2) des Ein- und Ausschlie-
ßens hergeleitet. Die Zufallsvariable Xn,i wird als Anzahl der Besetzungsvorgänge bis zum
ersten Treffer in einer Bernoulli-Kette mit Trefferwahrscheinlichkeit pn,i aufgefasst. Somit
ist Xn,i − 1 geometrisch verteilt mit Parameter pn,i. Analog beschreibt die Zufallsvariable
min(Xn,i1 , . . . , Xn,ir) die Anzahl der Besetzungsvorgänge, bis mindestens eines der Fächer
i1, . . . , ir ein Teilchen enthält. Wegen i1 < i2 < . . . < ir ist min(Xn,i1 , . . . , Xn,ir)−1 geometrisch
verteilt mit Parameter
∑r









darstellen. Auf eine alternative Herleitung, mit der wir ausgehend von (2.8) unter Verwendung
der Wahrscheinlichkeitserzeugenden Funktion zum gleichen Ergebnis kommen, gehen wir in











vereinfachen. Die Rechnung orientiert sich an [47] und ist im Anhang C.4 aufgeführt.
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Um die Varianz von Xn zu berechnen, verwenden wir die Darstellungen






























(siehe [18]). Ein Nachweis der Gültigkeit des ersten Gleichheitszeichen ist im Anhang C.5
nachzulesen. Das zweite Gleichheitszeichen ergibt sich analog zu den in Anhang C.4 aufgeführten
Rechnungen. Hiermit kann die Varianz durch
V(Xn) = E(Xn(Xn + 1))− E(Xn)− E(Xn)2 (2.11)
bestimmt werden. Lassen wir zu, dass die Fächer mit unterschiedlichen Wahrscheinlichkeiten
besetzt werden, hängen Verteilung, Erwartungswert, Varianz und asymptotische Verteilung von
pn,1, . . . , pn,n ab. Wir werden im Folgenden auf die in der Literatur am häufigsten diskutierten
Modelle für die Wahrscheinlichkeiten eingehen.
David und Barton untersuchen in [15] den Spezialfall, in dem der Vektor der Besetzungswahr-
scheinlichkeiten durch die Einträge
pn,i =
2i
n(n+ 1) , i ∈ {1, . . . , n},
gegeben ist. In diesem sogenannten, durch p`in gekennzeichneten linearen Fall gilt
En(p`in) = O(n(n+ 1)). (2.12)





Hn, i ∈ {1, . . . , n},
gegeben, wobei Hn die n-te harmonische Zahl ist. Für das asymptotische Verhalten des
Erwartungswertes gilt (siehe [27])
En(pzipf ) = O (n (logn)
n) .
In Tabelle 2.1 werden die Erwartungswerte für die drei bisher vorgestellten Verteilungen in
Abhängigkeit von n angegeben (siehe [6]). Unter den in Tabelle 2.1. aufgeführten Verteilungen
liefert die Gleichverteilung die kleinsten Werte für den Erwartungswert. Diese Beobachtung
greifen Boneh und Hofri auf, indem sie mithilfe der Integraldarstellung (2.10) zeigen, dass En(p)
genau dann ein globales Minimum annimmt, wenn alle Fächer mit der gleichen Wahrscheinlich-
keit besetzt werden (siehe [6]). Der Beweis verwendet die Methode der Lagrange-Multiplikatoren
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n En(pGW ) En(p`in) En(pzipf )
10 29.93 68.99 56.24
100 518.74 6338.74 1856.52
1000 7485.47 628226.33 41288.83
10000 97876.06 62766148.84 739709.57
Tabelle 2.1.: Erwartungswert von Xn in Abhängigkeit von p
und kann in [6] nachgelesen werden. Boneh und Hofri zeigen darüber hinaus, dass Xn un-
ter Annahme der Gleichverteilung bezüglich der stochastischen Ordnung minimal wird. Für
zwei Zufallsvariablen X und Y gilt, dass X bezüglich der stochastischen Ordnung kleiner
oder gleich Y ist, wenn für alle x ∈ R die Ungleichung P(X ≤ x) ≥ P(Y ≤ x) erfüllt ist.
Weil für den Erwartungswert einer ganzzahligen nichtnegativen Zufallsvariablen X allgemein
E(X) =
∑∞
i=1 P(X ≥ i) gilt, kann die Minimalität des Erwartungswertes unter Annahme der
Gleichverteilung auch mithilfe der stochastischen Ordnung nachgewiesen werden.
Für s ≥ 2 konnte bisher keine zu (2.10) analoge Darstellung gefunden werden. In den Kapiteln
3 und 6 gehen wir auf weitere Fälle ein, in denen die Gleichverteilung eine Minimalstelle des
Erwartungswerts liefert und zeigen auf, dass diese Aussage nicht auf den allgemeinen Fall
übertragen werden kann.
Einen weiteren Ansatz zur Modellierung der Wahrscheinlichkeiten schlagen Boneh und Papani-
colaou vor (siehe [8]). Die Besetzungswahrscheinlichkeiten werden mithilfe einer Folge positiver































En(p) = AnEn(α) (2.14)















Wir müssen im Folgenden die Fälle 0 < L1(α) < ∞ und L1(α) = ∞ unterscheiden. Für
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0 < L1(α) <∞ gilt mit (2.14) und (2.15)
En(p) = AnL1(α)(1 + o(1)).
Um eine Aussage über den Grenzwert des Erwartungswertes aus (2.14) im Fall L1(α) = ∞
treffen zu können, muss die Klasse der Verteilungen eingeschränkt werden (siehe [8]). Wir




wobei die Funktion h : R+ → R+ den Bedingungen h(x) > 0 und h′(x) > 0, x ∈ R+, genüge.
Darüber hinaus sollen für x→∞ die Bedingungen





h′(x)/h(x) = O(1) (B4)
h′′′(x)h(x)2
h′(x)3 = O(1)
gelten. Die Funktion h ist somit streng monoton wachsend. Sie wächst schneller als die
Logarithmusfunktion, aber langsamer als die Exponentialfunktion. Beispiele sind
h(x) = xr(log x)t, r > 0, t ∈ R, h(x) = exp(xr), 0 < r < 1,
sowie alle Konvexkombinationen dieser Funktionen. Mit
δ(n) := 1log(h(n)/h′(n)) (2.17)
und
ω(n) := −2 + h
′′(n)/h′(n)
h′(n)/h(n)
folgt dann im Fall L1(α) =∞, δ(n)→ 0 und n→∞ (siehe [18])
En(p)=Anh(n)
[ 1




Vergleichen wir (2.18) mit (2.12), so wird klar, dass das asymptotische Verhalten des Erwar-
tungswertes in der Tat stark von der Wahl der Wahrscheinlichkeiten pn,1, . . . , pn,n abhängt.
Auch die Asymptotik der Varianz ist in dem durch (2.13) gegebenen Modell bekannt. Wegen
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wobei (2.19) nach [18] gilt. Wegen Qn(tα) = t−2Qn(α), t ≥ 0, ist





so können wir die Varianz im Fall L2(α) <∞ durch
V(Xn) = A2n (L2(α)− L1(α)2)− o(A2n)
beschreiben. Für L2(α) =∞ verhält sich die Varianz von Xn unter gewissen Voraussetzungen
asymptotisch wie π2/(6 ·min1≤j≤n(pn,i)2) (siehe [18]).
Es sei erwähnt, dass auch für die Asymptotik höherer Momente der Zufallsvariablen Xn
Resultate bekannt sind. Da diese jedoch nicht Gegenstand der hier vorliegenden Arbeit sind,
verweisen wir für weitere Aspekte auf [19].
2.2.2. Asymptotische Verteilung
Das in (2.6) vorgestellte Resultat zur asymptotischen Verteilung der Zufallsvariablen Xn wurde
im Jahr 2008 von Peter Neal durch die Theoreme 2.2.1 und 2.2.2 verallgemeinert (siehe [42],
Theorem 2.1 und 2.2).
Theorem 2.2.1 (Neal). Seien (an) und (bn) reelle Folgen, die anbn → 0 für n → ∞ erfüllen.
Weiter sei g : R → R eine monoton fallende Funktion mit g(x) → ∞ für x → −∞ und








D−→ X für n→∞, (2.21)
wobei X die Verteilungsfunktion F (x) = P(X ≤ x) = e−g(x), x ∈ R, besitzt.
Neal beweist dieses Theorem, indem er zunächst zeigt, dass die wie in (1.1) definierten
Indikatorvariablen 1{An,j} negatively related sind, es also eine negative Abhängigkeit gibt, die
über die negative Korrelation hinausgeht. Anschließend weist er nach, dass für Zn := Z(1,1)n wie
in Kapitel 1 limn→∞ E(Zn(an+xbn)) = g(x) und limn→∞V(Zn(an+xbn)) = g(x) gelten. Daraus
schlussfolgert er die Konvergenz von Zn(an + xbn) gegen eine poissonverteilte Zufallsvariable
mit Parameter g(x). Der Zusammenhang (1.3) liefert die Aussage aus Theorem 2.2.1. Wir
werden dieses Resultat in Kapitel 4 aufgreifen, um einen Grenzwertsatz für s ≥ 1 zu beweisen.
2.2. Fächer mit unterschiedlichen Wahrscheinlichkeiten 17





exp [−pn,ixan] = g̃(x).
Dabei ist g̃ : R→ R eine monoton fallende Funktion mit g̃(x)→∞ für x→ 0 und g̃(x)→ 0





(1− exp [−pn,ixan]) = `(x)
existiert, so folgt `(x)→ 0 für x→ 0 sowie `(x)→ 1 für x→∞. Weiter gilt
Xn
an
D−→ X̂ für n→∞,
wobei X̂ die Verteilungsfunktion F̂ (x) = P(X̂ ≤ x) = `(x) besitzt.
Um die Grenzwertsätze von Neal für konkrete Wahrscheinlichkeiten pn,1, . . . , pn,n anwenden zu
können, müssen die Folgen (an) und (bn) so gewählt werden, dass die Voraussetzungen erfüllt
sind. Modellieren wir die Besetzungswahrscheinlichkeiten wie in (2.16), so fällt die Wahl im
Fall von Theorem 2.2.1 auf die Folgen









wobei wir die am Ende des letzten Abschnitts eingeführte Notation und die dort aufgeführten
Voraussetzungen (B1)− (B4) verwenden (siehe [18]). Die Folgen (2.22) erfüllen die Vorausset-











, n→∞, x ∈ R,
unabhängig von h. Vergleichen wir dieses Resultat mit (2.6), so sehen wir, dass auch in diesem
Fall die Gumbelsche Extremwertverteilung als Grenzverteilung auftritt. Wählen wir an = An,










(1− exp(−αix)) für n→∞.
In diesem Fall hängt die asymptotische Verteilung also von der Folge α und damit von h ab.
Für αi = i ist die rechte Seite die Limesverteilung des größten Abstandes in der geordneten
Stichprobe von n unabhängigen und identisch Exp(1)-verteilten Zufallsvariablen (siehe [31]).
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Eine weitere Möglichkeit, die Besetzungswahrscheinlichkeiten zu modellieren, besteht darin,





fn(t) dt, i ∈ {1, . . . , n}, (2.23)
darzustellen. Dieser Ansatz wird in [9] und [42] untersucht. In beiden Arbeiten werden unter-
schiedliche Bedingungen an die Funktion fn gestellt und Grenzwertuntersuchungen durchgeführt.
Wählen wir
fn(t) := 1 +
m(t)
logn,
wobei m : [0, 1]→ R eine stetige Funktion ist, die
∫ 1
0













→ G (x− log Jm) , n→∞. (2.24)
Für fn(t) ≡ 1 und damit m(t) ≡ 0 und Jm = 1 ergibt sich der Fall der Gleichverteilung. Weil
die Folgen an und bn die in Theorem 2.2.1 geforderten Voraussetzungen erfüllen, muss für
einen Nachweis von (2.24) lediglich
Sn(x)→ Jm · exp(−x), n→∞ (2.25)
mit Sn(x) wie in (2.20) gezeigt werden. Dieser Nachweis ist im Anhang B.1 nachzulesen. Das
Limesresultat (2.24) ist ein Spezialfall eines Grenzwertsatzes für X(1,c)n mit c ≥ 1, den wir im
folgenden Abschnitt vorstellen werden. Legen wir das in (2.23) beschriebene Modell zugrunde,
lässt sich der Beweis beider Grenzwertsätze ohne das von Neal publizierte Resultat führen.
Dieser alternative Beweis beruht auf der Formel des Ein- und Ausschließens und ist für c ≥ 1
im Anhang B.2 aufgeführt.
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2.3. Warten auf die c-te Serie
Warten wir nicht auf die erste, sondern auf die c-te vollständige Serie, so stellt sich die Frage,
ob die zweite und spätere Serien schneller auftreten als die erste. Dieses sogenannte „double
Dixie cup problem” wurde 1960 von Newman und Shepp für den Fall untersucht, in dem alle
Fächer die gleichen Besetzungswahrscheinlichkeiten aufweisen (siehe [43]). Mit X(s,c)n wie in





= n logn+ (c− 1)n log logn+ nKc + o(n), n→∞,
wobei Kc eine von c abhängige Konstante ist. Während wir im Mittel ungefähr n logn Teilchen
auf die Fächer verteilen müssen, um die erste Serie zu erhalten, warten wir auf jede weitere
vollständige Serie grob gesprochen im Mittel nur n log logn Besetzungsvorgänge. Erdős und
Rényi zeigen in [22], dass die Konstante Kc durch
Kc = γ − log((c− 1)!)
gegeben ist. Wie zuvor bezeichnet dabei γ die Euler–Mascheroni-Konstante. Darüber hinaus
beweisen sie den Grenzwertsatz
X
(1,c)
n − n(logn+ (c− 1) log logn)
n
D−→ Xc, n→∞,
wobei Xc die Verteilungsfunktion




= G(x+ log((c− 1)!))
besitzt (siehe [22]). Lassen wir zu, dass die Fächer mit unterschiedlichen Wahrscheinlichkeiten
besetzt werden, so hängen Erwartungswert und asymptotische Verteilung von dem Modell
ab, das der Wahrscheinlichkeitsverteilung zugrunde liegt. Neal verallgemeinert das in (2.21)
vorgestellte Resultat durch das folgende Theorem (siehe [42], Abschnitt 4):
Theorem 2.3.1 (Neal). Seien (an) und (bn) reelle Folgen, die anbn → 0 für n → ∞ erfüllen.
Weiter sei g : R → R eine monoton fallende Funktion mit g(x) → ∞ für x → −∞ und






pc−1n,i exp [−pn,i(bn + xan)]→ g(x), n→∞,





D−→ Xc für n→∞.
Dabei besitzt Xc die Verteilungsfunktion F (x) = P(Xc ≤ x) = e−g(x), x ∈ R.
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Wählen wir pn,1, . . . , pn,n wie in (2.23), so erhalten wir mit










→ G(x− log Jm), n→∞. (2.26)
Die Folgen (an) und (bn) erfüllen die Voraussetzungen für Theorem 2.3.1. Um (2.26) zu zeigen,
muss also
Sn(c, x)→ Jm · e−x
nachgewiesen werden. Ein alternativer Beweis für (2.26), der die Formel des Ein- und Aus-
schließens verwendet, findet sich im Anhang B.2.
Das Modell (2.23) legt auch Brayton in seiner Dissertation zugrunde, um das asymptotische





f(u) du = 1,
(V 2) min
0≤u≤1
f(u) =: ξ > 0; max
0≤u≤1
f(u) =:M <∞,
(V 3) f(·) ist eine Funktion von beschränkter Variation auf [0, 1].
Falls (V 1) − (V 3) erfüllt sind und die Gleichung f(u) = ξ auf einer endlichen Vereinigung
paarweise disjunkter Intervalle, deren Gesamtlänge positiv ist, gilt, so kann das asymptotische










beschrieben werden (siehe [9]). Dabei ist K eine Konstante, die in [9] nicht weiter konkretisiert
wird.











Wir sehen, dass Erwartungswert und Varianz asymptotisch lediglich vom Minimum der Funktion
f abhängen. Dieser Zusammenhang lässt sich leicht einsehen. Nimmt f im Intervall [i− 1, i]
kleine Werte an, so ist auch die Besetzungswahrscheinlichkeit pn,i klein. Die erwartete Zeit bis
zur c-ten vollständigen Serie ist somit umso größer, je kleiner die Wahrscheinlichkeit für das
Fach ist, das mit der geringsten Wahrscheinlichkeit belegt wird (siehe [9]).
KAPITEL 3
Der Fall s ≥ 1
Wir betrachten nun die Situation, in der pro Besetzungsvorgang genau s ≥ 1 verschiedene
Fächer mit je einem Teilchen besetzt werden und geben einen Überblick über bisher bekannte
Resultate. Diese beschränken sich auf die Situation, in der c = 1 gilt, weswegen wir im Folgenden
auf jegliche Indizierung mit c verzichten werden. Die Wahrscheinlichkeit, die Fächer mit den
Nummern i1, . . . , is zu besetzen, bezeichnen wir mit pn,i1,...,is . Betrachten wir für k ≤ s das
Ereignis, dass k bestimmte Fächer mit den Nummern i1, . . . , ik in einer s-Auswahl enthalten




Wir schreiben P(k)n ∈ R(
n
k) für den Vektor, der die Wahrscheinlichkeiten Pn,i1,...,ik , {i1, . . . , ik} ⊆
{1, . . . , n}, in lexikographischer Ordnung enthält. Im Falle der Gleichverteilung schreiben wir




n überein. Fordern wir lediglich,
dass mindestens eines der Fächer i1, . . . , ik besetzt wird, beschreiben wir die entsprechende
Wahrscheinlichkeit durch Sn,i1,...,ik := S
(s)
n,i1,...,ik
. Wir können Pn,i1,...,ik und Sn,i1,...,ik durch die




























(−1)j−1Pn,i`1 ,...,i`j . (3.2)
Setzen wir (3.1) in (3.2) ein, so erhalten wir eine Darstellung, die von pn,i1,...,is abhängt.
Im allgemeinen Fall ist die Untersuchung von Sn,i1,...,ik aufwändig. Wir werden im nächsten
Abschnitt sehen, wie sich diese Wahrscheinlichkeit vereinfachen lässt, wenn wir voraussetzen,
dass jede Teilmenge mit der gleichen Wahrscheinlichkeit belegt wird. Analog zum Fall s = 1
beschreibt X(s)n,i für i ∈ {1, . . . , n} die Anzahl der Besetzungsvorgänge, bis Fach Nummer i das















Wir interpretieren die Zufallsvariable X(s)n,i weiterhin als Anzahl der Besetzungsvorgänge bis
zum ersten Treffer in einer Bernoulli-Kette. Unter einem Treffer verstehen wir hier das Ereignis,
dass Fach Nummer i in der s-Auswahl enthalten ist. Die Wahrscheinlichkeit für dieses Ereignis
ist Pn,i. Somit besitzt X(s)n,i − 1 eine geometrische Verteilung mit Parameter Pn,i. Analog
beschreibt die Zufallsvariable min(X(s)n,i1 , . . . , X
(s)
n,ik
) die Anzahl der Besetzungsvorgänge, bis
mindestens eines der Fächer i1, . . . , ik ein Teilchen enthält. Die Wahrscheinlichkeit für dieses
Ereignis ist durch Sn,i1,...,ik gegeben. Wegen i1 < i2 < . . . < ik ist min(Xn,i1 , . . . , Xn,ik) − 1























ausdrücken (vergleiche [10]; [47], Seite 347). Die Abspaltung des ersten Summanden ist für
spätere Untersuchungen nützlich. Die Wahrscheinlichkeit Sn,i1,...,ik ist für k > n− s gleich eins,
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Bevor wir in Abschnitt 3.2 den Fall untersuchen, in dem die Wahrscheinlichkeiten pn,i1,...,is
verschieden sein dürfen, setzen wir in Abschnitt 3.1 voraus, dass jede s-Teilmenge mit der
gleichen Wahrscheinlichkeit belegt wird. Obwohl die Annahme s > 1 gerade im Hinblick auf
das Sammeln von Serienbildern der Realität oft näher kommt als der Fall s = 1, finden sich in
der Literatur bisher kaum Resultate für den Fall s > 1.
3.1. Teilmengen mit gleichen Wahrscheinlichkeiten




) , {i1, . . . , is} ⊆ {1, . . . , n},
besetzt wird, so vereinfachen sich die zu Beginn dieses Abschnittes vorgestellten Formeln. Mit























) = (ns)− (n−1s )(n
s





In diesem Spezialfall lässt sich auch die Wahrscheinlichkeit Sn,i1,...,ik , mindestens eines der
Fächer {i1, . . . , ik} zu besetzen, bestimmen. Dazu betrachten wir zunächst das Ereignis, keines
der k Fächer i1, . . . , ik zu treffen. Die Wahrscheinlichkeit ist nicht von der konkreten Wahl der
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Damit gilt





) = (ns)− (n−ks )(n
s
) . (3.7)
Für k > n − s verschwindet q(k), weil es beim Besetzen von mehr als n − k Fächern nicht
möglich ist, dass k bestimmte Fächer frei bleiben. In dem Fall ist die Wahrscheinlichkeit,
mindestens eines von k Fächern zu besetzen, gleich eins. Mit der gleichen Argumentation wurde
bereits die alternative Schreibweise (3.5) für den Erwartungswert hergeleitet. Mit dem Ansatz
(3.4) folgt direkt



































was sowohl mit dem Resultat von Adler und Ross als auch mit dem von Stadje übereinstimmt
(siehe [3], [51]). Stadje gibt in [51] darüber hinaus die Verteilung von X(s)n durch



































) ]k−1 , (3.8)
k ∈ {dns e, d
n
s e + 1, . . .}, an. Die Darstellung (3.8) wird in [35] mithilfe der Formel (C.2) des
Ein- und Ausschließens hergeleitet und kann dort ab Seite 192 nachgelesen werden. Setzen
wir s = 1, so liefert (3.8) die Verteilung von Xn im klassischen Coupon-Collector-Problem.
Abbildung 3.1 visualisiert die Verteilung der Wartezeit für s = 6 und n = 49. Eine Einkleidung
dieser Situation ist das Ziehen von 6 aus 49 Lottozahlen. Fassen wir jede mögliche Gewinnzahl
als Fach auf, entspricht X(6)49 der Wartezeit, bis jede dieser Zahlen einmal gezogen wurde.
Wie bereits im Fall s = 1 lässt sich deutlich eine „Rechts-Schiefe” erkennen. Der folgende
Grenzwertsatz verallgemeinert die Situation aus (2.6). Für die Zufallsvariable X mit Vertei-
lungsfunktion G(x), x ∈ R, wie in (2.5) gilt
sX
(s)
n − n logn
n
D−→ X. (3.9)
Dieses Resultat wird in [34] ohne Beweis angegeben. Wir werden in Kapitel 4 einen Grenzwert-
satz für X(s,c)n mit c ≥ 1 und s ≥ 1 beweisen, der für c = 1 die Aussage (3.9) liefert.
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Abbildung 3.1.: Stabdiagramm der Verteilung von X(6)49
3.2. Teilmengen mit unterschiedlichen
Wahrscheinlichkeiten
Für diesen allgemeinen Fall finden sich in der Literatur die in (3.4) und (3.5) vorgestellten
Formeln für den Erwartungswert. Nehmen wir an, dass die Wahrscheinlichkeiten für die s-
Teilmengen unter der Bedingung
∑
1≤i1<...<is≤n pn,i1,...,is = 1 frei gewählt werden dürfen, so
können wir wie im Fall s = 1 fragen, unter welcher Wahl die erwartete Anzahl an Besetzungs-




, k ∈ {1, . . . , s},
den Vektor p(s)n ∈ Rηs der Besetzungswahrscheinlichkeiten zu finden, der den Erwartungswert






unter p(s)n ∈ V (s)n
(3.10)
mit V (s)n :=
{
p(s)n ∈ Rηs |0 ≤ p(s)n ≤ eηs , e>ηsp = 1
}
. Dabei ist e` der aus lauter Einsen bestehen-
de Vektor im R`, und die Ungleichungen 0 ≤ p(s)n ≤ eηs sind komponentenweise zu verstehen.
In Unterabschnitt 2.2.1 haben wir bereits gesehen, dass unter Annahme der Gleichverteilung für
s = 1 ein Minimum vorliegt. Diese Tatsache lässt die Vermutung zu, dass die Gleichverteilung
ganz allgemein für s ≥ 1 eine Minimalstelle des Erwartungswertes E(s)n (·) ist. Dass dies nicht
der Fall ist, soll durch ein Gegenbeispiel verdeutlicht werden (siehe [11, 23]).
Wir betrachten die Situation, in der pro Besetzungsschritt s = 2 von insgesamt n = 4
Fächern mit einem Teilchen besetzt werden. Eine konkrete Wahl der Wahrscheinlichkeiten
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für s-Teilmengen werden wir Strategie nennen und mit S bezeichnen. Wir betrachten zwei
mögliche Strategien S1 und S2. Die erste Strategie repräsentiert gerade den Fall, in dem alle




= 1/6 besitzen. Dieser Fall ist durch den
Vektor














gegeben, und wir erhalten E(2)4 (pS1) = 3.8. Die Berechnung der Erwartungswerte ist im Anhang
C.6 nachzulesen. Die zweite Strategie wird durch
p(2)4,S2 :=
(1




beschrieben und entspricht der Situation, in der die Fächer nur in den disjunkten Paaren
1, 2 und 3, 4 besetzt werden. Mit S2 erwarten wir bereits nach drei Besetzungsvorgängen eine
vollständige Serie, was der anfänglichen Vermutung widerspricht. Auch wenn im zweiten Fall
keine Gleichverteilung auf den 2-Teilmengen vorliegt, so ist trotzdem jedes der vier Fächer mit


















= 3 ein globales Minimum
vorliegt (siehe [10]).
Auch für einige weitere Werte für s und n wurde (3.10) bereits gelöst. Die Ergebnisse werden
in den folgenden Unterabschnitten vorgestellt.
3.2.1. Die Fälle s = 1 und s = 2
Boneh und Golan vermuten bereits in ihrer 1979 erschienenen Arbeit, dass der Erwartungswert
im Fall s = 1 im Falle der Gleichverteilung minimal wird (siehe [7]). Diese Vermutung beweisen
Caron, Hlynka und MyDonald 1988 für den Fall, in dem n nicht größer als sechs ist (siehe [10]).
Sie untersuchen darüber hinaus den Fall s = 2. Elf Jahre später zeigen Boneh und Hofri auch
für n ≥ 6, dass die erwartete Anzahl an Besetzungsvorgängen bis zur vollständigen Serie für
s = 1 unter Annahme einer Gleichverteilung minimal wird (siehe [6]). Diese Situation wurde
bereits in Unterabschnitt 2.2.1 thematisiert. Caron und McDonald vermuten, dass E(2)n im
sogenannten pairing case, der im folgenden Abschnitt konkretisiert wird, ein globales Minimum
annimmt (siehe [12]). Um den pairing case für gerade und ungerade n formal einzuführen,
halten sie zunächst fest, dass E(s)n (p) zwar keine symmetrische Funktion in p := p(s)n ist, jedoch
symmetrisch in Bezug auf die Nummerierung der Fächer (siehe [10–12]). Diese Symmetrie
beschreiben Caron et al., indem sie die Gruppe der Permutationen auf {1, . . . , n} mit Sn
bezeichnen und für σ ∈ Sn die Wahrscheinlichkeit
(σ(p))i1,...,is := pn,σ(i`1 ),σ(i`2 ),...,σ(i`s )
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mit σ(i`1) < σ(i`2) < . . . < σ(i`s) und paarweise verschiedene `1, . . . , `s mit `1, . . . , `s ∈
{1, . . . , s} definieren. Dann gilt für s ≥ 2
E(s)n (σ(p)) = E(s)n (p).
Anschließend wird der pairing case für gerade n und für ungerade n separat eingeführt. Die
folgenden Unterabschnitte beziehen sich weiterhin auf den Fall s = 2.
Der pairing case für gerade n und s = 2
Für k ∈ N sei n = 2k. Wir definieren p∗2 durch
p∗n,i1,i2 :=
1/k, wenn i1 = 2r − 1, i2 = i1 + 1, r = 1, 2, . . . , k,0, sonst.
Dann kann die Menge aller Vektoren, in denen der pairing case vorliegt, durch
B(2)n = {p|p = σ(p∗2) für ein σ ∈ Sn}
ausgedrückt werden (siehe [11]).
Der pairing case für ungerades n und s = 2
In dieser Situation ist n kein Vielfaches von zwei, und die Fächer können nicht mehr ausschließ-
lich in disjunkten Paaren besetzt werden. Es lässt sich aber auch hier eine dem pairing case
ähnliche Strategie beschreiben. Sei k so, dass n = 2k + 3, k ≥ 1, gilt, und sei β = 1−3αk mit
0 ≤ α ≤ 13 . Dann bezeichnet p






α, wenn (i1, i2) ∈ {(1, 2), (1, 3), (2, 3)},
β wenn i1 = 2r, i2 = i1 + 1, r = 2, 3, . . . , k,
0, sonst,
definiert ist. Weiter beschreibt
D(α)n = {p|p = σ(p(α)) für ein σ ∈ Sn}
die Menge der Vektoren, für die definitionsgemäß der pairing case vorliegt (siehe [11]). Bei dieser
Art des pairing case wählen wir drei bestimmte Fächer aus und weisen jeder 2-Auswahl dieser
Fächer die Wahrscheinlichkeit α zu. Die Anzahl der restlichen Fächer ist gerade, sodass wir
wie im vorherigen Fall disjunkte Paare bilden können und diesen jeweils die Wahrscheinlichkeit
β zuordnen.
28 Kapitel 3. Der Fall s ≥ 1
Vermutungen im Fall s = 2






unter p ∈ V (2)n
mit V (2)n :=
{
p ∈ Rη2 |0 ≤ p ≤ eη2e>η2p = 1
}
, sowie die folgenden Vermutungen zur Lösung
(vergleiche [10, 11]).
Vermutung 3.2.1. Für gerade n liegt an der Stelle p genau dann ein Minimum von E(2)n (p)
vor, wenn p ∈ B(2)n gilt.
Vermutung 3.2.2. Ist n ungerade, so existiert ein eindeutiges α∗, 0 ≤ α∗ ≤ 13 , α
∗ 6= 1n ,




In [10] wird Vermutung 3.2.1 für die Fälle n = 2 und n = 4 sowie Vermutung 3.2.2 für den Fall
n = 3 bewiesen. Darüber hinaus wird für n ≥ 6 gezeigt, dass stets lokale Minima vorliegen,
und dass P(1)n 6= P
(1)
n,GW gilt, falls α von
1
n verschieden ist. Neben der in diesem Abschnitt
vorgestellten Situation ist in der Literatur lediglich ein weiterer Spezialfall bekannt, dem
Unterabschnitt 3.2.2 gewidmet ist.
3.2.2. Der Fall n = ks
Fang und Chang untersuchen die Situation, in der n ein Vielfaches von s ist (siehe [23]). Für
den Fall k = 2, in dem immer genau die Hälfte der Fächer mit einem Teilchen besetzt wird,
zeigen sie, dass E(s)2s genau dann minimal wird, wenn die Teilchen in disjunkten Gruppen mit
gleicher Wahrscheinlichkeit 12 verteilt werden. Neben dem eben genannten Hauptresultat wird
in [23] mit Lemma 3.2.1 eine Abschätzung für die erwartete Anzahl der besetzten Fächer für





k , wenn i1 = sr − (s− 1), i2 = i1+1, . . . , is = i1+(s− 1), r ∈ {1, 2, . . . , k},
0, sonst.
Analog zu Unterabschnitt 3.2.1 kann die Menge aller Fälle, in denen der pairing case vorliegt,
durch
B(s)n = {p(s)n |p(s)n = σ(p∗s) für ein σ ∈ Sn} (3.11)
dargestellt werden. Wir bezeichnen jede Strategie, die einen Vektor p(s)n aus der Menge B(s)n
wählt, mit Sk. Weiter sei VS,t die Anzahl der Fächer, die nach t Besetzungsvorgängen und unter
Verwendung der Strategie S mindestens ein Teilchen enthalten. Mit diesen Begriffen können
wir das bereits erwähnte Lemma formulieren.
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Lemma 3.2.1 (Fang und Chang). Im Fall n = ks ist die erwartete Anzahl der Fächer mit
mindestens einem Teilchen unter der disjunkten Strategie Sk nach t Besetzungsvorgängen
maximal. Es gilt also
E(VSk,t) ≥ E(VS̃,t)
für jede Strategie S̃ und jedes t ∈ N.
Dieses Resultat impliziert nicht, dass die erwartete Anzahl der Besetzungsvorgänge bis zur
vollständigen Serie minimal wird (siehe [23]). Diese Implikation ergibt sich in [23] lediglich für
k = 2 und fußt auf dem folgenden Theorem (siehe [23], Theorem 2).
Theorem 3.2.1 (Fang und Chang). Im Fall n = 2s ist die Wahrscheinlichkeit, dass alle n
Fächer nach t Besetzungsvorgängen belegt sind, unter der disjunkten Strategie S2 strikt größer
als unter jeder Strategie S̃, die nicht disjunkt ist. Es gilt also
P(VSk,t = n) > P(VS̃,t = n)
für jede Strategie S̃ und jedes t ∈ N.
Jede Strategie, die den Erwartungswert minimiert, weist also nur paarweise disjunkten Teil-
mengen eine positive Wahrscheinlichkeit zu. Fassen wir jede dieser Teilmengen als ein Fach
zusammen, so reduziert sich das Problem auf den Fall s = 1 und n = 2. In diesem Fall können
wir das bekannte Resultat von Boneh und Hofri [6] anwenden und erhalten eine optimale
Strategie genau dann, wenn beide Teilmengen mit der gleichen Wahrscheinlichkeit 12 besetzt
werden.
3.3. Zusammenfassung
Die bisherigen Ergebnisse verallgemeinern das klassische Coupon-Collector-Problem entweder
dahingehend, dass die Fächer unterschiedliche Wahrscheinlichkeiten aufweisen dürfen oder
dass mehr als ein Teilchen pro Besetzungsvorgang verteilt wird. Wir werden im folgenden
Kapitel präsentieren, wie sich die Verteilung und das asymptotische Verhalten ändern, wenn
wir beide Verallgemeinerungen gleichzeitig zulassen. Außerdem betrachten wir das Warten auf
die c-te Serie im Fall s ≥ 1. In Kapitel 6 lösen wir das Optimierungsproblem (3.10) für den
Fall s = n− 1 und diskutieren die Existenz weitere Fälle, in denen die Gleichverteilung die
erwartete Anzahl an Besetzungsvorgängen bis zur ersten vollständigen Serie minimiert.

KAPITEL 4
Asymptotische Untersuchungen im allgemeinen
Modell
Wir stellen in diesem Kapitel zwei Grenzwertsätze für den Fall s ≥ 1 vor, welche die bereits
existierenden Resultate ergänzen. Zunächst untersuchen wir die Wartezeit auf die c-te vollstän-
dige Serie unter der Annahme, dass jede s-Teilmenge die gleiche Wahrscheinlichkeit besitzt.
Anschließend lassen wir zu, dass die Wahrscheinlichkeiten pn,i1,...,is unterschiedlich sein können
und geben einen Grenzwertsatz für die Wartezeit auf die erste vollständige Serie an. Um
eine nicht ausgeartete Grenzverteilung zu erhalten, müssen wir die Zufallsvariable X(s,c)n für


















X(s,c)n ≤ b(s,c)n x+ a(s,c)n
)
.
Um die Notation übersichtlich zu halten, setzen wir kn := k(s,c)n (x) := b(s,c)n x + a(s,c)n . Wir
untersuchen somit das asymptotische Verhalten der Wahrscheinlichkeit, dass die Anzahl
der Besetzungsvorgänge bis zur c-ten vollständigen Serie höchstens dem von n, s, c und x
abhängigen Wert k(s,c)n (x) entspricht. Zuerst betrachten wir dafür die Zufallsvariable Z(s,c)n (kn),
die wie in (1.2) definiert ist, um anschließend unter Verwendung von (1.3) Resultate für X(s,c)n
abzuleiten.
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4.1. Gleich wahrscheinliche s-Teilmengen und c ≥ 1
Wie in Kapitel 1 beschreibt A(c)n,j(kn), j ∈ {1, . . . , n}, das Ereignis, dass Fach Nummer j nach
kn Besetzungsvorgängen weniger als c Teilchen enthält. Für festes c ≥ 1 kürzen wir A(c)n,j(kn) in
diesem Abschnitt durch An,j ab. Außerdem schreiben wir kurz Zn(kn) für die in (1.2) definierte
Zufallsvariable Z(s,c)n (kn) und Xn für X(s,c)n .
Theorem 4.1.1. Seien x ∈ R beliebig sowie kn := bns (logn+(c−1) log logn−log((c−1)!)+x)c,
n > 1. Wenn alle s-Teilmengen mit der gleichen Wahrscheinlichkeit besetzt werden, so gilt
Zn(kn)
D−→ Z für n→∞,
wobei Z eine Zufallsvariable mit der Poisson-Verteilung Po(λ), λ := λ(x) := e−x, bezeichnet.
Der in Unterabschnitt 4.1.1 geführte Beweis fußt auf der Momentenmethode. Nach dieser
Methode gilt für eine Zufallsvariable X und eine Folge von Zufallsvariablen Xn allgemein
lim
n→∞
EXrn = EXr für jedes r ∈ N =⇒ Xn
D−→ X,
falls alle auftretenden Momente existieren und die Verteilung von X durch die Folge (E(Xr))r≥1
eindeutig bestimmt ist (siehe [5], S. 344). Die Momente einer Zufallsvariablen können durch
deren faktorielle Momente dargestellt werden, die für eine poissonverteilte Zufallsvariable
einfacher zu berechnen sind. Das r-te faktorielle Moment einer Zufallsvariablen X ist durch
EXr := E
[
X(X − 1)(X − 2) · · · (X − r + 1)
]









Xk, r ∈ N








EXk, r ∈ N (4.1)




EXrn = EXr für jedes r ∈ N =⇒ Xn
D−→ X,
falls alle auftretenden faktoriellen Momente existieren und die Verteilung von X durch die Folge
(E(Xr))r≥1 eindeutig bestimmt ist. Für eine poissonverteilte Zufallsvariable mit Parameter λ
4.1. Gleich wahrscheinliche s-Teilmengen und c ≥ 1 33
gilt
P(X = k) = e−λλ
k
k! , k ∈ N0, (4.2)
womit das r-te faktorielle Moment durch
E
[




















gegeben ist. Die erste Voraussetzung E|Zr| <∞ ist somit für die poissonverteilte Zufallsvariable
Z erfüllt. Um zu zeigen, dass die Verteilung von Z durch die Folge (E(Zr))r≥1 eindeutig






einen nicht verschwindenden Konvergenzradius besitzt (siehe [5], S. 342). Dieser Nachweis ist




E(Zrn) = λr (4.4)
der Grenzwertsatz in Theorem 4.1.1.
Wir werden das für Indikatorsummen bekannte Resultat















P(An,i1 ∩ . . . ∩An,ir) (4.5)
verwenden (siehe [53], S. 162). Weil für jedes r mit 1 ≤ r ≤ n und jede Wahl von i1, . . . , ir
mit 1 ≤ i1 < . . . < ir ≤ n die Wahrscheinlichkeit P(An,i1 ∩ . . . ∩An,ir) nicht von der speziellen
Wahl der An,i1 , . . . , An,ir , sondern nur von der Anzahl r der Ereignisse abhängt, gilt (siehe
[35], S. 72)





P(An,1 ∩ . . . ∩An,r). (4.6)
Die Zufallsvariable Nj := Nn,j beschreibe die Anzahl der Teilchen, die nach kn Besetzungsvor-
gängen in Fach j liegen.
























P(N1 = `1, . . . , Nr = `r). (4.7)
In jedem Besetzungsschritt werden s Teilchen auf unterschiedliche Fächer verteilt. Dabei
kann es vorkommen, dass mehrere der Fächer 1, 2, . . . , r gleichzeitig getroffen werden. Für
i ∈ {1, . . . , r} beschreibe die Zufallsvariable Bi die Anzahl der Besetzungsvorgänge, in denen
genau i der Fächer 1, . . . , r gleichzeitig besetzt werden. Wir fassen B1, . . . , Br durch den Vektor
B = (B1, . . . , Br) zusammen. Um die Wahrscheinlichkeit des Ereignisses {N1 = `1, . . . , Nr = `r}
für (`1, . . . , `r) ∈ {0, . . . , c − 1}r zu bestimmen, unterteilen wir dieses nach den möglichen
Realisierungen b = (b1, . . . , br) von B. Mit
`Σ := `1 + · · ·+ `r (4.8)
gilt









P (N1 = `1, . . . , Nr = `r, B = b)1{b1 + 2b2 + · · ·+ rbr = `Σ},
wobei jede der auftretenden Summen endlich ist. Dabei ist zu beachten, dass
P (N1 = `1, . . . , Nr = `r, B = b)
im Fall s < r nur dann positive Werte annimmt, wenn bs+1 = . . . = br = 0 gilt. Das folgende
Lemma ist grundlegend für den Beweis von Theorem 4.1.1.







Der Beweis ist im Anhang A nachzulesen. Nach Definition von
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zu zeigen.
4.1.1. Beweis von Theorem 4.1.1
Zu gegebenem x ∈ R ist kn durch kn =
⌊
n
s (logn+ (c− 1) log logn− log((c− 1)!) + x)
⌋
defi-
niert. Im Folgenden sei n so groß, dass kn ≥ 1 gilt. Wir nennen den Term innerhalb der unteren
Gaußklammer tn und definieren damit
εn := tn − kn.
Mit Sn,r,s untersuchen wir die Wahrscheinlichkeit für das Ereignis, dass in `Σ der insgesamt kn
Besetzungsvorgänge jeweils genau eines der Fächer 1, . . . , r und in den restlichen keines der Fä-


















ein. Das Ereignis {N1 = `1, . . . , Nr = `r} hängt nicht von der Reihenfolge ab, in
der die Besetzungsvorgänge durchgeführt werden. Die Anzahl der möglichen Vorgänge, die
zu diesem Ereignis führen, lässt sich bestimmen, indem zunächst die `1 Zeitpunkte, zu denen
nur Fach 1 besetzt wird, danach `2 der restlichen kn − `1 Zeitpunkt für Fach 2 und so weiter
gewählt werden. Durch dieses Vorgehen verbleiben kn − `Σ Zeitpunkte, zu denen keines der













`1! · · · `r! · (kn − `Σ)!
, (4.9)
wobei das Gleichheitszeichen aus der Definition der Binomialkoeffizienten und durch Kürzen









) ]`Σ [(n−rs )(n
s
) ]kn−`Σ . (4.10)
Im Beweis des Lemmas 4.1.1, der im Anhang A aufgeführt ist, wird die Wahrscheinlichkeit
P (N1 = `1, . . . , Nr, B = b) untersucht. Die Rechnungen stimmen in einigen Punkten überein,
da es sich bei (4.10) um den Spezialfall handelt, in dem B = (B1 = `Σ, B2 = . . . Br = 0) und
damit b1 + · · ·+ br = `Σ gilt. Auch der Beweis von (2.26), der im Anhang B.2 aufgeführt ist,
ähnelt den folgenden Überlegungen. Dort wird der Fall s = 1 unter der Annahme untersucht,




= k`Σn · (1 + o(1))




















































`1! · · · `r!
.
Wir wenden die Logarithmusfunktion auf Sn,r,s an und erhalten





























+ o(1)− log (`1! · · · `r!) .
















1 + xlogn +









= `Σ log ((logn) (1 + o(1)))
= `Σ log logn+ o(1). (4.12)
Den zweiten Summanden schätzen wir mit den Ungleichungen (1.4) für die Logarithmusfunktion



























rx+r logn+r(c− 1) log logn−r log((c− 1)!)− rsεn
n
)
= −rx−r logn−r(c− 1) log logn+r log((c− 1)!) + o(1)
ab. Wir fassen zusammen, wenden die Exponentialfunktion an, um das Logarithmieren rück-




(c− 1)!r exp [(log logn) (`Σ − r(c− 1))]
1
`1! · · · `r!
. (4.14)
Da wir das Verhalten dieses Terms für n→∞ untersuchen wollen, betrachten wir im Folgenden
die von n abhängigen Faktoren. Für das Argument des letzten Faktors gilt
(`Σ − r(c− 1)) log logn
n→∞−−−−→
{
0, `Σ = r(c− 1),
−∞, `Σ < r(c− 1),
und damit
exp ((`Σ − r(c− 1)) log logn)
n→∞−−−−→
{
1, `Σ = r(c− 1),
0, `Σ < r(c− 1).
(4.15)
Alle übrigen von n abhängenden Faktoren sind beschränkt, somit konvergiert die obere Schranke
in (4.14) für `Σ < r(c− 1) gegen Null. Wir untersuchen (4.14) für `Σ = `1 + · · ·+ `r = r(c− 1).
Diese Gleichheit ist genau dann erfüllt, wenn für jedes i ∈ {1, . . . , r} die Gleichheit `i = (c− 1)
gilt. In diesem Fall ist
1
`1! · · · `r!
= 1(c− 1)!r ,

























Um eine untere Schranke anzugeben, bilden wir erneut den Logarithmus von Sn,r,s und schätzen
mithilfe der Ungleichungen (1.4) ab.
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Es gilt
log(Sn,r,s)























1− 11− s/(n− i)
]
− log (`1! · · · `r!) .






= `Σ log logn+ o(1)
gilt. Wegen
1− 11− t =
1− t− 1
1− t = −
t
1− t
für t ∈ R gilt
1− 11− s/(n− i) = −
s
n− i













1− 11− s/(n− i)
]






















= −rx−r logn−r(c− 1) log logn+r log((c− 1)!) + o(1).




(c− 1)!r exp [(log logn) (`Σ − r(c− 1))]
1


























Wegen (4.6), (4.7) und den Schlussfolgerungen aus Lemma 4.1.1 gilt (4.4) und damit die
Behauptung. 
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P(Xn ≤ kn) = lim
n→∞
P(Zn(kn) = 0)











wobei G die Verteilungsfunktion der Gumbelschen Extremwertverteilung ist.
4.2. s-Teilmengen mit unterschiedlichen
Wahrscheinlichkeiten und c = 1
In diesem Unterabschnitt ist c = 1 fest. Wir untersuchen das asymptotische Verhalten von
Zn(kn) bei n → ∞ für den Fall, in dem verschiedene s-Teilmengen unterschiedliche Wahr-
scheinlichkeiten aufweisen können, um anschließend eine Aussage über die Asymptotik von Xn
treffen zu können. Die Wahrscheinlichkeiten der verschiedenen s-Teilmengen sollen sich mit
wachsendem n in einem zu präzisierenden Sinn einer Gleichverteilung annähern. Für den Fall
s = 1 haben wir in Abschnitt 2.2 ein Resultat von Peter Neal vorgestellt. Während pn,i, an
und bn in [42] allgemein betrachtet werden, verwenden wir in diesem Abschnitt ein konkretes
Modell, um die Wahrscheinlichkeiten zu modellieren. Auch die Folgen an und bn werden wir




) (1 + ∆n,i1,...,islogn
)
mit ∆n,i1,...,is ∈ R zu. Die Abweichung von der Gleichverteilung ist in diesem Modell also
∆n,i1,...,is/ logn. Die Division durch logn bewirkt, dass wir nur solche Fälle betrachten, in
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Darüber hinaus soll es eine obere Schranke für die Abweichung von der Gleichverteilung in
dem Sinne geben, dass für ein M ∈ (0,∞) die Ungleichung
max
1≤i1<...<is≤n
|∆n,i1,...,is | ≤M (4.17)
erfüllt ist. Wir definieren für jedes h ∈ {1, . . . , s} und jede Menge {i1, . . . , ih} ⊆ {1, . . . , n} die
gemittelte Abweichung von der Gleichverteilung für diejenigen s-Teilmengen, die die Fächer








Für s = h gilt ∆n,i1,...,is = ∆n,i1,...,ih . Mit den obigen Vorbereitungen können wir das angekün-
digte Theorem angeben.












=: c(x) <∞, (4.19)
gilt für die durch (1.2) definierte Zufallsvariable Zn(kn) die Verteilungskonvergenz
Zn(kn)
D−→ Z für n→∞.
Dabei ist Z eine Zufallsvariable mit der Poisson-Verteilung Po(λ), λ := λ(x) := e−xc(x).
In dem in Unterabschnitt 4.2.1 geführten Beweis findet erneut die Momentenmethode Anwen-








P(An,i1 ∩ . . . ∩An,ir)

















) = (s− 1) · · · (s− h+ 1)(n− 1) · · · (n− h+ 1) (4.21)





























Weiter setzen wir Rn,1 := 0 und Rn,1 := 0. Darüber hinaus definieren wir unter Verwendung






























rx+ r logn+ x+ lognlogn rM
))
, (4.24)
die wir im Beweis des Lemmas 4.2.1 verwenden werden. Schließlich setzen wir bn,1 := 0, sowie
a+n,1 := an,1. Mit dieser Vorbereitung können wir folgendes Lemma formulieren.






Besetzungsvorgängen noch leer ist. Dann gelten für jedes r ≥ 1 und für jede Wahl von
i1, . . . , ir ∈ {1, . . . , n}










· exp(an,r + bn,r)
und






















Im Beweis, der im Anhang A aufgeführt ist, wird die Wahrscheinlichkeit P(An,i1 ∩ . . . ∩An,ir)
mithilfe von (3.1) und (3.2) angegeben. Anschließend werden die Ungleichungen (1.4) für die
Logarithmusfunktion verwendet, um Schranken für P(An,i1 ∩ . . . ∩An,ir) zu finden.
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4.2.1. Beweis von Theorem 4.2.1
Die in Lemma 4.2.1 ermittelten Schranken für
P(An,i1 ∩ . . . ∩An,ir)
werden im Folgenden verwendet, um das r-te faktorielle Moment E(Zrn(kn)) nach oben und nach
unten abzuschätzen. Anschließend werden wir in einer Konvergenzuntersuchung zeigen, dass die
Schranken für n→∞ gegen den gleichen Wert streben und damit die Verteilungskonvergenz
nachweisen. Bevor wir diese Untersuchung für den allgemeinen Fall r ≥ 1 vornehmen, werden
wir den Fall r = 1 und damit den Erwartungswert betrachten. Anschließend können wir
Erkenntnisse von dieser einfachen Situation auf den allgemeinen Fall übertragen.
Asymptotisches Verhalten des Erwartungswertes
Das erste faktorielle Moment von Zn(kn) ist der Erwartungswert von Zn(kn). Mit den Schranken






















abschätzen, wobei an,1 beziehungsweise dn,1 in (4.20) und (4.24) definiert sind.











































x+ logn+ x+ lognlogn ·M
))
= 1
wie in (4.25) den Wert eins. Diese Beobachtung lässt vermuten, dass obere und untere Schranke
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asymptotisch identisch sind und damit
lim
n→∞





































































Asymptotisches Verhalten des r-ten faktoriellen Moments
Wie im Fall r = 1 werden wir zeigen, dass die obere und die untere Schranke für das r-te fakto-
rielle Moment gegen denselben Wert konvergieren. Mit den Schranken für P(An,i1 ∩ . . .∩An,ir)
aus Lemma 4.2.1 gelten
E(Zrn(kn)) = r! ·
∑
1≤i1<...<ir≤n



















































gezeigt wurde. Für r > 1 folgt diese Aussage auf gleiche Weise aus der Definition von an,r in



























































, und es gelten sowohl
lim
n→∞
















Die Folgen exp(an,r) und exp(bn,r) werden für die weiteren Untersuchungen durch die gegen
eins konvergierende Folge
fo,n := exp(an,r + bn,r)




































































































Wir definieren die für n→∞ gegen eins konvergierende Folge








































Mit (4.28) und (4.29) unterscheiden sich obere und untere Schranke von E(Zrn(kn)) asymptotisch
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lediglich um die Folgen fo,n und fu,n, die für n→∞ gegen eins konvergieren.















bestimmen und definieren dazu für 1 ≤ t ≤ r − 1 die Menge It aller r-Tupel (i1, . . . , ir) aus
{1, . . . , n}r, die jeweils genau t verschiedene Komponenten besitzen. Es gilt also |{i1, . . . , ir}| = t.
Stimmen beispielsweise r−1 Komponenten eines Tupels überein, so ist dieses Tupel ein Element
von I2. An dieser Stelle sei angemerkt, dass die Mengen I1 . . . Ir−1 disjunkt sind. Wir definieren
I :=
⋃r−1



































































































































nach Vereinfachung eine t-fache Summe, die nach Multiplikation mit 1/nt analog zu (4.32)
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Wir verwenden (4.31), (4.32) und (4.33) und erhalten
lim sup
n→∞
































womit der gesuchte Grenzwert
lim
n→∞




bestimmt ist. Da alle Momente von Zn(kn) im Grenzwert mit den Momenten einer poissonver-
teilten Zufallsvariablen Z mit Parameter λ = e−xc(x) übereinstimmen, folgt Zn(kn)
D−→ Po(λ)
und damit die Behauptung. 
Wie im letzten Abschnitt ergibt sich mit (1.3) und (4.2) aus Theorem 4.2.1 direkt das folgende
Resultat.
Korollar 4.2.1. Sei Xn die Anzahl der Besetzungsvorgänge bis zur ersten vollständigen Serie.
Dann gilt unter den Voraussetzungen von Theorem 4.2.1
lim
n→∞
P(Xn ≤ kn) = G (x− log c(x)) .
Dabei bezeichnet G die Verteilungsfunktion der Gumbelschen Extremwertverteilung.

KAPITEL 5
Vollständige Serien und Kollisionen
Eine weitere interessante und in der Literatur gut beschriebene Größe im Zusammenhang mit
Fächer-Modellen ist die Zufallsvariable Yn := Y (d)n , welche die Anzahl der Besetzungsvorgänge
angibt, bis erstmalig eines der Fächer d ≥ 2 Teilchen enthält. Wir nennen dieses Ereignis
im Folgenden auch d-fach-Kollision. Eine ausführliche Einführung kann in [14], [30] und [33]
nachgelesen werden. Wir werden uns auf den Fall beschränken, in dem s = 1 und c = 1 gelten
und alle Fächer mit der gleichen Wahrscheinlichkeit 1n getroffen werden. Wie zuvor beschreibt
Xn die Anzahl der Besetzungsvorgänge bis zur ersten vollständigen Serie. Außerdem bezeichnen
wir das Ereignis, dass Fach Nummer j nach kn Besetzungsvorgängen noch frei ist, wie zuvor





Ziel dieses Kapitels ist es, einen Grenzwertsatz für die gemeinsame Verteilung der Zufallsvaria-
blen Xn und Yn herzuleiten. Wir setzen kn = bn(x+ logn)c, definieren für beliebiges reelles
y > 0
`n := `n(y) := byn1−
1
d c
und bezeichnen das Ereignis, dass sich in Fach Nummer i nach `n Besetzungsvorgängen
mindestens d Teilchen befinden, mit
Bi := Bn,i := Bn,i(`n).






zählt somit die Fächer, in denen es nach `n Besetzungsvorgängen zu einer d-fach-Kollision
gekommen ist.
5.1. Asymptotische Unabhängigkeit von Xn und Yn
Wir werden den Zusammenhang
P(Xn ≤ kn, Yn > `n) = P(Zn(kn) = 0, Vn(`n) = 0)
ausnutzen, um das folgende Theorem zu beweisen.
Theorem 5.1.1. Mit obigen Definitionen gilt
P(Xn ≤ kn, Yn > `n)
n→∞−−−−→ G(x)(1−W (y)), (5.1)
mit G(x), x > 0, wie in (2.5) und W (y) := 1− exp(−y
d
d! ), y > 0.
Grundlegend für den Beweis des Theorems, der in Abschnitt 5.1.1 geführt wird, ist eine
Verallgemeinerung der Jordanformel (siehe [53], S.154). Die Wahrscheinlichkeit, dass die
Indikatorsummen Vn(`n) und Zn(kn) beide den Wert null annehmen, kann demnach durch







P(Aj1 ∩ . . . ∩Ajν ∩Bi1 ∩ . . . ∩Biσ)
angegeben werden ([53], S. 169). Dabei läuft die Summe
∑∗ über alle möglichen Auswahlen






Summanden. Weil alle Fächer mit der gleichen Wahrscheinlichkeit belegt werden, hängt
P(Aj1 ∩ . . . ∩ Ajν ∩ Bi1 ∩ . . . ∩ Biσ) nur von der Anzahl der Fächer ab, die leer bleiben
beziehungsweise mindestens d Teilchen enthalten, nicht aber von der konkreten Wahl dieser
Fächer. Vergleichen wir die Folgen kn und `n so stellen wir fest, dass kn für n→∞ schneller
wächst, als `n. Für jede Wahl von x ∈ R und y > 0 gibt es folglich ein n0 ∈ N, sodass kn > `n
für alle n ≥ n0 gilt. Für solche n ≥ n0 ist
P(Aj1 ∩ . . . ∩Ajν ∩Bi1 ∩ . . . ∩Biσ) = 0,
falls {i1, . . . , iσ} ∩ {j1, . . . , jν} 6= ∅ erfüllt ist, da ein Fach zum Zeitpunkt kn nicht leer sein
kann, wenn es zu Zeitpunkt `n bereits d Teilchen enthalten hat.


































P(A1 ∩ . . . ∩Aν ∩Bν+1 ∩ . . . ∩Bν+σ).
Mit der abkürzenden Schreibweise
Pn,ν(·) := P( · |A1 ∩ . . . ∩Aν)
können wir die Wahrscheinlichkeit über die Schnitte durch
P(A1 ∩ . . . ∩Aν ∩Bν+1 ∩ . . . ∩Bν+σ) = P(A1 ∩ . . . ∩Aν)Pn,ν(Bν+1 ∩ . . . ∩Bν+σ)














































Pn,ν(Bν+1 ∩ . . . ∩Bν+σ)
überführen. Der Beweis von Theorem 5.1.1 fußt auf den folgenden Lemmata.
























Pn,ν(Bν+1 ∩ . . . ∩Bν+σ) = 1−W (y).
Der Beweis des Lemmas ist in Anhang A nachzulesen.
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P(A1 ∩ . . . ∩Aν) = G(x).
Der Beweis des Lemmas kann in [34] nachgelesen werden.















Pn,ν(Bν+1 ∩ . . . ∩Bν+σ)





ν! exp(−νx) · (1−W (y)).
























1{0 ≤ ν ≤ n}an,νµ(dν).
Der Integrand lässt sich durch
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Die Wahrscheinlichkeit, in kn Besetzungsvorgängen keines der Fächer mit den Nummern 1, . . . , ν
zu treffen, ist ((n− ν)/n)kn = (1− ν/n)kn , und es folgt mit (1.4) und kn = bn(x+ logn)c









































Für jedes feste x > 0 ist durch g : N0 → R mit
g(ν) := exp(−νx)
ν!











1{0 ≤ ν ≤ n}an,ν = aν
54 Kapitel 5. Vollständige Serien und Kollisionen


































P(Xn ≤ kn, Yn > `n)























an,ν = G(x)(1−W (y)).




P(Xn ≤ kn) = G(x).
In [30] wird die Gültigkeit von
lim
n→∞




P(Yn > `n) = 1−W (y)
nachgewiesen. Fassen wir die Ergebnisse dieses Kapitels zusammen, erhalten wir
lim
n→∞
|P(Xn ≤ kn, Yn > `n)− P(Xn ≤ kn)P(Yn > `n)| = 0
und damit das folgende Korollar.
Korollar 5.1.1. Die Zufallsvariablen Xn und Yn sind asymptotisch unabhängig.
KAPITEL 6
Minimierung der erwarteten Anzahl an
Besetzungsvorgängen
Wir werden im Folgenden die in Kapitel 3 vorgestellten Untersuchungen zum Anlass nehmen,
weitere Spezialfälle zu betrachten. In diesem Kapitel ist c = 1, und es wird auf jegliche
Indizierung mit c verzichten. Wir verwenden weiterhin die Notation p = p(s)n und P(k)n für die
Vektoren, welche die Wahrscheinlichkeiten pn,i1,...,is beziehungsweise Pn,i1,...,ik enthalten. Weil
in diesem Kapitel keine Grenzwertuntersuchung durchführt werden und n fest gewählt wird,
schreiben wir pi1,...,is , Pi1,...,ik und Si1,...,ik statt pn,i1,...,is , Pn,i1,...,ik und Sn,i1,...,ik .
6.1. Optimalität der Gleichverteilung in den Fällen s = 1
und s = n− 1
Mithilfe der Integraldarstellung (2.10) weisen Boneh und Hofri bereits 1989 nach, dass E(1)n ge-
nau dann ein globales Minimum annimmt, wenn alle Fächer mit der gleichen Wahrscheinlichkeit
1
n besetzt werden (siehe [6]). Wir werden im Folgenden zeigen, dass der Erwartungswert auch
im Fall s = n− 1 unter Annahme einer Gleichverteilung minimal wird. Für die Untersuchung
















− (n− 1) (6.1)




, k ∈ {1, . . . , s}, und e` beschreibt den Vektor im R`,
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unter p ∈ V (n−1)n
mit V (n−1)n :=
{
p ∈ Rn|0 ≤ p ≤ en, e>np = 1
}
, suchen also nach dem Vektor p ∈ V (n−1)n , der
E
(n−1)
n (p) minimiert. Theorem 6.1.1 liefert den gesuchten Vektor.
Theorem 6.1.1. Im Fall s = n− 1 nimmt die erwartete Anzahl der Besetzungsvorgänge bis
zur vollständigen Serie genau dann ein globales Minimum an, wenn alle (n− 1)-Teilmengen
mit der gleichen Wahrscheinlichkeit 1n belegt werden.
Beweis. Beim Verteilen von n − 1 Teilchen auf n Fächer bleibt in jedem Besetzungsschritt
genau ein Fach frei. Um die Notation einfach zu halten, bezeichnen wir die Wahrscheinlichkeit,
eine (n − 1)-Auswahl zu treffen, bei der Fach Nummer j nicht besetzt wird, mit q(j). Falls
j 6= i` für jedes ` ∈ {1, . . . , n− 1}, so gilt q(j) = pi1,...,in−1 , womit wir Pi = 1− q(i) erhalten
und eine Darstellung der Pi durch die Wahrscheinlichkeiten für die Teilmengen gefunden haben.
Im Fall n− 1 ist der Vektor p somit eindeutig durch den Vektor P(1)n festgelegt, und es gilt
p = (q(n), q(n− 1), . . . , q(1))>.






wird. Wir werden zeigen, dass diese Summe kleiner wird, wenn wir zwei unterschiedliche Werte
Pi1 und Pi2 , i1 6= i2, i1, i2 ∈ {1, . . . , n}, durch deren Mittelwert
Pi1+Pi2
2 ersetzen. Im Folgenden























(P1 − P2)2 > 0⇔ P 21 − 2P1P2 + P 22 > 0
⇔ P 21 + 2P1P2 + P 22 > 4P1P2




























= 1(P1 + P2)/2







Weil der Erwartungswert ein stetiges Funktional ist, wird das Minimum auf der kompakten





verkleinert sich durch die obige Operati-
on, solange es mindestens zwei unterschiedliche Pi, i ∈ {1, . . . , n}, gibt und wird somit für






(1− q(i)) = n− 1





p = pGW =
( 1
n





Da die Funktion E(s)n (·) für s = n− 1 konvex ist, handelt es sich um ein globales Minimum.
Eine alternative Beweisführung ist mit der Methode der Lagrange-Multiplikatoren möglich.
Diese ähnelt dem Beweis für den Fall s = 1, den Boneh und Hofri in [6] angeben und ist im
Anhang B.4 aufgeführt.
Caron et al. zeigen, dass die Wahl von p(2)n = p(2)n,GW für n ≥ 4 einen Sattelpunkt und damit
kein Minimum liefert (siehe [10]). Wir werden zeigen, dass sich diese Aussage verallgemeinern






unter p ∈ V (s)n
mit V (s)n :=
{
p ∈ Rηs |0 ≤ p ≤ eηs , e>ηsp = 1
}
. Wir formulieren die folgende Vermutung, deren
Gültigkeit durch die anschließende Beweisskizze motiviert werden soll.
Vermutung 6.1.1. Die Funktion E(s)n (·) hat an der Stelle p(s)n,GW genau dann ein Minimum,
wenn s = n− 1 gilt. In allen anderen Fällen liegt ein Sattelpunkt vor.
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Beweisskizze. Mit s = n − 1 erhalten wir das in Theorem 6.1.1 vorgestellte Resultat. Wir
betrachten den Fall n ≥ s+2. Um die Notation übersichtlich zu halten, setzen wir im Folgenden
En(p) := E(s)n (p(s)n ) und En(pGW ) := E(s)n (p(s)n,GW ).
Wir werden zeigen, dass es sich bei p(s)n,GW um einen kritischen Punkt handelt, der Gradient
also an dieser Stelle verschwindet. Anschließend untersuchen wir die Hesse-Matrix, da ein
kritischer Punkt nur dann ein Sattelpunkt sein kann, wenn die Hesse-Matrix in diesem Punkt
indefinit ist.
Die Nebenbedingung e>ηsp = 1 impliziert, dass eine der Wahrscheinlichkeiten nach Wahl der
ηs − 1 anderen bereits festgelegt ist. Dadurch befinden wir uns auf dem Rand der zulässigen
Menge. Um über die Indefinitheit der Hesse-Matrix auf einen Sattelpunkt schließen zu können,
müssen wir einen Punkt im Inneren der zulässigen Menge betrachten. Das Optimierungsproblem
lässt sich folgendermaßen umformulieren. Wir ersetzen eine der Wahrscheinlichkeiten durch
eins minus die Summe über alle übrigen Wahrscheinlichkeiten. Der Erwartungswert lässt
sich dann als Funktion in ηs − 1 Veränderlichen darstellen, und der (ηs − 1)-dimensionale
Vektor p̂(s)n,GW , dessen Einträge alle 1/ηs sind, befindet sich im Inneren der zulässigen Menge.




Wahrscheinlichkeiten zu ersetzen. Wir wählen die
Wahrscheinlichkeit p3,4,...,s−2,s−1,s,s+1,s+2, setzen also






J über jede mögliche Wahl der Indizes j1, . . . , js ∈ {1, . . . , n} läuft, sodass
j1 < . . . < js gilt und |{3, 4, . . . , s−2, s−1, s, s+1, s+2}∩{j1, . . . , js}| < s erfüllt ist. Die kon-
krete Wahl von p∗ wird erst für die Untersuchung der Hesse-Matrix relevant sein. Sei p̂ := p̂(s)n
der ηs − 1-dimensionale Vektor, den wir erhalten, wenn wir den Eintrag p3,4,...,s−2,s−1,s,s+1,s+2
aus dem Vektor p = p(s)n entfernen, dann können wir den Erwartungswert als Funktion
Ê : Rηs−1 → R in p̂ darstellen. Unter der Nebenbedingung p3,4,...,s−2,s−1,s,s+1,s+2 = p∗ gilt
En(p) = Ên(p̂).
Untersuchung des Gradienten




























dargestellt werden. Wir untersuchen die Summanden zunächst einzeln.
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Um die partiellen Ableitungen ∂Si1,...,ik∂pj1,...,js zu bilden, betrachten wir die Wahrscheinlichkeiten
Si1,...,ik , mindestens eines der Fächer i1, . . . , ik zu besetzen. Diese Wahrscheinlichkeit kann als
Summe über alle pj1,...,js dargestellt werden, für die mindestens einer der Indizes i1, . . . , ik zur
Menge {j1, . . . , js} gehört.
Leiten wir partiell nach pj1,...,js ab, so erhalten wir nur dann einen von null verschiedenen Wert,
wenn pj1,...,js als Summand in Si1,...,ik enthalten ist. Anderenfalls ist 1Si1,...,ik bezüglich pj1,...,js
eine Konstante und fällt beim Ableiten weg. In diesem Fall nimmt auch ∂Si1,...,ik∂pj1,...,js den Wert null
an.
Für |{i1, . . . , ik} ∩ {j1, . . . , js}| > 0 ist pj1,...,js genau dann einer der Summanden, wenn
|{i1, . . . , ik} ∩ {3, . . . , s + 2}| = 0 gilt, da ansonsten auch p∗ als Summand enthalten ist,
wodurch die Wahrscheinlichkeit pj1,...,js wieder abgezogen wird. In diesem Fall nimmt die
partielle Ableitung den Wert 1 an. Falls |{i1, . . . , ik} ∩ {j1, . . . , js}| = 0, so ist −pj1,...,js genau
dann einer der Summanden, wenn |{i1, . . . , ik} ∩ {3, . . . , s+ 2}| > 0 gilt, da in diesem Fall p∗




















I1 über alle 1 ≤ i1 < . . . < ik ≤ n mit |{i1, . . . , ik} ∩ {3, . . . , s + 2}| > 0
und |{i1, . . . , ik} ∩ {j1, . . . , js}| = 0 und die Summe
∑
I2 über alle 1 ≤ i1 < . . . < ik ≤ n mit
|{i1, . . . , ik} ∩ {3, . . . , s+ 2}| = 0 und |{i1, . . . , ik} ∩ {j1, . . . , js}| > 0 läuft.

























Sei µ := |{j1, . . . , js} ∩ {3, . . . , s+ 2}| die Anzahl der Indizes, in denen pj1,...,js mit p∗ überein-


























Weil alle Einträge des Gradienten den Wert null annehmen, wenn wir diesen für die Gleichver-
teilung auswerten, handelt es sich um einen kritischen Punkt.
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Untersuchung der Hesse-Matrix
Die Hesse-Matrix von En(p) bezeichnen wir im Folgenden mit H = (hi,j), 1 ≤ i, j ≤ ηs. Eine
Matrix A ∈ Rn×n ist genau dann indefinit, wenn Vektoren v, w ∈ Rn existieren, sodass
v>Av > 0 und w>Aw < 0 (6.2)
gelten (siehe [40], S. 68). Um zu zeigen, dass die Matrix H unter Annahme der Gleichverteilung
indefinit ist, untersuchen wir H für eine beliebige Wahl von p und sortieren die Einträge des
Vektors p so, dass die ersten sechs Stellen durch
p = (p1,...,s−2,s−1,s,p1,...,s−2,s−1,s+1, p1,...,s−2,s−1,s+2,
p1,...,s−2,s,s+1, p1,...,s−2,s,s+2, p1,...,s−2,s+1,s+2, . . .)>
festgelegt sind. Die ersten sechs Einträge stimmen damit in den Indizes 1, . . . , s− 2 überein
und unterscheiden sich nur in den letzten beiden Indizes. Außerdem stimmt jeder der ersten
sechs Einträge mit p∗ in genau s − 2 Indizes überein. Die Reihenfolge der restlichen ηs − 6
Einträge wird nicht relevant sein.
Wir setzen
x1 := p1,...,s−2,s−1,s, x2 := p1,...,s−2,s−1,s+1, . . . , x6 := p1,...,s−2,s+1,s+2, . . .
und können die Einträge von H durch
hi,j := hi,j(p) =
∂2En(p)
∂xi∂xj
berechnen. Im Folgenden betrachten wir anstelle der Matrix H die Matrix
Ĥ := (hi,j), 1 ≤ i, j ≤ 6,
und nutzen aus, dass mit der Indefinitheit von Ĥ die Indefinitheit von H folgt. Falls nämlich
Vektoren v̂, ŵ ∈ R6 existieren, sodass v̂>Ĥv̂ > 0 und ŵ>Ĥ ′ŵ < 0, gelten, so existieren auch
Vektoren v = (v̂>,0>)> ∈ Rηs und w = (ŵ>,0>)> ∈ Rηs , sodass v>H ′v > 0 und w>H ′w < 0
erfüllt ist. Dabei beschreibt 0 den (ηs − 6)-dimensionalen Nullvektor. Mit (6.2) genügt es
somit nachzuweisen, dass die Matrix Ĥ unter Annahme der Gleichverteilung indefinit ist, um
anschließend auf die Indefinitheit von H unter Gleichverteilung zu schließen.
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Mit js−1, js, j′s−1, j′s ∈ {s− 1, s, s+ 1, s+ 2}, sodass js−1 < js und j′s−1 < j′s erfüllt ist, ergeben
















Wie bereits im letzten Unterabschnitt erhalten wir für die partiellen Ableitungen jeweils nur
dann einen von null verschiedenen Wert, wenn p1,2,...,s−2,js−1,js beziehungsweise p1,2,...,s−2,j′s−1,j′s
als Summanden in Si1,...,ik enthalten sind.
Analog zu den Überlegungen des letzten Unterabschnittes nimmt ∂Si1,...,ik∂p1,2,...,s−2,js−1,js den Wert 1
an, wenn sowohl
|{i1, . . . , ik} ∩ {1, 2, . . . , s− 2, js−1, js}| > 0
als auch
|{i1, . . . , ik} ∩ {3, . . . , s+ 2}| = 0
erfüllt sind. Außerdem nimmt die partielle Ableitung den Wert −1 an, wenn
|{i1, . . . , ik} ∩ {1, 2, . . . , s− 2, js−1, js}| = 0
sowie
|{i1, . . . , ik} ∩ {3, . . . , s+ 2}| > 0




. Um das Produkt der partiellen
Ableitungen zu berechnen, sind die folgenden Fälle zu unterscheiden:
(1) Es gelten 1 ≤ i1 < . . . < ik ≤ n sowie
i) |{i1, . . . , ik} ∩ {1, 2, . . . , s− 2, js−1, js}| > 0,
ii) |{i1, . . . , ik} ∩ {1, 2, . . . , s− 2, j′s−1, j′s}| > 0 und
iii) |{i1, . . . , ik} ∩ {3, . . . , s+ 2}| = 0.
In Kombination mit der dritten Bedingung lassen sich die ersten beiden zu
i’) |{i1, . . . , ik} ∩ {1, 2}| > 0





= 1 · 1 = 1.
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(2) Es gelten 1 ≤ i1 < . . . < ik ≤ n sowie
i) |{i1, . . . , ik} ∩ {1, 2, . . . , s− 2, js−1, js}| = 0,
ii) |{i1, . . . , ik} ∩ {1, 2, . . . , s− 2, j′s−1, j′s}| = 0 und
iii) |{i1, . . . , ik} ∩ {3, . . . , s+ 2}| > 0.
In Kombination mit den ersten beiden Bedingungen können wir die dritte durch
iii’) |{i1, . . . , ik} ∩ {s− 1, s, s+ 1, s+ 2}| > 0
ersetzen. Die Bedingungen (2) i), ii) und iii’) können nur dann gleichzeitig erfüllt sein,





= −1 · (−1) = 1.
(3) In allen anderen Fällen ist mindestens eine der beiden partiellen Ableitungen null und























I3 über alle 1 ≤ i1 < . . . < ik ≤ n läuft, die (1) erfüllen und
∑
I4 die Summe






































Möglichkeiten gibt, 1 ≤ i1 < . . . < ik ≤ n zu wählen, sodass die Bedingung
|{i1, . . . , ik} ∩ {3, . . . , s + 2}| = 0 erfüllt ist. Weil mindestens einer der Indizes 1 oder 2 in








I4 nimmt unterschiedliche Werte in Abhängigkeit der Kardinalität der Menge
{js−1, js} ∩ {j′s−1, j′s} an.
Für |{js−1, js} ∩ {j′s−1, j′s}| = 2, und damit js−1 = j′s−1 und js = j′s, leiten wir zweimal partiell



















Möglichkeiten gibt, 1 ≤ i1 < . . . < ik ≤ n zu wählen, sodass die Bedin-
gung |{i1, . . . , ik} ∩ {1, . . . , s − 2, js−1, js}| = 0 erfüllt ist. Weil mindestens einer der Indizes
{s− 1, s , s+ 1, s+ 2} \ {js−1, js} in {i1, . . . , ik} enthalten sein soll, müssen wir die Anzahl(n−s−2
k
)
der Fälle, für welche diese Bedingung nicht erfüllt ist, abziehen.
Für |{js−1, js} ∩ {j′s−1, j′s}| = 1 leiten wir zweimal partiell nach Variablen ab, die in einem
Index übereinstimmen. Damit ist Bedingung (2) iii’) gleichbedeutend mit |{i1, . . . , ik} ∩ {s−




Möglichkeiten gibt, die Indizes 1 ≤ i1 < . . . < ik ≤ n
zu wählen, sodass genau einer der Indizes s− 1, s, s+ 1, s+ 2 und k − 1 Indizes, die von den










Für |{js−1, js} ∩ {j′s−1, j′s}| = 0 ist
∑











in Abhängigkeit von |{js−1, js} ∩ {j′s−1, j′s}| unterschiedliche Werte an, und zwar
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Seien H ′ und Ĥ ′ die Matrizen, die sich ergeben, wenn wir H und Ĥ jeweils für den Vektor pGW




an,s bn,s bn,s bn,s bn,s cn,s
bn,s an,s bn,s bn,s cn,s bn,s
bn,s bn,s an,s cn,s bn,s bn,s
bn,s bn,s cn,s an,s bn,s bn,s
bn,s cn,s bn,s bn,s an,s bn,s
cn,s bn,s bn,s bn,s bn,s an,s

.
Weil eine reelle und symmetrische (n×n)-Matrix genau dann indefinit ist, wenn sie mindestens
einen positiven und mindestens einen negativen Eigenwert besitzt (siehe [1], S. 659), befassen
wir uns im Folgenden mit den Eigenwerte von Ĥ ′. Diese sind durch
λn,s,1 = an,s − cn,s,
λn,s,2 = an,s − 2bn,s + cn,s,
λn,s,3 = an,s + 4bn,s + cn,s
gegeben (siehe Anhang C.7).
In den folgenden Unterabschnitten werden wir die Eigenwerte λn,s,1 und λn,s,2 untersuchen
und anhand einiger Beispiele zeigen, dass λn,s,1 > 0 und λn,s,2 < 0 für konkrete s und n erfüllt
ist.
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= 0 können die Eigenwerte durch
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Es bleibt zu zeigen, dass λn,s,1 > 0 und λn,s,2 < 0 gelten. Mit Maple wurden die Eigenwerte für
unterschiedliche Werte s ∈ {3, . . . , 100} in Abhängigkeit von n ∈ {s+ 2, . . . , 300} berechnet
und in Schaubildern aufgetragen (siehe Abbildungen 6.3, 6.4, 6.1 und 6.2). Der Quellcode ist
im Anhang D.4 zu finden. In allen Abbildungen sind die Eigenwerte für jedes feste s in der
gleichen Farbe dargestellt. Aus Übersichtszwecken wurde in den Abbildungen 6.4 und 6.2 auf
eine Legende verzichtet.
Der Eigenwert λn,s,1
Abbildung 6.1.: λn,s,1 für s ∈ {3, . . . , 10}
und n ∈ {s+ 2, . . . , 100}
Abbildung 6.2.: λn,s,1 für s ∈ {50, . . . , 100}
und n ∈ {s+ 2, . . . , 300}
In den Abbildungen 6.1 und 6.2 ist das Verhalten der Eigenwerte λn,s,1 visualisiert. Hier ist
für festes n mit s1 < s2 die Ungleichung λn,s1,2 > λn,s2,2 erfüllt. Es wird deutlich, dass diese
Eigenwerte für jede getroffene Wahl der Werte s und n positiv sind. Außerdem ist die von
n abhängende Folge der Eigenwerte für jedes feste s ab einem bestimmten Wert n monoton
wachsend. Der rechnerische Nachweis dieser Eigenschaften ist bisher nicht gelungen.
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Der Eigenwert λn,s,2
In den Abbildungen 6.3 und 6.4 wird deutlich, dass die Eigenwerte λn,s,2 für jede getroffene
Wahl der Werte s und n negativ sind. Für festes n und s1 < s2 ist hier die Ungleichung
λn,s1,2 < λn,s2,2 erfüllt. Außerdem ist die von n abhängende Folge der Eigenwerte für jedes feste
s ab einem bestimmten Wert n monoton fallen. Der rechnerische Nachweis dieser Eigenschaften
ist bisher nicht gelungen.
Abbildung 6.3.: λn,s,2 für s ∈ {3, . . . , 10}
und n ∈ {s+ 2, . . . , 100}
Abbildung 6.4.: λn,s,2 für s ∈ {50, . . . , 100}
und n ∈ {s+ 2, . . . , 300}
Verbinden wir die Punkte in der Abbildung für ein festes s, erhalten wir immer die gleiche
Struktur. Für s ∈ {3, 4, 5, 6} ist diese Struktur in Abbildung 6.5 jeweils durch einen Polygonzug
visualisiert.
Abbildung 6.5.: Polygonzug der Folge λn,s,2 für s ∈ {3, . . . , 6} und n ∈ {s+ 2, . . . , 50}
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Wir haben somit gezeigt, dass die Gleichverteilung einen Sattelpunkt liefert, wenn s ∈
{3, . . . , 10} und gleichzeitig n ∈ {s + 2, . . . , 100} beziehungsweise s ∈ {50, . . . , 100} und
gleichzeitig n ∈ {s+ 2, . . . , 300} erfüllt sind. Es besteht die Vermutung, dass sich diese Aussage
für den Fall s ≥ 3 und n ≥ s+ 2 verallgemeinern lässt.
In Abschnitt 6.2 werden wir uns dem Fall s = 3 zuwenden und untersuchen, wie die Wahr-
scheinlichkeiten gewählt werden können, um den Erwartungswert zu minimieren.
6.2. Minimierung von E(3)n
Wählen wir n = 4 oder n = 6, so erhalten wir jeweils Spezialfälle der in den Abschnitten 3.2.2
und 6.1 vorgestellten Situationen. Im allgemeinen Fall n ≥ 5 suchen wir einen Vektor
p = (p1,2,3, p1,2,4, . . . , p1,2,n, p1,3,4, . . . , pn−2,n−1,n)> ∈ V (3)n
mit V (3)n :=
{






















minimiert. Zunächst müssen Darstellungen für Pi, i = 1, . . . , n, und Si1,...,ik , i1, . . . , ik ∈
{1, . . . , n}, k = 1, . . . , n− 3, gefunden werden, die nur von den Wahrscheinlichkeiten pi1,i2,i3











können wir die erste der gesuchten Wahrscheinlichkeiten ausdrücken. Wir betrachten als
Nächstes die Wahrscheinlichkeit Si1,...,ik , mindestens eines der Fächer i1, . . . , ik zu besetzen.
Offensichtlich ist diese Wahrscheinlichkeit für k > n− 3 gleich eins. Mit der Formel des Ein-










pit1 ,it2 ,it3 (6.5)
darstellen. Die Wahrscheinlichkeit Pi1,i2 , eine 3-Auswahl zu treffen, in der die Fächer i1 und i2











beschrieben werden. Es wird klar, dass schon im Fall s = 3 sehr große Terme entstehen,
wenn wir (6.6) in (6.5) und anschließend (6.5) und (6.4) in (6.3) einsetzen. Aus diesem Grund
betrachten wir zunächst die Spezialfälle n = 5 und n = 7.
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6.2.1. Der Spezialfall n = 5
Wie zu Beginn von Abschnitt 6.2 beschrieben, suchen wir einen Vektor p ∈ V (3)5 der Form
p =
(
































minimal wird. Um E(3)5 (p) für verschiedene Strategien zu berechnen, suchen wir Pi und Si1,i2
in Abhängigkeit von p. Es gelten
P1 = p1,2,3 + p1,2,4 + p1,2,5 + p1,3,4 + p1,3,5 + p1,4,5,
...
P5 = p1,2,5 + p2,4,5 + p3,4,5 + p1,3,5 + p1,4,5 + p1,2,5.
Mit
P1,2 = p1,2,3 + p1,2,4 + p1,2,5,
...
P4,5 = p1,4,5 + p2,4,5 + p3,4,5
und (6.5) erhalten wir
S1,2 = P1 + P2 − P1,2 = 1− p3,4,5,
S1,3 = 1− p2,4,5,
...
S4,5 = 1− p1,2,3.
Mit Maple lässt sich E(3)5 (p) in Abhängigkeit von p berechnen. Die Werte sind in Tabelle
6.1 auf drei Nachkommastellen gerundet aufgeführt, die Rechnungen sind im Anhang D.1
nachzulesen.




















10 0 0 0
p1,3,5
1
10 0 0 0
p1,4,5
1
10 0 0 0
p2,3,4
1
10 0 0 0
p2,3,5
1
10 0 0 0
p2,4,5
1










5 (p) 3.222 3 2.917 2.881
Tabelle 6.1.: E(3)5 (p) in Abhängigkeit von p
Wenden wir in Maple den Befehl Minimize auf den Erwartungswert an, erhalten wir je
nach Startwert unterschiedliche Ausgaben. Für Startwerte, welche die durch V (3)n gegebenen
Nebenbedingungen erfüllen, wird keine Iteration durchgeführt. Im Anhang D.1 sind zwei
Beispiele aufgeführt, in denen der Startwert geringfügig von der Gleichverteilung abweicht. In
beiden Fällen ermittelt Maple den in der letzten Spalte von Tabelle 6.1 aufgeführten Wert.
Um E(3)5 (p) zu minimieren, scheint es optimal zu sein, zwei Fächer auszuwählen, hier die
Fächer mit den Nummern 1 und 2, die zusammen mit einem der übrigen Fächer besetzt werden
können. Dies geschieht jeweils mit der gleichen Wahrscheinlichkeit α. Der 3-Auswahl, die aus
den übrigen Fächern besteht, hier 3, 4, 5, wird die Wahrscheinlichkeit β = 1− 3 · α zugeordnet.
Setzen wir voraus, dass der Erwartungswert minimal wird, wenn wir die Wahrscheinlichkeiten
nach diesem Modell, also
p1,2,3 = p1,2,4 = p1,2,5 = α,
p1,3,4 = p1,3,5 = p1,4,5 = p2,3,4 = p2,3,5 = p2,4,5 = 0
und
p3,4,5 = β = 1− 3 · α
wählen, so wird E(3)5 (p) für α = 0.18052 minimal. Es handelt sich dabei um ein einfaches
Optimierungsproblem, das gelöst werden kann, indem wir den Erwartungswert in Abhängigkeit
von α darstellen, ableiten und die Ableitung mit null gleichsetzen. Anschließendes Auflösen
nach α liefert den oben genannten Wert. Die Rechnung ist im Anhang D.3 aufgeführt. Es ist
anzumerken, dass die Wahrscheinlichkeiten P1, . . . , P5 in diesem Modell unterschiedlich groß
sind. Während die Wahrscheinlichkeit, Fach Nummer 1 oder 2 in einem der Besetzungsvorgänge
zu treffen, gleich
P1 = P2 = p1,2,3 + p1,2,4 + p1,2,5 ≈ 0.54156
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ist, werden die Fächer mit den Nummern 3, 4 und 5 mit der größeren Wahrscheinlichkeit
P3 = P4 = P5 = p3,4,5 + p1,2,3 = p3,4,5 + p1,2,4 = p3,4,5 + p1,2,5 ≈ 0.63892
getroffen. Diese Beobachtung stimmt mit der von Caron et al. beschriebenen Situation im Fall
s = 2 überein (siehe [10]).
6.2.2. Der Spezialfall n = 7
Weil die Berechnungen für den Fall n = 7 bereits sehr aufwändig sind, verweisen wir auf die mit
Maple durchgeführten Rechnungen im Anhang und geben an dieser Stelle nur die wichtigsten
Formeln wieder. Gesucht wird ein Vektor p ∈ R35 der Art
p =
(



























minimal wird. Tabelle 6.2 zeigt die mit Maple berechneten Werte in Abhängigkeit von p.
Wenden wir in Maple den Befehl Minimize auf den Erwartungswert an, erhalten wir wie im
Fall n = 5 je nach Startwert unterschiedliche Ausgaben. Wählen wir den Startpunkt so, dass
er minimal von den Werten der letzten Spalte in Tabelle 6.2 abweicht, erhalten wir die Werte
p1,2,4 = p1,2,5 = p1,4,5 = p2,4,5 = 0.15742635877
und
p3,6,7 = 0.37029456567,
alle anderen Wahrscheinlichkeiten sind null. Der optimale Wert ist
E(3)7 (p) = 4.65862944123323.
Die Rechnung ist im Anhang nachzulesen.
6.2.3. Ausblick und Vermutungen
Weil die Berechnungen mit wachsendem n stark an Umfang zunehmen, könnte es erstrebenswert
sein, E(3)n (p) auf eine andere, leichter zu untersuchende Art darzustellen. Im Fall n = 8 wird
beispielsweise bereits ein Vektor p ∈ R120 gesucht. Eine alternative Darstellung für E(s)n (p)
wäre auch für s ≥ 3 interessant. Dazu liegen bislang noch keine Ergebnisse vor.
Die Struktur des Vektors p, die Maple für die Fälle n = 5, n = 6 und n = 7 als Minimalstelle
für E(3)n (p) ausgibt, führt zu der Vermutung, dass im Fall s = 3 drei Fälle unterschieden




















35 0 0 0
p1,2,5
1
35 0 0 0 p2,4,6
1
35 0 0 0
p1,2,6
1
35 0 0 0 p2,4,7
1
35 0 0 0
p1,2,7
1
35 0 0 0 p2,5,6
1











35 0 0 0
p1,3,5
1
35 0 0 0 p2,6,7
1
35 0 0 0
p1,3,6
1
35 0 0 0 p3,4,5
1
35 0 0 0
p1,3,7
1
35 0 0 0 p3,4,6
1





7 0 0 p3,4,7
1
35 0 0 0
p1,4,6
1
35 0 0 0 p3,5,6
1
35 0 0 0
p1,4,7
1
35 0 0 0 p3,5,7
1
35 0 0 0
p1,5,6
1
35 0 0 0 p3,6,7
1
35 0 0 0
p1,5,7
1
35 0 0 0 p4,5,6
1





7 0 0 p4,5,7
1











35 0 0 0
p2,3,5
1











35 0 0 0
E
(3)
7 (p) 5.42 4.8 4.75 4.6593
Tabelle 6.2.: E(3)7 (p) in Abhängigkeit von p
werden müssen. In jedem der Fälle wollen wir einer gewissen Anzahl disjunkter 3-Teilmengen
die Wahrscheinlichkeit β zuweisen.
Die Fälle n = k · 3 und n = k · s
Im Fall n = 3k können wir k disjunkten 3-Teilmengen die Wahrscheinlichkeit β = 1k zuordnen.
Dieser Fall wurde in Abschnitt 3.2.2 für ein allgemeines s angeschnitten und führt zu der
bereits in früheren Arbeiten (siehe z.B. [23]) vorgestellten Vermutung.
Vermutung 6.2.1. Sei n ein Vielfaches von 3, dann liegt an der Stelle p genau dann ein
Minimum von E(3)n (p) vor, wenn p ∈ B(3)n mit B(3)n wie in (3.11) gewählt wird. Für s ≥ 3
und n = k · s, liegt an der Stelle p genau dann ein Minimum von E(s)n (p) vor, wenn p ∈ B(s)n
gewählt wird.
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Der Fall n = k · 3 + 4 mit s = 3
Motiviert durch den in [11] vorgestellten Fall s = 2 und n = 5 = 1 · 2 + 3, in dem p aus der
in Unterabschnitt 3.2.1 definierten Menge D(2)n gewählt wird, definieren wir für s = 3 und






α, wenn (i1, i2, i3) = (1, 2, 3), (1, 2, 4), (1, 3, 4) und (2, 3, 4),
β, wenn i1 = 3 · r − 1, i2 = 3 · r, i3 = 3 · r + 1, r = 2, 3, . . . , 3k−13 ,
0, sonst.
Wir wählen also zunächst vier Fächer aus und weisen jeder 3-Auswahl innerhalb dieser Fächer
die Wahrscheinlichkeit α zu. Wegen n = k ·3 + 4 können wir aus den übrigen Fächern paarweise




n,3 = {p|p = σ(p
(α)
3 ) für ein σ ∈ Sn}
können wir eine weitere Vermutung formulieren.
Vermutung 6.2.2. Für n = k ·3 + 4 existiert ein eindeutiges α∗, sodass an der Stelle p genau
dann ein Minimum von E(3)n (p) vorliegt, wenn p ∈ D(α
∗)
n,3 gilt.
Für den Fall n = 7 = 1 · 3 + 4 wird diese Hypothese durch die Werte in Tabelle 6.2 gestützt.
Der Fall n = k · 3 + 2 mit s = 3






α, wenn (i1, i2, i3) = (1, 2, j), j ∈ {3, . . . , n},
β, wenn i1 = 3 · r, i2 = 3 · r + 1, i3 = 3 · r + 2, r = 1, 2, . . . , k,
0, sonst.
Die Fächer mit den Nummern 1 und 2 werden folglich in Kombination mit jedem der Fächer
3 bis n mit der gleichen Wahrscheinlichkeit α besetzt. Außerdem werden die Fächer mit den
Nummern 3 bis n in (innerhalb dieser Gruppe disjunkten) 3-Teilmengen mit Wahrscheinlichkeit
β = 1−(n−2)·αk besetzt. Auch hier verwenden wir die Menge
D
(α)
n,3 = {p|p = σ(p
(α)
3 ) für ein σ ∈ Sn},
um die folgende Vermutung zu formulieren:
Vermutung 6.2.3. Für n = k · 3 + 2 existiert ein eindeutiges α∗, so dass der Punkt p genau
dann ein Minimisator von E(3)n (p) ist, wenn p ∈ D(α
∗)
n,3 gilt.
Es ist denkbar, dass sich nicht nur Vermutung 6.2.1, sondern auch die Vermutungen 6.2.2 und




Lemma 4.1.1. Es gilt







Beweis. Wir definieren bΣ :=
∑r
i=1 bi und betrachten
P(N1 = `1, . . . , Nr = `r, B1 = b1, . . . , Br = br)
für alle b1, . . . , br ∈ N0, die `1 + · · ·+ `r = b1 + 2b2 + · · ·+ rbr erfüllen. Diese Wahrscheinlichkeit
wird im Beweis von Theorem 4.1.1 für den Fall untersucht, in dem bΣ = `Σ gilt. Wir verweisen
an einigen Stellen auf den Spezialfall, um den Beweis kurz zu halten.
Für jedes i ∈ {1, . . . , r} ist die Wahrscheinlichkeit, dass genau bi mal i der Fächer 1 bis







))bi . Die Wahrscheinlichkeit, in den übrigen kn − bΣ Be-







))kn−bΣ . Mit (4.9) gilt
dann







) ]bi [(n−rs )(n
s
) ]kn−bΣ kn!
b1! · · · br!(kn − bΣ)!
. (A.1)




) = s!(s− i)! (n− s) · · · (n− s− r + 1 + i)n · · · (n− r + 1) = O(n−i)
















))kn−bΣ zu untersuchen, logarithmieren wir ihn zunächst. Es gilt mit







































Für den letzten Faktor in (A.1) gilt
kn!
b1! · · · br!(kn − bΣ)!
= k
bΣ
n (1 + o(1))


















bΣ − r(c− 1) ≤ 0
ergibt sich




















und damit die Behauptung.
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Besetzungsvorgängen noch leer ist. Dann gelten für jedes r ≥ 1 und für jede Wahl von
i1, . . . , ir ∈ {1, . . . , n}










· exp(an,r + bn,r)
und






















Beweis. Mit P(An,i1 ∩ . . . ∩An,ir) untersuchen wir die Wahrscheinlichkeit, dass die Fächer mit
den Nummern i1, . . . , ir nach kn Besetzungsvorgängen noch frei sind. Diese Wahrscheinlichkeit
lässt sich durch
P(An,i1 ∩ . . . ∩An,ir) = (1− Sn,i1,...,ir)
kn
ausdrücken. Mit (3.2) gilt also







Die Wahrscheinlichkeit, dass die Fächer mit den Nummern i1, . . . , ih in einer s-Auswahl





































) (1 + ∆n,i`1 ,...,i`hlogn
)
gegeben.
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Es folgt






























Für die weiteren Berechnungen wird der erste Summand der alternierenden Summe abgespal-
ten. Die übrigen r − 1 Summanden werden durch Rn,r aus (4.22) zusammengefasst. Unter
Verwendung der Ungleichungen (1.4) für die Logarithmusfunktion ergibt sich somit
































































nach oben abschätzen. Um das Logarithmieren rückgängig zu machen, wenden wir die Expo-























































































und somit die obere Schranke











Auch für die Herleitung einer unteren Schranke verwenden wir die Ungleichungen (1.4) für die
Logarithmusfunktion und erhalten für hinreichend große n unter Verwendung von (A.2) durch















r + (1/ logn)
∑r
`=1 ∆n,i` +Rn,r











1− s/n(r + rM/ logn+Rn,r)
− (x+ logn)Rn,r
1
1− s/n(r + rM/ logn+Rn,r)
eine erste Abschätzung. Wegen
1
1− s/n(r + rM/ logn+Rn,r)
= 1 + s/n(r + rM/ logn+Rn,r)





logP(An,i1 ∩ . . . ∩An,ir) ≥ −
(
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Nach Anwendung der Exponentialfunktion folgt mit dn,r wie in (4.24)
















































Pn,ν(Bν+1 ∩ . . . ∩Bν+σ) = 1−W (y).
Beweis. Für i ∈ {1, . . . , σ} und festes ν beschreibe Ni die Anzahl der Teilchen in Fach Nummer
i, nachdem `n Teilchen verteilt wurden, wobei wir annehmen, dass lediglich n− ν Fächer zu
Verfügung stehen. Die Zufallsvariable Nσ+1 beschreibe die Anzahl der Teilchen in den restlichen
n− ν − σ Fächern. Dann gilt wegen der Austauschbarkeit der Fächer
Pn,ν(Bn,ν+1 ∩ . . . ∩Bn,ν+σ) = P(Bn−ν,1 ∩ . . . ∩Bn−ν,σ) = P(N1 ≥ d, . . . , Nσ ≥ d), (A.4)
wobei der Zufallsvektor (N1, . . . , Nσ, Nσ+1) die Multinomialverteilung









n− ν − σ
n− ν
)
besitzt. Die Tail-Wahrscheinlichkeit der Multinomialverteilung kann mithilfe unvollständiger






















xd−1i dx1 . . . dxσ



















du1 . . . duσ






Der Nachweis erfolgt unter Verwendung des Satzes von der dominierten Konvergenz (siehe
[32], S. 336). Um diesen Satz anwenden zu können, müssen wir zunächst die Existenz einer
integrierbaren Majorante und anschließend die Konvergenz des Integranden nachweisen. Mit










Also ist durch g : [0, 1]σ → R mit
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integrierbar ist. Um die Konvergenz des Integranden nachzuweisen, betrachten wir zunächst





















Mit der Abschätzung (1.4) für den Logarithmus ergibt sich für das Argument der Exponential-
funktion














































































































































































Mit dem Satz von Lebesgue können wir Integration und Grenzwertbildung vertauschen, womit





































































= (1 + o(1)) · `dσn
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Weiter gilt wegen yn1−
1




























































































Pn,ν(Bν+1 ∩ . . . ∩Bν+σ).
Mit den Bonferroni-Ungleichungen (C.3) und (C.4) gilt für jedes feste s1 ∈ {0, 1, . . . , bn−ν−12 c}
































































































Lassen wir s1 und s2 gegen unendlich streben, ergeben sich für die Bonferroni-Schranken die

















































B.1. Nachweis von (2.25)













































































































womit die Voraussetzungen von Theorem 2.2.1 erfüllt sind und (2.24) gilt.
B.2. Beweis von (2.26) mithilfe der Formel des Ein- und
Ausschließens
Der folgende Beweis ähnelt den Überlegungen in Unterabschnitt 4.1.1, in welchem aber s ≥ 2
gilt und die s-Teilmengen alle mit der gleichen Wahrscheinlichkeit besetzt werden.
Zu gegebenem x ∈ R setzen wir
k(1,c)n = bn(logn+ (c− 1) log logn− log((c− 1)!) + x)c
und wählen n so groß, dass k(1,c)n ≥ 1 gilt. Wir schreiben im Folgenden kn für k(1,c)n , nennen
den Term innerhalb der unteren Gaußklammer tn und definieren damit
εn := tn − kn ∈ (0, 1). (B.2)
Weiter ist An,j = A(1)n,j(kn) das Ereignis, dass Fach Nummer j nach dem Verteilen von kn
Teilchen höchstens c− 1 Teilchen enthält. Da X(1,c)n genau dann größer als kn ist, wenn nach
dem Verteilen von kn Teilchen noch mindestens eines der Fächer höchstens c − 1 Teilchen
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P(An,i1 ∩ . . . ∩An,ir). (B.3)




P(An,i1 ∩ . . . ∩An,ir)








gilt. Mithilfe der in Unterabschnitt C.2 vorgestellten Bonferroni-Ungleichungen werden wir
nachweisen, dass (2.26) gilt.
Die Zufallsvariable Nj := Nn,j(kn) beschreibe die Anzahl der Teilchen in Fach j, nachdem kn
Teilchen verteilt wurden. Damit gilt
P(An,i1 ∩ . . . ∩An,ir) = P(Ni1 ≤ c− 1, . . . , Nir ≤ c− 1).
Die Anzahl der Teilchen, die nicht in den Fächern mit den Nummern i1, . . . , ir liegen, ist
M := k −Ni1 − · · · −Nir . Die Wahrscheinlichkeit, keines der Fächer i1, . . . , ir zu treffen, ist
pn,M := 1−
∑r
j=1 pn,ij . Wir untersuchen das Ereignis
{Ni1 = `1, . . . , Nir = `r,M = `M}
und betrachten für `M := kn − (`1 + · · · + `r) den Zufallsvektor (Ni1 , . . . , Nir ,M), der eine
Multinomialverteilung mit den Parametern kn und pn,i1 , . . . , pn,ir , pn,M besitzt. Für einen
multinomialverteilten Zufallsvektor ist die Zähldichte durch
P(Ni1 = `1, . . . , Nir = `r,M = `M ) =
kn!
`1! · · · `r! · `M !




gegeben. Wir können P(An,i1 ∩ . . . ∩An,ir) durch







P(Ni1 = `1, . . . , Nir = `r,M = `M ) (B.6)
berechnen. Um (B.4) nachzuweisen, werden wir zuerst eine obere Schranke für Sn,r angeben
und verwenden dafür die Abschätzungen (1.4) für die Logarithmusfunktion. Wir werden sehen,
dass die obere Schranke einen existierenden Grenzwert hat und die Differenz zwischen oberer
und unterer Schranke im Grenzwert gegen null strebt. Wir können somit auf die Berechnung
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`1! · · · `r!`M !




Wir untersuchen das Produkt
kn!
`1! · · · `r!`M !











 p`Mn,M 1`1! · · · `r! , (B.7)




= kn!(kn − `1 − · · · − `r)!
= k`Σn · (1 + o(1)).
Durch Anwendung der Logarithmusfunktion auf die Faktoren der rechten Seite in (B.7) ergeben
sich durch Umformung die Summanden
log












+log p`Mn,M +log(1+o(1)), (B.8)
die nacheinander untersucht werden sollen. Den ersten Summanden können wir durch
log k`Σn = `Σ log(kn)










































= −`Σ logn+ o(1).








wegen der Beschränktheit von m(·) für n→∞ gegen eins konvergiert. Die Untersuchung des
B.2. Beweis von (2.26) mithilfe der Formel des Ein- und Ausschließens 91
dritten Summanden in (B.8) führt zu









Für den letzten Summanden in (B.8) gilt log(1 + o(1)) = o(1). Fassen wir die bisherigen
Ergebnisse zusammen, erhalten wir für (B.8) unter Verwendung der Definition von kn
log
(




























































 p`Mn,M 1`1! · · · `r! (B.9)
sowie





































`1! · · · `r!
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beziehungsweise
On,i1,...,ir := exp






`1! · · · `r!
eine untere und eine obere Schranke für die Summanden in (B.9) angeben, mit welchen







































On,i1,...,ir − Un,i1,...,ir = 0
gilt und betrachten dafür die Differenz
On,i1,...,ir − Un,i1,...,ir =
1
























Für das Argument der Exponentialfunktionen in (B.10) folgt durch Einsetzen der Definitionen
































n logn (kn − `Σ).
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Mit der Definition von kn finden wir zum einen
− r
n
(kn − `Σ) = −
r
n
(n(logn+ (c− 1) log logn− log((c− 1)!) + x)− εn − `Σ)















n logn (n(logn+ (c− 1) log logn− log((c− 1)!) + x)− εn − `Σ)
=−
(




















pn,ij (kn − `Σ)
=−rlogn−r(c− 1)log logn+r log((c− 1)!)−rx+ o(1)−
r∑
j=1
m(xn,ij )(1 + o(1)). (B.14)
Für das Argument der Exponentialfunktion in (B.11) gilt wegen
1− 11− t =
1− t− 1







































































































































Weil kn von der Größenordnung n logn und pn,ij von der Größenordnung 1/n ist, strebt das
Argument der Exponentialfunktion in (B.17) gegen null, womit
1− exp







 = 1− (1 + o(1)) = o(1)
folgt.
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Es gilt also














exp (−r(c− 1) log logn) (B.18)
· 1
`1! · · · `r!
(c− 1)!r.
Weil wir das Verhalten dieses Terms für n→∞ studieren wollen, betrachten wir im Folgenden
die von n abhängigen Faktoren. Um das Argument der Exponentialfunktion in (B.18) zu
untersuchen, notieren wir zunächst
(`Σ − r(c− 1)) log logn
n→∞−−−−→
{
0, `Σ = r(c− 1),








exp (−r(c− 1) log logn) n→∞−−−−→
{
1, `Σ = r(c− 1),
0, `Σ < r(c− 1)
folgt. Da die Funktion m nach Definition beschränkt ist, sind alle übrigen von n abhängenden
Faktoren beschränkt, und (B.18) konvergiert für `Σ < r(c − 1) gegen Null. Durch diese
Grenzwertbetrachtung motiviert, untersuchen wir im Folgenden nur den Fall, in dem `Σ =
`1 + . . .+`r = r(c−1) gilt. Diese Gleichheit ist genau dann erfüllt, wenn für jedes j ∈ {1, . . . , r}
`j = c− 1
gilt. In diesem Fall ist
1
`1! · · · `r!






















m(xn,ij )(1 + o(1))

= 0.












































gelten. Um diesen Grenzwert zu berechnen, untersuchen wir die obere Schranke
On,i1,...,ir = exp






`1! · · · `r!
.
Mit (B.13), (B.12) und (B.14) ergibt sich
On,i1,...,ir = exp
(
`Σ log(logn(1 + o(1))
)




m(xn,ij )(1 + o(1))
 1
nr
· (c− 1)!re−rxeo(1) 1
`1! · · · `r!
,
























m(xn,ij ) · o(1)


















m(xn,ij ) · o(1)
 = 1
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ds1 . . . dsr.
Anschaulich gesprochen integrieren wir hier über die Menge
Mr = {(s1, . . . , sr) : 0 ≤ s1 < . . . < sr ≤ 1},
wobei der Wert des r-fachen Integrals unabhängig von der Integrationsreihenfolge ist. Alle (r−1)-
dimensionalen Hyperebenen haben das Maß Null, wir können also über den r-dimensionalen
Hyperwürfel mit Kantenlänge eins integrieren und anschließend durch die Anzahl r! der
















































Um den Beweis von (2.26) abzuschließen, verwenden wir die Bonferroni-Ungleichungen (C.3)
und (C.4). Auf der einen Seite gilt aufgrund der soeben bewiesenen Limesbeziehungen für jedes
feste s ≥ 0
lim sup
n→∞
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Andererseits gilt für jedes s ≥ 1
lim inf
n→∞



































(− exp(−x+ log Jm))r
r!
= 1− exp(− exp(−x+ log Jm)).
Wir können die Verteilungsfunktion der gesuchten Grenzverteilung also durch
lim
n→∞
P(Xn ≤ kn) = lim
n→∞
(1− P(Xn > kn))
= exp(− exp(−x+ log Jm))
= G(x− log Jm)
angeben. Wählen wir c = 1, so folgt als Spezialfall der in (2.24) vorgestellte Grenzwertsatz.
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B.3. Nachweis der zweiten Voraussetzung für die
Momentenmethode
Um zu zeigen, dass die Verteilung von Z durch die Folge (E(Zr))r≥1 eindeutig bestimmt ist,






einen nicht verschwindenden Konvergenzradius besitzt (siehe [5], S. 342). Wir verwenden die
für jedes r ≥ 1 und j ∈ {0, . . . , k} geltende Ungleichung
(k − j)r ≤ kr































































und wir haben eine konvergente Majorante gefunden, womit die Potenzreihe
∑∞
r=1 E(Zr) · t
r
r!
für jedes t mit t ∈ (0, 14) konvergiert. Die Verteilung von Z ist somit eindeutig durch die Folge
(E(Zr))r≥1 bestimmt.
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B.4. Alternativer Beweis von Theorem 6.1.1
Wir werden das Optimierungsproblem (P(n−1)n ) so umformulieren, dass wir die Methode der
Lagrange-Multiplikatoren verwenden können (siehe [1], S. 1038). Die zweite Summe in (6.1) ist







unter p ∈ V (n−1)n
mit V (n−1)n :=
{
p ∈ Rn|0 ≤ p ≤ en, e>np = 1
}
löst. Dabei ist e` wie zuvor der Vektor im R`,































Gleichsetzen von (B.22) mit null führt für j = 1, . . . , n zu
(1− q(j))−2 + λ= 0
⇔ 1− q(j) = (−λ)−1/2
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bestimmen. Die erwartete Anzahl an Besetzungsvorgängen wird also minimal, wenn jede
(n− 1)-Auswahl mit der gleichen Wahrscheinlichkeit getroffen wird.

ANHANG C
Ergänzende Formeln und Rechnungen
C.1. Die Formel des Ein- und Ausschließens
Seien (Ω,A,P) ein Wahrscheinlichkeitsraum und A1, . . . , An, n ≥ 2, Ereignisse. Für jede













Der Beweis erfolgt durch vollständige Induktion und kann in [35], Seite 71, nachgelesen werden.
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C.2. Die Bonferroni-Ungleichungen
Durch Abbruch der auf der rechten Seite von (C.2) stehenden Summe entstehen Partialsummen,
die im Wechsel zu klein und zu groß sind. Mit (C.1) führt diese Beobachtung zu den Bonferroni-















(−1)r−1Sr, s ≥ 1 und 2s ≤ n. (C.4)
C.3. Darstellung von P(Xn = k) durch Stirling-Zahlen
zweiter Art
Mit der Definition (2.3) der Stirling-Zahlen zweiter Art gilt









































erhalten wir wie behauptet
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C.4. Integraldarstellung für E(1)n









vereinfachen. Wegen ∫ ∞
0


























e−x(pn,i1+pn,i2 ) + . . .+ (−1)n+1e−x(pn,1+...+pn,n) dx,













e−x(pn,i1+pn,i2 ) + . . .+ (−1)n+1e−x(pn,1+...+pn,n)
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C.5. Der Erwartungswert von Xn(Xn + 1)
Wir weisen im Folgenden die Gültigkeit von







(pn,i1 + · · ·+ pn,ir)2
nach und orientieren uns dabei an [18]. Zunächst betrachten wir die Wahrscheinlichkeitserzeu-









Für die Wahrscheinlichkeitserzeugende Funktion von Xn gilt (siehe [35], S. 207)





























Mit der in (2.8) hergeleiteten Darstellung













für die Wahrscheinlichkeiten gilt

















Mit dem Reihenwert der geometrischen Reihe erhalten wir
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und damit die Ableitungen









































































































































und damit die in Unterabschnitt 2.2.1 hergeleitete Darstellung für den Erwartungswert En(p).
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C.6. Berechnung der Erwartungswerte






























P4,1 = p4,1,2 + p4,1,3 + p4,1,4,
...
P4,4 = p4,1,4 + p4,2,4 + p4,3,4
und
S4,1,2 = 1− p4,3,4,
...
S4,3,4 = 1− p4,1,2.
Für Strategie S1, also
















P4,1 = P4,2 = P4,3 = P4,4 =
1
2 ,











· 65 + 3 = 3.8.
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Analog können wir für Strategie S2, also
p(2)4,S2 =
(1






P4,1 = P4,2 = P4,3 = P4,4 =
1
2 ,
S4,1,2 = S4,3,4 =
1
2 ,




4 (pS2) = 4 · 2− 2 · 2− 4 · 1 + 3 = 3
berechnen.
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C.7. Berechnung der Eigenwerte von Ĥ ′
Zur besseren Lesbarkeit seien im Folgenden a := an,s, b := bn,s und c := cn,s gesetzt. Wir
berechnen die Eigenwerte der Matrix Ĥ ′, indem wir die Nullstellen des charakteristischen
Polynoms P
Ĥ′
(λ) bestimmen. Sei I6 die Einheitsmatrix im R6×6, dann gilt
P
Ĥ′
(λ) := det(Ĥ ′ − λ · I6)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a− λ b b b b c
b a− λ b b c b
b b a− λ c b b
b b c a− λ b b
b c b b a− λ b




a− λ b b b b c
b a− λ b b c b
b b a− λ c b b
0 0 c− a+ λ a− λ− c 0 0
0 c− a+ λ 0 0 a− λ− c 0




a− λ b b 2b 2b a− λ+ c
b a− λ b 2b a− λ+ c 2b
b b a− λ a− λ+ c 2b 2b
0 0 c− a+ λ 0 0 0
0 c− a+ λ 0 0 0 0
c− a+ λ 0 0 0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (c− a+ λ)3 ·
∣∣∣∣∣∣∣∣
2b 2b a− λ+ c
2b a− λ+ c 2b
a− λ+ c 2b 2b
∣∣∣∣∣∣∣∣
= (c− a+ λ)3
[
2b · (a− λ+ c) · 2b+ 2b · 2b · (a− λ+ c) + (a− λ+ c) · 2b · 2b
= (c− a+ λ)3[]− (a− λ+ c)3 − (2b)3 − (2b)3
]
= (c− a+ λ)3
[
12b2(a− λ+ c)− (a− λ+ c)3 − 16b3
]
= (λ− (a− c))3(λ− (a− 2b+ c))2(λ− (a+ 4b+ c)).
Lösen wir P
Ĥ′
(λ) = 0 nach λ auf, so finden wir die Eigenwerte
λ1 = a− c
λ2 = a− 2b+ c
λ3 = a+ 4b+ c.
ANHANG D
Rechnungen mit Maple
Der Code ist folgendermaßen zu interpretieren: Für die Eingabe wurde die Schriftfarbe rot
gewählt und für die Ausgabe die Schriftfarbe blau. Kommentare sind in schwarz eingefügt.
D.1. Optimierung im Fall s = 3 und n = 5
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P45:=p145+p245+p345: S45:=P4+P5-P45:






















































Verwenden wir den Befehl Minimize aus dem Paket Optimization, so erhalten wir je nach
Startwert unterschiedliche Werte. Wählen wir einen Punkt, der die Nebenbedingung erfüllt,






Warning, no iterations performed as initial point satisfies
first-order conditions
[3.22222222222222188, [p123 = 0.100000000000000,
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p124 = 0.100000000000000, p125 = 0.100000000000000,
p134 = 0.100000000000000, p135 = 0.100000000000000,
p145 = 0.100000000000000, p234 = 0.100000000000000,
p235 = 0.100000000000000, p245 = 0.100000000000000,
p345 = 0.100000000000000]]
Auch der Vektor
p = (0.5, 0, 0, 0, 0, 0, 0, 0, 0, 0.5)





Warning, no iterations performed as initial point satisfies
first-order conditions
[3., [p123 = 0.500000000000000, p124 = 0., p125 = 0., p134 = 0.,
p135 = 0., p145 = 0., p234 = 0., p235 = 0., p245 = 0.,
p345 = 0.500000000000000]]





[2.88078894849152345, [p123 = 0.180520067738387,
p124 = 0.180520066513309, p125 = 0.180520067729653, p134 = 0.,
p135 = 0., p145 = 0., p234 = 0., p235 = 0., p245 = 0.,







[2.88078894849152611, [p123 = 0.180520067303384,
p124 = 0.180520067303384, p125 = 0.180520067303220, p134 = 0.,
p135 = 0., p145 = 0., p234 = 0., p235 = 0., p245 = 0.,
p345 = 0.458439798090012]]
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D.2. Optimierung im Fall s = 3 und n = 7
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Verwenden wir den Befehl Minimize aus dem Paket Optimization, so erhalten wir je nach
Startwert unterschiedliche Werte. Wählen wir einen Punkt, der die Nebenbedingung erfüllt,













Error, (in Optimization:-NLPSolve) no improved point could be found













[p123 = 0., p124 = .157426365052230, p125 = .157426356810151,
p126 = 0., p127 = 0., p134 = 0., p135 = 0., p136 = 0., p137 = 0.,
p145 = .157426353924029, p146 = 0., p147 = 0., p156 = 0., p157 = 0.,
p167 = 0., p234 = 0., p235 = 0., p236 = 0., p237 = 0.,
p245 = .157426358592997, p246 = 0., p247 = 0., p256 = 0., p257 = 0.,
p267 = 0., p345 = 0., p346 = 0., p347 = 0., p356 = 0., p357 = 0.,
p367 = .370294565620594, p456 = 0., p457 = 0., p467 = 0., p567 = 0.]]
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D.3. Minimierung des Erwartungswertes für das konkrete
Modell, s = 3, n = 5
Zuerst definieren wir den Erwartungswert als Funktion von α. In Maple verwenden wir a := α.
EW:=unapply(1/P1+1/P2+1/P3+1/P4+1/P5-1/S12-1/S13-1/S14-1/S15-1/S23
-1/S24-1/S25-1/S34-1/S35-1/S45+6,a);





Anschließend bilden wir die Ableitung.
Ableitung:=unapply(diff(EW(a),a),a);





Wir setzen die Ableitung mit null gleich und lösen nach a auf.
z:=fsolve(diff(EW(a),a)=0,a);
z := 0.180520067299032938227061063517782496407964646774015164222
D.4. Eigenwerte in Abhängigkeit von s und n 123
D.4. Eigenwerte in Abhängigkeit von s und n
Die Eigenwerte λn,s,2 können durch die folgende Schleife berechnet werden. Die äußere Schleife
durchläuft für s die Werte 3 bis S. Die innere Schleife durchläuft für das gewählte s für n die
Werte von s+ 2 bis N . Die Werte S und N können frei gewählt werden. Im Plot erscheinen
alle Eigenwerte, für die s gleich ist, in derselben Farbe.
restart:N:=100:S:=10:with(plots):with(ColorTools):
for s from 3 to S do
L[s+1,s]:=NULL:












Die Schleife für die Berechnung der Eigenwerte λn,s,1 besitzt dieselbe Struktur wie die soeben
vorgestellt Schleife für die Berechnung von λn,s,2.
restart:N:=100:S:=10:with(plots):with(ColorTools):
for s from 3 to S do
L[s+1,s]:=NULL:
for n from s+2 to N do
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