INTRODUCTION
The dramatic increase in national and international adoption of electronic health record (EHR) systems is generating enormous amounts of computable clinical data. These data are emerging as a rich resource for a variety of secondary research uses, such as research into healthcare processes, comparative effectiveness, and basic biology; the latter is enabled by linkage of EHR data with bioreposititories. [1] [2] [3] However, since EHR data is collected primarily for clinical care, challenges exist in reusing these data for research, including inconsistent data quality, data fragmentation, missing data, and bias toward sick individuals. 4 To counter some of these challenges, investigators have deployed algorithms to find specific EHR phenotypes. The process of EHR phenotyping, or accurately identifying patients with a specific observable trait from large volumes of imperfect practice-based data, is one of the crucial challenges to efficient and effective use of EHRs for secondary analyses. [5] [6] [7] [8] In this paper, we evaluated the phenotyping performance of three major EHR components often used in phenotyping-billing codes, medication exposures, and text diagnoses-over 10 common diseases. The goal was to provide insight into future design for phenotyping algorithms.
BACKGROUND
The adoption of EHR systems has not only improved patient care, but also enabled to conduct observational research on large, practice-based longitudinal data sets. 2 However, there are gaps between general practice and research settings that must be addressed. 9 EHR data are collected for patient care, to support the operations of healthcare, and to serve as a permanent legal record. Diagnosis, clinical testing, and treatment data are generated for the purpose of medical care and often represent an evolving understanding of the patient's healthcare status, primary problems, and interactions with insurance. Inaccuracy or uncertainty remains an important nature of EHR data due to the fact that barely any medical observation can be accepted with absolute certainty. 4, 10 There are many examples of uncertainty in clinical care, such as a patient with dementia who may not be able to provide an accurate history or similar initial patient presentations of different diagnoses; for example, Crohn's disease vs ulcerative colitis.
Another significant barrier to using EHR data for clinical research arises from their incompleteness. 9 We have previously demonstrated that using a single center's data for phenotyping leads to missed cases because of patient data fragmented across multiple sites. 11 We have also shown that patients with a longer history of interaction in the EHR have more accurate phenotyping results. 12 This incompleteness increases for patients who are seen at multiple healthcare centers that do not share patient data. 13 Phenotyping is neither easy nor perfect. Fortunately, EHRs contain sufficient information to accurately assign clinical phenotypes for many diseases. [4] [5] [6] 14, 15 Some EMR data are stored in structured components and can be effortlessly retrieved (e.g., diagnoses, procedures, and clinical laboratory results), while others are embedded in unstructured components and require additional tools (e.g., natural language processing [NLP] pipelines for extracting structured concepts from clinical notes). 9 International Classification of Diseases, 9th Revision, Clinical Modification (ICD-9) diagnosis codes have been predominantly used in many EHR phenotyping exercises, [16] [17] [18] [19] [20] since most patients with the disease should be assigned a relevant code for billing purposes. However, due to their inaccuracy 21 or incompleteness, 11 using billing codes alone may result in low specificity or sensitivity. 22, 23 Collaborative phenotyping groups, such as the Electronic Medical Records and Genomics Network, 24 demonstrated that combining billing codes with other EHR components; for example, medication and clinical notes, improves phenotyping performance for multiple diseases. [25] [26] [27] [28] [29] [30] Other studies applied regression models and other machine learning approaches to identify disease and drug response phenotypes from EHR data. 31 These studies typically leveraged billing codes, medication exposures, laboratory or radiology data, and NLP features. Many have also shown that combining multiple classes of EHR data yields superior results as compared to using a single class of data.
These previous results from various diseases and study groups led to a reasonable assumption that data from multiple components of EHR may improve the positive predictive value (PPV), and possibly sensitivity, of phenotyping. However, to our knowledge, this hypothesis has not been systematically tested before. In this paper, we evaluated the phenotyping performance of three major EHR components across a broad spectrum of pre-selected diseases. We studied three EHR components: billing codes, clinical notes, and specific medications. We believe this study provides a deeper understanding of how leveraging different EHR components for phenotyping affects performance and present a useful guideline for future phenotyping design.
METHODS

Study Setting
This study was conducted at Vanderbilt University Medical Center (VUMC). VUMC is a comprehensive healthcare facility dedicated to patient care, research, and biomedical education. VUMC reflects the racial makeup of the surrounding community throughout Tennessee and the Southeast, and the majority of the records within this database (85%) are from subjects of European ancestry. 32 Data Set VUMC had previously constructed a de-identified version of its integrated (combined inpatient-outpatient) EHR for epidemiological research in a practice-based setting. This practice-derived resource, called the synthetic derivative (SD), maintains a de-identified version of the entire VUMC EHR that contains the records of over two million unique individuals, including dense longitudinal clinical data for over one million individuals. 33 The SD incorporates clinical data from multiple components, including diagnostic and procedural codes, as well as provider inpatient and outpatient notes, laboratory data, and medication histories. The SD is scrubbed of all Health Insurance Portability Accountability Act identifiers; for example, the name "John Smith" in the original record is permanently replaced with a tag (e.g., [NAME AAA, BBB]). The scrub process maintains the semantic integrity of the text. The scrubbing process efficiency has been assessed, and our data de-identification process has an error rate of $0.01%. The SD contains only de-identified data, and all research using this resource has been determined by Vanderbilt's Institutional Review Board to constitute non-human subjects research. This study was approved by Vanderbilt's Institutional Review Board.
Data Extraction
We used all EHRs in the SD, which included clinical data for 2 326 150 unique patients. ICD-9 billing codes were retrieved from administrative claims data. We then extracted text diagnoses from "primary clinical notes," defined as problem lists, admission notes, progress reports, consult notes, discharge summaries, or history and physical examinations. We ignored prescriptions, instructions, and communication letters. We searched primary notes for keywords to determine if a patient's notes mentioned the disease. Simple negations were excluded using regular expressions (e.g., no diabetes). In addition, we ignored keywords found within family history sections by using a simplified version our prior published algorithm. 34 To obtain specific medications associated with diseases, we used the medications defined by MEDication Indication (MEDI). 35 MEDI is a freely-available, computable medication-indication resource that lists indications and the estimated prevalence for each based on evaluation in the SD. 36 For example, MEDI lists 37 indications for metformin, including type 2 diabetes mellitus (T2DM). T2DM is listed as the primary indication with a prevalence of 80%, which is significantly higher than for polycystic ovary syndrome (8%) and others. For each disease, we used the medications with a prevalence of at least 80% (Supplementary Appendix A). We set a high prevalence threshold to ensure selection of medications highly specific to our set of diseases. We hypothesized that a strict threshold would enable us to infer the presence of the disease solely from the presence of the medication.
Medication data in the SD are embedded in clinical narratives and were obtained with the MedEx NLP system in addition to electronic prescribing records from inpatient and outpatient order entry. MedEx extracts medication names and other signatures (dose, route, frequency) from clinical narratives. 37 
Study Design
Ten diseases were selected for this evaluation study: atrial fibrillation, Alzheimer's disease, breast cancer, gout, human immunodeficiency virus infection (HIV), multiple sclerosis, Parkinson's disease, rheumatoid arthritis (RA), type 1 diabetes mellitus (T1DM), and T2DM. Each of these common diseases poses an enormous public health burden and several have been the focus of EHR-based research.
For each disease, patients were classified into one of the seven categories: 1) ICD-9 only (patients have corresponding ICD-9 s but no positive mention of the disease in primary notes and no specific medication prescribed), 2) primary clinical notes only (patients with positive mentions of the disease in their primary notes but no corresponding ICD-9 s or specific medication prescribed), 3) medications only (patients with specific medications prescribed but no corresponding ICD-9 s and no positive mention of the disease in primary notes), 4) ICD-9 and primary notes (patients have corresponding ICD-9 s and positive mentions of the disease in primary notes but no specific medication prescribed), 5) ICD-9 and medications (patients have corresponding ICD-9 s and specific medications prescribed but no positive mention of the disease in primary notes), 6) primary notes and medications (patients with positive mentions of the disease in their primary notes and corresponding medications prescribed but no ICD-9 s), and 7) ICD-9, primary notes, and medications (patients have corresponding ICD-9 s, medications, and positive mentions of the disease in primary notes).
A group of 25 patients per disease category (a total number of 175 for each disease, 1750 for the 10 diseases) were randomly selected. Each was reviewed by at least one of the five authors (P.L.T., H.M., R.M.C., J.W., and W.Q.W.), each of whom has a medical background. Reviewers went through EHR independently using their clinical knowledge to determine each as a true or not true case (i.e., do or do not have the given disease). Both negative and uncertain patients were classified as not true. More than 20% of were reviewed by two reviewers and the results were used to calculate a kappa score and estimate inter-rater agreement. Another board-certified internist (J.C.D.) adjudicated all labeling conflicts.
Review results were used to calculate the PPV of each category. We also estimated the sensitivity and F-score for each category by using stratified sampling over the categories. The sensitivity of category c was estimated using equation (1), where C(c) is the set of categories for which the component c is positive and represents the number of found within the category i.
F-score is the harmonic mean of PPV and sensitivity, which is defined in equation (2).
RESULTS
The distributions of patients with ICD-9, primary notes, and specific medications across the 10 diseases ( Figure 1 ) demonstrated that no single EHR component dominated others consistently across the different diseases studied. Diseases such as Alzheimer's, Parkinson's disease, and RA are mentioned in a substantial proportion of primary notes in records that do not contain the corresponding ICD-9 codes. For breast cancer, gout, and both types of diabetes, either ICD-9 or primary notes are included. For atrial fibrillation, a large number of possible cases came from specific medications mentions in absense of other evidence. This observation confirmed our hypothesis that additional sources beyond diagnosis codes are worth considering for improving both sensitivity and PPV when phenotyping from EHR data. A total of 1750 (175 per disease, 25 per disease category) were randomly selected and reviewed by at least one author with a clinical background. Over 20% of patients were reviewed by two. The kappa scores suggested substantial agreement between reviewers: P.L.T. and H.M., R.M.C and H.M., R.M.C. and P.L.T., and W.Q.W. and P.L.T. were 0.68 (95% confidence interval, 0.48-0.89), 0.74 (0.56-0.92), 0.83 (0.67-0.99), and 0.90 (0.85-0.95), respectively. The majority of the discrepancies between reviewers fell between the true and uncertain cases. For example, should an obese teenager with an insulin-dependent diabetes be classified as T1DM (when not clearly specified by the treating physicians)? Or, should a patient with multiple HIV codes but no definitive medications and labs be considered as a true case? These differences were reviewed and resolved by a third physician blinded to the original determinations and their raters.
Based on the manual chart review results, the PPVs using single components without corroborating evidence from another data type (e.g., ICD-9 without primary notes and medications) were poor: 0.06-0.37 (Table 1) . Mediocre performances (0.55-0.71) were obtained when using single components regardless of other components; for example, ICD-9 with or without primary notes and medications. In patients with two or more corresponding ICD-9 codes regardless of medications or text mentions, the average PPV went up to 0.84 with a standard deviation 0.12. However, we observed a more stable and higher accuracy when using at least two components (mean 6 standard deviation: 0.91 6 0.08). Primary notes offered the best estimated sensitivity (0.77, Table 2 ) of the categories. The sensitivity for ICD-9 was 0.67, which dropped to 0.50 when requiring at least 2 ICD-9 codes. Requiring two or more components provided a reasonably high and stable sensitivity (0.59 6 0.16).
Among the three components, primary notes had the best performance with the area under curve (AUC) score 0.73 (Figure 2 ). ICD-9 was similar but slightly less, with an AUC of 0.68. Medications underperformed both with an AUC of 0.54, lower than either primary notes Figure 1 : Weighted Venn diagrams of the distributions of patients with ICD-9, primary notes, and specific medications. Each color represents a resource. Different area colors represent the number of patients that were found within intersecting resources.
or ICD-9. Primary notes and ICD-9 showed the similar performance of positive prediction values, which was significantly higher than medications (Table 4) . Overall, the best phenotyping performance (F score: 0.70 6 0.12) was achieved by using two or more components (Table 3) . Although the F score of using ICD-9 (0.67 6 0.14) was only slightly lower than using two or more components, its PPV (0.71 6 0.13) is substantially lower than when using at least two components (0.91 6 0.08).
DISCUSSION
The lack of automated methods to convert imperfect EHR data into quality phenotypes has become a fundamental impediment to leveraging the huge volumes of EHR data now available for clinical and genomic research. 4, 7 Much of historical EHR research has relied largely upon administrative codes, but much research has demonstrated the benefit of additional information to phenotyping sensitivity and PPV. 5, 24 Our results validate these findings, demonstrating that the use of 
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Wei W-Q, et al. J Am Med Inform Assoc 2016;23:e20-e27. doi:10.1093/jamia/ocv130, Research and Applications multiple components of EHR data significantly improves PPV and F-score. Taken as a single class of data, ICD-9 had the best PPV and F-score, and PN mentions had the best sensitivity and slightly higher AUC than ICD-9 codes. However, no single component of EHR data, when further support from other data was absent, was adequate for an accurate identification task in the ten diseases we studied (average PPV < 0.37). Overall, the best performing single class of data was arguably ICD-9 codes, when taken regardless of the presence of other evidence, delivering a decent performance (PPV 0.71 6 0.13, sensitivity 0.67 6 0.21, F-score 0.67 6 0.14). However, we observed poor PPVs on breast cancer, Alzheimer's disease, and both types of diabetes. The identification of patients with Alzheimer's disease 38 or diabetes 11, 12, 28 is especially challenging. Further analysis indicates that a considerable number of patients with breast cancer ICD-9 s have only pathology requests from outside facilities but no further information in our EHR to confirm the presence of disease. Our results confirmed that using ICD-9 codes without other supportive evidence does not work well since the ICD-9 codes are often miscoded or used when a diagnosis was suspected but not actually confirmed.
As seen in prior studies, requiring two or more ICD-9 codes significantly improved the PPV (0.71 vs 0.84, P < .02). PPV continued to improve by requiring more codes but with a corresponding decrease in sensitivity. Particularly, using two or more ICD-9 codes reduces the false positives caused by outsourcing labs or after a diagnosis is ruled out. Given their overall strong performance, using multiple ICD-9 codes may be an efficient phenotyping strategy when NLP tools or other EHR components are not available. Such a strategy is typically employed in phenome-wide association studies using EHR data to improve PPV, which typically require multiple codes to qualify a case. 39 It was also notable in this study that we saw similar improvements in PPV by requiring multiple instances of medication mentions or PN text mentions.
The potential use of clinical notes to improve phenotyping sensitivity and granularity has been addressed by numerous studies. 31, [40] [41] [42] Therefore, it is not surprising that primary clinic notes provide the best overall sensitivity. However, many challenges remain to precisely retrieve relevant information from EHRs. In our study, NLP-induced errors were largely caused by word sense disambiguation failures (e.g., does "RA" represent rheumatoid arthritis, right atrium, or room air). Although we excluded the family history sections, some illness histories of family members are found within other part of primary notes; for example, in social history and in the history of present illness. Use of more advanced section tagging applications, 34 word sense disambiguation methods, 43, 44 and algorithms such as ConTEXT 45 might improve the PPV of NLP-derived phenotype mentions. Figure 2 : Receiver operating characteristic (ROC) curve for ICD-9, primary notes, and specific medications. ROC was performed using data of 1750 reviewed cases across 10 diseases. AUC: Area under the curve. In summary, the best performance is achieved when evidence can be found within two or more EHR components. This observation confirms our hypothesis that multiple components improve phenotyping performance. Moreover, our results across various diseases suggest that the phenotyping performance of using two or more components is significantly more consistent than simply using ICD-9 codes, or using multiple ICD-9 codes. This consistent higher performance reveals the potential value of multiple components for future phenotyping design.
This study has several limitations. First, this study evaluates only three major EHR components: diagnosis codes, medications, and primary notes. Laboratory tests, as another important part of EHR, have not been included into this evaluation because we are not able to find a knowledge base that identifies specific laboratory tests for diseases that easily incorporates into our approach. Some diseases have highly specific laboratory tests; for example, low-density lipoprotein for hyperlipidemia and troponin for myocardial infarction, while others do not. The results of our study and our previous work imply that additional sources such as specific laboratory tests may be beneficial. 46 Computational approaches to statistically associate laboratory data with diagnoses, or parsing of diagnoses from expert systems such as Quick Medical Reference 47 or DXplain, 48 could accelerate creation of such a resource.
Secondly, the medication prevalence threshold (which operates as a PPV of the medicine for the disease) we chose was so rigorous (0.8) that some commonly prescribed medications may be neglected; for example, allopurinol for gout (prevalence: 0.5, which may be artificially low due to the automated method by which prevalence was calculated 36 ). We chose this high threshold under the hypothesis that perhaps highly specific medications would provide a sufficient PPV that they may be able to qualify an individual as a case without other substantiating evidence. However, even for HIV infections, in which specific medication prevalence were >0.90, the PPV of the medication for the disease in the absence of other confirming data sources was low (0%). Thus, our data suggest that medication exposures alone are not sufficient for inferring the presence of a diagnosis in most cases, even with highly specific medications. The performance of medications may improve if more sensitive medications or combinations of medications are involved. Thirdly, this study is also limited by the selection of ICD-9 codes. We only consider the most commonly used ones; for example, 250.00 for T2DM. An inclusion of more focused codes (e.g., 250.62) may improve our results. For example, more specific codes for types 1 and 2 diabetes (e.g., T2DM with complications) demonstrate stronger odds ratios for known genetic associations than more general codes, suggesting a higher PPV for the more specific codes (e.g., rs2647044 with type 1 diabetes with complications had odds ratios >2.2 while the generic type 1 diabetes code had an odds ratio of 1.42; similar results are found for type 2 diabetes and TCF7L2 variants). 39 Finally, this evaluation is conducted on 10 preselected chronic diseases using EHR data at a single medical center. For a more thorough evaluation, this study needs to be repeated at different locations on more phenotypes. Acute diseases may also perform differently, as sensitivity may fall quickly with requirements for multiple codes.
CONCLUSION
This study, to our knowledge, is one of the first attempt to systematically evaluate the phenotyping performance of major EHR components used in phenotyping. Our results demonstrated that multiple EHR components provide more consistent and higher performance than single elements. We suggest that multiple EHR components should be considered in future phenotyping design for the best performance. 
