In this paper, we present a generic methodology for the efficient numerical approximation of the density function of the McKean-Vlasov SDEs. The weak error analysis for the projected process motivates us to combine the iterative Multilevel Monte Carlo method for with non-interacting kernels and projection estimation of particle densities [3] . By exploiting smoothness of the coefficients for McKean-Vlasov SDEs, in the best case scenario (i.e C ∞ for the coefficients), we obtain the complexity of order O(ε −2 | log ε| 4 ) for the approximation of expectations and O(ε −2 | log ε| 5 ) for density estimation.
Introduction
Nonlinear Markov processes are stochastic processes whose transition functions depends on the state and the distribution of the process. They were introduced by McKean [14] to give probabilistic interpretation to kinetic PDEs such as Boltzman equations. These powerful framework has been studied by a number of authors; we mention here the books of Kolokoltsov [12] and Sznitman [17] . These processes arise naturally in the study of the limit behaviour of a large number of weakly in-teracting particle systems and have a wide range of applications, including financial mathematics, population dynamics, and neuroscience (see, e.g., [8] and the references therein).
Fix T > 0 and let {W t } t∈[0,T ] be an r-dimensional Brownian motion on a filtered probability space (Ω , {F t } t , F , P). The McKean-Vlasov SDEs with interacting kernels is governed by dX t = R db(Xt , y)µ t (dy)dt + R dσ (X t , y)µ t (dy)dW t , µ t = Law(X t ), X 0 ∈ R d .
(
Notice that {X t } t∈[0,T ] is not a Markov process but (X t , µ t ) t∈[0,T ] is. It can be shown (under suitable smoothness conditions) that solution to (1) has a density function µ t (x) that satisfies a nonlinear Fokker-Planck equation of the form
which can be seen as an analogue of the linear Fokker-Planck equation in the SDE case. The theory of the propagation of chaos developed in [17] , states that (1) is a limiting equation of the system of stochastic interacting particles (samples) with the following dynamics
where {Y i,N 0 } i=1,...,N are i.i.d samples with law µ 0 and {W i t } i=1,...,N are independent Brownian motions. Consider a partition {t k } of [0, T ], with t k − t k−1 = h and define η(t) := t k if t ∈ [t k ,t k+1 ). Authors in [1, 6] proposed to use the Euler scheme yields
for i = 1, . . . , N. Note that implementation of the above algorithm requires O(N 2 ) numerical operations at each timestep. It has been proved that, under suitable regularity conditions, these particle systems converge with the weak rate of order (( √ N) −1 + h), see [1, 4, 5, 6] for more details. In some cases, using weaker notation of error in number of particles is 1/N as shown in [7, 19] . Propagation of chaos property suggests using single ensemble of particles to approximate both coefficients of (1) and the quantity of interest (either expected value of the functional or the density function itself). This leads to a complicated nonlinear relation between statistical error and bias.
Our main motivation is to approximate density function µ t (y) of (1) . We sketch the key idea here and refer readers to Section 2 for details. Let (ϕ k , k ∈ N d 0 ) be a total orthonormal basis in L 2 (R d , w) for some weight function w :
for any x ∈ R d , one can show that smooth density µ t (y) admits the representation below, for t > 0,
We follow [3] and fix some natural number K > 0. Consider the projection estimator,
Considering the mean-square-error (MSE) for µ K t (y), one can show
The MSE is controlled entirely by the truncation error due to the projection. Moreover, (3) inspires us to consider another projection estimator
whereX K t is defined as (see full expression in (10))
By decomposition of MSE, one can show MSE K,X is such that 1
The weak error analysis (see Lemma 1) tells us
Combing (6) and (7) results in
Combining (4) and (8) shows we do not impede the estimation of density µ t (y) if considering the dynamics (5) rather than (1) . Let us introduce the functions
With this notation, (5) becomes
with |k| = max{k 1 , . . . , k d } where k = (k 1 , . . . , k d ). The equation (10) is a special case of (1) referred to as McKean-Vlasov SDEs with non-interacting kernels; the measure dependence is only through K expected values and the corresponding algorithm requires only O(KN) numerical operations plus integrations at each time step. If K is much smaller than N and integration cost is negligible, we obtain a substantial cost reduction. Also, this form allows for iterative MLMC methodology to be employed. We show that iterative MLMC via projections would reduce an extra one order of magnitude compared to the results in [3] . On the one hand, this reduction of an extra one order is due to the iterative MLMC across level of timediscretisation. On the other hand, the antithetic MLMC in [19] renders a massive improvement from balancing cost between the number of ensembles and number of particles in each ensemble since cost of (1) is linear in the number of ensembles and quadratic in the number of particles. It would not help for the projected process (10) because the number of ensembles and the number of particles both are linear in cost, and there is no MLMC in time discretisation. Finally, we present fully implementable algorithm that can exploit smoothness of the coefficients in (1) and in the best case scenario, that is, if all the coefficient functions are infinitely smooth, the complexities reduce to one of order O(ε −2 | log(ε)| 4 ) for approximation of expectations (see other MLMC approaches in [11] and [15] ) and O(ε −2 | log ε| 5 ) for density estimation.
2 Iterative MLMC algorithm with projected coefficients
is a total orthonormal system in L 2 (R d , w) for some weight function w(x) > 0, x ∈ R d and α k (x) and β k (x) defined in (9) , so that
and (1) transforms to
The idea of the projection estimation consists in replacing the infinite sums in (11) by finite sums of the first at most d · (K + 1) terms, i.e. (10) . If the coefficients γ k decay fast as |k| → ∞, one expects that the corresponding approximations A k and B k in (10) are close to the original coefficients. The associated particle system for (10) is given bȳ
whereγ
We work under the following assumptions:
Note that if (Ker-Reg) holds, then (Lip) the kernelsb andσ are globally Lipschitz, i.e. for all x 1 , x 2 , y 1 , y 2 ∈ R d , there exists a constant L such that
Remark 1. All involved Lipschitz constants decay when |k| → ∞ (this is crucial for rigorous asymptotic analysis). Note that (AF) and (Ker-Reg) do not imply (AC).
(AD) is satisfied if for example the coefficientsb andσ are infinitely smooth with respect to the system (ϕ k ) k∈N d 0 . Also, γ • may grow at most polynomially in d and this would lead to polynomial dependence of complexity on d. We implicitly assume α k and β k are known in closed form or can be computed cheaply. We denote by C p b (R m , R d ) the set of functions from R m to R d that are continuously p times differentiable such that the partial derivatives are bounded, and C
the set of functions from R m × R n to R d that are continuously p times differentiable in the first argument and continuously q times differentiable in the second argument such that the corresponding partial derivatives are bounded.
From [1] and [17] , the standard assumptions (Ker-Reg) and (µ 0 -L p ) ensure that there exists a unique strong solution of (1) and the integrability of X t holds, i.e. for any p ≥ 2, sup 0≤t≤T E|X t | p < ∞.
Analysis of projections First, we have fairly general conditions (AF) and (AC) that guarantee that the coefficients of projected MVSDEs (11) are globally Lipschitz and of linear growth. Next we check conditions (AF) and (AC) for the case of normalised Hermite polynomials. Example 1. The (normalised) Hermite polynomial of order j is given, for j ≥ 0, by
These polynomials are orthonormal with respect to the weight function w(x) = e −x 2 and satisfy:
Then the density µ t can be developed in the Hermite basis [3] , one can show (AC) is satisfied.
Weak error analysis
We then reveal the order of weak convergence of (10) to (1) in the lemma below. We begin this analysis by defining X s,x via
where α k (·) and β k (·) are defined in (9) . Notice that (14), unlike (1), is a Markov process.
, with assumptions listed in Section 2, we know from [18] ,
which we will use in Theorem 1. We consider the function
We aim to show that v(s, x) ∈ C 1,2 . The lemma 1 gives the first step.
Proof. The proof can be carried out along the same lines as in [18] .
Next, the following lemma verifies the property of v(s, x) that is needed:
Proof. We follow the same lines as in [18] to show this.
Appying the Feynman-Kac theorem ( [13] ), one can find that v(·, ·) satisfies the following Cauchy problem component-wise,
and processes (X t ) and (X K t ) be defined in (1) and (10), respectively. Assume (Ker-Reg), (µ 0 -L p ), (AC) and (AF) hold. Then for any t ∈ (0, T ],
Proof. From definition of v(·, ·) in (15), we compute that
The Feynman-Kac theorem, and the fact that µ 0 = µX
By Itô's formula, together with definitions of α k (·) and β k (·),
Subsequently, using the fact that v(·, ·) satisfies PDE (16) at (s,X K s ), we have
Then we rewrite the coefficient functions by splitting each infinite sum into ∑ |k|≤K and ∑ |k|>K ( k 1 or k 2 is dummy variable for k) and we obtain
Further expanding the coefficient for ∂ 2
Taking this expansion, we compute
By (AC) and the factX K
Error R 2 :
Again, (v-diff-Reg+) (bounded second derivatives for v) gives
By adding and subtracting 1 × 1 matrix γX K k 2 (s)(γ k 1 (s)) T , triangle inequality, (AC) and (AF), we obtain sup
It means
Error R 3 :
(v-diff-Reg+) (bounded second derivatives for v) and (AC) result in
Then (AC) tells us uniform boundedness of |γ k | and ∑ |k 1 |>K ∑ |k 2 |≤K M β i j (X K s ) A 2 β , and we obtain
Similarly, by the condition on the second-order derivatives from (v-diff-Reg+), we can establish that
Combining (17), (18) , (19) , (20), it is clear that
Next by (AF), we can choose P to be ϕ k for any k ∈ N d 0 and obtain
Then taking supremum over k for both sides and the Gronwall's lemma result in
Thus, combining (21) and (22) completes the proof.
Main result of the iterative MLMC algorithm
We combine the MLMC and Picard iteration to improve the computational efficiency. Fix m and L. Take the same family of partitions Π ℓ = {0 = t ℓ 0 , . . . ,t ℓ k , . . . ,
). In this case, we mainly approximate (10) by {X the process at the previous Picard step m − 1 and the time grid Π L , i.e.
By approximating these expectations with the MLMC samples M (m−1,K) ·,t , the Euler type iterative MLMC particle method relies on the system of SDEs:
(25)
where ϕ k (Y ·,·,·,−1 ) = 0. Under the assumptions listed in Section 2, we derive the precise error bound for (24) as confirmed in Theorem 2 by following similar lines as presented in [18] .
. Then there exists a constant c > 0 (independent of the choices of M, L and {N m,ℓ } m,ℓ ) such that for every t ∈ [0, T ],
where M Remark 2. If one use iterative MLMC containing M Picard steps to reach the required MSE accuracy level ε 2 , the cost of the first Picard step is ∑ L ℓ=0 h −1 ℓ N 0,ℓ and that of rest Picard steps is
Thus the sum of these cost gives the total cost.
Algorithm
The complete MLMC particle approximation via projection is presented in a schematic form as Algorithm 1. 
Complexity
Approximation of Expectations First, we present the complexity theorem for projections w.r.t. the basis (13) , that is, we consider the particle system (12) .
) be a Lipschitz continuous function. Assume (AC), (AF) and (AD) hold. Then there exists a constant c such that for any ε < e −1 there exists K, L and N such that
with the corresponding computational cost being of order ε −3 log(ε −1 ).
Proof. From Theorem 1, (AD), the property of geometric series and standard results for the underlying particle system, we obtain
It induces the following optimisation problem min K,L,N C(K, L, N)
Then (28) leads to K log(ε −1 ), h L ε and N ε −2 . Combining these and (27) completes the proof.
Next, we present the complexity theorem for iterative MLMC with projected coefficients approch for the particle system (24). 
where M 
By (Ker-Reg) and (µ 0 -L p ) , Theorem 2 further gives 
In a similar way as in Giles's complexity theorem in [10] , we see that the only difference is presence of multiplicative constants M and K in (29) and additive cost functions exp(−2γ • K) and 1 M! in (30). First, we have
By the Stirling approximation in [16] , given by √ 2πn n+ 1 2 e −n ≤ n!, ∀n ≥ 1, , along with (31), we obtain
From [9] , we know that ∑ L ℓ=0 N ℓ h −1 ℓ ε −2 | log ε| 2 . Combining this, (29), (31) and (32) yields the result.
Density estimation Let us now discuss the estimation of the densities µ t , t ≥ 0. Fix some t > 0, K ∈ N d and set
where γ A k (t) is a type of approximation for γ k such asγ k in (12) and M (M) k,t in (24). We again work with MSE in the similar form of (4) and we obtain
If we assume that the coefficients b and σ are infinitely smooth w.r.t the basis (13) in the sense that
for some constants α • , β • > 0, then it can be shown along the same lines as in the proof of Theorem 2.2 in [1] that
for some γ • > 0, provided that the diffusion coefficient satisfies the Hörmander condition. As shown in Example 1, D k,ϕ and L k,ϕ are uniformly bounded in k. To ensure MSE < ε 2 0 , combing (33) and (34), together with the property of geometric series implies K | log(ε 0 )|. Therefore, for any |k| < K, we need
It means if we set the accuracy level ε as
in previous complexity theorems for approximation of expectations, we find the optimal parameter setting corresponding to γ A k (t) for both methods. By computation, the complexities are in the magnitude of
respectively.
Numerical Experiments
Projection particle method
Consider the MVSDE of the form:
i.e. of the form (1) As a result α n (y) = e −(x−y) 2 /2−x 2 /2 H n (x) dx = π 1/4 1 2 n/2 y n √ n! e −y 2 /4 , where H n stands for the normalised Hernite polynomial of order n. We take σ = 0.1. Using the Euler scheme with time step h = 1/L = 0.01, we first simulate N = 500 paths of the time discretised processX ·,N . Next, by means of the closed form expressions for α n , we generate N paths of the projected approximating processX ·,K,N , K ∈ {1, . . . , 20} using the same Wiener increments as forX ·,N , so that the approxi-mationsX ·,N andX ·,K,N are coupled. Finally, we compute the strong approximation error
and record times needed to compute approximationsX ·,N 1 andX ·,K,N 1 , respectively. Figure 1 shows the logarithm of E N,K versus the logarithm of the corresponding computational time differences for values K ∈ {1, . . . , 20}. As can be seen, the relation between logarithmic strong error and logarithmic computational time gain can be well approximated by a linear function. On the left-hand side of Figure 1 we depict the projection estimate for the density of X 1 corresponding to K = 10. Strong error E 500,K between the solution of projected (see (12) ) and non-projected time-discretised particle systems (see (2) ) versus the difference (gain) in computational time. Right: Estimated density of X 1 using 11 basis functions.
Remark 3. Note that in Figure 1 (also Figure 4 ) the approximated density takes negative values but for example it can be resolved by a certain shifting transformation (see section 2.7 in [2] ).
Iterated MLMC on Kth order Hermite Projected SDE
Likely, consider one-dimensional Kth order Hermite Projected SDE (36):
where T = 1, σ = 0.1, ϕ k (x) =H k (x)e − x 2 2 and α k (x) = π 1/4 1 2 k/2 x k √ n! e −x 2 /4 .
Tests of convergence rates
As to initialisation, let X 0 ∼ N(0.5, 1), X 0 = 0.5 and L = 5 (recall that h ℓ = T · 2 −ℓ ). In the case when X 0 ∼ N(0.5, 1) (does no change with time) first Picard X 1 is just an SDE with drift at each time-step being exactly the same. We perform tests across all Picard steps and obtain convergence rates are stable during all Picard iterations as depicted on Figure 2 . Results are shown in Figure 2 . 
) . Similarly, the sequence (b ℓ ) corresponding to strong error of ϕ 0 becomes b ℓ :
. The reference lines in Figure 2a and Figure 2b indicates α = 1 and β = 2 respectively.
Comparison of all three methods. In this section, we compare complexities among standard Particle system applied to the original MVSDE (35), Projected Particle system applied to SDE (36) and iterated MLMC (MLMC with Picard) with projected coefficients applied to SDE (36). The measurement of computational cost consists of the number of random gerenations, evaluations of the drift coefficient while ignoring a small amount of constant computational cost induced by linear interpolation operations.
Remark 4. We consider the particle system with 5 ·10 5 particles and 2 10 timesteps as proxy for the explicit solution of equation (35) and it corresponds to the benchmark value 1.4951. The MSEs then have been verified, for example, if we require MSEs to be less than ε = 0.03, the values lie in the desired region (1.4951 ± 2ε).
Complexity. Figure 3 presents the comparison of those complexities. plied to SDE (36) to further improve the Projected Particle method after reducing interactions from N to K.
Estimate density of X 1 . Combining Figure 3 and Figure 4 concludes that iterated MLMC with projected coefficients reduce the computational cost without losing the accuracy in terms of density estimation.
Conclusions
In this article, we presented a novel iterative MLMC estimator for the challenging problem of simulating McKean-Vlasov SDEs. As in the classical stochastic particle, approximation particles are not independent and the bias and statistical error are in a nonlinear relationship, classical methods fails. Nonetheless in the case when coefficients of MVSDEs are smooth enough our approach recovers computational complexity ε −2 | log(ε)| 3 . This is a very promising strand of research and in the future work and we have addressed the complete rigorous analysis of this fact under certain assumptions. Furthermore, our approach easily extends to other than projections approximation methods and also allows for MLMC treatment of approximating densities. Finally, we believe that the idea of approximating a complex/non-linear/highlydimensional models with manageable/simplified models and then applying iterative MLMC approach can be fruitful in other application areas and we anticipate interest in this approach from various research communities. Fig. 4 : Estimated density of X 1 using 10 basis functions both for Projected particle system and iterated MLMC with projected coefficients during all Picard steps.
