Accurate and reliable forecasts of key hydrological variables such as stream flow are of importance due to their profound impacts on real world water resources applications. Data-driven methods have proven their applicability to modeling complex and non-linear hydrological processes. This paper presents a novel visual modeling system that has been developed to overcome the problems involved in implementation of data-driven models for hydrological forecasts using conventional programming languages: problems such as the effort and skill needed to program the models, the lack of reusability of existing models, and the lack of shared tools to perform tedious tasks such as preprocessing data. The system provides an integrated visual modeling environment within which users are able to graphically design and verify specific forecasting models for particular problems without writing code. A set of popular data-driven models are offered by the system. Plug-in models created by wrapping existing code are also allowed to run within the system due to the system's open architecture. The system's feasibility and capability is demonstrated through a case study of forecasting 1-day ahead flow in a river basin located in China. The encouraging simulation results show that the system can simplify the process of implementing hydrological forecast.
M max maximum number of hidden neurons for ELM hydrological processes, but they often require complicated input data as well as rigid boundary and initial conditions.
The higher data requirement becomes a serious barrier for the application of the physically based models, especially in developing countries where the availability of spatial and hydrological data of required quality is rather limited.
In recent years, data-driven models are gaining increasing interest from hydrologists. Their attractiveness comes from that they directly establish mappings between stimuli and response of a hydrological process rather than attempting to reach understanding of internal structure of the physical process (Lorrai & Sechi ) . The applicability of data-driven models only relies on the availability of recorded time series of environmental observations data. Therefore, employment of data-driven modeling in hydrological forecasts became popular as a result of the growing availability of the data. They were used to forecast real time flood, simulate rainfall-runoff procedure, infill missing data and predict water quality. Most of the existing data-driven models were based upon the methods of computational intelligence and machine learning (Solomatine & Ostfeld ) . Artificial neural networks (ANNs), model trees, fuzzy-rule based systems, and support vector machines (SVMs) are the mostly utilized techniques for implementing these models.
Despite significant improvements made in enhancing hydrological forecasts using data-driven models, applying these models to real world problems is a huge challenge posed on water resource managers and engineers. On one hand, implementing the model algorithms by writing computer programs often requires comprehensive technical experience and coding skills. Although many software packages such as Matlab allow the reuse of existing datadriven modules or libraries, these modules are standard and they may not be directly used to produce desired results.
As a result, considerable efforts are still needed to tune them to specialized applications. Visual modeling technology could be leveraged for simplifying model construction process. It provides necessary abilities to help users accomplish modeling exercises while hiding complexity of the underlying code by providing easy-to-use interfaces.
However, tools that enable hydrologists to perform a datadriven modeling exercise from start to finish in a visual environment have not yet emerged. On the other hand, the process of applying data-driven models involves other important steps, such as determining suitable model inputs, building and maintaining a database to store and manage observations data, data formatting and cleansing, data visualization and summarization, and the use of modeling experiences to evaluate the empirical regularities.
Performing these tasks requires the modelers to have enough expert knowledge and modeling skills such as databases, statistical analysis, and machine learning algorithms.
However, water resource managers and engineers are often not ready to be equipped with these skills. Thus, data-driven modeling approaches are not easy for them to use.
Reuse of existing data-driven models is another challenge that has received little attention in hydrology modeling community. The importance and benefit of model exchange and reuse have been highlighted by the environmental modeling community. Utilization of existing work is much more efficient and potentially more robust when the existing methodology is already proven (Holz- 
DATA-DRIVEN MODELING FOR HYDROLOGICAL FORECASTING
Essence of data-driven modeling When modeling hydrological time series, the future output y (t þ Δt) (e.g. runoff) is often assumed to be related to current and past inputs x i (t-n i )
here Φ is the unknown non-linear mapping function; i ¼ 1, 2, …, P; P is the number of input variables; t is current time; Δt is lead time; n i is the maximum lag (also called memory length) for the ith input variable, e(t) is the unknown mapping error to be minimized. If concurrent value for the input variable x i is available, in other words,
x i (t þ Δt) is known, the concurrent value could be included in the input vector. In hydrology, the values of x i can be causal variables such as rainfall, temperature, previous flows, water levels, meteorological data, and so on. The values of y can be hydrological responses such as runoff, stream-flow, and others (Govindaraju & Artific ) .
In general, the data-driven modeling process includes training of the model on sample sets and then using the trained model to forecast (or predict) the behavior at subsequent times (Basheer & Hajmeer ) . If there are P input time series and one output time series, a training set could be built through synthesizing these time series. The training set is expressed as
where the duple (x k , y k ) is an instance of the training set;
k ¼1,2,…, K; K is the total number of the training instances;
the n-dimensional input vector x k ¼ [x 1 , x 2 , …, x n ] k ; y k is the desired output with respect to x k . The process of learning 
SYSTEM DESIGN AND IMPLEMENTATION

Requirements for the system
After analyzing common characteristics and key procedures of data-driven modeling approaches, we identify the key requirements the system has to meet:
• Provide a user-friendly interface and isolate the users from the complexity of underlying codes. For expert users, the system should provide support for accepting user-developed components to extend the system's capabilities.
• The ability to cope with the diversity of various data sources and to overcome syntactic and semantic heterogeneities that exist between the sources.
• Support for graphical representation of model structure,
wherein the user is able to arbitrarily design and modify the structure, explore and edit the model parameters, and test the model performance with visual response.
• Support for choices of alternative models and methods, whenever possible. This enables the user to investigate the performance of alternative models, and find out which of the candidate models is indeed appropriate, thus overcoming the disadvantage arising from systems with only one option.
• Provide shared tools to perform important but tedious tasks such as determination of input variables, building training sets, normalization of data and so on.
• Support for persistence of user-defined model structure and parameters to a file for future use without repeating the modeling steps.
Conceptual design
Given the above requirements, the development of the system started with conceptual design. To cope with the diversity of data sources, relational database management systems (RDBMS) were employed to assemble and achieve observation records, taking advantage of the high performance of RDBMS for querying and managing data.
Additionally, the issue of syntactic heterogeneity could be addressed by leveraging RDBMS. First, it is easy to develop an extensible system by employing a plug-in mechanism. Communications between the host system and its plug-ins are done through these well-defined interfaces. The second benefit is the ability to switch models without affecting the operation of the host system. The standard interfaces for data-driven modeling The validate method of IPredictionSchema is typically called by the graphic user interface (GUI) at configuration time when elements of schema have been added, removed or modified. The Save method is responsible for saving schema elements, layouts and settings to local files, while the Load method is in charge of loading the saved files to reproduce the model structure. IPredictionSchema provides a unified and model-independent way to describe a forecasting model structure, it allows different data-driven models to share the same data patterns and thus enables to seamlessly switch to alternative models.
Definition of data structure
In order for the system to manipulate the observations data at an abstract level, a set of interfaces corresponding to the site's location in a standard geo-reference system (e.g.
WGS84 
SYSTEM IMPLEMENTATION
According to the conceptual design described above, a visual modeling system was developed using C# language based on 
CASE STUDY
In order to verify feasibility and effectiveness of the modeling system, a case study aimed at modeling daily flow in a river basin was conducted. Three data-driven methods provided by the system were used to develop different forecasting models. The fitness of these models was evaluated against the same data sets from the same study area.
Comparison of these models was made by means of several commonly accepted performance indices and by comparing the simulated values with the measured values.
Study area and data used
The study area selected is the Qingjiang River basin located in The geographic locations of the 10 stations are visualized on the map viewer (see Figure 5 ). The name of each station is displayed in a popup window that attaches the station's point symbol. The study area is highlighted using a polygon with aqua color, and main streams of the basin are rendered using blue poly-lines.
Implementation of forecasting models
As can be seen in Figure 5 , all the stations are distributed on the upstream area of the basin, where the Enshi station is the outlet of this sub-area. Therefore, a forecasting of daily river flow at Enshi station was modeled. Three forecasting models were constructed using ANN, SVR and ELM, respectively.
For the same basis of comparison, the same training, verification and test data sets were used for these three models.
The first 7 years (1974) (1975) (1976) (1977) (1978) (1979) (1980) of the available data were used for model training, the following 2 years (1981) (1982) were taken as the verification data set and the remaining 2 years (1983) (1984) were used for testing forecasting capabilities.
The at Enshi station can be identified as an AR(4) model, so the lag for this variable was set to 4. Therefore, the general structure shared by the three forecasting models has the form Q e ðt þ 1Þ ¼ Φ½Q e ðtÞ; Q e ðt À 1Þ; . . . ; Q e ðt À 3Þ; R j ðtÞ; R j ðt À 1Þ; R j ðt À 2Þ; Q s ðtÞ; Q s ðt À 1Þ; . . . ; Q s ðt À 3Þ
where Q e (t þ 1) is the river flow to be forecasted at Enshi station for the time t þ 1; Q e (t-l ) and Q s (t-l ) are the inputs of past river flow for the time t-l at Enshi and Lichuan stations respectively (l ¼ 0, 1, 2, 3); R j (t-r) is the input of past rainfall at the jth rainfall gauge station ( j ¼ 1, 2,…,8;
r ¼ 0, 1, 2). In Figure 4 , the prediction schema corresponding to Equation (3) 
RESULTS AND DISCUSSION
In order to evaluate the generalization (or forecasting) ability of the trained models, the three models were applied to predict 1-day ahead river flow for the testing period 1982- formance. The forecasted river flows produced by the three models versus the measured river flows in the testing period are presented graphically using curves and scatter plotting as shown in Figure 6 . The following can be summarized from the figure:
1. It can be seen from the scatter plots that there is relatively good agreement between the simulated and observed hydrographs for all the three models. Thus, it is practically possible to develop daily river flow forecasting models using these data-driven approaches. However, the scatter plots also show that there are discrepancies in matching some of the peak events, where the events 2. Representative details of the hydrographs are presented in Figure 6 , in which the capability of predicating peak events by the three models could be obviously viewed.
The SVR estimates of the peak and low values are closer to the corresponding observed values than those of the ANN and the ELM model. The ANN model is found to be over-predicting the peak flows of extreme, while the EML model seriously underestimates a number of moderate and high magnitudes of the flows.
3. From the overall exercises, the possibility of using the ANN, SVR, ELM data-driven components for river flow modeling was demonstrated. The fact that the three data-driven components ran independently and sufficiently good forecasting results were made prove that the system can be applied to real world scenarios.
CONCLUSIONS
In this paper we presented a flexible system for building hydrological forecasting applications with data-driven models. The development of the system has been motivated by the following considerations: low modeling efficiencies and complex programming that block the current practice in hydrology forecasting applications; the lack of approaches that facilitate reuse of existing codes and models; the diversity of observations data sources and the heterogeneity problems that make the data not easy to use.
To resolve these issues, the following work was carried out. The problem of accessibility of modeling for nonprogrammers was addressed by developing the visual modeling system. To facilitate reuse of the existing model, a set of standard interfaces for data-driven modeling were defined. Components that support the interfaces become acceptable by the system. Existing models written in different programming languages could be migrated to the system through a wrapping pattern. To enhance organization and analysis of point observations data, the ODM data model was adopted, upon which a variety of tools and utilities were developed to assist the user in managing and analyzing data and pre-andpost processing data in modeling procedures.
The presented system is still under continuous development. In future work we will address the following issues.
(1) More data-driven methods will be employed in the near future, such as genetic programming (GP) and Recently, various methods have been proposed to identify the parameters, such as the simulated annealing algorithms, the shuffled complex evolution algorithm (SCE-UA) and the non-dominated sorting genetic algorithm (NSGA-II). These methods will be employed to assist with identifying the optimal model parameters. (4) The linkage mechanism of the current system is far from perfect. Sometimes a forecasting model requires an input value that is generated by other models. This requires an enhanced linkage mechanism that allows for models from different background and approaches working in concert.
