Abstract. In this paper, we introduce a new generalization of the Hermite matrix polynomials expansions of some relevant matrix functions appearing in the solution of differential systems. An explicit representation and an expansion of the matrix exponential in a series of these matrix polynomials is obtained. Properties of Hermite matrix polynomials such as the recurrence formula permit an efficient computations of matrix functions are established. A new expansions of the matrix exponential for a wide class of matrices in terms of Hermite matrix polynomials is proposed.
Introduction and preliminaries
Hermite matrix polynomials have been introduced and studied in [2, 8, 10, 15, 19, 20] for matrices in C NxN whose eigenvalues are all situated in the right open half-plane. As in the corresponding problem for scalar functions, see [22] , the problem of the development of matrix functions in series of Hermite matrix polynomials requires some new results about the matrix operational calculus not available in the literature and some properties are given in [4, 5] . For the sake of clarity in the presentation, we recall some properties of the Hermite matrix polynomials, which will be used below and that have been established in [7] , see also [9] .
Theory and applications of scalar orthogonal polynomials are elegant, extensive, and diverse, with fundamental results dating back to developmental work by Hermite, Jacobi, Laguerre, Legendre, Tchebicheff [3, 13, 14, 16, 17, 18, 21] and many others. The aim of this paper is to provide some answers to the problems arising in the study of the development of matrix functions in series of Hermite matrix polynomials as well as address the generalized Hermite matrix polynomials which plays an important role in the analysis of series expansions of Hermite matrix polynomials. This approach will per-mit the introduction of the Hermite matrix polynomials and to establish the basis of a matrix polynomials associated to m order matrix differential equations. Furthermore, we prove that the generalized Hermite matrix polynomials satisfy a matrix differential equation, as well as to show the relationship between Hermite matrix polynomials with some matrix differential equations.
If DQ is the complex plane cut along the negative real axis and log(z) denotes the principal logarithm of z [6], then z2 represents exp(^ log(z)). If A is a matrix in C NxN its two-norm denoted by ||^4||2 is defined by
where for a vector y in C N , ||y||2 denotes the usual Euclidean norm of y, \\y\\ 2 = (y T y)2. The set of all the eigenvalues of A is denoted by cr(A). If f(z) and g(z) are holomorphic functions of the complex variable z, which are defined in an open set Q of the complex plane and if A is a matrix in C NxN such that a (A) C fI, then from the properties of the matrix functional calculus [6] , it follows that
If A is a matrix with <r(A) C Do, then Ah -y/A = exp(| log(A)) denotes the image by 22 = \fz -exp(| log(z)) of the matrix functional calculus acting on the matrix A. We say that A is a positive stable matrix [5, 8, 10 ] if
for all 2 e a(A).
If A(k,n) and B(k,n) are matrices on for n > 0, k > 0, it follows in an analogous way to the proof of Lemma 11 of [18] 
where F(x,y,t, A) regarded as a function of the complex variable t is an entire matrix function, therefore has the Taylor series about t = 0 and the series obtained converges for all vales of x, y and t. Using the relation (1.3), we can write
Thus, from (2.2) and (2.3), we obtain an explicit representation for the two-variable Hermite matrix polynomials in the form Now, we study the uniform convergence of the matrix series (2.1) in the complex domain |oe| < a and \y\ < b for a fixed value of t. By taking norms in (2.3), it follows that (2.5) ||iï nim (a;,y,A)|| < N",m(a||VmÂ||, 6), |x| < o, \y\ < b, ne N where N n ,m(x,y) is the scalar Hermite Kampé de Fériet polynomials [1] in the form:
So from the properties of the classical scalar Hermite polynomials, we have
In view of (2.5) and (2.6), the matrix series (2.2) is termwise differentiable with respect to x and y. Before getting into the main body of the paper, let us recall some important properties of the generalized Hermite matrix polynomials 
from which by comparing the coefficients of t n on both sides of the identity, we get (3.14). The series can be given in the form (ax + (3z, ny + vw, A) n=0 by comparing the coefficients of t n , we get (2.15). The proof of Theorem 2.1 is completed. In the following corollary, we obtain the properties generalized Hermite matrix polynomials as follows. 
Proof. Now, from the properties of exponential matrix (1.3) in addition (2.1), we can write
by comparing the coefficients of t n , we get (2.16) and the proof of Corollary 2.1 is completed.
Recurrence relations
Some recurrence relation is carried out on the generalized Hermite matrix polynomials. At first, we obtain the following theorem. The series of absolute values of this series is the expansion in series of the functions \ZmA\t\ exp I \x\\t\\/rnA + \y\\t\ m I), and, consequently, the series (3.3), considered as a series of functions of x, y and t, is uniformly convergent. Prom (2.1) and (3.3), we have
Hence, from identifying coefficients in t n , it follows that Iteration (3.4), for 0 < r < n, implies (3.1). Differentiating the identity (2.1) with respect to y and identifying coefficients in t n , we get (mn + n)! dy n Therefore, the expression (3.2) is established and the proof of Theorem 3.1 is completed. The following corollary is a consequence of Theorem 3.1. ~Hn-m+l,m(x,y, A) . (re -m + 1)! ox Using (3.4) and (3.9), we get (3.8). Finally, the proof of Theorem 3.2 is completed.
In the following result, the generalized Hermite matrix polynomials appear as finite series solutions of the m-th order matrix differential equation. From (3.8), (3.11) and (3.12) to obtain (3.10). Thus the proof of Corollary 3.2 is completed.
Expansion of Hermite matrix polynomials
Now, we can see state that the expansion of Hermite matrix polynomials together with their properties to prove the following result. Expanding the left-hand side of (4.2) into powers of t and identifying the coefficients of t n on both sides gives (4.1). Therefore, the expression (4.1) is established and the proof of Theorem 4.1 is completed. Proof. It is clear that for n = 0 the inequality (4.4) holds true. Suppose that (4.4) is true for k = 0,1,..., n. Taking norms in the three terms formula (3.8) and using the mathematical induction hypothesis one gets
).
by (4.4) one gets (4.3) for n + l. Hence, the inequality (4.3) is established.
Hermite matrix polynomials series expansions
It is well known that the matrix exponential plays an important role in many different fields and its computation is difficult, see [16] for example. We propose with Hermite matrix polynomial series a new expansion of the matrix exp(a;5), sin(xB), cos(xB), cosh(xB) and sinh(xB) for matrices satisfying the spectral property [6] (4.5)
\Re(x)\ > \Im{x)l for all xea(B). 
OO , 2n+(m-2)fc
71=0
Therefore, (4.7) follows. By similar arguments we can prove the relations (4.8), (4.9) and (4.10). In order to study the uniform convergence of (4.6)-(4.10). Let B be a matrix in C NxN satisfying the condition (4.6). To this aim and by Lemma 4.1 one gets
Indeed, the matrix series appearing in the right-hand side is convergent to e xB , and thus the convergence of the matrix series (4.6) is uniformly in any bounded interval of the real axis.
Moreover, the convergence of the matrix series appearing in (4.6)-(4.9) and (4.10) to the respective matrix functions exp(xi?), sin (xB), cos (xB), sinh(xfî) and cosh(x-B) are uniform in any bounded interval of the real axis. Therefore, the result is established. REMARK 4.1. The series developments given by (4.6)-(4.10) has one important advantage with respect to the Taylor series, from a computational point of view. In fact, the advantages come out from the fact that it is not necessary to compute powers B n of the matrix B, as well as, the fact ^hat using the terms matrix relationship (3.8), the generalized Hermite matrix polynomials can be computed recurrently in terms of Ho:m(x,y, ^¡B 2 ) = I
and Hltm(x,y, ±B 2 ) = xB.
Rodrigues's formula
In this section, we provide a Rodrigues's formula for the Hermite matrix polynomials. For the sake of clarity in the presentation of the next result, we recall that if /(z) is an entire function of the complex variable z, and g(z) is a holomorphic function in the neighborhood of cr(A), then from Theorem 12 of [6], if F(z) = f(g(z) ), then it follows that (5-1)
F(A) = f(g(A)).
The generating matrix function (2.1) with the aid of the Taylor's theorem gives Thus by identification of the coefficients of t n in both sides gives the representation (5.4). In the following corollary, we obtain another recurrence formula for the generalized Hermite matrix polynomials as follows.
