ABSTRACT 1 3D ultrasound is a promising imaging modality for clinical diagnosis and 2 treatment monitoring. Its cost is relatively low in comparison with CT and MRI, no 3 intensive training and radiation protection is required for its operation, and its hardware is 4 movable and can potentially be portable. In this study, we developed a portable freehand 5 3D ultrasound imaging system for the assessment of musculoskeletal body parts. A 6 portable ultrasound scanner was used to obtain real-time B-mode ultrasound images of 7 musculoskeletal tissues and an electromagnetic spatial sensor was fixed on the ultrasound 8 probe to acquire the position and orientation of the images. The images were digitized 9 with a video digitization device and displayed with its orientation and position 10 synchronized in real-time with the data obtained by a spatial sensor. A program was 11 developed for volume reconstruction, visualization, segmentation and measurement using 12
ultrasound data set. Those available methods can be mainly classified into voxel nearest-1 neighbour (VNN) interpolation [20] , pixel nearest-neighbour (PNN) interpolation [21] , 2 and distance-weighted (DW) interpolation [9] . Besides these well-known methods, 3 Rohling et al. [18] introduced an interpolation method based on radial basis function 4 (RBF). Gaussian convolution kernel was also applied to reconstruct volume data [10, 12] . 5
In addition, a Rayleigh interpolation algorithm was proposed by Sanches et al. [19] for 6 improving the quality of reconstruction. These improved methods can provide better 7 results of interpolation with a cost of increased computational complexity. Hence, most 8 of them are not suitable for real-time clinical applications. In this study, we proposed a 9 modified DW method to improve the trade-off between the interpolation accuracy and the 10 computation time. 11
For clinical applications, musculoskeletal ultrasound has been proven to be a 12 challenging area due to the complexity of various soft tissues and bones in 13 musculoskeletal body parts [22] . It is difficult to obtain the spatial relationship between 14 different tissues, such as bone, joint, tendon and muscles using 2D sonography. 3D 15 ultrasound imaging can significantly improve the visualization of musculoskeletal 16 disorders. Assessment of musculoskeletal tissues is commonly required in various fields 17 including orthopaedics, physiotherapy and sports training, where on-site assessment is 18 preferred. 19 Accordingly, this study was aimed to develop a portable 3D volumetric 20 ultrasound imaging system for the assessment of 3D morphology of musculoskeletal 21 tissues. The paper was organized as follows. In section 2, we described the development 22 of our system using three separated portable devices for data collection and 3D image 23 reconstruction and display. In addition to the system design, an improved algorithm for 1 volume reconstruction was introduced and experiments for evaluating our system were 2 presented. In section 3, the experimental results of phantoms and human subjects were 3 provided to demonstrate the performance of this system. Section 4 gave a discussion on 4 this system and a conclusion was drawn in section 5. 5 6 2. Methods 7 8
System components 9
Our freehand 3D ultrasound system was comprised of three parts including a portable 10 electromagnetic spatial sensing device, a portable ultrasound scanner, and a portable PC 11 with software for data acquisition, 3D reconstruction and visualization (Fig. 2) . The real-12 time position and orientation of the ultrasound probe in 3D space were recorded by the 13 electromagnetic measurement system (MiniBird, Ascension Technology Corporation, 14
Burlington, VT, USA). The spatial data including three translations (t x , t y , t z ) and an 15 orientation matrix was transferred from the control box of MiniBird to the computer 16 through its RS232 serial port. The sampling rate of MiniBird could be as high as 100 Hz 17 so that sufficient data could be collected to improve the accuracy of the spatial 18 information by averaging. The documented positional accuracy, positional resolution, 19 angular accuracy, and angular resolution of MiniBird were 1.8 mm (RMS), 0.5 mm, 0.5° 20 (RMS), and 0.1°, respectively, for a spherical range with a radius of 30.5 cm (MiniBird 21
Manual, Ascension Technology Corporation, Burlington, VT, USA). We tested the 22 positional accuracy of MiniBird at 10 cm using the 3D translating device and obtained an 23 average accuracy of -0.0602±0.208 mm. For the experiments described in the manuscript, 1 the distance between the spatial sensor and the transmitter was kept as short as possible to 2 achieve accurate results (in a range of approximately 10 cm to 20 cm). The receiver of 3
MiniBird was mounted on the ultrasound probe of the portable real-time B-mode 4 ultrasound scanner (SonoSite 180PLUS, SonoSite, Inc., Bothell, WA, USA). A linear 5 probe (L38/10-5 MHz) was chosen to scan musculoskeletal body parts. A video capture 6 card (NI-IMAQ PCI/PXI-1411, National Instruments Corporation, Austin, TX, USA) 7 was installed in the PC and used to digitize real-time 2D ultrasound images. The 8 maximum digitizing rate of the video capture card was 25 frames per second using the 9 standard of PAL. In this system, 8-bit grey images were acquired by the video capture 10 card. During data acquisition, spatial information and 2D digital ultrasound images were 11 recorded simultaneously using software programmed in Visual C++. This software also 12 provided functions for signal and image processing, volume reconstruction, visualization 13 and analysis. Visualization toolkits (VTK, Kitware Inc., NY, USA) were integrated into 14 the software for image processing and volume rendering. The software ran on the PC 15 with 2.4 GHz Pentium IV microprocessor and 512 M bytes RAM. 16 17
Calibrations 18
Calibrations of the freehand 3D ultrasound imaging system included temporal 19 calibration and spatial calibration [10, 20] . Since two independent devices were used to 20 collect the spatial data and 2D B-scans, the delay between the two data streams during 21 acquisition could not be avoided. Thus, temporal calibration was necessary to be 22 performed for determining the temporal offset between time-stamps of the spatial 23 information and B-scans. Treece et al. [16] introduced a new method to conduct temporal 1 calibration by comparing the difference between the positional data read from a spatial 2 sensor attached on an ultrasound probe and those extracted from corresponding B-scans 3 when the probe was manually moved towards the bottom of a water tank. In this paper, 4 an improved temporal calibration approach was used to achieve more accurate results. 5
We used a 3D translating device (Parker Hannifin Corporation, Irvine, CA, USA) to 6 control the movement of the ultrasound probe so as to achieve steady movements of the 7 probe. In addition, the probe movement direction could be controlled perpendicular to the 8 bottom of the water tank to avoid the potential errors caused by the irregular probe 9 movement in the case of manual manipulation. To avoid the possible influence from the 10 metal parts of the translating device, the probe together with the electromagnetic sensor 11 were hold by a plastic arm with a length of 0.5 m and its other end was fixed to the 3D 12 translating device (Fig. 3) . At the beginning of temporal calibration, the probe was 13 submerged in the water tank, the bottom of which was shown as a horizontal line on the 14 B-scan. After several seconds while the probe was kept steady, the probe was moved up 15 and down at different rates by the 3D translating device and the line on the image went 16 up and down accordingly. After approximately 22 seconds, the probe was kept steady 17 again for one second. During the movement, all B-scans and spatial data were recorded. 18
To get the temporal difference between the two data streams, we normalized the positions 19 of lines shown on all B-scans and in those read from the spatial sensor both in the range 20 of 0 to 1. The image sampling rate was set to 21 Hz, 16 Hz, 12 Hz, 9 Hz, and 5 Hz 21 respectively while the maximum achievable sampling rate used for the spatial data 22 collection ranged from 45 Hz to 100 Hz. For a comparison with the position data 23 extracted from the ultrasound images, the spatial data collected from the electromagnetic 1 sensor were re-sampled to match each of the image sampling rates. Fig. 4(a) shows a 2 typical temporal comparison between the normalized position data detected by the two 3 systems with a sampling rate of 21 Hz. Time delays between the two sets of data can be 4 obviously observed in Fig. 4(a) . The exact time delay was obtained by shifting the 5 position data obtained by the electromagnetic sensor from -50 ms to 50 ms with a step of 6 1 ms. For each step of shifting, the position data measured by the electromagnetic sensor 7
were interpolated using a spline interpolation. The root-mean-square difference between 8 the two sets of data was then calculated for each shift. Fig. 4(b) shows the root-mean-9 square differences calculated for the two data sets shown in Fig. 4 
(a). The time delay 10
between the two sets of data corresponded to the temporal shift with the minimum root-11 mean-square difference. 12
The spatial calibration was performed to determine the spatial relationship 13 between the B-scan image plane and spatial sensor attached on the probe. We conducted 14 spatial calibration using a cross-wire phantom [23] . Two cotton wires were crossed in a 15 water tank. The probe was moved at a speed of approximately 2 mm/s to scan over the 16 crossing point. When a typical cross was displayed in the collected image, the image and 17 the position and orientation data read from the spatial sensor were recorded. For each 18 experiment, we captured 60 B-scans that displayed the cross from various directions and 19 marked the centre of the cross manually. According to the position of each marker in the 20 image plane and the position and orientation information read from spatial sensor, the 21 three translation parameters (t x , t y , t z ) and three rotation parameters (α, β, γ) of the spatial 22 transformation from the B-scan plane to the coordinate system of the position sensor 1 were calculated using a Levenberg-Marquardt nonlinear algorithm [17] . 2 3
Scanning approach 4
Before data acquisition, the region to be scanned should be defined. Similar to the 5 key frame method used by Barry et al. [9] , we predefined two reference frames that 6 determined the volume coordinate system C for volume reconstruction before data 7 acquisition. As shown in Fig. 5 , the two reference frames recorded before data acquisition 8 represent the start position and end position of the region to be scanned. According to 9 these two reference frames, the software created a cuboid volume with the width and 10 height to be the same as those of a B-scan and the length to be the distance between the 11 two upper-centre points of the two reference images. The z-axis of the volume was 12 defined by calculating the vector from the start point to the end point as shown in Fig. 5 . 13
The x-axis and the y-axis of the volume were derived from the coordinates of the two 14 reference B-scan planes recorded at the start position and the defined z-axis. Further 15 corrections for x-axis, y-axis, and z-axis were conducted to make them a right-handed 16
Cartesian coordinate system. The user could scan the probe within the defined region and 17 all B-scans located inside the region would be used to reconstruct the volume. During 18 scanning, the original B-scan image could be displayed with its position and orientation 19 adjusted in real-time according to the collected spatial information (Fig. 6 (d) ). The pre-20 defined volume could also be adaptively enlarged if the real scan region was beyond its 21 boundary. 22
Data processing 1
Since the low cost portable ultrasound scanner had relatively poor image quality, 2 different image processing methods including equalization, a 2D Gaussian filter (δ = 0.5 3 to 2.0, kernel size = 3×3 pixels to 5×5 pixels) and a Median filter (3×3 pixels and 5×5 4 pixels) were used to improve the image quality. According to the needs of practical 5 applications, the software provided functions for the operator to choose valid frames, to 6 select region-of-interest (ROI), and to scale the size of ROI (Fig. 6) . Defining ROI was to 7 remove all description information like patient's name and experiment date. This function 8 was realized by dragging the mouse to define a rectangle on an original B-scan and 9 discarding the content outside the rectangle in all 2D B-scans. Properly reducing the size 10 of frames and scaling ROI could make volume reconstruction easier and faster without 11
compromising significantly the quality of the final reconstruction. In addition, a low-pass 12
Gaussian filter was used to smooth the position and orientation data acquired by the 13 electromagnetic spatial sensor. 14 15
Volume reconstruction 16
The volume reconstruction was divided into two stages, i.e. data mapping and 17 gap filling. First, a volume coordinate system with a regular voxel array was defined in 18 accordance with the scanning region and the size of ROI. In the stage of data mapping, 19 each pixel from every B-scan was transformed to the volume coordinate system. Fig. 7  20 shows the 2D representation of this grid-mapping algorithm for volume reconstruction. 21
For each voxel in the volume, we defined a sphere region centred about it. The weight of 22 the contribution of each involved pixel was determined by the distance from the pixel to 23 the centre of the voxel. The final value of the voxel was the weighted sum of the 1 intensities of all pixels falling in this sphere region. This process can be described as: 2 (Fig. 1) . 7
If the size of a voxel was set larger than a pixel, it was possible that more than one 8 pixel was transformed to the same grid of the voxel, while gaps might also result when no 9 pixel fallen into some grids in the volume. To solve such a problem, Barry et al. [9] used 10 a spherical region for each voxel and computed the weighted average of all pixels in this 11 region using the inverse distance as the relative weight. However, if the range of the 12 spherical region was set too large, the volume appeared being highly smoothed; 13 otherwise gaps remained there [18] . 14 In this study, we proposed a squared distance weighted (SDW) interpolation for 15 the volume reconstruction. The algorithm can be described as follow: 16 , and α is a positive parameter for adjusting the effect of the 2 interpolation. As SDW offered a non-linear assignment for the weights, the interpolated 3 voxel array was expected to be less blurred in comparison with the DW method. 4
Furthermore, it was expected that the decreased computation complexity could lead to a 5 faster reconstruction in comparison with other non-linear methods such as using 3D 6
Gaussian convolution kernel [10, 12] . The reconstructed images and computing times 7 using DW, SDW, and 3D Gaussian convolution kernel methods were compared for a 8 typical image set collected from a subject's finger. 9
If the spherical region for the interpolation was not large enough, some voxel 10 grids could not be filled with pixels from the 2D image data. On the other hand, if the 11 spherical region was too large, the image would be blurred and details could not be 12 implemented in this study. For each blank voxel, the radius of the spherical region 21 centred about the voxel was enlarged to include more voxels for calculating the weighted 22 average value using SDW. If the radius was large enough and exceeded a pre-set 23 threshold and there was still no value-assigned voxel within the enlarged region, the 1 value of the blank voxel was set to zero. The locations of such voxels were recorded for 2 the operator to judge whether the reconstructed volume was acceptable or not. 3 4
Volume visualization and analysis 5
The reconstructed volume was rendered with the Ray-casting algorithm [24] . The 6 shading parameters could be adjusted by the user to achieve desired display of the 7 volume. Functions of reslicing volume, clipping volume, and generating orthogonal slices 8 were also provided for the analysis of the volume. Fig. 8 (a) shows a typical forearm 9 volume which was clipped from different directions. A typical three orthogonal slices of 10 the forearm volume is shown in Fig. 8 (b) . The functions measuring distance, area, and 11 volume were also implemented in the software. 12 reconstructed to assess the accuracy of the 3D ultrasound imaging system. These 18 phantoms were fixed on the bottom of the water tank. As the propagation speed of 19 ultrasound in silicone material is different from that in water, the bottom line of the 20 silicone phantom shown in a B-scan was lower than the bottom of the water tank. 21
According to the raw B-scan images, the distance between the surface and the bottom of 22 a silicone phantom was approximately 1.5 times longer than that between the surface of 23 the phantom and the bottom of the water tank. According to our measurement, the mean 1 speeds of sound in the silicone materials and in water at 22 °C were 958 m/s and 1491 2 m/s, respectively. We scaled the distance between the surface line and the bottom line of 3 a silicon phantom by using a specially designed function in our program to manually 4 mark the two lines and automatically elevate the bottom line of the phantom according to 5 the ratio of the two ultrasound speeds in the collected images. Since the three silicone 6 phantoms mentioned above were relatively small in comparison with adult human limb 7 parts, the number of B-scans collected in a single sweep, which could fully cover a 8 phantom, was no more than 80 in this study; hence the corrections for all B-scans could 9 be made within 10 minutes. This semi-automatic correction was only used for the three 10 silicone phantoms in this paper. 11
In this study, four sweeps of 2D images were collected from different directions 12 and four corresponding volumes were reconstructed for each phantom. The differences 13 between the phantom dimensions measured by a micrometer and those measured from 14 the volumes were calculated. Similar calculations were conducted for the volumes 15 measured by the two methods. In addition to those phantoms with regular shapes, a fetus 16 phantom (Model 065-36, CIRS, Inc., Norfolk, VA, USA) was tested. 17 18
In-vivo experiments 19
To demonstrate its clinical applications, the 3D ultrasound system was used to 20 scan the real musculoskeletal body parts of adult subjects (n = 3) in vivo. A water tank 21 with a dimension of 40cm×40cm×15cm was used for containing the musculoskeletal 22 body parts to be scanned. The water temperature for the experiments was approximately 23 23±1°C. During scanning, the body part was submerged in the water tank and kept steady. 1
The probe was moved smoothly over the body parts to avoid obvious artefacts. In this 2 study, both fingers and forearm were scanned. 3 4
Results 5 6
The experiments for the phantoms and the subjects demonstrated that the portable 7 3D ultrasound imaging system was reliable to obtain 3D volumes. For an image size of 8 640×480 pixels, the system could collect ultrasound images in a frame rate up to 21 9 frames per second. According to the requirements of different applications, the frame rate 10 and image size could be adjusted by the operator. A typical volume of 126×103×109 11 voxels could be reconstructed from 258 B-scan images within one minute using the 12 present system if the diameter of the spherical region for interpolation was not larger than 13 5 voxels. 14 According to the fifteen temporal calibration experiments, the mean temporal 15 delay was 4.73 ms with a standard deviation of ±4.43 ms. The spatial calibration results 16 including three translation and three rotation parameters are shown in Table 1. The results  17 were calculated from 10 spatial calibration experiments using the cross-wire phantom. 18
The typical reconstructed 3D volumes of the cylindrical and cuboid phantoms are 19 shown in Fig. 9(a) and Fig. 9(b) , respectively. The dimensions and volumes of the 20 phantoms measured by the micrometer and the 3D ultrasound imaging system are 21 presented in Fig. 10 and Table 2 . According to these measurement data, the overall 22 average errors for the distance measurement in three orthogonal directions were 23 0.06±0.39 mm, -0.27±0.27 mm, and 0.33±0.39 mm, respectively. The average error for 1 the volume measurement of the three phantoms tested was -0.18%±5.44%. 2
The right hand of the fetus phantom was scanned and the volume was 3 reconstructed as shown in Fig. 9(c) . Though the reconstructed surface was not as smooth 4 as the real one, the hand and the fingers of the fetus could be observed clearly. Fig. 11(a)  5 gives a 3D image for the fingers of the subject reconstructed from 493 B-scans. Fig. 11(b)  6 shows a volume reconstructed from 297 B-scans for part of the forearm of the subject. A 7 typical slice obtained from the reconstructed volume is shown in Fig. 11(c) and its  8 corresponding B-scan image collected at the approximately same location is shown in Fig.  9 11(d). It can be obviously seen that the reconstructed slice and the original B-scan had 10 almost identical image features. 11
To compare the results of different volume reconstruction methods, a subject's 12 finger was scanned with 258 2D images (640×480 pixels) and its volume (205×175×273) 13 was reconstructed using DW, SDW, and Gaussian convolution kernel algorithms. The 14 diameter of the spherical region for interpolation was consistently set to 9 voxels for the 15 implementation of the three algorithms. For the SDW method elaborated in Eq. (2), the 16 parameter α was set to be 0.33. From the 2D images resliced from the same location of 17 the volumes constructed using different methods, it could be seen that the DW algorithm 18 significantly smoothed the image (Fig. 12(a) and (d) ). The SDW and Gaussian kernel 19 algorithms produced similar results (Fig. 12(b), (c) , (e), and (f)). The computation times 20 used by the DW, SDW, and Gaussian kernel methods were 161.5 s, 193.1 s, and 424.3 s, 21 respectively in our system. The algorithm using the SDW method was 2.2 times faster 22 than that using the Gaussian kernel method. 23 ultrasound images were normally generated by high-quality ultrasonic devices and 6 graphics workstations were used for accelerating volume reconstruction and visualization 7 and for achieving high quality images. In comparison, we developed a portable 3D 8 ultrasound imaging system using a relatively low-cost and portable ultrasound scanner, a 9 portable 3D spatial locator, and a portable PC. It can be used in various clinical 10 applications, where 3D images of subjects are preferred to take on-site. As demonstrated 11 in this study, the portable 3D ultrasound system could reliably provide the volume images 12 of the subject's fingers and forearms. We expected that the portable 3D ultrasound 13 system would be particularly useful for the assessment of musculoskeletal body parts, 14 such as physiotherapy, sports training, and on-site diagnosis of musculoskeletal tissue 15 injuries. Currently, only ultrasound can provide 3D volume imaging with a portable setup. 16 Tables   Table 1. Results of the spatial calibration using the cross-wire phantom. Table 2 . Results of the validation experiments using the cylinder and cuboid phantoms. 
