Abstract: -Image denoising is an important step in image compression and other image processing algorithms. Hard and soft thresholding algorithms are often used to denoise the images. Recently wavelet transform has been used as a tool to denoise the images. However, there are problems associated with the thresholding algorithms. There is no subjective way to determine the threshold. In this work, we implement a simple Bayesian theory to obtain optimal threshold for such algorithms. MATLAB simulations were performed to validate the working of Bayesian thresholding method. 
Introduction
In different fields in technology, efforts are being spent to devise new methods for efficient or possibly optimized solution of real-world problems (e.g. Khaitan et al 2008 , Papakostas et al 2008 . In this paper, we present an approach for image denoising using wavelet based methods. The theoretical formalization of filtering additive iid Gaussian noise (of zero-mean and standard deviation) via thresholding wavelet coefficients was pioneered by Donoho et al. 1994 .
Introduction to Discrete Wavelet Transform
The DWT of an image consists of multiple levels of decomposition into low and high pass bands. In Fig. 1 , the low pass and high pass filters are labelled h 0 (n) and h 1 (n) respectively. A set of these filters is used twice (across all rows and columns) to obtain four frequency sub-bands. Thus, applying a 2-D DWT transforms a MN  image into four 22 MN  images -three detailed images along the horizontal (LH), vertical (HL), and diagonal (HH), and one coarse approximation (LL) of the original image. LL represents the low frequency component while LH, HL, and HH represent the high frequency components of the decomposed signal (Vetterli et al. 1995 , Pande et al. 2008 ). The subbands HHk, HLk, LHk, k=1, 2, 3; are called the details and are high frequency components. The subband LL3 is the low resolution residual. When the DWT is performed with orthogonal filter pair, the subbands are also i.i.d. Normal distributions.
Noise Removal via Image Thresholding
A wavelet coefficient is compared to a given threshold and is set to zero if its magnitude is less than the threshold; otherwise, it is kept or modified (depending on the thresholding rule). The threshold acts as an oracle which distinguishes between the insignificant coefficients likely due to noise, and the significant coefficients consisting of important signal structures. This is done by following a three step program (Figueiredo et al. 1999 ):
1. Compute the DWT of the signal, 2. Perform some specified processing (thresholding) on the DWT coefficients, and 3. Compute the inverse DWT to obtain the processed signal A wavelet coefficient is compared to a given threshold and is set to zero if its magnitude is less than the threshold; otherwise, it is kept or modified (depending on the thresholding rule). The threshold acts as an oracle which distinguishes between the insignificant coefficients likely due to noise, and the significant coefficients consisting of important signal structures. Thresholding essentially creates a region around zero where the coefficients are considered negligible. Outside of this region, the thresholded coefficients are kept to full precision (that is, without quantization). The most well known thresholding methods include VisuShrink (Donoho et al. 1994) and SureShrink (Donoho et al. 1995) . The threshold choice in Visushrink can be unwarrantedly large due to its dependence on the number of samples which is of the order 105 for a CIF image.
Image denoising techniques
In recent years, significant research efforts are being dedicated to explore the methods of image denoising. (Lisowska et al. 2008 ) discusses the image denoising based on second-order wedgelets and compares their work with the other commonly used multiresolution techniques, based on wavelets, curvelets and wedgelets. Image denoising has several applications. (Ouendeno and Kozaitis 2008) , use denoising to reduce the errors in image fusion method that uses different wavelet transforms for its application in forward and reconstruction transforms to efficiently compact energy. A third-order, correlation-based method for denoising is used by Kozaitis 2008 for identifying important features in ECG signals. They have found that the third-order method to be superior to the conventional second-order wavelet-based method for preserving the values and location of important peaks. However, a significant contribution of our work lies in use of Bayesian model to get optimal threshold. Such a model is simple and powerful as shown by Matlab simulations performed by us. Moreover, as shown below, our approach gives good image estimation performance specifically for Poisson noise and thus is useful for several medical applications, since Poisson noise appears quite frequently in most medical applications.
Bayesian Threshold Determination
Our approach can be formally described as Bayesian. The overall formulation is grounded on the prior (empirical) observation that the wavelet coefficients in one sub-band of a natural image can be summarized adequately by a generalized Gaussian distribution (GGD). It follows from this observation that the average MSE (in a sub-band) can be approximated by the corresponding Bayesian squared error risk with the GGD as the prior applied to each in an iid fashion. The goal is to find the soft-threshold that minimizes this Bayesian risk. The proposed Bayesian risk minimization is subband-dependent. Given the signal being generalized Gaussian distributed and the noise being Gaussian, via numerical calculation a nearly optimal threshold for softthresholding is found to be:
This threshold gives a risk within 5% of the minimal risk over a broad range of parameters in the GGD family.
Formulation
Let ) N  and it is independent of the input image I.
Goal
The goal is to remove the noise and to estimate We will try to formulate an estimate of X, X and then back estimate I using ...(6) which keeps the input if it is larger than the threshold ; otherwise, it is set to zero. The wavelet thresholding procedure removes noise by thresholding only the wavelet coefficients of the detail subbands, while keeping the low resolution coefficients unaltered.
The soft-thresholding rule is chosen over hardthresholding for the mentioned reasons.
1. Soft-thresholding has been shown to achieve near-optimal minimax rate over a large range of Besov spaces (Devore et al. 1992) .
2. For the generalized Gaussian prior assumed in this work, the optimal soft-thresholding estimator yields a smaller risk than the optimal hard-thresholding estimator.
3. The soft-thresholding method yields more visually pleasant images over hard-thresholding because the latter is discontinuous and yields abrupt artifacts in the recovered images, especially when the noise energy is significant
The high frequency sub-bands of the natural images have been demonstrated to have a Generalized Gaussian distribution (GGD). Therefore, we use this to model our sub-bands. This is given by:
...(6) Because we are operating only on the high frequency subbands, we can take them as zero mean. Hence the expression reduces to:
...(7) It has been observed by (Simoncelli et al. 1996 , Zhang et al. 2007 ) that the  ranging from 0.5 to 1 can adequately describe the wavelet coefficients of a large set of natural images. We now define Bayes risk function:
This needs to be minimized. Certainly X depends on Threshold value T. Thus we need to minimize the risk over variable T.
... (9) where , ,
...(10) And the optimal Threshold is given by The numerical value of threshold is found first keeping X  constant and then keeping  constant.
The optimal relationship is thus numerically found out to be :
The threshold is not only nearly optimal but also has some good characteristics. The normalized threshold
proportional to X  , the standard deviation of X, and proportional to , the noise standard deviation. Therefore, when the signal is much stronger than the noise, it is chosen to be small in order to preserve most of the signal and remove some of the noise; or conversely, when, the noise dominates and the normalized threshold is chosen to be large to remove the noise which has overwhelmed the signal. Thus, this threshold choice adapts to both the signal and noise characteristics. Further, the image estimation with this threshold was done for other Gaussian distributions ( 0.5,1
 
). We found that the above estimator gives good results.
Parameter Estimation
The next part of our problem is to estimate the parameters for our threshold determination. Donoho et al. 1994 gives a method of predicting noise variance via DWT. It is given by 
Experiments &Results
In this project, we first implemented this approach in MATLAB and got satisfactory results.
Case 1: Gaussian Noise In the first set of experiments, we ran simulation over various images by adding Gaussian noise. Gaussian noise proves to be the worst-case scenario for non-linear image restoration or denoising filters. Thus, our Bayesian threshold doesn't perform any better than the soft or hard thresholding method. We ran a set of experiments over a set of images obtained from (USC SIPI) image database and by varying the Gaussian noise parameters. The mean was chosen to be zero and the variance was varied from 0.01 to 0.2 and a set of simulations were run confirming the results. In figure 2 , we illustrate the results for 20 consecutive frames of a video sequence. It can be seen in Figure 2 (for variance =0.05) that Bayesian thresholding gives only slight improvement over soft thresholding method for Gaussian noise. To improve on linear filtering results, nonlinear filters like thresholding can exploit only the non-Gaussianity of the signal distribution.
Case 2: Poisson Noise Many images, such as those from radiography, contain noise that satisfies a Poisson distribution. We again ran the set of simulations over the images from (USC SIPI) database. The noise introduced here is generated from a Poisson distribution with mean equal to the current pixel value. Figure 3 shows the results with addition and detection of Poisson Noise. The magnitude of Poisson noise varies across the image, as it depends on the image intensity. This makes removing such noise very difficult. However, Bayes's threshold performs well in these situations to remove Poisson noise while preserving image features that other methods remove. It consistently outperforms other thresholding methods. Figure 2 Results with a frame sequence of 20 frames as Input (Gaussian Noise) (x axis shows the frame number while y axis shows the Thresholding error relative to original ‗no-noise' frame). Figure 4 shows the image denoising example with the salt and pepper type noise. It is evident that although the Bayesian estimation of the image is not very exact it retains most of the edge information of the image than any other method. Figure 5 shows the result with Gaussian noise. A test over several images is illustrated in figure 6 . 
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