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Abstract
An important goal of imaging genetics studies is the identification of neuroimaging
phenotypes that are significantly associated with an individual’s genotype. To im-
prove on existing methods for association-testing, we here propose the adaptive Man-
tel test, a flexible method for testing the association of two sets of high-dimensional
features simultaneously across multiple similarity metrics, without the need to di-
rectly adjust the significance threshold for multiple testing. In this paper, we develop
the theoretical properties of the adaptive Mantel test through a unified framework of
linear model score tests, which links the fixed effects and variance components models
via the ridge regression score test. Simulation results show that the adaptive Mantel
test has higher power than existing association testing methods in many settings.
Using the proposed methods to analyze data from a novel imaging genetics study
of visual working memory in healthy adults, we identified interesting associations
of brain connectivity (measured by EEG coherence) with selected genetic features.
Supplementary materials, including an R-package for the adaptive Mantel test, are
available online.
Keywords: High-dimensional inference; distance-based methods; kernel regression; multi-
variate time series; coherence; neuroimaging; genetics.
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1 INTRODUCTION
Imaging genetics studies typically collect neuroimaging and genetic data with hundreds
of thousands of features per modality for each subject, while sample sizes are usually
on the order of 1000. Given how little is known about the relationship of neurological
phenotypes with genetics, it is of interest to determine whether particular sets of features
are significantly associated in aggregate. Developing association tests that are sufficiently
powered in high-dimensional settings remains an important statistical challenge for the
analysis of imaging genetics data, which will be addressed in this paper.
We here propose the adaptive Mantel test (AdaMant), a flexible method for testing the
association of two sets of high-dimensional features. AdaMant is designed to simultaneously
test over multiple similarity measures such that the correct type I error rate under the null
hypothesis is maintained without the need to directly adjust the significance threshold for
multiple testing, and is able to achieve higher power than alternative methods by data-
adaptively selecting the similarity measure that minimizes the test P -value. In particular,
we shall illustrate AdaMant by testing the association between genetic features and brain
connectivity measured by EEG coherence in a novel imaging genetics data set collected by
our co-authors.
Several parametric and non-parametric approaches to multi-modal association testing
have been developed and revisited in the scientific and statistics literature, but these ap-
proaches generally suffer from low power when the feature sets are high-dimensional relative
to the sample size. The random effects model has been widely used to handle correlated
data such as repeated measurements in longitudinal studies (Laird and Ware 1982). Be-
cause it can naturally account for correlation across observations, the variance components
form of the random effects model has been used for many years in genetic studies to esti-
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mate the heritability of phenotypes from a sample of related or unrelated subjects (Kwee
et al. 2008; Tzeng et al. 2009; Schaid 2010; Pan 2011; Goeman, Van De Geer, De Kort,
et al. 2004; Goeman, Van De Geer, and Van Houwelingen 2006; D. Liu, Lin, and Ghosh
2007; Yang, S. H. Lee, et al. 2011). In particular, the score test of the variance components
model has been used for testing the association of two high-dimensional sets of features
due to the ease of calculating the test statistic (Ge, Reuter, et al. 2016).
Mantel’s test (Mantel 1967) is one of the earliest formulations of a (ostensibly non-
parametric) distance-based test for association of features from two observational modali-
ties. In the Mantel test, one computes a similarity or distance between each pair of subjects
in each modality, and tests for significance of the correlation of similarities. Closely related
tests have been developed from the RV coefficient (Robert and Escoufier 1976) and the
distance covariance (Sze´kely, Rizzo, Bakirov, et al. 2007), and the sum of powered score
tests (Z. Xu, G. Xu, and Pan 2017). A detailed discussion of the connections of MT, the RV
coefficient, and distance covariance is given in (Omelka and Hudecova´ 2013). Equivalent
methods have frequently been used for genetic association analysis, e.g. Schork and Zapala
2012; Wessel and Schork 2006; Salem, O’Connor, and Schork 2010.
Recent related work by Z. Liu and Lin (2018) gives a detailed examination of association
tests constructed from combinations of principal components, motivated by limitations of
the Wald test and canonical correlation analysis for multivariate association testing. Z. Liu
and Lin consider different methods for weighting the combination of PCs to achieve higher
power than competing methods in some settings. While the weighted PC tests developed
are a useful extension of existing methods, the existing literature still lacks a general frame-
work that relates existing tests and allows for the construction and interpretation of new
association testing methods.
From the perspective of the Mantel test, the present work develops such a framework
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encompassing the RV coefficient test, weighted combination of PCs, canonical correlation
analysis, and many other association tests. The primary contribution of this paper is the
development of the adaptive Mantel test (AdaMant), a generalization of the Mantel test
designed to leverage the advantages of ridge regression for high-dimensional testing. To
address the difficulty in selecting ridge tuning parameters, AdaMant allows one to simul-
taneously test across a pre-selected set of parameters, with only a small loss in power
compared to knowing the optimal parameter a` priori. From a convenient form of the
AdaMant test statistic related to the principal components of the covariates, we show that
AdaMant has higher power than the RV and dCov tests for certain choices of data gener-
ating mechanisms. In developing the theoretical properties of AdaMant, we additionally
show that the score tests of the fixed effects, ridge regression, and variance components
model form a one-parameter class of association tests.
The structure of this article is as follows. In Section 2 we develop a framework of
linear model score tests and show that the linear regression score test is equivalent to the
Mantel test for particular choices of similarity measures. Section 3 presents theoretical
results on correlations of features in the context of the kernel Mantel test, and relates these
correlations to the proportion of variance explained and signal-to-noise ratio. Section 4
describes the implementation and use of the adaptive Mantel test. Section 5 evaluates the
performance of the test for univariate response data, and for simulated, realistic imaging
genetics data. Section 6 presents results showing significant associations between brain
connectivity (as measured by EEG coherence) and genetic features from a working memory
study of 350 college students. Section 7 concludes with a discussion of generalizations and
directions for future work. Additional details and results of this article are available in
the online supplement. An R-package providing a simple implementation of AdaMant is
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available on the author’s website (Pluta 2018).
2 LINEAR MODEL SCORE TESTS AND THE MAN-
TEL TEST
The testing procedure we will develop in this paper is based on the linear model score
test, which is ideal for high-dimensional inference since it does not require estimation
of the parameters to be tested, greatly reducing the computation required compared to
alternatives such as the Wald test and likelihood ratio test. This also makes it convenient
to calculate the null distribution for the score test statistic via a permutation procedure,
which forms the basis of the adaptive Mantel test algorithm proposed in Section 4.
In this section, we derive convenient expressions for the score tests for the fixed effects,
variance components, and ridge regression models as weighted norms of the principal cor-
relation vector of the feature sets. Using these forms of the score test statistics, we give a
novel unification of these three linear model score tests as a one-parameter class of associa-
tion tests, parameterized by the ridge penalty term λ ∈ [0,∞], where λ = 0 corresponds to
the fixed effects score test, and λ =∞ corresponds to the variance components score test.
We then establish the equivalence of the kernel Mantel test and the linear model score tests
for particular choices of metrics, which further shows that the linear model score tests form
an important subclass of the more general class of similarity-based association tests derived
from weighted Euclidean inner products. We conclude this section by extending these as-
sociation tests to settings with multivariate response data, and discusses the implications
of using the ridge kernel in this setting.
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2.1 A Unified Framework of Linear Model Score Tests
For data (Xi, Yi) ∈ Rp × Rq, i = 1, . . . , n, we consider a stochastic model with high-
dimensional parameter vector of interest β. We denote the likelihood as L(β), score vector
U(β) = ∂ logL
∂β
, and Fisher information I(β) = −E ∂
∂β
U(β). The score test statistic for
testing H0 : β = β0 is S = U(β)T (I(β))−1U(β)|β=β0 (replacing any nuisance parameters by
consistent estimators).
We now derive expressions for the score test of the association of X and Y in the fixed
effects, ridge regression, and variance components models, and show that these form a single
class of linear association tests indexed by the ridge penalty λ ∈ [0,∞]. Throughout this
paper, we assume X has been column-centered to zero mean and Y has been standardized
to zero mean and unit variance. The score test statistics can be compactly written by
considering the singular value decomposition (SVD) of X. Assuming rank(X) = r ≤
min(p, n), the SVD is X = UDV T , where U is n× r with UTU = Ir, D is an r× r diagonal
matrix of singular values, where ηj, j = 1, · · · , r are the squared singular values, and V
is p × r, with V TV = Ir. We refer to the columns of U as the principal directions of X.
It is convenient to also define ηj = d
2
j , which is the variance of X along the jth principal
direction, and the principal correlation vector Z = UTY , which is an r× 1 vector with jth
component Zj = R(Y, Uj), the Pearson correlation of Y with X along the jth principal
direction. When two test statistics T1, T2 differ by values that are fixed under permutation
of the subject labels (which do not affect the permutation P -value), we say that T1 is testing
equivalent to T2, written T1  T2.
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2.1.1 Fixed Effects Linear Regression
The classical fixed effects linear regression model can be written Y = Xβ + , where
ε ∼ N(0, σ2εIn). This model is broadly applicable for simple association testing, but requires
n > p, and so is not feasible for high-dimensional settings. Assuming that X is full column
rank (rank(X) = p), the score test statistic for the fixed effects model is equivalent to
TF  Y TX(XTX)−1XTY = tr(Y Y TX(XTX)−1XT )) =
p∑
j=1
Z2j , (1)
where Zj is the jth component of Z = U
TY , i.e. the correlation of Y with the jth
principal component of X.
2.1.2 Variance Components Model
The variance components model can be stated as Y = Xb + ε, where b ∼ N(0, σ2bIp),
ε ∼ N(0, σ2eIn). The null hypothesis of no linear association between X and Y corresponds
to σ2b = 0. Similar to D. Liu, Lin, and Ghosh (2007), we first calculate the score and use
the term that involves both X and Y as our score test statistic, which yields the equivalent
form
TV  Y TXXTY = tr(Y Y TXXT ) =
r∑
j=1
ηjZ
2
j . (2)
In the context of genetic heritability analysis, the variance components model is usually
reparameterized as
Y = g + ε, (3)
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where g ∼ N(0, σ2XXT/p). The random effects vector g can be interpreted as the aggregate
effect of the features in X, with σ2 = pσ2b . In the sequel we will write this model as
Y ∼ N(0, σ2XXT/p+ σ2εIn).
Remark TF and TV are both sums of the squared principal correlations, with TV weighting
each term by the variance (ηj) of X along that principal component. Thus, TV gives greater
emphasis to those directions with higher variance, whereas TF gives equal weight to each
direction. To better understand the relationship of these tests, we next consider the ridge
regression score test statistic, which provides a natural link between TF and TV .
2.1.3 Ridge Regression
The ridge regression model is a L2-penalized form of the fixed effects model, for which
the estimator of β is defined as the minimizer of the penalized likelihood, or equivalently
βˆλ = arg minb {||Y −Xb||2 + λ||b||2}. Alternatively, ridge regression can be formulated as
an augmented data model, Yλ = Xλβ+ where Yλ = (Y
T | 01×p)T , Xλ = (XT |
√
λIp)
T . From
the likelihood for this augmented model, the ridge regression score statistic is equivalent to
Tλ  tr(XλYλY Tλ Xλ(XTλXλ)−1XTλ ) =
r∑
j=1
ληj
ηj + λ
Z2j . (4)
2.1.4 Unifying the Linear Model Score Tests
Using the SVD of X, the null distributions for the three models can be derived by observ-
ing that Z = UTY
H0∼ Nr(0, Ir), from which the distributions of the score test statistics
follow from standard results on quadratic forms of normal random variables. Proposition
1 establishes the ridge regression score test as a link between the fixed effects and variance
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components score tests. In each case, the test statistic follows a mixture of chi-squared dis-
tributions (with one degree of freedom), which can be approximated by the Satterthwaite
method (Satterthwaite 1946) or a Monte Carlo procedure. Alternatively, the P -value can
be calculated by permuting subject labels to compute the reference distribution.
Proposition 1.
Let X be a column-centered n× p matrix with rank(r), SVD X = UDV T , and squared
singular values ηj, j = 1, · · · , r. Let Y ∼ N(0, σ2ΣA + σ2εIn) be an n × 1 response vector,
where ΣA is an n× n semi-positive definite covariance matrix that depends on X. Define
Z = UTY , the r×1 vector of principal correlations, and define TF , TV , and Tλ by Equations
1, 2, and 4.
1. Connections between linear model score tests. The score tests for the fixed
effects, variance components, and ridge regression models form a single class of tests
parameterized by the ridge tuning parameter λ ∈ [0,∞]. Tλ is testing equivalent to
the variance components score test as λ→∞, limλ→∞ Tλ  TV . Assuming rank(X) =
p, Tλ=0 is testing equivalent to the fixed effects score statistic, T0  TF .
2. Score test reference distributions. Let χ21,j, j = 1, . . . , r be iid chi-squared ran-
dom variables with one degree of freedom. Let χ2p be a chi-squared random variable
with p degrees of freedom.
(a) Tλ 
∑r
j=1
ληj
λ+ηj
Z2j
H0∼ ∑rj=1 ληjλ+ηjχ21,j.
(b) TF 
∑p
j=1 Z
2
j
H0∼ χ2p.
(c) TV 
∑r
j=1 ηjZ
2
j
H0∼ ∑rj=1 ηjχ21,j.
Outline of Proof (1-1) can be shown by directly evaluating the limit. Since Y has been
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standardized, (1-2) follows directly from Z = UTY
H0∼ N(0, In) and Z2j ∼ χ21,j for χ21,j iid
j = 1, · · · , r. Complete proofs given in A.1.1.
Remark. To better understand the differences between these score tests, we present
a geometric interpretation of the test statistics. Recognizing Z = UTY as the vector of
correlations of Y along each principal direction of X, we can interpret the test of TF  ‖Z‖2
as testing the Euclidean norm of the correlation vector. In contrast, the statistic TV ∑r
j=1 ηjZ
2
j , thus the variance components score test statistic is equivalent to testing the
weighted norm of Z, where the jth component (corresponding to the jth principal direction
of X) is weighted by ηj (the variance of X along the jth principal direction). This has the
effect of emphasizing the influence of directions in X for which X has large variance and
reducing the influence of directions with small variance. The ridge regression score test is a
compromise between the fixed effects and variance components tests, with small λ yielding
a test close to the fixed effects (and identical at λ = 0), and large λ yielding a test close
to the variance components score test, converging to identical tests as λ → ∞. In other
words, the ridge test weights Zj proportional to ηj as in the variance components test, but
flattens each weight by a factor of 1
λ+ηj
.
2.2 Mantel Test
We next review the Mantel test (Mantel 1967) and show that it includes the score test
considered above as a special case. The classical Mantel test, using the distance matrices
for two sets of features, has been shown to exhibit extremely low power in even modestly
high-dimensional settings, and so how largely fallen out of use. However, the framework of
the Mantel test is extremely general, and encompasses many well-known association tests,
as we will show.
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Let X and Y be as above. For KX(·, ·) a symmetric positive semi-definite kernel (or
similarity) function on X × X, let K be the corresponding Gram matrix with Kij =
KX(Xi, Xj), and let kernel KY defined on Y×Y have corresponding Gram matrix H. The
Mantel test statistic for these kernels is defined as
T (X, Y ) = tr (HK) =
n∑
i=1
n∑
j=1
HijKij.
Assuming observations are exchangeable, the reference distribution under the null hy-
pothesis of no association between KX measures and KY measures, can be obtained from
the observed features X and Y by permuting the observation labels for one set of features
and calculating the empirical reference distribution for T . Equivalently, one can hold one
matrix fixed, say H, and simultaneously permute the rows and columns of K. The ex-
pected value of this test statistic under the null hypothesis is E[T (X, Y )] = σ2εtr(K), which
depends on the choice of K.
We will focus on tests with similarity measures that can be written as KW(Xi, Xj) =
〈Xi, Xj〉W = XTi WXj for a positive semi-definite (p.s.d.) weight matrix W , referred to
as weighted Euclidean inner products. We propose three choices for W and the resulting
Gram matrices, which we denote KF , KV , and Kλ, that produce Mantel tests equivalent
to the score tests for the fixed effects, variance components, and ridge regression models
respectively. Choosing W = Ip (the p × p identity matrix) gives the standard Euclidean
inner product, with Gram matrix KV = XX
T . Another natural choice for weight matrix
is W = (XTX)−1 (assuming the inverse exists), which is the projection matrix into C(X),
the column space of X. The Gram matrix is KF = X(X
TX)−1XT . KF is also recogniz-
able as the “hat matrix” from the fixed effects model, and is related to the Mahalanobis
distance. When XTX is not full rank, such as when n > p, we can replace (XTX)−1
with a generalized inverse (XTX)−, since the similarity matrix is invariant to the choice
12
Figure 1: Conceptual illustration of applying the Mantel test to EEG and genetic data from subjects A-D.
(Top left) Gram matrix of filtered EEG data at a selected frequency band. Red indicates a high degree of
similarity between EEG data from the indicated pair of subjects. (Top right) Genetic relationship matrix.
Purple indicates a high degree of genetic similarity between the indicated pair of subjects. (Bottom)
Similarity-by-similarity plot of the vectorized upper triangle of the above Gram matrices. Points in the
lower left region of the plot correspond to pairs of subjects that are dissimilar in both modalities. Points
in the upper right region correspond to pairs of subjects that are similar in both modalities.
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of inverse. Alternatively, as in ridge regression (Hoerl, Kannard, and Baldwin 1975), we
can pre-condition the weight matrix by adding a positive constant λ to the diagonal, i.e.
W = λ(XTX + λIp)−1, which gives Gram matrix Kλ = λX(XTX + λIp)−1XT . Letting
H = Y Y T , we define the Mantel test statistics TV , TF , Tλ from these Gram matrices. Note
that we use the same notation for the linear model score tests and corresponding Mantel
tests since these tests are equivalent under a permutation testing procedure.
Definition. Weighted Mantel Tests.
Euclidean: TV = tr(HKV ) = Y
TXXTY, (5)
Mahalanobis: TF = tr(HKF ) = Y
TX(XTX)−1XTY, (6)
Ridge Weighted: Tλ = tr(HKλ) = λY
TX(XTX + λIp)
−1XTY (7)
Since multiplying the test statistic by a term that does not depend on both X and
Y does not affect the permutation P -value, it follows from the expressions for the score
tests in Proposition 1 that the score tests for the fixed effects, variance components, and
ridge regression models are equivalent to the Mantel test with the Mahalanobis, Euclidean,
and ridge inner products respectively. Thus the linear model score test statistics have the
following equivalent interpretations: (i) the weighted norm of the correlation vector XTY ;
(ii) the weighted sum of principal correlations; (iii) the correlation of similarities of subjects
in X (measured by KW) with the similarities of subjects in Y (measured by the Euclidean
inner product).
2.3 Mantel Test for Multivariate Outcomes
Given the connection between fixed effects and variance components models, we now ex-
tend the preceding results to the relationship between two sets of multivariate measure-
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ments. This extension is essential for many applications, such as heritability analysis of
neuroimaging-derived phenotypes. Previous results in multivariate modeling have shown
that ridge regression with tuning parameters for both response and covariates can be effec-
tive for the simultaneous prediction of multiple outcome variables (Brown and Zidek 1980;
Breiman and Friedman 1997), thus it may be useful to consider ridge kernel similarities for
both feature sets in the Mantel test.
Suppose now that each subject i is measured on a q-variate phenotype Yi so that Y is
an n × q matrix, and assume that Y is column-centered, and let X be a column-centered
n×p covariate matrix as before. For two tuning parameters λX , λY > 0 and Gram matrices
HλY = Y (Y
TY + λY Iq)
−1Y T , KλX = X(X
TX + λXIp)
−1XT , the ridge kernel Mantel test
statistic is TλX ,λY = tr(HλYKλX ).
To understand the underlying implications of the ridge kernel similarity measure, we
consider a data-augmentation definition of ridge regression. Data augmentation has been
widely used to ease the computation in several problems, such as the expectation and max-
imization algorithms, and Gibbs or MCMC sampling (Duncan and Horn 1972; Dempster,
Laird, and Rubin 1977; Dempster, Rubin, and Tsutakawa 1981; Tanner and Wong 1987;
Van Dyk and Meng 2001; Gelman et al. 2014). In particular, Hodges (1998) described
how data augmentation can be used as a device to write hierarchical models in the form of
linear models.
We demonstrate in A.2 that TλX ,λY corresponds to a similar augmented data model
as in the univariate response case. Examining the log-likelihood, it is apparent that λX
shrinks B toward zero, λY encourages smaller sums of the reciprocals of the eigenvalues
of Σε. Shrinking B by the ridge penalization induced by λX is equivalent to replacing
X(XT + λXIp)
−1XT with XXT when λX is large. When λY is large, we expect that
Σε is approximately proportional to an identity matrix, that is Y (Y
TY + λY )
−1Y T is
15
approximately proportional to Y Y T . Thus, large values of tuning parameters favors the
use of Euclidean distance in that modality, which ignores the dependence structure of the
features, leading to limλX→∞,λY→∞ TλX ,λY = tr(XX
TY Y T ).
3 CORRELATIONS AND VARIANCE
EXPLAINED
Correlation metrics and the proportion of variance explained are commonly used for quanti-
fying the strength of association of X and Y . The product-moment (or Pearson) correlation
is a symmetric measure of cosine similarity of the two random vectors, and is stated with-
out reference to a particular model. In contrast, the proportion of variance in Y explained
by X is necessarily measured with respect to some model stated with Y as response and
X as explanatory variables, and is thus not a symmetric measure. Correlation is simple to
calculate, but can only measure the linear relationship of X and Y , and may be misleading
if X and Y have a significant nonlinear relationship. Measuring variance explained instead
requires the selection and fitting of a model, allowing one to specify the functional relation-
ship of X and Y to be measured. We here develop relationships between these measures
and the Mantel test statistics defined in the previous section.
3.1 Correlations
The sample (Pearson) correlation of the similarity measures of all subjects can be naturally
defined as
R(H,K) =
tr(HK)√
tr(H2)tr(K2)
. (8)
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Since the trace is an inner product on the space of square matrices, R(H,K) ∈ [−1, 1]
by the Cauchy-Schwarz Inequality, and for H and K SPD, this is further restricted to
0 ≤ R(H,K) ≤ 1. When permutations are used to assess the strength of association, MT
is equivalent to testing the significance of R(H,K), since the denominator of R(H,K) is
fixed when simultaneously permuting the rows and columns of either H or K.
The quantities R(K,H) and tr(K,H) are related to known statistics for many choices
of K and H. For example, R(KF , HF ) is proportional to Hooper’s trace correlation R
2
T
(Hooper 1959), which is defined asR2T =
1
q
tr
(
(Y TY )−1Y TX(XTX)−1XTY )
)
=
√
p
q
R(KF , HF ).
This is also proportional to the trace of the canonical correlation matrix, and thus the test
TF,F = tr(KFHF ) can be interpreted as testing the sum of the squared canonical correla-
tions.
The statistic TF,V = tr(X(X
TX)−1XTY Y T ) for multivariate X and Y can be inter-
preted similar to the univariate case. Defining the principal correlations Zjk = U
T
j Yk,
which is the correlation of the kth feature of Y along the jth principal direction of X.
Writing TF,V = tr(KFHV ) =
∑r
j=1
∑s
k=1 Z
2
jk, this statistic can be understood as testing
the Frobenius norm of the matrix of principal correlations. Proposition 2 shows that the
sample correlation of similarities for the three choices of K above can be conveniently re-
lated through the singular value decomposition (SVD) of X and the principal correlation
vector.
Proposition 2. Let X be an n × p column-standardized matrix of covariates with
rank(X) = r and singular value decomposition X = Un×rDr×rV Tp×r, with squared sin-
gular values ηi, i = 1, · · · , r. Let Y be an n × 1 standardized vector of scalar responses,
and let H = Y Y T and Z = UTY .
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1. Fixed Effects
R(H,KF ) =
∑r
j=1 Z
2
j
n
√
p
=
1√
p
R2(X, Y ) ≤ 1√
p
. (9)
2. Random Effects
R(H,KV ) =
∑r
j=1 ηjZ
2
j
n
√∑r
j=1 η
2
j
(10)
3. Ridge Regression
R(H,Kλ) =
∑r
j=1
ηj
λ+ηj
Z2j
n
√∑r
j=1
(
ηj
ηj+λ
)2 . (11)
4. Limits of Multivariate Ridge Correlations.
lim
λX→λ∗X ,λY→λ∗Y
R(HλY , KλX ) = R(Hλ∗Y , Kλ∗X ), (12)
where H0 = HF , K0 = KF , H∞ = HV , K∞ = KV .
Outline of Proof Equations (9) - (11) follow from the definition of matrix correlation and
the linear model score test expressions in Proposition 1. The result in (12) follows from a
direct computation of the limits. Full details are given in A.1.2.
3.2 Proportion of Variance Explained
The proportion of variance explained in both fixed-effect and random-effect models can be
expressed as functions of Mantel statistics. In the genetics literature, h2 is known as the
additive, or narrow-sense, genetic heritability (Yang, S. H. Lee, et al. 2011; D. Liu, Lin, and
Ghosh 2007), defined as the proportion of phenotypic variance explained by additive SNP
effects. Moment based estimators for h2 have been proposed, such as the Haseman-Elston
estimator , which regress pairwise distances in phenotypes to pairwise genetic correlation
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of related subjects (Haseman and R. Elston 1972; Robert C Elston et al. 2000). This has
recently been adapted to unrelated subjects (Yang, Benyamin, et al. 2010; Golan, Lander,
and Rosset 2014), and extended to multivariate phenotypes as well (Ge, Reuter, et al.
2016).
To define heritability of multivariate phenotypes, we consider the variance components
model with multivariate response Y ∼ N(0,ΣA ⊗ G + ΣE ⊗ In), where ΣA is the genetic
covariance of the features of Y , G = XXT/p, and ΣE is the covariance of the subject errors.
The proportion of variance explained by this model is defined as
h2 =
tr(ΣA)
tr(ΣA) + tr(ΣE)
. (13)
In the simplified case of uncorrelated phenotypes with homogeneous genetic effect σ2
and uncorrelated subjects with constant error variance σ2ε , the covariance matrices are
ΣA = σ
2Iq and ΣE = σ
2
ε . In this case, the heritability reduces to h
2 = σ2/(σ2 + σ2ε). The
univariate variance components model (Equation 3) is then recovered when q = 1. The
following proposition connects the correlation of Gram matrices with the proportion of
variance explained in the multivariate variance components model.
Proposition 3 Assume X is an n × p column-standardized, full row-rank matrix (which
requires p ≥ n), and assume Y ∼ N(0, σ2Iq ⊗XXT/p + σ2εIq ⊗ In) is a q-variate column-
standardized random vector. Define Gram matrices G = XXT/p and H = Y Y T (for which
tr(G) = n and tr(H) = nq under the above assumptions).
1. The method of moments estimator hˆ2 is
hˆ2 =
tr(HG/q)− n
tr(G2)− n .
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2. The expectation of the correlation of Gram matrices is
ER(H,G) = h2
(tr(G2)− n)√
tr(H2/q)tr(G2)
+
n√
tr(H2/q)tr(G2)
.
Corollary In the setting of Proposition 3, with Y a univariate vector (q = 1) and for fixed
n, p, and σ2, with p > n, the expected correlation ER(H,G) is a function of tr(G2), with
maximum and minimum dependent on the noise-to-signal ratio (1− h2)/h2.
1. For 1 ≤ (1− h2)/h2 ≤ n, the expected correlation is bounded by
2
√
h2(1− h2)
n
≤ ER(H,G) ≤ h2n− 1
n
+
1
n
.
with upper and lower bounds attained by tr(G2) = n2 and tr(G2) = n(1−h
2)
h2
respec-
tively.
2. For (1− h2)/h2 ≤ 1, the expected correlation is bounded by
1√
n
≤ ER(H,K) ≤ h2n− 1
n
+
1
n
,
with upper and lower bounds attained at tr(G2) = n2 and tr(G2) = n respectively.
3. For (1− h2)/h2 ≥ n, the expected correlation is bounded by
h2
n− 1
n
+
1
n
≤ ER(H,G) ≤ 1√
n
,
with upper and lower bounds attained at tr(G2) = n and tr(G2) = n2 respectively.
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Outline of Proofs (3-1) – (3-2) are derived from applications of standard results on
quadratic forms of normal random variables. The corollary is determined by optimizing
ER(H,G) with respect to tr(G2). Complete proofs given in A.1.3.
4 ADAPTIVE MANTEL TEST
Effectively using kernel methods requires an appropriate selection of the kernel function
and tuning parameters for the particular setting. Selection methods have been extensively
considered in the context of prediction problems, with cross-validation as the de facto stan-
dard. Cross-validation is a straight-forward and practical selection method for prediction,
but may be difficult to implement for hypothesis testing, since the type I error rate needs
to be controlled. Furthermore, the tuning parameter selected by minimizing the CV MSE
may not necessarily yield the highest powered test. In this section, we develop the adaptive
Mantel test (AdaMant), a novel extension of the classical MT to utilize the ridge kernel
in association testing methods. By using the maximum P -value from a set of Tλ statis-
tics, AdaMant is able to simultaneously test across a set of tuning parameters and kernels
without the need to directly apply adjustments for multiple tests. In comparison to the
RV-test, which relies on a single metric, AdaMant tests across a set of metrics, and can
therefore achieve higher power in certain settings, as shown by the simulations in Section
5.
4.1 Algorithm for the Adaptive Mantel Test
The “adaptive” procedure used here is similar to the adaptive sum of powered score test
algorithm described in Z. Xu, G. Xu, and Pan (2017). The procedure receives as input a list
of pairs of metrics/kernels {(KXm,KYm)|m = 1, · · ·M} from which the matrices Km = KXm(X)
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and Hm = KYm(Y ) are computed for each metric pair, m = 1, · · · ,M . These metrics may
be from a single family with varying tuning parameters, such as ridge kernels with different
penalization terms, or may include kernels from different families.
For each m = 1, · · · ,M , Pm is calculated as the P -value of the Mantel test with metrics
KXm andKYm forX and Y respectively. The AdaMant test statistic is defined as the minimum
of these values,
P (0) := min
m∈{1,··· ,M}
Pm.
A permutation procedure is practical for calculating the reference distribution for P (0).
For each m, and b = 1, · · · , B, H(b)m is generated by permuting rows and columns of H
simultaneously, and the corresponding test statistic P (b) is calculated. The AdaMant P -
value is then calculated as
PAdaMant =
1
B + 1
B∑
b=0
I
(
P (0) ≤ P (b)) .
General pseudocode for AdaMant is given in Algorithm 1.
Remark Algorithm 1 computes the AdaMant P -value via a permutation procedure. This
method can be computationally expensive, but is likely feasible in practice, as discussed
below (Section 4.2). It is possible to compute the asymptotic reference distribution of the
AdaMant test statistic using a moment-matching normal approximation and results on the
order statistics of normal random variables (Afonja 1972). Details of this derivation are
given in A.3. However, this normal approximation for a mixture of chi-squared random
variables is not accurate for small samples (Zhang 2005), and so the permutation procedure
is generally recommended.
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Algorithm 1 Adaptive Mantel Test
1: procedure AdaMant(X, Y, {KXm,KYm}Mm=1, B)
2: Km ← KXm(X) ∀ m = 1, . . . ,M
3: Hm ← KYm(Y ) ∀ m = 1, . . . ,M
4: Calculate T
(0)
m ← Tm := tr(KmHm)
5: Generate B permutations of Hm, labeled H
(b)
m ∀ m = 1, . . . ,M ; b = 1, . . . , B.
6: T
(b)
m ← tr(KmH(b)m ) ∀ m = 1, . . . ,M ; b = 1, . . . , B
7: P
(b)
m ← 1B+1
∑B
b=0 I
(
Z
(b)
m ≤ Z(b′)m
)
∀ m = 1, . . . ,M ; b = 1, . . . , B
8: P (b) ← minm=1,··· ,M P (b)m ∀ b = 1, . . . , B
9: PAdaMant ← 1B+1
∑B
b=0 I
(
P (0) ≤ P (b))
Let us now illustrate the utility of AdaMant through an example varying the relationship
of the PCs of X with Y generated from a variance components model. Suppose that X
is a 100 × 2 matrix of covariates drawn iid from a standard normal distribution, and
Y ∼ N(0, σ2K(θ) + σ2ε), with K(θ) = UΘ∆2ΘTUT for Θ the 2 × 2 rotation matrix for
angle θ. Figure 2 shows the results of applying AdaMant with weights for the Euclidean,
Mahalanobis, and ridge kernels (λ = 10) for data generated with θ = 0, 0.12pi, 0.3pi. In
each case, AdaMant selects the weighting that most emphasizes the empirical direction of
association of X and Y . This clearly demonstrates the potential advantage of AdaMant if
the direction of association of X and Y is different than the first PC of X. In this case,
AdaMant will likely be a more powerful test than methods such as the RV test, which
corresponds to using only the Euclidean weighting.
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Figure 2: Illustration of AdaMant for Y generated from covariates X rotated by angle θ. Gray shaded
ellipses show the true covariance of X; pink shaded ellipses show the rotated covariances used to generate
Y ; magenta line segments show the direction of association estimated from a fixed effects model. The
solid lined ellipses correspond to the weights chosen by AdaMant; dashed ellipses are other weightings
considered. In each case, AdaMant selects the weighting that most emphasizes the empirical direction of
association of X and Y . (A) θ = 0; (B) θ = 0.12pi; (C) θ = 0.3pi.
4.2 Computational Complexity
If the feature space is very high-dimensional or if n is large, a straightforward implementa-
tion of Algorithm 1 may be computationally impractical. However, when only ridge kernels
with varying values of λ are included in AdaMant, there are two approaches that can be
used to greatly reduce the computational cost.
The first approach utilizes the SVD X = UDV T . The computational complexity needed
for finding the SVD for X is O(np2). Once the SVD is computed, we can compute Z =
UTY and Sλ =
∑r
i=1
ηi
λ+ηi
Z2i , which has a total complexity of O(nr). Note that when
p n, the rank r is often the same as n; as a result, the cost needed for calculating Sλ is
O(nr) = O(n2). Calculating the test statistics for B permutations requires O(Bn2), for a
total computational complexity of O(np2 +Bn2).
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Alternatively, when p is very large relative to n, we can use the identity X(XTX +
λI)−1 = (XXT + λI)−1X, so that the dimension of the matrix to be inverted is lowered
to n × n, rather than p × p. From this identity, Kλ can be rewritten as Kλ = (XXT +
λIn)
−1XXT . Note that calculating Kλ involves multiplying the n × p matrix X and the
p × n matrix XT , multiplying two n × n matrices, and inverting an n × n matrix. When
p n, the computation cost is dominated by calculating XXT , which has a complexity of
O(n2p). The Mantel test statistic can be calculated as
Tλ = tr(Y Y
TKλ) = Y
TKλY,
which has a complexity of O(n2). With B permutations, the total computational complex-
ity is O(n2p+Bn2), which is less than the required computational complexity using SVD.
Thus, switching from the feature space to the subject space (i.e., from a p × p similarity
matrix of the features to an n× n similarity matrix of the subjects), has a computational
advantage.
4.3 The Ridge Penalty and Variance Explained
A main advantage of AdaMant is to allow for simultaneous testing over a set of tuning
parameter values while incurring substantially less loss of power compared to multiple
testing adjustment methods such as Bonferroni. Although it does not impose an overly
conservative adjustment for multiple testing, the power of AdaMant does decrease as the
number of metrics considered increases. Conversely, the test results are highly sensitive
to the choice of parameters to test, thus one must take some care in the selection of the
included parameters, balancing the desire to use a wide range of parameter values, with the
gains of using a small set of parameters. When only ridge kernels are included in AdaMant,
previous results on the role of the ridge penalty term in predictive modeling can help with
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the identification of a reasonable set of values to test.
Specifically, it has been shown that when the ridge penalty λ is chosen to be the noise-
to-signal ratio σ2ε/σ
2 = (1 − h2)/h2, the resulting shrinkage estimator βˆλ is identical to
the best linear unbiased predictor (BLUP) for the random effects model, and moreover,
for a new observation with unknown response the predictions using the ridge with and
random effects models are the same for λ = σ2ε/σ
2 (Campos et al. 2013). Consequently, a
reasonable set of penalty terms can usually be determined in practice by positing a priori
a likely range for the noise to signal ratio or a related quantity such as the proportion of
variance explained.
The scientific interpretation and range of plausible values of h2 will depend on the
specific modalities of X and Y . For instance, a genome-wide heritability of h2 > 0.5 is
very high (and would likely have already been discovered by previous studies), whereas a
heritability of h2 < 0.1 is probably not scientifically interesting. As a point of reference,
most estimated heritability in the UK Biobank data is between 0.1 to 0.4 (Ge, C.-Y. Chen,
et al. 2017).
5 SIMULATIONS
5.1 Univariate Simulations
To assess the performance of AdaMant for univariate phenotypes, the simulated response
Y was generated from either the variance components model (Eq. 10) or the fixed effects
model (Eq. 9), with n = 200 observations, number of covariates p ranging from 100 to
500, and σ2e = 1 fixed. The design matrix X was generated from n draws from a p-variate
normal distribution N(0,ΣX), where ΣX is chosen to have a compound symmetric structure
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with ρ = 0.1. AdaMant was applied using the adamant R-package (Pluta 2018) with
H = Y Y T and Kλ for λ ∈ {100, 103, 2.5× 103, 5× 103, 7.5× 103, 104, 2.5× 104,∞} (where
∞ corresponds to the Euclidean inner product similarity measure), with 500 permutations.
For each setting, 500 simulations were run. Figure 3 shows the simulation results for data
generated from the variance components model with σ2b = 0.035
2, and the fixed effects
model with βj = (−1)j0.05, j = 1, . . . , p.
Figure 3: Simulation results of the adaptive Mantel test. Each setting used n = 200 observations,
λ ∈ {100, 103, 2.5 × 103, 5 × 103, 7.5 × 103, 104, 2.5 × 104,∞}, 500 test permutations, and 500 reps per
value of p. Error variance was fixed at σ2ε = 1. The black curve is the adaptive Mantel power; the other
curves are the power for the simple Mantel test with the ridge kernel with indicated penalty term, and the
aSPC test. The dCov and RV-coefficient tests perform nearly identical to the λ =∞ test. (i) Results for
data generated from the variance components model Eq. 10 with constant effect size σb = 0.035 for each
included feature. (ii) Power for data generated from a fixed effects model with βj = (−1)j0.05.
The simulation results indicate that the power of AdaMant is competitive with the
best of the single-parameter MT for the values considered. For the variance components
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setting, λ = 1000 exhibited the highest power for the ridge MT. As anticipated, the power
of the ridge MT exhibits unimodal behavior, such that the power increases to its peak for
λ = 1000, and decreases as λ → ∞. We note that even though the variance components
model is the true data generating mechanism, the test power is substantially increased over
the variance components score test through the use of the ridge kernels.
When the response data is generated from the fixed effects model, the simulation results
show that using a penalized ridge kernel produces much higher power than competing tests,
with λ = 100 giving the highest power across all values of p. These results suggest that the
variance components test is severely underpowered when the relationship of X and Y is
strongest along principal components of X with low variance. Moreover, the RV coefficient,
dCov, and aSPC tests perform equally poorly in this setting.
Additional simulation results for sparse effects (setting the effect size of some features
of X to zero) are provided in the online supplement A.4.
5.2 Simulated EEG Data
Since we are primarily interested in applying AdaMant to imaging genetics data, we also
consider the test performance on simulated data with structure similar to realistic EEG and
SNP data (see Figure 4). To generate the genetic data, observations were placed into one
of two balanced groups to form two groups of genetically similar observations. For group
k, k = 1, 2, a group-wide SNP vector X(k) of length 300 is generated by iid sampling from
a discrete uniform distribution over {−1, 0, 1}; for subject i in group k, a subject-specfic
error vector ε
(k)
i ∼ N(0, I300) are added to the group SNP vector to get the subject SNP
vector X
(k)
i = X
(k) + ε
(k)
i .
To generate data with spectral characteristics similar to real EEG data, for each ob-
servation 20 time series of length 1000 were generated (for 20 “channels”) as a weighted
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mixture of two independent AR(2) processes with spectral peaks at 5.12 Hz and 12.8 Hz
and second-order AR-coefficient fixed at -1, resulting in a time series with two peaks at the
chosen frequencies, with the magnitude of the peaks determined by the mixing weights.
The mixing weights for a random selection of 10 of the channels (common across all sub-
jects) are drawn iid from N(0, 1), so that no genetic effect exists for these channels. To link
the genetic features to the remaining channels, the 200× 10× 2 array W of AR(2) mixing
weights was generated from a multivariate variance components model, such that for chan-
nel j and AR(2) basis m, the subject weight vector is generated from Wjm ∼ N(0, σ2gY Y T ),
where σ2g is varied across simulations to control the strength of genetic association. The
pair of weights for each subject and channel are then each squared and divided so that
the weights sum to one. From the resulting EEG data, the connectivity matrix for each
observation is calculated from either the pairwise coherence for all pairs of channels.
In applying AdaMant, similarity of observations in the EEG domain is then com-
puted from the ridge kernel applied to the vectorized upper triangles of the observations’
theta coherence matrices (resulting in 190 features), with candidate penalty terms ΛY ∈
{10, 100,∞}. Similarity in the genetics domain is computed from the ridge kernel applied
to the observations’ SNP vectors, with candidate penalty terms ΛX = {10, 100,∞}. 500
simulations were run for effect sizes equal to σ = {0, 2.5×10−6, 5×10−6, 7.5×10−6, 1×10−5}.
The simulation results show (Figure 5) that AdaMant again has power competitive with
other association testing methods in this setting.
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Figure 4: A comparison of the simulated and real EEG time series shows the simulated series exhibit
similar spectral characteristics as the real data after applying the same Butterworth bandpass filter (5 Hz
- 50 Hz) (Row A) Filtered simulated EEG time series and corresponding spectrum. (Row B) Filtered
EEG for subject 2002, channel FC4, and corresponding spectrum.
6 APPLICATION TO IMAGING GENETICS
DATA
We next consider data from 350 healthy college students from Beijing Normal University
(BNU) who participated in a visual working memory task conducted by our co-author,
during which 64-channel EEG was recorded at 1 kHz. These data are part of a broader set
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Figure 5: Power plot of association testing methods for simulated 20-channel EEG data with n = 200
observations, p = 300 genetic features with aggregate effect size per channel per frequency equal to σ2.
Subject similarity of coherence
of imaging, genetics, and behavioral data collected with the goal of identifying neurological
features of brain connectivity (measured via EEG) that are significantly associated with
both genetic features and cognitive performance. In the present study, we focus on testing
the association of EEG coherence with a set of genome-wide SNPs, a set of candidate SNPs
identified in a meta-analysis of educational attainment (EA), and a set of candidate SNPs
previously implicated as potential factors in Alzheimer’s Disease (AD).
The coherence of two signals is a measure of the oscillatory correspondence (or spectral
similarity) of two signals within a specified frequency band. An outline of computing the
coherence of two time series using the discrete Fourier transform is given in A.5.1; a more
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comprehensive treatment is provided in Shumway and Stoffer (2011), and Ombao and Van
Bellegem (2008). EEG coherence has been implicated in many cognitive processes and
neurological diseases, for instance, in associative learning (Fiecas and Ombao 2016), as a
predictor of ability in certain linguistic and visuo-spatial tasks (Kang et al. 2017), and in
Alzheimer’s disease (Engels et al. 2015; Vecchio et al. 2018) and schizophrenia (Griesmayr
et al. 2014).
Figure 6: (A) The experimental task required subjects to remember the positioning of the red bars (the
targets) on the left or right side of the image as indicated by the arrow in the center of the image. The
six images show examples of the test image for different numbers of targets and distractors. (B) For each
trial of the experiment, subjects are shown (i) a fixation image (400± 200 ms); (ii) the standard array to
be memorized (100 ms); (iii) the maintenance image (900 ms); (iv) the comparison array, at which point
subjects are asked to respond within 2000 ms if the targets in the comparison arrays match or mismatch
the standard array.
The experimental task is depicted in Figure 6. Subjects were asked to remember the
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positioning of the red bars (the targets) on the left or right side of the image as indicated by
the arrow in the center of the image. Six experimental conditions were used for 2, 3, 4, 6,
and 8 targets, and for 2 targets + 2 blue distractors. Each trial consists of the presentation
of four images in sequence, with a total duration approximately three seconds, structured
as follows: (i) fixation image for 400 ± 200 ms; (ii) the standard array to be memorized
(100 ms); (iii) the blank maintenance image (900 ms); (iv) comparison array is shown,
and subjects are prompted to respond within 2000 ms if the targets in the comparison
array match or mismatch the standard array. The total duration of the experiment was
5-10 minutes for each subject. EEG data was downsampled to 256 Hz, channels with
corrupted signals removed, and a band pass filter from 1 – 40 Hz was applied. Independent
components analysis was then used to remove physiological artifacts such as eyeblinks and
other muscle movement (Delorme and Makeig 2004; Makeig et al. 2004). Lastly, all subjects
were manually inspected to remove any remaining artifacts. The coherence between two
EEG channels at a particular frequency ω is a measure of the oscillatory concordance of the
the two signals at ω. Details of calculating the coherence are given in A.5.1. The pairwise
coherence for q EEG channels is a q×q symmetric matrix, from which we extract the upper
triangle and vectorize to form the n× (q
2
)
matrix Y .
Channel topography and coordinates are available from the BioSemi website (BioSemi
2015). For our analysis, we consider coherence restricted to the 25 most anterior channels
(“Frontal”), and fronto-parietal (FP) coherence from 30 channels covering the frontal and
parietal lobes. This results in 300 distinct features for the 25 frontal channels, and 435
features for the fronto-parietal channels. Figure 10 shows the location of the channels for
the frontal and fronto-parietal groups.
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6.1 Heritability of EEG Coherence
Genotype data from approximately 5× 105 single nucleotide polymorphisms (SNPs) for all
subjects was measured, of which 484496 autosomal SNPs meeting quality control thresholds
(MAF > 1%, HWE < 0.001) were included for heritability testing. Data processing and
heritability testing was conducted with PLINK v1.90b4.4 and GCTA 1.91.5 beta2. Let X
be the column-standardized SNP data matrix.
To determine whether the heritability of EEG coherence in the theta, alpha, and beta
bands is significantly greater than zero, AdaMant was performed with K = XXT (which
is proportional to the usual genetic relationship matrix), H = Y (Y TY + λI)−1Y T for
λ ∈ {10, 100, 1000,∞}, using 5000 permutations.
The most significantly heritable coherence was found to be the theta band (4 – 8 Hz)
for the frontal channels, with P = 0.0458. Other bands tested were not found to be
significantly heritable, additional results can be found in Table 1. The estimated mean
heritability of theta coherence for the frontal channels is hˆ2 = 0.165, although there is large
variance in this estimate due to the somewhat small sample size.
6.2 Association of EEG Coherence and SNPs related to Educa-
tional Attainment
Following the scientific aims of the BNU imaging genetics study, it is of interest to determine
whether genetic markers linked to educational attainment (EA) are significantly associated
with EEG coherence during the visual working memory experiment. SNPs were selected
from the meta-analysis of educational attainment by Okbay et al. (2016), which identified
over 3 × 105 SNPs found to be significantly associated with EA at a level of 0.01. These
SNPs were also found to show significantly elevated expression specifically in developing
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neural tissue, thus it is plausible they may be significantly associated with other aspects of
cognitive development and performance.
Testing the association of the top 100 EA SNPs with EEG coherence, we found that
similarities from beta and gamma band coherence are significantly associated with genetic
similarity measured from the top 100 SNPs from the EA gene set for the Frontal and Fronto-
parietal coherence. The beta band was the most significantly associated, with P = 0.0104
for the frontal channels and P = 0.013 for the FP channels.
6.3 Testing Association of EEG Coherence and SNPs Related to
Alzheimer’s Disease
For a more targeted test of genetic influence on EEG coherence, a group of 11 SNPs
that have been identified as potentially related to Alzheimer’s Disease were selected in
order to determine if these SNPs are related to working memory brain function in healthy
individuals. AdaMant test was performed with λ ∈ {0.5, 1, 5, 10, 100, 1000,∞} for ridge
kernel similarity of the coherence data, and using 5000 permutations. Genetic similarity of
subjects was calculated as the L2 inner product of the standardized SNP data for all tests.
For the alpha band, AdaMant P -values were P = 0.065 and P = 0.381 for all channels and
frontal channels respectively. Results for the theta band were P = 0.416 and P = 0.085 for
all 64 channels and frontal channels respectively. Since the adaptive Mantel test was used,
these P -values already take into account testing across multiple λ. In the case of the alpha
band, the test results suggest that coherence involving channels outside of the selected
frontal channels may be associated with genetic similarity determined by the 11 AD SNPs,
whereas for the theta band, the SNP association appears stronger when considering only
the frontal channels.
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Additional results on the specific channels and SNPs that are most associated, and
discussion of the scientific relevance is provided in the online supplement A.5.3.
7 Discussion
We have here developed the adaptive Mantel test as a metric-based testing procedure,
which reduces the difficulty of kernel parameter selection by simultaneously testing across
a set of candidate parameters and automatically selecting the parameter yielding the most
significant test from the candidate set. As a tool for high-dimensional inference, AdaMant
improves over competing association tests by data-adaptively selecting the kernel that
yields the most significant association of X and Y , without the need to explicitly adjust
the calculated P -value. Moreover, AdaMant is simple to implement, yet can be usefully
applied for any data modality that admits a meaningful measure of similarity. As part
of the present contributions, and to facilitate the use of AdaMant by other researchers,
an R-package providing a basic implementation of AdaMant is available on the author’s
website (Pluta 2018).
To motivate and justify AdaMant, we have developed a unified framework of linear
model score tests that links the score tests of the variance components, fixed effects, and
ridge regression models as a single class of tests indexed by the penalty term λ ∈ [0,∞],
with the fixed effects and variance components tests corresponding respectively to the
extreme values of λ in this range. Through this framework, we have shown that linear
model score tests are equivalent to testing the correlation of subject-subject similarities in
each of the feature sets, that is, the linear model score tests are equivalent to the Mantel
test for specific choices of metrics.
From the forms of the tests given in Section 2, and illustrated in Figure 2, we observe
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that the variance components test is preferred when the relationship of X and Y is most
significant along the principal directions of X, whereas the fixed effects model is preferred
when X and Y are significantly related along principal directions of X with small variance.
Since the fixed effects test cannot be applied when n < p, the ridge regression score test
is an important generalization of the variance components and fixed effects tests, allowing
one to recover the advantages of the fixed effects test in settings with p > n.
The present paper has primarily focused on the properties of AdaMant when only ridge
kernel similarities are used, but this class of weights may not be optimal. For instance,
in Figure 2 (B-C), weights that are concentrated along the true direction of association
will produce a more powerful test than the ridge kernel weights. Considering a wider
class of similarity metrics, such as rotations of the Mahalanobis metric or non-linear kernel
functions, is an important direction of future work for further improving the power and
efficiency of high-dimensional testing methods.
AdaMant, along with many other currently used association testing methods, are pow-
ered for only a specific functional association of the two feature sets, e.g. linear or quadratic.
An important exception to this is the dCov test with the Euclidean distance, which detects
any type of statistical dependence of the two feature sets (Sze´kely, Rizzo, Bakirov, et al.
2007). As an alternative to this, AdaMant with the Gaussian radial basis kernel and a
suitable selection of tuning parameters may be able to detect a wide variety of associations
(although not all). Building on kernel-based methods for estimating heritability (D. Liu,
Lin, and Ghosh 2007), future work will consider extensions of AdaMant to a more general
class of similarity measures, and investigate methods for improving testing power while
selecting across a large number of tuning parameters.
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A APPENDIX
A.1 Proofs of Propositions
A.1.1 Proposition 1
Let X be a column-centered n × p matrix with rank(r), SVD X = UDV T , and squared
singular values ηj, j = 1, · · · , r. Let Y ∼ N(0, σ2ΣA + σ2εIn) be an n × 1 response vector,
where ΣA is an n× n semi-positive definite covariance matrix that depends on X. Define
Z = UTY , the r×1 vector of principal correlations, and define TF , TV , and Tλ by Equations
1, 2, and 4.
1. Connections between linear model score tests. The score tests for the fixed
effects, variance components, and ridge regression models form a single class of tests
parameterized by the ridge tuning parameter λ ∈ [0,∞]. Tλ is testing equivalent to
the variance components score test as λ→∞, limλ→∞ Tλ  TV . Assuming rank(X) =
p, Tλ=0 is testing equivalent to the fixed effects score statistic, T0  TF .
2. Score test reference distributions. Let χ21,j, j = 1, . . . , r be iid chi-squared ran-
dom variables with one degree of freedom. Let χ2p be a chi-squared random variable
with p degrees of freedom.
(a) Tλ 
∑r
j=1
ληj
λ+ηj
Z2j
H0∼ ∑rj=1 ληjλ+ηjχ21,j.
(b) TF 
∑p
j=1 Z
2
j
H0∼ χ2p.
(c) TV 
∑r
j=1 ηjZ
2
j
H0∼ ∑rj=1 ηjχ21,j.
Proof
45
1.
lim
λ→∞
Tλ  lim
λ→∞
r∑
j=1
ληj
λ+ ηj
Z2j
= lim
λ→∞
r∑
j=1
ηj
1 + ηj/λ
Z2j
=
r∑
j=1
ηjZ
2
j  TV
2. Under the null hypothesis of H0 : σ
2 = 0, the reference distribution is Z = UTY
H0∼
N(0, Ir). Since each Zj is iid standard normal, Z
2
j ∼ χ21,j for chi21,j iid copies of a
chi-squared random variable with one degree of freedom.
A.1.2 Proposition 2
Let X be an n × r column centered matrix of covariates with rank(X) = r and singular
value decomposition X = UDV T , with singular values dj, j = 1, · · · , r. For convenience,
we define ηj = d
2
j , j = 1, · · · , r. Suppose Y be an n× 1 response vector, and let H = Y Y T
and Z = UTY . Assume that Y is standardized so that tr(H) = n and tr(H2) = n2.
1. Fixed Effects
R(H,KF ) =
∑r
j=1 Z
2
j√
np
=
1√
p
R2(X, Y ).
For simplicity, here we assume p = r. Note that when XTX is not full rank, one can
replace (XTX)−1 with (XTX)−and the similarity matrix X(XTX)−1XT is invariant
to the choice of a generalized inverse.
2. Random Effects
R(H,KV ) =
∑r
j=1 ηiZ
2
j
n
√∑r
j=1 η
2
j
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3. Ridge Regression
R(H,Kλ) =
∑r
j=1 Z
2
j
ηj
ηj+λ
n
√∑r
j=1
(
ηj
ηj+λ
)2
Proof
(1) The matrix KF is the standard projection matrix (the “hat matrix”) from linear regres-
sion, giving the identity tr(KK) = tr(K) = rank(K) = p = r. The result follows directly
from the definition of R(H,K) and R2(X, Y )
R(H,K) =
tr(HK)√
tr(HH)tr(KK)
=
Y TX(XTX)−1XTY√
pY TY
=
1√
p
R2(X, Y ).
If we replace X with its singular value decomposition, we have
R(H,K) =
Y TUDV TV (DTD)−1V TV DTUY√
pY TY
=
∑r
j=1 Z
2
j
n
√
p
(2) In a random-effect linear model, the variance-covariance structure of the outcome vector
is a function of the similarity KV that is defined using the dot product: KV = XX
T . Let
H = Y Y T . We have
tr(HH) = =
(
r∑
j=1
Z2j
)2
= n2
tr(KVKV ) = tr(XX
TXXT ) = tr(UDV TV DTUTUDV TV DTUT ) =
r∑
j=1
η2j
tr(HKV ) = Y
TXXTY = Y TUDDTUTY =
r∑
j=1
ηjZ
2
j .
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(3) In a ridge regression, let Kλ = X
TX + λIp and H = Y Y
T . We have
Kλ = V D
TDV T + λV V T = V (DTD + λI)V T
tr(KλKλ) = tr(X(X
TX + λI)−1XTX(XTX + λI)−1XT )
=
r∑
j=1
(
ηj
ηj + λ
)2
.
Let Z = UTY = (Z1, · · · , Zr)T , we have
Y TY =
r∑
j=1
Z2j = n
tr(HKλ) = Y
TX(XTX + λI)−1XTY
=
r∑
j=1
ηj
ηj + λ
Z2j
The correlation coefficient based on the similarity matrices is
R(H,Kλ) =
tr(HK)√
tr(HH)tr(KK)
=
∑r
j=1
ηj
ηj+λ
Z2j
n
√∑r
j=1
(
ηj
ηj+λ
)2
(4) When λ = 0, we assume that p < n. The result follows immediately.
When λ > 0, let δ = 1/λ and express the correlation at λ in terms of δ:
R(H,K1/δ) =
∑r
j=1
ηj
ηj+1/δ
Z2j
n
√∑r
j=1
(
ηj
ηj+1/δ
)2
Using L’Hospital’s rule, it is not difficult to see that
lim
δ→0
R(H,K1/δ) =
∑r
j=1 ηjZ
2
j
n
√∑r
j=1 η
2
j
= R(H,KV ),
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i.e.,
R(H,K∞) =
∑r
j=1 ηjZ
2
j
n
√∑r
j=1 η
2
j
= R(H,KV ),
Note that R(H,K∞) ≤ R(H,K0); in other words, the ridge regression method shrinks
the correlation. Another observation is that when η1 = η2 = · · · = ηr, X has orthogonal
columns and all the correlations are identical.
A.1.3 Proposition 3
Assume X is an n × p column-standardized, full row-rank matrix (which requires p ≥ n),
and assume Y ∼ N(0, σ2Iq ⊗ XXT/p + σ2εIq ⊗ In) is a q-variate column-standardized
random vector. Define Gram matrices G = XXT/p and H = Y Y T (for which tr(G) = n
and tr(H) = nq under the above assumptions).
1. The method of moments estimator hˆ2 is
hˆ2 =
tr(HG/q)− n
tr(G2)− n .
2. The expectation of the correlation of Gram matrices is
ER(H,G) = h2
(tr(G2)− n)√
tr(H2/q)tr(G2)
+
n√
tr(H2/q)tr(G2)
.
Proof
1. First compute E tr(HG) following standard results on the quadratic forms.
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E tr(HG) = tr(G(σ2Iq ⊗G+ Iq ⊗ σ2εIn))
= qσ2tr(G2) + nqσ2ε .
Plugging in tr(HG) and solving for h2 gives the desired method of moments estimator
hˆ2 =
tr(HG/q)− n
tr(G2)− n .
2.
ER(H,G) =
1√
tr(H2)tr(G2)
Etr(HG)
= qσ2tr(G2) + nqσ2ε
= h2
(
tr(G2)− n√
tr(H2/q)tr(G2)
)
+
n√
tr(H2/q)tr(G2)
Corollary In the setting of Proposition 3, with Y a univariate vector (q = 1) and for fixed
n, p, and σ2, with p > n, the expected correlation ER(H,G) is a function of tr(G2), with
maximum and minimum dependent on the noise-to-signal ratio (1− h2)/h2.
1. For 1 ≤ (1− h2)/h2 ≤ n, the expected correlation is bounded by
2
√
h2(1− h2)
n
≤ ER(H,G) ≤ h2n− 1
n
+
1
n
.
with upper and lower bounds attained by tr(G2) = n2 and tr(G2) = n(1−h
2)
h2
respec-
tively.
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2. For (1− h2)/h2 ≤ 1, the expected correlation is bounded by
1√
n
≤ ER(H,K) ≤ h2n− 1
n
+
1
n
,
with upper and lower bounds attained at tr(G2) = n2 and tr(G2) = n respectively.
3. For (1− h2)/h2 ≥ n, the expected correlation is bounded by
h2
n− 1
n
+
1
n
≤ ER(H,G) ≤ 1√
n
,
with upper and lower bounds attained at tr(G2) = n and tr(G2) = n2 respectively.
Proof
Define the function ρ(ξ|σ2) = 1
n
√
ξ
(h2(ξ − n) + n). Here ξ can be interpreted as a
candidate value for tr(G2). The derivative of ρ is
ρ′(ξ) =
1
2n
ξ−3/2(h2ξ + nh2 − n).
It follows that ξ∗ = n1−h
2
h2
gives ρ′(ξ∗) = 0. The signs of the derivative can be checked to
show that this is in fact a minimum of ρ. The maximum and minimum of ρ attained on
n ≤ ξ ≤ n2 (the range of tr(G2) determined by tr(G) = 1) depends on the relationship of
ξ∗ to the range of tr(G2), for which there are three cases.
1. When 1 ≤ (1− h2)/h2 ≤ n, ξ∗ is in the range of tr(G2), and so the minimum of ρ is
attained here. Since ρ is strictly increasing for ξ > ξ∗, the maximum of ρ is attained
at tr(G2) = n2.
2
√
h2(1− h2)
n
≤ ER(H,G) ≤ h2n− 1
n
+
1
n
.
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with upper and lower bounds attained by tr(G2) = n2 and tr(G2) = n(1−h
2)
h2
, respec-
tively.
2. When (1−h2)/h2 ≤ 1, ρ is strictly increasing in the range of tr(G2), so the maximum
and minimum are attained are the right and left endpoints of the interval, respectively.
3. When (1−h2)/h2 ≥ n, ρ is strictly decreasing in the range of tr(G2), so the maximum
and minimum are attained at the left and right endpoints of the interval, respectively.
h2
n− 1
n
+
1
n
≤ ER(H,G) ≤ 1√
n
,
with upper and lower bounds attained at tr(G2) = n and tr(G2) = n2 respectively.
A.2 Multivariate Ridge
Previous results have shown that ridge regression with tuning parameters for both X and Y
can be effective for the simultaneous prediction of multiple outcome variables (Brown and
Zidek 1980; Breiman and Friedman 1997), thus it may be useful to consider ridge kernel
similarities for both X and Y . For two tuning parameters λX , λY > 0 and Gram matrices
HλY = Y (Y
TY + λY Iq)
−1Y T , KλX = X(X
TX + λXIp)
−1XT , the ridge kernel Mantel test
statistic is TλX ,λY = tr(HλYKλX ). The corresponding augmented data model is
Y˜ =

Y
0
√
λY Iq
 , X˜ =

X
√
λXIp
0
 (14)
To derive the correspondence with the ridge kernel similarity measures on X and Y ,
let H˜ = Y˜ (Y˜ T Y˜ )−1Y˜ T , K˜ = X˜(X˜T X˜)−1X˜T . The least squares estimate (based on the
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augmented data) of B is
Bˆ = (X˜T X˜)−1X˜T Y˜ = (XTX + λXI)−1XTY,
which only depends on the tuning parameter for X. To see the effect of the tuning param-
eter λY , we examine the log-likelihood based on the augmented data,
l ∝ c− (n+ p+ q) log |Σε| − tr[(Y −XB)Σ−1ε (Y −XB)T ]
− λXtr[BΣ−1ε BT ]− λY tr[Σ−1ε ],
(15)
where c is a constant that does not depend on any parameters.
Another observation is that the negative likelihood function in Equation 15 is math-
ematically identical to the posterior distribution of B and Σe where the joint prior is a
normal-inverse-Wishart distribution:
Y |B,Σe ∼ Nn×q(XB,Σe, In) (16)
p(B,Σe) ∝ |Σe|
p+q
2 exp{−λx
2
tr[BΣ−1e B
T ]− λy
2
tr[Σ−1e ]} (17)
A.3 Adaptive Mantel Test Asymptotics
Assume true model is the random effects Y ∼ N(0, σ2KV + σ2εIn), where KV = XXT .
Assume the SVD of X is X = UDV T , with singular values dj and eigenvalues ηj =
d2j , j = 1, · · · , p. Further assume that X and Y have been centered and scaled, so that
tr(XXT ) = np, and tr(X(XTX)−1) = p.
A.3.1 Random Effects Test
Let KV = XX
T .
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TR = tr(HKV ) =
p∑
j=1
ηjZ
2
j (18)
ETR = tr(σ2K2V ) + σ2εnp = σ2
∑
η2j + σ
2
εnp (19)
T ∗R =
TR − σ2εnp
σ2ε
√
2
∑
η2j
H0∼˙ N (0, 1) (20)
ET ∗R =
ETR − σ2εnp
σ2ε
√
2
∑
η2j
=
σ2
σ2ε
√
1
2
∑
η2j (21)
A.3.2 Fixed Effects Test
Let KF = X(X
TX)−1XT .
TF = tr(HKF ) =
p∑
j=1
Z2j (22)
ETF = tr(σ2KFKV ) + σ2εp = σ2np+ σ2εp (23)
T ∗F =
TF − σ2εp
σ2ε
√
2p
H0∼˙ N (0, 1) (24)
ET ∗F =
ETF − σ2εp
σ2ε
√
2p
=
σ2
σ2ε
· n
√
p
2
(25)
A.3.3 Ridge Kernel Test
Let Kλ = X(X
TX + λIp)
−1XT .
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Tλ = tr(HKλ) =
p∑
j=1
ηj
ηj + λ
Z2j (26)
ETλ = tr(σ2KλKV ) + σ2ε
∑ ηj
ηj + λ
(27)
T ∗λ =
Tλ − σ2ε
∑ ηj
ηj+λ
σ2ε
√
2
∑( ηj
ηj+λ
)2 H0∼˙ N (0, 1) (28)
ET ∗λ =
ETλ − σ2ε
∑ ηj
ηj+λ
σ2ε
√
2
∑( ηj
ηj+λ
)2 = σ2σ2ε · tr(KλKV )√
2
∑( ηj
ηj+λ
)2 (29)
ET ∗λ =
σ2
σ2ε
·
∑p
j=1
η2j
ηj+λ√
2
∑( ηj
ηj+λ
)2 (30)
(Trace identity for tr(KλKV ) shown below.)
A.3.4 Asymptotic Equivalences
For n sufficiently large, we can assume the expected values of the test statistics are
ET ∗F =
ETF − σ2εp
σ2ε
√
2p
=
σ2
σ2ε
· n
√
p
2
ET ∗R =
ETR − σ2εnp
σ2ε
√
2
∑
η2j
=
σ2
σ2ε
√
1
2
∑
η2j
ET ∗λ =
σ2
σ2ε
·
∑p
j=1
η2j
ηj+λ√
2
∑( ηj
ηj+λ
)2
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Of course for λ = 0 we have ET ∗λ = ET ∗F as usual. Considering the limit as λ → ∞ of
the square of the second quotient in T ∗λ (which is the only part that depends on λ):
lim
λ→∞
(∑p
j=1
η2j
ηj+λ
)2
2
∑( ηj
ηj+λ
)2 = lim 11/λ1
1/λ
(∑p
j=1
η2j
ηj+λ
)2
2
∑( ηj
ηj+λ
)2
= lim
(∑p
j=1
η2j
ηj/λ+1
)2
2
∑( ηj
ηj/λ+1
)2
=
(∑p
j=1 η
2
j
)2
2
∑
η2j
= (ET ∗R)
2
⇒ lim
λ→∞
ET ∗λ = ET ∗R
Thus the expected value of the ridge test statistic T ∗λ converges to that of the random
effects test statistics T ∗R, and so the two tests have approximately equal power for sufficiently
large n and λ.
A.3.5 Covariance of Mantel Test Statistics with Ridge Kernel
For two quadratic forms Y TA1Y and Y
TA2Y with Y ∼ N(µ,Σ), the covariance is given
by formula
Cov(Y TA1Y, Y
TA2Y ) = 2tr(A1ΣA2Σ) + 4µ
TA1ΣA2µ.
Let Z = UTY ∼ N(0, σ2Ip) as above, and ηλ = diag(ηj/(ηj + λ)). Consider two ridge
Mantel test statistics Tλ1 and Tλ2 .
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Cov(ZT∆λ1Z,Z
T∆λ2Z) = 2tr
(
∆λ1(σ
2KV + σ
2
εI)∆λ2(σ
2KV + σ
2
εI)
)
= 2
[
(σ2)2tr (∆λ1KV ∆λ2KV )
+2σ2σ2εtr (∆λ1∆λ2KV ) + (σ
2
ε)
2tr (∆λ1∆λ2)
]
= 2
∑[
(σ2)2
η4j
(ηj + λ1)(ηj + λ2)
+ 2σ2σ2ε
η3j
(ηj + λ1)(ηj + λ2)
+(σ2ε)
2
η2j
(ηj + λ1)(ηj + λ2)
]
= 2
∑ η2j (σ2ηj + σ2ε)2
(ηj + λ1)(ηj + λ2)
Using this to compute Cov(T ∗λ1 , T
∗
λ2
):
Cov(T ∗λ1 , T
∗
λ2
) =
(σ2ε)2
√
2
∑( ηj
ηj + λ1
)2√
2
∑( ηj
ηj + λ2
)2−1 · 2∑ η2j (σ2ηj + σ2ε)2
(ηj + λ1)(ηj + λ2)
=
(
σ2
σ2ε
)2 √∑( ηj
ηj + λ1
)2√∑( ηj
ηj + λ2
)2−1∑ η2j (ηj + σ2εσ2 )2
(ηj + λ1)(ηj + λ2)
=
(
σ2
σ2ε
)2 tr(Kλ1Kλ2 (KV + σ2εσ2)2)√
tr(K2λ1)
√
tr(K2λ2)
A.3.6 Asymptotic Distribution of AdaMant Statistic
By Nadarajah and Kotz 2008, the distribution of the maximum of two standard normal
random variables with correlation ρ is
f(x) = 2φ(x)Φ
(
1− ρ√
1− ρ2x
)
.
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Under the null distribution H0 : σ
2 = 0, giving ρ = 0, this reduces to
f0(x) = 2φ(x)Φ(x),
displayed in Figure 7.
Figure 7: Distribution of the maximum of two uncorrelated standard normal random variables.
A.4 Simulations
To assess the effect of unrelated covariates, we repeated the simulations from the variance
components and fixed effects models with 25% and 50% of the covariate effects set to 0,
(plots given in Figure 8). The shape of the plots and ordering of the curves with respect
λ are largely the same as in the 0% sparsity case, with the power decreased according to
level of sparsity as expected. The power for AdaMant is reduced similar to the power for
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the single-parameter tests. The variance components score test, dCov, and aSPC tests
perform the worst of the tests considered, thus AdaMant is practical even when many
included covariates are unrelated to the response variables. In these cases, the results of
AdaMant indicate that the use of the ridge kernel may exhibit greater power over these
competing tests.
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Figure 8: Simulation results of the adaptive Mantel test for data generated from sparse models. The
sparsity level indicates the percentage of covariate effects that are set to 0. The variance components
models have σ2b = 0.035 for effective covariates; the fixed effects models have βj = (−1)j0.05 for effective
covariates. All other simulation settings were the same those in Figure 3. (i) Results for data generated
from the variance components model with 25% sparsity. (ii) Results for data generated from the variance
components model with 50% sparsity. (iii) Power for data generated from a fixed effects model with 25%
sparsity. (iv) Power for data generated from a fixed effects model with 50% sparsity.
60
A.5 Applications
A.5.1 Calculating Coherence
1. Suppose we have p channels and each channel has a time series X(t) with length T .
2. Fourier transform: We do discrete Fourier transform(DFT) on time series of each
channel:
d(ωj) = T
−1/2
T∑
t=1
X(t) exp(−2piiωjt)
For j = 0, 1, ...T − 1, where the frequencies ωj = j/T . Denote the DFT of the
k-th channel at frequency ωj as d(k, j). The cross spectrum of m,n-th channel is
d(m, j) ·d(n, j)∗ (* denotes conjugate transpose) at frequency ωj, which is the m,n-th
element of spectral matrix at frequency ωj. Denote the spectral matrix at frequency
f as
S(f) =

S11(f) S12(f) · · · S1p(f)
S21(f) S22(f) · · · S2p(f)
· · · · · · · · · · · ·
Sp1(f) Sp2(f) · · · Spp(f)

3. Averaging over frequencies within bands: We set a cutoff value for frequency(0.146)
which is about 45 Hz as the upper bound of gamma band. For each band, we average
the spectral matrix over frequencies within that band.
4. Averaging over trials: We average the spectrum matrix for each band over trials
and get the 3-d array (channel× channel× bands) which contains spectral matrix
for each frequency band.
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5. Calculate coherence matrix: For each subject, We calculate the coherence matrix
for each frequency band based on spectral matrices. The coherence between channel
m and n can be calculated as
rmn(f) =
|Smn(f)|2
Smm(f)Snn(f)
A.5.2 EEG Experimental Design
Figure 9: Example of pre-processed EEG data from channels FC3 and P6 for one trial of the VWM
experiment.
A.5.3 EEG Analysis Additional Results
To assess possible contributions of individual channel pairs, each channel pair was sepa-
rately tested for significance with the AD SNPs with the adaptive Mantel test. Figure 11
shows the most significant channel pairs across all channel pairs for the alpha band. The
TP8 – CP2 connection is the most significant at P < 0.0001. Other top pairs are C4 –
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Band Channels P -value λ h2
Theta Frontal 0.0458 ∞ 0.165
Alpha Frontal 0.4100 ∞ 0.213
Beta Frontal 0.6890 0.1 0.191
Gamma Frontal 0.8860 10 0.187
Theta All 0.2610 0.1 0.178
Alpha All 0.8610 1 0.173
Beta All 0.3620 ∞ 0.221
Gamma All 0.4200 ∞ 0.184
Table 1: Adaptive Mantel P -values for testing association of EEG coherence with genome wide similarity.
Frontal channels include the 25 most anterior EEG channels. The λ column indicates the best ridge
regression penalty chosen by AdaMant, with λ =∞ corresponding to the variance components score test.
Band Channels P -value λ
Theta Frontal 0.085 0.5
Alpha Frontal 0.381 1
Theta All 0.416 0.5
Alpha All 0.065 5
Table 2: AdaMant P -values for association of EEG Coherence for frontal and all channels with 11 selected
AD-related SNPs.
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Figure 10: Channel locations and labels for BioSemi 64 channel EEG cap. Orange channels are those
included in the ”Frontal” channel group; blue channels are those included in the ”Fronto-Parietal” channel
group.
PO4, C4 – AF7, and T8 – FT7. The most significant connections are mostly between the
right temporal regions with the left frontal regions. For the theta band, the most significant
channel pairs were P9 – Cz, P9 – CP3, CP3 – AF3, and P8 – F3. The P9 channel also
had relatively significant connections with many other channels in the frontal left hemi-
sphere. These results are supported by a number of previous studies that have established
links between working memory performance and features measured by EEG. For instance,
Onton, Delorme, and Makeig (2005) found increases in frontal midline theta power with
increasing memory load during a verbal-working memory task; Sauseng et al. (2005) also
found that alpha coherence plays a significant role in “top-down” control during working
memory tasks; and Simons and Spiers (2003) identified important interactions between the
prefrontal and medial temporal lobes for the processing of long-term memory.
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Figure 11: Selection of channel pairs with alpha band coherence most strongly associated with AD SNPs.
Similarly, the association of each individual SNP with EEG coherence was assessed
with AMT. For alpha coherence with all channels, the most significant SNP (P = 0.02)
is rs2227564, a functional polymorphism within plasminogen activator urokinase (PLAU)
gene. An allele of this SNP has been linked to significantly higher plaque counts in AD,
although its role is not well-established. The second most significant SNP from the in-
dividual tests is rs3851179, a SNP upstream of the PICALM gene. This SNP has been
repeatedly implicated as a factor in AD (Harold et al. 2009), as well as Parkinson’s Dis-
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ease and schizophrenia (Zhou et al. 2010), although there are dissenting results regarding
its significance in particular Chinese populations (L. H. Chen et al. 2012; G. Liu et al.
2013). In the genetics literature on cognitive function in healthy subjects, polymorphisms
in neurotransmitter genes, such as those in the dopamine pathway, have been shown to
be significantly associated with increased neuronal activity in the prefrontal cortex during
working memory tasks, as measured by fMRI (Bertolino et al. 2006). Vogler et al. (2014)
analyzed data from the n-back memory task for 2298 subjects, and estimated genome-wide
heritability of working memory accuracy to be 41% (95% CI: 0.13, 0.69). Taken together,
these results make it plausible that genetic factors have an important influence on brain
function related to working memory, but determining the specific nature of the role of ge-
netics in brain function remains a challenging problem that will require repeated validation
through a variety of different studies and experiments.
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