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ABSTRACT
In recent years, there has been rising interest in commercial applications
of Unmanned Air Vehicles (UAVs). Examples of their usage include aerial
photography, infrastructure inspection and emergency first response. For
widespread commercial adoption of these applications to occur, UAV nav-
igation must be made safe and reliable. In open-sky environments, Global
Positioning System (GPS) receivers are most commonly used to provide ac-
curate and globally referenced positioning for UAVs. However, many ap-
plications, such as consumer product delivery, require UAVs to operate in
densely populated urban environments. In these environments, buildings
and structures reflect and block GPS signals, leading to multipath and low
satellite visibility. These factors create GPS-challenged environments that
result in large errors in UAV positioning or make GPS unavailable. To im-
prove urban GPS, one approach uses environment modeling such as 3D city
models to mitigate the effects of multipath and NLOS errors. Others pair
GPS with odometry measurements from relative positioning sensors, such
as Light Detection and Ranging (LiDAR) sensors. LiDAR-based odometry
provides an accurate relative navigation solution in GPS-challenged environ-
ments, but requires distinguishable features in the surrounding environment
and is susceptible to drift and biases. As a result, there is a need for sensor
fusion techniques that can provide reliable and robust positioning in urban
environments.
In this thesis, we apply a Simultaneous Localization and Mapping (SLAM)
approach to fuse GPS pseudorange measurements with LiDAR point clouds
and 3D building footprint data of the existing region, for UAV trajectory
estimation and environment mapping. Our approach consists of three main
aspects: graphical modeling, map-based processing, and inference.
First, we use a probabilistic graph, specifically a directed acyclic graph,
to model the trajectory of a UAV. Nodes in the graph represent states of
the UAV or GPS satellites; while edges represent relations between states
created by sensor measurements. We then use the graph to structure our
environment maps. We represent our environment in two mapping formats:
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a point cloud map and an urban building map. The point cloud map is for-
mulated by anchoring each collected LiDAR point cloud with their respective
state. The result is a large point cloud collected throughout the trajectory
of the UAV. The urban building map is a geometric representation of the
large scale structures in the environment. It is first initialized with available
sources of 3D building model data for the navigating region. In this work, we
use Champaign building footprint data from the State of Illinois data portal.
We then run plane fitting algorithms on the collected point clouds at each
state to update the urban building map. As the UAV navigates, the graph
is populated by additional nodes and corresponding LiDAR measurements,
allowing for SLAM of the environment.
Next, we apply the formulated maps in two ways: mitigation of errors
resultant from reflected GPS signals; and map matching with existing or
previously collected maps of the region.
The urban building map is first initialized with city building footprint
data. We then draw line-of-sight vectors to from the UAV to each satellite
and identify NLOS satellites from intersections with the urban building map.
Next, we use density of surrounding buildings to identify potential satellite
measurements affected by multipath. After identifying multipath-affected
GPS measurements, we propose a multipath model via covariance adjustment
to deweigh their effects on the UAV state estimate.
We then append our graph with additional map matching edges. Based on
the probabilistic distribution of a state, we generate and propagate particles
representing potential states of the UAV. Then using the urban map, we
compare the expected buildings observed by each particle with the buildings
observed from the LiDAR measurements. We find the most likely particle
and use it as a constraint measurement in the graph. We then compare the
point cloud collected at each time step with the point cloud map to perform
loop closure and create constraint measurements to the initial position of the
UAV.
Afterwards, we take a probabilistic approach towards trajectory estimation
in the graphical inference step. Using the edges directed at the UAV nodes
in the graph, we formulate a joint probability that represents the likelihood
of the state estimate given the collected measurements. We then perform
inference on the graph and formulate a Maximum A Posteriori (MAP) es-
timate of the UAV trajectory. Since the collected LiDAR point clouds are
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anchored at the corresponding state estimates, we simultaneously optimize
for the maps generated by the system.
Finally, we experimentally validate our algorithm by presenting the results
of a series of UAV flight tests in both GPS-challenged and GPS-friendly
environments near and on the University of Illinois at Urbana-Champaign
campus. We show that our probabilistic graphical sensor fusion approach
provides an accurate and available navigation solution that allows a UAV to
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In recent years, there has been rising interest in the commercial potential of
Unmanned Aerial Vehicles (UAVs). Due to their flexible flight capabilities
and maneuverability, small-scaled UAVs have been sought after for numerous
commercial applications [2, 3]. Examples of these applications include aerial
photography [4], infrastructure inspection [5, 6], and crop inspection [7, 8].
As UAV technology has matured and production increased, more advanced
UAVs are now being explored for complex tasks such as consumer product
delivery [9, 10] and emergency first response [11, 12]. However these appli-
cations often require UAVs to operate in densely populated urban environ-
ments. Before widespread commercial adoption of UAVs can occur, UAV
navigation must be safe and reliable.
1.1 GPS Navigation
One of the most commonly used sensors for UAV navigation is the Global
Positioning System (GPS) receiver. GPS is a satellite-based navigation sys-
tem used to provide reliable timing and positioning to military and civilian
users. As of April 2017, the GPS constellation consists of 31 satellites on six
different orbital planes. Operated by the United States Department of De-
fense, the satellites are stationed in Mid Earth Orbit (MEO), at an altitude
of approximately 20,200 kilometers, and circle the Earth twice per sidereal
day, or 23.934 hours [13].
GPS is a passive timing and positioning system. Each satellite is equipped
with atomic clocks synchronized by ground control stations. Satellites con-
tinuously broadcast navigation messages that contain signal transmit times,
satellite constellation health, orbital parameters, and orbit and clock cor-
rections. Users receiving the messages then use Time Difference Of Arrival
(TDOA), the difference between the signal transmit time from the satellite
and the signal receive time at the receiver, to determine the range between
the GPS receiver and the transmitting satellite.
For civilian GPS, each satellite broadcasts its navigation message on the
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L1 frequency (1575.42 MHz). The messages are encoded using Code Division
Multiple Access (CDMA), a spread spectrum technique that allows all GPS
satellites to transmit on the same frequency. After receiving the incoming
signal, a composite of all GPS signals and noise on the L1 frequency, GPS
receivers decode the navigation message in order to get the satellite positions.
Through the acquisition and tracking steps, users obtain the GPS signal,
TDOA δt, and the resulting pseudorange ρ, by multiplying δt by the speed of
light (299792458m/s). The pseudorange is defined as the range measurement
between the satellite and the user receiver [13] plus a receiver clock bias term
and any additional accuracy errors:
ρk =
√
(xk − x)2 + (yk − y)2 + (zk − z)2 + cδt+ , (1.1)
where:
x, y, z : position of UAV in ECEF
cδt : speed of light multiplied by the GPS receiver clock bias
ρk : additional errors.
With received pseudoranges, a GPS receiver then uses trilateration to de-
termine the user’s position. Evidently, an accurate measurement of the sig-
nal transmit time is required for an accurate user position. However, it is
cost-ineffective for every user receiver to be equipped with a highly accurate
atomic clock, synchronized with GPS timing. Since the receiver clock used
to calculate the TDOA is a coarse time keeping source, a receiver clock bias,
the difference between the receiver clock and GPS time, is also estimated.
The resultant navigation solution consists of solving for the user’s position
(x, y, z) in the Earth Centered Earth Fixed (ECEF) coordinate frame and the
GPS receiver clock bias δt. With four unknown state variables, at least four
pseudorange measurements or four satellites in view are required to solve
for the GPS navigation solution. Typically a least-squares approach is to
estimate the receiver’s position and clock bias.
Because the navigation solution is determined via trilateration, errors in
positional accuracy are attributed to the geometry of the available satellites
and the accuracy of the pseudorange measurements. Often, the dilution of
precision (DOP) parameter [14] is used to characterize the multiplicative
effect of satellite geometry on the positional measurement’s precision. A
low DOP value represents the optimal configuration of the satellites-in-view
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where the satellites spread out across the sky. Commercial receivers typically
track the pseudorange to an accuracy of one to two percent of the 300 me-
ter long C/A code [15]. In open-sky environments, GPS receivers typically
provide a globally referenced position for UAVs within an accuracy of five to
ten meters.
1.2 GPS in Urban Environments
Challenges arise when GPS is used to navigate UAVs in urban environments.
In dense urban areas, buildings and structures block and obscure satellite
visibility, making it difficult for a receiver to maintain at least four visi-
ble satellites and resulting in poor satellite geometry from the remaining
satellites-in-view. Furthermore, buildings and structures reflect GPS signals,
causing multipath errors. Multipath occurs when the GPS receiver receives
signals reflected from the surrounding environment. When a direct, line-
of-sight (LOS) signal from a particular satellite is received along with an
environment reflected signal from the same satellite, errors occur in the GPS
tracking loops that degrade the accuracy of the GPS pseudorange. Another
type of multipath occurs when a GPS satellite is occluded from view but a
reflected signal is received by the GPS receiver. These signals have a longer
signal transit time, leading to a longer measured range than that of the true
range between the GPS receiver and the satellite. In this work, we refer to
this type of multipath error as non-line-of-sight (NLOS) errors. These fac-
tors, illustrated in Figure 1.1, create GPS-challenged environments that lead
to large errors in UAV positioning or make GPS unavailable.
To tackle these challenges, approaches typically aid GPS with knowledge
of the environment or measurements from other navigational sensors.
Knowledge of the environment surrounding a GPS receiver can be used
to improve positioning under the presence of multipath and NLOS errors.
Upwards-facing omnidirectional cameras have been used characterize the
city skyline surrounding a GPS receiver’s antenna to reject occluded sig-
nals [16,17]. With the recent availability of more accurate three-dimensional
(3D) mapping, 3D building model data have been explored to provide a more
detailed view of the surrounding environment for multipath mitigation. Us-
ing 3D building models, users have been able model the environmental fea-
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Figure 1.1: GPS-challenged environments showing GPS signal occlusions
along with Multipath and Non-line-of-sight affected GPS signals
tures that occlude or degrade GPS signal measurements. A few applications
use 3D building models to predict the visibility of satellites and match actual
satellite visibility to localize the receiver [18–20]. Ray tracing of the GPS sig-
nals have also been used to improve GPS pseudorange measurements. By
modeling the reflection that the GPS signals undergo on the 3D building
models, the reflected pseudoranges can then be incorporated into the calcu-
lation of navigation solution [21]. Furthermore it has been shown that ray
tracing technique can be used to correct and update the 3D building model
map [22]. Multipath components have also been treated as LOS signals from
virtual transmitters, improving the estimate of the receiver position while
localizing the potential sources of multipath [23–25].
Another approach, to compensate for degraded GPS measurements, pairs
GPS with other navigational sensors. To better characterize the dynamics
of the user, inertial measurement units (IMUs) have been paired with GPS
to measure the inertial forces upon the rigid body. Integrating acceleration
and rates of rotation allows a user to position themselves via dead reckoning.
However, positioning with IMUs alone result in errors grow exponentially due
to drifts and biases [26]. By pairing an IMU with GPS, GPS corrects the
drifts and biases in the IMU while the higher resolution dynamics measure-
ments improves the GPS navigation solution [27]. Environment observing
sensors, such as cameras and Light Detection and Ranging (LiDAR) [28,29],
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have also been paired with GPS. By detecting changes in the observed envi-
ronment as the user moves, the measurements are used to calculate a change
in motion in the form of odometry measurements.
1.3 SLAM and GPS
For navigation in GPS-denied environments, Simultaneous Localization and
Mapping (SLAM) has been seen as an alternate approach to positioning. The
goal of SLAM problem is to construct a map of the surrounding environment
while simultaneously estimating the position of the user. Approaches typi-
cally use the same LiDAR or camera sensors, mentioned in the prior section,
but uses environment mapping to mitigate the drift and biases in the sensors
used to determine relative motion [30].
In recent years, graphical approaches have been used to tackle the SLAM
problem. Graphical SLAM algorithms take a probabilistic approach to the
SLAM problem [31] and perform batch estimation[32][33] trajectory of the
navigator along with a map from observed sensor measurements[34]. Graph-
ical SLAM algorithms have been implemented on a variety of platforms with
various types of sensors [35]. In application, Graphical SLAM approaches
have been popular among visual SLAM applications, where the navigating
sensors are cameras. Current state of the art techniques include Large Scale
Direct (LSD) SLAM [36][37] and Parallel Tracking and Mapping (PTAM)[38].
In both of these cases, pose-graphs are used to to optimize and close loops
of a trajectory estimate.
More recently, GPS combined with SLAM approaches for navigation in
hybrid environments where GPS availability can be intermittent. GPS has
also been used to anchor the maps generated by the SLAM algorithms to
the global frame [39]. Following the landmark estimation scheme that most
SLAM algorithms use, many applications treat GPS as additional landmarks
in the vision [40] or LiDAR pose graphs [41,42]. These approaches allow for
fusion of SLAM navigation techniques with GPS to obtain a more robust
and accurate position estimate.
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1.4 Summary of Contributions
The main contribution of this thesis is a graph-based approach for urban UAV
navigation. In this work, we fuse GPS, LiDAR, and compass measurements
augmented by urban building footprints and environment mapping to obtain
reliable UAV positioning in a GPS-challenged environment.
• Applied a probabilistic graph to fuse GPS and LiDAR measure-
ments aided by 3D building models for UAV trajectory estima-
tion and Environment Mapping
In this work, we use a probabilistic graph to fuse GPS, LiDAR, and com-
pass measurements for UAV trajectory estimation, combining the map-
ping capabilities of SLAM approaches with the absolute positioning of
GPS-aiding approaches. As opposed to detecting LiDAR features as land-
marks [40–42], our UAV trajectory graph is structured as UAV nodes con-
nected by LiDAR odometry edges. We then incorporate GPS measure-
ments to anchor the graph in the global frame and correct errors in the
LiDAR odometry from drift and biases. Once the graph is formulated,
inference on the graph optimizes for the trajectory estimate of the UAV
as opposed to the current state. Anchoring the LiDAR point clouds, col-
lected at each location, in the trajectory where it was collected generates
an accurate map of the environment. We then use this map to further
refine the graph through map matching with city building footprint data.
• Proposed a technique to mitigate Multipath using LiDAR gen-
erated environment maps and 3D building models
The primary challenge for urban GPS navigation is navigating in the pres-
ence of multipath and NLOS signals. These effects cause outliers in the
pseudorange measurements, leading to large errors in the GPS navigation
solution. Common approaches to tackling these errors either use blan-
ket robust statistics to mitigate outliers or leverage 3D building model
databases to account for the reflected GPS signal.
In our approach, we utilize the environment map generated from the
LiDAR-based SLAM, aided by building footprint data, to mitigate er-
rors in the GPS measurements. We first initialize an environment map
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of the region using Champaign building footprint data [1]. As our UAV
navigates, we collect point clouds of the environment. We then use a plane
fitting approach to map out buildings and structures that have the poten-
tial of blocking or reflecting GPS signals and update them in our systems
urban building map. Using this map, we can then determine potential
sources of GPS reflections.
Once these sources are found, we then use a multipath model based on the
distance of the receiver to the potential source of multipath and the visi-
bility of the satellite to mitigate outlier GPS measurements. As opposed
to traditional approaches where blanket robust cost functions are applied
to all GPS measurements to find outliers [43], we use the map to identify
outliers before deweighing them. The advantages are twofold. First, GPS-
challenged environments are characterized by their lack of GPS satellite
visibility. We take a covariance deweighing as opposed to discarding out-
lier GPS measurements in order to maintain the ability to solve for a GPS
navigation solution. Furthermore if multiple satellites are affected by out-
lier measurements, a robust statistical approach may identify direct LOS
satellites as outliers and negatively deweigh accurate pseudorange mea-
surements. By identifying the multipath and NLOS affected GPS signals,
we can directly mitigate their effect on the resultant navigation solution
and preserve the accurate GPS measurements.
Thus our approach generates a map of the surrounding environment and
then uses this map to identify sources of multipath and NLOS errors and
mitigate them. This is different than approaches that either fully rely on
urban city models or just apply robust statistics.
• Experimentally validated the proposed algorithm and demon-
strated improvements in UAV navigation in GPS-challenged en-
vironments
We experimentally validate our proposed algorithm through a series of
flight tests in GPS-friendly and GPS-challenged environments. We show
that our probabilistic graphical sensor fusion provides a navigation solu-
tion that is more accurate than a GPS-only approach. Our approach allows




Chapter 2 introduces an overview of the UAV system and describes the how
the UAV is modelled and the environment map is represented. It then de-
scribes how each of the sensors in the system are modeled. Finally it provides
an overview of the probabilistic graphical sensor fusion approach used to in-
tegrate the sensor measurements in the system.
Chapter 3 discusses the urban map matching is accomplished using the
collected LiDAR point clouds. It discusses how the urban building map is
initialized from available online building footprint data. It then explains
how the LiDAR point cloud data is paired with the urban building map for
positioning via map matching.
Chapter 4 presents the complete graphical sensor fusion algorithm. It
first details how the UAV trajectory graph is structured from the collected
sensor measurements. It then explains the graphical inference step where we
estimate the trajectory parameters of the UAV.
Chapter 5 then augments the graphical sensor fusion algorithm presented
in Chapter 4. This chapter focuses on the mitigation of multipath effects
during urban navigation with the aid of the urban building map. It describes
how the multipath and NLOS signals are detected using the urban building
map. It then introduces our multipath model based on the distance to the
potential source of multipath and applies the model to covariance weighting
of the GPS pseudorange measurements. It concludes with results from a
static proof of concept experiment.
Chapter 6 describes the hardware implementation of the experimental test
bed and the software implementation of the graphical sensor fusion algorithm.
It then presents the experimental results in a combination of GPS-friendly
and GPS-challenged environments and discusses their implications.





In this chapter, we present an overview of the graphical approach proposed
for urban UAV navigation. We first describe how the state of the UAV is
modeled. We then describe sensors on-board the UAV and how they are
modeled. Next, we will go into detail about how maps of the environment
are formatted. Finally we will present a block diagram with an overview of
the system.
2.1 UAV Trajectory Modeling
In this work, our goal is to estimate the trajectory of the UAV. We then
denote the trajectory of the UAV as a sequence of states. For T states, the
trajectory of the UAV is defined as the set:
X = {x1,x2, . . . ,xT} (2.1)








pi : position of UAV in ECEF
vi : velocity of UAV in ECEF
bi : GPS Receiver Clock Bias
b˙i : GPS Receiver Clock Bias Drift Rate.
The GPS clock bias and clock drift are included in the UAV state vector
in order to account for the difference between the receiver clock and the GPS
satellite clocks. To propagate between sequential states, a constant velocity
model is used to describe the dynamics of the UAV. The state transition
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where dt is the time increment between states.
2.2 UAV Sensors
In this section we describe the sensors on-board the UAV system. In our
approach, the UAV uses GPS and LiDAR paired with a compass for urban
navigation. The GPS pseudorange measurements allow the UAV to position
itself in the global reference frame. LiDAR measurements are then used to
map the surrounding environment and generate odometry measurements for
local relative motion. The compass then provides a heading measurement
that is used to rotate the locally-referenced LiDAR measurements to the
same global frames used by the GPS measurements.
2.2.1 GPS Pseudorange Measurements
Previously described in section 1.1, GPS pseudorange measurements are
modeled as range measurements from the UAV’s GPS antenna to a par-




The UAV-mounted LiDAR sensor is a 360o rotating ring LiDAR. A spinning
column of LiDAR emitters measures the intensities and ranges to points
scanned in the surrounding environment and generates a 3D point cloud.
An example of a LiDAR point cloud collected on the University of Illinois
campus is shown in Figure 2.1. Each point represents a 3D position vector
in the LiDAR local reference frame where the origin is the location of the
LiDAR sensor. Furthermore, each generated point cloud has an associated
UAV state that represents the position where the point cloud was collected.
Figure 2.1: Example of a 3D LIDAR point cloud generated on the Bardeen
Quad on the University of Illinois at Urbana-Champaign (UIUC) campus
LiDAR odometry measurements are formulated by applying the Iterative
Closest Point (ICP) algorithm [44,45] to point clouds collected from two con-
secutive UAV states. The ICP algorithm compares the two point clouds, and
seeks to find a translation and rotation transformation that would best match
the compared point clouds. Given a source and a reference point cloud, u and
v, respectively, the ICP algorithm minimizes the following correspondence
error function:





||ui −Rvi − T ||2, (2.3)
where:
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ui : the ith point in 3D point cloud u
vi : the ith point in 3D point cloud v
R : 3x3 rotation matrix
T : 3x1 translation vector
np : Number of corresponding points.
The steps in the ICP algorithm are as follows:
1. Point Correspondence
For each point in the source point cloud, the algorithm finds an associated
point in the reference point cloud that is closest to the source point.
2. Rejection
In the rejection step, point correspondences that are either located too far
or rotated too much are treated as outliers and are rejected.
3. Minimize and Transform
The error function E(R, T ) is minimized. The source point cloud is then
transformed via the resulting translation and rotation.
4. Iterate
The process is iterated until convergence when the error is under a certain
threshold or a maximum number of iterations is reached.
Figure 2.2 shows two consecutive point clouds prior to the application of
the ICP algorithm. The ICP algorithm allows us to find translation between
the two point clouds. After running the ICP algorithm on consecutive point
clouds, we then use the ICP-derived translation vector T to define the change






where each component of Lij is situated in the local reference frame.
2.2.3 Compass Measurements
The compass provides heading information used to rotate the LiDAR mea-
surements from the local LiDAR frame into the globally referenced frames
used by the GPS measurements. Initially, the LiDAR generated odometry
12
Figure 2.2: Consecutive point clouds for ICP comparison
measurements are all referenced locally to the UAV’s current heading. In
order to relate these measurements to the GPS measurements, they have to
first be rotated into the East, North, and Up (ENU) coordinate frame, and
then to the ECEF coordinate frame. From the compass, we obtain θ, the
heading degree measurement to true north. The LiDAR measurements are
then rotated from the local LiDAR frame to ENU with the following rotation
matrix.
xENU =
 cos(θ) sin(θ) 0− sin(θ) cos(θ) 0
0 0 1
xLocal, (2.5)
where xlocal is a 3D measurement vector in the local frame and xENU is the
same measurement vector rotated to the ENU frame. With the latitude, λ,
and longitude, φ, of the UAV, the measurements are then rotated to ECEF
with the following rotation matrix:
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xECEF =
− sin(λ) −cos(λ) sin(φ) cos(λ) cos(φ)cos(λ) − sin(λ) sin(φ) sin(λ) sin(φ)
0 cos(φ) sin(φ)
xENU , (2.6)
where xECEF is the measurement vector in the ECEF coordinate frame.
2.3 Environment Maps
After reviewing the sensors on-board the UAV, we next describe the maps
generated through LiDAR point cloud processing. In this section, we go into
detail about the two types of maps we use to represent the environment, the
point cloud map and the urban building map. For each mapping format, we
then provide an overview of how the map is generated and how the map is
used to aid the positioning of the UAV.
2.3.1 Point Cloud Map
The point cloud map details the environment using of all LiDAR point clouds
collected throughout the trajectory of the UAV. To initialize the point cloud
map, available point clouds from previous trajectories in the navigating area
are loaded. The point cloud map is then updated as LiDAR scans are col-
lected while the UAV navigates.
For each UAV position, a corresponding LiDAR scan is generated. The
point cloud is anchored to the collecting position associated with the corre-
sponding UAV state. Then, to conserve storage, prevent repeated overlap,
and facilitate point cloud processing, the number of points in each point
cloud are downsampled before formulating the point cloud map. Update of
the point cloud map is occurs after the inference step, which will be described
in Chapter 4, after the trajectory estimate of the UAV is optimized for.
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Figure 2.3: Point cloud map collected on the UIUC campus
2.3.2 Urban Building Map
The urban building map represents buildings and landmarks in an area using
geometric figures that. Available sources of 3D building models are used to
initialize the urban building map. In this work, the urban building map is
initialized using Champaign building footprint data set from the State of
Illinois’ data portal [1]. Figure 2.4 shows the State of Illinois data portal,
where the data was used to initialize the Urban Building Map in Figure 2.5.
The building footprint data is globally referenced in longitude and latitude
coordinates. The urban building map is used for LiDAR map matching
and multipath mitigation and will be further described in Chapter 3 and
Chapter 5 respectively. It is updated by running a plane fitting algorithm
on the collected point clouds and anchoring the new planes to the optimized
trajectory positions obtained during the inference step.
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Figure 2.4: Champaign Building Footprint Data [1]
2.4 Overall Block Diagram
The system consists of three main segments: graphical modeling, map-based
processing, and inference. First, the graphical modeling segment interprets
sensor data and populates a graph structure with nodes representing UAV
and anchor states in the system, and edges representing trajectory constraints
derived from collected sensor measurements. Next, the map processing step
adds map matching measurements by comparing the urban building map
with the LiDAR measurements. Furthermore, it also updates the GPS pseu-
doranges measurements by using the urban building map to identify potential
sources of multipath and mitigate affected measurements. Finally, the infer-
ence segment optimizes for the parameters of the UAV trajectory via Maxi-
mum A Posteriori (MAP) estimation. Afterwards, the graph is then updated
and the environment maps are then structured around the optimized graph.
The entire process is shown in Figure 2.6.
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In this chapter, we discuss the urban map matching technique used to po-
sition the UAV. Map matching approaches have been commonly applied for
robotics localization and SLAM [30]. In these applications, LiDAR measure-
ments are used to identify the location and orientation of large static features,
such as walls, surrounding a user surrounding a user. The user then com-
pares the measurements with a pre-loaded map or a SLAM-generated map
and finds a location estimate that best matches the perceived measurements.
In this chapter we describe how the positions itself by comparing collected
point clouds with its urban building map map.
Figure 3.1: Block diagram of urban map matching
This chapter is outlined in the block diagram shown in Figure 3.1. We
first initialize the urban building map from online sources of 3D building
model data. We then process the point clouds collected from the LiDAR by
using plane fitting techniques to generate measurements to nearby structures.
Finally we pair these measurements with the urban building map in a map
matching process to obtain a position estimate of the UAV.
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3.1 Initializing Urban Building Map
The urban building map is initialized from online sources of urban 3D build-
ing model data. In this work, we use the Champaign Building Footprint [1]
from the State of Illinois Data Portal. The Champaign Building Footprint
data set provides the building footprints of the buildings in Champaign, IL
in the form of two-dimensional polygons with building heights. These are
globally-referenced polygons located in the WGS84 coordinate frame.
Figure 3.2: Urban building map of the Green Street area in Champaign, IL
loaded from the Champaign Building Footprint data set. Each building
consists of a building shape. Building height (not shown) is recorded in the
system.
To initialize the urban building map, we first obtain an initial state esti-
mate from the GPS navigation solution. We then select the building footprint
data for the buildings within a one kilometer square. Using the vertices of
the polygons in the data, we generate 3D models consisting of 2D building
shapes paired with their corresponding building heights. A 2D representa-
tion of each building is shown in Figure 3.2. Afterwards, the outline of each
building model is fit with points used to represent the observable walls of the
20
building model.
Figure 3.3: Walls detected from the urban building map.
3.2 Generating Measurements from LiDAR Point
Clouds
Before the LiDAR points cloud can be compared to the urban building map,
comparable features must be identified in the point cloud as measurements.
The LiDAR plane fitting step is used to extract walls and large recogniz-
able features from the LiDAR point cloud. Then, shown in Figure 3.4, a
cross-section of the LiDAR points is taken to remove distorted LiDAR mea-
surements. These originate from points being either too far and too high
from the LiDAR sensor. Plane fitting is then performed on the point cloud
to recognize walls in the surrounding environment. A variant of the RAN-
dom SAmple Consensus (RANSAC) algorithm [46], called the M-estimator
SAmple Consensus (MSAC) algorithm [47], is used to fit planes in the point
clouds.
RANSAC is an iterative approach used to estimate parameters from ob-
served data containing outliers [46]. The MSAC variant uses weighted dis-
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Figure 3.4: Example of LiDAR cross section with noisy points collected
from Green Street in Champaign, IL.
tances instead of hard thresholds for a more robust fit [46]. In the case of
LiDAR point clouds, MSAC fits a plane model on the point cloud data by
classifying each point in the point cloud as a plane-fitting inlier or an outlier.
A general summary of the MSAC algorithm is as follows:
1. Randomly select a subset of the original points in the point cloud as
potential inliers
2. Estimate parameters of a plane that best fit the selected subset of points
3. Test all other points in the point cloud with the plane model
4. If the number of points is above a given tolerance: accept the model as a
detected plane; otherwise, resample points and repeat
5. If a plane is detected, we then remove those points and repeat the plane
fitting algorithm until we have distinguished all substantial planes in the
region.
In our approach, the MSAC algorithm is used to generate a series of planes
from the collected point cloud. From each plane, a set of points is then
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sampled to create a set of sampled plane points to represent the environment
walls in a measurement in a comparable measurement to the LiDAR point
cloud. Each sampled point is then centered around the origin of the point
cloud, rotated from the local LiDAR frame to ENU, and finally, converted
to the Longitude, Latitude, and Altitude (LLA) frame.
An example of the result is shown in Figure 3.5. The original point cloud
is shown with the detected planes and points sampled from each plane.
Figure 3.5: Planes detected in the point cloud from Figure 3.4. In addition,
points sampled from the point cloud are shown.
3.3 Particle-based Map Matching
Due to the varying geometry of the map, it is difficult to convert the map
into a concise mathematical model to optimize across. As such, the state
estimation problem is discretized by generating potential UAV positions.
As opposed to an occupancy grid approach where the region is split into
potential occupancy grids, we use a Monte Carlo approach [48] and generate
particles that represent the potential positions of the UAV. The advantage
of a Monte Carlo approach over occupancy grid-based approaches are that
grid-based approaches are be computationally intensive or end up with coarse
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resolutions [49]. For each UAV particle, corresponding virtual measurements
are generated as distances from the particle to nearby walls in the direction
of the observed measurements via the urban building map. These virtual
measurements are then compared to the observed measurement vector for
map matching.
Figure 3.6: Monte Carlo generated particles for potential states of the UAV
based on the initial UAV state estimate and invalid particles due to
building intersection.
As shown in Figure 3.6, a set of Monte Carlo particles is generated around
the initial state estimate to represent potential positions of the UAV in LLA.
Using the urban building map, points that intersect with buildings are then
identified and regenerated since these are impossible positions of the UAV.
For each particle, a probability and a corresponding likelihood function is
used to determine how likely a particle the true measuring position when
compared to sampled plane point measurements.






||zsj−h(xmci ,mubm)||2 , (3.1)
where:
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xmci : Position vector of the ith particle of set xmc
zs : The set of sampled plane measurements
j : Iterative variable across the set of sampled plane measurements
mubm : Set of wall describing points in the urban building map
h(xmci ,mubm) : Function that generates measurements for particle xmci from mubm
The particle with the highest likelihood that also satisfies an empirical
threshold is deemed the most likely position of the UAV. Figure 3.7 shows
the result of the map matching between the initial estimate, the map matched
estimate, and the true position. In addition, the measurements used to map
match are highlighted.
Figure 3.7: Map matching for UAV positioning. The true position is
compared with the initial position estimate and the best state estimate
obtained from the map matching process. The sampled points are the
points measured from the plane fitting process and centered around the
initial state estimate. The best fit matched points are then correlated with
the walls in the urban building map (outlined in blue)
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CHAPTER 4
PROBABILISTIC GRAPHS FOR SENSOR
FUSION
In this chapter, we describe the probabilistic graphical algorithm used to esti-
mate the trajectory of the UAV. We approach the UAV trajectory estimation
problem as estimating the posterior probability of the UAV trajectory con-




X : UAV trajectory described by a series of random variables
x0 : an initial prior on the UAV state
ZGPS : the set of all GPS pseudorange measurements
ZMap : the set of all map matching measurements
ULiDAR : the set of all LiDAR odometry measurements
An overview of this chapter is as follows. We will first explain how the
trajectory of the UAV is modeled as a probabilistic graph. Using the graph,
we then formulate the posterior probability. Finally, we perform approxi-
mate inference on the graph in order to estimate the parameters of the UAV
trajectory.
4.1 Graphical Modeling
We use a probabilistic graph, specifically a Bayesian network, to model the
posterior probability of the UAV trajectory defined in Equation 4.1. In our
graph, nodes represent states of the UAV or anchor points in the environment,
while edges represent relations between the nodes and are formulated by
sensor measurements. Furthermore, we use a Bayesian Network because of
its directed and acyclic properties. A directed edge specifies that one node
has a conditional dependence the other in the connected pair. The acyclic
property then ensures that no loops are created from the directed edges.
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4.1.1 Nodes
The probabilistic graph consists of two types of nodes, UAV nodes and anchor
nodes. UAV nodes are the back bone of Bayesian network and are used to
represent the states of the UAV as random vectors throughout the trajectory.
The posterior probability of a UAV state, given received sensor and odometry
measurements, is defined as:
P (xi|zi,ui), (4.2)
where:
zi : The set of all sensor measurements collected at state i
ui : Odometry measurement at state i
The posterior probability of the UAV trajectory, for all UAV states from 1
to T , is then formulated from the joint probability of all individual posterior
probabilities.
P (X|x0,Z,U) = P (x0)P (x1|z1,u1)P (x2|z2,u2) . . . P (xT |zT ,uT ), (4.3)
where:
P (x0) : Probability of an initial prior
Z : The set of all GPS and mapping measurements
U : The set of all odometry measurements
P (xi|zi,ui) : Posterior probability of state i given measurements zi and ui
Anchor nodes represent visible GPS satellites and map matching points
as landmarks in the environment. These nodes have an associated state
vector and are used to anchor the UAV nodes with sensor measurement
edges. For the graphical inference steps, the state vectors of the anchor
nodes are assumed to be static, in the sense that we do not estimate the state
parameters of the anchors. Anchor node errors, such as satellite ephemeris
or map matching errors, are modeled as an error term in the measurement
modeling.











where xki , y
k
i , and z
k
i are the ECEF coordinates for GPS satellite k at
timestep i. Map anchor nodes are formed from the map matching position






where mxi , myi , and mzi are the ECEF coordinates of the map-matching
derived position estimate.
4.1.2 Edges
Edges in the graph are directed connections that denote conditional depen-
dencies between the nodes that they connect. They are used to represent
sensor measurements and act as constraints on the graph for graphical in-
ference. In this subsection, we will describe how each of the LiDAR odome-
try, GPS pseudorange, and map matching measurements are formulated into
graph edges.
4.1.2.1 LiDAR Odometry Edges
The LiDAR-derived odometry edges are used in conjunction with the UAV
nodes to structure the trajectory graph of the UAV. Shown in Figure 4.1,
edges are used to represent relative motion and connect consecutive UAV
state nodes.
Previously described in subsection 2.2.2, the ICP algorithm is used to
determine the translation between two overlapping point clouds. For two
consecutive nodes i and i + 1, we use the ICP algorithm on the point cloud
at each node to determine the translation vector, li,i+1 = [li,i+1xli,i+1y li,i+1z ],
between the origins of consecutive point clouds.
We use this measurement to define the translation between the positions










Figure 4.1: LiDAR edges connecting consecutive UAV nodes and GPS
edges connecting UAV nodes to GPS satellite nodes
We define the measurement function, f(xi, li), relating consecutive UAV
nodes as:
f(xi,xi+1) = xi+1 − xi + ICPi,i+1 , (4.7)
where ICPi,i+1 is the Gaussian error attributed to the ICP odometry. With
this process, we formulate the posterior probability and its corresponding
likelihood function of estimating parameters, xi+1, of UAV state i+ 1, given
the UAV state estimate xi and the LiDAR odometry measurement li,i+1:




The probability is assumed to be Gaussian with covariance σ2ICP .
4.1.2.2 GPS Pseudorange Edges
GPS pseudorange edges connect GPS satellite nodes to the UAV node when
the GPS measurement was received. These edges, shown in Figure 4.1 are
used to apply global constraints to the trajectory graph and anchor the UAV
trajectory estimate to the global frame. The GPS pseudorange measurement
29
model, defined in Equation 1.1, is used to formulate the constraint on the
system:
ρki = ||xki − xi||+ bi + ρki , (4.9)
where:
ρki : Pseudorange measurement at state i from satellite k
xki : State vector of GPS anchor node of satellite k at state i
xi : Position components of state vector of UAV node i
bi : Clock bias of UAV node i
ρk : Pseudorange error term
Taking a Gaussian assumption for this measurement model and defining
the true range between the satellite and receiver with the following function,
r(xi, x
k
i ) = ||xki − xi||, the likelihood of the posterior probability of a UAV
receiving the measurement with covariance σ2
ρk
is:







Figure 4.2: Two types of mapping edges: map matching edges and loop
closure edges.
Mapping-derived edges consist of two types of edges, map matching edges
and loop closure edges. These edges, shown in Figure. 4.2, are derived from
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the urban building map and the point cloud map. Map matching edges
connect UAV nodes with map anchor nodes. Described in Chapter 3, the
urban map matching estimates a position based on the observed LiDAR mea-
surements. We use this position as an anchor in the following measurement
equation:
xi = mi + Map, (4.11)
where:
xi : Position components of state vector of UAV node i
mi : Map matched position from LiDAR measurements at node i
Map : Map matching error term
As such, the posterior probability and the corresponding likelihood for a
state estimate with the corresponding map matching estimate is:






The next type of map-derived edges are loop closure edges. When the UAV
travels to a location that has been previously mapped in the LiDAR point
cloud map, forming two nearby non-consecutive UAV nodes, loop closure is
performed relate the position of the UAV. First, an initial estimate of a UAV
state is used to determine the a current node is nearby a previously traversed
UAV node. If so, the ICP algorithm is then used to find the translation
between the point cloud collected by at locations. This process constrains
the parameters of the trajectory and is used to reduce drift and biases in the
odometry measurements. To model this process, if an ICP match is found
between UAV nodes i and j, a loop closure edge is connected from node i to
node j. The two states are related with the ICP-derived translation vector,









We then use the measurement model g(xi,xj) to relate the connected UAV
nodes as:
g(xi,xj) = xj − xi + ICPi,j , (4.14)
where ICPi,j is the Gaussian error attributed to the ICP odometry. The
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corresponding posterior probability and likelihood function is then formu-
lated as:
P (xj|xi, li,j) ∝ e−
1
2
||g(xi,xj)−li,j ||2/σ2ICPi,j , (4.15)
4.1.3 UAV Trajectory Graph
Figure 4.3: Bayesian Network for UAV Trajectory Modeling
Having described the details of the nodes and edges in the graph, these
elements are now used to model the UAV trajectory. Figure 4.3 shows an
example of a UAV trajectory modeled by the described Bayesian network.
For conciseness, GPS satellite nodes are grouped by each satellite PRN,
yielding one node per satellite as opposed to one node per satellite per GPS
measurement epoch.
For a UAV node i, its posterior probability, P (xi|zi,ui), is defined as
proportional to the product of the posteriors for each sensor measurement
edge directed at the node.
P (xi|zi,ui) ∝ P (xi|zGPSi)P (xi|zmapi)P (xi|lj,i,xj)P (xi|ui), (4.16)
where:
P (xi|zGPSi) : Posterior probability of GPS measurement at i
P (xi|zmapi) : Posterior probability of map matching measurement at i
P (xi|lj,i,xj) : Posterior probability of loop closure measurement from j to i
P (xi|ui) : Posterior probability of odometry measurement collected at i
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The posterior probability of the trajectory is formulated as a joint proba-
bility model based on the product of posterior probabilities from each UAV
state in the trajectory:
P (X|x0,Z,U) ∝ P (x0)P (x1|z1,u1)P (x2|z2,u2) . . . P (xT |zT ,uT ). (4.17)
Combining Equation 4.16 and 4.17 and rearranging, we can then formulate
the posterior probability for the navigation problem defined in Equation 4.1.
4.2 Graphical Inference
After structuring the trajectory estimation problem, we now perform infer-
ence to estimate the parameters in the trajectory of the UAV. From the
previous section, a Bayesian network and the corresponding joint probabil-
ity model, defined in Equation 4.1, were formulated to represent the UAV
trajectory.
Now, the goal is to find the most likely configuration of UAV nodes that sat-
isfy the constraints implied by the sensor measurements. To do so, Maximum
a Posteriori (MAP) [50] estimation to find the parameters that maximize the
likelihood. Since the measurements and processes of the system have been
assumed as Gaussian, the negative log-likelihood is taken of the exponen-
tial likelihood functions to formulate a non-linear least-squares optimization
problem:




























Xˆ : Estimated UAV Parameters that optimize the UAV trajectory estimation∑
n
: Summing across all measurements n
Each sensor measurement is treated as a constraint on the trajectory pa-
rameters. To solve for these parameters, Iterated Least Squares (ILS) is
used.
4.2.1 Iterated Least Squares
In general, each sensor measurement can be seen as a residual vector between
the sensor measurement and a sensor measurement made by the measurement
model function. For a measurement function d(xi), at state i, the error
residual, ei(xi, zi), is specified as:
ei(xi, zi) = d(xi)− zi, (4.21)
In the minimization procedure, the error residual is minimized by taking
Newton steps in the direction of the gradient of a function towards a mini-








Then, a series of incremental steps are taken from an initial state estimate
until convergence to minimize the square of the error residual. The incremen-
tal step, from the current state estimate, xˆi, in the direction of the Jacobian,
is defined as:
∆xi(xˆi, zi) = −J†iei(xˆi, zi), (4.23)
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where J†i is the pseudoinverse of Ji. From the nth iteration of the state
estimate of state i, xin , the iteration with the incremental step, is denoted
as:
xˆin+1 = xˆin + ∆xin(xˆin , zi), (4.24)
4.2.2 Weighted Least Squares
In order to incorporate the different noise characteristics of each sensor into
the trajectory estimate, a weighting approach is applied to adjust the impact
of each sensor measurement on the navigation solution. To so, weighted least
squares is used to minimize the weighted residual vector:
||Wiei(xi, zi)||22 = ei(xi, zi)TWTi Wiei(xi, zi), (4.25)
where Wi is a diagonal weight matrix for the noise characteristics of ith mea-
surement. For an overly determined matrix where the number of constraints








The weighted Jacobian is then applied in the ILS increment, defined as:
∆xin(xˆi, zi) = −H†iei(xˆi, zi), (4.27)
where H†i is the pseudoinverse of the weighted Jacobian.
4.2.3 Trajectory Batch Estimation
After defining the iterative equations used to minimize the error vectors,
we now define the vectors and matrices of the trajectory estimation. We
take a batch estimation approach and estimate all states of the trajectory
simultaneously. The state vector, x1:T, of a trajectory of N state parameters
is defined as:
x1:T = [x1,x2, . . . ,xT ]
T , (4.28)
Jacobians for each sensor are then used to relate each sensor measurement
to state parameters that they influence. For the GPS measurements, the
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The Jacobian for the ICP-derived LiDAR odometry relates the two consec-
utive states connected by the LiDAR odometry edge:
JLiDARi,i+1 =




−1 0 00 −1 0
0 0 −1
 . (4.31)
Similarly, the ICP-derived LiDAR loop closure relates two non-consecutive
states:
JLiDARi,j =




−1 0 00 −1 0
0 0 −1
 . (4.33)
The map matching Jacobian is then denoted as a 3x3 identity matrix:
JMapi =
1 0 00 1 0
0 0 1
 . (4.34)
For M sensor measurements, the trajectory Jacobian, Jtrajectory, is a M×N
matrix formulated by stacking the the Jacobian from each sensor measure-
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ment into a large but sparse matrix.
Jtrajectory =

JGPS1 . . .
JGPS2 . . .
JGPS3 . . .
. . .
JGPST
JLiDAR1,2 JLiDAR2,1 . . .
JLiDAR2,3 JLiDAR3,2 . . .
. . .
JLiDART−1,T JLiDART,T−1
JMap1 . . .
JMap2 . . .
JMap3 . . .
. . .
. . . JMapT
. . . JLoopi,j . . . JLoopj,i

(4.35)
The trajectory cost vector etrajectory is then a M × 1 vector formulated by
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To weigh the influence of each measurement, we use the covariance ma-
trices to formulate weighting matrices for each sensor type. For the GPS















Because both the LiDAR odometry and the loop closure steps use the ICP
algorithm, they have the same weighting matrix characterized by the covari-
ance of the ICP matching.
WLiDARi = WLoopi =




The weighting matrix of map matching is characterized by the map matching
covariance.
WMapi =
1/σ2Mapx 0 00 1/σ2Mapy 0
0 0 1/σ2Mapz
 (4.39)









Iterative least squares is applied to the Jacobian and error vector to estimate
the trajectory parameters until convergence or when a maximum number of
iterations are reached in batch estimation iterations.
4.3 Map Update
After the trajectory estimation step, the urban building map and point cloud
maps are updated. Recall from subsection 2.3.1 that each point cloud has a
corresponding UAV node where the point cloud was collected. After the infer-
ence step, the point clouds are re-anchored to the updated position estimate.
Next, we update hte urban building map. The points on the urban building
map can be split into the globally referenced building points sourced from the
Champaign building footprint data set and generated through plane-fitting
of the LiDAR point clouds described in Chapter 3. Since the building points
are globally referenced, we do not update the position of those points. We
do update the sampled plane points in the urban building map as they are
used to map the newer structures in the environment. These points are also
anchored around the UAV node that from the point cloud that they were
sampled from. We re-anchor the sampled plane points around the updated
UAV position estimates to update the urban building map.
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CHAPTER 5
MITIGATION OF MULTIPATH ERRORS
After formulating the trajectory graph, we now seek to use the map to im-
prove our GPS pseudorange measurements. Previously described in sec-
tion 1.2, multipath leads to significant errors in the GPS pseudorange mea-
surements. Approaches aimed at tackling multipath have included consis-
tency checking and multipath modeling. Consistency checking approaches
include Receiver Autonomous Integrity Monitoring (RAIM), where the user
checks for agreement of navigation solutions from different combinations of
satellite pseudorange measurements [51, 52]. Often however, due to limited
satellites-in-view and multiple satellite signals being affected by multipath,
improvements are limited. Other techniques use a weighting approach to
mitigate the effects of multipath. By relying on the C/N0 (Carrier-to-Noise
Density Ratio) measurements [53–55] or satellite elevation angles [54], the
approaches seek to model the multipath error in the pseudorange measure-
ments. However, it was has been shown that C/N0 and elevation measure-
ments alone can not fully mitigate these errors as low elevation satellites
can still have relatively high C/N0 and signals with high C/N0 can still be
affected by multipath [53].
In our approach, we can leverage the LiDAR-generated map to mitigate
multipath errors. In Chapter 4, we described a graphical approach to esti-
mate the UAV trajectory. In this chapter, we augment the trajectory graph
with a technique used to mitigate multipath errors. Using the the urban
building map, we identify and mitigate errors caused by multipath on the
GPS pseudorange measurements. In the following sections, we will explain
how we use the urban building map to detect multipath-affected GPS mea-
surements. We then explain the implementation of our de-weighing approach
and present the results from a static receiver test case.
5.1 Detection of Reflected GPS Signals
The first step to mitigating the effects of reflected GPS signals is identify-
ing which signals are affected. Previous, in section 1.2, we described the
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GPS-challenged scenarios that plague GPS users in urban environments. In
this work, we characterize multipath errors into two types, NLOS errors and
traditional multipath. NLOS signals are characterized by the GPS receiver
receiving a reflected signal from an occluded satellite. To detect NLOS sig-
nals, the following approach is applied to an initial position estimate:
1. Find the initial position estimate on the urban building map.
2. Project line-of-sight vectors to from the initial position estimate to each
satellite and determine azimuth angle to each satellite φk.
3. If there is a building wall at the current altitude in the direction of φk and
within a range threshold of βNLOS, mark the pseudorange measurement
from the respective satellite as affected by NLOS errors.
Our next focus is detection of multipath signals. Mitigation of multipath
at the pseudorange level is more complex. Thus, the presence of nearby
structures and buildings surrounding the UAV position estimate is used to
identify potential sources of GPS signal reflections in the following steps after
NLOS detection:
5. Check the direction opposite of the satellite line-of-sight vector, 180o−φk
and detect if building walls are present from the urban building map.
6. If the proximity of the initial state estimate is within a certain threshold
βMultipath and the satellite is a low elevation satellite, mark the pseudor-
ange measurement as multipath affected.
5.2 Adjusting Weights for Multipath
After potential sources of multipath are identified, their effects on the GPS
pseudorange measurements must be mitigated. The typical GPS weight ma-
trix characterized by the error covariance of pseudorange measurements is
described in 4.37. In open skied environments, the variance is can be assumed
to be a constant error term. However, under the presence of multipath, GPS
measurement errors are more complex. In our approach, we modify the vari-
ance of a multipath-affected pseudorange,σ2mpk , and incorporate a multipath
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model that includes the satellite elevation angle and the distance between
the receiver and a potential multipath sources in the direction of potential
multipath.
σ2mpk =
∞ if k is a NLOS satellite,S10(−0.1×(dk+20)/sin2(θk) otherwise (5.1)
where:
dk : Distance to an urban building map wall in the direction of 180o − φk
θk : Elevation angle to satellite k.
Figure 5.1: Variance weighting based on distance from building
The adjusted weight matrix, Wmpi , replaces the GPS weighting matrices
for weighted ILS in the graphical inference step of trajectory estimation.
However weighting of the Jacobian matrix only works when there are at
more than four direct LOS satellites in view. It is shown from Equation 5.2,















As a result, weighting can only improve the navigation to a certain extent
and thus additional measurements such as LiDAR need to be paired with
the GPS measurements in order to further improve the position estimate.
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5.3 Implementation in Urban Environments and
Analysis
To validate our multipath mitigation model, we present the results of a static
experiment on the UIUC campus. Data was collected near six story building
shown in Figure 5.2. From the urban building map, we detected a building
9 meters from the initial state estimate.
Figure 5.2: Streetview image of building
An initial position estimate of the GPS receiver location was degraded by
the multipath errors. Using the urban building map, we identify the potential
source of NLOS and multipath error from the tall building. We then use this
to augment our weighted least squares estimation. The improved position
estimate can be seen in Figure 5.2.
With up to eight satellites in view, it is assumed that an accurate GPS
navigation solution can be found. However, two of the satellites were low
elevation satellites and two of the satellites were occluded by the building
shown in Figure 5.2. The environmental factors resulted in having only four
reliable satellites in view. As such, we start out with an erroneous navigation
solution degraded by the noisy pseudorange measurements. With knowledge
of the locations of potential sources of multipath from the urban building
map, we are able to deweigh PRN 2 and PRN 24 for significant improve-
ment of our navigation solution. Furthermore, this experiment validates the
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Figure 5.3: GPS navigation solution vs deweighed GPS navigation solution
along with a skyplot of satellite azimuth locations. Blue labeled satellites
are GPS-friendly satellites. Red labeled satellites are NLOS satellites.
Purple labeled satellites are potentially multipath affected satellites.
Figure 5.4: Number of visible satellites plot
results of Equation 5.2. Since there are only four direct LOS satellites, the
GPS Jacobian matrix is square matrix. Weighing of the pseudorange mea-
surements have no effect on the optimal navigation solution and the lower
bound of the GPS position estimate is bounded by the errors of the pseudo-
range measurements. To improve the position estimate, we have to aid our





In this chapter, we describe how we implement and experimentally validate
our graphical algorithm. We first describe our experimental testbed used
to collect data and the software implementation of our algorithm. We then




To validate our algorithm, data was collected on two experimental testbeds,
a hand-held testbed and a UAV testbed. The hand-held testbed, shown in
Figure 6.1, was used to validate our algorithm and collect data in a controlled
manner on campus. Once the algorithm was validated, we used the UAV test
bed to flight test our algorithm. The flight test was conducted on the Illini Big
Quad Rotor (iBQR), a custom built quadrotor in the research group [56]. The
iBQR was designed with configurable arms and sensor mounts so that GPS
signals can be received without interference from the UAV’s flight electronics.
For both testbeds, the same data collection platform was used. Data is col-
lected on the Asctec Mastermind, an Intel i7 computer operating in Ubuntu
Linux and running the Robotics Operating System (ROS). The Asctec Mas-
termind connects to the compass, GPS receiver, and LiDAR. For our heading
measurements, we use magnetometer of the Xsens MTi IMU, an integrated
inertial measurement unit. GPS pseudoranges are collected from either a
u-blox LEA-6T GPS receiver or a Trimble APX, paired with a Maxtena he-
lical antenna. Finally, we mount a Velodyne Puck Lite LiDAR for LiDAR
point cloud collection. In both cases, navigation data is collected for post-
processing.
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Figure 6.1: Hand-held LIDAR and GPS Data Collection Platform
Figure 6.2: iBQR Data Collection Platform
6.2 Software Implementation
Software implementation follows our algorithm with three primary steps:
Graphical Modeling, Jacobian Formulation, and Graphical Inference. In the
Graphical Modeling step, the system takes an object-oriented approach and
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constructs the trajectory graph as a series of node and edge objects with cor-
responding state variables and sensor measurements described in Figure6.3.
It then initializes the urban building map and the point cloud map. Af-
terwards, in the Jacobian Formulation step, the system traverses across all
edges and formulates the trajectory Jacobian, relating each sensor measure-
ment to the UAV states that it affects, and the corresponding cost vector.
Finally, in the Graphical Inference step, the system uses a solver to estimate
the UAV trajectory parameters from the Jacobian and the cost vector in the
established least squares problem.
Figure 6.3: Graphical Structure
Figure 6.4 illustrates an example of the resultant Jacobian structure. Al-
though vast, the resultant Jacobian is sparse and thus can be efficiently solved
to obtain the batch trajectory estimate of the UAV.
6.3 Results & Analysis
To validate our algorithm, data was collected around various environments
on and near the University of Illinois campus. Google Street View images
and Google Maps for the area have been included for a better picture of the
navigating environment [57].
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Figure 6.4: Example of Sparse Jacobian
6.3.1 GPS-Friendly Environment
In a GPS-friendly, open-sky environment, data was collected on the hand-
held testbed. In this region, satellite visibility is clear 360 degrees around
a navigating GPS receiver as shown in Figure 6.5 and Figure 6.6. Signal
reflections, if any, are minimal and mostly negligible.
Figure 6.5: Open Sky Environment taken from Google Street View
Figure 6.7 shows the result of running our algorithm in a GPS-friendly en-
vironment. As expected, the GPS navigation solution is pretty good without
any sensor fusion. The LIDAR solution is accurate as well, however an ini-
tial bias and drift later in the trajectory sets the estimate off the true path.
Furthermore, after turning, rotation around the corner resulted in a jump
when the ICP algorithm wasn’t able to properly account for the orientation
change caused by turning. The graph-based sensor fusion result is the most
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Figure 6.6: Open Sky Environment from Google Maps
accurate out of the three with less standard deviation and less drifting.
Figure 6.7: Sensor fusion results in a GPS-friendly environment. Although
the GPS-only approach is able to obtain a fairly accurate navigation
solution, the GPS+LiDAR approach is able to achieve a more accurate and
precise measurement.
6.3.2 GPS-Challenged Environment
6.3.2.1 Hand-held Experiment in GPS-Challenged
Environment
Next, data was collected in various GPS-challenged environments around the
UIUC campus to validate the algorithm’s effectiveness for urban navigation.
The first set of data collected was in a controlled GPS-challenged environ-
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ment, where a group of tall structures that created situations where half of
the sky is occluded. As a result satellite visibility is limited and GPS signals
can be reflected by the nearby structure. An overview of the region is shown
in Figures 6.8 and 6.9
Figure 6.8: GPS-Challenged Environment 1 located at the North Quad on
the UIUC campus.
Figure 6.9: GPS-Challenged Environment 1 located in Google Maps
Navigating around the tall buildings, there were regions where up to half
of the sky could be occluded. Figure 6.10 shows that Extended Kalman
Filter (EKF) GPS navigation solution output of the GPS receiver. Around
the corners and close to the walls of the building, the navigation solution
becomes degraded and drifts. Figure 6.11 shows a dead reckoning solution
from the LiDAR odometry. LiDAR alone can obtain an accurate position
estimate, however over longer periods of time, drift and heading biases cause
the navigation solution to drift. With our graphical sensor fusion approach,
shown in Figure 6.12, we are able to obtain an accurate navigation solution
in the GPS-challenged environment.
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Figure 6.10: Experimental result of commercial GPS navigation solution.
Even with GPS signal processing, the commercial GPS output obtains a
faulty navigation solutions in the more GPS-challenged environments.
Figure 6.11: Experimental result of LiDAR navigation solution in
GPS-challenged environment 1.With LiDAR odometry, the user is able to
obtain a good navigation solution initially. However, the LiDAR odometry
fails to properly account of the orientation after turning the corner of the
building and as a result the LiDAR-only navigation solution begins to drift.
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Figure 6.12: Experimental result of graphical sensor fusion estimated
trajectory in GPS-challenged environment 1. The graph-based sensor fusion
algorithm fusing only LiDAR and GPS is able to provide a more accurate
position estimate.
6.3.2.2 iBQR Experiment in GPS-Challenged Environment
Next, data was collected on the iBQR in a tethered flight in the UIUC cam-
pus town. During this data set, the UAV travels from a GPS-friendly en-
vironment, to a GPS-challenged environment, and finally to a GPS-denied
scenario as shown in Figure 6.13. Figure 6.14 shows the number of satellites
in view. Although the number of satellites remains roughly consistent in the
GPS-challenged and GPS-friendly environments, the quality of the naviga-
tion solution vastly differ showing that having a satellite in view does not
mean its signals are reliable.
Figure 6.15 shows the position output the u-blox receiver along with the
calculated least squares navigation solution. The LS navigation solution was
able to properly track the receiver’s location in the GPS-friendly segment,
however becomes extremely noisy in the GPS-challenged environment when
satellites signals were occluded by the surrounding buildings. This is also
reflected in the u-blox output where the navigation solution degrades once
fewer satellites are in direct LOS. Towards the end of the trajectory, the GPS
receiver completely loses track of the satellites and GPS alone is not able to
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provide a navigation solution.
Figure 6.13: Google satellite map of GPS-challenged environment 2. The
second GPS-Challenged Environment spans from a GPS-friendly
environment to a GPS-challenged environment, and finally to a region
where GPS signals were lost.
Figure 6.14: Number of SVs in view.
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Figure 6.15: Experimental results from GPS navigation solutions in an
urban environment. Both the least squares and the commercial u-blox
output navigation solutions get increasingly noisy in the GPS-challenged
environment.
Figure 6.16 shows the same data set but processed by pairing LiDAR
odometry with the GPS used only to determine a prior. The LiDAR alone can
properly position the UAV in the initial segment of the trajectory, but after a
while, without external aiding, biases and drift in the LiDAR measurements
skew the derived navigation solution. As a result, the LiDAR must be paired
with GPS in order to account for sensor drift that accumulates from the
odometry measurements.
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Figure 6.16: Experimental results from LiDAR odometry measurements
paired with a GPS determined prior. Although initially accurate, drift
builds in the the LiDAR odometry-derived navigation solution yielding an
inaccurate position towards the end of the trajectory.
In Figure 6.16, the LiDAR measurements have been paired with the GPS
pseudorange measurements when available. As a result, the UAV positioning
is able to obtain global referencing in GPS-friendly environments, however
multipath from the buildings cause outliers that degrade combined navigation
solution in regions where the UAV travels near the buildings. Furthermore,
in the GPS-denied region, with only LiDAR to navigate on, the drift in
measurements yields state estimates that drift away from the true trajectory.
Next, Figure 6.18 applies the multipath mitigation described in Chapter 5
to mitigate the outlier errors in the GPS pseudorange measurements. After
applying the multipath mitigation, the trajectory estimate improves greatly,
but due to the geometry of the available satellites, needs to rely on the LiDAR
and map matching to improve the navigation solution when operating close
to buildings. Finally, map matching to the urban building map is applied to
the graphical approach in Figure 6.19 to provide more anchors in situations
where GPS is unavailable. As a result, the trajectory estimate is similar to
the true route flown by the UAV.
Although the navigation solution of the u-blox receiver seems to follow the
true route, after examining the altitude estimate of the UAV, it can be seen
that the most of the error was redistributed into the vertical dimension in
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Figure 6.17: Experimental results from LiDAR + GPS sensor fusion in an
urban environment. Pairing LiDAR odometry measurements with GPS
pseudoranges provides a smoother navigation solution than LS-alone,
however sections of multipath degrade the navigation solution.
Figure 6.18: Experimental results from applying multipath mitigation to
LiDAR + GPS sensor fusion in an urban environment. After applying the
multipath mitigation using the urban building map, the trajectory estimate
in the GPS-friendly and GPS-challenged environments improve. However in
the GPS-denied environment with the LiDAR sensor drift, the navigation
solution could still be improved.
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Figure 6.19: Experimental results from full probabilistic graphical
algorithm in an urban environment. Trajectory estimate using the proposed
graphical algorithm combining map matching, LiDAR, GPS pseudoranges
with multipath mitigation provides the most accurate navigaiton solution.
this case as show in in Figure 6.20.
Figure 6.20: Altitude Estimate of UAV
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The importance of an accurate trajectory estimate for mapping also be-
comes apparent after observing the point cloud map. Figures 6.21 and 6.22
show the point cloud map generated by anchoring the point clouds to the
UAV trajectory positions. With the u-blox position output, once the UAV
entered the GPS-challenged area, mapping of the region becomes extremely
noisy, as seen in Figure 6.21. With the graphical approach where the trajec-
tory is batch estimated and the noisy pseudorange measurements are miti-
gated, Figure 6.22 shows a more accurate mapping of the environment.
Figure 6.21: Point cloud map generated from u-blox position output. In the
GPS-challenged and GPS-denied regions, the point cloud map becomes
extremely noisy and mis-positioned.
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Figure 6.22: Point cloud map generated from graphical approach. The
point cloud map is consistent with the Google Map of the region
throughout the UAV trajectory.
6.3.2.3 Loop Closure in GPS-Challenged Environment
Finally, we examine the effects of the loop closure measurement on the tra-
jectory estimate. Data was collected in an alleyway shown in Figure 6.23
and Figure 6.24. The UAV navigated into the alleyway and then navigated
backwards and traveled back onto the open street.
The results of our navigation algorithm is compared with the u-blox output
and trajectory estimate without loop closure in Figure 6.25. Since the alley-
way is a severely GPS-challenged environment, the u-blox GPS navigation
solution is degraded by the low number of satellites visible and the multipath
effects on the GPS measurements from the surrounding buildings. In addi-
tion, the alleyway is also cluttered with many similar features; running the
ICP algorithm on point clouds collected from the alleyway fails to determine
odometry correctly as the similar features confuse the ICP algorithm. As a
result, the trajectory estimate without loop closure degrades with drift. Both
the GPS only and GPS with LiDAR positions deviate from the true path. It
is only with loop closure between a UAV node entering the alley and a UAV
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Figure 6.23: Google Street View image of loop closure alleyway
Figure 6.24: Google Maps image of loop closure alleyway
node exiting the alley, that the UAV trajectory was able to properly follow
the true trajectory inside the alleyway.
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Figure 6.25: A comparison of trajectory estimates in a severely
GPS-challenged environment. The GPS-only from the LiDAR gets
degraded by multipath. Navigating without loop closure is affected by drift
since the ICP algorithm is susceptible to errors in an environment where
features are similar. It is only with the loop closure step entering and




In this thesis, we presented a graphical sensor fusion approach for urban UAV
navigation. In our approach, we applied a probabilistic graph to fuse GPS, Li-
DAR, and compass measurements with urban building footprint data. First,
we used the LiDAR point cloud measurements in two ways: LiDAR odometry
and urban map matching. Using the ICP algorithm on consecutive LiDAR
scans, we generate odometry measurements to determine the relative motion
of the UAV. Then, we applied plane-fitting on the LiDAR point clouds to
detect buildings walls for map matching with our urban building map.
To improve our GPS measurements, we then proposed a new technique for
multipath mitigation. Using the environment map generated by the LiDAR,
and aided by the urban building footprints, we identified potential sources of
multipath in the environment surrounding a UAV and mitigated their effects
on the GPS pseudorange measurements.
Combining these elements, we then presented an algorithm for UAV trajec-
tory estimation and environment mapping. Through a series of experiments
in urban GPS-challenged environments, we have shown that our graph-based
approach has the capability of accurately combining the advantages of the
LIDAR and GPS sensors. This enables our UAV to obtain an accurate tra-
jectory estimate in situations that are normally challenging when navigating
with each of the sensors individually.
For the future, an extension of this work would entail improving the plane-
fitting algorithm to more accurately detect the sources of multipath in the
surrounding environment. In addition, additional graphical inference tech-
niques could be explored to better model the non-Gaussian errors of the
sensors in the system as different probabilistic distributions. This will allow
for the system to better account for geometry and multipath-based errors
by replacing Gaussian approximation with tighter probabilistic fits on the
characteristic errors. Finally, batch estimation comes at the cost of extensive
computing. With optimization and other computational improvements, the
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