Merging information from multiple senses provides a more reliable percept of our environment. Yet, little is known about where and how various sensory features are combined within the cortical hierarchy. Combining functional magnetic resonance imaging and psychophysics, we investigated the neural mechanisms underlying integration of audiovisual object features. Subjects categorized or passively perceived audiovisual object stimuli with the informativeness (i.e., degradation) of the auditory and visual modalities being manipulated factorially. Controlling for low-level integration processes, we show higher level audiovisual integration selectively in the superior temporal sulci (STS) bilaterally. The multisensory interactions were primarily subadditive and even suppressive for intact stimuli but turned into additive effects for degraded stimuli. Consistent with the inverse effectiveness principle, auditory and visual informativeness determine the profile of audiovisual integration in STS similarly to the influence of physical stimulus intensity in the superior colliculus. Importantly, when holding stimulus degradation constant, subjects' audiovisual behavioral benefit predicts their multisensory integration profile in STS: only subjects that benefit from multisensory integration exhibit superadditive interactions, while those that do not benefit show suppressive interactions. In conclusion, superadditive and subadditive integration profiles in STS are functionally relevant and related to behavioral indices of multisensory integration with superadditive interactions mediating successful audiovisual object categorization.
Introduction
To interact effectively with our multisensory environment, the human brain integrates information from multiple sources into a coherent percept. Multisensory integration facilitates detection, identification, and categorization of objects and events. Neurophysiological and functional imaging studies in human and nonhuman primates have revealed multisensory interactions in a widespread system encompassing subcortical structures (Wallace et al. 1996; Calvert et al. 2001) , putative unisensory cortices (Schroeder and Foxe 2002; Molholm et al. 2004; van Atteveldt et al. 2004; Ghazanfar et al. 2005; Bonath et al. 2007; Kayser et al. 2007; Lakatos et al. 2007; Martuzzi et al. 2007) , and higher order association cortices (Macaluso et al. 2003; Barraclough et al. 2005; Miller and D'Esposito 2005; Noesselt et al. 2007; Ghazanfar et al. 2008; Noppeney et al. 2008; Sadaghiani et al. 2009 ). However, the types of information that are integrated in this multitude of integration sites remain unclear: spatial (where?), temporal (when?), object-related (what?) , and other types of information may be integrated at different levels of the cortical hierarchy.
The neural mechanisms responsible for integrating these various stimulus parameters are poorly understood. Neurophysiological studies have traditionally focused on enhanced responses for 2 stimuli from different modalities relative to the most effective unisensory stimulus (Stein and Meredith 1993) . This multisensory enhancement (MSE) can range from subadditive to additive or even superadditive combinations of modality-specific inputs Stanford et al. 2005) . According to the inverse effectiveness principle, MSE is maximal when the individual inputs are least effective (Meredith and Stein 1983; Stanford and Stein 2007) . In addition to these excitatory--excitatory multisensory interactions (i.e., both sensory inputs are excitatory), more recently, an excitatory--inhibitory form has been reported where bisensory responses are less than the most effective unisensory response (i.e., one sensory input is excitatory and the other inhibitory) (Meredith 2002) . Importantly, this suppressive (and thus subadditive) form of multisensory integration has been observed even in the absence of spatiotemporal misalignments (Dehner et al. 2004; Barraclough et al. 2005; Sugihara et al. 2006; Avillac et al. 2007 ) raising questions about the functional relevance of the diverse (i.e., subadditive vs. superadditive) multisensory integration profiles.
The aim of this study was 2-fold: First, the experiment was designed to isolate integration of higher order auditory and visual object features and the underlying neural processes during categorization. Second, we characterized the computations underlying audiovisual integration of higher order features. In particular, we examined the factors that determine whether audiovisual information is integrated in a superadditive, additive, or subadditive fashion.
We manipulated the informativeness (intact, degraded, and noise) of concurrently presented auditory and visual stimuli in a 3 3 3 3 2 factorial design (Fig. 1) . Subjects actively categorized audiovisual stimuli as tools or musical instruments or passively attended to them in a target detection task. All experimental conditions were equated with respect to lowlevel stimulus characteristics (i.e., spatial/temporal frequency contents and low-level image/sound statistics) but differed in the availability of higher order object-related information.
We then addressed the following 3 issues: First, we identified the neural systems that integrate higher level information about an object's category while controlling for audiovisual integration of low-level spatiotemporal stimulus features. Second, we formally investigated the inverse effectiveness principle and characterized underlying computations as subadditive and superadditive at multiple levels of stimulus informativeness.
Third, we evaluated the functional relevance of the audiovisual integration profiles by relating them to behavioral indices of subject's multisensory benefits.
Materials and Methods

Subjects
Twenty right-handed subjects (10 females; mean age: 25.8 years; standard deviation: 4.5) with no history of neurological or psychiatric illness gave informed consent to participate in the study. All subjects had normal or corrected-to-normal vision and reported normal hearing. Handedness was determined based on self-report. The study was approved by the Human Research Ethics Committee of the Medical Faculty at the University of Tu¨bingen.
Stimulus Presentation
Visual and auditory stimuli were presented using Cogent (John Romaya, Vision Lab, University College London, UK; http://www.vislab.ucl.ac.uk/), running under Matlab 7.0 (MathWorks Inc., Natick, MA) on a Windows PC. Auditory stimuli were presented at approximately 81 dB SPL, using magnetic resonance (MR)-compatible headphones (MR Confon GmbH, Magdeburg, Germany). Visual stimuli (size 6.5°3 6.5°v isual angle) were back projected onto a Plexiglas screen using a LCD projector ( JVC Ltd., Yokohama, Japan) visible to the subject through a mirror mounted on the MR head coil. Subjects performed a behavioral task using a MR-compatible custom-built button device connected to the stimulus computer.
Stimuli
Visual stimuli were gray-scale photographs of 15 tools (e.g., hammer, saw, drill, and scissors) and 15 musical instruments (e.g., drum, guitar, flute, and violin) taken from video clips recorded at the Max Planck Institute VideoLab (Kleiner et al. 2004 ). The 2 distinct categories were selected to allow for a semantic categorization task. Yet, categoryselective activations are not the focus of this communication (Chao et al. 1999; Lewis et al. 2004 Lewis et al. , 2005 Noppeney et al. 2006) . Informativeness of the images was manipulated by applying different degrees of Fourier phase scrambling. To this end, original (i.e., tools and musical instruments) and uniform random noise images were separated into spatial frequency amplitude spectra and phase components using the Fourier transform. Three levels of informativeness were generated by combining the original amplitude spectra with 1) the original phase components (i.e., ''intact vision''), 2) phase components representing a linear interpolation between original and random noise phase spectra (i.e., ''degraded vision''), or 3) the phase components of uniform random noise images (i.e., ''noise vision''). The linear interpolation between the original and random noise phase spectra (i.e., degraded vision) preserved 20% of the original phase components to enable threshold performance (~75% accuracy) based on behavioral pilot studies (note: in the functional imaging study, % accuracy was reduced to 66% only). The procedure ensured that individual images at different levels of informativeness were matched in terms of their spatial frequency content, distribution of phase components, and low-level statistics (i.e., mean luminance and root mean square [RMS] contrast; Dakin et al. 2002) . To prevent subjects from using low-level visual cues for categorization, we selected and matched the images from the 2 categories (i.e., tools or musical instruments) with respect to their mean luminance (t 28 = 1.39; P > 0.05) and RMS contrast (t 28 = 0.16; P > 0.05).
Auditory stimuli were sounds produced by actions of the tools and musical instruments that were used as visual stimuli (see above). Each sound clip (2-s duration, 48-kHz sampling rate) was presented monophonically and was equated for maximum intensity of the sound stimulation. Similar to the visual domain, original and white noise sounds were transformed into Fourier amplitude and phase components. Three levels of informativeness were generated by combining the original temporal frequency amplitude spectra with 1) the original Figure 1 . Experimental design and example stimuli. A 3 3 3 3 2 factorial design with the factors: 1) Visual informativeness: intact, degraded, and noise; 2) Auditory informativeness: intact, degraded, and noise; 3) Task: categorization and target detection. Example stimuli are presented as visual images and corresponding sound spectrograms (0--2.5 kHz, 2 s) with amplitude waveforms. Object-related information was manipulated by applying different levels of Fourier phase scrambling that preserve low-level stimulus characteristics (i.e., spatial/temporal frequency components and low-level image/sound statistics) across stimulus conditions. A i 5 Auditory intact; A d 5 Auditory degraded; A n 5 Auditory noise; V i 5 Visual intact; V d 5 Visual degraded; V n 5 Visual noise; phase components (i.e., ''intact sound''), 2) phase components representing a linear interpolation between original and white noise phase spectra (i.e., ''degraded audition''), or 3) by combining the average of all original frequency amplitude spectra (i.e., of all tools and musical instruments) with the phase components of auditory white noise (i.e., ''noise audition''). The linear interpolation between the original and white noise phase spectra (i.e., degraded audition) preserved 30% of the original phase components to enable threshold performance (~75% accuracy) based on behavioral pilot studies (note: 75% accuracy was also obtained in the subsequent functional magnetic resonance imaging [fMRI] study). The procedure ensured that sounds across different levels of informativeness were matched in terms of their temporal frequency contents, distribution of phase components, and RMS power. To prevent subjects from using low-level auditory cues for categorization, we selected and matched the sounds from the 2 categories (i.e., tools or musical instruments) with respect to their RMS power (t 28 = 1.12; P > 0.05).
In addition to the object stimuli, simple stimuli (i.e., a circle, a tone, or a circle + tone) were included as targets during those periods when subjects were engaged in a target detection task.
Experimental Design
The currently most stringent methodological approach identifies multisensory integration (Calvert and Lewis 2004) through the interaction between presence and absence of information from 2 modalities (i.e., (
, which is equivalent to the superadditivity criterion in neurophysiological studies, that is, the bisensory response exceeds the sum of the unisensory responses after adjustment for baseline activity Sugihara et al. 2006) . Similarly, subadditive (and even suppressive) effects can be identified as negative interactions. However, this classical interaction design gives rise to 3 major drawbacks. First, by definition, the interaction term can only identify nonlinear combinations of modality-specific inputs, leaving out additive multisensory integration effects that have been observed at the single neuron level Stanford et al. 2005) . Second, for the interaction term to be valid and unbiased, the use of ''rest'' (= absence of auditory and visual information) precludes that subjects perform a task on the stimuli (Beauchamp, Lee, et al. 2004; Beauchamp 2005 ). This is because task-related activations are absent during the rest condition leading to an overestimation of the summed unisensory relative to the bisensory fMRI responses in the interaction term. Third, during recognition of complex environmental stimuli such as speech, objects, or actions, multisensory interactions can emerge at multiple processing levels, ranging from integration of low-level spatiotemporal to higher level object-related perceptual information. These different types of integration processes are all included in the statistical comparison (i.e., interaction) when using a rest condition. Hence, a selective dissociation between integration processes of spatiotemporal and objectrelated information is not possible (for further methodological considerations, see Supplementary Material).
Therefore, we have transformed the classical interaction design into a more elaborate 3 3 3 3 2 factorial design manipulating 1) visual informativeness (intact = V i , degraded = V d , and noise = V n ), 2) auditory informativeness (intact = A i , degraded = A d , and noise = A n ), and 3) task (categorization, target detection). Analogous to the classical interaction approach, we will use the following stimulus nomenclature. A ''unisensory visual'' stimulus refers to a visual object image combined with auditory noise. Similarly, ''unisensory auditory'' refers to auditory object sounds presented with visual noise. In other words, a ''unisensory'' stimulus is a shorthand for saying that object information was limited to one modality only. Visual and auditory informativeness were manipulated using the Fourier phase scrambling technique that gradually degraded information about object identity while preserving low-level stimulus characteristics. Subjects either actively categorized the audiovisual stimuli as tools or musical instruments or passively attended to these stimuli while engaged in a target detection task. During the target detection task, subjects had to detect and respond to simple target stimuli (i.e., circle, tone, or circle + tone), while they only passively viewed the audiovisual object stimuli. The target detection task enabled us to characterize audiovisual integration processes in the absence of explicit responses.
This experimental design served 3 purposes. First, equating conditions with respect to low-level stimulus characteristics and thus controlling for low-level audiovisual interactions allowed us to focus on higher level multisensory integration of the behaviorally relevant audiovisual object features. Second, independently manipulating the informativeness of the auditory and visual modalities as a surrogate of stimulus efficacy enabled us to investigate the principle of inverse effectiveness. Third, using both a categorization and a target detection task enabled us to distinguish between automatic (target detection) and task-induced (categorization) multisensory interactions.
Experimental Procedure
Subjects performed 2 functional imaging sessions (~17 min each). Each stimulus was presented for 2000 ms followed by 800-ms fixation. Each of the 30 items (15 tools and 15 musical instruments) was presented once in each of the 18 conditions. During the categorization task, subjects categorized audiovisual stimuli as tools or musical instruments. During the target detection task, they responded to simple visual (circle), auditory (tone), or audiovisual (circle + tone) targets, while passively attending to the object stimuli (i.e., tools and musical instruments). Approximately 15% of total events during the target detection task were targets. They were presented for 300 ms (followed by 800-ms fixation). Subjects indicated their response as quickly and accurately as possible via a 2-choice keypress in the categorization task or a single keypress in the target detection task. Task instructions were given at the beginning and in the middle of each scanning session via visual display (i.e., a continuous half of each scanning session was dedicated to a single task). The stimuli (stimulus onset asynchrony = 2800 ms) were presented in blocks of 8 stimuli (pseudorandomly selected from the different conditions) interleaved with 6-s fixation. During the detection task, each block contained at least one target (40%: 2 targets). A pseudorandomized stimulus sequence was generated for each subject. The order of task conditions was counterbalanced within and across subjects. In summary, we used a mixed block/event-related design: 1) the task was manipulated in long periods (i.e., a continuous half of each scanning session was dedicated to a single task), 2) stimuli blocks (~22.4 s) alternated with short fixation blocks (6 s), 3) within the stimulus blocks, events of the 9 conditions were presented in a pseudorandomized fashion.
Behavioral Measurements
Subjects' performance measures (% correct, median reaction time) were entered into a repeated measurement analysis of variance (ANOVA). Because of the apparent near-ceiling performance during the intact conditions, signal sensitivity measure d' [ = Z(P hits ) --Z(P false alarms )] was computed only for the degraded conditions, that is, the unisensory visual A n V d , unisensory auditory A d V n , and bisensory A d V d object stimuli. Multisensory benefits were computed as the difference between the bisensory d' and the best, that is, greatest unisensory d' and used to form regressors in a second-level regression model to predict fMRI activations. This multisensory benefit was also computed only for the degraded conditions, as the intact conditions were associated with near-ceiling performance.
To investigate whether subjects efficiently integrated audiovisual information during object categorization, we compared the empirical d' for the bisensory trials to the d ' predicted by the probability summation model (PSM) based on the 2 unisensory conditions. The prediction of the PSM is calculated from the relevant 2 unisensory d ' under the assumption that visual and auditory information are processed independently and combined for the final behavioral decision using an ''either--or'' rule (Wickens 2002) . In a signal detection task, a ''yes''-response is elicited when a signal is detected either in the visual or auditory modality. Thus, the decision bound of the PSM is formed from 2 lines (i.e., the 2 unisensory decision bounds) at right angle. We have applied this model to our 2 alternative forced-choice categorization task by arbitrarily treating one category (e.g., tools) as signal and the other one as noise (e.g., musical instruments). The
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Probabliity of hit P hits ðAVÞ=P hits ðAÞ + P hits ðVÞ -P hits ðAÞ 3 P hits ðVÞ
Probability of false alarm P false alarms ðAVÞ=P false alarms ðAÞ + P false alarms ðVÞ -P false alarms ðAÞ 3 P false alarms ðVÞ
An empirical d ' that is significantly greater than predicted by the probability summation suggests that subjects have not independently processed but integrated the information from the 2 input modalities to some extent (Treisman 1998) .
MRI
A 3-T Siemens Magnetom Trio system (Siemens, Erlangen, Germany) was used to acquire both T 1 -weighted anatomical volume images and T 2 *-weighted axial echo-planar images with blood oxygen level--dependent (BOLD) contrast (gradient-echo echo-planar imaging, Cartesian k-space sampling, time repetition [TR] = 3080 ms, time echo [TE] = 40 ms, flip angle = 90°, field of view [FOV] = 192 3 192 mm, image matrix = 64 3 64, 38 slices acquired sequentially in ascending direction, 3.0 3 3.0 3 2.6 mm voxels, interslice gap = 0.4 mm). There were 2 sessions with a total of 343 volume images per session. The first 5 volumes were discarded to allow for T 1 equilibration effects. A 3D highresolution anatomical image was acquired (TR = 10.55 ms, TE = 3.14 ms, time to inversion = 680 ms, flip angle = 22°, FOV = 256 3 224 3 176 mm, image matrix = 256 3 224 3 176, isotropic spatial resolution = 1 mm).
Data Analysis
The data were analyzed with statistical parametric mapping (using SPM2 software from the Wellcome Department of Imaging Neuroscience, UK; http://www.fil.ion.ucl.ac.uk/spm; Friston et al. 1995) . Scans from each subject were realigned using the first as a reference, unwarped, spatially normalized into Montreal Neurological Institute (MNI) standard space (Evans et al. 1992 ), resampled to 3 3 3 3 3 mm voxels, and spatially smoothed with a 3D Gaussian kernel of 8-mm full width at half maximum. The time series in each voxel were high-pass filtered to 1/128 Hz. The fMRI experiment was modeled in an eventrelated fashion with regressors entered into the design matrix after convolving each event-related unit impulse (representing a single trial) with a canonical hemodynamic response function and its first temporal derivative. In addition to modeling the 18 conditions in our 3 3 3 3 2 factorial design (correct trials only), the first statistical model included targets, instructions, and error trials. Nuisance covariates included the realignment parameters (to account for residual motion artifacts). In a second supplementary analysis, reaction times were modeled for all trials from all conditions as one single regressor to account for differences in processing time across conditions (see Supplementary  Table 2 ). Condition-specific effects for each subject were estimated according to the general linear model and passed to a second-level analysis as contrasts (including only the canonical hemodynamic response function). This involved creating the following contrast images (pooled, i.e., averaged over tasks and sessions):
(1) Superadditivity for intact stimuli:
based on stimulus informativeness:
These contrast images were entered into independent second-level 1-sample t-tests. In addition, contrast (2) images (i.e., superadditive interaction contrast for degraded stimuli) were entered into a secondlevel regression analysis that used the subjects' multisensory perceptual benefit (see, Behavioral Measurements) as a predictor for superadditive BOLD--responses. Inferences were made at the second level to allow for a random effects analysis and inferences at the population level (Friston et al. 1999) .
Contrasts (1) to (4) define higher level multisensory integration in terms of interactions between levels of visual and auditory informativeness. In other words, we tested whether the activation due to a change in informativeness of the visual input depends on the informativeness of the auditory input. This enables us to focus selectively on the neural processes underlying integration of object information rather than low-level spatiotemporal integration. The interaction term can also be rewritten such that it relates more closely to the classical superadditivity criterion (Calvert and Lewis 2004) that is corrected for baseline activity during the rest condition:
. However, in our design, the rest condition was replaced by a low-level audiovisual noise condition (i.e., A n V n ) that permits controlling for integration processes of low-level spatiotemporal audiovisual features. Furthermore, it enabled us to test for superadditive and subadditive interactions during the categorization task in an unbiased fashion. This was because subjects also performed the categorization task on low-level audiovisual noise trials. Thus, response selection and other task-related processes were present in all conditions. In this way, the more elaborate factorial design rendered the interaction (AV + noise) 6 ¼ (A + V) more balanced with respect to task-induced processes. In fact, in contrast to the traditional interaction (AV + rest) 6 ¼ (A + V), task-induced processing might have been enhanced for the audiovisual noise trials (i.e., forced guesses), as indicated by the long reaction times.
Three approaches were used to investigate and characterize the ''principle of inverse effectiveness.'' First, we used stimulus manipulations, that is, the sensory informativeness. Within subjects, we compared audiovisual interactions for degraded and intact stimuli. Thus, we investigated whether the superadditivity is greater for degraded stimuli than intact stimuli or conversely whether the subadditivity is greater for intact stimuli than degraded stimuli (for similar approach, see also ). Note that under the null hypothesis no relationship would be expected between stimulus informativeness and the pattern of audiovisual interactions at the neural level. Hence, testing for inverse effectiveness based on stimulus manipulations is unbiased and statistically valid. Second, we characterized the principle of inverse effectiveness with the help of the intersubject variability in performance accuracy, that is, the multisensory benefit. More specifically, we used subjects' multisensory benefit as an explanatory variable in a second-level regression analysis to predict superadditive BOLD--responses. Under the null hypothesis, the subjects' multisensory benefit is assumed to be independent from their multisensory neural responses rendering this approach statistically valid. While the first within-subject approach is similar to standard approaches employed in classical neurophysiology, the second approach is based on intersubject variability and thus deviates from classical neurophysiological analysis approaches. Third, in line with previous studies (Perrault et al. 2003 Kayser et al. 2008) , we characterized the inverse effectiveness principle based on endogenous intersubject variability in the regional responsiveness to unisensory inputs. This third approach can be problematic because of inherent statistical dependencies between unisensory responses and the interaction between bisensory und unisensory responses. For the interested reader, we have included analysis, results, and discussion of this third approach in the Supplementary Materials. Please note that strictly speaking only the third approach tests the principle of inverse effectiveness by formally relating superadditivity to regional responsiveness of unisensory inputs. In contrast, the first approach uses ''stimulus informativeness'' as a surrogate for stimulus efficacy. The second approach further characterizes the relationship between superadditivity and multisensory benefit.
To increase estimation efficiency, all contrasts were pooled across tasks. For descriptive purposes, we also report the statistics at the peak voxels identified via the pooled contrasts separately for each task. Please note that the task-selective contrasts are not statistically independent from the pooled contrasts. Nevertheless, they provide additional information and enable a more thorough evaluation of the observed activation pattern. For instance, multisensory integration effects that are also observed for the target detection task alone suggest that they emerge at the level of stimulus and perceptual processing and do not simply reflect executive processing (e.g., responses selection).
Search Volume Each effect was tested for in 2 search volumes. The first search volume included all voxels, that is, the whole brain (54 518 voxels). In order to increase the sensitivity of the analysis with respect to the superior temporal sulci (STS) as an a priori candidate region for audiovisual object recognition (Amedi et al. 2005) , the second search volume was limited to the subset of 3764 voxels that were located within Heschl's gyrus (HG), middle temporal gyrus (MTG), and superior temporal gyri (STG) bilaterally as defined by the automated anatomical labeling library (Tzourio-Mazoyer et al. 2002) using the MarsBaR (http://marsbar.sourceforge.net/) toolbox (Brett et al. 2002) . Unless otherwise stated, we report activations at P < 0.05, corrected at the cluster level for the search volume (i.e., the entire brain or the STS) using an auxiliary uncorrected voxel threshold of P < 0.001 (Friston et al. 1994) . Results of the random effects analysis were superimposed onto a T 1 -weighted averaged normalized brain of all participants of the study, using the MRIcro software (http://www.sph.sc.edu/comd/rorden/mricro.html).
Results
Behavioral Data
Categorization Task Subjects categorized the audiovisual stimuli as tools or musical instruments. For performance accuracy, a 2-way repeated measurement (2-way RM) ANOVA with the factors vision (intact, degraded, and noise) and audition (intact, degraded, and noise) identified significant main effects of visual (F 1.9,36.2 = 145.3; P < 0.001) and auditory information (F 1.4,26.7 = 137.1; P < 0.001) after Greenhouse--Geisser correction. In addition, there was a significant interaction effect between visual and auditory informativeness (F 3.2,61.1 = 58.3; P < 0.001; Greenhouse--Geisser corrected). Similarly, for reaction times (limited to correct trials only), the 2-way RM ANOVA revealed significant main effects of vision (F 1.4,26.6 = 121.3; P < 0.001) and audition (F 1.2,22.2 = 52.5; P < 0.001) as well as an interaction between the 2 modalities (F 3.2,61.1 = 58.3; P < 0.001) after Greenhouse--Geisser correction. Similar results were obtained when the (2-way RM) ANOVA excluded the 1) intact or 2) noise conditions (see Supplementary Material). These results show that categorization performance accuracy and reaction times depend on the informativeness of the auditory and visual modalities in an interactive fashion. In other words, the contribution of the auditory modality to object categorization depends on the informativeness of the visual modality and vice versa (see Supplementary Table 1 ). For instance, the effect of increasing auditory informativeness on object categorization is more pronounced when the visual stimulus is uninformative.
With respect to the functional imaging data, we focused specifically on 1) the bisensory and unisensory intact conditions (i.e., A i V i , A n V i , A i V n ) and 2) the bisensory and unisensory degraded conditions (i.e., A d V d , A n V d , A d V n ). The conditions A n V i , A i V n , A n V d , A d V n are referred to as unisensory to indicate that object information is provided only in one modality (see Fig. 1 ). In order to investigate crossmodal benefits, we compared (paired t-tests) accuracy rates and reaction times of the bisensory condition with those of the best (i.e., most accurate and fastest) unisensory condition. A significant increase in performance accuracy was found only for the degraded stimuli (intact: t 19 = 0.5; P > 0.05; degraded: t 19 = 3.4; P < 0.01). A significant decrease in reaction times was found for both bisensory conditions (intact: t 19 = -3.3; P < 0.01; degraded: t 19 = -4.6; P < 0.001), with the benefit being greater for degraded stimuli (Fig. 2) .
To further characterize subject's performance, signal sensitivity measures d ' were computed for the degraded conditions only (see, Materials and Methods). Across subjects (mean ± 2.16 ± 0.14) was significantly larger than the best unisensory d ', showing a significant increase in perceptual sensitivity when both input modalities were present (t 19 = 3.1; P < 0.01).
Importantly, the d ' of the bisensory condition (A d V d d ': 2.16 ± 0.14) was significantly larger than d ' predicted by the probability summation model (PSM d d ': 1.54 ± 0.16; t 19 = 3.7; P < 0.01) with 16 of 20 subjects showing the effect. The prediction of the PSM is derived from the 2 unisensory d ' sensitivity measures under the assumption that on each trial visual and auditory information are processed independently and combined in the behavioral decision using an either--or rule (Wickens 2002; see, Materials and Methods) .
In summary, significant multisensory reaction time benefits were observed for both intact and degraded stimulus conditions. In contrast, a significant increase in performance accuracy was observed only for the degraded stimuli. Importantly, for degraded stimuli the increase in d ' for the bisensory relative to the 2 unisensory conditions exceeded the prediction of the PSM. This suggests that subjects efficiently integrated visual and auditory information. On the other hand when the stimuli were intact, subjects may have relied primarily on the more informative, that is, the visual modality providing sufficient information for bisensory object categorization. However, the interpretation of the multisensory benefit for the intact conditions is limited by the fact that subjects achieved near-ceiling performance.
Target Detection Task During the target detection task, subjects passively attended to the task-irrelevant object stimuli (i.e., tools and musical instruments), while responding to simple detection items (i.e., a visual circle, an auditory tone, or an audiovisual circle + tone). Subjects achieved near-ceiling performance (mean ± SEM) for the target items with accuracies (visual: 93.3 ± 1.8%; auditory: 94.9 ± 1.8%; audiovisual: 95.4 ± 1.7%) and reaction times (visual: 461 ± 24 ms; auditory: 457 ± 27 ms; and audiovisual: 409 ± 23 ms) suggesting that they maintained bimodal attention. A 1-way RM ANOVA of the target item conditions (auditory, visual, and audiovisual) identified a significant main effect in terms of reaction times (F 1.7,32.9 = 9.6; P < 0.01, Greenhouse--Geisser corrected) but not in terms of accuracy (F 1.4,26.7 = 0.8; P > 0.05, Greenhouse--Geisser corrected). Post hoc comparisons (Bonferroni corrected) revealed faster audiovisual reaction times compared with auditory and visual reaction times, respectively, but no difference between the latter 2. During the target detection task, the total number of false alarms (i.e., responses to object stimuli) across subjects (mean ± SEM) was negligible (0.65 ± 0.25).
Neuroimaging Data
The data were analyzed twice: The first analysis assumed one underlying process that generates the profiles of BOLD and behavioral responses. The second analysis investigated whether there are differences in BOLD--responses that cannot be predicted by reaction times and hence included reaction times as an additional covariate of no interest to account for differences in processing times across conditions. As the 2 analyses provided nearly equivalent results, we report the results from the initial first analysis.
In both cases, the analysis was performed in 3 steps. First, we tested for superadditive and subadditive audiovisual interactions separately for intact and degraded stimuli. Second, we investigated the inverse effectiveness principle by directly comparing interactions for intact and degraded stimuli. Third, we investigated the functional relevance of superadditive and subadditive integration profiles by relating subjects' multisensory behavioral benefits to their audiovisual BOLD interactions in the degraded conditions. To increase contrast efficiency, all interactions were tested averaged across the 2 task conditions. However, to characterize the effects more thoroughly, we Note: P value c , P value corrected at cluster level for multiple comparisons (whole-brain analysis, i.e., 54 518 voxels) or # the anatomical STS (MTG/STG/HG) search volume (3764 voxels). P value (uncorr.), uncorrected P value at peak voxels of clusters for the effects of interest within each task condition. L, left; R, right.
additionally report the effects for each task separately at the peak coordinates reported in Table 1 (note: the statistical inference is based only on the contrasts that pooled over tasks; the task-selective effects are reported only for descriptive purposes). Each effect was tested for in the whole brain and subsequently in our a priori volume of interest (i.e., encompassing HG, STS, and MTG bilaterally).
Superadditive Interactions
No superadditive interactions were observed for intact stimulus configurations corrected for multiple comparisons within the entire brain or the STS search mask. Superadditive (i.e., positive) interactions were found for degraded stimuli in the left angular gyrus and right superior and superior medial frontal gyrus. Within these areas, the summed activity of bisensory (i.e., A d V d ) and low-level control conditions (i.e., A n V n ) significantly exceeded the sum of the 2 unisensory conditions (i.e., A n V d + A d V n ). Yet, the interactions in these regions are not discussed further, as in these areas 1) stimulus processing was associated with deactivations relative to fixation and 2) the low-level control condition A n V n induced the greatest activation (i.e., least deactivation) and was thus driving the superadditive interaction.
Subadditive Interactions
For intact stimulus configurations, prominent subadditive interactions were found along STS bilaterally. These effects were located in 1) the anterior and posterior portions of STS of the left hemisphere and 2) STG and middle/posterior STS of the right hemisphere (Fig. 3A) . Within these areas, the sum of the unisensory BOLD--responses (i.e., A n V i and A i V n ) significantly exceeded the sum of the bisensory (i.e., A i V i ) and low-level control (i.e., A n V n ) conditions. More precisely, the bisensory responses (i.e., A i V i ) were consistently smaller than the responses elicited by the most effective unisensory stimulus (i.e., A i V n ) indicating not only a subadditive but even suppressive form of multisensory interaction. These suppressive effects were particularly pronounced in the middle and anterior portions of the STS. As shown in the parameter estimate plots (Fig. 3B) , the STS regions are auditory dominant, that is, unisensory auditory object stimuli elicited greater BOLD--responses than the unisensory visual object stimuli. However, in the context of an informative visual stimulus (i.e., bisensory stimulation), the auditory response is suppressed relative to its unisensory effect. Thus, the effect of the visual stimulus in STS is primarily of a modulatory nature in that it attenuates STS responses to auditory stimuli. Furthermore, at a lower statistical threshold, these suppressive effects could be shown both for the categorization and the target detection tasks suggesting that they may emerge at the perceptual rather than response selection level (Table 1; note: these taskselective effects were estimated with a lower degree of efficiency as they were based on fewer trials). It is important to note that not only subadditive but also suppressive interactions were observed for intact stimuli. While subadditive interactions could be due to ceiling effects in the BOLD--response, suppressive interactions are unlikely to emerge as a result of BOLD--response saturation alone.
For degraded stimulus configurations, subadditive interactions were found in the left anterior insula (Table 1 ) and the right superior colliculus (x = 6, y = -33, z = -6). However, the subadditive interaction effect in the right superior colliculus was only statistically significant (z peak = 3.59; P cluster < 0.05 with k cluster = 5; k ROI = 192) when correcting for multiple comparisons within a region of interest (ROI) that comprised the superior colliculi as similarly defined by other authors (Fairhall and Macaluso 2009 ).
The Effect of Stimulus Informativeness on the Multisensory Integration Profile
Brain regions obeying the principle of inverse effectiveness were identified by comparing superadditive BOLD--responses for degraded relative to intact stimuli. This statistical comparison revealed effects in anterior and posterior regions of the STS within the left hemisphere and STG and posterior STS of the right hemisphere (Fig. 3C) . The clusters were partially overlapping with regions showing subadditive interactions for intact stimuli (Fig. 5 and Supplementary Fig. S3 ). At a lower threshold of significance, the peak voxels within these areas showed a pattern of inverse effectiveness consistently for both tasks (Table 1 ); yet, the effect was more reliably detected in the target detection task (i.e., passively attending the object stimuli). As shown in the parameter estimate plots (Fig. 3D) , the regions exhibit strong subadditive interactions for intact stimulus configurations but additive to superadditive integration profiles for degraded stimuli. For example, the peak voxel in the left posterior STS (x, y, z coordinates: -60, -39, 3) showed subadditive interactions (z = 2.92; P < 0.001, uncorrected) for intact stimuli and a tendency toward a superadditive interaction for degraded stimuli (z = 1.52; P = 0.067, uncorrected). The remaining areas (e.g., left anterior STS; -60, -9, -9; Fig. 3D, upper panel) showed subadditive interactions for intact stimuli (z = 3.93; P < 0.001, uncorrected) but performed operations that were-even at an uncorrected threshold-not statistically different from an additive combination of the modality-specific inputs for the degraded stimulus configurations (z = 0.71; P = 0.24, uncorrected). Thus, degraded stimuli are primarily associated with additive response combinations in our study. As both intact and degraded bisensory stimuli were associated with shorter reaction times relative to their unisensory components, this activation pattern cannot easily be attributed to differences in processing time (i.e., reaction time) or attentional demands. Furthermore, it is unlikely to emerge from differences in accuracy, as errors and missed responses were modeled separately and not included in this comparison (though note that correct trials may also include guessed responses that are associated with increased uncertainty and are increased for degraded conditions). Furthermore, the effect was even more pronounced for the target detection task that did not require responses to the audiovisual object stimuli. Collectively, these results suggest that the profiles of higher order audiovisual integration in STS (i.e., additive responses vs. subadditive interactions) are dictated by the informativeness of the auditory and visual modalities in a similar way as they depend on physical stimulus intensity in the superior colliculus .
The Effect of the Subject-Specific Multisensory Benefit on the Multisensory Integration Profile
The functional relevance of superadditive and subadditive integration profiles was investigated in a second-level regression analysis (within SPM) that used the subjects' multisensory behavioral benefit (i.e., d'(bisensory) -best(d'[unisensory])) as a predictor for their superadditive BOLD--responses (i.e., ( A n V n ) at given coordinate locations. The bar graphs represent the size of the effect in nondimensional units (corresponding to % whole-brain mean). These effects are activations pooled (i.e., averaged) over task conditions. interaction contrast). The superadditive BOLD--responses were averaged across tasks and limited to degraded stimulus conditions and correct responses only. The multisensory benefit positively predicted superadditive BOLD--responses in the right posterior STS, left posterior STG/STS, and left pre-and postcentral gyri (Fig. 4A) . Figure 4B shows the effect of the audiovisual perceptual benefit on the superadditive BOLD--responses in left posterior STS: While subjects with no multisensory benefit exhibited subadditive and even suppressive audiovisual interactions, those with high multisensory benefits showed superadditive interactions (Fig. 4B) . Even though, at a lower threshold of significance, multisensory interactions were predicted by the audiovisual benefit for both tasks at most of the reported peak voxels (Table 1) , this effect was far more reliably found in the target detection task (in which subjects passively attended the object stimuli). In fact, an additional regression analysis limited to the target detection task revealed effects at the cluster level only in STS in the absence of effects in the pre-and postcentral gyri (see bottom  Supplementary Table S2 for the results from the analysis that accounted for reaction time confounds). In contrast, no significant effects at the cluster level were observed, when limiting the analysis to the categorization task only. This additional analysis suggests a functional dissociation for STS and pre-/postcentral gyri in mediating multisensory benefits. We suggest that multisensory facilitation may emerge at multiple processing stages. In particular, multisensory integration may facilitate the emergence of a multisensory percept and response selection. During the target detection task, the audiovisual perceptual benefit (unconfounded by response selection processes) predicts superadditive BOLD--responses selectively in the posterior STS bilaterally, which may thus primarily reflect the emergence of a multisensory percept. In contrast, in pre-/postcentral gyri multisensory benefits predicted audiovisual interactions only when pooling over both tasks. This response profile may link the audiovisual interactions more closely with multisensory facilitation of response selection. The less significant effects in STS for the categorization task may have arisen due to differences in the analysis between the 2 tasks. In the categorization, task errors were modeled separately, while in the target detection task trials could not be sorted into correct and wrong responses, since subjects did not respond to the audiovisual object stimuli but only to the few target stimuli. Consequently, fewer trials entered into the estimation of the categorization response rendering the estimation of this contrast less efficient. In addition, the separation of correct and wrong responses may have partly modeled the behavioral gain during the categorization task. Regardless of the differences between the 2 tasks, it is important to emphasize that the predictive relationship between behavioral multisensory benefit and neural superadditivity is present in the target detection where subjects did not respond to the audiovisual object trials that entered into the analysis. This activation profile renders it unlikely that superadditive STS responses are purely attributable to differential demands in attentional resources or task-induced (e.g., response selection) processing. Instead, it suggests that superadditive responses mediate multisensory perceptual benefit during object processing.
To illustrate the relation between subjects' performance and neural activations, the perceptual sensitivity measures (Fig. 4D) and parameter estimates in left STS (Fig. 4E) are shown for
separately for 3 groups of subjects that were categorized according to 1) no (benefit < 0), 2) low (0 < benefit < 1), or 3) high (benefit > 1) multisensory perceptual benefits. This classification of subjects highlights 3 main aspects: First, the multisensory benefit at the behavioral level (Fig. 4D) is clearly reflected in the multisensory integration profile in STS (Fig. 4E ): Subadditive profiles (t 6 = 3.1; P < 0.05; one sample t-test) were associated with no benefit, additive (t 8 = -2.2; P > 0.05) profiles with a low benefit, and superadditive (t 3 = -2.7; P < 0.05; 1-tailed) profiles with a high multisensory perceptual benefit. Second, the increasing benefit at the behavioral level and the superadditivity at the neural level are driven by 2 main factors: 1) decreasing unisensory and 2) increasing bisensory d' measures and BOLD--responses. In fact, the close relationship between BOLD--response and behavior becomes even more apparent in an additional post hoc regression analysis (Fig. 4C ) that uses the sum of the unisensory BOLD--responses in left STS to predict the perceptual multisensory benefit. Even though these 2 measures are independent (under the null hypothesis), the perceptual benefit is indeed significantly predicted by the sum of the 2 unisensory BOLD--responses in STS (b sl = -0.24; R 2 = 0.22; P uncorrected < 0.05; note: this additional analysis was performed only for explanatory purposes and is not statistically independent from our main initial analysis). Third, in line with the maximum likelihood model of multisensory integration, the behavioral benefit is maximal when the reliabilities of the unisensory inputs (as indicated by the d' ) are equal (i.e., Fig. 4D , right subplot; Ernst and Banks 2002; Alais and Burr 2004; Ross et al. 2007; Morgan et al. 2008) . Thus, the perceptual benefit observed in our study is maximal when 1) the unisensory reliabilities (as indexed by d') are low and 2) the ratio of subject-specific unisensory reliabilities is close to 1. Future studies will need to clearly dissociate the roles of unisensory reliabilities and their ratio on behavioral benefit and superadditive BOLD--responses.
Discussion
This study was designed to identify and characterize the neural systems and mechanisms mediating the integration of higher order audiovisual object features in recognition and categorization. In brief, our experiment demonstrates higher level audiovisual integration effects selectively in the STS bilaterally. Consistent with the inverse effectiveness principle, these multisensory interactions are primarily subadditive for intact stimuli but turn into additive (with a trend to superadditive) effects for degraded, near-threshold stimuli. Importantly, when holding stimulus degradation constant, superadditive responses in STS are predicted by subjects' perceptual multisensory benefits suggesting a functional role for the distinct profiles of multisensory integration at the neuronal level.
While it is well established that auditory and visual information converges in subcortical (Wallace et al. 1996; Calvert et al. 2001) , putatively unisensory (Macaluso et al. 2000; Murray et al. 2005; Lehmann et al. 2006; Watkins et al. 2006; Meienbrock et al. 2007) , and higher level association regions (Calvert et al. 2000; Wright et al. 2003; Amedi et al. 2005; Saito et al. 2005 ) during speech and object recognition, the types of information (e.g., spatiotemporal or object related) that are integrated in this multitude of integration sites remain unclear (Driver and Noesselt 2008 processes of spatiotemporal information and low-level stimulus features, our experimental paradigm revealed higher order audiovisual interactions selectively in posterior, middle, and anterior portions of the STS, bilaterally. These results suggest that distinct types of stimulus parameters may be integrated selectively at different levels of the sensory hierarchy with higher order association cortex (i.e., STS) sustaining integration of audiovisual information about an object's category or identity.
In terms of neural mechanisms, neurophysiological studies have previously shown the coexistence of subadditive, additive, and superadditive neuronal populations (Laurienti et al. 2005; Perrault et al. 2005) , with the profile of multisensory integration being determined by stimulus efficacy that is usually manipulated by low-level stimulus features ). Indeed, numerous neurophysiological studies have demonstrated that low-level stimulus features such as physical intensity or contrast determine the integration profiles within the superior colliculus (Stein and Stanford 2008) . However, it is still unclear whether higher order features such as stimulus informativeness can play a similar role. Our results show that higher order stimulus properties such as degradation level or informativeness dictate the multisensory integration profiles in STS: Subadditive audiovisual interactions in the STS for intact stimuli turn into additive (with a trend to superadditive) integration profiles for degraded, near-threshold stimuli (Stevenson and James 2009). Importantly, the audiovisual interactions were not only subadditive but also suppressive, that is, the response to bisensory stimuli was less than the response to the most effective unisensory stimulus, which cannot easily be explained by saturation or other nonlinearities in the BOLD--response (Buxton et al. 2004) . Suppressive interactions have previously been attributed to spatial, temporal, or semantic incongruencies (Wallace et al. 1996; Calvert et al. 2000 Calvert et al. , 2001 . As our stimuli combined a static image with an inherently dynamic sound, they may have elicited perceptual incongruency to a certain degree. Thus, future studies need to generalize our findings to more environmentally valid audiovisual stimuli such as movies. Nevertheless, even though the stimuli were not dynamically synchronous, they were aligned with respect to audiovisual stimulus onsets and offsets. Furthermore, both intact and degraded conditions used pictures and sounds; yet, suppressive interactions were found selectively for the intact stimulus conditions rendering perceptual incongruency as the primary explanatory mechanism rather unlikely. Instead, our results converge with recent neurophysiological studies showing pronounced suppressive multisensory interactions in the absence of incongruency manipulations. For instance, in the anterior ectosylvian cortex of the cat, the response to somatosensory input was significantly modulated, more specifically suppressed, by additional auditory input (Dehner et al. 2004) . Similarly, in the macaque STS, ventrolateral prefrontal and ventral intraparietal cortex, both MSE and suppression have been reported (Barraclough et al. 2005; Sugihara et al. 2006; Avillac et al. 2007 ). Even though suppressive effects at the neuronal level may not necessarily translate into suppressive BOLD--response interactions (Kayser et al. 2009 ), this series of studies demonstrates the existence of suppressive interactions in the absence of incongruency manipulations.
Even though the inverse effectiveness principle has played a fundamental role in multisensory research over the past decade (Stanford and Stein 2007; Stein et al. 2009 ), direct evidence for its functional relevance and relationship to subjects' behavior has been elusive (Grant and Walden 1996; Holmes 2007 Holmes , 2009 Ross et al. 2007 ). The present study provides compelling evidence for the behavioral relevance of the inverse effectiveness principle in object categorization at 2 levels: First, manipulating stimulus informativeness or degradation, our study maps different behavioral performances on additive and suppressive profiles of integration: Suppressive integration profiles are observed for intact conditions that are associated only with faster categorization of bisensory relative to unisensory stimuli. In contrast, additive integration profiles are found for degraded stimuli that are associated both with faster and more accurate categorization performance. Indeed, only for the degraded stimuli did accuracy exceed the performance predicted by the PSM (i.e., visual and auditory information are processed independently). These findings provide initial evidence that performance accuracy may be related to superadditivity. Second and more convincingly, when holding stimulus informativeness constant (i.e., unconfounded by stimulus differences) and focusing only on the degraded stimuli, regression analyses demonstrate that subjects' multisensory perceptual benefit (as measured by d ') directly predicts their integration profiles selectively in STS. While subjects that do not benefit from audiovisual integration (i.e., high unisensory performance) show subadditive and even suppressive audiovisual interactions, subjects with great perceptual benefits (i.e., low unisensory performance) exhibit Figure 5 . Overview figure illustrating the overlap of effects of multisensory integration, inverse effectiveness, and perceptual benefit (PB) on sagittal slices of a mean structural image created by averaging the subjects' normalized structural images. P \ 0.05, corrected for spatial extent (auxiliary height threshold: P \ 0.001, uncorrected; as displayed in Table 1 ). Gray 55%: subadditive multisensory interactions (MSIs) for intact stimuli. Gray 80%: activations pertaining to inverse effectiveness (IE) principle. Gray 20%: effects of subjects' multisensory PB on superadditive BOLD--response interactions. Gray 50%: (MSI) and (IE). Gray 5%: (MSI) and (PB). White: (MSI) and (IE) and (PB). See Supplementary Figure S3 for a colored version of this figure.
Cerebral Cortex August 2010, V 20 N 8 1839 superadditive integration profiles. Collectively, these results show that (only) in the posterior STS, the multisensory integration profiles and their inverse relationships (between unisensory responses and superadditivity) are functionally relevant for categorization performance: Superadditive interactions in posterior STS are associated with and may induce multisensory perceptual benefit and increased recognition performance.
Similar parallels between behavioral and neuronal measures have previously been reported for repetition priming: While priming-induced activation decreases are observed for intact stimuli that are more efficiently, that is, faster processed on repeated exposures, activation increases are shown for degraded stimuli that become recognizable through priming (Dolan et al. 1997; George et al. 1999; Doniger et al. 2001; Henson 2003) . Similar to priming effects, the subadditive (or even suppressive) and superadditive profiles of multisensory integration may serve 2 aims: In the context of near-threshold unisensory inputs that are not recognized alone, bisensory stimulation decreases the thresholds of detection and identification enabling the emergence of higher order object representations and better categorization performance. In contrast, if a stimulus can easily be recognized at least in one modality as during near-ceiling performance for intact stimuli or for subjects with no perceptual benefit, suppressive interactions may reflect more efficient and faster processing through the dynamic weighting of the unisensory contributions according to their informativeness. These suppressive crossmodal effects may be mediated directly through the influence from predominantly visual areas. Alternatively, they may be mediated via top-down modulation from a frontoparietal attentional system.
In conclusion, using a novel elaborate interaction design, we were able to dissociate distinct multisensory response profiles underlying the integration of higher order audiovisual object features in the STS bilaterally. Consistent with the inverse effectiveness principle, the audiovisual integration profile was dictated by stimulus efficacy that depended in STS on the informativeness of the sensory-specific inputs: Suppressive interactions for bisensory intact stimuli turned into additive interactions for degraded, near-threshold stimuli. Crucially, the distinct integration profiles were functionally relevant and paralleled behavioral indices of MSE: Subjects with multisensory perceptual benefit showed superadditive interactions, while those that did not benefit from audiovisual stimulation exhibited suppressive interactions. The additive and superadditive multisensory interactions may mediate efficient integration of nearthreshold inputs from multiple senses. In contrast, suppressive interactions may reflect more efficient processing when the stimulus can already be recognized in at least one modality.
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