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Introduction
Over the last decade a vast amount of web log data has been collected all over the world, mainly by companies hoping to find out more about the browsing behaviour of the visitors of their site. For many reasons rigorous statistical analysis of this data has proven to be a much more complicated problem than originally expected. Therefore web log data analysis still in many cases means only simple counting of page hits. However, site design based on statistical analysis of actual user behavior data -let alone development of personalized content -is a goal that cannot be achieved without much more elaborate statistical modeling techniques.
In this paper we address this problem area and focus on the analysis of web log data collected at a typical online newspaper site. One of the problems typical to newspaper data is that the contents of the site are frequently changed, normally on a daily basis. In addition, the user population is also dynamically changing in time: new users register in every day, and some of the old users stop using the service.
For solving the above problems, we propose a two-way clustering technique based on probability theory. On one hand the suggested method clusters the readers of the online newspaper into user groups of similar browsing behaviour, where the clusters are determined only based on the click streams collected. On the other hand, the articles of the newspaper are clustered based on the reading behaviour of the users. The goal in this two-way clustering is to find general statistical user and page profiles so that given the user cluster of a person entering the site, and the page cluster of an article of a newspaper, we will be able to predict probabilistically whether or not the user will have a look at the page in question. By moving from models of individual users and pages to models of user and page groups we are able to cope statistically with individual users and pages not seen before, i.e., new registered users and new content pages.
The data used in this research is described in more detail in the next Section. In Section 3 we present a general discussion on the modeling problem at hand, and contrast our approach to previous related work. The probabilistic twoway clustering scheme is described in Section 4: the criterion for choosing between different clusterings is defined in Section 4.1, and the search algorithm for finding good clusterings is given in Section 4.2. The observations made during the empirical validation of the suggested approach are summarized in Section 5.
The data
For this research we were provided user web log data from the Iltalehti Online site (http://www.iltalehti.fi), a major Finnish online newspaper. The data contained site visits within a survey period of one month. During data cleaning the data had been pre-pruned so that only users with at least three non-trivial sessions during the survey period were part of the sample. In our context, we refer to a session as non-trivial, if it includes at least one article page and not merely headline browsing on the front page. After each day, the entire content of the site changes, however, the basic structure (sections) of the site is preserved. None of the changes occur during the day.
The raw data given to us contains the usual click streams, matched to an (anonymous) user ID (for legal reasons, names and other identifiers were removed from the data). Furthermore, for each ID we were given the demographic profile information (consisting of data about education, work, age and sex) users were asked to give of themselves when registering for the service. Finally, for each URL, the following meta data was provided: the headline the article was referred by, the section it was linked to and stored in, the category it had been assigned to by a journalist (using a standard news categorization), whether the article contained foreign or domestic news and whether or not there was a direct link from the front page to the article. This information was partly missing or unreliable (uncategorized pages, users misinforming facts about themselves etc.).
We pre-processed the click streams to obtain an Ò ¢ Ñ hit matrix and a column for each page È ( ½ Ñ) during the survey period. The entries in the matrix were either · (the user viewed the page), (did not view) or (did not visit on the day in question). In the case of this study, the data was stored as a ¾¼ ¢ ¿ matrix. Thus there were Ò ¾¼ users who during the month in question had at least three non-trivial sessions, and altogether there had been Ñ ¿ individual articles on the site. Viewing time was not taken into account in this study, since as also pointed out by Shahabi et al. [11] , it was found the be too unreliable.
Modelling the data
The objective of this research was to construct methods for extracting statistical information that could be applied in site design and/or in developing personalized content. Site design requires a deeper understanding of the users in general, while personalization requires understanding the behaviour of a single user. The goal was that the developed methods could be used, for example, for pointing out the (subjectively) most interesting headlines to a user on the front page. Another way of providing personalized content is a "top ten list" of articles, directly listing the pages the user is most likely to visit. The personalized content can be dynamically updated on-line according to the clicks made by the user as the session proceeds. In order to provide this type of information, we need a model that generalizes from one user to another and reveals general trends. In other words, we need to simplify the data as much as possibly, while losing as little information as possible.
For solving the modeling problem, Cadez et al. propose a first-order Markov model (see [1] ) for user session clustering. This did not seem favourable here for the following resons. First, the order of the clicks (links visited) depend very strongly on the physical structure of the site, and does not necessarily reflect the mental state of the user. Secondly, as already discussed, the click stream data is most unreliable with respect to the paths taken through the site. This is mainly due to missing cache and back-button hits, as demonstrated in e.g. [11] . The information we want to model and predict is whether or not a user will view a certain page, given he or she has entered the site. We call this variable "View"; it depends on both the page and the user. The full Bayesian Network representation of this situation is shown in Figure 1 (for a general introduction to Bayesian Network models, see e.g. [9, 4] With this approach, we have to learn multiple independent causes (user and page) of the observed data (view); this is sometimes referred to as Factorial Learning, see e.g. [3] . Commonly in this situation, the data is assumed to be normally distributed, and in particular to be continuous in the first place. Under these assumptions, Gharamani [3] used an EM type algorithm, but noticed that the exact computation was intractable.
In this work we are in a different, potentially more complicated situation, since our data is binary, and hence we want to model it using a binomial distribution. From this perspective, Figure 1 is just another (Bayesian) representation of the data (hit matrix), and clearly this "model" is much too complicated, as it contains one parameter for each matrix entry (even where it is missing, i.e. "?"), so it does not generalize at all.
In our first modeling approach, we used a Finite Mixture model (see e.g. [6] ). For this we took a different perspective, and first identified each page with its (hand-picked) category, and then created one variable for each category. All sessions of one user could now be treated as one vector, with entries for each category. These entries in turn were multiple values of the form "user Í viewed Ö pages of category out of × offered to him", referring to Ö positive (·) and × Ö negative ( ) events. We clustered these vectors by adding a single hidden variable which was learned by an EM algorithm (see e.g. [7] ).
However, there were ½½ categories appearing during the one-month time span, which seemed to be too many for our purposes. As a consequence, we obtained very many rather small clusters that did not provide satisfactory insight into typical browsing behaviour of the users -this model generalized very poorly.
In our second approach we replaced each page by its section, of which there are five in our case. Although Huang et al. [5] strongly advocate this idea and even declare that "sessions are essentially sequences of categories", it is clear that this naturally means losing a lot of information. However, this approach has often worked well in practice (see e.g. [1] ).
The effect of this approach was opposite to the preceding: five attributes seemed to be few and we were able to extract only some basic information from the data. As a result, we obtained only few clusters with little variance in terms of the demographic user profiles, providing only vague hints about individual user behaviour.
For solving the above problems, Oyanagi et al. propose a matrix clustering in a situation very similar to ours [8] . However, the suggested "ping-pong algorithm" has some serious drawbacks. First of all, the method cannot handle the missing data present in our hit matrix. Second, in each iteration , the method produces a pair of clusterś ÖÓÛ ÓÐÙÑÒ µ, such that the rows in ÖÓÛ are similar only wrt. the columns in ÓÐÙÑÒ and vice versa, while what we actually want is clusters whose members are similar to each other as a whole. Furthermore we do not want to fix the number of row clusters to equal the size of column clusters, but learn both from the data. Finally, the ping-pong algorithm does not cluster the complete matrix, but there remains a "left-over" or "garbage" cluster, of which there can be said nothing at all.
In the following we pick up the idea of simultaneous row and column clustering, but put it in a more sound theoretical framework based on (Bayesian) probability theory.
Two-way clustering
We suggest to model the domain by a Bayesian Network containing two hidden (i.e. unobserved) variables, one grouping the users into clusters of similar browsing behaviour and one grouping the pages into clusters of similar visitor sets. As we shall see, this approach provides us with a number of page types that lies inbetween the two numbers mentioned above, and which is adaptive wrt. to the data size. Figure 1 implies that the relation between users and pages is essentially symmetric. Consequently, as well as clustering the users based on the pages they view, we can [10] .
In this paper we suggest Bayesian clustering of rows and columns simultaneously, which -to our knowledgehas not been done before. From Figure 1 we arrive at the Bayesian Network depicted in Figure 2 by adding two hidden variables, clustering users and pages, respectively. Note that the direction of the arcs between and "user" and between and "article" is arbitrary for reason of network equivalence as discussed in [9] . The full model contained Ò ¡ Ñ parameters, while the hidden variables reduce the size of the probability table at the node "view" to Ã Ü ¡ Ã Ý , where Ã Ü and Ã Ý denote the number of the model's user and page clusters respectively. Naturally, this number will be a lot smaller, i.e. Ã Ü ¡ Ã Ý Ò ¡ Ñ. On the other hand, the model can express the data well only if users (pages) within each cluster are similar wrt. the "view"-variable, given the page (user) clustering. In the following we denote the "view"-variable by (for class).
Two central questions are now the following: How many clusters are there in the data? How to cluster the data? These issues will be addressed in the following two subsections.
The model selection criterion
Let Å denote the Bayesian model shown in Figure 2 . For model selection criterion, we suggest to optimize the complete data evidence (cf. [6] ) È´ Å µ, which factorizes as where the first two terms limit clustering complexity and the latter term is the actual data modelling part. Maximizing (1) thus means looking for the most probable data completion in the unobserved variables and . Note that, in slight abuse of notation, is a vector of length Ò, has length Ñ.
Furthermore we disregard missing entries ("?") in , which we view as a binary variable, and thus has length equal to the combined number of entries "+" and "-" in the hit matrix. We denote these numbers by · and respectively, their sum simply by · · .
Assuming the (complete) data to be i.i.d. (independent and identically distributed), the terms in (1) can be computed efficiently as follows:
where the sufficient statistics are as follows:
Ü is the number of users in (user) cluster , and 's are priors or hyperparameters, which we simply set to one; this choice is sometimes referred to as the uniform prior. Note that Eq. (2) also gives the prequential data likelihood [2] , which corresponds to the situation where the data is available to us one session/page click at a time and we have to predict in real-time, while updating the sufficient statistics.
In the above, Å implicitly included the cluster sizes Ã Ü and Ã Ý . But since we do not know how many clusters there should be, we cannot fix these numbers in advance. Separating the cluster sizes from the model family Å, we arrive
The terms conditioned on the cluster sizes are still given by (2) (where Ã Ü and Ã Ý were implicit), but now we have two new terms that correspond to priors on the cluster sizes. In order to be proper, both priors should sum to one over all possible cluster sizes (here: the integers). In this study we simply set È´Ã Ü Åµ ¾ ÃÜ and È´Ã Ý Åµ ¾ ÃÝ . In our experiments we also tried different priors, but that did not seem too affect the final results.
We can now formulate our goal: we wish to find user and page clusterings and of a priori unknown sizes Ã Ü and Ã Ý , so that the following objective function is maximized:
where the sufficient statistics depend on and and we view the priors to be part of our model choice.
The search algorithm
Optimizing (4) is clearly a hard task. In this study we used a stochastic greedy algorithm for finding good solutions; optimality cannot be expected. The algorithm performs, in each iteration, the following Ò ·Ñ· 3 Ã Ü ·Ã Ý µ operations in random order:
for each user (resp. page) assign him (it) to a user (page) cluster such that (4) is maximized for each user (page) cluster assign all vectors therein to other clusters such that (4) is maximized and delete the emptied cluster; discard if (4) decreases split each user (page) cluster in two as described below; discard if (4) decreases
The algorithm terminates when no changes were made during one complete iteration. The search starts from an initial random clustering. Interestingly, the size of the initial clustering did not seem to correlate with the final clustering sizes.
During the splitting operation we only look at the row (resp. column) vectors in the cluster to be splitted and assign them to two new clusters independently of all the other row (column) vectors. First, we create an ordering of the vectors in question. We do this by creating two empty clusters and , which will gradually be filled by alternatingly assigning to them one vector at a time. The first vector to be assigned to cluster is chosen completely at random. From there on, we look at and as a two-component mixture model, such that for each vector not yet assigned to one of the clusters we get a probability distribution over and by normalizing´È´ µ È µµ ´È´ µ È µµ, where È´ µ · È´ µµ ½ . In each step we now assign to (resp. ) that vector which maximizes È´ µ (È´ µ), i.e. which gives maximum probability to the cluster in consideration. Ties are broken at random.
Next we merge the two new clusters and in an ordering where we first have all the vectors in in the order they were assigned, followed by the vectors of cluster in reversed order of assignment. Then we find a splitting point in the ordering maximizing the objective function (4). The resulting two clusters are taken as the final outcome of the split operation, and we delete the old original cluster.
Although this algorithm does not find the globally optimal user and page clusterings (because of randomness in the splitting operation it might not even find a local optimum), we find that it provides quite usable results. It seems that these operations hinder premature convergence to a large degree: the operations suggested enable the algorithm to perform 'quantum jumps' to new interesting areas of the search space. Also note that the cluster deletion and splitting operations enable the algorithm to choose the clustering sizes Ã Ü and Ã Ý fully automatically.
Practical observations
The algorithm grouped the ¾¼ users into about ¼ clusters, with little variance between the single runs of our stochastic algorithm. The clusters itself were found to make a lot of sense by the domain experts, affirming known patterns of behaviour and revealing new and useful information about reader browsing. Also, the user clusters followed the demographic user profiles quite nicely. As this meta data was not used in the clustering, we see this outcome as evidence for both the appropriateness of our model and the truthfulness of most registered users of the Iltalehti Online site.
User clusters can be viewed as prototypes of the form "a small group of male students, who like football and who are not interested in celebrity gossip". This information can be used to provide personalized information to the user. We have also developed a tool that visualizes user sessions along with the predictions of our model and a top ten list of suggestions to the user (Fig. 3 shows an animated path through the site, history and top ten predicted articles.). In addition to this, our tool visualizes the user clusters (see Figure 4) . Profiles are given as bar charts, common likes and dislikes of the group are pictured by a range of one to three happy or sad smilies.
Whenever a user has visited the site before, we have information on the browsing behaviour enabling us to assign him or her to a suitable cluster. For new users we can guess a cluster based on the given profile, or infer it dynamically based on the current page clicks as the session proceeds. Similarly, we can assign the pages of the newspaper of a new day to clusters initially based on available meta data and make more educated choices after we have observed some site traffic.
The ¿ pages were grouped into about ¿¼ clusters, again with little variance. The page clustering followed closely the sections of the site, but split these further down into 'subsections', just as we had hoped. The few exceptions found here were quite intuitive: e.g., a "sports" article talking about an ice-hockey player's marriage was grouped together with pages in section "celebrities".
The results suggest that categorizing the pages manually is not obligatory any more, as the suggested approach provides us with sensible categories automatically. The number of produced clusters is adaptive, growing with increasing data availability. Moreover, the page clusters span over all editions of the newspaper of the whole month, so that the user clustering is not biased by the days on which a user visited the site.
Conclusions
In this work our goal was to build a statistical model that can be used for two distinctive purposes: for analyzing off-line the user clusters of a typical online newspaper site, and for predicting on-line the future behavior of the users entering the site. For achieving this goal, a two-way probabilistic clustering approach was suggested, based on the idea of simultaneously clustering the individual users and the daily pages into probabilistic groups or profiles. The potential clusterings were compared by using a theoretically justified Bayesian modeling criterion (marginal likelihood) which in this case could be computed efficiently. For finding good clusterings, a simple stochastic greedy search algorithm turned out to be a feasible solution for practical purposes.
The best statistical model constructed from the data, i.e., best with respect to the criterion used, contained approximately 60 user clusters and 30 page clusters. The offline analysis of the clusters, performed by domain experts, showed that the clusters found made intuitive sense so that the model revealed new and interesting regularities in the data. This can be said both for the user clusters and the page clusters. The former distinguish themselves in terms of browsing behaviour by construction, but in addition also in terms of the profiles given by the users themselves. The page clusters in turn contain articles of similar content regardless of the newspaper issue they appeared in.
The on-line predictions provided by the statistical model were validated empirically by using special-purpose software developed in the project. An example of a personalized WWW interface made possible by the approach suggested is given in Figure 5 : for each user, the system first computes for each page the probability with which the user will have a look at the page during the current session. The 10 most probable pages of today's paper are then shown in the "top ten list" on the left. In addition to this, the headlines of the predicted most relevant articles are highlighted by a red circle.
We leave it for future research to actually implement a personalized user interface of this type. It remains an open question how to evaluate the success of such a system, since it will inevitably change the user's browsing behaviour and along with it the nature of the log data acquired. 
