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ABSTRACT
Blind image deblurring (BID) is an ill-posed inverse problem,
usually addressed by imposing prior knowledge on the (un-
known) image and on the blurring filter. Most of the work on
BID has focused on natural images, using image priors based
on statistical properties of generic natural images. However,
in many applications, it is known that the image being recov-
ered belongs to some specific class (e.g., text, face, finger-
prints), and exploiting this knowledge allows obtaining more
accurate priors. In this work, we propose a method where
a Gaussian mixture model (GMM) is used to learn a class-
adapted prior, by training on a dataset of clean images of that
class. Experiments show the competitiveness of the proposed
method in terms of restoration quality when dealing with im-
ages containing text, faces, or fingerprints. Additionally, ex-
periments show that the proposed method is able to handle
text images at high noise levels, outperforming state-of-the-
art methods specifically designed for BID of text images.
Index Terms— Blind deblurring, blind deconvolution,
ADMM, Gaussian mixtures, plug-and-play.
1. INTRODUCTION
Blind image deblurring (BID) is an inverse problem where
the observed image is modeled as the convolution of an un-
derlying (sharp) image and an unknown blurring filter, often
followed by additive noise. The goal of BID is usually to es-
timate both the underlying image and the blurring filter. The
problem is obviously severely ill-posed. In addition, since
the convolution operator itself is typically ill-conditioned, the
inverse problem is highly sensitive to the presence of noise.
In recent years, researchers have investigated a variety ap-
proaches to single image BID, mostly considering generic
natural images [1], [2], [3], [4], [5], [6]. To deal with the
ill-posed nature of the BID problem, most methods use prior
information on both the image and the blurring filter. The
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most common choice for the image prior exploits the statis-
tics of natural images [1], [3], [4], [7], [8], [5], [9] and is usu-
ally based on implicit or explicit restoration of salient edges.
Although that approach gives good results for natural im-
ages, the prior itself is not designed for images that belong
to specific classes (e.g., text, face, medical structures, finger-
prints) appearing in many important applications, like docu-
ment analysis, surveillance, and forensics. Methods that use
priors that capture the properties of images belonging to spe-
cific classes are more likely to provide better results, when
dealing with those images, e.g., text [10], [11], [12] or face
images [13], [14], [15]. Furthermore, images that belong to
different specific classes may have different characteristics
that are hard to capture with a unique prior. For example, face
images do not contain much texture and text images have spe-
cific structure due to the contents of interest being mainly in
two tones (commonly, black and white).
Here, we proposed a method that uses patch-based image
priors learned from a set of clean images of the specific class
of interest. The method is based on the so-called plug-and-
play approach, recently proposed in [16]. In contrast with
[16], we do not use a fixed denoiser, but a denoiser based
on a Gaussian mixture model (GMM) that is learned from
patches of clean images belonging to a specific class. A sim-
ilar idea was recently proposed for non-blind image deblur-
ring and compressive imaging [17]. Here, in addition to the
GMM-based image prior, we also adopt a weak prior on the
blurring filter. Considering the blur, earlier methods typically
impose hard constrains for the (arguably) most relevant case
of a generic motion blur by encouraging sparsity of the blur
filter estimate [4], [18], [1], [8], [3], [19], [7]. In this paper,
we use a weaker prior on the blur (limited support), thus being
able to recover a wide variety of filters then those methods.
2. OBSERVATION MODEL
Consider the linear observation model y = Hx + n, where
y ∈ Rn, x ∈ Rm denote the vectorized (lexicographically
ordered) observed data and the (unknown) original image,
respectively, and n is noise, assumed to be Gaussian, with
zero mean and known variance σ2. For computational conve-
nience, H ∈ Rn×m is the matrix that represents the convolu-
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tion with the blurring filter h with periodic boundary condi-
tions, thus with n = m.
As explained above, to deal with the blind image deblur-
ring problem, prior information (a regularizer) is imposed on
both the underlying image and the blurring filter. The image
x and the blurring operator H (equivalently, the filter h) are
estimated by minimizing the cost function
Oλ(x,h) =
1
2
||y−H x||22 + λφ(x) + ΨS(h). (1)
We assume a weak prior on the blurring filter, ΨS, the indica-
tor function of the set S (set of filters with positive entries on
a given support). The rationale behind using a weak prior is
that it covers a wider variety of blurring filters.
ΨS(u) =
{
0 if u ∈ S
∞ if u /∈ S. (2)
The function φ represents the prior on the image used to pro-
mote characteristics that the underlying sharp image is as-
sumed to have, while parameter λ controls the trade-off be-
tween data-fidelity term and the regularizer. As shown re-
cently [20], [6], good results can be obtained by alternating
estimation of the image and the blur kernel (Algorithm 1).
Both steps are performed by using the alternating direction
method of multipliers (ADMM) [6].
Algorithm 1 Blind Image Deblurring Algorithm
Input: Blurred image y
Output: Estimated sharp image xˆ and the blur kernel hˆ
1: Initialization: Initial estimate xˆ = y, hˆ set to the identity
filter, λ > 0
2: while stopping criterion is not satisfied do
3: xˆ← argmin
x
Oλ(x, hˆ) {estimating x with h fixed}
4: hˆ← argmin
h
Oλ(xˆ,h) {estimating h with x fixed}
5: end while
In contrast with [6], we do not decrease the regularization
parameter λ at every iteration. We found that a fixed param-
eter yields better results arguably due to the more expressive
prior herein used, when compared with the total-variation reg-
ularizer in [6].
3. ADMM FOR IMAGE INVERSE PROBLEMS
As discussed above, we use the ADMM optimization algo-
rithm to perform estimation of both the image and the blurring
filter, and therefore, in this section, we will briefly explain
the ADMM for image inverse problems. Consider an uncon-
strained optimization problem in which the objective function
is the sum of two functions
min
z
f1(z) + f2(z). (3)
By using a variable splitting procedure, we introduce a new
variable v as the argument of the function f2, under the con-
strain that z = v. This leads to rewriting the unconstrained
problem from above as a constrained one:
min
z,v
f1(z) + f2(v) subject to z = v. (4)
The rationale behind variable splitting methods, such as
the method of multipliers or augmented Lagrangian method
(ALM), is that it may be easier to solve the constrained prob-
lem (4) instead of the unconstrained one (3). The main idea
behind the ALM is to minimize alternatingly the so-called
augmented Lagrangian function
zˆ, vˆ← min
z,v
f1(z) + f2(v) + dT (z− v) + µ
2
||z− v||22, (5)
and updating the vector of Lagrange multipliers d (Algorithm
2). In Equation (5), µ ≥ 0 is called the penalty parameter. If
we recall that, by definition, the proximity operator (PO) of
some convex function g, computed at the point u is defined as
proxg(u) = argmin
x
1
2
||x− u||22 + g(x), (6)
it is clear that in Algorithm 2, lines 3 and 4 are the PO of f1
and f2, computed at vk+dk and zk+1−dk, respectively. For-
mulation (6) can be considered as the solution to a denoising
problem, with u as the noisy observation and g the regularizer.
Algorithm 2 ADMM
1: Initialization: Set k = 0, µ > 0, initialize v0 and d0
2: while stopping criterion is not satisfied do
3: zk+1 ← min
z
f1(z) + µ2 ||z− vk − dk||22
4: vk+1 ← min
v
f2(v) + µ2 ||zk+1 − v− dk||22
5: dk+1 ← dk − (zk+1 − vk+1)
6: k ← k + 1
7: end while
4. GMM-BASED DENOISER
For the image estimate update (line 3 of Algorithm 1), in-
stead of using the PO of a convex regularizer (line 4 of the Al-
gorithm 2), we implemented a state-of-the-art denoiser con-
sidering the fact that the PO itself is a denoising function.
This approach, also known as plug-and-play, was recently ex-
ploited in [16], but instead of using a fixed denoiser, such
as BM3D [21] or K-SVD [22], we consider a class-adapted
GMM-based denoiser [23].
In [23], the authors show that clean image patches are
well modeled by a GMM estimated from a collection of clean
images using the expectation-maximization (EM) algorithm.
Furthermore, for a GMM-based prior for the clean patches,
the corresponding minimum mean squared error (MMSE) es-
timate can be obtained in closed form [24]. We use these facts
to obtain a GMM-based prior learned from the set of clean
images that belong to the specific class. The rationale behind
this approach is that with the class-adapted image prior, we
may achieve better performance than with a fixed, generic de-
noiser, when we process images that do belong to the same
specific class.
5. PROPOSED METHOD
The proposed method uses ADMM for solving each of the
inner minimization problems in Algorithm 1 (lines 3 and 4),
with Oλ(x,h) as defined in (1) with the PO of φ replaced by
the MMSE estimator using a class-adapted GMM prior.
5.1. Image Estimate
The image estimation problem (line 3 of Algorithm 1) can be
formulated as:
xˆ = argmin
x
1
2
||y−H x||22 + λφ(x). (7)
This problem can be written in the form (3) by setting f1(x) =
1
2 ||y−H x||22 and f2(x) = λφ(x). Applying ADMM to prob-
lem (7), yields the so-called SALSA algorithm [25]. Line 3
of Algorithm 2 becomes a quadratic optimization problem,
which has a linear solution:
xk+1 = (HTH + µI)−1(HT y + µ(vk + dk)). (8)
As shown in some previous work [25], [26], the matrix inver-
sion in (8) can be efficiently computed in the discrete Fourier
transform (DFT) domain (using the FFT) in the case of cyclic
deblurring, which we consider in this paper. Extension to
other boundary conditions can be obtained via the technique
proposed in [6].
5.2. Blur Estimate
The blur estimation problem (line 4 of the Algorithm 1) can
be formulated as:
hˆ = argmin
h
1
2
||y− Xh||22 + ΨS(h), (9)
where h ∈ Rn is the vector containing the lexicographically
ordered blurring filter elements and X ∈ Rn×n is the square
matrix representing the convolution of the image x and the
filter h. Considering formulation (3) we have f1(h) = 12 ||y−
X h||22 and f2(h) = ΨS(h).
The resulting instance of line 3 of Algorithm 2 has the
same form as (8) and, as previously explained, the matrix in-
version can be efficiently computed in the DFT domain, us-
ing the FFT. Since the proximity operator of the indicator of
a convex set is the orthogonal projection on that set [27], line
4 of the Algorithm 2 becomes
proxΨS(u) = PS(u), (10)
which simply sets to zero all negative elements and any ele-
ments outside of the given support.
6. EXPERIMENTS
In all the experiments, we use the following setting for the
two ADMM algorithms described in Section 5: the image
estimate is computed with 20 iterations of the algorithm in
Subsection 5.1, initialized with the image estimate from the
previous iteration, d0 = 0, and µ hand-tuned for the best vi-
sual results or best ISNR (improvement in SNR [6]) in terms
of synthetic data. The blur estimate is computed with two iter-
ation of the algorithm explained in Subsection 5.2, initialized
with the blur estimate from the previous iteration, d0 = 0,
and µ = 0.01.
Furthermore, the experiments were performed on three
sets of images: (a) a dataset containing 10 text images that
is available from the author of [28] (one for testing and nine
for training the mixture), (b) a dataset containing 100 face
images from the same author as the text dataset, and (c) a
dataset containing 128 fingerprints from the publicly avail-
able the UPEK fingerprint database. The GMM-based prior
is obtained by using patches of size 6 × 6 pixels and a 20-
component mixture.
6.1. Results
For the experiments with text images, we created five test
images using the same clean image of text and 15 × 15 syn-
thetic kernels that represent Gaussian, linear motion, out-of-
focus, uniform, and nonlinear motion blur, respectively, and
noise level corresponding to BSNR = 30 dB (Table 1). For
the face images, we created four 11 × 11 synthetic blur ker-
nels that represent Gaussian, linear motion, out-of-focus, and
uniform blurs, respectively, and for the fifth experiment, we
used blur kernel number 5 from [2], with noise level corre-
sponding to BSNR = 40 dB (Table 2). Experiments on the
image containg fingerprints are performed with the 15 × 15
linear motion blur kernel and noise level corresponding to
BSNR = 40 dB (Fig. 2). Results of all experiments are com-
pared with two state-of-the-art BID algorithms constructed
for natural images ([6] and [5]), and additionally with the al-
gorithm explained in Subsection 5.1 with the BM3D denoiser
plugged into it (PlugBM3D), instead of the GMM-based de-
noiser (PlugGMM). Note that the generic algorithm [6] is de-
signed for a wide variety of blur filters, while [5], like the
majority of blind deblurring algorithms, is designed mostly
for motion blur.
Moreover, we tested our method on text images blurred
with the blurring filter number 2 from [2], followed by a
(a) Clean image (b) Blurred image (c) Pan et al. [11] (d) PlugBM3D (e) PlugGMM
Fig. 1: Text image blurred with nonlinear motion blur number 2 from [2] and high noise level (BSNR = 20 dB): (a) Original
image and ground truth kernel; (b) Blurred image; (c) Results of [11], ISNR = -2.72; (d) PlugBM3D, ISNR = 9.97; (e)
PlugGMM, ISNR = 11.16.
(a) Clean image (b) Blurred image (c) Almeida et al. [6] (d) Krishnan et al. [5] (e) PlugBM3D (f) PlugGMM
Fig. 2: Fingerprint image blurred with 9× 9 linear motion blur and noise level (BSNR = 40 dB): (a) Original image and ground
truth kernel; (b) Blurred image; (c) Results of [6], ISNR = 0.36; (d) Results of [5], ISNR = -0.64; (e) PlugBM3D, ISNR = 0.56;
(f) PlugGMM, ISNR = 1.19.
Table 1: Results in terms of ISNR of the generic methods
[6] and [5], our method using the BM3D denoiser, and our
method with the class-adapted GMM prior, tested for text im-
ages (BSNR = 30 dB).
Experiment 1 2 3 4 5
Almeida et al. [6] 0.78 0.86 0.46 0.79 0.59
Krishnan et al. [5] 1.62 0.12 - - 0.94
PlugBM3D 7.23 8.68 8.19 8.94 13.08
PlugGMM 8.88 8.99 9.40 11.48 16.44
higher noise level (BSNR = 20 dB) (Fig. 1). Results are
compared, as previously explained, with the BM3D denoiser
plugged into the ADMM loop and the method from Pan et
al. [11], which was designed for BID of text images. As
the BM3D denoiser is based on exploiting non-local patch
similarities, which is highly present in the images we tested,
visual results of using PlugBM3D are very good, but in terms
of ISNR, PlugGMM clearly outperforms it.
7. CONCLUSION
In this paper, we have proposed a class-adapted blind image
deblurring method, built upon the so-called plug-and-play ap-
proach. The method uses Gaussian mixture model (GMM)
based denoisers, adapted to specific image classes, plugged
into the ADMM optimization algorithm, and a weak prior
Table 2: Results in terms of ISNR of the generic methods
[6] and [5], our method using the BM3D denoiser, and our
method with the class-adapted GMM prior, tested for face
images (BSNR = 40 dB).
Experiment 1 2 3 4 5
Almeida et al. [6] 4.31 1.81 2.86 0.85 4.43
Krishnan et al. [5] 0.55 0.12 - - 0.37
PlugBM3D 6.64 4.86 6.78 8.50 5.94
PlugGMM 7.10 5.30 8.95 7.07 7.33
(positivity and limited support) on the blurring filter. Ex-
periments show that the proposed method yields state-of-the-
art results, when applied to images that belong to a specific
class (e.g., text, face, and fingerprints), outperforming sev-
eral generic techniques for blind image deblurring [5], [6].
In addition, experiments show that the proposed method can
be used for a variety of blurring filters and is able to handle
strong noise in the case of images known to contain text, out-
performing the state-of-the-art method for BID of text images
[11]. The proposed method suffers from some potential lim-
itations, such as setting of the regularization parameter and
stopping criteria for the inner ADMM algorithms, as well as
for the outer iterations, that we aim to improve in future work.
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