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ABSTRACT 
For the linear system Ar = b, the ordered pair (D, F) of nonsingular diagonal 
matrices determine a scaling of the system through the two equations D( AF) y = Db, 
y = F-‘r. When scaling is implemented along with partial pivoting (PP) to solve 
Ax = b by Gaussian elimination (GE), it is well known that certain ordered pairs (D, F) 
produce better computed solutions than those obtained in the absence of scaling, while 
others produce worse solutions. The two most common explanations of this fact are 
(1) (D, F) modifies (magnifies or reduces) the classical condition number of A, and 
(2) (D, F) modifies the magnitudes of the elements of A. In case (2), if a scaling yields 
entries of approximately the same magnitude, it is called an equilibration. Here, the 
underlying hype&me geometry of both the sweepout phase and the back-substitution 
phase of GE is used to achieve a new level of understanding. We present what we 
believe to be a better explanation of how scaling or equilibration influences PP in the 
selection of pivot equations, a process critical to both phases of GE. 
1. INTRODUCTION 
Consider the square, nonsingular linear system Ax = b which is to be 
solved by Gaussian elimination (GE) in the finite-precision environment of a 
computer. GE is a distinctly two-phase algorithm whose behavior in producing 
a computed solution r’ in a finite-precision environment is sometimes unpre- 
dictable, and occasionally mysterious. The first phase of GE, known as the 
sweepout phase (SWOP), is designed to transform Ax = b into a theoretically 
equivalent upper triangular system Ux = b’. The second phase, known as the 
back-substitution phase (BSP), is designed to recover the solution vector x’ one 
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component at a time, in reverse order. It is here in the BSP that the mysteries 
of finite-precision GE first begin to manifest themselves (Trefethen [23]). That 
is, the computed solution x’ may differ significantly from the known or exact 
solution. 
In selecting the pivot elements to perform the SWOP of GE, one must avoid 
zero pivots (or computer zero). However, any nonzero element in the coeffi- 
cient matrix is a potential candidate for a pivot. Depending on the pivoting 
strategy one chooses to employ, any one of several possible combinations of 
row and/or column interchanges might occur during the SWOP. In fact, in a 
finite-precision environment, the computed solution x’ derived from such a 
row-column interchange combination could be any one of at most (n!)’ 
different computed answers. Th e wide range of accuracies which emerge 
among these various (n!)’ computed solutions can be rather startling (Poole 
and Neal [17, 151). Th e width of this range of accuracies depends on a number 
of concepts associated with both A and b (Wilkinson [27-291). The recent 
works of Poole and Neal [I7, 151 h s ow how the underlying hyperplane 
geometry of each phase of GE provides an even better understanding of how 
this wide range of accuracies may develop. 
The search to discover a pivoting strategy which leads to an acceptable 
computed solution, “most” of the time, for the largest possible class of linear 
systems has been long and relentless. Jim Wilkinson is responsible for many 
significant contributions. Through his investigations to analyze the behavior of 
GE in a finite-precision environment, Wilkinson considered (1) the classical 
pivoting strategies based on the magnitudes of the elements in the coefficient 
matrix, (2) the growth of elements manifested in the upper triangular matrix U 
which might develop during the SWOP, (3) backward error analysis, (4) the 
condition of the linear system (i.e., its sensitivity to small perturbations), and 
(5) equilibration and scaling before partial pivoting. Along with Wilkinson, 
many have participated in the search to explain the mysteries associated with 
finite-precision GE, and to achieve a more nearly complete understanding of 
this remarkable and intriguing algorithm. 
In this paper, our investigations will focus on the subjects of equilibration, 
scaling, and the condition of a linear system. As in our first papers [17, 151, we 
shall attempt to achieve a new level of understanding of these three concepts 
as they relate to the geometry of GE. This work is a combination of exposition 
and research. 
For the linear system Ax = b, the ordered pair (D, F) of nonsingular 
diagonal matrices determine a scaling of the system as follows: 
D( AF)y = Db with y = F-lx. (1.1) 
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If I denotes the identity matrix, (D, I) is called a rm scaZing while (I, F) is 
called a column scaling. 
It is well known (e.g., [5, 7-9, 18, 22, 271) that for a given linear system, an 
appropriate choice of (D, F) applied to Ax = b to achieve (1. l), followed by 
partial pivoting (PP), frequently produces a distinctly more nearly accurate 
solution than PP without scaling. It is equally well known that if a scaling 
(D, F) is carelessly applied to a linear system, followed by PP, a distinctly 
poorer computed solution can be rendered than one produced by PP without 
scaling. This is perhaps the reason the authors of the LINPACK software [6] do 
not advocate scaling. To further complicate the investigation into equilibration 
and scaling, the linear system under consideration may be so sensitive to small 
perturbations that, regardless of the choice made for (D, F), the computed 
solution is worthless (Hamming [ll]). 
In this work, we shall draw extensively from the papers of Poole and Neal 
[17, 151 to relate the geometries of the SWOP and BSP of GE to the subjects of 
equilibration, scaling, and condition. In Section 2, the subjects of hyperplane 
geometry and equilibration will be reviewed. In Section 3, the subjects of 
scaling and condition of a linear system will be discussed. Finally, in Section 4, 
five fundamental facts about scaling will be stated, and a closing summary will 
be presented. Although these subjects have been extensively studied from 
various points of view, it is our hope that this presentation will lead to a much 
better understanding of equilibration and scaling. 
2. EQUILIBRATION 
Consider the system Ax = b of order n, and the triangular system Ux = b’ 
derived from the SWOP of GE. In these systems, each equation determines a 
hyperplane in n-space. Fundamental in the geometric analysis of GE is the 
observation that the orientation of the hyperplanes in the system Ax = b and 
its derived triangular system Un: = b’ have a profound effect on the computed 
solution [17, 151. Moreover, the vector m of back-substitution-phase error 
multipliers (BSP EMS) [15], b ase d on this geometric analysis, is an accurate and 
sensitive indicator of BSP stability or instability. 
Consider the following linear system in which the elements are of different 
magnitudes and the exact solution is x = [5, 51t: 
3x, + 97x, = 500, 
0.0029x, - 0.0001r, = 0.014. 
(2.1) 
312 GEORGE POOLE AND LARRY NEAL 
There is a belief that poor computed solutions obtained using PP on similar 
linear systems may be attributed to the lack of uniformity among the sizes of 
elements in the coefficient matrix [5, 18, 221. It is often inferred from 
examples [8, 18, 221 that, because of the large disparity in the sizes of the 
elements in the matrix of coefficients, “catastrophic cancellation” is the culprit 
in rendering a poor computed solution. That is, the larger elements “over- 
whelm the smaller elements” [22]. I n a similar vein, but from a much safer 
perspective, Rice observes that computed solutions to linear systems are more 
“robust” when the elements of the coefficient matrix are of uniform size [18]. 
To Wilkinson [27, p. 1921, equilibration means essentially that one selects 
the ordered pair (D, F) so that the magnitudes of the elements of A, = D( AF) 
are approximately the same. Even more, Wilkinson suggests that one should 
equilibrate (by scaling with powers of the machine base to avoid unnecessary 
rounding errors) so that the elements of A, are of magnitudes less than or 
equal to unity, and so that at least one element in each row and each column is 
of magnitude between 0.5 and 1 [27, p. 1921. Others recommend different 
schemes for achieving row and/or column equilibration [8, 11, 18, 221. 
Before elaborating further on the subject of equilibration, again consider 
the system (2.1). Suppose this system is stored (exactly) in a base-IO machine 
which maintains three significant decimal digits. If PP is applied, the following 
system results: 
3x, + 97x, = 500, 
- 0.0939x, = -0.470. 
(2.2) 
The first computed component of the solution is x2 = 5.01. The second is 
x - 4.67. Now consider the consequences of applying PP after the system 
(i.1, is equilibrated, using powers of ten, in the sense of Rice [18, p. 441, 
namely, the elements are of about the same size (magnitude): 
3x, + 97x, = 500, 
29x, - x2 = 140. 
(2.3) 
Using PP, the second equation is the selected pivot equation from which 
the computed solution x’ = [5.00,5.01] is obtained, the second component 
x - 5.01 being determined first. 2- 
What made the difference between the two computed solutions? In this 
particular case, the first computed component x2 is the same regardless of 
which row is chosen as the pivot row. That is, the absolute error of 0.01 in x2 
derived from the SWOP is the same regardless of which row is chosen as the 
pivot equation. In general this is not the case. 
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Based on the geometric analysis presented in [17] and the BSP EMS 
introduced in [I5], it is the orientation of the hyperplanes which best explains 
the source of error in the second computed component, xi. Note that the 
second equation in each of the systems (2.1) and (2.3) represents a hyperplane 
(line) which is more nearly orthogonal to the x,-axis than is the hyperplane 
corresponding to the first equation. When this second equation is used as the 
pivot equation in either of the two systems (or any other system row-scaled by 
powers of ten), the derived triangular system yields a vector of BSP EMS given 
by m = [0.0345, lJt. Based on m and the error in x2, one can expect a good 
computed solution. On the other hand, if the first equation is chosen 
to be the pivot equation, then the derived triangular system (2.2) yields 
m = [-32.3, lit and, depending on the precision of the computer, one should 
be suspicious of the computed solution. It should be observed that row scaling 
does not affect the orientation of the hyperplanes of a linear system 
Finally, as noted by Rice [18, p. 441 and Poole and Neal [17], if the 
elements of the coefficient matrix of a linear system are of uniform size (i.e., 
the elements are equilibrated in some sense), the computations are “more 
robust.” Furthermore, in many applications, the naturally occurring large 
elements often tend to be uniformly distributed across the coefficient matrix, 
enabling PP to select better hyperplanes (see Section 3) and thereby render- 
ing acceptable computed solutions in most cases. 
However, one should be aware of examples such as the Rutishauser system 
[5, p. 551 presented below, which appears to have all the markings of a 
“benign” system [17] based on the concept of equilibration. The system 
is presented in augmented matrix form [A b] and has the exact solution 
x = [l, 1, 1, l]? 
10 1 4 0 15 
: ‘50 1; -; ;; . (2.4) 
 -1 7 9  1 
The classical condition number of A is ]] A-‘]] a ]] A]] a = Cond( A) = 3.58 x 
lo4 [I3], so that one should not be greatly surprised if the computed solution 
is sensitive to the order of the arithmetic and the precision applied. 
Henceforth, all systems will be presented in the augmented form [A b], 
but will be solved using LU factorizations. However, as noted in [15, Remark 
4.11, the two computed solutions derived from the classical augmented form 
[U b’j and the LU factorization (Ly = b, Ux = y) usually differ. When PP is 
applied to (2.4) using three-decimal-digit arithmetic, the computed solution is 
x’ = [0.586,0.343,2.20,0.0]‘, while m = [0.411,0.654, - 1.19,1.00]r. The 
BSP EMS are small, and with a good approximation to the first computed 
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component one should expect a good computed solution. However, the error 
in the first computed component x4 is - 1. Consequently, the actual solution 
should be approximately x’ - (- 1) m = IX’ + m = [0.997,0.997,1.01, l.OOlt 
(see [15]). Moreover, using complete pivoting (CP), rook’s pivoting [16], or 
implicit row scaling with PP (RSPP), one obtains poor computed solutions, but 
good BSP EMS (respectively, 1) ml1 m = 1, 11 m 1) m = 1, I] m 11 m = 1.19). There- 
fore, the error is not due to the poorly oriented hyperplanes, nor to the lack of 
uniformity among the sizes of elements in the coefficient matrix. The source of 
error is the poorly computed first component, attributed directly to the 
condition of the system and to the lack of precision. The only way to overcome 
this problem is to use extended precision. However, in Gaussian elimination 
one settles on the machine precision at the front end and selects a pivoting 
strategy to enhance the computed solution, not vice versa. When the linear 
system (2.4) is solved using either five decimal digits or IEEE single precision 
(7-8 decimal digits), the computed solutions are, respectively, x’ = [I.Z735, 
1.4354, 0.20751, 1.6648]r and x’ = [0.9994198, 0.9990763, 1.0016814, 
0.99859851 r. 
In the material to follow, it is our goal to illustrate how, in reasonably 
well-conditioned linear systems, equilibration and scaling potentially lead to 
better selection of pivots by PP, and hence to a better computed solution. Our 
various discussions and illustrations will be based on the geometry or orienta- 
tion of the hyperplanes of the linear system. Moreover, we will tend to 
downplay the influence on poor computed solutions attributed to (1) the lack 
of uniformity among the sizes of the elements in the coefficient matrix and 
(2) the reduction of the large (classically) computed condition number of the 
coefficient matrix via scaling (see Section 3). 
3. SCALING AND CONDITION NUMBER 
Many papers have been written on the subject of scaling. In addition, 
many authors (in papers and texts) have offered their opinions regarding the 
purpose of scaling, and why scaling is often, but not always, a successful 
preconditioning scheme for the PP strategy. Unfortunately, a few authors have 
stated their opinions as facts, a practice which often leads to misconceptions, 
and can even impede the advancement of knowledge. However, in their 
works, most writers extend a note of caution to those planning to implement 
some form of scaling. In particular, these writers correctly report that no 
“all-purpose” scaling method is foolproof. 
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Regarding the scaled coefficient matrix A, say A, = D( AF), authors have 
said, 
If Cond( A,) can be made considerably smaller than Cond( A), then we might expect a 
correspondingly more accurate z’[computed solution] . . . [than the computed solution 
using A]. This is the objective of scaling (Golub and Van Loan, [9, p. 1231) 
or 
Since the disparity in the sizes of the elements of A is responsible for the problem 
[a poor computed solution], it is natural to attempt to scale the rows and columns of A 
so that the matrix is balanced (Stewart [22, p. 1571) 
The only thing scaling does is drive the selection of the pivots (Alan George, personal 
communication; Atkinson [2, pp. 518-5191). 
Of these three opinions, in view of our work [17, 151, we believe the third is 
the most nearly accurate. Although previous discussions on the subject of 
scaling may offer acceptable explanations in some cases, we believe that a 
more nearly complete explanation of scaling requires some consideration of 
the underlying hyperplane geometry of both phases of GE. 
By adjusting D and F, Cond( A,) can be made as large as desired 
(unbounded) or can be theoretically minimized (bounded below by some 
unknown -number greater than or equal to one). Suppose D and F contain 
only powers of the machine base and no row or column interchanges are made 
during the SWOP for either the unscaled system Ax = b or the scaled system 
A, y = D( AF) y = Db. If the computations remain in machine range, then the 
computed solution using A is identical to the computed solution using A, 
(Bauer [3]). This is precisely the reason for the position on scaling assumed by 
Alan George and Kendall Atkinson. Scaling the coefficient matrix A to modify 
(reduce) its condition number, or to control (normalize) the relative magni- 
tudes of its elements, does virtually nothing if one does not also interchange 
the order of computations during the SWOP according to some pivoting 
strategy. More succinctly, the sensitivity of a linear system to small perturba- 
tions (condition) cannot be reduced by lowering the condition number of the 
coefficient matrix via row and/or column scalings. Scaling simply drives or 
controls the selection of pivots for any strategy based on the magnitude of 
elements. 
In referring back to the system (2.1) of the previous section, some may be 
tempted to attribute the improvement in the computed solution after equili- 
bration to the reduction of the condition number of the coefficient matrix. 
That is, for (2.1), Cond( A) = 33445, while for the equilibrated system (2.3), 
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Cond( A,) = 3.3445 [13]. However, regarding the improved computed solu- 
tion, a more nearly complete explanation lies in the fact that equilibration 
drove PP to select a pivot equation whose corresponding hyperplane is well 
oriented with respect to the x,-axis [I7, 151. In view of the discussion in the 
preceding paragraph, in the absence of pivoting, the computed solutions of 
systems (2.1) and (2.3) are identical [3]. 
The following example emphasizes the point that scaling to reduce Cond( A) 
does not adequately explain the improvement in the computed solution of 
Ax = b. 
Example 3.1. The system of order three presented below in augmented- 
matrix form has the exact solution [5,5, 51t: 
97000 95000 -2000 950000 
950 14500 1 . (3.1) -21 9640 
Furthermore, the condition number of A is approximately 6550 [13]. Depend- 
ing on the scaling technique employed, row-scaling the system (3.1) by powers 
of 10 may lead to any one of several systems. One such system is presented 
below, in which Hi denotes the corresponding hyperplane: 
950 
1450 . 1 P-2) 964 
The coefficient matrix A, of the row-scaled system (3.2) has the following 
properties: (1) Cond( A,) is approximately I68 [13], and (2) the system is 
equilibrated. If no row interchanges are made, then three-decimal-digit arith- 
metic applied to either system (3.1) or (3.2) leads to the same computed 
solution x’ = [3.70,6.33, 4.961f. The point is this: Reduction of Cond( A,), or 
any kind of equilibration determined by (1.1) in which D and F contain only 
powers of the machine base, does not lead to a better computed solution (in 
the absence of row or column interchanges). It leads to the same computed 
solution. The important question to ask is: In what way does scaling or 
equilibration improve the selection of pivots based on PP? 
Observe that in either system (3.1) or (3.2), PP will select the first 
equation as the first pivot equation. Note that the hyperplane H, correspond- 
ing to the first equation is more nearly orthogonal to the first axis than are H, 
and H3. After the first step of the SWOP is completed on the system (3.2), the 
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following system is obtained: 
950 
500 1 (3.3) -0.1 14.0 
The second pivot equation to be selected by PP in (3.3) is Hk. However, this 
selection depends on how the second and third equations in (3.1) were scaled 
to obtain (3.2). No matter how the last two equations in (3.1) are row-scaled, 
Hj will be more nearly orthogonal to the second axis than will Hh. Again, row 
scaling does not affect the orientation of the hyperplanes in a linear system. 
The work in [I7] suggests that the third equation in (3.3) should be selected 
for the second pivot equation, regardless of the relative magnitudes of 
the coefficients in the second and third equations. In fact, when the third 
equation is used as the second pivot equation, the computed solution 
is x’ = [5.00,5.00, 5.011f. How is the hyperplane geometry of a linear system 
tied together with row scaling and partial pivoting? The answer lies with the 
set of direction cosines of the vectors which are normal to the hyperplanes of a 
given system of linear equations. 
RSPP (implicit row-scaling followed by partial pivoting) is generally suc- 
cessful when the larger elements of the coefficient matrix are uniformly 
distributed across its rows and columns. In this case, RSPP recognizes when 
the system can be rearranged into a diagonally maximal (or diagonally domi- 
nant) system. In the discussion to follow, recall that the ith equation Caijxj = 
bj of a linear system Ax = b represents a hyperplane Hi whose normal is the 
vector Ni = [ail, ui2, . . . , ai,], the ith row of the coefficient matrix A. As 
noted in [17], the direction cosine uij/ )I NilI 2 of the normal Ni with respect to 
the jth coordinate axis provides information about the “degree” of orthogonal- 
ity of Hi to the jth axis. 
Now, the hyperplane Hi which is most nearly orthogonal to the jth pivot 
axis is the one whose normal Ni is most nearly parallel to that axis-that is, the 
one whose direction cosine with respect to the pivot axis, namely uij / I] Ni I/ a, 
is closest to one in magnitude. The denominator used in calculating this 
direction cosine associated with the ith hyperplane is the Lz-norm of the 
normal Ni to that hyperplane (i.e., the La-norm of the ith row vector in A). 
Explicit row scaling divides each entry in a row by the L--norm of that row. 
Thus, PP applied after row scaling approximates the process of comparing 
direction cosines of hyperplanes with respect to the pivot axis and selecting 
the largest. If each row has a dominant entry (as in the case of a diagonally 
dominant system), the L--norm of each row vector in A is a good approxima- 
tion to the La-norm of that vector. In this case, PP after row scaling (based on 
the L--norm of the rows) will select as the pivot hyperplane the one which is 
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most nearly orthogonal to the pivot axis. Thus, for strictly diagonally dominant 
systems, RSPP makes the same pivot decisions that a strategy based on 
direction cosines would make, because the L--norm in each row of such a 
system is a good approximation to the corresponding La-norm. On the other 
hand, when the elements with largest magnitudes in each row happen to 
cluster in one or a few columns, other than the pivot column, RSPP does not 
always select as the pivot hyperplane that one which is most nearly orthogonal 
to the pivot axis. That is, dividing the ith entry in column k by the L,-norm 
of row i does not always produce a good estimate of the direction cosine of the 
ith hyperplane with respect to the kth axis, unless the rows can be rearranged 
into a strictly diagonally dominant system. Whenever possible, RSPP produces 
such a rearrangement. 
4. FIVE FUNDAMENTAL FACTS AND SUMMARY 
In studying the positive and/or negative effects of scaling on the selection 
of pivots based on PP, there are five fundamental facts which should be 
observed. Moreover, the papers of Skeel [19, 211 provide important insight 
into the subject of scaling. In particular, Skeel’s definition of the condition 
number of a matrix [i.e., Sk(A) = I] ] A-’ ] * ] A ] I] ,] is independent of any 
row or column scaling. Consequently, the Skeel number Sk(A) better reflects 
the inherent or “true” condition of the matrix A. It is also important to 
observe that any reordering of the equations in the linear system does not alter 
the value of Sk(A). However, as we have emphasized, any such reorder- 
ing most definitely affects the computed solution obtained from Gaussian 
elimination. 
FUNDAMENTAL FACT 4.1 (F. L. Bauer [3]): Zf the diagonal elements of D 
and F are powers of the machine base, then the computed solution derived from 
Ax = b is exactly the same as that derived from the scaled system of (l.l), 
assuming the elements of the scaled system remain within computer range and 
no row or column interchanges are made. 
FUNDAMENTALFACT~.~: Zf a system Ax = b is column-scaled by powers of 
the machine base, partial pivoting will select the same pivots (by position) for 
the column-scaled system as for the unscaled system. In other words, the scaling 
(D, F) will drive PP toward the same solution as (D, I) if F contains only 
powers of the machine base. Zf F does not contain powers of the machine base, 
the scaled system is perturbed, possibly giving way to some distortion in the 
computed solution due to unnecessary representation error. No column scaling 
of any kind alters the selection of pivots based upon PP. 
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A simple proof of this fact follows from induction. 
FUNDAMENTAL FACT 4.3 (Van der Sluis [25], Skeel [19]): By judiciously 
selecting D and F, “virtually any order” of pivots can be predetermined so that 
any one of the at most n! possible computed solutions using PP can be achieved 
for a given linear system of order n. 
Since PP does not permit column interchanges (nor should anyone advo- 
cate using scaling with complete pivoting), the phrase “virtually any order” 
used by Van der Sluis and Skeel falls short of the at most (n!)’ different 
sequences of n - 1 pivots. However, their point is well taken. Furthermore, 
in view of Fundamental Fact 4.2, F is not needed to achieve the desired 
scaling. 
FUNDAMENTAL FACT 4.4: An apparently good row scaling of a linear 
system may prove to be effective in driving PP to make an acceptable first pivot 
selection. However, after the$rst step of the sweepout phase is complete, this 
row scaling may lead to unacceptable choices for all subsequent pivots, thereby 
rendering a poor computed solution [17]. In fact, a well-conditioned system can 
be transformed into an ill-conditioned system through an improper row scaling 
and PP [II]. 
This is perhaps one of the least known facts about scaling. 
The basic method of scaling (row and/or column) requires a one-time, 
front-end system modification. PP is then implemented, with no further 
scaling. Based on the geometry of GE, one should scale the submatrix from 
which the next pivot will be selected, prior to that selection. Unfortunately, 
this procedure is more expensive than complete pivoting. 
The system presented in (3.2) above is equilibrated. However, one might 
choose to implicitly row-scale the system using the largest coefficient in each 
row. The first step of the SWOP leads to the system given in (3.3). PP will 
select the 3 in the (2,2) position as the next pivot, while the orientation of the 
second and third hyperplanes suggests selecting 2.9 in the (3,2) position as the 
second pivot. As noted previously, by making these pivot selections, the two 
computed solutions (using three-decimal-digit arithmetic) are 
r’ = [3.70,6.33,4.961t and r’ = [5.00,5.00,5.01]t, 
respectively. Note that if the order-two subsystem in (3.3) had been scaled 
again by the largest coefficient in each row (after the first step of the SWOP and 
prior to the selection of the second pivot), then PP would have selected the 
third equation as the pivot equation. 
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The following example illustrates our second point regarding the condi- 
tion of a linear system. It is a modification of an example due to Hamming 
[ll, p. 1201: 
256 256 256 513 
I I 3 (4.1) 
2 -1 1.5 I 
The exact solution to the system is r = [A, l,llt = [0.00390625, 1, lit. Using 
three-decimal-digit arithmetic, partial pivoting, complete pivoting, or row 
scaling with PP generates the following system, which contains an order-two 
ill-conditioned subsystem: 
(4.2) 
By completing the SWOP and BSP with either PP, CP, or RSPP (using LU 
factorizations), the computed solution is 
x’ = [0.000,0.831, 1.171t. 
On the other hand, if one makes pivot decisions based on the orientation of 
the hyperplanes [i.e., one selects pivots from the (2,1) position of the system 
(4.1) and the (2,2) position of the derived system], then three-decimal-digit 
arithmetic yields the computed solution 
x’ = [0.00391,1.00,1.00]‘. 
In this important example of Hamming, one should note two things. First, 
if A’ denotes the order-two submatrix in (4.2) derived from the order-three 
matrix A in (4.1), then Cond( A) is approximately 254.3 [13] while Cond( A’) is 
approximately 212.5 [13]. In other words, the condition numbers of the two 
matrices A and A’ have the same order of magnitude, while the matrices are 
of different order. Second, the implication that the system (4.1) is well 
conditioned, while the order-two subsystem in (4.2) is not, is based on the 
geometry of the hyperplanes and the location of the solution (see Skeel 
[I9, 211). 
FUNDAMENTAL FACT 4.5: Orientation of the hyperplanes relative to the 
pivot axes and relative to each other is critical to both phases of GE. 
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We have illustrated in [17] and [15] (also see Higham [12]) that the 
orientation of the hyperplanes in the triangular system Ux = b’ resulting from 
the SWOP of GE can have a profound effect on the computed solution obtained 
during the BSP. The fifth fundamental fact above states that the hyperplanes 
selected as pivot equations, and their orientation relative to the hyperplanes 
they act on during the SWOP, also affect the error generated during the SWOP. 
Consider the augmented linear system of order two presented below, in 
which P, an dP, are the two possible pivot choices based on PP: 
Assume that ] Pr ] < ] X ] and ( Pa ] > ] Y I. That is, H, is more nearly 
orthogonal to the second axis and H, is more nearly orthogonal to the first 
axis. By row-scaling this system we may further assume that I Pz I < 10 I P, I. 
The two systems which may result from the SWOP, depending on the choice of 
pivot, are given by 
(4.4) 
Suppose E denotes the finite-precision roundoff error in the multiplier - P, /Pz 
used to obtain (4.5), while 6 denotes the error in the multiplier - Pz /PI used 
to obtain (4.4). One can easily show that if ] X/Y ] > ] S/E 1, then the error 
in Y’ is greater than the error in X’. Furthermore, note that I 6 I < I E I is 
“generally” true when I Pz I < 10 I P, I. Consequently, when H, and H, are 
poorly oriented, the inequality I X/ Y I > I B/E 1 is almost sure to be true. 
The linear system (2.3) is an example of the point made in the above 
discussion. Referring to (2.3), if 3 is selected to be the pivot, the element in 
the (2,2) position of the triangular system is 937 and has an error of - 0.333. 
On the other hand, if 29 is selected to be the pivot, the element in the (2,2) 
position of the triangular system is 97 and has an error of 0.103. 
Although this result can be refined and extended to larger systems, it is 
impractical to keep track of the errors. However, note that even in the largest 
of linear systems, the same operations described above for the order-two case 
are carried out on a multitude of order-two subsystems in the large system. As 
Trefethen and Schreiber [24] describe the situation, there is a probabilistic 
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over- and undercorrection throughout the SWVP which tends to dampen any 
growth of error. 
Summary 
The literature on the subjects of scaling and equilibration is extensive. 
However, the only opinion common in most of the literature is that scaling or 
equilibration sometimes leads to a better computed solution for a given linear 
system, while at other times they do not. For many, the reduction of Cond( A) 
or the normalizing of the magnitudes of the elements of A provides a 
satisfactory explanation of the influence of scaling on PP in the GE algorithm. 
Nonetheless, we believe that in order to achieve a better understanding, or to 
obtain a more satisfactory explantion of the positive and negative effects of 
scaling on PP, it is essential to gain an appreciation of the underlying 
geometries of GE. In particular, the orientation of the hyperplanes corre- 
sponding to the linear system is of paramount importance in the pivot 
selection process, as well as in the subsequent computations. 
In their recent paper [l], Arioli, Demmel, and Duff observe that Skeel’s 
[19, 211 original motivation for studying scaling was to analyze the effects of 
row and column scaling of the coefficient matrix A on the accuracy and 
stability of the LU factorization (and hence on the accuracy of the computed 
solution). As a consequence, Skeel developed a new condition number which 
is unaffected by row scalings. Furthermore, he concluded that the optimal way 
to scale A depended on properties of the “solution” of the system (information 
not usually available). This is confirmed by the underlying geometry of GE 
presented in [I7] and [I5], namely, that in the absence of any knowledge about 
the solution, selection of pivots should be based on the orientation of the 
hyperplanes. In their paper [l], Arioli, Demmel, and Duff go on to remark that 
one step of iterative refinement tends to overcome the effects of bad row 
scaling which may occur. 
Our conclusions are these: The selection of pivots should be based on the 
orientation of the hyperplanes corersponding to the given linear system. When 
the linear system can be rearranged to be nearly diagonally dominant, scaling 
is an inexpensive and effective method to drive PP toward the selection of 
good pivot equations (based on good hyperplane orientation). However, when 
the linear system cannot be rearranged to be nearly diagonally dominant, 
scaling may inadvertently drive PP toward the selection of pivot equations 
whose corresponding hyperplanes are not well oriented, thereby rendering a 
less-than-desirable computed solution. That is, because of the nonuniform 
distribution of large elements in the coefficient matrix, the L--norm may fail 
in its attempt to approximate the Ls-norm. 
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Scaling a system does not alter the orientation of the hyperplanes. And 
scaling a system does not alter Skeel’s condition number for the coefficient 
matrix. These two facts, together with the observation of Arioli, Demmel, and 
Duff about overcoming bad row scaling with iterative refinement, suggest that 
scaling or equilibration may be unnecessary. Hamming [ll] and Moler [14] 
support this position. It is certainly true that scaling without geometric insight 
is risky. 
To improve the selection of pivots without resorting to scaling, one should 
seek an alternate method to partial pivoting which economically ferrets out 
better pivot equations based on the hyperplane geometry. This is precisely the 
goal of rook’s pivoting [16]. 
This work was sponsored in part by a grant from the East Tennessee State 
University Research Development Committee, grant 2-25417. 
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