In recent years, fingerprint recognition has been moving through series of evolutions with the intent to decrease the False Acceptance Rate (FAR) and the False Rejection Rate (FRR) in order to achieve minimum Equal Error Rate (EER) while increasing recognition rate. In practical conducting several threshold analysis on extracted features from multiple impression dataset, the results show that among the closely related wavelets families studied, the Reversed Bi-Orthogonal type 3.1 wavelet, analysized with threshold value of 27 significantly topped with EER of 4.2% and a recognition rate of 95%. It however performed quite poorly outside of the threshold value incating the importance of threshold analysis on datasets used for recognition.
Introduction
Among the various behavioural and physiological characteristics identified as a biometric for humans, the use of a persons iris, gait, voice, face, fingerprint and sometimes palm to classify, identify and possibly recognize that person based on existing database is currently not in doubt [7, 17, 19, 21, 27] . As the number of usage level and use cases increases, the number of practical scenarios that prevents existing and otherwise good methods to perform poorly also increases. In the last decade, the use of various biometric technologies [1, 12, 22] has expanded from its original and early use of forensics and security authentication to election and voting processes, driver licensing and other social service programs [5] . Fingerprint which is basically traces of an impression left by the friction ridges of any part of a human finger [24] is one of the most widely used biometric for such use cases.
After years of using particularly, fingerprint as a biometric, a complete and accurate characterization and recognition of a person using fingerprint is yet to be realized. A fundamental cause of poor characterization or feature extraction depends heavily on available fingerprint sensor technology used to scan the fingerprint image. The way a persons finger is scanned may create different impressions making it difficult to use one type of feature to characterize and identify a person by his finger leading to poor recognition rate. Again, people with no or few minutia points [28] such as surgeons who often wash their hands with strong detergents as well as people with special skin conditions [6] will have low recognition rate since not all the minutia points can be extracted fully making it a limiting factor for security response when manutia based algorithm is used. Unfortunately extraction of fingerprint features while avoiding different impressions made due to fingerprint scanners or sensors is hard to achieve. It appears that irrespective of the method employed, there will always be the need to establish a threshold or perhaps perform threshold analysis that will enforce details of candidate fingerprints to be consistent with fingerprints expected by the method under consideration.
Related studies
In pattern recognition, the representation of patterns can be considered as feature extraction and is divided into four groups; statistical pixel features, algebraic features, visual features and transform coefficient features [11] . The following provide a short description of some of the related studies with respect to these techniques.
Mansukhani et al. [16] observed that, in order to compensate for the different orientations of two fingerprint images, matching systems should use a reference point and a set of transformation parameters. Due to this, fingerprint minutiae points were compared with their positions relative to the reference points using a set of thresholds for the various matching features. However, a pair of minutiae points might have similar values for some of the features which are compensated by dissimilar values for the others. Unfortunately, this trade-off cannot be modeled by arbitrary thresholds since it might lead to a number of false matches. Instead, given a list of potential correspondences of minutiae points, static classifier such as a support vector machine (SVM) was used to eliminate some of the false matches. A 2-class model was further built using sets of minutiae correspondences from fingerprint pairs known to belong to the same or different users were used to reduce the number of false minutiae matches.
A fingerprint verification system based on a set of invariant moment features and a nonlinear Back Propagation Neural Network (BPNN) verifier was proposed by Yang and Park [29] which was used to counter the demerits of the traditional minutiae based more efficientlymethods and other image based methods. The proposed system which contained an off-line stage for template processing and an online stage for testing was evolved. The pre-processed fingerprints helped in detecting a reliable and unique reference point to determine the Region-of-Interest (ROI). Features of the ROI were extracted using the proposed method and its performance compared with other methods based on absolute distance as a similarity measure. Their experimental results showed that the proposed method with BPNN matching had a higher matching accuracy, while the method with absolute distance had a faster matching speed.
In 2009, Khan et al. [13] , as a result of high complexity required by the minutiae extraction algorithm, provided a new approach which uses wavelet based features, fused with minutiae based features for the pupose of matching. However, the result still yielded false minutiae points which served as a drawback to the proposed method. Although previous attempts were made to overcome this challenge by performing post-processing on the fingerprint image, it led to the elimination of some valid minutiae points which made them conclude that the strength of their matching algorithm depended highly on the strength of features extracted.
In the paper by Bhowmik et al. [2] , a Euclidean distance based minutia matching algorithm was proposed to further improve the matching accuracy in fingerprint verification system. This was done by extracting the matched minutia pairs from both test and template datasets using the smallest minimum sum of closest Euclidean distance (SMSCED) corresponding with the rotation angle and chosen threshold values. The algorithm only used the minutia location instead of using the minutia type and orientation angle as in the traditional minutiae approach to reduce the effect of nonlinear distortion. In this method it was evident that knowing and having a good threshold value resulted in a higher accuracy with improved verification and rejection rate.
In context, Elmir et al. [9] proposed an algorithm based on minutiae and singular points localization using Gabor filter on FVC2004 databases and FingerCell database. Based on their understanding results radial basis function, neural network and support vector machine they exploitated the use of spike neural networks in order to develop codification and recognition algorithm. Performance Evaluation proved that, the spike neural network achieved a good recognition rate closer to rates achieved by other methods but in a very short time making its application useful.
A solution to this was proposed by Chengming et al. [3] where fingerprint matching was based on motion coherence which is useful for fingerprint feature matching with an improvement to performance. However, the performance of the automatic fingerprint identification system was significantly poor in situations where fingerprint images had poor qualities. One solution to Chengming et al. method as an enhancement algorithm was proposed by Zhang and Jing [30] using Gabor wavelets due to its ability to extract features in both spatial and spectral domain dynamically. The method as reported improved image quality significantly.
Qinghui and Xiangfei [23] also made a systematic elaboration on the correlation theories of fingerprint recognition technology with several essential algorithms. The study went further to prove the efficiency of combining the features of a fingerprint image in a pretreatment process. They took into consideration the fingerprint image intensification which is based on the gradation standardization, directional diagram and filters. These parameters were also based on the partial smoothing threshold value during binarization which ended up improving the fingerprint recognition and verification.
Conti et al. [4] in their study discussed the use of set of relevant local characteristics such as the ridge endings and bifurcations for fingerprint classification and matching. The difficulty posed by this method was that unlike fingerprint matching, fingerprint classification is based on fingerprint global features such as the core and delta singularity points. Unfortunately, finding singularity points in all fingerprint images appeared not to be a trivial problem and hence making acquisition process complex especially with the arch class. They therefore proposed a pseudo singularity point algorithm which aids in the detection and extraction of all possible singularity point to be used in fingerprint classification and matching. But the issue of one minutia per each fingerprint query having multiple candidate matching minutiae in template fingerprint is profound in local structure matching. They indicated that, getting one-to-one matching pairs was difficult and therefore had great impact on performance of fingerprint matching algorithm.
A new approach for fingerprint verification based on wavelets and pseudo Zernike moment (PZM) was also proposed by Pokhriyal and Sushma [20] which is robust to noisy images, invariant to rotation and have a good image reconstruction capability. In thier work, the PSM was used for global analysis and feature extraction. The Wavelets were also for local analysis and feature extraction from the fingerprint image and with this hybrid approach better verification rate was achieved. Unlike the conventional minutiae matching algorithms, Ackerman and Ostrovsky [1] in 2012 proposed an algorithm which takes into account region and line structures that exist between minutiae pairs and allows for more structural information of the fingerprint to be accounted for thus resulting in stronger certainty of matching minutiae. Evidence from this proposed method gives a stronger assurance that using such data could lead to faster and stronger matches.
Methodology
From the related studies it is quite evident that, quite a number of methods already exist for extracting unique features found in fingerprint image, each with its own advantages and disadvantages. For example there are widely used methods like Fast Fourier Transform (FFT) which may be used to perform this task. Unfortunately, according to [26] , they do not provide enough degree of freedom in the so called signal cutting problem. This makes it less efficient to be used to analyze data that literary lives on curves or surfaces. And consequently, performs badly when used for irregular sampling of data. Due to the nature of Data and analysis required in this study, we required a method that is computationally fast and can reveal aspect of data like trends, breakdown points and discontinuities. Based on the assessment from the related studies, we chose wavelet transform due to its strength in the respective requirements as well as its dilation and translation properties which makes it multiresolution analytic. We also considered the fact that when threshold values were chosen well, wavelets based methods performed much better than its peers. In the following sections, we discuss the how we feature vector for recognition was extracted and the coresponding and how the threshold analysis conducted.
Source and organization of dataset
The dataset used for this study was acquired from Fingerprint Verification Competition(FVC2004) [15] dataset, one of the most popular and standard databases for studies like this. Its content was created from 24 volunteers randomly partitioned into three groups of 30 persons with each group associated to a different fingerprint scanner. Each volunteer appeared in three distinct sessions, with at least two weeks time separating each session. Each fore and middle finger of both hands (four fingers total) of each volunteer were scanned by interleaving the acquisition of the different fingers to maximize differences in finger placement. The sensor platens were not systematically cleaned and no attempts were made to control image quality. At each session, four impressions were acquired of each of the four fingers of each volunteer. To imitate real scenario, each person was asked in the first session to put the finger at a slightly different vertical position (producing impressions 1 and 2) and to alternate low and high pressure against the sensor surface (producing impressions 3 and 4). In the second session, each person was asked to exaggerate skin distortion (producing impressions 5 and 6) and rotation (producing impressions 7 and 8) of the finger. In the third session, fingers were dried (producing impressions 9 and 10) and finally moistened (producing impressions 11 and 12).
In total, 120 fingers with 12 impressions each were collected resulting in three separate datasets (DB1, DB2 and DB3). In this study, we used DB3 which contains 880 fingerprints in total created from 8 randomly selected impressions (figure 1) out of the 12 impressions per finger. The dataset was further divided into two groups of 800 and 80 respectively with the later serving as the set of candidate fingerprints. 
Preprocessing and feature extraction
Fingerprint images acquired from FVC2004 [15] were initially preprocessed into its matrix representation and resized to a resolution of 256 × 256 since most wavelets we will construct works best on images with dimension in the powers of two, that is 2 n and in our use case, n = 8. In the following subsection we review briefly the process used for the feature extraction. This involves fast wavelet transform decomposition, estimation of local orientation and finally extraction of unique features from the dominant local orientation estimated.
Decomposition by fast wavelet transform:
The Fast Wavelet Transform (FWT) of the image say, x is calculated [10, 14] by passing it through a series of filters. At the initial stage, the image is first passed through a low pass filter with impulse response g resulting in a convolution of the two as shown in Eqn (3.1)
and finally passed through a high pass filter to decompose the signal simultaneously. The output of this process results in obtaining the detail coefficients from the high-pass filter and approximation coefficients from the low-pass filter. However, according to the Nyquists rule, half the frequency of the original image has been removed after the process hence the need to discard the other half of the frequencies. The filter outputs are then sub-sampled by 2 as follows:
Figure 2: Block diagram of filter analysis
Since only half of each filter output characterizes the signal, the decomposition reduces the time resolution by half. However, each output has half the frequency band of the input which causes the frequency resolution to double as shown in Figure 2 .
Using the sub-sampling operator ↓,
And to show the presence of convolution, Eqn's (3.2 and 3.3) can be written as:
However, computing a complete convolution xg with subsequent down-sampling increases Figure 3 : A three level filter bank the complexity of the computing time. These require an optimization technique where these two computations will be interleaved hence the need to apply the lifting scheme [10] . This decomposition is repeated to further increase the frequency resolution and the approximation coefficients decomposed with high and low pass filters and then down-sampled. The process is normally [18] represented as the binary tree with nodes representing the subspace with different time-frequency localization. The tree is known as a filter bank as shown in Figure: 3.
Estimation of Local Orientation
The approximation coefficients and the detail coefficients from the fast wavelet transform decomposition exposes the details of the fingerprint image for feature extraction. In particular, the local dominant orientation is efficiently calculated after the transformation. To estimate the local dominant orientation of the image, the following steps were carried out.
Magnitude of Image Gradient:
The sobel gradient Gxy in the x−direction G x xy and y−direction Gxy is applied to the image at each level and its magnitude computed for using Eqn. (3.7).
2. Image Orientation: The resultant gradient of the image is then used to calculate the phase angle θxy of the image using Eqn. 3.8. 
Unique Feature Extraction
In order to extract unique features, the gray-level spatial dependence matrix (GLSPM) which generally allows one to examine the texture of an image by considering the spatial relationship of pixels is used [8, 25] . The GLSPM characterizes the texture of an image by calculating how often pairs of pixel with specific values and in a specified spatial relationship occurs in the image, allowing extraction of various statistical measures from it. The local dominant orientation estimated is known to contain so many vital information, useful for fingerprint recognition and for the purpose of the study, the Energy, Contrast, Correlation and Homogeneity in the offsets of 0, 45, 90 and 135 were extracted as the unique features to represent a particular fingerprint. The energy (uniformity) or the angular second moment provides the sum of squared elements in the GLSPM. The contrast measures the local variations in the GLSPM. We note that the respective ofssets were carefully chosen in order to achieve rotation invariance. The correlation also measures the joint probability occurrence of the specified pixel pairs and finally the homogeneity measures the closeness of the distribution of elements in the GLSPM to its diagonal. All the features including the threshold and the standard deviation extracted as edge parameters from each image at each level of decomposition are concatenated to form the fingerprint signature and stored in database for matching and recognition purposes. In order to identify the best threshold for recognition, this process is repeated using several families of wavelets tabulated in table 1. Note that a wavelet of type (x.y) means the wavelet has x vanishing moments for the 
Fingerprint Recognition and Performance Analysis
In order to perform matching, the final feature vectors of the fingerprint to be recognized are first extracted and stored as fingerprint signature database. The candidate fingerprint image is then processed and compared with the stored fingerprint signatures using the Euclidean Distance between the two features extracted. A Match (Accept) is achieved if the Euclidean distance between the two features is smaller than a predefined threshold otherwise rejected as a mismatch. The following performance indicators based on [1, 15] were also used in order to analyze threshold values for the various families of wavelets employed in the study:
1. The probability that an unauthorized person is incorrectly accepted as authorized person. This is estimated by using Match Count (MC) per the impostor attempts, known as False Acceptance Rate (FAR).
2. The second indicator is the probability that an authorized person is wrongfully considered as an unauthorized person calculated as number of Miss Match Count (MMC) per the genuine attempts. This is called the False Rejection Rate (FRR).
3. The third indicator measures the rate at which match occurs successfully known as the Total Success Rate (TSR)
4. The last indicator is the Equal Error Rate (ERR) and it is the rate at which both accept and reject rates are equal.
Results and Analysis of Fingerprint Recognition
In this work, the organization of the total extracted features was categorized into three main groups based on the level of resolution. Hence, each level contains exactly 108 tuple feature vector and since a three level resolution was applied to the fingerprint image, each fingerprint signature will be a total of 3 × 108 = 324 tuple vector. Because the dataset used for the study was built for the purpose of competition using worse case scenarios, even images that were known to be different showed visually no significant difference.
For example in Figures (4a and 4b) when we plotted three feature vectors extracted from two fingerprint images from the same person and the last fingerprint image from a completely different person, there was visually no significant difference between the three images at the three levels of decomposition.
In particular the red and blue plots represent feature vectors from the same fingerprint image while the black represents fingerprint image belonging to a different person. We note that the significantly (a) Level one feature extraction (b) Level three feature extraction Figure 4 : Graph of feature vectors extracted at various levels of decomposition using reverse bi-orthogonal wavelet of type 3.1
closer values allowed us to test for sensitivity of the predetermined threshold values and accuracy of the matching algorithm. Due to the multiple impression and deliberate noise found in the dataset, the similarity function (based on Euclidean transform) used in this study for recognition of an authorized person was applied to candidate signatures and the stored signatures at all three levels of decomposition based on a predefined threshold.
Analysis of predefined threshold
Threshold as it stands in fingerprint recognition plays an important role and this is a predefined value used in determining whether a particular fingerprint (or candidate fingerprint) matches any known fingerprint in the template database. This decision is based on calculating the Euclidean distance or transform between the candidate fingerprint and the template database. When the distance value is less than a predefined threshold, the candidate fingerprint will be counted as a match. This helps in evaluating the FAR and FRR values. Generally the threshold values ranges from 0 to 100. In order to establish good threshold values for each mother wavelet used in the study, we analyzed several threshold values ranging from 0 to 100. The value at which the percentage of false acceptance rate equals the false rejection rate is determined as the percentage of equal error rate. The threshold at which the equal error rate is found is considered as the best threshold for that particular method.
It appears that the threshold value must be relatively small to have a good recognition or performance rate. The performance parameters such as FAR, FRR and TSR for the various mother wavelets employed were computed based on the extracted feature vectors. Table 2a shows variations of FAR and FRR using the various pre-defined threshold values. The respective graph is shown in Figure 2b with the EER (Percentile error) value in the vertical axis and the threshold value in horizontal axis. Particularly, table 2a shows the computed results for reverse bi-orthogonal type 3.1 wavelet. We observed that the FAR increases whiles the FRR decreases as the threshold value increases which conforms to the general interpretation of type 1 and 2 errors.
Numerically, EER value obtained for the reverse bi-orthogonal type 3.1 mother wavelet was 0.04643 or 4.64% and this happens at a threshold value of 27 with total success rate (TSR) of 95.36%. Tables  (3 and 4 ) also demonstrate the effect of threshold values on different wavelet families. In particular we show the results for bi-orthogonal wavelet of type 3.9 and 4.4 which performed quite well on the dataset we used for the analysis.
In using the reverse bi-orthogonal type 3.9 wavelet, an EER value of 0.0575(5.75%) was found ( Figure  3b and Table 3a ) and this occurred at a threshold value of 24 with total success rate of 94.25%.
Again, in the application of the reverse bi-orthogonal type 4.4 mother wavelet, an EER value of 0.05464 (5.46%) was achieved at a threshold value of 26 as illustrated in Figure: 4b with a total success rate of 94.54% as shown in table 4a. In order to test the sensitivity of the threshold values, 53 wavelets families with closely related properties and strength were studied. Table 5 gives a summary of all the wavelet families used in this study ordered according to EER values. 
Conclusions
In this paper, we have demonstrated the effect of using predefined threshold value during feature extraction, in an attempt to establish Equal Error Rate for fingerprint recognition on multiple impression dataset. Although most wavelets based feature extraction methods generally assumes traits that can efficiently extract fingerprint features for multiple impression datasets, the analysis conducted in this study indicates that predefined threshold values arbitrarily chosen during feature extraction have significant effect on what feature extraction method to chose and subsequently the recognition rate. Based on the dataset used in the study, the results showed that, among the studied wavelet methods used for feature extraction, the reserve biorthogonal wavelets assumed the least equal error rate and the highest recognition rate only at a specific threshold value and performed quite poorly othrwise. The Analysis performed shows that a badly predefined threshold value can cause a rather good feature extraction method to perform quite badly especially when the dataset contains multiple impressions not specifically known to the algorithm. The study has also shown that it is advisable to perform threshold analysis on datasets in order to obtain threshold values that can ensure high performance rate especially when comparing different methods or deciding on what method to adopt for feature extraction on multiple impresion dataset.
