Abstract-This paper discusses an industrial case study in which data mining has been applied to solve a quality engineering problem in electronics assembly. During the assembly process, solder balls occur underneath some components of printed circuit boards. The goal is to identify the cause of solder defects in a circuit board using a data mining approach. Statistical process control and design of experiment approaches did not provide conclusive results. The paper discusses features considered in the study, data collected, and the data mining solution approach to identify causes of quality faults in an industrial application.
I. INTRODUCTION
The problem considered in this paper deals with the occurrence of solder-ball defects underneath electronic components assembled as printed circuit boards (PCBs). These defects may contribute to unforeseen failures of electronic systems containing the affected PCBs. Due to the production faults, random samples of finished circuit boards are collected and x-rayed in order to check for the presence of solder-ball defects. If a defect is found on a board, the entire assembly batch is x-rayed to ensure no defective board leaves the factory. Of course, the x-ray process becomes a significant component of the circuit cost. Approximately 4.5% of all circuit boards manufactured are found to contain solder-ball defects. For details of electronic assembly process, the reader may refer to [1] - [4] .
The research reported in the paper is based on the developments in machine learning and data mining (e.g., [5] , [6] , and [7] ). Some of the best-known learning algorithms are as follows.
• ID3: Induction decision tree is a supervised learning algorithm [8] .
• AQ15: Inductive learning system generates decision rules, where the conditional part is a logical formula [9] . Domain knowledge is used to generate new attributes that are not present in the input data.
• Naïve-Bayes: A simple induction algorithm that computes conditional probabilities of the classes. Given the instance, it selects the class with the highest posterior probability [10] .
• OODG: Oblivious read-once decision graph induction algorithm for building oblivious decision graphs, using a bottom-up approach [11] .
• Lazy decision trees: An algorithm for building the best decision tree for every test instance [12] .
• C4.5: The decision-tree induction algorithm [13] .
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pruning techniques similar to the techniques used in ID3 and similar to the conditional rules used in AQ.
• IB: The instance-based learning algorithm [15] .
• OC1: The oblique decision-tree algorithm [16] .
• T2: The two-level error-minimizing decision tree algorithm [17] .
• LERS: Learning from examples using rough sets system [18] .
Examples of other algorithms and developments in learning and data mining can be found in [19] - [22] . For a survey of important applications of machine learning, see [23] .
A. Why Data Mining?
Regression analysis and neural networks are two tools that could potentially be applied to solve the quality engineering problem considered in this paper. Both share some commonality with the rough set theory approach proposed by Pawlak [24] , which is used in this paper. However, there are fundamental differences between the two approaches and data mining. First, both neural network and regression models involve approximation errors, while the rough set theory approach is able to accurately capture relationships between input features and the decision. Neural network and regression models are "population based" as a single model is formed for the entire population (training data set), while the rough set theory approach follows an "individual (data object)-based" paradigm. The two "population-based" tools determine features that are common to the population. The rough set theory approach identifies unique features of an object and sees whether they are shared with other objects. It is obvious that the two paradigms differ and in general the set of features derived by any of the two paradigms is different. In addition, each of the two "population-based" methods uses a fixed set of features. In the approach advocated in the paper, the same set of features applies to a group of objects rather than the entire population. Finally, the model (rules) created by the data mining approach used in this paper is explicit.
One of the greatest advantages of data mining is that data needed for analysis can be collected during normal operation of the process being studied. This contrasts with other approaches such as the design of experiment (DOE) approach, where costly experimentation is essential. Another advantage of data mining is that the data set used for extracting decision rules does not have to be complete.
Most of the rule extraction algorithms developed to date fall into the following two classes: 1) decision tree algorithms, e.g., ID3 [8] and C4.5 [13] ; 2) decision rule algorithms, e.g., AQ15 [9] and LERS [18] .
In this paper, the rough set approach [24] will be used to detect causes of the PCB quality problem. One of the reasons for using the rough set approach over the decision tree approach is the belief that the former approach is more suitable for the problem considered in this paper. The example presented next illustrates the results produced by the two classes of learning algorithms.
Example: Consider the training data set in Fig. 1 containing eight objects, each described by four features F1-F4 and a known decision (outcome) D.
The rules shown in Fig. 2 are derived from the data in Fig. 1 with the decision tree algorithm [13] . The objects supporting each decision rule are listed behind each rule. The elements of the data set included in the rules in Fig. 2 create a pattern in the matrix in Fig. 3 . All feature values of column F4 are involved in the rules, which is characteristic of tree type algorithms.
The patterns in Fig. 3 are reinforced with the decision tree in Fig. 4 . Another set of rules extracted with a rough set algorithm and the corresponding patterns are shown in Figs. 5 and 6. In this case, feature F4 is only partially involved in the rules. In addition, object 3 appears in two rules, 3 and 4.
The decision rules of Fig. 5 are represented as the tree in Fig. 7 . The patterns in Figs. 3 and 6 and the corresponding trees in Figs. 4 and 7 point to differences between the two types of learning algorithms, the decision tree and the decision rule algorithms. The rule tree has flat shape as opposed to a decision tree that spans over more levels.
The fact that in the solution provided by the rough set algorithm none of the features appear in all rules makes this algorithm suitable for the application considered in this paper as the extracted rules are more "individualized."
II. DEFINITION OF FEATURES
The first step in developing a solution approach was to understand the assembly process and to identify all features that could potentially cause PCB defects and could be measured.
The assembly process begins with the blank boards, which are manufactured by an independent manufacturer. In this case, the boards themselves are immediately ruled out as a source of the solder-ball defects as it is assumed the surfaces and composition of all boards are homogenous and defect-free coming from the manufacturer. In some applications where mining would be performed at higher level of granularity, the boards themselves would need to be described with features.
Solder is applied to the PCBs through either an automated or manual process where the solder paste is applied through a stencil specific to the assembly being produced. With the hand-pasted solder, as with any manual process, there is always the possibility of human error. The stencils are to allow solder paste to encounter the PCB only on top of the designated sites, or pads, where the electronic components will be placed. Naturally, for different PCBs there are different stencils; different both in pattern and composition. There are several unique features present in this stage of the manufacturing process, which makes it a critical stage for the data collection.
The stencils themselves are the source of five unique features: stencil composition (copper or steel), the stencil thickness (in millimeters), the justification of the stencil pattern (left, right, or centered), whether or not vias (small holes in stencil present for alignment purposes) are present, and whether or not the stencil was used for a two-sided assembly (components on both sides of a PCB) or a one-sided assembly (components on only one side of a circuit board). Also found to be important features to consider as potential sources of defects were the age of the solder paste and the composition of the solder paste. However, the nature of the features made them impractical and near impossible to account for.
Also associated with the stencils and the solder paste application are two additional features. Depending on the type of stencil (i.e., presence of vias, component patterns, etc.), a vacuum may or may not be turned on to secure the PCB in place while the solder paste is applied. This feature was selected as an important feature because an uneven application of solder paste due to PCB movement during the application process can lead to the creation of solder-ball defects. Solder-ball defects may also be created because of contamination present in the solder paste. One source of contamination is solder paste that has been exposed to air for an extended period and consequently hardens and self-contaminates.
A second and most common source of solder ball contamination is when solder residue accumulates on the stencil and is transferred onto the PCB during the pasting process. To account for this, the frequency of stencil cleanings for each assembly was incorporated in the data collection.
The next step in the production process is for the electronic components to be placed onto the PCBs. Placement of the components is accomplished either by hand or by an automated computer-controlled machine that rapidly and highly accurately places each component in the designated position on the PCB. Machine-applied components are of little concern as a potential cause of solder-ball defects because the placement process is highly accurate thanks to advanced computer optical recognition technology. Each component's position is doublechecked by software that receives data from a camera monitoring every placement. Not only is this a highly accurate process, but it takes place in a sealed and controlled environment. The only thing that ever is exposed to the solder paste or the PCB at this stage is the components themselves. With hand-applied components human error is possible, making it a potential cause of defects.
The assembly process directly following the placement of components was immediately recognized as the most probable source of defects. Immediately after the components are placed on the solder and before the solder is hardened in a furnace, the PCBs are moved down a conveyor belt where they are picked up by a human operator, inspected, and placed on a cart for transport to the oven. At this stage, it has been observed that the movement along the conveyor belt and the jarring effects of a human operator handling the PCB occasionally cause a component to slide out of place on the solder paste. When a component is found to have slid out of place, a human operator must manually reposition that component back in to the appropriate position. It is possible that the movement of components cause a smearing of the solder paste, which in turn creates a condition where the solder paste is not evenly distributed underneath the components. Upon initial inspection of the assembly process, the movement of components was suspected to be the primary source of the solder-ball defects.
One final feature measured was the position in the assembly run of the boards from which data was collected (i.e., boards were the first five manufactured or last five manufactured). Data was collected for this feature for two reasons. The first reason ties back to the stencil cleaning; if the majority of the solder-ball defects were found to be present in boards produced near the end of the run and if the stencil was never cleaned, this evidence would strongly suggest the solder balls were being caused by a dirty stencil. The second reason is simply to capture a broader and more accurate sample of the conditions present during the assembly process. If a temporary, external, and unidentifiable feature were present at the beginning of the assembly run, it is possible that it will not be present toward the end of the run, or vice versa. In this case, the undetectable external features influence will easily be- come observable as its effect will be seen in the PCBs taken from the first half of the run and not the PCBs taken from the second half.
If a solder-ball defect was discovered on a PCB, the designator of the components under which the defects were discovered was recorded. There are two different types of components that are placed on the PCBs. It was believed that specific types of components were more prone to defects than others. The first type of component is an SOIC. SOICs are low profile components that are placed directly on the PCB and are typically resistors, transistors, and other simple electronic components. The second type of component is a fine detail component. Fine detail components are typically integrated circuit chips that sit above the circuit board with a large number of pins connecting it to the PCB (this is where the term "fine detail" comes from).
The list of features used in this study is shown in Table I .
III. DATA COLLECTION
The most important consideration during the data collection process was the accuracy and completeness of data collected. Accuracy is crucial for obvious reasons; if any given feature were recorded incorrectly, a data set that does not correctly represent the actual manufacturing process might be created. Consequently, any conclusions or findings based on such data would be erroneous and trivial.
Completeness was a condition that was more difficult to fulfill. Completeness refers to ensuring every possible feature that could be accounted for had been acceptably recorded. There were two major obstacles to overcome when assuring the completeness of data collected: technical obstacles and human obstacles. Technical obstacles consisted of the challenge to identify and quantify a set of features that truthfully and wholly represented the manufacturing process and the environmental conditions present during the manufacturing process. To accomplish this, collaboration between management, machine operators, and outside consultants was required to guarantee every possible feature was considered. It is important to note that the machine operators identified some of the most important and previously overlooked features.
The human obstacles arose when it was realized that by recording the name of the operator on the assembly for which data was being collected, it was possible for defects to be tied back to the operator. If the operators realized this, the possibility that perhaps the operators would not record important information (i.e., movement of components) for fear of being associated with the defects was introduced. To neutralize this possibility, all raw data was kept confidential and used only for data mining purposes. Management never saw any data suggesting a trend where a specific operator was linked to solder-ball defects unless the findings were significant enough to suggest that the operator was indeed the source of the defects.
To precisely represent the standard manufacturing process, it was determined that a DOE approach was not only inappropriate, but also unnecessary. Instead, data was collected as the PCBs were manufactured in the standard operating procedure. For each unique batch of PCBs (kits), ten PCBs were selected from the kit and data was collected on only those ten items. The PCBs selected were the first five and last five for the reasons described earlier in this paper. A kit may consist of anywhere from 5-500 PCBs.
For every kit that data was collected from, a standardized data collection sheet was associated with the kit. Data was collected on the ten PCBs selected for data collection by the operators who were responsible for the PCBs at each stage along the production line. For instance, if a PCB came out of the component placement stage with misplaced components, the operator responsible for checking the placement of components would record the location and type of component that was out of place and move the component back in to place.
After the entire kit had been completed, the ten PCBs slated for data collection were x-rayed to check for the presence of solder-ball defects. If solder-ball defects were found to be present on a PCB, the locations and types of components the solder balls were discovered under were recorded.
Data was collected for 2052 PCBs out of which 89 PCBs contained defects. The data was collected over a three-month period.
IV. RESEARCH FINDINGS
The data was analyzed with the data mining algorithm thus producing three separate rule sets. The first set of rules defined the conditions under which solder-ball defects did not occur. The second rule set defined when solder-ball defects did occur. The third rule set provided an approximate rule where alternative outcomes occurred under the same set of conditions. Each of the three categories of rules is illustrated next.
The first rule describes the relationship between the thickness of the stencil, vias, the component type, and the presence of solder-ball defects (Fig. 8) .
What this rule states is that when the condition is met no solder-ball defects are produced. This rule is significant because it represents 26.39% (518 boards) of the population of PCBs, and of those, 100% were solder-ball defect-free.
The second rule set represents a relationship that was entirely unexpected. The rule describes the relationship between hand-placed components, operator, the component type, machine-applied paste, no vias, and the absence of solder-ball defects (Fig. 9) .
This rule signifies a relationship that was unexpected because it shows a correlation between defect-free PCBs and a rather long list of conditions. However, one must be careful not to plainly state that the components described by this rule can be ruled out as a source of defects since the rule is dependent upon the combination of various factors. This rule is significant since it represents 8.10% of all PCBs, of which there is a zero occurrence of solder-ball defects.
The third illustrative rule shown in Fig. 10 is similar to Rule 2 of Fig. 9 . The relationship represented is that between machine-applied paste, hand-placed component, vacuum is in an off state and the absence of solder balls.
When the paste is machine applied, there are no hand-placed components and the PCB is in the last half of the kit, there is a zero occurrence of solder-ball defects. This rule applies to 7.79% of the PCBs.
Rules derived when looking at the data for PCBs with solder-ball defects would be more telling of where the problem lies, but with 89 defects out of a sample of 2052 it would be premature to derive final conclusions. While the rule sets are not by any means final, they do very strongly suggest the source of the problem is primarily the type of component. Data mining provided numerous rules defining the conditions under which solder-ball defects occurred.
Three illustrative rules are shown in Fig. 11 . These rules simply state that of 18(8 + 4 + 6) solder-ball defects found, 8.99% were associated with component SO 14B, 4.49% were found under component SO 20A, and 6.74% were associated with component SO 16LA B.
In addition to the exact rules, approximate rules were extracted that associate conditions and the outcome with ambiguity. Examples of two such rules are shown in Fig. 12 .
The last two numbers behind each rule indicate the number of PCBs supporting each of the two alternative outcomes. The presence of approximate rules indicates that the feature set considered in this study was not sufficient and additional features need to be defined. 
A. Validation Results
The quality of predictions with the rules extracted from a data set is usually evaluated by a cross-validation scheme [24] . The k-fold (here k = 10) cross-validation scheme is often recommended. In this scheme, a training data set is partitioned into k = 10 folds (subsets) and one at a time fold of objects (PCBs) is removed from the training data set and the rules are extracted from the set of k 0 1 = 9 folds.
The decision Solder Ball is predicted for each object in the single fold based on the rules extracted from the k 0 1 fold constituting a training data set. This process is repeated k = 10 times.
The testing of the data set with 2052 objects has produced the accuracy results presented in Tables II and III. The letter D in Table II denotes the decision Solder Ball. The diagonal numbers in Table II Table II ) one object of 1993 in the N category was incorrectly classified as Y category and for decision Solder Ball = Y the number of misclassified objects is 47. These results are very encouraging as they indicate that the rules recognize all but one PCBs with no solder balls and almost half of PCBs with solder balls. Table III reports the percentage of objects (known in data mining as classification accuracy) that have been classified correctly, incorrectly, or fall into the None category for the three decision values Solder Ball = Y or N.
The last row in Table III includes the average classification accuracy for the rules extracted from each of the k 0 1 = 9 folds and tested for the objects in each of the ten test folds.
B. Future Research
The approach discussed in this paper is a component of more general knowledge life cycle outlined in Fig. 13 .
This knowledge life cycle is a process involving the following four phases:
• knowledge extraction;
• decision-making; • decision evaluation;
• data farming. In this paper, only the knowledge extraction phase was discussed. However, in general there are three additional phases in the knowledge life cycle. The extracted knowledge is used to make decisions, e.g., with the algorithms presented in [25] . The quality and robustness of the generated decisions need to be evaluated. The quest for high quality and robust rules may lead to data farming, which ultimately determines the viability of the data mining approach.
V. CONCLUSION
In this paper, an important application of data mining in electronic assembly was discussed. The recent progress in data mining, including the rough set theory, provides opportunities for solving many industrial problems, e.g., equipment and process failure diagnosis. The knowledge extracted with data mining algorithms can be integrated with expert systems and web-based application software.
The rules derived from the data set considered in this paper provide a robust indication of where to narrow, and thereby make more effective, further investigations in to the cause of the solder-ball defects. They are invaluable in narrowing down the scope of the future investigation.
It is clear from the data that the defect occurrence is closely tied to component type. Perhaps the strongest conclusion that can be drawn from the data is a prediction that a significant portion of defects will be discovered to form underneath specific components. These conclusions should be considered as hypotheses of what may cause the defects and a further study of the manufacturing process should be undertaken to prove or disprove their validity. The future study will involve definition of additional features and further collection of data.
Visibility-Based Pursuit-Evasion: The Case of Curved Environments
Steven M. LaValle and John E. Hinrichsen
Abstract-We consider the problem of visually searching for an unpredictable target that can move arbitrarily fast in a simply-connected two-dimensional curved environment. A complete algorithm is presented and is based on critical visibility events that occur because of inflections and bitangents on the environment boundary. By generalizing the notion of inflections and bitangents to polygonal and piecewise-smooth environments, the approach is considered as a step toward developing pursuit-evasion strategies that have little dependency on the representation of the environment.
Index Terms-Active sensing, computational geometry, mobile robotics, motion planning, visibility.
I. INTRODUCTION
Imagine entering a cave in complete darkness. You are given a lantern and asked to search for any people who might be moving about. Several questions might come to mind. Does a strategy even exist that guarantees I will find everyone? If not, then how many other searchers are needed before this task can be completed? Where should I move next? Can I keep from exploring the same places multiple times? This kind of scenario might apply to firepersons engaged in a rescue effort, law enforcement officials in a hostage situation, or soldiers attempting to secure a potentially hostile area. Since it is always preferable to place robots at risk instead of humans, we might like to determine whether successful searching strategies can be computed automatically for a mobile robot. Such strategies can also provide valuable advice to people as they plan for high-risk operations.
Plenty of applications exist that could benefit from visibility-based pursuit-evasion strategies. They can be embedded in surveillance systems that use mobile robotics with various types of sensors (motion, thermal, cameras, etc.). Small mobile robots with pursuit-evasion strategies can be used by special forces in high-risk military operations to systematically search a building in enemy territory before it is declared safe for entry. In scenarios that involve multiple robots that have little or no communication, a pursuit-evasion strategy could be used to help one robot locate others. One robot could even try to locate another that is malfunctioning. For remote presence applications, it would be valuable if a robot can locate automatically other robots and people using sensors. Beyond robotics, software tools can be developed that assist people in many applications that involve systematically searching or covering complicated environments. Relevant pursuit-evasion scenarios can be imagined in law enforcement, search-and-rescue, toxic cleanup, and in the architectural design of secure buildings. One limitation of our current work, however, is that the application must provide a complete representation of the environment.
