In this paper, we design a variable-gain first order sliding mode, in which the adaptive gain is state-independent and designed by two types of smooth, monotonically increasing and bounded functions. We modify the structure of the sliding mode even further by using an amplifying overall scaling factor. Both of the variable gain and the scaling factor can improve the control accuracy. Then we apply the newly designed sliding mode to the attitude synchronization of spacecraft. Simulation results show that, compared with the constant gain sliding mode, the proposed design ensures much higher control precision evaluated by the attitude synchronization error without more fuel consumption.
I. INTRODUCTION
Inrecent years, sliding mode control, as an efficient tool for dealing with uncertainty and disturbance, has been wildly utilized in the control design of nonlinear systems in heavy uncertainty conditions [1] - [4] . Various kinds of sliding modes have been proposed, for example, the integral sliding mode [5] , first order sliding mode and High-Order Sliding Mode (HOSM) [6] . The advantages of robustness and accuracy make the sliding mode one of the central topics of the modern control theory. In this paper, we investigate the first order sliding mode and seek for an effective method to achieve better control accuracy in comparison with the traditional ones.
From the definition of HOSM, the first order sliding mode can be viewed as a specific subclass of HOSM. According to the relative degree r of sliding mode with respect to the corresponding control system, the sliding mode can be classified into rth order sliding mode [6] , for r ∈ N. The objective of the The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Chen. rth order sliding mode is to constrain the system trajectories to evolve onto the manifold S r := x ∈ R m : σ =σ = · · · = σ (r−1) = 0 , ∀ r ∈ N,
where the set S r is non-empty and consists locally of Filippov trajectories [7] , x : R ≥0 → R m is the state of the system, m ∈ N denotes the dimension of the state, σ : R m → R m is a rth-differentiable constraint function. Typically, the standard sliding mode is of the first order, and it exists iff the relative degree r = 1. The control design based on the first order sliding mode consists of two phases, i.e., reaching phase and sliding phase. To meet some high precision control requirements in practice, such as the control problems of piezostage [8] and spacecraft [9] , designers may improve the control accuracy from these two phases.
In general, the first order sliding mode is designed by a differentiable function which has the same dimension as the control input. The most common and simplest structure is the linear hyperplane-based sliding mode (LHSM), which is constructed by simply combining the system errors in a linear form, such as [10] - [14] . The gains of the sliding modes are all designed to be positive constants, which prevented them improving the control accuracy further in the sliding phase. To pursue superior properties, such as fast, finite/fixed time convergence, the concept of terminal sliding mode was proposed, such as [15] - [19] , which can speed up the rate of convergence near an equilibrium point by constructing a nonlinear terminal term, and the gains are also designed to be positive constant. Compared with the linear structure, the nonlinear terminal sliding mode provides better control performance but leads to increased complexity and needs more computational effort. Thus the key problem in this paper is how to improve the control accuracy of the LHSM without increasing the analysis complexity and computational burden. One of the possible solutions is to redesign the gains of the LHSM.
Therefore, the goal of this paper is to propose a design method of variable gains for LHSM. Go through the related existing literature, most of the variable gain design methods were developed for control laws rather than sliding modes. For example, in [20] and [21] , two kinds of state-dependent variable gains were presented to contribute variable-gain super-twisting algorithms for chattering alleviation. A Lyapunov-based design of HOSM was provided in [22] , which permitted the extension to variable-gain discontinuous and quasi-continuous HOSM controllers. In [23] , a state-dependent variable gain is designed for the control law, which made it a first or second order sliding mode control. In [24] , an adaptive gain was designed for the controller to achieve the effective switching gain tuning near the sliding surface. Up to now, there are very rare results on variable gain design for sliding mode. In [13] , a state-dependent adaptive-gain was presented for a sliding mode observer, which was utilized to solve the sensorless control problem of permanent magnet linear synchronous motors. However, research on the variable gain design for LHSM has not been considered and investigated. Thus, we are committed to exploiting an effective approach for the variable gain design of LHSM. To avoid increasing the complexity of controller design and feasibility analysis, we choose to construct the gains that are state independent. The main idea is to design the variable gains using bounded smooth functions of time and adjust them from low gains to high gains within a predesigned interval. This is enabled by the properties of boundedness and bounded first order derivatives of time, which is still consistent with the design principle and feasibility analysis as using constant gains. Moreover, due to the fact that the external disturbances and sampled computation may worsen control performance, the closed-loop system's trajectory may not reach the sliding surface but move along it nearby. To solve this problem and achieve better control precision, we modify the structure of LHSM by multiplying an overall scaling factor α > 1, which contributes to improve the control performance by shrinking the convergence interval of sliding surface α times.
The main contribution of the paper is thus an variable gain design method for LHSM. Two kinds of variable gains are proposed in the structure of smooth, monotonically increasing and bounded functions, which can be adjusted smoothly from low to high within a predesigned interval. We modify the structure of the variable gain LHSM further by multiplying an overall amplifying scaling factor. Compared with the constant-gain LHSM, the proposed variable-gain LHSM improves control precision. To verify the effectiveness of the proposed variable-gain LHSM, we apply it to the problem of spacecraft attitude synchronization. The simulation results confirm the validity of the proposed approach.
The rest of the paper is organized as follows. Section II introduces the application background of LHSM briefly. Section III formulates the problem. Section IV shows how to design the variable-gain LHSM. The application to spacecraft attitude synchronization is presented in Section V in three cases. Finally, the concluding remarks are given in Section VI.
Notation: The set of natural numbers, real numbers, positive real numbers, and non-negative real numbers are denoted by N, R, R >0 , and R ≥0 , respectively. C 1 function represents the class of differentiable functions whose derivative is continuous. sign(·) is the sign function. For a vector, · 1 is the Manhattan norm. For a vector or matrix, · denotes its Euclidean norm. The n-dimensional vector whose elements are all 0 is denoted by 0 0 n ∈ R n . The cross product between two vectors a, b ∈ R 3 can be rewritten as the matrix multipli-
II. APPLICATION BACKGROUND OF LHSM
The LHSM is usually adopted in, e.g. spacecraft attitude control, vehicle platooning cooperative control, attitude/position trajectory tracking control of quadrotor unmanned aerial vehicle (UAV) due to its robustness and simplicity. For example, in the attitude tracking control design for spacecraft [10] , the LHSM s : R ≥0 → R 3 is designed as (1a), where k ∈ R >0 is a design parameter chosen by users, ω e : R ≥0 → R 3 and q e : R ≥0 → R 3 are the angular velocity tracking error and attitude tracking error. In the design for platooning vehicles distributed tracking control [11] , the LHSM S i : R ≥0 → R is constructed as (1b), where c ∈ R >0 is a design parameter, e i ,ė i : R ≥0 → R are the longitudinal tracking errors of the ith vehicle. In the attitude/position trajectory tracking control design for quadrotor UAV [12] , the LHSMs are given by (1c), where c 1 , c 2 , c 3 ∈ R >0 are design parameters, ε 1 , ε 3 , ε 5 : R ≥0 → R are the roll/pitch/yaw angle tracking errors, respectively. From (1a)-(1c), it is obvious that all of them are constructed by summing the first and the second order of system errors in a linear form. Moreover, all the sliding mode gains kc, c 1 , c 2 , c 3 ∈ R >0 are constant design parameters, which prevent further improving the control performance when s = 0, S i = 0, s j = 0 for j = 1, 2, 3. Therefore, this paper works on solving this problem by developing a variable gain design approach.
III. PROBLEM STATEMENT
Consider a second-order nonlinear system in a n-dimensional spaceẋ
where
Assumption 1: The function f : R n → R n is locally Lipschitz with f (0 0 n ) = 0 0 n , and assumed to be known.
For the system (2a)-(2b), we consider the control objective of designing a constant-gain LHSM based controller such that the states x 1 (t) and x 2 (t) can track the desired signals x d ,ẋ d : R ≥0 → R n as t → ∞, and all the signals in the system are bounded, where x d (t),ẋ d (t) andẍ d (t) are bounded, continuous and known.
First, we define the tracking errors e i : R ≥0 → R n , i = 1, 2 and the constant-gain LHSM s : R ≥0 → R n as follows
where e 1 (t) = [e 11 (t), . . . , e 1n (t)] , e 2 (t) = [e 21 (t), . . . , e 2n (t)] ,
,
k > 0 is a design parameter satisfying the Hurwitz condition.
Taking the time derivative of s(t), we geṫ
To guarantee the exponential convergence of s(t) to 0 0 n , the dynamicṡ(t) = −ηs(t) is imposed on s(t), where η > 0 is the control gain to be designed. According to the above discussion, one can calculate the control law u(t) as follows
where ε is the width of the boundary layer, sat(
for j = 1, 2, . . . , n.
Choose the Lyapunov function candidate
It can be rewritten as V (t) = 1 2 s (t)s(t). Taking the time derivative of (7) along (4) and (5) and using Assumption 2, it followṡ
From the definition of the function sat(s(t)/ε), two cases need to be considered.
Case
Consequently, we haveV j (t) < 0 when s j (t) is outside the set 1 sj := s j : |s j | < ε , j = 1, . . . , n,
which means that s j (t) → 1 sj as t → ∞. Furthermore, from the definition of s(t) in (3), we obtainė 1j (t) ≤ −ke 1j (t) + ε, which means that e 1j (t) → 1 1j and e 2j (t) → 1 2j as t → ∞ when e 1j (t) and e 2j (t) are outside the sets 1 1j and 1 2j , respectively, where 1 1j := e 1j : |e 1j | < ε/k ,
Case II: If |s j (·)/ε| < 1, j = 1, 2, . . . , n, from (6), we geṫ (14) which means that s j (t) → 2 sj as t → ∞. Furthermore, one calculates that e 1j (t) → 1 * 1j and e 2j (t) → 1 * 2j as t → ∞ when e 1j (t) and e 2j (t) are outside the sets 1 * 1j and 1 * 2j , respectively, where
1 * 2j := e 2j : |e 2j | < 2ε 0 , j = 1, . . . , n.
From Cases I and II, we conclude that the tracking errors e 1 and e 2 convergence to regions * 1 and * 2 , respectively,
Note that e 1 → 0 0 n as ε → 0 or η → ∞ or k → ∞ (e 2 → 0 0 n as ε → 0 or η → ∞). Furthermore, the desired signals x d (t) andẋ d (t) are bounded, thus x 1 (t) = e 1 (t) + x d (t) and x 2 (t) = e 2 (t) +ẋ d (t) are bounded. Finally, the control objective is achieved. Discussion 1: It is well known that the discontinuity of controller leads to control chattering. Several approaches have been proposed to solve this problem. For example, the observer-based design [25] , the saturation control [26] and the second-order sliding mode method [27] . In this paper, we use the saturation control approach. But the aforementioned result only ensures the convergence of tracking errors to a boundary layer of sliding manifold, whose size is defined by the slope of the saturation characteristics. Of cause, the control precision can be improved by decreasing the thickness of boundary layer ε, but it will cause a risk of exciting high-frequency fluctuations if the layer is too thin. Thus, we aim to solve the problem of how to improve the convergence precision of the system errors under the framework of saturation control method.
IV. DESIGN OF VARIABLE-GAIN LHSM
The variable gain is proposed in two structures, which can be adjusted smoothly and monotonically increasing within a predesigned interval.
A. STRUCTURE 1
By employing the smooth property of elementary function e −t for any t ∈ R ≥0 , we design the variable gain k : R ≥0 → [a m , a M ) as follows
which satisfies
where a m := a M − a 0 e ct 0 + 1 + a 0 , a M , a 0 , c ∈ R >0 are design parameters with a M > a 0 , t 0 is the intermediate moment of parameter adjustment. According to the first time derivative of k(t) in (21)
which satisfies lim t→∞k (t) = 0.
It is observed that k(t) is a monotonically increasing and bounded function. By choosing different design parameters in Table 1 , we get the corresponding curves of function k(t) in Fig. 1 . The parameter c determines the slope at time t = t 0 . The greater c is, the steeper slope we get. Parameter a M determines the supremum of variable gain, the greater a M is, the larger gain we get. 
B. STRUCTURE 2
The variable gain k : R ≥0 → [a m , a M ) can also be designed as (23) by using the hyperbolic tangent function tanh(·). 
From the first time derivative of k(t) in (25), it is easy to show that k(t) in (23) is monotonically increasing and bounded. By choosing the same parameters in Table 1 except c in Table 2 , we get the same corresponding curves of function k(t) in Fig. 1 . That is because, for all t ∈ R ≥0 , the functions e −t and tanh(t) have the following relationship
Then by multiplying an overall scaling factor α > 1, we design the variable-gain LHSM as follows
where k(t) can be chosen as (19) or (23). (19) , (23) , and their limits in (20) and (24) , we conclude that for every real number o > 0, there exists T ∈ R ≥0 such that for all t > T , we have |k(t) − a M | < o.
Remark 1: From the definition of k(t) in
Next, we show the feasibility of the variable-gain LHSM theoretically. Taking the time derivative of s(t), it has
To guarantee the exponential convergence of s(t) to 0 0 n , we design the control law as follows
wherek(t) is a continuous and bounded function, see (21) and (25) . Redefine the Lyapunov function candidate
It can be rewritten as V (t) = 1 2α s (t)s(t). Taking the time derivative of (31) along (29) and (30) and using Assumption 2, it obtainṡ
From the definition of function sat(s(t)/ε), two cases are considered. Case I: If |s j (·)/ε| ≥ 1, j = 1, 2, . . . , n, we getV j (t) ≤ −ηs 2 j (t). Then it hasV j (t) < 0 when s j (t) is outside the set 1 sj in (10), which means that s j (t) → 1 sj as t → ∞. From the definition of s(t) in (28), we further obtaiṅ e 1j (t) ≤ −k(t)e 1j (t)+ ε α , which means that e 1j (t) → 2 1j and e 2j (t) → 2 2j as t → ∞ when e 1j (t) and e 2j (t) are outside the sets 2 1j and 2 2j , respectively, where symbol o > 0 is an arbitrary small positive constant, which is specified in Remark 1. From (33) and (34), it is worth noting that e 1j → 0 as ε → 0 or a M → ∞ or α → ∞ (e 2j → 0 as ε → 0 or α → ∞). Thus, we can decrease ε or increase a M and α to make e 1j sufficiently small (decrease ε or increase α to make e 2j sufficiently small). Case II: If |s j (·)/ε| < 1, j = 1, 2, . . . , n. From (6), we get (13) , which implies thatV j (t) < 0 when s j (t) is outside the set 2 sj (14) . It means that s j (t) → 2 sj as t → ∞.
In (14), ε 0 can be made sufficiently small by decreasing ε or increasing η. From the definition of s(t) in (28), it obtainṡ e 1j (t) ≤ −k(t)e 1j (t) + ε 0 α , which means that e 1j (t) → 2 * 1j and e 2j (t) → 2 * 2j as t → ∞ when e 1j (t) and e 2j (t) are outside the sets 2 * 1j and 2 * 2j , respectively, where
2 * 2j := e 2j : |e 2j | < 2ε 0 /α , j = 1, . . . , n, (36) From (35) and (36), it is worth noting that e 1j → 0 as ε → 0 or η → ∞ or a M → ∞ or α → ∞ (e 2j → 0 as ε → 0 or η → ∞ or α → ∞). Thus, we can decrease ε or increase η, a M and α to make 2 * 1j sufficiently small (decrease ε 0 or increase η and α to make 2 * 2j sufficiently small). From Cases I and II, we conclude thaṫ
which implies thatV (t) ≤ −ηV (t) < 0 when s(t) is outside the set 2 s := s : |s| < √ nε 0 . It further means that e 1 → 1 and e 2 → 2 as t → ∞, respectively, where
Note that e 1 → 0 0 n as ε → 0 or η → ∞ or a M → ∞ or α → ∞ (e 2 → 0 0 n as ε → 0 or η → ∞ or α → ∞). Thus, we can decrease ε or increase η, a M and α to make 1 sufficiently small (decrease ε 0 or increase η and α to make 2 sufficiently small). Furthermore, the desired signals x d (t) andẋ d (t) are bounded, it follows x 1 (t) = e 1 (t) + x d (t) and x 2 (t) = e 2 (t) + x d (t) are bounded. Finally, the control objective is achieved using the variable-gain LHSM based controller (30).
Theorem 1: Suppose that Assumptions 1-2 hold. Then, one can design the parameters of variable-gain LHSM (28) and controller dynamics (30) for system (2a)-(2b) such that the following holds: for any positive constant ε > 0 and for any e 1 (0), e 2 (0) ∈ R 3 , the Euclidean norm of the tracking errors, e 1 (t) and e 2 (t) converge to 1 (38) and 2 (39) exponentially, respectively. Furthermore, the system states x 1 (t) and x 2 (t) are bounded.
Proof: Choose the Lyapunov function candidate (31). Taking the time derivative of (31), one obtains (32). From the definition of function sat(s(t)/ε), two Cases I and II are considered in the forementioned analysis, which concludes that the system tracking errors e 1 and e 2 convergence to regions 1 (38) and 2 (39) exponentially in both the reaching and sliding phases, respectively. Furthermore, the system states x 1 (t) = e 1 (t) + x d (t) and x 2 (t) = e 2 (t) +ẋ d (t) are bounded according to the boundedness of x d (t) andẋ d (t). That completes the proof.
Remark 2: According to the convergence regions of the tracking errors e 1 and e 2 in (17), (18) , (38) Table 3 , it observes that, compared with the constant-gain LHSM based algorithm (5) , the variable-gain LHSM based algorithm (30) provides two more available degrees of freedom (a M and α) for the accuracy control design, in which a M and α impact on the convergence accuracy of system errors in the sliding phase and reaching phase, respectively. More specifically, we can calculate that, using the variable-gain LHSM based algorithm, the convergence accuracy of e 1 and e 2 are improved (a M −o)α k times and α times, respectively. Thus we can improve the control performance further by making a M and α sufficiently large.
and (39), and the relationship between constant-gain LHSM and variablegain LHSM in
Discussion 2: This section aims to solve the problem how to improve the convergence precision of the system errors under the framework of saturation control method theoretically. We solve it by changing the constant gain structure of the sliding mode to the variable gain structure, which is constructed by employing the properties of elementary functions, i.e., smooth, monotonically increasing and bounded. To do that, we propose a variable-gain LHSM in (28) by replacing the constant gain k in (3) with an state-independent variable gain k(t) in (19) (or (23) ) and multiplying an overall scaling factor α > 1. Based on the above analysis, we show that, besides decreasing the width of boundary layer ε or increasing the gains η and k, designers can also make the tracking errors sufficiently small by increasing the design parameters a M and α largely enough. Furthermore, the proposed variable-gain LHSM is continuous, which does not lead to control chattering. Therefore, it is possible for us to replace the constant-gain LHSM with variable-gain LHSM in existing sliding mode based control algorithms.
Moreover, from the mathematical property of the variable gain in variable-gain LHSM, the variable gain k(t) in (19) (or (23) ) can be used to replace the constant gain in nonsingular fast terminal sliding mode [28] as well.
Remark 3: In (19) and (23), we define t 0 as the intermediate moment of parameter adjustment. The function of t 0 is to allow the designers to estimate and decide the adjustment time. In general, designer can adjust k(t) sufficiently large according to specific control precision requirements. For example, if designer needs to improve the control accuracy within 20s from a initial moment t * , then t 0 can be chosen as t 0 = 10 + t * .
V. APPLICATION TO SPACECRAFT ATTITUDE SYNCHRONIZATION
In this section, we apply the variable-gain LHSM to the problem of spacecraft attitude synchronization in [29] . Consider a group of n ∈ N spacecraft in a formation. The subscript i, j ∈ N denote the i, jth spacecraft, respectively.
We extend the constant-gain LHSM (40) in [29] to the variable-gain LHSM (41), where b i ∈ R >0 is the control weight parameterfor attitude tracking of the ith spacecraft, J i ∈ R 3×3 denotes the nominal part of the inertia matrix of the ith spacecraft,ω i : R ≥0 → R 3 is the angular velocity tracking error, C ∈ R >0 denotes the sliding mode gain, q i : R ≥0 → R 3 denotes the vector part of error quaternion, a ij ∈ R ≥0 is the weight for inter-spacecraft attitude synchronization between the ith and jth spacecraft and k(t) is the sliding mode variable gain designed in (19) (or (23)).
By utilizing k(t) in (19) (or (23)), the structure of the control law remains the same, but the feedback term
is changed into
where ω i : R ≥0 → R 3 is the body angular velocity of the ith spacecraft with respect to an inertial frame, R(q i ) denotes the rotation matrix from the ith spacecraft's reference frame to its body-fixed frame, ω d i : R ≥0 → R 3 is the desired angular velocity of the ith spacecraft with respect to the inertial frame, q i : R ≥0 → R 3 and q i,0 ∈ R are the vector part and scalar part of the error quaternion and I ∈ R 3 denotes the 3 × 3 indentiry matrix.
In the simulation, we set n = 4 and verify the theoretical results using directed line as the underlining network topology, see Fig. 2 . In particular, since (19) and (23) are identical by selecting appropriate parameters, we only use (19) in the following simulation. For simplicity, we choose the same design parameters and initial values as [29] . The design parameters in three different cases are given in Table 4 . Furthermore, to show the results intuitively, we define two comprehensive performance indexes (CPIs) in (44)-(45) to examine the overall control effort and attitude synchronization accuracy, respectively. 
A. CASE I IN TABLE 4 Using the constant-gain LHSM (40), the response of CPI 1 and CPI 2 are shown in Fig. 3 . We observe that the control accuracy of the overall attitude synchronization error achieves 2 × 10 −4 before 100s (see Fig. 3(b) ), and the overall control effort is bounded as illustrated in Fig. 3(a) .
B. CASE II IN TABLE 4
The proposed variable-gain LHSM (28) is applied in this case. As shown in Fig. 4 , the control accuracy of CPI 2 achieves 2.88 × 10 −6 before 100s without requiring more control effort, which illustrates that, as we mentioned in Discussion 2, the proposed variable-gain LHSM provides much better control performance compared with the traditional constant-gain LHSM (see Fig. 3 ) at the same level of energy consumption. Furthermore, in this case, k(t) → 100 as t → ∞. Compared with the simulation results of using a constant gain C = 100 in Fig. 5 , the proposed approach provides stronger robustness and higher control precision with much less fuel consumption.
C. CASE III IN TABLE 4
Using the proposed variable-gain LHSM (28) with α = 3. the response of CPI 1 and CPI 2 are shown in Fig. 6 . It is clear that the control accuracy of CPI 2 achieves 1.78 × 10 −6 before 100s (see Fig. 6(b) ), which illustrates that the control precision of CPI 2 improves slightly by increasing the value of α from 1 to 3, but more control effort should be paid in the first 2.65s (see Fig. 6(a) ).
Discussion 3: From the comparison of Cases I and II in Fig. 7 , one observes that the variable-gain LHSM based algorithm improves the convergence precision of CPI 2 almost 80 times (see Fig. 7(b) ) than the constant-gain LHSM based algorithm without requiring more energy (see Fig. 7 (a) ). Moreover, from the comparison of Cases II and III in Fig. 8 , it is shown that the control accuracy of CPI 2 is improved slightly (see Fig. 8(b) ) by increasing α from 1 to 3, and more energy is needed in the first 2.65s. But after 2.65s, the level of fuel consumption in Case III reduces to less than Case II (see Fig. 8(a) ). Therefore, from Figs. 7 and 8 , we conclude that the proposed variable-gain LHSM improves the control accuracy of CPI 2 effectively, which demonstrates the statement in Discussion 2. In particular, k(t) plays a key role in the accuracy improvement.
Remark 4: In Cases II and III, we select t 0 = 20, and all the simulation results will change with different choices of t 0 . After several rounds of simulation, we obtain that the smaller t 0 is, the more control effort and worst control performance of CPI 2 we get. For example, Fig. 9 shows the simulation results in Case II by setting t 0 to 5, in which case the controller makes more control efforts, provides worse control performance of CPI 2 and causes chatting. Thus, designers should not select t 0 too small in practice.
VI. CONCLUSION
A novel variable-gain LHSM was proposed by employing an overall scaling factor and two types of variable gains, which were constructed using smooth, monotonically increasing and bounded functions. The newly designed variable-gain LHSM provided two more available degrees of freedom (a M and α) for accuracy control design compared with the constant-gain LHSM. Furthermore, we applied the variablegain LHSM to the problem of spacecraft attitude synchronization. Simulation results illustrated that, compared with the constant-gain LHSM, the proposed sliding mode ensured much higher control precision of the overall attitude synchronization error without requiring more fuel consumption. In the future, the variable-gain LHSM can be extended to solve the problem of cooperative control for high-order uncertain nonlinear systems.
