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Abstract
We investigate fractional colorings of graphs in which the amount of color given to a vertex
depends on local parameters, such as its degree or the clique number of its neighborhood; in a
fractional f -coloring, vertices are given color from the [0, 1]-interval and each vertex v receives
at least f(v) color. By Linear Programming Duality, all of the problems we study have an
equivalent formulation as a problem concerning weighted independence numbers. However,
these problems are most natural in the framework of fractional coloring, and the concept of
coloring is crucial to most of our proofs.
Our results and conjectures considerably generalize many well-known fractional coloring
results, such as the fractional relaxation of Reed’s Conjecture, Brooks’ Theorem, and Vizing’s
Theorem. Our results also imply previously unknown bounds on the independence number of
graphs. We prove that if G is a graph and f(v) ≤ 1/(d(v)+ 1/2) for each v ∈ V (G), then either
G has a fractional f -coloring or G contains a clique K such that
∑
v∈K f(v) > 1. This result
generalizes the famous Caro-Wei Theorem, and it implies that every graph G with no simplicial
vertex has an independent set of size at least
∑
v∈V (G)
1
d(v)+1/2 , which is tight for the 5-cycle.
1 Introduction
Most fractional coloring research is focused on the fractional chromatic number. There are several
standard ways to define the fractional chromatic number; perhaps the most common way is to
either use the concept of a multi-coloring (or b-fold coloring) or to express it as the solution to a
Linear Program. We prefer the following notation introduced by Dvorˇa´k, Sereni, and Volec [11, 12],
because of its similarity to coloring and its flexibility in the setting of “local demands”.
Definition 1.1 ([11, 12]). Let G be a graph.
• A fractional coloring of G is a function φ with domain V (G) such that for each v ∈ V (G),
the image φ(v) is a measurable subset of the [0, 1]-interval such that for each uv ∈ E(G), we
have φ(u) ∩ φ(v) = ∅.
• A demand function for G is a function f : V (G)→ [0, 1] ∩Q.
• If f is a demand function for a graph G, an f -coloring is a fractional coloring φ such that
for every v ∈ V (G), we have µ (φ(v)) ≥ f(v), where µ is the Lebesgue measure on the real
numbers.
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• The fractional chromatic number of G, denoted χf (G), is the infimum over all positive real
numbers k such that G admits an f -coloring when f(v) = 1/k for each v ∈ V (G).
It is fairly easy to see that if a graph G has an f -coloring, then for any weight function w :
V (G)→ R+, there is an independent set I ⊆ V (G) such that
∑
v∈I w(v) ≥
∑
v∈V (G) w(v)f(v), and
as discussed in Section 2, Dvorˇa´k, Sereni, and Volec [11] demonstrated using LP-duality that the
converse holds. Thus, our fractional coloring results imply bounds on the independence number,
almost all of which are new. In many cases, especially Theorem 1.3, the more general formulation
as a fractional coloring problem is essential to the proof, which we believe is a major reason these
bounds were not proved before.
1.1 Local Demands
In “local demands” versions of fractional coloring problems, there are many demand functions,
besides the constant ones, with respect to which it is natural to find fractional colorings. The
archetypal example comes from the famous Caro-Wei Theorem [8, 28], which states that every
graph G has an independent set of size at least
∑
v∈V (G)
1
d(v)+1 , where d(v) is the degree of v. As
we see in Section 3, there are several different ways to prove this theorem. All of these proofs are
reminiscent of proofs of the so-called “greedy bound” on the chromatic number, which states that
every graph G satisfies χ(G) ≤ ∆(G) + 1, where ∆(G) is the maximum degree of G. This is no
coincidence, as the Caro-Wei Theorem and the fractional relaxation of the greedy bound have a
common generalization in the framework of fractional coloring with local demands, as follows.
Theorem 1.2 (Local Fractional Greedy Bound). If G is a graph with demand function f such that
f(v) ≤ 1/(d(v) + 1) for each v ∈ V (G), then G has an f -coloring.
The dual formulation of Theorem 1.2 was proved in [23]. In Section 1.2 we present three different
proofs of Theorem 1.2, demonstrating how many proofs of the original Caro-Wei Theorem naturally
generalize to the setting of fractional coloring. Moreover, these proofs suggest different approaches
to some of the conjectures we pose here.
The Caro-Wei Theorem and Theorem 1.2, as well as the greedy bound on the chromatic number,
are all tight for complete graphs. It is natural to try to improve these results when excluding this
case. Brooks’ Theorem [6], one of the most classical results in graph coloring, does precisely this for
the chromatic number. It states that every graph G with ∆(G) ≥ 3 and no clique of size ∆(G) + 1
satisfies χ(G) < ∆(G) + 1.
Considering the setting of fractional coloring with local demands, one might ask whether for
some ε > 0 it is possible to prove that every graph has an f -coloring whenever f(v) ≤ 1/(d(v)+1−ε)
for each vertex v, under some assumptions about the cliques in G. There are two natural restrictions
to impose on the cliques; the first restriction is that no vertex is simplicial, that is, no clique contains
a vertex and all of its neighborhood. The second, less strict restriction, which is actually a necessary
condition, is that there is no clique K such that
∑
v∈K f(v) > 1. In either case, one could not do
better than ε = 1/2 because of the 5-cycle. Our first main result, the proof of which comprises
a majority of this paper, is an affirmative answer to this question. This result yields the “local
demands” version of Brooks’ Theorem, as follows.
Theorem 1.3 (Local Fractional Brooks’). Let ε ≤ 1/2. If G is a graph with demand function f
such that f(v) ≤ 1/(d(v)+1−ε) for each v ∈ V (G) and∑v∈K f(v) ≤ 1 for each clique K ⊆ V (G),
then G has an f -coloring.
Theorem 1.3 implies the bound on the independence number stated in the abstract, as follows.
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Corollary 1.4. If G is a graph with no simplicial vertex, then G has an independent set of size at
least
∑
v∈V (G)
1
d(v)+1/2 .
Theorem 1.3 also generalizes Theorem 1.2. The consequential bound on the independence
number from Theorem 1.3 was not previously known for any ε > 0. As we discuss in Section 4, the
proof for any ε > 0 already requires some ingenuity; however, considerably more effort is required
in our proof with ε = 1/2.
In either case, fractional coloring is crucial to the proof. We prove Theorem 1.3 by showing
that a hypothetical minimum counterexample does not contain certain unavoidable reducible con-
figurations. We show that a fractional coloring of a smaller graph obtained by removing one of
these configurations can be extended to an f -coloring of the minimum counterexample. Many of
these “reductions” only work in the setting of fractional coloring; the concept of a fractional list-
assignment, introduced in Section 2.2, is fundamental. In some cases, we color some vertices in two
phases. In Section 4.2, we assign some vertices less color than they demand in the first phase and
compensate for this in the second phase by assigning those vertices more color. In Section 4.4, we
color some vertices more than they demand and then optimally remove their excess color in order
to extend the coloring to the remaining uncolored vertices. These are new techniques that only
work in the setting of fractional coloring with local demands.
It is well-known that the fractional chromatic number of a cycle of length 2k + 1 is 2 + 1/k.
Hence, the fractional chromatic number of any graph of maximum degree at most two with no
triangle is at most 3/2. Thus, Brooks’ Theorem implies that if χf (G) > ∆(G) + 1/2, then G has a
clique of size ∆(G)+1; this result also follows easily from Theorem 1.3. Moreover, Brooks’ Theorem
implies that if χf (G) > ∆(G), then either G contains a clique of size ∆(G) + 1 or ∆(G) = 2 and
G contains an odd cycle. Thus, it is tempting to conjecture a strengthening of Theorem 1.3 by
allowing ε ∈ [0, 1] and excluding odd cycle components. However, as we explain in Section 4, we
also need to exclude blowups of odd cycles, where a blowup of a graph is obtained by replacing
some vertices with cliques and replacing edges with maximal complete bipartite graphs. It is also
necessary to exclude the wheel on six vertices. We believe these are the only obstructions to finding
such a coloring; thus, we conjecture the following.
Conjecture 1.5 (Local Fractional Brooks’ – Extended). Let ε ∈ [0, 1], and let G be a graph with
demand function f such that f(v) ≤ 1/(d(v) + ε) for each v ∈ V (G). If G has no subgraph H such
that
(i) H is a clique and
∑
v∈V (H) f(v) > 1,
(ii) for some integer k ≤ ⌊1/ε⌋, H is a blowup of a cycle C2k+1 and
∑
v∈V (H) f(v) > k, or
(iii) H is isomorphic to a wheel with six vertices and
∑
v∈V (C) f(v) > 2(1− f(u)), where C is an
induced 5-cycle in H and u is the vertex not in C,
then G has an f -coloring.
Note that Theorem 1.3 confirms Conjecture 1.5 for ε ∈ [1/2, 1]. We note that condition (iii) is
only necessary in Conjecture 1.5 when ε < (
√
89 − 9)/4 ≈ 0.1085. It would be very interesting to
confirm Conjecture 1.5 for any ε < 1/2 or for graphs of large minimum degree. In Section 4, we
present some weaker forms of Conjecture 1.5 that may be more tractable.
Reed’s Conjecture [22] states that every graph G satisfies χ(G) ≤ ⌈(∆(G)+1+ω(G))/2⌉, where
ω(G) is the size of the largest clique in G. This conjecture is currently a major open problem in
graph coloring; however, it is a well-known folklore result that its fractional relaxation holds (for
example, see [21]). In fact, the rounding is not necessary, i.e. χf (G) ≤ (∆(G) + 1 + ω(G))/2 for
every graph G. We conjecture the “local demands” version of this result, as follows.
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Conjecture 1.6 (Local Fractional Reed’s). If G is a graph with demand function f such that
f(v) ≤ 2/(d(v)+ω(v)+1) for each v ∈ V (G), where ω(v) = ω(G[N [v]]), then G has an f -coloring.
Note that Theorem 1.3 implies Conjecture 1.6 for any graph G satisfying ω(v) ≥ d(v) for each
v ∈ V (G). If true, Conjecture 1.6 can be shwon to imply Theorem 1.3. On the other hand, Reed’s
Conjecture does not imply Brooks’ Theorem, which is the case with Conjectures 1.6 and 1.5. We
think it is appropriate for the local fractional analogue of Brooks’ Theorem to follow from the local
fractional analogue of Reed’s Conjecture, because of the tendency of fractional coloring to smooth
the intricacies and complications that arise in ordinary coloring.
Conjecture 1.6 generalizes a conjecture of Brause et al. [5] on the independence number. In Sec-
tion 5, we prove that Conjecture 1.6 holds in a stronger sense for perfect graphs, which strengthens
one of the main results in [5]. In particular, we prove the following.
Theorem 1.7. If G is a perfect graph with demand function f such that f(v) ≤ 1/ω(v) for each
v ∈ V (G), then G has an f -coloring.
We actually derive Theorem 1.7 by proving a more general result about χ-bounded classes of
graphs with a linear χ-bounding function.
Line graphs also form a χ-bounded class of graphs, which leads us to Section 6, in which we prove
results about edge-coloring. In particular, we prove the “local demands” version of the generalized
Vizing’s Theorem [27], as follows.
Theorem 1.8 (Local Fractional Generalized Vizing’s). If G is a multigraph and f is a de-
mand function for L(G) such that each e ∈ V (L(G)) with e = uv ∈ E(G) satisfies f(e) ≤
1/(max{d(u), d(v)} + |uv|), where |uv| is the number of edges of G incident to both u and v,
then L(G) has an f -coloring.
All of our results were inspired by classical results in graph coloring. There are many more
interesting problems involving fractional coloring with local demands that have origins in coloring.
In Section 7, we present more conjectures related to coloring triangle-free graphs and total coloring.
1.2 Outline of the paper
This paper is organized as follows. In Section 2, we discuss some other concepts that are equivalent
to fractional coloring. We also introduce some definitions and notation and prove some technical
lemmas that will be useful later in the paper. As mentioned, in Section 3, we present three
different proofs of Theorem 1.2. In Section 4, which is the longest section, we prove Theorem 1.3. In
Section 5, we introduce the concept of local-fractional χ-boundedness and prove the aforementioned
result regarding perfect graphs. In Section 6, we prove “local demands” versions of the fractional
relaxation of Vizing’s Theorem [27] as well as its generalization to multigraphs and a classical
theorem of Shannon [24]. Finally, in Section 7, we present a few more open problems. In Appendix A
we prove some technical claims and lemmas needed in the proof of Theorem 1.3.
2 Preliminaries
2.1 Equivalent notions of fractional coloring
In this subsection we present some other concepts that are equivalent to fractional coloring. In
Section 4, we almost exclusively use Definition 1.1; however, in Sections 3, 5 and 6 it is sometimes
more convenient for us to use some of the following different definitions.
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Definition 2.1. Let G be a graph with demand function f .
• An integer N is a common denominator for f if N · f(v) is an integer for every v ∈ V (G).
• If N is a common denominator for f , an (f,N)-coloring of G is an assignment ψ of subsets
of {1, . . . , N} to the vertices of G such that for every uv ∈ E(G), ψ(u) ∩ ψ(v) = ∅ and for
every v ∈ V (G), |ψ(v)| ≥ N · f(v).
Definition 2.2. If G is a graph, the stable set polytope of G is the convex hull of the incidence
vectors of the independent sets of G in R|V (G)|.
Definition 2.3. A weight function for a graph G is a function from V (G) to R.
The following was proved by Dvorˇa´k, Sereni, and Volec [11, Theorem 2.1] in 2014.
Theorem 2.4 (Dvorˇa´k, Sereni, and Volec [11]). Let G be a graph with demand function f . The
following are equivalent.
(a) The graph G has an f -coloring.
(b) There exists a common denominator N for f such that G has an (f,N)-coloring.
(c) The vector (f(v) : v ∈ V (G)) is in the stable set polytope of G.
(d) For every nonnegative weight function w, the graph G contains an independent set I such
that
∑
v∈I w(v) ≥
∑
v∈V (G) w(v)f(v).
In Theorem 2.4, it is fairly straightforward to prove that (c) ⇒ (b) ⇒ (a) ⇒ (d). Using
LP-Duality, one can prove that (d)⇒ (c).
Remark 1. The following are some other notions that we will use in this paper that are easily
seen to be equivalent to fractional coloring. Let G be a graph with demand function f .
1. If N is a common denominator for f , then G has an (f,N)-coloring if and only if the blowup
of G obtained by replacing each vertex with a clique of size N · f(v) has chromatic number
at most N .
2. The vector (f(v) : v ∈ V (G)) is in the stable set polytope of G if and only if there exists
a probability distribution on the independent sets such that each vertex is included in an
independent set randomly selected with this distribution with probability at least f(v).
2.2 List versions
It is natural to formulate a list coloring version of fractional coloring. Using Definition 2.1, one
could formulate a definition of the fractional list chromatic number ; however, Alon, Tuza, and
Voigt [3] showed that this invariant is always equal to the fractional chromatic number. In this
subsection, we discuss analogues of list coloring in the setting of “local demands” for fractional
coloring. Some of the results in this subsection are needed in Sections 3 and 4.
Definition 2.5. Let G be a graph with demand function f .
• If L is a function with domain V (G) such that L(v) is a measurable subset of the [0, 1]-interval
for each v ∈ V (G), then L is a fractional list-assignment for G. If there exists some c such
that for each v ∈ V (G), µ(L(v)) = c, then L is c-uniform.
• A fractional coloring φ of G such that every vertex v ∈ V (G) satisfies φ(v) ⊆ L(v) is called a
fractional L-coloring.
• A fractional (f, L)-coloring of G is a fractional L-coloring of G that is also an f -coloring.
In fractional coloring, one can partition the [0, 1]-interval as finely as needed and find fractional
colorings in each part separately. The following lemma makes use of this idea.
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Lemma 2.6. Let G be a graph with demand functions f and g and fractional list-assignment L such
that for each v ∈ V (G), g(v) ≤ f(v)µ(L(v)). If for each S ⊆ V (G) such that µ (∩v∈SL(v)) > 0,
G[S] has an f -coloring, then G has a fractional (g, L)-coloring.
Proof. For each S ⊆ V (G), let
CS = (∩v∈SL(v)) \ (∪v∈V (G)\SL(v)),
and for each v ∈ S, let LS(v) = CS and fS = f(v) ·µ (CS). Note that if S 6= S′, then Cs∩CS′ = ∅.
By assumption, G[S] has an f -coloring, so G[S] has an (fS , LS)-coloring φS . For each v ∈ V (G),
let φ(v) = ∪S∋vφS(v). Now φ is a fractional (g, L)-coloring, as desired.
Lemma 2.6 implies that if a graph G has an (f/c)-coloring for some c ∈ (0, 1), then G has
an (f, L)-coloring for any c-uniform fractional list-assignment L. That is, the “worst” uniform
fractional list-assignment is the one which assigns the same list to every vertex. In Section 4.4
in the proof of Theorem 1.3, we encounter a uniform fractional list-assignment, and we go to
considerable length to ensure that vertices have different lists.
In Sections 3 and 4, we often find a fractional coloring of an induced subgraph of a graph G
and try to extend it to all of G. To that end, we introduce the following notation.
Definition 2.7. If φ is a fractional coloring of G[S], then we let Lφ be a fractional list-assignment
for G− S where for each v ∈ V (G− S),
Lφ(v) = [0, 1] \
⋃
u∈S∩N(v)
φ(u).
We consider the following proposition to be self-evident.
Proposition 2.8. Let G be a graph with demand function f . If for some S ⊆ V (G), φ is an f |S
coloring of G[S] such that G−S has a fractional (f |V (G)\S , Lφ)-coloring, then G has an f -coloring.
If φ is a fractional coloring of G[S] for some S ⊆ V (G) and u ∈ V (G), then v sees the color⋃
u∈S∩N(v) φ(u), and if µ(
⋃
u∈S∩N(v) φ(u)) ≤ α, then v sees at most α color. If φ′ is a fractional
coloring of G[S′] for some S′ ⊆ V (G) such that S ⊆ S′ and φ = φ|S , then φ′ extends φ.
We will often use the following lemma of Edwards and King [14, Lemma 3], which is proved
using Hall’s Theorem.
Lemma 2.9 (Edwards and King [14], Lemma 3). If H is a graph with demand function g and
fractional list-assignment L such that for each S ⊆ V (H),
∑
v∈S
g(v) ≤ µ
(⋃
v∈S
L(v)
)
,
then H has a (g, L)-coloring.
Using Lemma 2.9, we prove the following lemma, which may be of independent interest.
Lemma 2.10. Let H ∼= Kn −M where M is a matching, and let g be a demand function for H.
If L is a fractional list-assignment for H such that
(i) for each v ∈ V (H)\V (M), we have µ (L(v)) ≥∑u∈V (H)\V (M) g(u)+∑uw∈M max{g(u), g(w)},
(ii) for each v ∈ V (M), we have µ (L(v)) ≥ g(v) +∑uw∈M,v/∈{u,w}max{g(u), g(w)}, and
(iii) for each uv ∈M , we have µ (L(u)) + µ (L(v)) ≥∑w∈V (H) g(w),
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then H has a fractional (g, L)-coloring.
Proof. Suppose not. Choose H, g, and L such that H has no fractional (g, L)-coloring and the
number of edges uv ∈ M such that µ (L(u) ∩ L(v)) 6= ∅ is minimum, and subject to that, the
number of vertices u ∈ V (M) such that g(u) = 0 is maximum.
First, suppose µ (L(u) ∩ L(v)) = ∅ for each uv ∈ M . By Lemma 2.9, there exists S ⊆ V (H)
such that
∑
v∈S g(v) < µ (∪v∈SL(v)). By (i), if S \ V (M) 6= ∅, then there exists uw ∈ M
such that {u,w} ⊆ S, and by (ii), if S ∩ V (M) 6= ∅, then there exists uw ∈ M such that
{u,w} ⊆ S. Hence, there exists uw ∈ M such that {u,w} ⊆ S. Since µ (L(u) ∩ L(v)) = ∅,
we have µ (∪v∈SL(v)) ≥ µ (L(u)) + µ (L(w)). Therefore by (iii), µ (∪v∈SL(v)) ≥
∑
v∈V (H) g(v),
contradicting that µ (∪v∈SL(v)) <
∑
v∈S g(v).
Therefore we may assume there exists xy ∈M such that µ (L(x) ∩ L(y)) 6= ∅. We may assume
without loss of generality that g(x) ≤ g(y). Let C be a maximal subset of L(x) ∩ L(y) of measure
at most g(x). Now
• for each v ∈ {x, y}, let g′(v) = g(v)− µ (C) and L′(v) = L(v) \ C, and
• for each v ∈ V (H) \ {x, y}, let g′(v) = g(v) and L′(v) = L(v) \ C.
Note that either L′(x) ∩ L′(y) = ∅ or g′(x) = 0. Now we claim that H has a fractional (g′, L′)-
coloring. By (i), for each v ∈ V (H) \ V (M),
µ
(
L′(v)
) ≥ µ (L(v)) − µ (C) ≥ ∑
u∈V (H)\V (M)
g′(u) +
∑
uw∈M
max{g′(u), g′(w)}.
By (ii), for each v ∈ V (M),
µ
(
L′(v)
) ≥ µ (L(v)) − µ (C) ≥ g′(v) + ∑
uw∈M,v/∈{u,w}
max{g′(u), g′(w)}.
By (iii), for each uv ∈M ,
µ
(
L′(u)
)
+ µ
(
L′(v)
) ≥ µ (L(u)) + µ (L(v))− 2µ (C) ≥ ∑
w∈V (H)
g′(w).
By the choice of H, g and L, the graph H has a fractional (g′, L′)-coloring, as claimed, contradicting
that H has no fractional (g, L)-coloring.
We actually only apply Lemma 2.10 in the special case when |M | = 1, as in the following
corollary.
Corollary 2.11. Let H ∼= Kn − xy where xy ∈ E(Kn), and let g be a demand function for H. If
L is a fractional list-assignment for H such that
(i) for each v ∈ V (H) \ {x, y}, we have µ (L(v)) ≥ max{g(x) + g(y)} +∑u∈V (H)\{x,y} g(u),
(ii) µ (L(x)) ≥ g(x) and µ (L(y)) ≥ g(y), and
(iii) µ (L(x)) + µ (L(y)) ≥∑v∈V (H) g(v),
then H has a fractional (g, L)-coloring.
3 Local Fractional Greedy Coloring
In this section we present three different proofs of Theorem 1.2. The first proof uses Definition 1.1,
and it is inspired by Wei’s [28] original proof of the Caro-Wei Theorem. The proof is also suggestive
of our approach to Theorem 1.3 in Section 4.
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First Proof of Theorem 1.2. Suppose G is a minimum counterexample to Theorem 1.2. Let v ∈
V (G) have minimum degree. Since G is a minimum counterexample, G−v has an f -coloring. Note
that for each u ∈ N(v), f(u) ≤ 1d(v)+1 . Therefore v sees at most d(v)d(v)+1 color, so µ (Lφ(v)) ≥ f(v).
Thus, G is f -colorable, contradicting that G is a counterexample.
The second proof of Theorem 1.2 is due to Alon and Spencer [2].
Second Proof of Theorem 1.2. Let I be a random independent set of G selected according to the
following distribution. Choose a total ordering ≺ of V (G) uniformly at random, and let v ∈ I
if v ≺ u for all u ∈ N(v). Note that each vertex is in I with probability 1d(v)+1 . Therefore by
Theorem 2.4 and Remark 1, G has an f -coloring, as desired.
The last proof of Theorem 1.2 that we present uses the concept of a fractional list-assignment
as discussed in Section 2.2. It is inspired by a proof of the Caro-Wei Theorem due to Griggs [15].
Third Proof of Theorem 1.2. Let G be a minimum counterexample, that is a graph with the fewest
number of vertices having no f -coloring where f is a demand function satisfying f(v) ≤ 1/(d(v)+1)
for each v. Let v ∈ V (G) such that f(v) is minimum, and let φ(v) ⊆ [0, 1] have measure at least f(v).
Let f ′ be the demand function for G− v such that for each u ∈ V (G− v), f ′(u) = 1/(dG−v(u)+1).
Since G is a minimum counterexample, G− v has an f ′-coloring. Note that for each u ∈ N(v),
f ′(u)µ (Lφ(v)) =
1− f(v)
dG−v(u) + 1
≥ 1− f(u)
dG(u)
≥ 1− 1/(dG(u) + 1)
dG(u)
≥ 1
dG(u) + 1
≥ f(u).
Therefore by Lemma 2.6, G− v has an (f, Lφ)-coloring, contradicting Proposition 2.8.
It is plausible that one could prove Theorem 1.3 using the approach of either the second or
third proof of Theorem 1.2, but we were unable to do so.
4 Local Fractional Brooks’
In this section we prove Theorem 1.3. First we briefly discuss the conditions of Conjecture 1.5
and the obstacles to improving Theorem 1.3. We begin with a characterization of the fractional
colorings of blowups of odd cycles.
Proposition 4.1. If H is a graph isomorphic to a blowup of a cycle of length 2k + 1 and g is a
demand function for H, then H has a g-coloring if and only if
∑
v∈V (H) g(v) ≤ k and every clique
K ⊆ V (H) satisfies ∑v∈K g(v) ≤ 1.
We do not provide a proof of Proposition 4.1; however, it is easy to reduce Proposition 4.1 to
the case when H is an odd cycle. Since odd cycles are also line graphs of odd cycles, one could prove
Proposition 4.1 using Theorem 2.4 and Edmonds’ Matching Polytope Theorem [13] (Theorem 6.3).
It is easy to observe that
∑
v∈V (H) g(v) ≤ k is a necessary condition in order for H to have a
g-coloring, since H has independence number k.
Now we show that there are in fact cycle blowups that do not satisfy the hypotheses of Conjec-
ture 1.5.
Proposition 4.2. For every δ ∈ N, there exists ε > .25 and a 5-cycle blowup H of minimum degree
at least δ such that
∑
v∈V (H) 1/(d(v) + ε) > 2.
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Proof. Let H be obtained from the 5-cycle by blowing up two non-adjacent vertices to a clique
of size δ − 1, and choose ε to satisfy ε − .25 < .5/(δ + ε). It is straightforward to verify that∑
v∈V (H) 1/(d(v) + ε) > 2.
Proposition 4.3. For every δ ∈ N, there exists ε > 0 and a 7-cycle blowup H of minimum degree
at least δ such that
∑
v∈V (H) 1/(d(v) + ε) > 3.
Proof. Let H be obtained from the 7-cycle by blowing up three pairwise non-adjacent vertices to a
clique of size δ− 1, and choose ε to satisfy 3ε < (2+ ε)/(2δ − 2 + ε). It is straightforward to verify
that
∑
v∈V (H) 1/(d(v) + ε) > 3.
One might expect that Theorem 1.3 could be proved for ε > 1/2 for graphs of sufficiently large
minimum degree. We believe this is true, as long as ε < 3/4. More precisely, we conjecture the
following.
Conjecture 4.4. For every ε > 1/4 there exists δ ∈ N such that the following holds. If G is a
graph of minimum degree at least δ with demand function f such that f(v) ≤ 1/(d(v) + ε) for each
v ∈ V (G) and ∑v∈K f(v) ≤ 1 for each clique K ⊆ V (G), then G has an f -coloring.
Propositions 4.1 and 4.2 show that one needs to take 5-cycle blowups into account for ε ≤ 1/4,
and Proposition 4.3 show that for ε = 1, 7-cycle blowups need to be considered as well. Thus, we
conjecture the following.
Conjecture 4.5. For every ε > 0 there exists δ ∈ N such that the following holds. If G is a
graph of minimum degree at least δ with demand function f such that f(v) ≤ 1/(d(v) + ε) for each
v ∈ V (G),
(i)
∑
v∈K f(v) ≤ 1 for each clique K ⊆ V (G), and
(ii)
∑
v∈V (H) f(v) ≤ 2 for every H ⊆ G isomorphic to a blowup of a 5-cycle,
then G has an f -coloring.
Conjecture 4.6. There exists δ ∈ N such that the following holds. If G is a graph of minimum
degree at least δ with demand function f such that f(v) ≤ 1/d(v) for each v ∈ V (G),
(i)
∑
v∈K f(v) ≤ 1 for each clique K ⊆ V (G),
(ii)
∑
v∈V (H) f(v) ≤ 2 for every H ⊆ G isomorphic to a blowup of a 5-cycle, and
(iii)
∑
v∈V (H) f(v) ≤ 3 for every H ⊆ G isomorphic to a blowup of a 7-cycle,
then G has an f -coloring.
Conjecture 4.6 may be true for δ = 4, in which case it would be tight for the graph obtained
from the 9-cycle by blowing up each vertex in an independent set of size four to a clique of size
three.
Overview of the proof of Theorem 1.3
The remainder of this section is devoted to the proof of Theorem 1.3. First, we provide a brief
overview of the proof. We need the following definition.
Definition 4.7. A base clique of a graph G is a maximum cardinality set of vertices of minimum
degree that forms a clique in G.
Consider a minimum counterexample G to Theorem 1.3. The proof mainly focuses on base
cliques of G. In subsection 4.1, we prove some lemmas that will be used frequently in the proof.
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For example, we prove that neighbors of minimum degree vertices have bounded degree, and min-
imum degree vertices have many neighbors of minimum degree. In subsection 4.3, we prove some
properties of the base cliques. For example, Lemma 4.30 implies that every minimum degree vertex
of G is in a unique base clique and is not adjacent to any vertex in a different base clique. In the
proof of certain properties of the base cliques, 5-cycle blowups appear. Subsection 4.2 is devoted
to showing that G does not contain any of these blowups. In subsection 4.4, we show that the
complements of base cliques admit f -colorings with nice properties. Since G is a counterexample,
these colorings do not extend to the base clique, so we can show additional structure of the base
cliques. Finally, in subsection 4.5, we prove Theorem 1.3, by showing that no base clique can
simultaneously satisfy the properties proved in subsections 4.3 and 4.4.
4.1 Preliminaries
In this subsection we prove some properties of a hypothetical minimal counterexample to Theo-
rem 1.3. For the remainder of this section, let G be a minimum counterexample to Theorem 1.3,
that is a graph that has no f -coloring, where f is a demand function such that f(v) ≤ 1/(d(v)+1−ε)
for each v ∈ V (G), and for each clique K in G, we have ∑v∈K f(v) ≤ 1. We denote the minimum
degree of a vertex in G by δ.
Lemma 4.8. For each v ∈ V (G),
f(v) +
∑
u∈N(v)
f(u) > 1.
Proof. Suppose to the contrary that there exists v ∈ V (G) such that f(v) +∑u∈N(v) f(u) ≤ 1.
Since G is a minimum counterexample, G− v has an f -coloring φ. Since f(v) +∑u∈N(v) f(u) ≤ 1,
µ (Lφ(v)) ≥ f(v). Hence, G has an f -coloring, a contradiction.
Recall that a vertex is simplicial if ω(v) = d(v) + 1. Lemma 4.8 easily implies the following.
Lemma 4.9. There are no simplicial vertices in G.
Proof. Suppose to the contrary that v is a simplicial vertex in G. Now G[N [v]] is a clique, so
f(v) +
∑
u∈N(v) f(u) ≤ 1, contradicting Lemma 4.8.
By Lemma 4.9, δ ≥ 2.
Lemma 4.10. Suppose X ⊆ V (G) such that ∑v∈X f(v) > 1. If X ′ ⊆ X and u ∈ X \X ′ such that
• every vertex v ∈ X ′ has degree at least |X| − 1 and
• every vertex v ∈ X \X ′ has degree at least |X|,
then
d(u) <
|X| + 1− ε
1 + ε− |X ′|/(|X| − ε) + 1− ε.
Proof. Since each vertex v ∈ X ′ has degree at least |X| − 1, if v ∈ X ′, then f(v) ≤ 1/(|X| − ε).
Since each vertex v ∈ X \X ′ has degree at least |X|, if v ∈ X \X ′, then f(v) ≤ 1/(|X| + 1 − ε).
Therefore
1 <
∑
v∈X
f(v) ≤ |X
′|
|X| − ε +
|X| − |X ′| − 1
|X| + ε +
1
d(u) + 1− ε,
so
d(u) <
(
1− |X
′|
|X| − ε +
|X| − |X ′| − 1
|X|+ ε
)−1
+ 1− ε.
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Note that
1− |X
′|
|X| − ε +
|X| − |X ′| − 1
|X|+ ε =
(1 + ε)(|X| − .5)− |X ′|
(|X| − ε)(|X| + 1− ε)
Combining the previous two expressions yields the desired inequality.
We frequently apply Lemma 4.10 to the neighborhoods of vertices of minimum degree, so the
following lemma is useful.
Lemma 4.11. If d(v) ≤ d(u) for all u ∈ N(v) and X ′ = {u ∈ N [v] : d(u) = d(v)}, then for each
u ∈ N(v),
d(u) <
d(v) + 2− ε
1 + ε− |X ′|/(d(v) + 1− ε) + 1− ε.
Proof. By Lemma 4.8, if X = N [v], then
∑
v∈X f(v) > 1. The result follows by applying
Lemma 4.10 with X = N [v] and X ′.
Lemma 4.11 implies that a vertex of minimum degree does not have neighbors of very large
degree, and the bound on the degree of the neighbors is stronger when the minimum degree vertex
has fewer neighbors of minimum degree. We will often use the weakest form of this bound as in
the following lemma.
Lemma 4.12. If d(v) ≤ d(u) for all u ∈ N(v), then d(u) < d(v)1−ε + ε for all u ∈ N(v).
Proof. Let u ∈ N(v). Since f(u) ≤ 1/(d(u) + 1 − ε and f(w) ≤ 1/(d(v) + 1 − ε) for each vertex
w ∈ N(v), by Lemma 4.8,
1
d(u) + 1− ε +
d(v)
d(v) + 1− ε ≥ f(u) +
∑
w∈N [v]\{u}
f(w) > 1.
By rearranging terms in the previous inequality,
d(u) ≤ d(v)
1− ε + ε,
as desired.
The following lemma is similar to Lemma 4.10. Instead of bounding the degree of one vertex,
it bounds the number of vertices of large degree.
Lemma 4.13. Suppose X ⊆ V (G) such that ∑v∈X f(v) > 1. If d(v) ≥ |X| − 1 for every v ∈ X,
then fewer than ε(|X| + 1− ε) vertices in X have degree at least |X|.
Proof. Let X ′ ⊆ X be the vertices in X of degree |X| − 1 in G. Now
1 <
∑
v∈X
f(v) ≤ |X
′|
|X| − ε +
|X| − |X ′|
|X|+ 1− ε =
|X|(|X| − ε) + |X ′|
(|X| − ε)(|X| + 1− ε) .
Therefore
|X ′| > (1− ε)(|X| − ε),
so fewer than
|X| − (1− ε)(|X| − ε) = ε(|X| + 1− ε)
vertices have degree at least |X|, as desired.
11
We will often need to apply Lemma 4.13 to the neighborhood of a minimum degree vertex, so
the following lemma is useful.
Lemma 4.14. If d(v) ≤ d(u) for all u ∈ N(v), then fewer than ε(d(v) + 2− ε) neighbors of v have
degree greater than d(v).
Proof. Let X = N [v]. By assumption, d(w) ≥ |X| − 1 for every w ∈ X, and by Lemma 4.8,∑
v∈X f(v) > 1. The result follows by applying Lemma 4.13.
The final lemma in this subsection is the most technical. We apply it twice: once in subsec-
tion 4.2 to part of a 5-cycle blowup, and once in subsection 4.3 to a base clique.
Lemma 4.15. Suppose K is a clique of G such that for some d, every vertex v ∈ K has degree d
and for every w ∈ N(v)\K, we have d(w) ≥ d. Suppose also that u and u′ are distinct non-adjacent
vertices that are adjacent to every vertex in K. If ε ≤ 1/2 and φ is an f -coloring of G−(K∪{u, u′})
such that µ (Lφ(u)) ≥ f(u) and µ (Lφ(u′)) ≥ f(u′), then
µ
(
Lφ(u) ∩ Lφ(u′)
)
<
.5
max{d(u) + d(u′)− d− .5, δ + .5} .
Proof. Suppose to the contrary that G − (K ∪ {u, u′}) has an f -coloring such that µ (Lφ(u)) ≥
f(u), µ (Lφ(u
′)) ≥ f(u′), and µ (Lφ(u) ∩ Lφ(u′)) ≥ .5max{d(u)+d(u′)−d−.5,δ+.5} . Hence there exists an
f -coloring φ′ of G − K such that µ (φ(u) ∩ φ(u′)) ≥ .5/max{d(u) + d(u′)− d− .5, δ + .5}. Thus,
for each v ∈ K, the vertex v sees at most
d− 1− |K|
d+ 1− ε +
1
d(u) + 1− ε +
1
d(u′) + 1− ε −
.5
max{d(u) + d(u′)− d− .5, δ + .5} .
color in φ′, so, since ε ≤ 1/2,
µ
(
Lφ′(v)
) ≥ |K|+ 1.5
d+ .5
− 1
d(u) + .5
− 1
d(u′) + .5
+
.5
max{d(u) + d(u′)− d− .5, δ + .5} . (1)
We need the following claim, which we prove in Appendix A.
Claim 4.15.1. Let
qδ(d, du, du′) =
1.5
d+ .5
− 1
du + .5
− 1
du′ + .5
+ min
{
.5
du + du′ − d− .5
,
.5
δ + .5
}
.
For d ≥ δ, and du, du′ ≥ d, we have qδ(d, du, du′) ≥ 0.
Since G is a counterexample, by Proposition 2.8, G[K] has no fractional (f |K , Lφ′)-coloring.
Therefore by Lemma 2.9, there exists S ⊆ K such that µ (∪v∈SLφ′(v)) < ∑v∈S g(v). However,
since ε ≤ 1/2, we have ∑v∈S g(v) ≤ |K|/(d + .5), so by (1),
1.5
d+ .5
− 1
d(u) + .5
− 1
d(u′) + .5
+
.5
max{d(u) + d(u′)− d− .5, δ + .5} < 0.
The left side of the previous inequality is qδ(d, d(u), d(u
′)), contradicting Claim 4.15.1.
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4.2 Handling 5-cycle blowups
In this subsection we show that G does not contain certain 5-cycle blowups that appear in subsec-
tion 4.3. This subsection is not needed to prove Theorem 1.3 for ε smaller than roughly 1/3, so in
this subsection, we assume ε = 1/2. The main result of this subsection is Lemma 4.19. First, we
need the following definitions.
Definition 4.16. We say (V0, V1, V2, V3, V4) is a δ-based 5-cycle blowup if the following holds:
• for i ∈ {0, . . . , 4}, we have Vi ⊆ V (G) and these sets are pairwise disjoint,
• for i ∈ {0, . . . , 4}, the set Vi ∪ Vi+1 forms a clique in G (where addition is modulo 5),
• every v ∈ V0 ∪ V1 has degree δ,
• every v ∈ V2 ∪ V4 has degree at least δ + 1,
• |V1| = |V4| = 1, and
• |V2| ≤ |V0|.
If
∑
v∈V2∪V3∪V4
f(v) > 1, then (V0, V1, V2, V3, V4) is dangerous.
In subsection 4.3, dangerous δ-based 5-cycle blowups appear when we attempt to remove a base
clique containing V0 ∪ V1 and add edges between the vertex in V4 and the vertices in V2. Since the
blowup is dangerous, we are unable to find an f -coloring of the resulting graph. We handle this by
showing that we can remove part of the blowup, find an f -coloring, and extend it to G, unless the
blowup has some specific structure. Hence, we need the following definitions.
Definition 4.17. We say (V0, v, u, u
′,X) is an essential restriction of a δ-based 5-cycle blowup
(Vi)
4
i=0 if the following holds:
• V1 = {v}, V4 = {u},
• u′ ∈ V2 is not adjacent to u, and
• X = {w ∈ V2 ∪ V3 ∪ V4 : d(w) = |V2 ∪ V3 ∪ V4| − 1}.
Note that if (Vi)
4
i=0 is a dangerous δ-based 5-cycle blowup, then it has an essential restriction,
because otherwise V2 ∪ V3 ∪ V4 is a clique of G such that
∑
w∈V2∪V3∪V4
f(w) > 1.
Definition 4.18. Suppose δ = 2 and (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-
based 5-cycle blouwp (Vi)
4
i=0 such that |X| = 2. If d(u) = d(u′) = 4 and u and u′ both have a
neighbor of degree two not in V0 ∪ V1, then (Vi)4i=0 is a turtle. If d(u) = d(u′) = 3, then (Vi)4i=0 is
a skew-turtle.
Lemma 4.19. If (Vi)
4
i=0 is a dangerous δ-based 5-cycle blowup, then |V0| = |V2| = δ/2. Moreover,
if δ = 2, then (Vi)
4
i=0 is a turtle or a skew-turtle.
We prove Lemma 4.19 by showing that we can remove an essential restriction, find an f -coloring,
and extend it to G, unless the blowup has the structure described in the lemma. In subsection 4.3,
we show that G does not contain any turtles or skew-turtles.
In order to prove Lemma 4.2, we need the following lemmas, which rely heavily on the results
of subsection 4.1.
Lemma 4.20. If (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle blowup
(Vi)
4
i=0, then for each x ∈ (V2 ∪ V3 ∪ V4) \X,
d(x) ≤ |V2 ∪ V3 ∪ V4|+ .5
1.5− |X|/(|V2 ∪ V3 ∪ V4| − .5) − .5.
Proof. The result follows by applying Lemma 4.10 to V2 ∪ V3 ∪ V4 and X.
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Lemma 4.21. If (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle blowup
(Vi)
4
i=0, then δ + 1 ≤ |V2 ∪ V3 ∪ V4| ≤ 2δ + 1 and |X| ≥ |V2 ∪ V3 ∪ V4|/2.
Proof. Since (Vi)
4
i=0 is dangerous,
∑
w∈V2∪V3∪V4
f(w) > 1. Since f(w) ≤ 1/(δ + .5) for each w,
we have |V2 ∪ V3 ∪ V4| ≥ ⌈δ + .5⌉ = δ + 1, as desired. By Lemma 4.12, d(u′) ≤ 2δ. Therefore
|V2 ∪ V3 ∪ V4| ≤ 2δ + 1, as desired.
Since |V2| ≤ |V0|, we have d(u) ≥ |V2 ∪ V3 ∪ V4| − 1. Since each w ∈ V2 is adjacent to every
vertex in V1 ∪ V2 ∪ V3 besides itself, d(w) ≥ |V2 ∪ V3 ∪ V4| − 1. Note that also for each w ∈ V3, we
have d(w) ≥ |V2 ∪ V3 ∪ V4| − 1. Hence, by Lemma 4.13,
|X| > |V2 ∪ V3 ∪ V4| − (|V2 ∪ V3 ∪ V4|+ .5)/2 = |V2 ∪ V3 ∪ V4|/2− 1/4.
Since |X| is an integer, the previous inequality implies that |X| ≥ |V2 ∪ V3 ∪ V4|/2, as desired.
Lemma 4.22. If (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle blowup
(Vi)
4
i=0 and u ∈ X, then |V0| = |V2| and u has no neighbors in V2.
Proof. By definition, if u ∈ X, then d(u) = |V2∪V3∪V4|−1 = |V2|+|V3|. However, d(u) ≥ |V0|+|V3|.
Since |V2| ≤ |V0|, equality actually holds, and u has no neighbors in V2, as desired.
Lemma 4.23. Suppose (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle
blowup (Vi)
4
i=0. If X ∩ V3 = ∅, then |V0| = |V2| = δ/2.
Proof. Since v is a vertex of degree δ adjacent to every vertex in V0 ∪ V2, we have |V0| + |V2| ≤ δ.
Hence, since |V2| ≤ |V0|, we have |V2| ≤ δ/2.
Since every vertex of V2 ∪ V4 has degree at least δ + 1 and (V2 ∪ V4) ∩ X 6= ∅, we have
|V2 ∪ V3 ∪ V4| ≥ δ + 2. By Lemma 4.21, |X| ≥ δ/2 + 1. Since X ∩ V3 = ∅, we have |X ∩ V2| ≥ δ/2.
It follows that |V0| = |V2| = δ/2, as desired.
The next lemma shows that we can remove an essential restriction and find a particularly nice
f -coloring.
Lemma 4.24. If (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle blowup
(Vi)
4
i=0, then there exists an f -coloring φ of G− (V0 ∪X ∪ {v, u, u′}) such that
µ
(
Lφ(u) ∩ Lφ(u′)
) ≥ .5
max{d(u) + d(u′)− |V2 ∪ V3 ∪ V4|+ .5, δ + .5} .
Proof. Let G′ be the graph obtained from G − ((V0 ∪X ∪ {v}) \ {u, u′}) by identifying u and u′
into a new vertex, say z. Let f ′ be a demand function for G′ such that f ′(z) = min{.5/(dG(u) +
dG(u
′) − 2|X| + .5), .5/(δ + .5)} and for each w ∈ V (G′) \ {z}, we have f ′(w) = f(w). We claim
that G′ has an f ′-coloring. First we show that
dG′(z) ≤ max{d(u) + d(u′)− 2|X|, |V2 ∪ V3 ∪ V4| − |X|}. (2)
We may assume dG′(z) > |V2∪V3∪V4|−|X|, or else (2) holds, as claimed. Therefore {u, u′}\X 6= ∅.
Note that dG′(z) ≤ d(u)+d(u′)−|NG(u)∩ (V0∪X)|− |NG(u′)∩ (X ∪{v})|. Therefore it suffices
to show that
|NG(u) ∩ (V0 ∪X)| + |NG(u′) ∩ (X ∪ {v})| ≥ 2|X|. (3)
For x ∈ {u, u′}, since {u, u′} \ X 6= ∅, we have |NG(x) ∩ X| ≥ |X| − 1. Moreover, if u /∈ X,
then |NG(u) ∩ (V0 ∪ X)| ≥ |X| and |NG(u′) ∩ (X ∪ {v})| ≥ |X|. Similarly, if u′ /∈ X, then
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|NG(u′) ∩ (X ∪ {v})| ≥ |X| and |NG(u) ∩ (V0 ∪X)| ≥ |X|. Therefore, (3) holds, as desired. Now
(2) follows, as claimed.
We claim that for each cliqueK ′ in G′, we have
∑
w∈K ′ f
′(w) ≤ 1. Note that for each w ∈ V (G′),
we have f ′(w) ≤ 1/(dG′(w) + .5). If z /∈ K ′, then
∑
w∈K ′ f
′(w) ≤ 1, as claimed, because K ′ is
a clique in G and f ′(w) = f(w) for all w ∈ K ′. Therefore we may assume that z ∈ K ′. Since
f ′(z) ≤ .5(δ + .5), we have |K ′| ≥ δ + 2.
First suppose dG′(z) ≤ d(u) + d(u′)− 2|X|. Hence, f ′(z) ≤ .5/(dG′ (z) + .5). For each w ∈ K ′,
we have dG(w) ≥ |K ′| − 1. Therefore f ′(w) ≤ (|K ′| − .5)−1 and f ′(z) ≤ .5(|K ′| − .5)−1, so∑
w∈K ′ f
′(w) ≤ (|K ′| − 1)/(|K ′| − .5) + .5/(|K ′| − .5) ≤ 1, as claimed.
Therefore we may assume that dG′(z) > d(u)+d(u
′)−2|X|. By (2), dG′(z) ≤ |V2∪V3∪V4|−|X|.
Hence, K ′ ⊆ ((V2∪V3∪V4)\X)∪{z}. By Lemma 4.21, |K ′| ≤ (2δ+1)/2+1 < δ+2, a contradiction.
Hence, since G is a minimum counterexample, G′ has an f ′-coloring, say φ′, as claimed. Let
φ = φ|V (G)\(V0∪X∪{v,u,u′}). Since φ′(z) ⊆ Lφ(u) ∩ Lφ(u′), by Lemma 4.21, we have
µ
(
Lφ(u) ∩ Lφ(u′)
) ≥ f ′(z) ≥ .5
max{d(u) + d(u′)− |V2 ∪ V3 ∪ V4|+ .5, δ + .5} ,
as desired.
Our objective in proving Lemma 4.19 is to take an f -coloring from Lemma 4.24, show that it
can be extended to {v, u, u′}∪V0∪ (X ∩V2), and then show that it can be extended to X ∩V3 using
Lemma 4.15. However, we need to be careful about the order in which we extend this coloring.
The following lemma allows us to extend the coloring first to either u or u′.
Lemma 4.25. Suppose (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle
blowup (Vi)
4
i=0 and φ is an f -coloring of G− (V0 ∪X ∪ {v, u, u′}). If x ∈ {u, u′}, then µ (Lφ(x)) ≥
f(x).
Proof. First, suppose x ∈ X. Since δ ≥ 2, we have d(x) ≥ 3, so by Lemma 4.21, |X| ≥ 2. Now
x sees at most |V2∪V3∪V4|−|X||V2∪V3∪V4|+.5 color in φ. Hence, µ (Lφ(x)) ≥
|X|+.5
|V2∪V3∪V4|+.5
≥ |X|−.5d(x)+.5 ≥ f(x), as
desired.
Therefore we may assume x /∈ K ′. We claim that x sees at most
|V2 ∪ V3| − |X|
|V2 ∪ V3 ∪ V4|+ .5 +
d(x)− |V2 ∪ V3|
δ + .5
color. Note that x has at most |V2∪V3|− |X| neighbors in V2∪V3∪V4 \X. Note also that u has at
most d(u)−|V0∪V3| neighbors not in ∪4i=0Vi, and u′ has at most d(u′)−(|V2∪V3|−1|)−1 neighbors
not in ∪4i=0Vi. Since |V2| ≤ |V0|, x has at most d(x)− |V2 ∪ V3| neighbors not in ∪4i=0Vi. Therefore
x sees at most |V2∪V3|−|X||V2∪V3∪V4|+.5 color among vertices in V2 ∪ V3 ∪ V4 \X and at most
d(x)+|V2∪V3|
δ+.5 color
among the remaining vertices. The claim follows.
Hence, it suffices to show that
|V2 ∪ V3| − |X|
|V2 ∪ V3 ∪ V4|+ .5 +
d(x)− |V2 ∪ V3|
δ + .5
+ f(x) ≤ 1. (4)
We need the following claims, which will be proved in Appendix A.
Claim 4.25.1. Let
qδ(k, dx) = 1− dx − k
δ + .5
− 1
dx + .5
.
For kˆ ≥ δ + 1, k ∈ [kˆ/2, δ − 1] and dx ∈ [δ + 1, kˆ+.51.5−k/(kˆ−.5) − .5], we have qδ(k, dx) ≥ 0.
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Claim 4.25.2. Let
qδ(k
′, kˆ, dx) = 1− kˆ − k
′ − 1
kˆ + .5
− dx + 1− kˆ
δ + .5
− 1
dx + .5
.
If k′ ≥ δ, kˆ ≥ max{k′ + 1, δ + 2}, and dx ∈ [kˆ, 2δ], then qδ(k′, kˆ, dx) ≥ 0.
Note that |V2 ∪ V3| − |X|
|V2 ∪ V3 ∪ V4|+ .5 +
d(x) − |V2 ∪ V3|
δ + .5
≤ d(x)− |X|
δ + .5
.
Therefore (4) holds if
1− d(x)− |X|
δ + .5
− 1
d(x) + .5
≥ 0.
Now suppose |X| ≤ δ−1. The left side of the above inequality is qδ(|X|, d(x)) from Claim 4.25.1.
By Claim 4.25.1 and Lemma 4.20, (4) holds, as desired.
Therefore we may assume |X| ≥ δ. First we show that |V2 ∪ V3 ∪ V4| ≥ δ + 2. If {u, u′} ∈
V2 ∪ V3 ∪ V4 \X, then |V2 ∪ V3 ∪ V4| ≥ |X|+ 2 ≥ δ + 2, as desired. If one of u and u′ is in X, since
both have degree at least δ + 1, we have |V2 ∪ V3 ∪ V4| ≥ δ + 2, as desired. Note that (4) holds if
qδ(|X|, |V2∪V3∪V4|, d(x)) ≥ 0, where qδ is the function from Claim 4.25.2. Hence, by Claim 4.25.2,
(4) holds, as desired.
After using Lemma 4.25 to extend our coloring to one of u and u′, it is fairly easy to show that
it can be extended to V0 ∪ V1. Our next objective is to show that this coloring can be extended
to whichever of u and u′ remains uncolored. The following lemma says that we can do this in the
case when neither of u and u′ are in X, under certain assumptions.
Lemma 4.26. Suppose (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle
blowup (Vi)
4
i=0 such that u, u
′ /∈ X. Suppose also that {x, x′} = {u, u′} where d(x) ≤ d(x′), and if
d(x) = d(x′), then d(x) has at most as many neighbors of degree δ as x does. If (Vi)
4
i=0 is not a
turtle and φ is an f -coloring of G− ({x} ∪X), then µ (Lφ(x)) ≥ f(x).
Proof. Since u, u′ /∈ X ′, x has at most |V2 ∪ V3| − 1− |X| neighbors in (V2 ∪ V3 ∪ V4) \X. Also, x
has at most d(x) + 1− |V2 ∪ V3| neighbors not in V2 ∪ V3 ∪ V4. Therefore x sees at most
|V2 ∪ V3 ∪ V4| − |X| − 2
|V2 ∪ V3 ∪ V4|+ .5 +
d(x) + 2− |V2 ∪ V3 ∪ V4|
δ + .5
color. Therefore it suffices to show that
|V2 ∪ V3 ∪ V4| − |X| − 2
|V2 ∪ V3 ∪ V4|+ .5 +
d(x) + 2− |V2 ∪ V3 ∪ V4|
δ + .5
+
1
d(x) + .5
≤ 1. (5)
Suppose |X| ≤ δ − 1. Note that
|V2 ∪ V3 ∪ V4| − |X| − 2
|V2 ∪ V3 ∪ V4|+ .5 +
d(x) + 2− |V2 ∪ V3 ∪ V4|
δ + .5
≤ d(x)− |X|
δ + .5
.
Therefore (5) holds if
1− d(x)− |X|
δ + .5
− 1
d(x) + .5
≥ 0.
The left side of the above inequality is qδ(|X|, d(x)) from Claim 4.25.1. By Claim 4.25.1 and
Lemma 4.20, (5) holds, as desired.
Therefore we may assume |X| ≥ δ. We need the following claims, which will be proved in
Appendix A.
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Claim 4.26.1. Let
qδ(k
′, kˆ, du′) = 1− kˆ − k
′ − 2
kˆ + .5
− du′ + 2− kˆ
δ + .5
− 1
du′ + .5
.
If k′ ≥ δ, kˆ ≥ max{k′ + 2, δ + 3}, and du′ ∈ [kˆ, 2δ], then qδ(k′, kˆ, du′) ≥ 0.
Claim 4.26.2. Let
qδ(k
′, kˆ, du′) = 1− kˆ − k
′ − 2
kˆ + .5
− du′ + 2− kˆ
δ + .5
− 1
du′ + .5
.
If k′ ≥ δ, kˆ ≥ k′ + 2, and du′ ∈ [kˆ, 2δ − 1], then qδ(k′, kˆ, du′) ≥ 0.
By Claim 4.26.1, (5) holds if |V2 ∪ V3 ∪ V4| ≥ δ+3. By Claim 4.26.2, (5) holds if d(x) ≤ 2δ− 1.
Therefore we may assume that |V2 ∪ V3 ∪ V4| = δ + 2 and d(x) = 2δ.
By assumption, d(x) ≤ d(x′), so d(x′) = 2δ. Since (Vi)4i=0 is dangerous,
1 <
∑
w∈V2∪V3∪V4
f(w) ≤ 2
2δ + .5
+
|V2 ∪ V3 − 1|
|V2 ∪ V3 ∪ V4| − .5 =
2
2δ + .5
+
δ
δ + 1.5
=
δ − 2.25
(δ + .25)(δ + 1.5)
= 1− .5(δ − 2.25)
(δ + .25)(δ + 1.5)
,
so δ = 2. By Lemma 4.21, |X| = 2. Since (Vi)4i=0 is not a turtle, by the choice of x and x′, the
vertex x has only one neighbor of degree δ, and it is in V0∪V1. Hence, x sees at most 1/2.5+1/3.5
color, so
µ (Lφ(x))− f(x) ≥ 1− 1
2.5
− 1
3.5
− 1
4.5
=
29
315
> 0,
as desired.
In the case when u ∈ X and u′ /∈ X, we color u′ first. The following lemma will allow us to
extend our coloring to u in this case.
Lemma 4.27. Suppose (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle
blowup (Vi)
4
i=0 such that u
′ /∈ X and u ∈ X. If φ is an f -coloring of G − ({u} ∪ X), then
µ (Lφ(u)) ≥ f(u).
Proof. Note that u sees at most |V2∪V3∪V4|−1−|X||V2∪V3∪V4|+.5 +
|V0|
δ+.5 color in φ. By Lemma 4.21, |V2 ∪ V3 ∪
V4| − 1 − |X| ≥ (d(u) − 1)/2, and by Lemma 4.22, |V0| = |V2| ≤ δ/2. Therefore u sees at most
.5(d(u)−1)
d(u)+1.5 +
.5δ
δ+.5 color in φ. Now we need the following claim, which will be proved in Appendix A.
Claim 4.27.1. Let
qδ(d) = 1− .5(d − 1)
d+ 1.5
− .5δ
δ + .5
− 1
d+ .5
.
If d ∈ [δ, 2δ], then qδ(d) ≥ 0.
By Claim 4.27.1, since µ (Lφ(u)) − f(u) ≥ qδ(d(u)), we have µ (Lφ(u)) ≥ f(u), as desired.
In the case when u /∈ X and u′ ∈ X, we color u first. The following two lemmas will allow us
to extend our coloring to u′ in this case. It will also allow us to extend it to X ∩V2, even if u′ /∈ X.
The first of these two lemmas considers the special case when |X ∩ V3| = 1 separately.
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Lemma 4.28. Suppose (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle
blowup (Vi)
4
i=0 such that |X ∩ V3| = 1 and u /∈ X. If x ∈ V2 ∩ X, and φ is an f -coloring of
G− ({x} ∪ (X ∩ V3)), then µ (Lφ(x)) ≥ f(x).
Proof. First we claim that |V2∪V3∪V4| ≤ δ+2. Suppose not. By Lemma 4.21, |X| ≥ (δ+3)/2. Since
u ∈ X and |X∩V3| = 1, we know |V2∩X| ≥ (δ+1)/2, a contradiction. Hence, |V2∪V3∪V4| ≤ δ+2,
as claimed.
The vertex x sees at most
|V2 ∪ V3 ∪ V4| − |X| − 1
|V2 ∪ V3 ∪ V4|+ .5 +
|X| − 2
|V2 ∪ V3 ∪ V4| − .5 +
1
δ + .5
color in φ. Therefore
µ (Lφ(x))− f(x) ≥ 1− |V2 ∪ V3 ∪ V4| − |X| − 1|V2 ∪ V3 ∪ V4|+ .5 −
|X| − 1
|V2 ∪ V3 ∪ V4| − .5 −
1
δ + .5
. (6)
Since |X|−1|V2∪V3∪V4|−.5 ≤
|X|
|V2∪V3∪V4|+.5
, we have
µ (Lφ(x))− f(x) ≥ 1− |V2 ∪ V3 ∪ V4| − 1|V2 ∪ V3 ∪ V4|+ .5 −
1
δ + .5
.
If |V2 ∪ V3 ∪ V4| = δ + 1, then
µ (Lφ(x)) − f(x) ≥ 1− δ
δ + 1.5
− 1
δ + .5
=
.5(δ − 1.5)
(δ + 0.5)(δ + 1.5)
> 0,
as desired. Therefore we may assume |V2 ∪ V3 ∪ V4| = δ + 2. Hence,
µ (Lφ(x))− f(x) ≥ 1− δ + 1
δ + 2.5
− 1
δ + .5
=
.5(δ − 3.5)
(δ + .5)(δ + 2.5)
.
If δ ≥ 4, then the previous expression is positive, as desired. Therefore we may assume δ ≤ 3.
Hence, |V0|+ |V2| ≤ 3 and |V2| ≤ |V0|, so |V2| = 1. Since u /∈ X and |X ∩ V3| = 1, we have |X| = 2.
By Lemma 4.21, |V2 ∪ V3 ∪ V4| ≤ 4. Since x ∈ X, we have d(x) = 3, so δ = 2. Now the right side
of (6) is 1− 1/4.5 − 1/3.5 − 1/2.5 = 29/315 > 0, as desired.
Lemma 4.29. Suppose (V0, v, u, u
′,X) is an essential restriction of a dangerous δ-based 5-cycle
blowup (Vi)
4
i=0 such that |X ∩V3| ≥ 2. If x ∈ V2∩X and φ is an f -coloring of G− ({x}∪ (X ∩V3)),
then µ (Lφ(x)) ≥ f(x)
Proof. Since x ∈ X, we know x sees at most
|V2 ∪ V3 ∪ V4| − |X| − 1
|V2 ∪ V3 ∪ V4|+ .5 +
|X| − 3
|V2 ∪ V3 ∪ V4| − .5 +
1
δ + .5
color in φ. Since f(x) ≤ 1/(|V2 ∪ V3 ∪ V4| − .5),
µ (Lφ(x))− f(x) ≥ 1− |V2 ∪ V3 ∪ V4| − |X| − 1|V2 ∪ V3 ∪ V4|+ .5 −
|X| − 2
|V2 ∪ V3 ∪ V4| − .5 −
1
δ + .5
.
Since |X|−2|V2∪V3∪V4|−.5 ≤
|X|−1
|V2∪V3∪V4|+.5
, we have
µ (Lφ(x))− f(x) ≥ 1− |V2 ∪ V3 ∪ V4| − 2|V2 ∪ V3 ∪ V4|+ .5 −
1
δ + .5
.
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Since |V2∪V3∪V4|−2|V2∪V3∪V4|+.5 ≤ 2δ−12δ+1.5 , we have
µ (Lφ(x))− f(x) ≥ 1− 2δ − 1
2δ + 1.5
− 1
δ + .5
=
2.5
2δ + 1.5
− 1
δ + .5
≥ 0,
as desired.
Now we can finally prove Lemma 4.19.
Proof of Lemma 4.19. Suppose (Vi)
4
i=0 is a dangerous δ-based 5-cycle blowup, and let (V0, v, u, u
′,X)
be an essential restrction of (Vi)
4
i=0. If δ = 2, assume (Vi)
4
i=0 is not a turtle or a skew-turtle.
First, suppose |X ∩ V3| = 0. By Lemma 4.23, we may assume δ = 2, since |V0| = |V2| = δ/2, as
required. Since δ = 2, we have |V2| = 1, and since |X ∩ V3| = 0, we have X = V1 ∪ V2. Therefore
d(u) = d(u′) = 3, so (Vi)
4
i=0 is a skew-turtle, a contradiction. Thus, we may assume |X ∩ V3| ≥ 1.
By Lemma 4.24, there is an f -coloring φ0 of G− (V0 ∪X ∪ {v, u, u′}) and C ⊆ Lφ0(u)∩Lφ0(u′)
such that
µ (C) =
.5
max{d(u) + d(u′)− |V2 ∪ V3 ∪ V4|+ .5, δ + .5} . (7)
Choose u1 and u2 such that {u1, u2} = {u, u′} as follows. If u′ ∈ X, let u2 = u′ and u1 = u. If
{u, u′}∩X = ∅ and d(u′) < d(u), then let u2 = u′ and u1 = u. If {u, u′}∩X = ∅ and d(u′) = d(u)
such that u′ has at most as many neighbors of degree δ as u does, then let u2 = u
′ and u1 = u.
Otherwise let u2 = u and u1 = u
′. By Lemma 4.25, µ (Lφ0(u1)) ≥ f(u1). Therefore, we can extend
φ0 to an f -coloring φ1 of G− ((V0 ∪ {v, u2} ∪X) \ {u1}) such that C ⊆ φ1(u1).
We show that φ1 can be extended to V0 ∪ V1 without using color from C. Let v′ ∈ V0 ∪ V1 be a
neighbor of u2. Let w ∈ (V0 ∪V1) \ {v′}. Note that w sees at most (δ− |V0|)/(δ+ .5) color in φ1, so
µ (Lφ1(w) \ C) ≥ 1−
δ − |V0|
δ + .5
− .5
δ + .5
=
|V0|
δ + .5
.
Note also that v′ sees at most (δ − 1− |V0|)/(δ + .5) color in φ1, so
µ
(
Lφ1(v
′) \ C) ≥ 1− δ − 1− |V0|
δ + .5
− .5
δ + .5
=
|V0|+ 1
δ + .5
.
By Lemma 2.9 and the previous two inequalities, there exists an f -coloring φ2 of G−({u2}∪X\{u1})
such that C ⊆ φ2(u1) ∩ Lφ2(u2).
We claim that µ (Lφ2(u2)) ≥ f(u2). First, suppose u2 = u. If u /∈ X, then by the choice of u1
and u2, we have d(u) < d(u
′). Hence, by Lemma 4.26, µ (Lφ2(u2)) ≥ f(u2), as required. If u ∈ X,
then by the choice of u1 and u2, we have u
′ /∈ X. Hence, by Lemma 4.27, µ (Lφ2(u2)) ≥ f(u2), as
required. Now suppose u2 = u
′. If u′ ∈ X, then by Lemmas 4.28 and 4.29, µ (Lφ2(u2)) ≥ f(u2), as
required. If u /∈ X, then by the choice of u1 and u2, we have d(u) ≤ d(u′). Hence, since (Vi)4i=0 is
not a turtle, by Lemma 4.26, µ (Lφ2(u2)) ≥ f(u2), as required. Therefore, µ (Lφ2(u2)) ≥ f(u2), as
claimed, and we can extend φ2 to an f -coloring φ3 of G−(X \{u, u′}) such that C ⊆ φ2(u)∩φ2(u′).
By Lemmas 4.28, 4.29, and 2.9, φ2 can be extended to an f -coloring φ3 of G − (X ∩ V3). Let
φ4 = φ3|V (G)\((X∩V3)∪{u,u′}). By applying Lemma 4.15 with K beingX∩V3, d = |V2∪V3∪V4|−1, u,
u′, and φ = φ4, we conclude that µ (Lφ4(u) ∩ Lφ4(u′)) < .5/max{d(u)+d(u′)−|V2∪V3∪V4|.5, δ+.5}.
However, C ⊆ Lφ4(u) ∩ Lφ4(u′), contradicting (7).
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4.3 Structure around base cliques
We continue proving properties of a minimum counterexample to Theorem 1.3 in this subsection.
In particular, we prove that the base cliques have a certain structure.
Lemma 4.30. If ε ≤ 1/2, then no two non-adjacent vertices of minimum degree share a common
neighbor of minimum degree.
Proof. Suppose to the contrary that u and w are non-adjacent vertices of minimum degree with
a common neighbor v of minimum degree. By the minimality of G, the graph G − {u, v, w} has
an f -coloring φ. Note that u and w see at most δ−1δ+1−ε color and v sees at most
δ−2
δ+1−ε . Therefore
µ (Lφ(u)) , µ (Lφ(w)) ≥ 2−εδ+1−ε and µ (Lφ(v)) ≥ 3−εδ+1−ε . Since ε ≤ 1/2,
µ (Lφ(u)) + µ (Lφ(w)) ≥ 4− 2ε
δ + 1− ε ≥ f(v) + f(u) + f(w).
Hence by Lemma 2.11, G[{u, v, w}] has an (f, Lφ)-coloring. By Proposition 2.8, G has an f -coloring,
a contradiction.
Lemma 4.30 implies that every vertex of minimum degree is contained in a unique base clique.
Moreover, vertices in different base cliques are not adjacent.
Lemma 4.31. If ε ≤ 1/2 and K is a base clique, then
|K| > (1− ε)(δ + 1− ε).
Moreover, |K| ≥ (δ + 1)/2.
Proof. By Lemmas 4.14 and 4.30,
|K| > δ + 1− ε(δ + 2− ε) = (1− ε)(δ + 1− ε),
as desired. Moreover, since ε ≤ 1/2 and |K| is an integer, we have |K| ≥ ⌈(δ + .5)/2⌉ ≥ (δ + 1)/2,
as desired.
In order to describe the other properties of base cliques that we will prove in this subsection we
need the following definition.
Definition 4.32. Let K be a base clique of G. If u is a vertex adjacent to every vertex of K, then
u apexes K. Now,
• let AK be the set of vertices not in K that apex K,
• let UK be the subset of vertices in V (G) \ (AK ∪K) with a neighbor in K,
• let ℓK denote the number of neighbors each vertex in K has in UK , and
• let DK = max{|K ∩N(u)| : u ∈ UK}.
Lemma 4.33. If K is a base clique and ε ≤ 1/2, then ℓK > 0.
Proof. For convenience, let A = AK and ℓ = ℓK . Suppose to the contrary that ℓ = 0. Now
|K ∪ A| = δ + 1. By Lemma 4.9, A is not a clique, so there exists a pair of non-adjacent vertices
u,w ∈ A.
Let G′ be the graph obtained from G−K by identifying u and w into a new vertex, say z. Define
a new demand function f ′ for G′ in the following way. For each v ∈ V (G′) \ {z}, let f ′(v) = f(v),
and let f ′(z) = .5/(dG(u) + dG(w) − 2|K|+ .5).
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Note that for each v ∈ V (G′), we have f ′(v) ≤ 1/(dG′(v) + .5), and moreover, f ′(z) ≤
.5/(dG′(z) + .5). We claim that for each clique K
′ in G′, we have
∑
v∈K ′ f
′(v) ≤ 1. If z /∈ K ′,
this holds because K ′ is a clique in G and f ′(v) = f(v) for all v ∈ K ′. If z ∈ K ′, then for each
v ∈ K ′, we have dG(v) ≥ |K ′| − 1. Therefore f ′(v) ≤ (|K ′| − .5)−1 and f ′(z) ≤ .5(|K ′| − .5)−1,
so
∑
v∈K ′ f
′(v) ≤ (|K ′| − 1)/(|K ′| − .5) + (1 − .5)/(|K ′| − .5) ≤ 1, as claimed. Hence, since G
is a minimum counterexample, G′ has an f ′-coloring φ′. Let φ = φ|G−(K∪{u,w}). We will apply
Lemma 4.15.
We claim that for x ∈ {u,w}, we have µ (Lφ(x)) ≥ f(x). Since x sees at most d(x)−|K|δ+.5 color,
µ (Lφ(x)) ≥ δ + .5 + |K| − d(x)
δ + .5
. (8)
By applying Lemma 4.11 to any vertex in K,
d(x) ≤ δ + 1.5
1.5 − |K|/(δ + .5) + .5. (9)
By (8), we have µ (Lφ(x)) − f(x) ≥ qδ(|K ′|, d(x)) from Claim 4.25.1. Therefore (9) and
Claim 4.25.1 with kˆ = δ + 1 imply that µ (Lφ(x)) ≥ f(x), as claimed.
Therefore by Lemma 4.15 applied to K,
µ (Lφ(u) ∩ Lφ(w)) < .5
d(u) + d(w) − 2|K|+ .5 = f
′(z),
a contradiction.
The remainder of this subsection is needed to prove Theorem 1.3 for ε = 1/2. The following
lemma describes how dangerous δ-based 5-cycle blowups appear.
Lemma 4.34. Let K be a base clique. If u ∈ UK and v ∈ K \N(u) such that |N(u) ∩K| ≥ ℓK ,
then for some V3 ⊆ V (G), we have (N(u) ∩ K, {v}, N(v) ∩ UK , V3, {u}) is a dangerous δ-based
5-cycle blowup.
Proof. For convenience, let U = UK and ℓ = ℓK . Let X = {v}∪ (N(u)∩K), and let v′ ∈ N(u)∩K.
First we claim that for every f -coloring φ of G−X, we have
µ
(∪w∈U∩N(v)φ(w) ∩ ∪w∈U∩N(v′)φ(w)) > (ℓ− ε)f(v). (10)
To that end, suppose φ is an f -coloring of G − X, and let C = ∪w∈U∩N(v)φ(w) and C ′ =
∪w∈U∩N(v′)φ(w). By Proposition 2.8, G[X] does not have an (f, Lφ)-coloring. By Lemma 2.9,
there exists S ⊆ X such that∑x∈S f(x) > µ (∪x∈SL(x)). Each vertex x ∈ X sees at most δ+1−|X|δ+1−ε
color. Hence, for each x ∈ X, we have µ (Lφ(x)) ≥ (|X| − ε)f(x), so S = X. Furthermore,
Lφ(v) ∪ Lφ(v′) = [0, 1] \ (∪w∈(A∪K)\Xφ(w)
⋃
(C ∩ C ′)).
Hence,
µ
(
Lφ(v) ∪ Lφ(v′)
) ≥ 1− (δ + 1− ℓ− |X|)f(v)− µ (C ∩C ′) = (ℓ+ |X| − ε)f(v) − µ (C ∩ C ′) .
Since µ (Lφ(v) ∪ Lφ(v′)) < |X|f(v), we have
µ
(
C ∩C ′) > (ℓ− ε)f(v),
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as claimed.
Let G′ be the graph obtained from G−X by adding an edge between u and each vertex w ∈ U∩
N(v′) if one was not already present. Now ifG′ has an f -coloring φ, then φ(u)∩∪w∈N(v)∩Uφ(w) = ∅.
Therefore µ
(∪w∈U∩N(v)φ(w) ∩ ∪w∈U∩N(v′)φ(w)) ≤ (ℓ−1)f(v), a contradiction. Since |N(u)∩K| ≥
ℓ, for each w ∈ V (G′), we have dG′(w) ≤ dG(w). Therefore there exists a clique K ′ in G′ such that∑
w∈K ′ f(w) > 1. Let V3 = K
′ \ ({u} ∪ (N(v) ∩U)). Now (N(u) ∩K, {v}, N(v) ∩U, V3, {u}) is the
desired dangerous δ-based 5-cycle blowup.
We will use Lemma 4.34 to show that δ ≥ 3. First, we need to handle skew-turtles and turtles.
Lemma 4.35. If v is a vertex of degree two, then there is a turtle (Vi)
4
i=0 such that v ∈ V0 ∪ V1.
Proof. Since v has degree two, δ = 2 and v is contained in a base clique K. By Lemma 4.31,
|K| = 2, and by Lemma 4.33, ℓK = 1. Let u ∈ UK be adjacent to v′ ∈ K, let v ∈ K be the
vertex in K not adjacent to u, and let u′ be the neighbor of v in UK . By Lemma 4.34, for some
V3 ⊆ V (G), we have (V0 = {v′}, V1 = {v}, V2 = {u′}, V3, V4 = {u}) is a dangerous δ-based 5-cycle
blowup. By Lemma 4.19, it is a turtle or a skew-turtle.
It suffices to show that (Vi)
4
i=0 is not a skew-turtle. Suppose not. By the definition of a skew-
turtle, |V3| = 2 and each vertex in V3 has degree at least four. Let {u1, u2} = V3, and note that u1
and u2 have neighbors not in ∪4i=0Vi, whereas every other vertex in ∪4i=0Vi has no neighbors not in
∪4i=0. Since G is a minimum counterexample, by Theorem 2.4, for some common denominator N
for f , the graphs G[∪4i=0Vi] and G− (V0∪V1∪V2∪V4) have (f,N)-colorings ψ1 and ψ2 respectively.
Since u1 and u2 are not adjacent, for i ∈ {1, 2}, we have ψi(u1)∩ψi(u2) = ∅. By permuting colors,
we may assume without loss of generality that ψ1(ui) = ψ2(ui) for i ∈ {1, 2}. By combining ψ1 and
ψ2, we obtain an (f,N)-coloring of G, and by Theorem 2.4, G has an f -coloring, a contradiction.
Lemma 4.36. If ε ≤ 1/2, then δ ≥ 3.
Proof. Suppose to the contrary that δ = 2. By Lemma 4.35, there exists an essential restriction
({v′}, v, u, u′,X) of a turtle (Vi)4i=0. By the definition of a turtle, u and u′ have neighbors of degree
two, say v1 and v2, respectively, not in V0 ∪ V1. Morover, v1, v2 /∈ X. By Lemma 4.31, v1 and v2
are distinct and both have neighbors of degree two. By Lemma 4.35, there is a turtle (V ′i )
4
i=0 such
that v1 ∈ V ′0 ∪ V ′1 . We may assume without loss of generality that v1 ∈ V ′0 , by the symmetry of
the turtle. Now V ′4 = V4, so V
′
3 = V3 and V
′
2 = V2. Hence, V
′
1 = {v2}, and G is a graph on eight
vertices. Since G is a minimum counterexample, G− {v1, v2} has an f -coloring φ. However, φ can
be extended to an f -coloring of G by coloring v1 with φ(v
′) and v2 with φ(v), contradicting that
G is a counterexample.
The following lemma is the last result of this subsection.
Lemma 4.37. If K is a base clique and ε ≤ 1/2, then Dk ≤ ℓK . Moreover, ℓK ≥ 2.
Proof. For convenience, let ℓ = ℓK , U = UK , and D = DK . Suppose that ℓ ≤ D. By Lemma 4.33,
ℓ ≥ 1, so U 6= ∅. Let u ∈ U have D neighbors in K, and let v ∈ K \N(u). Now, by Lemma 4.34, for
some V3 ⊆ V (G), we have (N(u)∩K, {v}, N(v)∩U, V3, {u}) is a dangerous δ-based 5-cycle blowup.
By Lemma 4.19, D = |N(u)∩K| = |N(v)∩U | = ℓ = δ/2. Therefore, D ≤ ℓ, as desired. Moreover,
if ℓ = 1, then ℓ ≤ D, and the previous argument implies that δ = 2, contradicting Lemma 4.36.
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4.4 Overcoloring the complements of base cliques
The most important result of this subsection is Lemma 4.44. In order to prove it, we need to find
particularly nice colorings of the complements of base cliques, as in the following definition.
Definition 4.38. Let K be a base clique of G, and let fK be the demand function for G − K
defined by
fK(u) = 1/max{ωG−K(u), dG−K(u) + 1− ε}
for each u ∈ V (G−K). If ψ is an fK-coloring of G−K, then ψ is an overcoloring with respect to
K. An f -coloring φ of G−K is an optimized reduction of ψ if for each u ∈ V (G−K),
1. φ(u) ⊆ ψ(u) and subject to that,
2. µ (∪u∈KLφ(u)) is maximum, and subject to that,
3.
∑
u∈K µ (Lφ(u)) is maximum.
Since G is a minimum counterexample, for any base clique K, there is an overcoloring with
respect to K. By Lemma 4.9, if u ∈ V (G) \ (K ∪UK ∪AK), then fK(u) = 1/(d(u) + 1− ε) ≥ f(u).
If u ∈ V (G) ∩ (UK ∪ AK), then ωG−K(u) ≤ dG(u), and thus fK(u) ≥ f(u). Hence, for every
overcoloring ψ, there is an optimized reduction of ψ.
For convenience, if L is a fractional list-assignment for a base clique K, then for any S ⊆ K,
we let L(S) =
⋃
v∈S L(v).
Lemma 4.39. If K is a base clique of G and φ is an f -coloring of G−K, then for each v ∈ K,
µ (Lφ(v)) ≥ |K|+ 1− ε
δ + 2− ε ≥ (|K| − ε)f(v).
Moreover,
µ (Lφ(K)) <
|K|
δ + 1− ε. (11)
Proof. Each v ∈ K sees at most δ+1−|K|δ+2−ε color used by φ, and the first inequality follows. Since
G is a counterexample, using Proposition 2.8, we may assume G[K] has no (f, L)-coloring. By
Lemma 2.9 and the first inequality, (11) follows.
Lemma 4.39 shows that for any f -coloring of the complement of a base clique, the vertices in
the base clique see roughly the same color. An optimized reduction of an overcoloring is designed
so that the vertices in the base clique see color that is as different as possible. The following makes
this more precise.
Definition 4.40. Let ψ be an overcoloring with respect to a base clique K, and let φ be an
optimized reduction of ψ. Let u ∈ V (G−K) be a vertex with a neighbor v in K.
• We say ψ(u) \ φ(u) is the lost color of u, and we say Lφ(K ∩ N(u)) \ Lφ(K \ N(u)) is the
special color of u.
• We say
φ(u) ∩

 ⋃
u′∈N(v)\(K∪{u})
φ(u′)


is the repeated color of u for v.
• The switchable color of u for v is the subset of φ(u) obtained by removing Lφ(K) and the
repeated color of v at u.
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Lemma 4.41. Let ψ be an overcoloring with respect to a base clique K, and let φ be an optimized
reduction of ψ. If ε ≤ 1/2, then for each u with a neighbor v ∈ K, the switchable color of u for v
has non-zero measure.
Proof. Let C denote the switchable color of u for v, and let α denote the measure of the repeated
color of u for v. Note that
µ (Lφ(K)) ≥ µ (Lφ(v)) + α+ µ (Lφ(K \N(u))) .
By Lemma 4.39, α+ µ (Lφ(K \N(u))) < εf(v). Therefore µ (C) ≥ f(u)− εf(v). By Lemma 4.12,
f(u) > 1−εδ+ε(1−ε) > (1− ε)f(v). Therefore µ (C) > (1− 2ε)f(v) ≥ 0, as desired.
Lemma 4.42. Let ψ be an overcoloring with respect to a base clique K, and let φ be an optimized
reduction of ψ. For each u with a neighbor in K, all but possibly a measure zero subset of the lost
color of u is contained in the special color of u.
Proof. Suppose C is a subset of the lost color of u that is disjoint from the special color of u. We
show that µ (C) = 0, which proves the Lemma. Let v ∈ N(u) ∩K. By Lemma 4.41, there exists
a non-zero measure subset C ′ of switchable color of u for v. By possibly choosing subsets of C or
C ′, we may assume without loss of generality that µ (C) = µ (C ′). Let φ′ be the fractional coloring
such that φ′(u) = φ(u)∪C ′\C and for each u′ 6= u, φ′(u′) = φ′(u). Note that since C ′∩Lφ(K) = ∅,
µ
( ⋃
w∈K
Lφ(w)
)
≥ µ ((Lφ(K ∩N(u)) \ C) ∪ Lφ(K \N(u))) + µ
(
C ′
)
.
Since C is disjoint from the special color of U ,
µ ((Lφ(K ∩N(u)) \ C) ∪ Lφ(K \N(u))) = µ (Lφ(K)) .
Therefore by the choice of φ, we have µ (C ′) = 0, so µ (C) = 0, as claimed.
Lemma 4.43. Let ψ be an overcoloring with respect to a base clique K, and let φ be an optimized
reduction of ψ. If u and u′ are distinct vertices with neighbors in K, then the lost color of u and
u′ has a measure-zero intersection.
Proof. Suppose to the contrary that C is a non-zero measure subset of the lost color of u and u′. By
Lemma 4.42, u and u′ have a common neighbor in K, say v, and by possibly choosing a non-zero
measure subset of C, we may assume without loss of generality that C ⊆ Lφ(v). By Lemma 4.41,
there exists non-zero measure subsets C1 and C2 of switchable color of u and u
′ for v. By definition,
C1 and C2 are disjoint. By possibly choosing subsets, we may assume without loss of generality
that µ (C1) = µ (C2) = µ (C). Let φ
′ be the fractional coloring such that φ′(u) = φ(u) ∪ C \ C1,
φ′(u′) = φ(u′) ∪ C \ C2, and for each vertex w /∈ {u, u′}, we have φ′(w) = φ(w). Note that
µ
( ⋃
w∈K
Lφ′(w)
)
≥ µ (Lφ(K) \ C) + µ (C1) + µ (C2) > µ (Lφ(K)) ,
contradicting the choice of φ.
As mentioned, the following is the main result of this subsection.
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Lemma 4.44. If K is a base clique of G and ε ≤ 1/2, then
ℓK + 1− ε− |K|
δ + 1− ε <
∑
u∈UK
|K ∩N(u)|(δ + 2− ε− |K|) + ε|K|
|K|(δ + 2− |K ∩N(u)|) ,
Proof. Let ψ be an overcoloring with respect to K, and let φ be an optimized reduction of ψ. For
convenience, let ℓ = ℓK , U = UK , and A = AK . For each u ∈ U , let αu denote the measure of the
lost color of u, and note that αu = f
′(u)− f(u). By Lemmas 4.42 and 4.43, for each v ∈ K,
µ (Lφ(K)) ≥ µ (Lφ(v)) +
∑
u∈U\N(v)
αu.
By (11) and the previous inequality, µ (Lφ(v)) +
∑
u∈U\N(v) αu < |K|/(δ + 1 − ε) for each v ∈ K.
Since each v ∈ K sees at most ∑u∈N(v)\K f(u) color, we have
1−
∑
u∈N(v)\K
f(u) +
∑
u∈U\N(v)
(f ′(u)− f(u)) < |K|
δ + 1− ε .
Rearranging terms, we have
1− |K|
δ + 1− ε −
∑
u∈N(v)∩A
f(u) <
∑
u∈U
f(u)−
∑
u∈U\N(v)
f ′(u).
Since f(u) ≤ 1/(δ + 2 − ε) for each u ∈ A, the left side of the previous inequality is at least
δ+2−ε−|A|
δ+2−ε − |K|δ+1−ε . Since δ + 1− |A| = |K|+ ℓ, we have for each v ∈ K,
ℓ+ 1− ε
δ + 2− ε −
|K|
(δ + 2− ε)(δ + 1− ε) <
∑
u∈U
f(u)−
∑
u∈U\N(v)
f ′(u).
Since the previous inequality holds for each v ∈ K, the left side is at most the average of∑
u∈U f(u)−
∑
u∈U\N(v) f
′(u) taken over all v ∈ K. Therefore
ℓ+ 1− ε
δ + 2− ε −
|K|
(δ + 2− ε)(δ + 1− ε) <
∑
u∈U
(
f(u)− (|K| − |K ∩N(u)|)f
′(u)
|K|
)
.
For each u ∈ U ,
f(u)− (|K| − |K ∩N(u)|)f
′(u)
|K| ≤
1
d(u) + 1− ε −
|K| − |K ∩N(u)|
|K|(d(u) + 1− |K ∩N(u)|)
=
|K ∩N(u)|(d(u) + 1− ε− |K|) + ε|K|
|K|(d(u) + 1− |K ∩N(u)|)(d(u) + 1− ε) .
Since the above expression is decreasing as a function of d(u) if d(u) ≥ δ, the right side of the above
inequality is at least
|K ∩N(u)|(δ + 2− ε− |K|) + ε|K|
|K|(δ + 2− |K ∩N(u)|)(δ + 2− ε) .
for each u ∈ U . Hence
ℓ+ 1− ε− |K|
δ + 1− ε <
∑
u∈U
|K ∩N(u)|(δ + 2− ε− |K|) + ε|K|
|K|(δ + 2− |K ∩N(u)|) ,
as desired.
25
4.5 Proof of Theorem 1.3
In this subsection, we finally prove Theorem 1.3. First, we need two technical lemmas. The first
lemma provides a lower bound on the right side of the inequality in Lemma 4.44.
Lemma 4.45. Let K be a base clique, and let
lc(x1, . . . , xℓK |K|) =
ℓK |K|∑
i=1
xi(δ + 2− ε− |K|) + ε|K|
|K|(δ + 2− xi) .
If 1 ≤ x1 ≤ x2 ≤ DK − 1, then
lc(x1 − 1, x2 + 1, x3, . . . , xℓ|K|) > lc(x1, . . . , xℓ|K|).
Proof. Since x2 ≥ x1,
lc(x1 − 1, x2 + 1, x3, . . . , xℓ|K|)− lc(x1, . . . , xℓ|K|) =
(δ + 2)(δ + 2− ε− |K|)
|K|
(
1
(δ + 2− x2)(δ + 1− x2) −
1
(δ + 3− x1)(δ + 2− x1)
)
> 0,
and the result follows.
We also need the following lemma, which we prove in Appendix A. It provides a lower bound
on the difference of the left and right side of the inequality in Lemma 4.44 in some cases.
Lemma 4.46. Let
qδ(ℓ, k) = ℓ+ .5− k
δ + .5
− ℓ(δ + 1.5 − |K|) + .5|K|
δ + 2− ℓ .
If ℓ ∈ [2, δ/2], k ≥ (δ + 1)/2, and δ ≥ 4, then qδ(ℓ, k) ≥ 0.
We can now prove Theorem 1.3.
Proof of Theorem 1.3. It suffices to prove the result for ε = 1/2. Let K be a base clique of G. For
convenience, let ℓ = ℓK , D = DK , and U = UK . By Lemma 4.37, D ≤ ℓ and ℓ ≥ 2. Therefore for
each u ∈ U , we have |K ∩N(u)| ≤ ℓ. Let
xi =
{
ℓ i ∈ {1, . . . , |K|},
0 otherwise.
By Lemma 4.45, since
∑
u∈U |K ∩N(u)| = ℓ|K|, the right side of the inequality in Lemma 4.44 is
at most lc(x1, . . . , xℓ|K|), so by Lemma 4.44,
ℓ+ .5− |K|
δ + .5
<
ℓ(δ + 1.5− |K|) + .5|K|
δ + 2− ℓ .
Note that the difference of the left and right side of the above inequality is qδ(ℓ, |K|) from Lemma 4.46.
Hence, by Lemma 4.46, we may assume either δ ≤ 3 or ℓ = (δ + 1)/2.
First, suppose δ ≤ 3. By Lemma 4.36, δ = 3, so ℓ = 2. Hence, |K| = 2 and D = 1. Now the
right side of Lemma 4.44 is 1.75 and the left side is 2.5− 2/3.5 = 27/14, a contradiction.
26
Therefore we may assume ℓ = (δ +1)/2. Hence, |K| = (δ+ 1)/2 and D ≤ (δ− 1)/2. Moreover,
δ is odd, and since δ ≥ 4, we have δ ≥ 5. By Lemma 4.45, the right side of Lemma 4.44 is at most⌈
ℓ|K|
.5(δ − 1)
⌉(
.5(δ − 1)(δ + 1.5− |K|) + .5|K|
|K|(δ + 2− .5(δ − 1))
)
.
Note that⌈
ℓ|K|
.5(δ − 1)
⌉
=
⌈
(δ + 1)2
2(δ − 1)
⌉
=
⌈
(δ + 3)(δ − 1) + 4
2(δ − 1)
⌉
≤ ⌈.5(δ + 3) + .5⌉ = .5(δ + 5).
Combining the previous two inequalities and Lemma 4.44,
ℓ+ .5− |K|
δ + .5
− .5(δ + 5)
(
.5(δ − 1)(δ + 1.5− |K|) + .5|K|
|K|(δ + 2− .5(δ − 1)
)
< 0.
However,
ℓ+ .5− |K|
δ + .5
− .5(δ + 5)
(
.5(δ − 1)(δ + 1.5− |K|) + .5|K|
|K|(δ + 2− .5(δ − 1)
)
=
.5(δ + 1) + .5− .5(δ + 1)
δ + .5
− .5(δ + 5)
(
.5(δ − 1)(δ + 1.5− .5(δ + 1)) + .25(δ + 1)
.5(δ + 1)(δ + 2− .5(δ − 1))
)
=
0.75(δ + 1/3)
(δ + 0.5)(δ + 1)
> 0,
a contradiction.
Remark 2. Without using the results of Section 4.2 and Lemmas 4.34-4.37, one can prove Theo-
rem 1.3 with ε slightly smaller than 1/3 in a similar way.
5 χ-boundedness
In this section we introduce the concept of locally-fractional χ-boundedness.
Definition 5.1. Let G be a class of graphs.
• If there exists a function g : N → R such that for all G ∈ G, and all induced subgraphs
H of G, H has an f -coloring for every demand function f such that for each v ∈ V (H),
f(v) ≤ 1/g(ω(v)), then G is local-fractionally χ-bounded ;
• in this case, the class G is local-fractionally χ-bounded by g and that g is a local-fractional
χ-bounding function for G.
The following is the main result of this subsection.
Theorem 5.2. If G is a χ-bounded class of graphs with χ-bounding function g(n) = c · n for some
c ∈ R and G is closed under taking blowups, then G is local-fractionally χ-bounded by g.
Theorem 5.2 has a number of corollaries. In particular, note that Theorem 1.7 follows from
Theorem 5.2. In [5], Brause et al. proved that the weaker version of Conjecture 1.6 for the in-
dependence number holds for perfect graphs. Theorem 1.7 generalizes this result to its weighted
version and also improves the bound. It also confirms Conjecture 1.6 for perfect graphs. The-
orem 1.7 also implies that if G is a bipartite graph, then the line graph of G has an f -coloring
if f(uv) ≤ 1/max{d(u), d(v)} for each uv ∈ E(G), which could be considered the local demands
version of the fractional relaxation of Ko¨nig’s Line Coloring Theorem.
Combining Theorem 5.2 with the main result of [9], we obtain the following.
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Corollary 5.3. If G is a quasiline graph with demand function f such that for each v ∈ V (G),
f(v) ≤ 2/(3ω(v)), then G has an f -coloring.
Combining Theorem 5.2 with the main result of [10], we obtain the following.
Corollary 5.4. If G is a claw-free graph with independence number at least three, and if f is a
demand function for G such that for each v ∈ V (G), f(v) ≤ 1/(2ω(v)), then G has an f -coloring.
It is natural to ask if there are other local-fractionally χ-bounded classes of graphs, and if so,
what is their optimal local-fractional χ-bounding function. In Section 6, we prove such results
about line graphs, and in Section 7, we consider total graphs.
5.1 Proof of Theorem 5.2
The remainder of this section is devoted to the proof of Theorem 5.2. First we need the following
lemma.
Lemma 5.5. If G is a graph with demand function f such that for each v ∈ V (G), f(v) = 1/(cω(v))
for some constant c, and N is a common denominator for f , then the graph obtained from G by
replacing each vertex with a clique of size N · f(v) contains no clique of size greater than N/c.
Proof. Let G′ be the graph obtained from G by replacing each vertex with a clique of size N · f(v),
and for each v ∈ V (G), let Kv denote the clique in G′ replacing v. Let K ⊆ V (G′) be a clique in
G′, and let X = {v ∈ V (G) : Kv ∩K 6= ∅}. Since K is a clique in G′, we have that X is a clique in
G. Hence, for each v ∈ X, we have that |Kv | ≤ N/(c|X|). Note that |K| ≤
∑
v∈X |Kv|. Therefore
|K| ≤ N/c, so G′ contains no clique of size greater than N/c, as desired.
Now the proof of Theorem 5.2 follows easily.
Proof of Theorem 5.2. Let H be an induced subgraph of a graph in G, and let f be a demand
function for H such that f(v) = 1/g(ω(v)) for each v ∈ V (H). It suffices to show that H has an
f -coloring, and by Theorem 2.4 and Remark 1, it suffices to show that the graph obtained from
H by replacing each vertex with a clique of size N · f(v) has chromatic number at most N . By
Lemma 5.5, ω(H) ≤ N/c. Since G is χ-bounded with χ-bounding function g(n) = c · n, it follows
that χ(H) ≤ N , as desired.
6 Edge-Coloring
In this section we consider fractional edge-coloring with local demands. Vizing’s Theorem [27]
states that every graph G can be edge-colored with at most ∆(G)+1 colors. Equivalently, it states
that every graph G satisfies χ(L(G)) ≤ ∆(G)+1, where L(G) is the line graph of G. We prove the
following, which is the local demands version of this result.
Theorem 6.1 (Local Fractional Vizing’s). If G is a graph and f is a demand function for L(G)
such that each e ∈ V (L(G)) where e = uv ∈ E(G) satisfies f(e) ≤ 1/(max{d(u), d(v)} + 1), then
L(G) has an f -coloring.
Vizing’s Theorem can be generalized to multigraphs, as follows. Every multigraph G can be
edge-colored with at most ∆(G) + maxuv∈E(G) |uv| colors, where ∆(G) is the maximum degree of
the underlying simple graph and |uv| is the multiplicity of the edge uv, or the number of edges in
G incident to both u and v. In this section, if G is a multigraph and v ∈ V (G), we use |N(v)|
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to denote the number of neighbors of v and let d(v) =
∑
u∈N(v) |uv|. In this section, we prove
Theorem 1.8, which is the local demands version of this generalization of Vizing’s Theorem. Note
that Theorem 6.1 follows from Theorem 1.8, so we only prove Theorem 1.8.
We also prove the following local demands version of a theorem of Shannon [24].
Theorem 6.2 (Local Fractional Shannon’s). If G is a multigraph and f is a demand function for
L(G) such that each e ∈ V (L(G)) with e = uv ∈ E(G) satisfies f(e) ≤ 2/(3max{d(u), d(v)}), then
L(G) has an f -coloring.
Theorem 6.2 follows from Corollary 5.3; however, since Corollary 5.3 relies on the results of [9],
we provide a more direct proof of Theorem 6.2 in this section.
In order to prove each of these theorems, we will need Edmonds’ Matching Polytope Theo-
rem [13], which, in light of Theorem 2.4, characterizes all of the fractional colorings of a line graph.
Theorem 6.3 (Edmonds’ Matching Polytope Theorem [13]). If G is a simple graph and f a
demand function for L(G), then L(G) has an f -coloring if and only if for all v ∈ V (G),∑
u∈N(v)
f(uv) ≤ 1, (12)
and for every S ⊆ V (G), ∑
e∈E(G[S])
f(e) ≤ ⌊|S|/2⌋. (13)
In order to show that (13) holds, we need the following lemma.
Lemma 6.4. If G is a simple graph, then
∑
v∈V (G)
d(v)
d(v) + 1
≤ |V (G)| − 1.
Proof. We use induction on |V (G)|. If |V (G)| = 1, then there are no edges and the lemma follows.
Therefore we may assume |V (G)| > 1.
Let v ∈ V (G) have minimum degree. By induction,
∑
u∈V (G−v)
dG−v(u)
dG−v(u) + 1
≤ |V (G)| − 2.
Therefore it suffices to show that
dG(v)
dG(v) + 1
+
∑
u∈N(v)
dG(u)
dG(u) + 1
− dG−v(u)
dG−v(u) + 1
≤ 1. (14)
If u ∈ N(v), then dG−v(u) = dG(u)− 1. Hence,
dG(u)
dG(u) + 1
− dG−v(u)
dG−v(u) + 1
=
1
dG(u)(dG(u) + 1)
≤ 1
dG(v)(dG(v) + 1)
.
Therefore ∑
u∈N(v)
dG(u)
dG(u) + 1
− dG−v(u)
dG−v(u) + 1
≤ 1
dG(v) + 1
,
and (14) follows, as required.
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Before proving Theorem 1.8, we show that the proof essentially reduces to the case of simple
graphs using the following lemma.
Lemma 6.5. If G is a multigraph and v ∈ V (G),
∑
u∈N(v)
|uv|
d(v) + |uv| ≤
|N(v)|
1 + |N(v)| .
Proof. Note that by definition, d(v) =
∑
u∈N(v) |uv|. Note also that xd(v)+x is concave as a function
of x, so by Jensen’s Inequality,∑
u∈N(v) |uv| /(d(v) + |uv|)
|N(v)| ≤
d(v)/|N(v)|
d(v) + d(v)/|N(v)| =
1/|N(v)|
1 + 1/|N(v)| .
Rearranging terms, ∑
u∈N(v)
|uv| /(d(v) + |uv|) ≤ |N(v)|
1 + |N(v)| ,
as desired.
We can now prove Theorem 1.8.
Proof of Theorem 1.8. Let G′ be the underlying simple graph of G, and let f ′ be a demand
function for L(G′) such that for each e ∈ V (L(G′)) where e = uv ∈ E(G′), we have f ′(e) =
|uv| /(max{dG(u), dG(v) + |uv|). It suffices to show that L(G′) has an f ′-coloring, because then
L(G) has an f -coloring, as desired. By Theorem 6.3, it suffices to show that (12) and (13) hold for
G′ and f ′.
For each v ∈ V (G) and u ∈ N(v), we have f ′(uv) ≤ |uv| /(dG(v)+1). Hence, for each v ∈ V (G),
we have
∑
u∈N(v) f
′(uv) ≤ dG(v)/(dG(v) + 1) ≤ 1, so (12) holds, as desired.
Let S ⊆ V (G), and note that
2
∑
e∈E(G′[S])
f ′(e) =
∑
v∈S
∑
u∈N(v)∩S
f ′(uv) ≤
∑
v∈S
∑
u∈N(v)∩S
|uv|
dG[S](v) + 1
.
By Lemma 6.5 applied to each v ∈ S,
∑
v∈S
∑
u∈N(v)∩S
|uv|
dG[S](v) + 1
≤
∑
v∈S
|N(v) ∩ S|
1 + |N(v) ∩ S| =
∑
v∈S
dG′[S](v)
1 + dG′[S](v)
.
By Lemma 6.4, the right side of the previous inequality is at most |S| − 1, so the previous two
inequalities imply that ∑
e∈E(G[S])
f(e) ≤ |S| − 1
2
≤
⌊ |S|
2
⌋
,
as required.
We conclude this section with the proof of Theorem 6.2.
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Proof of Theorem 6.2. Let G′ be the underlying simple graph of G, and let f ′ be a demand
function for L(G′) such that for each e ∈ V (L(G′)) where e = uv ∈ E(G′), we have f ′(e) =
(2 |uv|)/(3max{dG(u), dG(v)}). It suffices to show that L(G′) has an f ′-coloring, because then
L(G) has an f -coloring, as desired. By Theorem 6.3, it suffices to show that (12) and (13) hold for
G′ and f ′.
For each v ∈ V (G) and u ∈ N(v), we have f ′(uv) ≤ (2 |uv|)/(3dG(v)). Hence, for each v ∈ V (G),
we have
∑
u∈N(v) f
′(uv) ≤ (2dG(v))/(3dG(v)) = 2/3 ≤ 1, so (12) holds, as desired. Moreover, for
any S ⊆ V (G),
2
∑
e∈E(G′[S])
f ′(e) ≤
∑
v∈S
∑
u∈N(v)
f ′(uv) ≤
∑
v∈S
2/3 = 2|S|/3.
Therefore
∑
e∈E(G′[S]) f
′(e) ≤ |S|/3, so if |S| ≥ 2, then ∑e∈E(G′[S]) f ′(e) ≤ ⌊|S|/2⌋. Hence, (13)
holds, as required.
7 Conclusion and Future Directions
We have proved several theorems about fractional colorings where the demand functions correspond
in a natural way to upper bounds on the chromatic number or fractional chromatic number. In
particular, Theorem 1.2 generalizes the upper bound χf (G) ≤ ∆(G) + 1 obtained from coloring
greedily, Theorem 1.3 generalizes the bound χf (G) ≤ ∆(G) + .5 for graphs with no clique of size
∆(G) + 1, the results of Section 5 correspond to results about χ-boundedness, and the results of
Section 6 correspond to classical coloring results regarding edge-coloring. There are many more
possibilities to explore, in addition to Conjectures 1.5 and 1.6 already mentioned in the introduction
and the relaxations of Conjecture 1.5 presented in Section 4, Conjectures 4.4-4.6. We conclude with
two more conjectures in this spirit and some discussion about future directions.
7.1 Total coloring
The first of these conjectures concerns total coloring. For any graph G, the total graph of G, denoted
T (G), is the graph with vertices V (G)∪E(G) where a vertex v ∈ V (G) is adjacent in T (G) to every
u ∈ N(v) and every edge incident to v, and an edge uv ∈ E(G) is adjacent in T (G) to u, v, and
every edge incident to u or v. The notorious Total Coloring Conjecture [4] states that every graph
G satisfies χ(T (G)) ≤ ∆(G) + 2. Kilakos and Reed [19] proved the fractional relaxation of the
Total Coloring Conjecture. We conjecture the local demands version of this conjecture, as follows.
Conjecture 7.1 (Local Fractional Total Coloring Conjecture). If G is a graph and f is a demand
function for T (G) such that each v ∈ V (G) satisfies f(v) ≤ 1/(d(v) + 2) and each uv ∈ E(G)
satisfies f(uv) ≤ 1/(max{d(u), d(v)} + 2), then T (G) has an f -coloring.
It would also be interesting to consider total colorings of graphs of high girth, as in [17, 18].
7.2 Triangle-free graphs
The second of these conjectures concerns coloring triangle-free graphs. In 1980, Ajtai, Komlo´s, and
Szemere´di [1] famously proved that every triangle-free graph G on n vertices with average degree d
has independence number at least 0.01(n/d) log d. Shearer [25] later improved the leading constant
to (1− o(1)), and in [26], he generalized this by proving there is an independent set of size at least∑
v∈V (G)(1 − o(1)) log d(v)/d(v). In the 90s, Johansson [16] proved the related result that every
triangle-free graph G satisfies χ(G) = O(∆(G)/ log ∆(G)), and recently, Molloy [20] improved the
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leading constant to (1 + o(1)). We also conjecture the local demands version of both Shearer’s
result and the fractional relaxation of Molloy’s result, as follows.
Conjecture 7.2 (Local Fractional Shearer’s/Molloy’s). If G is a triangle-free graph with demand
function f such that f(v) ≤ ((1− o(1)) log d(v))/d(v) for each v ∈ V (G), then G has an f -coloring.
The proof of Shearer [26] for the independence number does not adapt to the setting of fractional
coloring with local demands like the proof of Theorem 1.2 does. However, using a different approach,
we can make partial progress towards Conjecture 7.2, which we plan to present in a subsequent
paper.
Beyond being independently interesting, Conjecture 7.2 also has theoretical applications. Re-
cently, Cames van Batenburg et al. [7] conjectured that every triangle-free graph G on n vertices
satisfies χf (G) ≤ (
√
2+o(1))
√
n/ log n. The following proposition shows that if true, Conjecture 7.2
implies their conjecture.
Proposition 7.3. For every ε, c > 0, the following holds for sufficiently large n. Let G be a
triangle-free graph on n vertices with demand function f such that f(v) ≤ c log d(v)/d(v) for each
v ∈ V (G). If G has an f -coloring, then χf (G) ≤ (
√
2/c + ε)
√
n/ log n.
Proof. Let g be the demand function for G where g(v) = d(v)/n for each v ∈ V (G). Since G is
triangle-free, it has a g-coloring, by assigning all vertices in the neighborhood of each vertex an
interval of measure 1/n that is disjoint from the others. If G has an f -coloring, then by combining
an f -coloring and a g-coloring, we obtain a fractional coloring of G such that each vertex receives
at least
1
2
(
c log d(v)
d(v)
+
d(v)
n
)
color. Using calculus methods, the vertices receiving the least amount of color satisfy cn ≈
d(v)2
log(d(v))−1 , i.e. d(v) ≈
√
cn log n/2. Therefore each vertex receives at least roughly
1
2
(
c log
√
cn log n/2√
cn log n/2
+
√
cn log n/2
n
)
≈ 1
2
( √
c log n/2√
n log n/2
+
√
c log n
2n
)
=
1
2
(√
c log n
2n
+
√
c log n
2n
)
color. Thus, for n sufficiently large, each vertex receives at least
√
log n/n/(
√
2/c + ε) color, so
χf (G) ≤ (
√
2/c+ ε)
√
n/ log n, as desired.
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A Proof of Claims
In this section we prove some technical claims and lemmas needed in Section 4. All of these results
state that a multivariate rational function evaluates to something positive in a certain region. The
proofs reduce the problem to determing that a univariate rational function is always positive over
a certain region, which we prove by computing its roots. In some cases, these roots are irrational,
so we use an approximation and use the symbol ≈. These approximations are precise enough to
determine that the function is positive.
Proof of Claim 4.15.1. Since du, du′ ≥ d, we have
1.5
d+ .5
− 1
du + .5
− 1
du′ + .5
≥ −.5
d+ .5
.
Thus, if .5δ+.5 ≤ .5du+du′−d−.5 , we have
qδ(d, du, du′) ≥ − .5
d+ .5
+
.5
δ + .5
≥ 0,
as desired. Therefore it suffices to show that
q′δ(d, du, du′) =
.5
du + du′ − d− .5
+
1.5
d+ .5
− 1
du + .5
− 1
du′ + .5
≥ 0.
Since 1.5d+.5 − 1du+.5 ≥ 0, we may assume .5du+du′−d−.5 ≤
1
d
u′+.5
. Therefore ∂∂d
u′
q′δ(d, du, du′) > 0.
By a symmetrical argument, ∂∂du q
′
δ(d, du, du′) > 0. Therefore q
′
δ(d, du, du′) ≥ q′δ(d, d, d), and
q′δ(d, d, d) =
.5
2d− d− .5 −
.5
d+ .5
≥ .5
d− .5 −
.5
d+ .5
> 0,
as desired.
34
Proof of Claim 4.25.1. Note that
∂
∂dx
qδ(k, dx) =
−1
δ + .5
+
1
(dx + .5)2
< 0. (15)
Hence, since dx ≤ kˆ+.51.5−k/(kˆ−.5)−.5, we have qδ(k, dx) ≥ qδ(k, d(k, kˆ)) where d(k, kˆ) =
kˆ+.5
1.5−k/(kˆ−.5)
−.5.
Let q′δ(k, kˆ) = qδ(k, d(k, kˆ)), and observe that
q′δ(k, kˆ) =
δ + k + 1
δ + .5
− kˆ + .5
(δ + .5)(1.5 − k/(kˆ − .5)) −
1.5 − k/(kˆ − .5)
kˆ + .5
.
Note that
∂
∂k
q′δ(k, kˆ) =
1
δ + .5
(
1− (kˆ + .5)/(kˆ − .5)
(1.5 − k/(kˆ − .5))2
)
+
1
(kˆ − .5)(kˆ + .5)
Since k ≥ kˆ/2,
− (kˆ + .5)/(kˆ − .5)
(1.5 − k/(kˆ − .5))2
≤ − kˆ + .5
kˆ − .5
.
Combining the previous two expressions,
∂
∂k
q′δ(k, kˆ) ≤
1
δ + .5
(
1− kˆ + .5
kˆ − .5
)
+
1
(kˆ − .5)(kˆ + .5) =
1
kˆ − .5
(
1
kˆ + .5
− 1
δ + .5
)
< 0.
Therefore since k ≤ δ − 1, we have q′δ(k, kˆ) ≥ q′δ(δ − 1, kˆ).
Let d(kˆ) = d(δ − 1, kˆ). We claim that d(kˆ) ≤ max{d(δ + 1), d(2(δ − 1))}. Note that
∂
∂kˆ
d(kˆ) =
1.5− (δ − 1)/(kˆ − .5) − (kˆ + .5)(δ − 1)/(kˆ − .5)2
(1.5 − (δ − 1)/(kˆ − .5))2
=
1.5(kˆ − .5)2 − (δ − 1)(kˆ − .5) − (kˆ + .5)k′
((kˆ − .5)(1.5 − (δ − 1)/(kˆ − .5)))2 .
Note that the numerator of the right side of the above expression is 1.5(kˆ− .5)2−2(δ−1)(kˆ− .5)−
(δ − 1), which, by the quadratic formula, is zero if and only if
kˆ = .5 +
1
3
(
2(δ − 1)±
√
4(δ − 1)2 + 3(δ − 1)
)
.
Therefore ∂
∂kˆ
d(kˆ) ≤ 0 if δ + 1 ≤ kˆ ≤ .5 + 13
(
2(δ − 1) +
√
4(δ − 1)2 + 3k′
)
and ∂
∂kˆ
d(kˆ) ≥ 0 if
kˆ ≥ .5 + 13
(
2k′ +
√
4k′2 + 3k′
)
. It follows that d(kˆ) ≤ max{d(δ + 1), d(2(δ − 1))}, as claimed.
Now qδ(k, dx) ≥ min{q′δ(δ − 1, δ + 1), q′δ(δ − 1, 2(δ − 1))}. Note that
q′δ(δ− 1, δ+1) =
2δ
δ + .5
− δ + 1.5
.5δ + 1.75
− 1.5 − (δ − 1)/(δ + .5)
δ + 1.5
≈ 2.5(δ − 1.93303)(δ + 1.73303)
(δ + 0.5)(δ + 1.5)(δ + 3.5)
≥ 0,
and
q′δ(δ − 1, 2(δ − 1)) =
δ + 2 δ−1.5δ−1
2 δ−2.5
−1.5
− 0.5
δ + 0.5
+
δ−1
2 δ−2.5 − 1.5
2 δ − 1.5 + 1
≈ 0.75(δ − 1.76045)(δ
2 − 2.57289δ + 1.68932)
(δ − 1.375)(δ − 1.25)(δ − 0.75)(δ + 0.5) > 0.
Therefore qδ(k, dx) ≥ 0, as required.
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Proof of Claim 4.25.2. Note that
∂
∂dx
qδ(k
′, kˆ, dx) =
−1
δ + .5
+
1
(dx + .5)2
< 0,
∂
∂k′
qδ(k
′, kˆ, δ) =
1
kˆ + .5
> 0,
and
∂
∂kˆ
qδ(k
′, kˆ, δ) =
1
δ + .5
− k
′ + 1.5
(kˆ + .5)2
≥ 1
δ + .5
− 1
kˆ + .5
> 0.
Hence, since dx ≤ 2δ, k′ ≥ δ, and kˆ ≥ δ + 2, we have qδ(k′, kˆ, dx) ≥ qδ(δ, δ + 2, 2δ). Now
qδ(δ, δ + 2, 2δ) = 1− 1
δ + 2.5
− δ − 1
δ + .5
− 1
2δ + .5
=
1.875(δ + 0.1)
(δ + 0.25)(δ + 0.5)(δ + 2.5)
> 0,
as required.
Proof of Claim 4.26.1. Note that
∂
∂du′
qδ(k
′, kˆ, du′) =
−1
δ + .5
+
1
(du′ + .5)2
< 0,
∂
∂k′
qδ(k
′, kˆ, δ) =
1
kˆ + .5
> 0,
and
∂
∂kˆ
qδ(k
′, kˆ, δ) =
1
δ + .5
− k
′ + 1.5
(kˆ + .5)2
≥ 1
δ + .5
− 1
kˆ + .5
> 0.
Hence, since du′ ≤ 2δ, k′ ≥ δ, and kˆ ≥ δ + 3, we have qδ(k′, kˆ, du′) ≥ qδ(δ, δ + 3, 2δ). Now
qδ(δ, δ + 3, 2δ) = 1− 1
δ + 3.5
− δ − 1
δ + .5
− 1
2δ + .5
≈ 2.875(δ + 0.108696)
(δ + 0.25)(δ + 0.5)(δ + 3.5)
> 0,
as required.
Proof of Claim 4.26.2. By the same arguments as in the previous two claims, we have qδ(k
′, kˆ, du′) ≥
qδ(δ, δ + 2, 2δ − 1). Note that
qδ(δ, δ + 2, 2δ − 1) = 1− δ − 1
δ + .5
− 1
2δ − .5 =
δ − .675
(δ − .25)(δ + .5) > 0,
as required.
Proof of Claim 4.27.1. Note that
qδ(2δ) = 1− 0.5δ
δ + 0.5
− δ − .5
2δ + 1.5
− 1
2δ + 0.5
≈ 0.375(δ − 0.301956)(δ + 0.551956)
(δ + 0.25)(δ + 0.5)(δ + 0.75)
> 0
and
qδ(δ) = 1− .5δ − .5
δ + 1.5
− .5δ + 1
δ + .5
=
0.5(δ − 1)
(δ + 0.5)(δ + 1.5)
> 0.
Note also that
∂
∂d
qδ(d) =
1
(d+ .5)2
− 1.25
(d+ 1.5)2
≈ −0.25(d − 7.97214)(d − 0.972136)
(d+ 0.5)2(d+ 1.5)2
.
Therefore ∂∂dqδ(d) ≥ 0 if and only if d ≤ 7.97214. Hence, if d ≤ 7.97214, then qδ(d) ≥ qδ(δ) ≥ 0,
and if d > 8.97214, then qδ(d) ≥ qδ(2δ) ≥ 0, as required.
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Proof of Lemma 4.46. Note that
∂
∂k
=
−1
δ + .5
+
ℓ− .5
δ + 2− ℓ ≥
−1
δ + .5
+
1.5
δ
> 0.
Therefore qδ(ℓ, k) ≥ qδ(ℓ, (δ + 1)/2). For convenience, let q′δ(ℓ) = qδ(ℓ, (δ + 1)/2)), and note that
∂
∂ℓ
q′δ(ℓ) = 1−
(.5δ + 1)(δ + 2) + .25(δ + 1)
(δ + 2− ℓ)2 .
Hence, ∂∂ℓq
′
δ(ℓ) ≥ 0 if and only if
ℓ2 − 2(δ + 2)ℓ+ (δ + 2)2 − ((.5δ + 1)(δ + 2) + .25(δ + 1)) ≥ 0.
By the quadratic formula applied to ℓ, ∂∂ℓq
′
δ(ℓ) ≤ 0 if and only if
1
2
(
2(δ + 2)−
√
(2(δ + 2))2 − 4((δ + 2)2 − ((.5δ + 1)(δ + 2) + .25(δ + 1)))
)
≤ ℓ
≤ 1
2
(
2(δ + 2) +
√
(2(δ + 2))2 − 4((δ + 2)2 − ((.5δ + 1)(δ + 2) + .25(δ + 1)))
)
.
Note that
(2(δ + 2))2 − 4((δ + 2)2 − ((.5δ + 1)(δ + 2) + .25(δ + 1))) = 2δ2 + 9δ + 9 ≥ 0.
Therefore ∂∂ℓq
′
δ(ℓ) ≤ 0 if
δ + 2− .5
√
2δ2 + 9δ + 9 ≤ ℓ ≤ δ + 2
and ∂∂ℓq
′
δ(ℓ) ≥ 0 if ℓ ≤ δ + 2− .5
√
2δ2 + 9δ + 0. Therefore q′δ(ℓ) ≥ min{q′δ(2), q′δ(δ/2)}. Note that
q′δ(2) = −
1.25 δ + 2.25
δ
+
−0.5 δ − 0.5
δ + 0.5
+ 2.5 ≈ (δ − 3.28935)(δ + 0.456017)
δ(δ + 0.5)
> 0,
and
q′δ(δ/2) = 0.5 δ −
δ(0.25 δ + 0.5) + 0.25 δ + 0.25
0.5 δ + 2
+
−0.5 δ − 0.5
δ + 0.5
+ 0.5
≈ 0.5(δ − 2.15831)(δ + 1.15831)
(δ + 0.5)(δ + 4)
> 0,
as desired.
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