limits fail to hold even for sets A having just one point. In §3 of this paper, we will show that a necessary and sufficient condition for the limits in (1.2) to exist for all finite sets A, arbitrary states x f y, and arbitrary nonnegative integers k, is that for some state, say 0, the limits exist and have the same value as those in (1.2) . In § 4 we establish an interesting representation for these limits by using the boundary theory for recurrent chains. In § 5 we investigate several conditions under which the strong ratio limits (1.1) exist. We conclude the paper, in § 6, with the application of the results of the previous sections to several specific examples.
2* Notation* In this section we shall introduce the notation to be used throughout the remainder of the paper.
Letters A, B etc., will denote nonempty subsets of E. provided the series converges.
The dual chain to P is the chain with transition matrix P xy = (π y /π x )P yx . Quantities which refer to the dual chain will be denoted by A . For example G Λ (x,y) is the Green's function for A for the dual chain. Finally, for any random variable Z, 992 SIDNEY C. PORT 3* Weak ratio limits* We shall commence our investigation with the weak ratio limits for P X (V Λ > n). THEOREM 
and if B = A U {z}, z$A,
For ease we shall divide the proof into several lemmas. 
In this latter case C* y -C xy .
Proof. It is readily seen that for n > 0 and any two states x, y, (3.10) lim -ψ = 1 .
B-
Proof. Assume y Φ z. Familiar generating-function relation for the tail of a power series show that for | ί | < 1,
Now from a "last entrance decomposition," we see that 
for any integer k ^ 0 and any finite nonempty set B.
SIDNEY C. PORT
Using the above relation and well-known generating-function relations (see [1] , p. 53 eqns. (1) and (2)), we see that R yz {t) may be written as
Now R yz {t) is a power series in t which converges at t = 1 to the value 7ϋ y jπ z . To see this, observe that the second term on the right in (3.12) is the product of two power series with positive coefficients which converge at t = 1 to the values 1 and z Pf y , respectively. Thus the product series converges at t -1 to z P* y . On the other hand, the first term on the right in (3.12) is the product of a power series with positive coefficients which converges at t -1 to t P* y , and a power series which converges at t -1 to 0. Thus Merten's theorem [op. cίt.] implies that the product series converges at 1 to 0. We have thus shown that R yz (l) = t P*. Proof. This follows directly from Corollary 3.1 (by AbePs theorem). We are now in a position to complete the proof of Theorem 3.1.
Proof of Theorem 3.1. We shall proceed by induction on the number of points in A. Let us first assume that the series (3.3) converges for all states x and show that this leads to the conclusion that the limits in (3.4) exist for all states x, y and for all finite nonempty sets A. Suppose A -{y}. If x = y, then obviously the limit in (3.4) exists and has the value 1; so assume that x Φ y. Since for x Φ y we have Consequently,
4Σ o Qn(y;{y}) By Lemma 3.1, lim Σ Ciy = CJ^ , and thus, by the same Abelian theorem as used in the proof of the previous lemma, we see that the limit as R-> oo in (3.18) 
and thus
By the induction assumption, the first term on the right converges to Mf(x; A). 
and thus, by the induction assumption and AbeΓs theorem, we have that the limit on the right, as ί-> 1", exists, and has the value
Hence, by induction, we have that the limits in (3.1) exist for all finite sets A. This establishes the sufficiency portion of Theorem 3.1.
Now suppose we know that the limits in (3.1) exist for all finite sets A and for all states x, y; then, in particular, they exist for A -{0}. From (3.16) we see at once that this implies the existence of the limits in (3.2) for all states x, and thus condition (3.2) is necessary.
Finally, a simple Abelian-type argument shows that M y (x; A) = My(x) A) whenever the latter exists. This completes the proof of Theorem 3.1.
Before proceeding further let us make some comments on the preceding results.
Whenever series (3.3) converges for all states x, then as noted in the proof of the above theorem, Abel's theorem gives us that the limits in (3.2) exist for all states x. On the other hand, if the limits in (3.2) exist for all states x, then series (3.3) may fail to converge but we do have that it is at least (C; 1) summable. 2 To see this, observe that if
and thus Sl y ^ 0. Consequently, whenever the limits lim Σ c: y t n -c xy t-*l~ n -0 exist, we have by a well-known Tauberian theorem (see [3] , p. 154), lim n~x Σ Sly = C^ .
n->oo r=0
If the chain is positive recurrent, then E X V A < co for all nonempty sets A. But Σ~=oQ™(^; A) = E X V AJ and thus the limits (3.4) exist in all positive recurrent chains. Moreover, in this case,
Since series (3.3) need not converge in a periodic positive recurrent chain, we see that this condition is not necessary for the existence of the limits in (3.4) (at least in the positive recurrent case). In this regard let us point out that the series (3.3) does converge for all states x in every aperiodic positive recurrent chain (see [6] )
Under the same conditions as Theorem 3.1, the following extension also holds. THEOREM 
// the limits (3.2) exist for all states x, then for any nonempty finite set A, any two states x, y, and any nonnegative
Moreover, if series (3.3) converges for all states x, then
Proof. For brevity we shall only prove the assertion in (3.23) . The proof of (3.22) is very similar. We proceed by induction on k. For k -0 the assertion in (3.23) is just that of Theorem 3.1, and thus (3.23) holds for k = 0.
Suppose we have established the result for all k ^ k Q . Now,
Since we may write each term on the right in the above expression as
we see (by the induction assumption and the same Abelian theorem as used in the previous proofs) that the limit, asiϋ-> oo, in (3.25) exists and has the value
Thus, the assertion of the theorem is true for k -k 0 + 1, and thus, RATIO LIMIT THEOREMS FOR MARKOV CHAINS 999 by induction, the theorem holds for all values of k. This completes the proof.
Observe that in the special case in which A = {y} and k > 0, the limits in (3.23) have the value 1. For this special case we can show, by the same methods as used to establish the result in general, that this result holds in every recurrent chain.
The same arguments we used to establish the above results enable us to show that limits of the more general expressions
exist, and to compute their values. Since these results are quite complicated to write down, however, we shall not pursue these generalizations. 4* Representation* By using the boundary theory for recurrent chains, as developed by Kemeny and Snell in [8] , we may establish interesting representations for the limits found in the last section. For convenience, we shall summarize below that portion of this theory which we shall need. For details we refer the reader to [8] .
We shall be interested in the dual, i.e., exit boundary, of the chain. If we choose a state y as a "taboo" state, then a boundary point ζ corresponds to a sequence {ij of states such that | t n | -> <χ> and the limits lim K {y} (x, t n ) n-*oo exist for all states x. The set of boundary points, B, so obtained does not depend on which state y is chosen as the taboo state, and ϋ/* = £ r U.Bisa compact metric space which gives a discrete topology to E. For each x and A, the functions K A (x, •), G A ( 9 x), and H A {*,x) can be extended to £/* as continuous functions. For a fixed y, let Moreover, if {A n } is a fundamental sequence of sets, i.e., the A n are monotone increasing and U n A n = E, then for any continuous function g on E*,
That is, the θ An converge weakly to Γ f . We are now in a position to establish the following result. 
where β is a unique probability measure on E* which vanishes on the nonminimal boundary points.
We shall first establish the desired representation for all sets A having exactly one point. This will be an immediate consequence of (3.5) and the following lemma. 
Note. In [8] a corresponding representation was shown to hold for C xy . In the proof given below to establish (4.5), we shall use techniques similar to those used in [8] to establish the result for C* y .
Proof. In the remarks following the proof of Theorem 3.1, we showed that (4.6) lim n-
From Fatou's lemma, we then have
Consequently, for each fixed y 9 we see that C xy satisfies conditions (i)-(iii) of Theorem 4.1, and thus there is a unique probability measure β [y] , vanishing on the nonminimal boundary points, such that
JE*
But since for each ζeE*,
To complete the proof we must now show that the measure β {y} is independent of y. In order to do this we may proceed as follows. Let A be any finite set containing x; then, By dominated convergence, we then have that φ(y) satisfies the relation Pφ(x) = φ(x) f and as the P chain is recurrent, we must have that φ(x) is a constant (independent of y). B Denote this constant by Xjx). We have thus established the following identity:
and, in particular, for y e A we have (4.9) [>UaO -δ yx ]π y /π x = Σ (/ -P') A , a?, y e A .
However, from (4.1), for any finite set A containing x,
here ^^(αj) is the probability that, starting from y, x is the last state to be visited in the set A by the h process for y Q determined by the function C. v + δ. y = h(-). From (4.9) and (4.10) we see that if ye A, See Theorem 3 on p. 226 of [6] .
then Θ A (x) -X A (x).
Consequently, (by (4.2)) for any fundamental sequence of sets {A n }, we have that {λ^J converges weakly to β {y} , and as the X An are independent of y, we must have that β {y} is too. This completes the proof.
We may now complete the proof of Theorem 4.2. First, observe that from (4.7), we see that (4.3) and (4.4) 
we obtain the identity
9B(%, V) = g A {%, y) ~ Π B (x, z)g A (z, y)
, and thus for each ξeE*,
Consequently, by the induction assumption and equation (3.6) , 
M y (x;B) = π y \ K B (x, ξ)β(dξ) ,

K A (x, t) = [Σ G A (t, z)P zx +
But if xeA, the expression in braces is H Λ (t,x).
Consequently, from (4.12) and the above we obtain (4.4). This completes the proof of Let us see what the representation in Theorem 4.2 becomes in a positive recurrent chain. If the chain is positive recurrent, then it is readily seen that the representation in Corollary 4.1 is equivalent to the identity
However, it is a well-known and easily verifiable fact that From the above results on the positive recurrent case we see that we may view the resuls of Theorem 4.2 as an extension of the identity (4.15) to those null chains for which the limits in (3.2) exist for all states x. 5* Strong ratio limits* Let us now turn our attention to the problem of the strong ratio limits. It is quite easy to give examples of aperiodic recurrent chains (both positive and null) in which series (3.3) converges for all states x (and thus the weak ratio limits (3.4) exist), but in which the strong ratio limits fail to exist. The following is a sufficient condition for null recurrent chains which is frequently satisfied. 
Proof. We know (see (3.15) 
Since N n (A) is nondecreasing, P^ίiNΓ^ίA) ^ fe) is nonincreasing in n for each fixed &. Consequently, by applications of the Tauberian theorems mentioned above, we may conclude
Thus we must have
P.(N n (A) = *) ~ π?Γ(a)-*n"-*L{n)π H Σ Π\{x, z)M y (z; A) .
Now (5.3) follows from (5.2) and the above expression.
REMARK. Again observe that in the special case when A = {y}, the limit value is 1 for all k > 0. If we trace through the above proof for this special case, we will see that we never use the assumption that the limits in (3.2) Observe that whenever (5.5) holds, we have the curious result that for 0 ^ j ^ k.
?l-»oo
In the case when the dual boundary has only one point we may establish the existence of the strong ratio limits for one point sets with less assumptions. In fact we have the following. 
Σ
Since the P chain is irreducible, we have, for some m 0 , that P t ™° -a > 0, and as
we have, From (5.8) and the above inequality, we then have, for each fixed t,
The assumption that the dual boundary has only one point is equivalent to the fact that the limit
exists. From (5.8) and (5.9), we see that to establish (5.7) it is only necessary to show
n->oo t However, this is an easy consequence of (5.11), (5.12), and (5.13).
Although the conditition that the dual boundary have only one point is very restrictive, we shall see in § 6 that it applies to some of the important chains of practical interest. In particular, it was shown by Spitzer [13] to hold for all partial sums of independent, identically distributed, integer-valued random variables except those with mean 0 and finite variance. 5 The above theorem for this class of chains was established by Kesten and Spitzer in [9] , and the proof given above was patterned after their proof.
Theorem 5.1 includes certain cases not covered by the present theorem. For example, it was shown in [9] that, for the partial sum of independent, integer-valued random variables with a common distribution having zero mean and finite variance, the conditions of Theorem (5.1) hold; but in this case it was shown that the dual boundary has two points. On the other hand, the present theorem clearly includes cases not covered by Theorem (5.1)-notably, some positive recurrent chains are included in the present result.
If the chain is null recurrent and has only a single point in its dual boundary, then, as was noted in [8], we must have that C% exists for all states x, y. Moreover, in this case we must have that Cty -(π y /π x )μ xy . On the other hand, if the chain is positive recurrent, the weak and strong limits need no longer be the same.
Usually it is not easy to verify when condition (5.8) holds. In the null-recurrent case, a simple sufficient condition is the following. Proof. We must have Q n (y; {y}) > 0 for all n. For if Q nQ (y; {y}) = 0, then Q n , no (y; {y}) = 0 for all n ^ 0, and thus Σ?=o Q n (v; {v}) < ~. But this cannot be true in a null-recurrent chain. Thus we have Qn(y; {y}) Qn-i(v; M) Now, it is well-known that and thus QΛv; {y}) + Σ (P,T* -P:^k)Qk(v; {»}) = o .
k=0
Since Pf y is nonincreasing, we have
The fundamental limit theorem for Markov chains (see [1] ) then gives us Finally, since
from ( 
QΛv, {y})
To complete the proof, we must therefore show that and accordingly (5.17) holds in general. This completes the proof.
6* Examples* In this section we shall apply the results of the last section to various specific Markov chains. We note again that for the important case of partial sums of independent, identicallydistributed, integer-lattice-valued random vectors in r dimensions, Kesten and Spitzer [9] have shown that the strong ratio limits (1.1) exist for all nonempty finite sets A. EXAMPLE 1. Random Walk on the Nonnegative Integers. The state space of this chain is the nonnegative integers, and its transition matrix is given for x ^ 0 by (6.1)
where p x + q x + r x = 1. For x Ξ> 0 we have q x+1 , p x > 0, while for x = 0 we have q 0 = 0. Let
and observe that
We gather together below some essential facts about random walks which we shall need. For details we refer the reader to [5] .
Associated with each random walk is a sequence of polynomials Q x (t) on [ -1,1] , and a probability distribution Ψ{t) with support on [ -1,1] . Each polynomial Q x (t) is of exact degree x, and the polynomials satisfy the reccurrence relation
Moreover, we have (6.5) P: y = and, in particular, (6.6) δ
xy = PI, = π y^Qx (t)Q y (t)d¥(t) .
The integrals in the above expressions include the mass m 1 at 1 and m_! at -1. If the walk is symmetric (i.e., r x = 0 for all x), then m_! = m 1# If the walk is asymmetric, then m_ x = 0. If the walk is positive recurrent, then m γ = (Σ x π x )-\ while for a walk that is not positive recurrent we have m and (6.4) we obtain
Another summation yields (6.7) Q x+1 (t) = 1 -(1 -t) ± {p y π y y ± π,Q,(t) .
y=0 2=0
Setting t = 1 in the above, we see that
We are now in a position to establish the following important property of random walks. Suppose y > x. Then from (6.7) and (6.10) we have
By (6.6), we see that
From the above, we obtain )-
nd thus C* y exists if and only if m_ λ -0. In that case,
y-l n n-x k=Q
Now suppose y < x. A similar computation to that used above then shows that REMARK. Observe that in the null-recurrent case the matrix C% is triangular with 0's on and above the main diagonal. Also observe that in the null-recurrent case the limit in (6.12) is C* z /π z , while in the positive-recurrent case this limit is different from the above expression.
Theorem 6.1 shows that the stronger Doeblin form of weak ratio limits always holds for null recurrent random walks. From Corollary 6.1 we see that Theorem 5.2 is applicable to all random walks except symmetric positive-recurrent walks. EXAMPLE 2. The Aperiodic Renewal Chain. This chain also has the nonnegative integers as its state space. Its transition matrix is given by (6.14) where 0 < Vx < 1, The above theorem shows then that all the stronger forms of the weak ratio limits exist in every renewal chain, and that Theorem 5.2 is applicable. It is quite simple, however, to exhibit renewal chains for which some or none of the strong ratio limit results hold. To see this, all we need do is recall the familiar fact ( [1] , Sec. 8) that given any sequence {W k } of independent, identically distributed positive integer-valued random variables, we may construct a renewal chain such that the successive returns to 0 have waiting times W k . Since all the conditions for the various strong ratio limits to hold involve conditions on the tails of the distribution of W 19 and since we may readily construct such distributions which do or do not satisfy these conditions, we see that there are renewal chains for which these strong ratio limits hold, and renewal chains for which they do not hold.
REMARK. The dual of the renewal chain presents another example of a Markov chain with a single boundary point for which series (3.3) always converges.
As our next example, we consider the reflecting-barrier process. and thus, when the above condition is satisfied, the strong results of Theorem 5.1 are applicable. In particular, if P(S k ^ 0) converges to a value <1 (e.g., if U 1 has a symmetric distribution), we see that (6.19) holds. Since G {0} (x, y) = Σ P(S n = y -x, Si > -x, 0 ^ i ^ n)
we see that G [0] (x, y) is the same as the Green's functisn for the half line (-co, 0] for the S n process. From results in [13] (see E3 P. 332) it easily follows that the dual boundary of the T n process has exactly one point whenever the S n are recurrent. But if the S n are recurrent, then the T n must be null recurrent (see [11] ), and since P o n o = P(M n -0) is clearly a monotone function of n, we see from Theorems 5.2 and 5.3 that (6.20) lim P *<y™ > n \ = C* + δ x0 -P 0 (F {0} > n) whenever the S n are recurrent. In particular, (6.20) holds whenever EU, = 0.
