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Abstract
We address the task of active learning in the context of semantic segmentation and
show that self-consistency can be a powerful source of self-supervision to greatly im-
prove the performance of a data-driven model with access to only a small amount of
labeled data. Self-consistency uses the simple observation that the results of semantic
segmentation for a specific image should not change under transformations like horizon-
tal flipping (i.e., the results should only be flipped). In other words, the output of a model
should be consistent under equivariant transformations. The self-supervisory signal of
self-consistency is particularly helpful during active learning since the model is prone
to overfitting when there is only a small amount of labeled training data. In our pro-
posed active learning framework, we iteratively extract small image patches that need to
be labeled, by selecting image patches that have high uncertainty (high entropy) under
equivariant transformations. We enforce pixel-wise self-consistency between the outputs
of segmentation network for each image and its transformation (horizontally flipped) to
utilize the rich self-supervisory information and reduce the uncertainty of the network.
In this way, we are able to find the image patches over which the current model struggles
the most to classify. By iteratively training over these difficult image patches, our exper-
iments show that our active learning approach reaches ∼ 96% of the top performance of
a model trained on all data, by using only 12% of the total data on benchmark semantic
segmentation datasets (e.g., CamVid and Cityscapes).
1 Introduction
Deep convolutional neural networks (CNNs) are hungry for large and costly labeled training
samples. CNNs have been successfully applied to different areas of research in computer
vision and pattern recognition, such as classification [37, 58], detection [47], and semantic
segmentation [2, 6, 7, 8, 43, 48, 66]. Semantic segmentation is one of the core tasks in visual
recognition and has recently witnesses a lot of progress.
Despite the remarkable performance of existing semantic segmentation models, they
have a significant drawback; they need a tremendous amount of labeled data to be able to
learn their large number of parameters. A big challenge in semantic segmentation is obtain-
ing labeled data. Active learning and weakly supervised learning [11, 30, 34] are two ap-
proaches to mitigate the data demands of semantic segmentation. To circumvent the burden
of labeling large amounts of data, Active Learning (AL) proposed a compelling solution by
iteratively selecting the most informative samples to label. Active learning can significantly
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reduce the cost of human labeling. The goal is to focus human annotation effort towards
image regions that reduce the uncertainty of the model thus improving model performance.
In this paper, we focus on the uncertainty pool-based active learning [40, 51], which is
the most practical and commonly used approach among the existing active learning methods.
In this method, softmax probabilities from the model’s outputs is used to compute entropy
as an uncertainty criterion for the future manual annotation [17, 23, 51]. One shortcoming of
this approach is that if the model begins to overfit to the small amount of training data (i.e.,
poor generalization) gathered through active learning, the data sample selection process is
negatively impacted. An overfit model has high uncertainty for uninformative data samples
and the model makes mistakes with high certainty on other data samples. Labeling such
data samples during the active learning process will hinder the model from reaching best
performance. A model with poor generalization also increases the sampling bias problem
[1, 3, 57] in active learning, which decreases the quality of the selected data samples.
We tackle the problem of active learning for semantic segmentation, aiming to improve
the robustness and generalization of the selected samples and model. Our paper makes the
following contributions: i) We propose to use an equivariant transformation of the input im-
age, in addition to use the input image, to improve the computed uncertainty. Specifically,
in the active learning process, we propose to compute the uncertainty from the input im-
age and its equivariant transformed version (in this paper we use horizontal flipping as the
equivariant transformation). ii) We further propose to enforce pixel-wise self-consistency
between the outputs of segmentation network for each image and its transformation to uti-
lize the rich self-supervisory information and reduce the uncertainty of the network. In other
words, given an input image and its equivariant transformation we enforce the network to
output similar pixel-wise predictions. iii) We demonstrate the effectiveness of our proposed
method by evaluating it on two public datasets (CamVid and Cityscapes). Our approach
achieves state-of-the-art results as it is able to maintain better generalization and robustness
over uncertainty estimation and model generalization compared to other methods.
The rest of the paper is organized as follows. Some of the related works are introduced in
Section 2 and the proposed method is explained in Section 3. Section 4 shows experimental
results and finally, Section 5 concludes the paper.
2 Related Work
Semantic segmentation assigns a class label to each image pixel. Fully Convolutional Net-
works (FCNs) [43] have become indispensable models for semantic segmentation. In the
past few years, the accuracy of semantic segmentation has been improved rapidly [2, 6, 8,
41, 48, 66] thanks to deeply learned features [24, 37, 54] and large-scale annotations [10, 42].
Semantic segmentation is critical for a variety of applications such as autonomous driving
[10, 14, 20], robot manipulation [50], visual question answering [64], and medical image
analysis [38, 48, 62]. Two well-known challenges in semantic segmentation research are 1)
acquiring dense pixel-wise labels, which is expensive and time-consuming, and 2) achieving
good generalization and performance when a dataset has highly imbalanced classes.
Active learning tackles the problem of finding the most crucial data in a set of unlabeled
samples such that the model gains the most if it is given the label of that sample. It has
been successfully used as a method for reducing labeling costs. A large number of active
learning techniques have been developed in the literature [51]. There are mainly three query
scenarios for active learning: (i) membership query synthesis, (ii) stream-based selective
sampling, and (iii) pool-based active learning. In this work, we focus on pool-based active
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learning, which is the most practical and common query scenario among different computer
vision problems [19, 25, 28, 32, 45, 46, 53, 55, 63]. In pool-based active learning, there
exists a large unlabeled pool of data, and usually an initial small labeled set of data. At each
iteration of the process, the model is trained on the labeled set, then an acquisition function
chooses one or several samples (regions in this work) from the unlabeled set to be labeled
by an external oracle and added to the labeled set. This process is repeated until a specific
budget of labeled data is exhausted or until a certain model performance is reached.
Sampling strategies in pool-based approaches have been built upon different methods,
which are surveyed in [51]. Informativeness and representativeness are two important crite-
ria when judging the importance of each sample in the unlabeled dataset. Informativeness
measures the ability of a sample to reduce the generalization error of the adopted model, and
ensure less uncertainty of the model in the next iteration, while representativeness refers to
whether a sample can represent the underlying structure of the unlabeled dataset [29].
Informative samples are usually identified by using the uncertainty of the model for each
sample. Selecting the true informative and representative sample highly correlated with the
generalizability of the model. If the model suffers from high variance and poor generaliza-
tion, it will not identify the most informative sample for labeling. This causes requesting
more data to be labeled to reach the desired performance. Different methods such as im-
portance sampling [18], ensembling [15, 39], Monte Carlo (MC) dropout [16] proposed to
address the aforementioned challenges.
Here we approach this problem from a different angle, our approach is not against any
of the proposed methods and can be used along with them. During the active selection, we
propose to compute the uncertainty from the input image and its equivariant transformed
version (in this paper we use horizontal flipping as the equivariant transformation). In this
way, the computed uncertainty takes account of the model generalizability for both input
and its transformation. Therefore, the most uncertain sample will identify with more confi-
dence. Furthermore, during the model’s updating stage, we propose to use pixel-wise self-
consistency, in addition to cross-entropy (CE) loss, to reduce the uncertainty of the outputs
of the segmentation network between each sample and its transformation.
Active learning for semantic segmentationWhile a variety of active learning approaches
proposed for image classification, the active learning for semantic segmentation has been less
explored [5, 13, 22, 33, 36, 44, 45, 53, 59, 60, 62], perhaps due to its intrinsic computational
difficulties as we have to deal with much larger output spaces. In contrast to active learning
for classification, in active learning for semantic segmentation, each image has pixel-wise
predictions. Also, the labeling cost for each image or region could be different.
Active learning for semantic segmentation with deep neural networks has been specifi-
cally investigated in [5, 22, 33, 44, 53, 62]. In [22, 62], the authors utilized MC dropout [16]
to model the pixel-wise uncertainty and focused on foreground-background segmentation
of medical images. Siddiqui et al. [53] used multiple views for each image and proposed
a method to estimate model’s uncertainty based on the inconsistency of predictions across
different views. In [33, 44], the authors designed hand-crafted methods and focused on
cost-effective approaches, where the cost of labeling for regions of an image is not consid-
ered equal. However, labeling cost information is not always available, which restricts their
applicability. Casanova et al. [5] proposed an active learning strategy for semantic seg-
mentation based on deep reinforcement learning, where an agent learns a policy to select a
subset of image regions to label. Existing approaches depend entirely on the labeled regions,
which had the most uncertainty during the active selection process, to update and retrain the
network.
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Input Uncertainty Map (CE)Prediction (CE)
Uncertainty Map* (CE)Prediction* (CE)
Uncertainty Map (ours)Prediction (ours)
Uncertainty Map* (ours)Prediction* (ours)
Horizontally Flipped
Input
Figure 1: Inconsistencies between segmentations. The input image in the second row is
horizontally flipped version of the image from the first row. While horizontal flipping is used
as an augmentation method during the training, the second column shows that the model is
still suffering from poor generalization. CE denotes that model only used cross-entropy loss
during training. The fourth column shows the results while the model used our proposed
self-consistency loss in addition to CE during the training. * means that the image is flipped
horizontally for demonstration purposes. For all uncertainty maps, blue indicates low values,
and yellow indicates high values.
Poor generalization of CNNs Deep models with millions of parameters can suffer from
poor generalization and high variance (specially in a low regime data situation), which fur-
ther affects the active selection process. Overfitting and poor generalization in deep neural
networks are well-known problems and an active area of research. Different approaches such
as dropout [56], ensembling [67], and augmentation proposed to increase the generalizability
in CNNs. In semantic segmentation, due to large models, making predictions using a whole
ensemble of models is cumbersome and is too computationally expensive to allow deploy-
ment to a large number of users. Data augmentation has been successful in increasing the
generalizability of CNNs. However, as shown in Fig. 1, the model can still suffer from poor
generalizations for a simple transformation. It is shown in [9, 61] that although using dif-
ferent augmentation methods improve the generalization of CNNs, neural networks are still
sensitive to equivalent perturbations in data. Semantic segmentation models are not excepted
from this issue. For instance, as we show in Fig. 1, a semantic segmentation model that used
image flipping as an augmentation during training still fails to have a robust prediction for
an image and its flipped version. This kind of high variance can affect the active learning
process directly and causes to select the wrong sample as the most uncertain/informative
one.
Self-Supervised Learning is a general learning framework that relies on pretext (sur-
rogate) tasks that can be formulated using unsupervised data. A number of self-supervised
methods have been proposed, each exploring a different pretext task [12, 21, 26, 31, 65]. A
pretext task is designed in a way that solving it requires learning of a useful image represen-
tation.
Inspired by the aforementioned observation and sensitivity of semantic segmentation
models for equivalent transformations, we propose to utilize the model’s uncertainty for the
input image and its equivariant transformation during the active sample selection process. We
also propose to enforce pixel-wise self-consistency via the self-supervisory signal between
each image and its equivariant transformation to increase the robustness and generalization
of the model. To the best of our knowledge, all current approaches for active learning in se-
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Figure 2: An overview of our proposed uncertainty pool-based active learning method. First,
at each iteration of active selection, the semantic segmentation network computes the uncer-
tainty for each image in DU and its transformation. Then, we select K regions with the most
uncertainty and send them to an oracle for labeling. The labeled regions will be added to
DL and removed from DU . Second, the model gets updated via the labeled regions in DL.
This is repeated until the labeling budget is exhausted, or until a certain model performance
is achieved.
mantic segmentation rely only on the labeled areas for updating the model. In our proposed
method, we add a new regularization that penalizes the differences between the outputs of
the model for the input image and its equivariant transformation in a self-supervised man-
ner. Specifically, during the active selection process, we use both input and its equivariant
transformation1 to compute the uncertainty. During the model updating stage, in addition to
the cross-entropy loss, we enforce the predictions for the input sample and its transformation
to be consistent. Our proposed approach benefits from both labeled and unlabeled regions
and reduces the model’s variance, which leads to a more robust sample selection. In other
words, during the active learning process, not only we use the labeled regions for updating
the model, but also we use the whole image (both labeled and unlabeled regions) to enforce
the self-consistency between the image and its transformation. Finally, we show that our pro-
posed pixel-wise self-consistency can also be used in the final model retraining stage, after
the active learning process is finished, to improve the semantic segmentation performance.
Our model is not against any of the existing active learning methods and can be used as a
complementary along any of them.
3 Method
We describe our active learning method for incorporating self-consistency over equivariant
transformations of the input, to achieve high performance using only a small amount of la-
beled data. Formally, let DU and DL denote the unlabeled and labeled datasets, respectively.
Our goal is to achieve the highest performance possible through iteratively adding new la-
beled data until we reach a certain budget (i.e., maximum number of labeled data) or until
a desired level of performance is achieved. Let fφ represent the segmentation network with
learnable parameters φ . We select small image patches to label from unlabeled image re-
gions such that they will maximize the performance of the segmentation model. The initial
DL can contain a small amount of labeled data or it can be empty.
Fig. 2 shows an overview of our proposed method. At each iteration t, the goal of
1In this paper we use horizontal flipping as the equvariant transformation.
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active learning is to select an unlabeled image patch to be labeled and add it to the training
dataset DL. To identify which unlabeled image patch to label, we use uncertainty sampling.
Uncertainty sampling selects image regions with high uncertainty according to our current
model. Regions with high uncertainty correspond to image regions that are difficult for
the semantic segmentation network to classify. Let xi denote the ith image in DU . At the tth
iteration we have two outputs cooresponding to the original image and a transformed version
of the image (i.e., flipped image):
I(u,v)i,0 (c) = ft(xi;φ) and I
(u,v)
i,1 (c) = τ
−1( ft(τ(xi);φ)), (1)
P(u,v)i, j (c) = softmax(I
(u,v)
i, j (c)), (2)
H(u,v)i =−∑
j
∑
c
P(u,v)i, j (c). log(P
(u,v)
i, j (c)), (3)
where I(u,v)i,0 (c) denotes the output logits of pixel (u,v) belonging to class c obtained from the
network fφ for an input image xi. τ and τ−1 denote an equivariant transformation and its
inverse, respectively, where τ−1(τ(xi)) = xi. In our experiments, we use horizontal flipping
as the equivariant transformation. P(u,v)i, j (c) is the softmax probability of pixel (u,v) belong-
ing to class c obtained from I(u,v)i, j (c), where j ∈ {0,1}. Interestingly, for many semantic
segmentation networks, flipping the image will results in slightly different results such that
I(u,v)i,0 (c) 6= I(u,v)i,1 (c). In Eq. 3, H(u,v)i denotes the pixel-wise entropy (estimated uncertainty)
for ith image, where it is computed by aggregating the posterior uncertainties over network
predictions for image xi and its transformation. H
(u,v)
i captures the uncertainty of the network
not only for input xi, but also for its transformation.
To exploit the structure and locality in semantic segmentation, we argue for selecting
regions to be labeled instead of whole images. In particular, we opt for using fixed sized
rectangular regions. Given Hi as the pixel-wise entropy for image i, we compute the next
region to label by dividing Hi into M fixed-size rectangular regions denoted by Hmi where
m∈M. We then look for the region among all the unlabeled data that has the highest entropy:
(s,n) = argmax
(i,m)
Hmi , (4)
where Hns has the maximum uncertainty among the unlabeled data. The selected region will
not be considered for further selection. Eq. 4 will be repeated K times, where K is the
number of samples that are set to be labeled at each iteration by an oracle.
In our experiments, during the label acquisition process, instead of using a real annota-
tor, we simulate annotation by using the ground truth annotation of the region as the annota-
tion from the oracle. Images which contained labeled regions are then added to the labeled
dataset. If an image is fully labeled, it will be removed from the unlabeled dataset. The
labeled dataset, therefore, is comprised of a lot of images, each with a subset of their regions
labeled. The unlabeled regions of these images are marked with the ignore label. For each
image xl where l ∈ |DL| we have the ground truth yl . After each label acquisition iteration,
the network will get updated via the labeled data. In all of the existing active learning works
for semantic segmentation, the network gets updated via the labeled data to minimize the
cross-entropy loss. However, for each image, there are unlabeled regions with rich informa-
tion that can be exploited to reduce the uncertainty of the network. In this work, we propose
to use both labeled and unlabeled regions to increase the self-consistency of the network. At
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each iteration, after each acquisition step, the semantic segmentation network will retrain as
following:
min
φ
Ltotal where Ltotal = LCE +Lself-consistency, (5a)
LCE =−∑
j
∑
h,w,c
yl . log(Pi, j), (5b)
Lself-consistency =
2
W ×H×C ‖ I
(u,v)
i,0 (c)− I(u,v)i,1 (c) ‖22, (5c)
where LCE is the standard supervised pixel-wise cross-entropy loss, where it is evaluated
only for the regions that are labeled. Eq. (5c) is the self-consistency loss, which is used
to utilize the information between the outputs of the model for input image and its corre-
sponding transformation. In Eq. (5c), W , H, C denote width, height, and depth of the logits,
respectively. Enforcing the self-consistency between the outputs of model for the input and
its transformation helps the network generalize better and have less variance.
After meeting the budget amount, the active selection process concludes with the retrain-
ing of the network with the final dataset DL, we refer that as the final retraining stage.
4 Results
4.1 Datasets
We evaluate our method on two semantic segmentation datasets: CamVid and Cityscapes.
CamVid dataset [4] composed of street scene view images, where each images has 360×480
resolution and contains 11 semantic classes. CamVid has 367, 101 and 233 images for train,
validation, and test set, respectively. Cityscapes dataset [10] is a large dataset that focuses
on semantic understanding of urban street scenes. The dataset contains 2048×1024 images
with fine annotations across different cities, different seasons, and varying scene layout and
background. The dataset is annotated with 30 categories, of which 19 categories are included
for training and evaluation (others are ignored). The training, validation, and test set contains
2975, 500, and 1525 fine images, respectively.
4.2 Implementation Details
In our experiments, for all the methods, we use the same segmentation network (ResNet50
[43] + FCN [24]).2 To analyze the true potential of each active learning method, for all the
experiments, for the active sample selection process, the segmentation network is initialized
with random weights. After the active learning process is finished, we retrain the networks
(i.e. the final retraining stage) with the final dataset DL while the ResNet50 backbone is
initialized with weights from a model that was pre-trained on the ILSVRC 1000-class clas-
sification task [49]. For all the experiments, we use random horizontal flipping for the data
augmentation. For the final retraining stage, we use 60 epochs. We set the batch size to five
and four for CamVid and Cityscapes, respectively. For optimization, we use the adaptive
moment estimation optimizer (ADAM) [35] with β1 = 0.9, β2 = 0.999, we set the initial
learning rate and weight decay to 5e-4 and 2e-4, respectively. Learning rate decays is set to
0.1, and it applied after every 20 epochs. For all the experiments, we report the average of
the five different runs.
2Since we do not change the network architecture, any other segmentation network can be used.
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Figure 3: Active learning performance for our proposed method and other baselines. (a)
and (b) demonstrate the mIoU results for CamVid and Cityscapes datasets, respectively. The
horizontal solid lines at the top represent the performance with the entire training set labeled.
The dashed line represents 96% of the maximum model performance (Fully-Supervised).
Budget denotes the percentage of unlabeled data labeled during the active learning process.
For both datasets, we use their training sets as DU . For CamVid we evaluate the per-
formance on the test set and report the mIoU. We use 360× 480 images as an input of the
network; each image is divided into 25 non-overlapping regions of dimension 72× 96. We
chose K = 1 region per step. For Cityscapes we report the mIoU on the validation set since
the test set is not available publicly. We resize the images to 512×1024 because of the com-
putational complexity. Each image is divided into 32 non-overlapping regions of dimension
128×128. We chose K = 5 regions per step.
4.3 Experiments
Fig. 3 demonstrates the mIoU results achieved by the segmentation model against the per-
centage of datasets labeled used to train the model. We evaluate our proposed method for
different budget sizes against different baselines on two datasets. During the active selection,
we use the same settings for all the methods. After collecting the labeled data, models are
retrained in the same environment and hyperparameters.
Fig. 3 summarizes the results of our experiments. In our experiments, at the final re-
training stage, Fully-Supervised, Random, Entropy, and EquAL baselines are retrained via
CE loss. Fully-Supervised+ and EquAL+ baselines are retrained via CE loss as well as the
proposed pixel-wise self-conssitency loss (Eq. 5).
Fig. 3 demonstrates that our proposed methods, EquAL and EquAL+, outperforms the
other baselines for the same percentage of labeled data. We observe that for the low budget
size, in both of the datasets, all the baselines suffer from the cold start problem [27, 52]. In
contrast, our method achieves significantly better performance in the low regime data, which
we believe is due to the better generalization. Particularly, in CamVid, for 8% budget we
improved the entropy baseline by 2% (EquAL) and 7% (EquAL+). In Cityscapes, for 1%
budget we improved the entropy baseline by 3% (EquAL) and 9% (EquAL+). As we move
to larger budgets the networks can achieve better generalization. EquAL achieves 96% of
the maximum model performance with 12% labeled data in both datasets, while the runner-
up method does so with 16% and 13% data on the respective datasets, which corresponds
to 14 and 29 additional images, respectively. Furthermore, we show that by using the self-
consistency loss in addition to the CE loss we can consistency achieves better performance.
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To measure the diversity of the labeled data, for 12% budget in the Cityscapes, we further
compute the entropy of the class distribution for the data in the final labeled set; our model
achieves higher entropy (2.376) comparing to the entropy baseline (2.335), which means
more diversity in the selected samples.
Table 3 provides per-class IoU comparison between our model and various baselines,
where the budget is fixed to 12%. All the models except EquAL+ uses CE loss during
the final retraining stage. Table 3 shows that our proposed method, EquAL, outperforms
other methods on 5 classes as well as mIoU and achieves competitive results for the other
classes. EquAL+ denotes our model when our self-consistency loss is used in addition to
CE loss during the final retraining stage and leveraged both labeled and unlabeled regions.
In EquAL+, we regularize the dark knowledge of the model and reduces the high variance,
which leads to a significantly better performance.
Table 1: Per-class performance comparison results for Citydataset while setting the labeling
budget to 12%. Bold entries are the best and second-best performers.
Methods Road SideWalk Building Wall Fence Pole Traffic Light Traffic Sign Vegetation Terrain
Random 96.64 75.51 88.19 32.51 34.61 36.09 38.80 58.25 89.03 53.48
BALD [17] 96.22 74.08 87.71 33.68 39.73 40.78 44.90 40.67 89.13 52.79
Vote Entropy [44] 96.22 73.50 87.08 34.97 42.32 42.76 44.91 61.32 89.24 54.18
RALIS [5] 96.19 73.24 86.25 33.56 42.28 43.51 51.12 60.31 89.05 51.72
Entropy 96.11 73.72 87.78 33.76 40.40 44.50 44.78 61.32 89.22 53.77
EquAL (Ours) 96.05 73.05 87.66 40.94 42.31 43.79 46.22 61.58 89.14 56.15
EquAL+ (Ours) 97.01 77.90 89.06 41.74 44.93 46.07 51.78 65.44 89.88 58.33
Sky Person Rider Car Truck Bus Train Motorcycle Bicycle mIoU
Random 90.18 52.67 32.51 88.47 24.62 41.93 31.26 29.11 60.15 55.47
BALD [17] 89.81 65.73 39.52 89.54 34.65 55.59 36.14 31.27 63.33 58.17
Vote Entropy [44] 89.94 69.31 40.59 89.14 37.09 54.92 36.57 32.16 65.73 60.01
RALIS [5] 89.32 69.23 42.14 89.51 39.50 57.22 35.51 31.42 64.12 60.27
Entropy 90.53 68.81 41.09 89.52 37.87 54.83 36.15 31.03 65.51 60.03
EquAL (Ours) 90.58 68.10 40.75 89.32 37.39 58.63 35.03 31.27 64.49 60.65
EquAL+ (Ours) 92.05 72.30 47.74 91.06 48.53 63.75 36.98 42.19 68.11 64.46
Fig. 4 provides qualitative comparison between our model and entropy baseline for the
same budget (12%). We observe that the entropy baseline (third column) fails to segment
sidewalk and terrain comparing to our proposed model (forth column), EquAL. Moreover,
we show in the fifth column (EquAL+) that we can even improve our results further by
adding the pixel-wise self-consistency loss.
Road Sidewalk Building Wall Fence Pole Traffic Light Traffic Sign Vegetation Terrain
Sky Person Rider Car Truck Bus Train Motorcycle Bicycle Void
GT Entropy -- 12% EquAL(ours) -- 12% EquAL+(ours) -- 12%
Figure 4: Qualitative results on the Cityscpaes dataset. All the models are retrained after
they use active learning with budget limit of 12%. The third column represent the entropy
baseline, and last two columns represent our proposed models.
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To study the effects of different equivariant transformations, in Table 2, we study effects
of employing five different equivariant transformations during the active learning process
while using CamVid. It is not surprising to see that translation and horizontal flipping are
the only two that improves the performance. We believe that this behavior is because trans-
formations such as rotation or vertical flipping create images with conditions that do not exist
in the dataset.
Table 2: Ablation study for different equivariant transformations during the active learning
process.
CamVid
Models Budget8% 12% 16% 20%
Entropy (Baseline) 0.5451 0.6111 0.6192 0.6311
EquAL (Rotation 90 degree) 0.5158 0.5855 0.5879 0.6036
EquAL (Rotation 180 degree) 0.5278 0.5982 0.6005 0.6072
EquAL (Random Translation 16 pixels) 0.5472 0.6121 0.6193 0.6294
EquAL (Vertical Flipping) 0.5266 0.5925 0.5987 0.6027
EquAL (Horizental Flipping) 0.5673 0.6182 0.6274 0.6341
5 Conclusion
In this paper, we proposed an effective method for active learning for semantic segmentation.
We propose to use an equivariant transformation of the input image, in addition to use the
input image, to improve the computed uncertainty during the active learning process. We
also proposed a pixel-wise self-consistency loss, which takes advantage of self-supervisory
information and regularizes the inconsistency of the model predictions between the input
image and its transformation. Our proposed method yields a more robust active sample se-
lection as well as better segmentation performance. Specifically, our method achieves∼ 96%
of maximum achievable network performance using only 12% labeled data on CamVid and
Cityscapes datasets. Finally, by using our proposed pixel-wise self-consistency we improve
the segmentation performance by 2-9%.
As future work, we highlight the possibility of designing an optimal stopping method
that could help accelerate the active sample selection process, in this way the active learning
algorithms do not require to iterate completely through the unlabeled set to select the most
uncertain samples. Furthermore, if the community provides ground-truth information about
human annotation costs for more datasets, it will be an important direction to develop cost-
estimate and cost-effective methods to reduce the cost of labeling for differemt regions even
further.
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Supplementary Material
Qualitative Results
Fig. 5 provides qualitative results for our proposed method comparing to the entropy baseline
for two budgets (6% and 12%). As shown in Fig. 5, our method has better qualitative
performance for different images. We provide regions with white dashed lines to highlight
the differences among the performances.
Figure 5: Qualitative results on Cityscapes dataset. The second column shows the per-
formance of the entropy baseline. Third and forth columns show the performance of our
proposed method. For each image the first and second rows show the results for budget of
12% and 6%, respectively.
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Numerical Values
In Fig. 3 in the paper we demonstrate the performance of our proposed method comparing to
the other baselines for CamVid and Cityscapes datasets. Here, in Table 3 and 4, we provide
the numerical values corresponding to the Fig 3 in the paper. Table 3 and 4 shows our
evaluation for Camvid and Cityscapes, respectively. For all the experiments, we report the
average and standard deviation of five different runs.
Table 3: Semantic segmentation performance in terms of mIoU when labeled data is selected
using baseline active learning methods and our method on CamVid dataset. Bold entries are
the best and second-best performers.
CamVid
Models Budget8% 12% 16% 20% 24% 100%
Fully-Supervised - - - - - 0.6450±0.017
Fully-Supervised+ - - - - - 0.6724±0.006
Random 0.5189±0.0265 0.5322±0.0282 0.5501±0.0248 0.5821±0.0135 0.5911±0.0244 -
Entropy 0.5451±0.0176 0.6111±0.01167 0.6192±0.0189 0.6311±0.0083 0.6347±0.0089 -
EquAL (ours) 0.5673±0.0112 0.6182±0.0062 0.6274±0.0148 0.6341±0.0038 0.6385±0.0064 -
EquAL+ (ours) 0.6213±0.0047 0.6446±0.0038 0.6492±0.0065 0.6560±0.0048 0.6630±0.0081 -
Table 4: Semantic segmentation performance in terms of mIoU when labeled data is selected
using baseline active learning methods and our method on CamVid dataset. Bold entries are
the best and second-best performers.
Cityscapes
Model Budget1% 2% 3% 6% 9% 12% 15% 100%
Fully-Supervised - - - - - - - 0.6346±0.0031
Fully-Supervised+ - - - - - - - 0.6687±0.0057
Random 0.3346±0.0248 0.4263±0.0233 0.4661±0.0140 0.5202±0.0211 0.5372±0.0152 0.5518 ±0.0134 0.5611±0.0082 -
Entropy 0.3903±0.0066 0.4750±0.0034 0.5072±0.0042 0.5671±0.0022 0.5801±0.0038 0.6003±0.0051 0.6151±0.0060 -
EquAL (ours) 0.4242±0.0033 0.4880±0.0069 0.5184±0.0045 0.5713±0.0049 0.5890±0.0046 0.6065±0.0025 0.6185±0.0062 -
EquAL+ (ours) 0.4885±0.0035 0.5590±0.0030 0.5809±0.0060 0.6224±0.0062 0.6352±0.0053 0.6446±0.0034 0.6562±0.0014 -
In both of the tables Fully-Supervised denotes the maximum achievable network per-
formance when all the data in the training set are labeled. Fully-Supervised baseline uses
cross-entropy loss during the training. Furthermore, Fully-Supervised+ denotes the maxi-
mum achievable network performance when all the data in the training set are labeled and
cross-entropy loss as well as pixel-wise self-consistency loss is used during the training.
After active sample selection is finished and the budget is met, the final labeled dataset
has images that are mostly partially labeled. The CE loss uses only the labeled part of the
images during training. In our proposed method we claim that it is important to use the un-
labeled regions as well. Therefore, we further proposed EquAL+, where it uses both CE and
pixel-wise self-consistency during the final retraining stage. The pixel-wise self-consistency
loss is independent of the labeled ground truth and regularizes the network based on the pre-
dictions between the results from the input image and its horizontally-flipped transformed
version (Eq 5c in the paper).
