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In this paper we give an inherently toric description of a special class of sheaves (known as
equivariant sheaves) over toric varieties, due in part to A. A. Klyachko. We apply this tech-
nology to heterotic compactifications, in particular to the (0,2) models of Distler, Kachru,
and also discuss how knowledge of equivariant sheaves can be used to reconstruct information
about an entire moduli space of sheaves. Many results relevant to heterotic compactifications
previously known only to mathematicians are collected here – for example, results concern-
ing whether the restriction of a stable sheaf to a Calabi-Yau hypersurface remains stable
are stated. We also describe substructure in the Ka¨hler cone, in which moduli spaces of
sheaves are independent of Ka¨hler class only within any one subcone. We study F theory
compactifications in light of this fact, and also discuss how it can be seen in the context
of equivariant sheaves on toric varieties. Finally we briefly speculate on the application of
these results to (0,2) mirror symmetry.
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1 Introduction
Historically one of the biggest challenges facing anyone wishing to study heterotic compact-
ifications has been the lack of a good description of vector bundles and, more generally,
torsion-free sheaves.
This problem has been recently addressed for the special case of vector bundles over
elliptic varieties in [29, 30, 31, 32, 33, 34, 13, 35]. However, their methods can neither be
applied to more general varieties nor to study more general sheaves.
Most Calabi-Yaus studied to date have been complete intersections in toric varieties1. A
description of sheaves relevant to all such Calabi-Yaus would be of tremendous importance.
In [20, 17] attempts were made to study sheaves on such Calabi-Yaus by describing the
sheaves with short exact sequences and monads. These methods are somewhat clumsy and
have not been thoroughly developed in the literature. For example, to date these methods
have not given a global description of moduli spaces of sheaves, one of several prerequisites
needed to gain a solid understanding of heterotic compactifications.
In this paper we present a radically different method of studying sheaves over Calabi-Yaus
realized as complete intersections in toric varieties. In particular, we present an inherently
toric method to describe certain sheaves on an ambient toric variety, due largely to Alexander
A. Klyachko. Sheaves over a complete intersection Calabi-Yau can be obtained by restricting
sheaves on the ambient space to the complete intersection. This does not allow us to realize
all possible sheaves over a Calabi-Yau, but it does still give a tremendous amount of insight
into moduli spaces. In particular, it is closely analogous to the strategy of studying the
Ka¨hler cone of a complete intersection Calabi-Yau via the Ka¨hler cone of the ambient toric
variety, used to great effect in the mirror symmetry literature.
Not any sheaf over a Calabi-Yau can be used in a compactification – one restriction is
that the sheaf must be stable. We are able to determine explicitly whether a bundle on
the ambient toric variety is stable, but unfortunately the restriction of a stable sheaf to a
hypersurface is not, in general, stable2. However, in special cases the restriction of a stable
sheaf to a hypersurface is stable; sufficient conditions will be discussed in section 8.
The condition that a sheaf be stable implicitly depends upon the choice of Ka¨hler form.
It sometimes happens that a sheaf is stable with respect to some, but not all, of the possible
Ka¨hler forms in the Ka¨hler cone. In the more extreme versions of this phenomenon the Ka¨hler
cone is subdivided into chambers, each associated to distinct moduli spaces of sheaves. This
phenomenon will be discussed in section 6.
1For introductions to toric varieties see for example [8, 9, 10, 11, 12].
2with respect to restriction of the Ka¨hler form
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Although we have a lot to say about classical results, we largely ignore quantum effects.
For example, we do not speak to worldsheet instanton corrections. These are a very impor-
tant aspect of heterotic compactifications, but we do not at present have sufficient technology
to deeply understand their effects. Perhaps the only exception to this are some speculations
on the application of the results in this paper to (0,2) mirror symmetry, in section 10. Our
philosophy in writing this paper was to first try to understand classical behavior, and leave
quantum corrections to future work.
In this paper a great deal of mathematics is used which is unfamiliar to most physicists,
even those who often think about compactifications. To help alleviate the resulting culture
shock, we have tried to loosely order this paper so that topics requiring less mathematical
sophistication appear near the beginning, and those requiring more appear later. Throughout
the paper, we have made an effort to explain nearly all of the mathematics used, even to the
extent of including lengthy elaborations (where useful) of details that some would consider
basic. Extremely technical details, not elaborated upon in detail, are usually banished to
footnotes. We have also provided several appendices on the basics of relevant mathematical
topics, which ideally should help the reader understand not only this paper but also parts
of the mathematics literature cited.
In section 2 we begin with a short review of constraints on consistent heterotic compact-
ifications. In section 3 we make general remarks on sheaves on toric varieties, which should
help put the rest of the paper in context. In section 4 we discuss equivariant sheaves on
toric varieties. We discuss not only how to construct equivariant bundles (of any structure
group) and more general sheaves, but also the calculation of invariants such as Chern classes,
sheaf cohomology groups, and global Ext groups. We also discuss equivariant sheaves on
singular varieties. In section 5 we explicitly construct moduli spaces of equivariant sheaves,
and discuss the underlying theory in some detail. In section 6 we discuss substructure in
the Ka¨hler cone, both in generality and in the special cases of elliptic K3’s with section
(relevant to F theory) and to equivariant sheaves on toric surfaces. In section 7 we discuss
more general moduli spaces, of not-necessarily-equivariant sheaves. In particular, we discuss
how knowledge of equivariant sheaves can be used to reconstruct information about the rest
of the moduli space. We also explicitly construct complete moduli spaces of bundles on P2
(one of the few cases that can be understood explicitly), and as an aside derive the ADHM
construction. Up to this point we have only discussed sheaves on ambient toric varieties; in
section 8 we discuss conditions under which the restriction of a stable sheaf to a hypersur-
face is stable. In section 9 we apply the technology above to the (0,2) models of Distler and
Kachru. In section 10 we apply the technology above to make nontrivial statements about
(0,2) mirror symmetry. Finally, we conclude in section 11 with speculations. Four appen-
dices review basic facts about algebraic groups, sheaf theory, GIT quotients, and filtrations
commonly used in sheaf theory.
Much of this paper is devoted to reviewing highly relevant results known to mathemati-
cians but not physicists. For example, an inherently toric description of equivariant sheaves
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was originally worked out by A. A. Klyachko [1, 2, 3, 4], but in order to make his results use-
ful for physicists, we have had to significantly extend them. Since his work is also completely
unknown to physicists (despite its great relevance), we have taken this opportunity to review
it, and in places correct it. Similarly, results on stability of the restriction of a stable sheaf
to a hypersurface exist in the mathematics literature but are unknown to the physicists –
so we have presented known results here. In fact, for convenience we have collected here
many results highly relevant to heterotic compactifications that were previously known only
to mathematicians.
We should also mention a few sections can be read independently of the rest of the paper.
Section 8, on stability of restrictions of stable sheaves to hypersurfaces, can be read apart
from the rest. The first two-thirds of section 6, on Ka¨hler cone substructure sensed by
heterotic theories, can be read independent of the rest of the paper.
A word of caution is in order concerning conventions used in this paper. We will assume
the structure groups of all bundles are reductive algebraic groups – complexifications of com-
pact Lie groups. In particular, instead of working with U(n), we shall work with GL(n,C),
its complexification; similarly, instead of SU(n), we work with SL(n,C).
2 A rapid review of heterotic compactifications
For a consistent perturbative compactification of either the E8×E8 or Spin(32)/Z2 heterotic
string, in addition to specifying a Calabi-Yau Z one must also specify a set of holomorphic
vector bundles (or, more generally, sheaves) Vi. These vector bundles must obey two con-
straints. For GL(n,C) bundles one constraint3 can be written as
ωn−1 ∪ c1(Vi) = 0 (1)
where n is the complex dimension of the Calabi-Yau, and ω is the Ka¨hler form. This
constraint has a somewhat subtle implication. In general, for any holomorphic bundle E ,
if there exists a Hermitian connection associated to E such that, in every coordinate chart,
the curvature F satisfies F ∧ ωn−1 = cI, where I is the identity matrix and c ∈ R is a
fixed chart-independent constant, then E is either properly Mumford-Takemoto stable [38]
or Mumford-Takemoto semistable and split [26, 27, 28]. Thus, the constraint in equation (1)
implies that (but is not equivalent to the statement) E is either stable, or semistable and split.
In fact, we can slightly simplify this statement. Properly semistable sheaves are grouped4
3For example, for compactifications to four dimensions, N=1 supersymmetry, on a Calabi-Yau X one gets
a D term in the low-energy effective action proportional to 〈X |ω2 ∪ c1(V )〉.
4More precisely, points on a moduli space of sheaves that are properly semistable do not necessarily
correspond to unique semistable sheaves, but rather to S-equivalence classes of properly semistable sheaves.
Points that are stable do correspond to unique stable sheaves – S-equivalence classes are a phenomenon
arising only for properly semistable objects.
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in S-equivalence classes, and each S-equivalence class contains a unique split representative
[80, p. 23]. Thus, constraint (1) implies that E is Mumford-Takemoto semistable.
The other constraint is an anomaly-cancellation condition which, if a single GL(n,C)
bundle Vi is embedded in each E8, is often
5 written as∑
i
(
c2(Vi) −
1
2
c1(Vi)
2
)
= c2(TZ)
It was noted [24] that the anomaly-cancellation conditions can be modified slightly by
the presence of five-branes in the heterotic compactification. Let [W ] denote the cohomology
class of the five-branes, then the second constraint above is modified to∑
i
(
c2(Vi) −
1
2
c1(Vi)
2
)
+ [W ] = c2(TZ)
Although the conditions above are necessary for a consistent heterotic compactification,
they are not sufficient – quantum effects must also be taken into account. For example, it
was once believed that generic heterotic compactifications were destabilized by worldsheet
instantons [18]. For the (0,2) models of [17], it has been shown that this is not the case
[19], and in fact it has become fashionable to ignore this difficulty. In addition, even for
the (0,2) models of [17], there is a more subtle and poorly-understood anomaly [22] which
afflicts many potential heterotic compactifications. In this paper we will speak to neither
potential problem; our philosophy is to first understand purely classical behavior, and only
then attempt to grasp quantum corrections.
Historically heterotic compactifications used only bundles, not more general sheaves.
However, in [23] it was shown that it was possible to have consistent perturbative heterotic
compactifications involving sheaves (specifically, torsion-free sheaves) which are not bundles.
There is, however, a caveat. On a smooth variety, all torsion-free sheaves look like bundles
up to codimension at least two, where the description as a bundle breaks down. Because of
these bad points, it sometimes happens that the conformal field theory breaks down – in such
cases the metric degenerates and describes an infinite tube, sometimes loosely associated with
five-branes [104, 105]. In order to determine whether a particular torsion-free sheaf suffers
from this difficulty, one writes down a linear sigma model describing the sheaf and studies
its properties as in [23]. Unfortunately at present there is no invariant method to determine
whether a given torsion-free sheaf describes a singular conformal field theory – one must
study an associated linear sigma model. Most of the sheaves we shall study in this paper are
not obviously associated with linear sigma models, so we have no way to determine whether
a given (non-locally-free) sheaf is associated with a singular conformal field theory. We
feel that the advantages of our new approach to thinking about heterotic compactifications
outweigh such difficulties.
5 On rare occasion it is possible for a perturbative compactification to evade this condition. See for
example [14].
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3 General remarks on bundles on toric varieties
In this section we will make some general observations on moduli spaces of bundles (of fixed
Chern classes) on a toric variety X. (In fact, our remarks will also hold for moduli spaces of
reflexive, and torsion-free, sheaves.)
First, we should mention a few basic facts about toric varieties that will be used through-
out this paper. A toric variety is a compactification6 of some “algebraic torus” (C×)n, where
C× = C− {0}. For example, all projective spaces are toric varieties:
P1 = C× ∪ {0} ∪ {∞}
P2 = (C×)2 ∪ {x = 0} ∪ {y = 0} ∪ {z = 0}
where x, y, and z are homogeneous coordinates defining P2, and so forth.
The codimension one subvarieties added to the algebraic torus to compactify it are known
as the “toric divisors.” For example, the toric divisors of P1 are {0} and {∞}. The toric
divisors of P2 are {x = 0}, {y = 0}, and {z = 0}.
Note that the algebraic torus (C×)n = T underlying any toric variety X has a natural
action on X. In the case of P1, this action amounts to rotations about an axis and dilations.
A moduli space of bundles (or sheaves) M also has a natural action of the algebraic
torus T defining the toric variety X: if E is some sheaf and t : X → X the action of an
element t ∈ T , then we take E → t∗E . In general, E 6∼= t∗E . The fixed-point locus of the
T action consists of sheaves E such that t∗E ≃ E for all elements7 t ∈ T . For example,
all line bundles on a smooth toric variety have this property. Such sheaves are known as
equivariant8 sheaves, or sometimes homogeneous sheaves. Such sheaves have an inherently
toric description [1, 2, 3, 4, 6, 7], which we shall review and extend in the first part of this
paper.
This inherently toric description of equivariant vector bundles and equivariant reflexive
sheaves associates a filtration9 of a vector space to each toric divisor. Intuitively, equivariant
6Not all compactifications of algebraic tori are toric varieties – toric varieties have additional nice prop-
erties – but the distinctions will not be relevant for our discussion.
7Some toric varieties have automorphism groups larger than the algebraic torus [9] which might, in
principle, give additional information. We will not pursue this possibility here.
8 In fact, we are being slightly sloppy. In the mathematics literature, an “equivariant” sheaf would not only
have the property that it is mapped into itself by all algebraic torus actions, but in addition would come with
a fixed choice of “equivariant structure” (a precise choice of sheaf involution). Sheaves that are fixed under
all algebraic torus actions but do not have a fixed equivariant structure should be called “equivariantizable.”
For reasons of readability, we shall maliciously fail to distinguish “equivariant” from “equivariantizable.” For
more information on the relationship between “equivariant” and “equivariantizable,” see section 7.
9 A filtration of a vector space V is a sequence of nested subspaces
V = V0 ⊇ V1 ⊇ V2 ⊇ · · ·
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sheaves on an algebraic torus (C×)n are trivial, so all information is contained in their
behavior near the toric divisors. Not all choices of filtrations define a bundle – to get a
bundle, rather than merely a reflexive sheaf, there is a compatibility condition that must be
satisfied. There is also a description of more general equivariant torsion-free sheaves, but
this description is more cumbersome and so is presented later.
In order to use the description of equivariant sheaves outlined above, one must fix a
precise action of the algebraic torus T on the equivariant sheaf – it is not enough to know
the fact that the algebraic torus maps the sheaf into itself, we must also specify precisely how
the algebraic torus acts. Put another way, for any element t of the algebraic torus T , there
exists an action of t on an equivariant sheaf E which makes the following diagram commute:
E
t
−→ E
π ↓ ↓ π
X
t
−→ X
where π : E → X is the projection. This choice of algebraic torus action, known as the
choice of “equivariant structure,” is not unique, and the filtration description outlined above
depends upon the precise choice, but for all that the choice is actually quite harmless – it
adds no continuous moduli, and is under good control.
The “inherently toric” description of sheaves outlined above only applies to equivariant
sheaves, so what can we say about the rest of a moduli space of sheaves, given knowledge of
only the equivariant ones? In principle, quite a lot. For any space with a torus action, given
information about only the fixed points of a torus action, and the torus action on the normal
bundle to the fixed points, it is possible to determine a great deal of information about the
original space. In particular, even if we only know about equivariant sheaves we can still
determine a great deal of information about a moduli space of not-necessarily-equivariant
sheaves. This perspective will be reviewed in greater depth in section 7.
Once we have discussed sheaves on ambient toric varieties in great detail, we turn to
sheaves on Calabi-Yau hypersurfaces beginning in section 8.
In most of the rest of this paper, we shall assume the reader is well acquainted with toric
varieties and their associated machinery. For introductions to toric varieties see for example
[8, 9, 10, 11, 12].
with a strictly increasing integer associated to each subspace. In the filtration description of equivariant
vector bundles, the vector space we filter is precisely the fiber of the vector bundle. More general equivariant
torsion-free sheaves are trivial vector bundles over the open T -orbit; the vector space we filter is that of
the trivial vector bundle. This filtration description is valid for both bundles and reflexive sheaves on both
smooth and singular toric varieties, but to aid the reader will will begin our discussion by restricting to the
special case of bundles on smooth toric varieties.
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4 Equivariant sheaves
In this section we will review results on equivariant sheaves – the sheaves located at the fixed
points of the algebraic torus action on the moduli space.
In section 4.1 we begin by reviewing an inherently toric description of equivariant vector
bundles, due originally to Alexander A. Klyachko [1, 2, 3, 4]. In section 4.2 we compare
Klyachko’s description to another, somewhat less useful, description due to Kaneyama [6, 7].
In section 4.3 we describe how to compute Chern classes and sheaf cohomology groups using
Klyachko’s description. In section 4.4 we describe how to modify Klyachko’s description
to describe bundles with arbitrary gauge group. Finally in section 4.5 we describe how to
generalize Klyachko’s description to give arbitrary torsion-free sheaves on arbitrary toric
varieties. We derive Klyachko’s description from first principles, discuss equivariant sheaves
on singular varieties, give an efficient description of reflexive sheaves on arbitrary varieties,
and on smooth toric varieties we describe global Ext calculations.
Many of the results in this section are due originally to A. A. Klyachko [1, 2, 3, 4], and
are reviewed (and occasionally corrected) for the reader’s convenience. In particular, much
of sections 4.1, 4.3, 4.4, and 4.5.2 is due to A. A. Klyachko. In particular, A. A. Klyachko
was concerned with smooth toric varieties, but in order to make these methods useful for
physical applications we extended his work to singular varieties, to global Ext calculations,
and (in the next section) to moduli space problems.
In sections 4.1 through 4.4 we specialize to smooth toric varieties and bundles on these
varieties. More general toric varieties and more general sheaves are considered in section 4.5.
4.1 Equivariant vector bundles
In this section we will review work of A. A. Klyachko [1, 2, 3, 4] describing equivariant
bundles on smooth toric varieties in an inherently toric fashion. The basic idea is that an
equivariant bundle is completely determined by its behavior near the toric divisors. Thus,
Klyachko specifies bundles in terms of a family of filtrations of a vector space, one filtration
for each toric divisor. We will first describe the relevant technology, then afterwards try to
give some intuitive understanding. Readers well-versed in algebraic geometry may find the
discussion of equivariant torsion-free sheaves in section 4.5.1 somewhat more enlightening
than the discussion in this section. In section 4.5 we speak about more general sheaves on
toric varieties that are not necessarily smooth.
Klyachko describes equivariant vector bundles by associating to each toric divisor a fil-
tration of the generic fiber. In order for these filtrations to yield a well-defined bundle, they
must satisfy a certain compatibility condition, to be defined shortly. A set of (compatible)
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filtrations is sufficient to uniquely identify the equivariant bundle.
In order to use this filtration prescription one must make a specific choice of action
of the algebraic torus on the bundle. Since the bundle is equivariant, the algebraic torus
action maps the bundle into itself – we need to be specific about the choice of involution.
More precisely, for any element t of the algebraic torus T , there exists an action of t on an
equivariant bundle E which makes the following diagram commute:
E
t
−→ E
π ↓ ↓ π
X
t
−→ X
where π : E → X is the projection. This choice of algebraic torus action, known as the
choice of “equivariant structure,” is not unique, and the filtration description outlined above
depends upon the precise choice, but for all that the choice is actually quite harmless – it
adds no continuous moduli, and is under good control. In the case of line bundles, the choice
of equivariant structure is equivalent to a precise choice of T -invariant divisor. For example,
on P2 the line bundles O(Dx), O(Dy), and O(2Dz −Dy), where Dx = {x = 0} and x, y, z
are homogeneous coordinates, are all equivalent as line bundles to O(1), but have distinct
equivariant structures.
Now we shall describe how to obtain a set of filtrations given some bundle E over a
toric variety X, following [1, 2, 3, 4]. Fix a point p0 in the open torus orbit, and define
E = E(p0). For each toric divisor α, let pα be a generic point in the toric divisor. We will
obtain a filtration for the toric divisor α by observing how the fiber E changes as we drag
p0 → pα. In particular, let f(p) be any rational function on X with a pole of order i on the
toric divisor α, and t a one-parameter algebraic torus action dragging p0 → pα, then define
Eα(i) =
{
e ∈ E | lim
tp0→pα
f(tp0) · (te) exists
}
(2)
These subspaces form a nonincreasing filtration:
· · · ⊇ Eα(i) ⊇ Eα(i+ 1) ⊇ · · ·
with limits
Eα(i) = 0 i≫ 0
Eα(i) = E i≪ 0
A random set of filtrations does not necessarily describe a vector bundle; these filtrations
are required to satisfy a compatibility condition. This condition is simply that, for any cone
σ ∈ Σ, the fan of X, the filtrations Eα(i), α ∈ |σ|, consist of coordinate subspaces of some
basis of the space E. Put another way, on any open set corresponding to a maximal cone, the
vector bundle should split into a sum of line bundles. Put yet another way, vector bundles
on affine space are trivial.
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This compatibility condition can be phrased more abstractly as follows. For any toric
divisor α, define the parabolic subgroup P α ⊆ GL(n,C) by
P α = { g ∈ GL(n,C) | gEα(i) = Eα(i) ∀i } (3)
Then the compatibility condition says precisely that for all cones σ ∈ Σ,⋂
α∈|σ|
P α contains a maximal torus of GL(n,C) (4)
Note that the bundle compatibility conditions are triangulation-dependent; they are sen-
sitive to more than just the edges of the fan. In particular, a set of filtrations that defines
a bundle in one triangulation may fail to define a bundle after a flop (or other birational
transformation on the toric variety preserving the edges of the fan). In such a case, instead
of defining a bundle in the flopped triangulation, we would only get a reflexive sheaf.
Specifying a parabolic subgroup, as in equation (3), does not uniquely specify the filtra-
tion – the indices at which the filtration changes dimension also are meaningful. We will see
later (section 4.4) that this information corresponds to a choice of ample line bundle on the
(partial) flag manifold G/P α, in addition to the choice of parabolic subgroup P α.
An equivariant vector bundle is defined uniquely by a set of filtrations (one for each toric
divisor) satisfying the compatibility condition above, up to a simultaneous rotation of all
filtrations by an element of GL(n,C).
For example, let’s discuss how line bundles are described in this language. Let D =∑
aαDα be a Cartier divisor on the toric variety, then the filtration on divisor Dα is given
by
Eα(i) =
{
C i ≤ aα
0 i > aα
(Recall that for line bundles the choice of equivariant structure amounts to simply being
specific about the choice of divisor.) At this point we can see the necessity of the smoothness
condition. On a singular toric variety, not all divisors are Cartier, i.e., not all divisors
D =
∑
aαDα define line bundles. Equivariant sheaves on singular toric varieties will be
discussed in section 4.5.1.
For another example, consider the direct sum of two line bundles O(D1)⊕O(D2). Write
D1 =
∑
a1αDα, D2 =
∑
a2αDα (where the Dα are the toric divisors), then
Eα(i) =

C2 i ≤ min(a1α, a2α)
C min(a1α, a2α) < i ≤ max(a1α, a2α)
0 i > max(a1α, a2α)
In particular, a vector bundle splits globally into a direct sum of holomorphic line bundles
precisely when all the filtrations (not just associated to toric divisors in any one cone) satisfy
the compatibility condition (4).
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It may naively appear that all information is contained in the values of i at which a
filtration changes dimension, but this is in fact false. We will see later that the precise
vector subspaces appearing also carry information – for example, they partly determine
most of the Chern classes.
Note that we can rederive the (weaker) equivariant version of a famous theorem of
Grothendieck, which says that all holomorphic vector bundles on P1 split into a direct sum
of holomorphic line bundles. Since any two parabolic subgroups intersect in a maximal torus
(at least), and as P1 has only two toric divisors, it should be obvious that all equivariant
vector bundles on P1 split as indicated.
4.2 Kaneyama’s approach
There is a closely related approach to equivariant bundles on toric varieties described in
[6, 7]. This approach is more intuitively clear than Klyachko’s, but computationally far
more cumbersome.
The basic idea behind Kaneyama’s approach is to study equivariant vector bundles on
each element of a cover of the base space. In particular, the maximal cones defining coor-
dinate charts on the toric variety provide a suitable cover. On each element of the cover
(affine spaces, by the assumption of smoothness), the vector bundle trivializes into a sum
of one-dimensional representations of the algebraic torus T defining the toric variety. Put
another way, for each maximal cone of the toric variety, for a rank r vector bundle E we
can associate r characters of the algebraic torus (elements of the lattice M , in the notation
of [8]). This decomposition of the vector space Cr describes precisely how the vector space
transforms (equivariantly) under the action of the algebraic torus.
Given this set of r characters associated with some maximal cone, we can now associate
a set of integers with each toric divisor in the maximal cone. (These integers are half the
data Kaneyama needs to describe a vector bundle.) If we label the characters as χ1, . . . χr,
then the integers associated with toric divisor α are precisely 〈χ1, α〉, . . . 〈χr, α〉.
In fact, this is precisely a generalization of the description of line bundles in [8]. There,
a line bundle on a compact toric variety was specified by associating a character10 to each
maximal cone. The characters on distinct cones need not agree, rather they can differ by a
character perpendicular to all vectors in the intersection of the cones. Thus, the characters
themselves are not well-defined. However, it is possible to associate well-defined integers
with each toric divisor α, as 〈χ, α〉 where χ is a character associated with a maximal cone
containing α. In Kaneyama’s generalization, we associate r characters with each maximal
cone, and an element of GL(r,C) with each overlap of cones. The characters themselves
10 Technical fiends will note that each character is the location of the generator of the principal fractional
ideal associated to that cone.
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need not be well-defined; however the integers 〈χ1, α〉, 〈χ2, α〉, . . . are well-defined.
These integers can also be derived from Klyachko’s filtration description. Let Eα(i) be a
set of filtrations associated with the bundle E , then define
E[α](i) =
Eα(i)
Eα(i+ 1)
(recall that Eα(i+1) ⊆ Eα(i)). Given this definition, the integers Kaneyama associates with
a toric divisor α are precisely the i for which E[α](i) is nonzero, counted with multiplicity
equal to dim E[α](i).
An example should make this more clear. Suppose we have a filtration defined by
Eα(i) =

C3 i ≤ 5
C2 i = 6, 7
0 i > 7
then
E[α](i) =

C i = 5
C2 i = 7
0 otherwise
then in Kaneyama’s description, to the toric divisor α we associate the integers 5, 7, and 7.
In fact, dim E[α](i) is counting the multiplicities with which characters of the algebraic
torus T are appearing in maximal cones containing α. The multiplicity with which a char-
acter χ appears is equal to dim E[α](〈χ, α〉).
So far we have given only half of Kaneyama’s description of vector bundles. To each toric
divisor we have described how to associate a set of integers, and shown how this is related
to Klyachko’s description of vector bundles. However, these integers are not sufficient to
completely describe the bundle, as we also need to describe the transition functions on
overlaps of coordinate charts.
In Kaneyama’s description the transition functions for a rank r bundle are given as ele-
ments of GL(r,C) assigned to all pairs of cones, satisfying the usual compatibility conditions.
How can such transition functions be derived from Klyachko’s description? As was shown in
[2, p. 344], if E , F are equivariant bundles on an affine variety, then the space of toral homo-
morphisms HomT (E ,F) is isomorphic to the space of linear operators φ : E → F compatible
with the filtrations as φ(Eα(i)) ⊆ F α(i) ∀α, i. In particular, on overlaps between cones σ1,
σ2, transition functions must map each filtration associated to divisor α ∈ |σ1∩σ2| back into
itself. Thus, it should be clear that for any cone σ, Kaneyama’s transition function must be
an element of ⋂
α∈|σ|
P α
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Conversely, given the data Kaneyama specifies it is possible to recreate Klyachko’s descrip-
tion.
Note in particular that both descriptions implicitly rely on equivariance of the bundles
in question. If a bundle is not equivariant, then over any coordinate chart it trivializes and
so of course can be written as a direct sum of characters, but there need no longer be any
relation between characters of distinct coordinate charts, and so one can no longer associate
an invariant set of integers with each toric divisor. Similarly, Klyachko’s description fails, as
there is no longer an invariant way to associate a filtration with each toric divisor.
4.3 Applications
Here we will quote some results presented in [1, 2, 3, 4] on Chern classes and sheaf cohomology
groups of equivariant bundles over toric varieties. We will also closely follow the notation of
these references, in order to make the connection more clear to the reader.
4.3.1 Chern classes
Before describing the Chern classes, we will first describe a natural resolution of any bundle
E by direct sums of line bundles, as described in [2]. Given this resolution, computing the
Chern classes will then be quite straightforward.
Schematically, this resolution is an exact sequence
0→ E →
⊕
codim σ=0
σ ⊗ E →
⊕
codim σ=1
σ ⊗ E → · · · →
⊕
codim σ=n−1
σ ⊗ E → ∅ ⊗ E → 0 (5)
where each σ⊗E is a holomorphic bundle, of the same rank as E , defined by the filtrations11
(σ ⊗ E)α(i) =

Eα(i) α ∈ |σ|
E α 6∈ |σ|, i ≤ f(α)
0 α 6∈ |σ|, i > f(α)
and where f(α) is a function f : Dα → Z that assigns to each toric divisor an integer, the
largest at which the filtration is nonzero. In other words, Eα(i) = 0 precisely when i > f(α).
(We will see that the function f(α) cancels out of Chern class computations.) Note that the
notation used above is rather poor – nothing is being tensored in σ⊗E , rather σ⊗E merely
denotes an auxiliary bundle associated to cone σ. Each map in the exact sequence (5) is the
obvious inclusion between filtrations.
11The equation shown corrects typos in equation (3.3) of [2].
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Each bundle σ ⊗ E splits into a sum of line bundles, as we now show. By assumption,
the filtrations on the toric divisors of any single cone σ are compatible, in the sense of
equation (4), and as the filtrations on all other toric divisors are trivial, all the filtrations
are compatible, so the bundle splits globally.
Note that the line bundles into which σ⊗E splits are in one-to-one correspondence with
generators of E. For example, suppose E is rank two, defined on a toric surface. Suppose
for divisors we shall label 1,2,
dim E[α](i) =

1 i = 0
1 i = 1
0 i 6= 0, 1
Then if the two one-dimensional vector spaces at i = 1 coincide as subspaces ofC2, c(σ⊗E) =
[1 +D1 +D2]. Otherwise, if those two one-dimensional vector spaces are generic, we have
c(σ ⊗ E) = [1 +D1][1 +D2]. More generally, although it will turn out that the first Chern
class depends only on the dimensions of each element of each filtration, to determine the
higher Chern classes more information about the filtrations is required.
Before using the resolution above to derive the Chern classes of E , we shall define some
notation. Let E be an equivariant bundle on a toric variety X with fan Σ, and let Eα(i) be
a family of compatible filtrations defining E . Define
Eσ(χ) =
⋂
α∈|σ|
Eα(〈χ, α〉) (6)
E[σ](χ) =
Eσ(χ)∑
iα
⋂
α∈|σ|Eα(iα)
(7)
where in equation (7) the sum is taken over all iα ∈ Z, and the intersection is over α ∈ |σ|
such that iα ≥ 〈χ, α〉 and for at least one α ∈ |σ|, iα > 〈χ, α〉. In particular, this implies
E[α](i) =
Eα(i)
Eα(i+ 1)
In fact, Eσ is a freely-generated C[σ∨] module (see section 4.5.1), and E[σ] locates its gener-
ators.
Now, let us derive the Chern classes of E , using the resolution (5). First consider the
bundle α⊗ E , where α is an edge of the fan. The first Chern class is clearly
c1(α⊗ E) =
∑
i
i dim E[α](i)Dα +
∑
α′ 6=α
f(α′) (dim E)Dα′
Using the splitting principle, we can derive the total Chern class of α⊗ E :
c(α⊗ E) =
∏
χ∈Tˆα
1 + ∑
α′∈|Σ|
fαχ (α
′)Dα′
dimE[α](χ)
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where
fσχ (α) =
{
f(α) α 6∈ |σ|
〈χ, α〉 α ∈ |σ|
and where Tˆσ is the weight lattice M = Hom (T,C
×) modulo the sublattice σ⊥ ∩M . (More
formally, define Tσ to be the subgroup of T stabilizing the subvariety corresponding to σ
(the subgroup of T whose Lie algebra is generated by σ and −σ) then Tˆσ = Hom (Tσ,C
×).)
In other words, if we took the product over χ ∈ M rather than just χ ∈ Tˆα, we would
overcount.
It should now be clear that in general,
c(σ ⊗ E) =
∏
χ∈Tˆσ
1 + ∑
α∈|Σ|
fσχ (α)Dα
dimE[σ](χ)
Now, we should get the same result for c(E) if we increase each value of f : Dα → Z,
so the expression for c(E) must be independent of the f(α)’s, so we can simply set them to
zero and immediately recover the result
c(E) =
∏
σ∈Σ,χ∈Tˆσ
1 + ∑
α∈|σ|
〈χ, α〉Dα
(−)codim σ dim E[σ](χ) (8)
(If the reasoning behind our omission of the f(α)’s seemed too loose, the reader is encouraged
to check a few examples in detail.) Similarly, one can calculate the Chern character of E to
be
ch(E) =
∑
σ∈Σ,χ∈Tˆσ
(−)codim σdim E[σ](χ) exp
∑
α∈|σ|
〈χ, α〉Dα
 (9)
where Dα denotes the toric divisor associated with α. Thus, for example,
c1(E) =
∑
i∈Z,α∈|Σ|
i dim E[α](i)Dα
4.3.2 Sheaf cohomology groups
It is also straightforward to calculate sheaf cohomology groups Hp(X, E). Since E is equiv-
ariant, the sheaf cohomology groups can be decomposed into groups each associated with an
irreducible representation of the algebraic torus12:
Hp(X, E) = ⊕χH
p(X, E)χ
12If E is not equivariant, then the sheaf cohomology groups have no such decomposition.
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In particular, all irreducible representations of the algebraic torus are one-dimensional, given
precisely by the characters χ, and this decomposition of the sheaf cohomology is known as
an isotypic decomposition. (Note that each Hp(X, E)χ need not itself be one-dimensional; it
is merely naturally associated with a (one-dimensional) irreducible representation.)
To calculate isotypic components of the sheaf cohomology groups Hp(X, E) we use the
complex13 C∗(E , χ):
0 →
⊕
dim σ=n
Eσ(χ) → · · · →
⊕
dim σ=2
Eσ(χ) →
⊕
dim σ=1
Eσ(χ) → E → 0
where n = dim X, E is the generic fiber of the vector bundle. We will observe later (sec-
tion 4.5.1) that Eσ is a graded C[σ∨]-module, equal to Γ(Uσ, E) (where Uσ is the open set
in X determined by cone σ), so this is precisely a C˘ech cohomology calculation, and the
differential is then defined in the usual fashion. Then,
Hp(X, E)χ = H
p(C∗(E , χ))
It should be clear that∑
i
(−)idim H i(X, E)χ =
∑
σ∈Σ
(−)codim σdim Eσ(χ)
and also14
H0(X, E)χ =
⋂
α∈|Σ|
Eα(χ)
In principle, calculating the sheaf cohomology of the restriction of E to a hypersurface
in the toric variety is now straightforward. Suppose our hypersurface is specified by some
divisor D, then we have an exact sequence
0 → E(−D) → E → E ⊗OD → 0
where OD is a skyscraper sheaf with support on D. From this short exact sequence we can
derive a long exact sequence describing sheaf cohomology of E restricted to the hypersurface
in terms of sheaf cohomology on the toric variety. Since E is equivariant, E(−D) is also
equivariant, so in principle this calculation can be performed via the above technology.
4.4 Alternate gauge groups
So far in this paper we have discussed equivariant holomorphic vector bundles whose struc-
ture group is GL(n,C). In principle, however, principal bundles with other (algebraic) gauge
groups can be discussed equally easily in Klyachko’s language, as was noted in [4].
13In references [1, 2, 3, 4], this complex is ordered in the opposite direction and denoted C∗(E , χ). We
have chosen different conventions for clarity.
14The next result holds only for reflexive, not for more general torsion-free sheaves.
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When discussing GL(n,C) bundles, we can speak in terms either of filtrations of a vector
space or in terms of parabolic subgroups of GL(n,C) which preserve the filtration (as in
equation (3)) (paired with ample line bundles, as mentioned in section 4.1). For more
general structure groups G there is no filtration description, but the description in terms of
parabolics still holds.
In other words, to discuss principal bundles with arbitrary structure group G, one as-
sociates a parabolic subgroup P α ⊂ G to each toric divisor α, together with an ample line
bundle Lα on G/P
α.
The compatibility condition on the parabolic subgroups associated to each toric divisor
is very nearly the same as equation (4). Rather than demand the parabolics intersect in a
maximal torus of GL(n,C), one demands the parabolics intersect in a maximal torus of G.
In other words, for all cones σ ∈ Σ, if P α denotes the parabolic associated with edge α, then⋂
α∈|σ|
P α contains a maximal torus of G (10)
Now, let us consider the ample line bundles Lα paired with the parabolics P
α more
closely. First, we shall describe a construction of vector bundles on flag manifolds G/P α,
then we shall describe how the ample line bundles are derived for GL(r,C) bundles.
There is a natural way to construct vector bundles on G/P . First, note that G→ G/P
is a principal P -bundle over G/P . Then, there exists a family of vector bundles over G/P
(associated to the principal P -bundle G → G/P ), corresponding to representations of P .
In other words, given a representation of P , consisting of a vector space V and a P -action
λ : P × V → V , we can construct a vector bundle associated to G→ G/P . The total space
of this vector bundle is just G×P V . In particular, line bundles constructed in this fashion
automatically come with a canonical G-linearization (in fact, if G is semisimple then the G-
linearization is unique). (This is the setup of the Bott-Borel-Weil theorem [103], which states
– among other things – that the sections of an ample line bundle associated to G → G/P
form an irreducible representation of G.)
Now, we shall describe how to construct the ample line bundles Lα for G = GL(r,C)
bundles. First, associate r = rank E integers to the filtration Eα. These integers are the
integers i such that E[α](i) is nonzero, counted with multiplicity equal to dim E[α](i). (In
other words, these are the same integers that Kaneyama associates with a toric divisor, as
described in section 4.2.) These integers define a point in the weight lattice of G. If we
put them in increasing order, then they correspond to a weight in the fundamental Weyl
chamber, and so describe an ample line bundle. Denote this line bundle on G/P α by Lα. As
promised in section 4.1, the ample line bundles Lα encode information about the filtrations
that is missed by only specifying parabolics.
At this point we should mention an interesting subtlety. Irreducible representations of a
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parabolic P are in one-to-one correspondence with irreducible representations of a Levi factor
of the parabolic, so when the parabolic is a Borel subgroup, any Levi factor is a product of
C×’s, and so any set of integers defines the dominant weight of a one-dimensional irreducible
representation of P – and in particular defines a line bundle on G/P . When P is not a
Borel, however, not any set of integers will be the dominant weight for a one-dimensional
irreducible representation of P . In such a case how can we be guaranteed of getting a line
bundle on G/P (as opposed to some higher rank vector bundle) in the prescription above?
For simplicity, consider the case that only two of the integers associated to divisor α coincide.
Then, a Levi factor of the corresponding parabolic will be the product of several C×’s with
a GL(2,C). The two coincident integers define a weight of GL(2,C). However, since the
integers are identical, the semisimple part of GL(2,C), namely SL(2,C), acts trivially on
the representation defined. The only part of GL(2,C) that acts nontrivially is the overall
C× factor, and so we clearly have defined a one-dimensional irreducible representation of P .
It should be clear in general that the prescription above will always yield one-dimensional
irreducible representations of P , and in particular line bundles on G/P .
Principal G-bundles are uniquely identified by a set of parabolics obeying the compati-
bility condition (10), together with a set of ample line bundles, up to an overall simultaneous
G rotation of the parabolics.
The reader may wonder why vector bundles with structure group G do not have a descrip-
tion in terms of filtrations analogous to that discussed earlier. Given some vector space V
acted on by a representation of G inside some GL(n,C), we can certainly associate parabolic
subgroups of GL(n,C) to filtrations, and then we could intersect those parabolic subgroups
of GL(n,C) with the image of G. Unfortunately those intersections need not be parabolic
subgroups, and in fact in general to describe a vector bundle with structure group G in this
fashion takes a great deal of work, dependent upon both G and the representation chosen.
We shall not examine such constructions in detail in this paper.
4.5 Equivariant torsion-free sheaves
In this section we will discuss torsion-free sheaves on arbitrary toric varieties. (Note that our
previous discussions of bundles and reflexive sheaves were limited to smooth varieties). In
section 4.5.1 we discuss the basic principles on which our description is based. In section 4.5.2
we discuss torsion-free sheaves on smooth toric varieties. In section 4.5.3 we discuss how
global Ext groups can be calculated in principle for equivariant sheaves on toric varieties.
In section 4.5.4 we discuss torsion-free sheaves on the singular toric variety, P21,1,2. Torsion-
free sheaves are rather more complicated to discuss on singular toric varieties, but this two
example should sufficiently illustrate the general method. Finally, in section 4.5.5 we discuss
the distinction between Cartier and Weil divisors, and how it can be seen explicitly in this
framework.
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Much of section 4.5.2 was originally discussed in [4], however the rest of the material in
this section is new.
4.5.1 Basic principles
In principle, coherent sheaves can be constructed over varieties by associating to each element
Spec Ri of an affine cover a finite-rank Ri-module Mi, in a “mutually compatible” way (see
[107, section II.5]). Compatibility is defined by associating a module to every intersection of
the affine cover, together with restriction maps. In particular, to build a coherent sheaf on
a toric variety, one must associate a finite-rank module to each cone.
When the coherent sheaf is equivariant, we can refine the description further. The module
associated to each cone σ has a weight space decomposition under the algebraic torus T
whose compactification is the toric variety. For an n-dimensional toric variety, each module
is M-graded, where M ∼= Zn is the weight lattice of T . (This is essentially an isotypic
decomposition of the module under the action of the algebraic torus, which holds only for
the modules appearing in equivariant sheaves.) Each (isotypic) component of the module is
a vector space15, and in fact we shall see each component is a vector subspace of some fixed
vector space. We shall denote the component of a module E associated to character χ by
E(χ).
If the module is torsion-free16 then the action of the underlying monoid algebra C[σ∨]
induces inclusion maps between the graded components of the module. Let us work through
this a little more carefully. Let Eσ denote the module associated to a cone σ, then for µ ∈ σ∨
and for all χ ∈M we have maps Eσ(χ)→ Eσ(χ+µ). Since the module is torsion-free, these
maps are injective. In fact, we can identify spaces with their images, and regard these maps
as inclusions.
In passing, note that for any ρ in the interior of σ∨, it is true that for all components of
Eσ,
Eσ(χ) ⊆ lim
n→∞
Eσ(nρ)
This is because for all χ ∈M , there exists N ∈ N such that 〈χ+Nρ, ν〉 > 0 for all ν ∈ σ∨,
i.e., χ+Nρ ∈ σ∨. In particular, this means that each component Eσ(χ) is a subset of some
15 Each isotypic component of an A-module M , where both A and M have T actions compatible with
the ring action, is a module over the weight zero part of A. In the cases relevant here, the weight zero part
of the ring will always be the field C. A module over a field is precisely a vector space, thus each isotypic
component of the module is a vector space.
16Usually one states a sheaf is torsion-free when each stalk is torsion-free, meaning, when each localization
of the module is torsion-free. However, over the rings we shall encounter in toric varieties, torsion-free is a
local property, in the sense that if it is true for all localizations of a module, then it is true for the entire
module. (See for example [84, exercise 3.13].) The same statement is also true of reflexivity and local
freedom.
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fixed vector space, and in fact this vector space is independent of σ, as expected.
To clarify these remarks, consider the case that the affine space is of the form
Spec C[xa111 x
a21
2 · · ·x
an1
n , · · · , x
a1k
1 x
a2k
2 · · ·x
ank
n ]
then the inclusions are
Eσ(i1, · · · , in) →֒ E
σ(i1 + a11, i2 + a21, · · · , in + an1)
→֒ Eσ(i1 + a12, i2 + a22, · · · , in + an2)
· · ·
→֒ Eσ(i1 + a1k, i2 + a2k, · · · , in + ank)
In order to recover decreasing filtrations on smooth spaces, the conventions used earlier in
this paper, merely work on the smooth space
Spec C[x−11 , x
−1
2 , · · · , x
−1
n ]
To make this perspective more clear, let us consider some examples. The structure sheaf
on C2 = Spec C[x1, x2] is equivariant, and has bigraded module precisely C[x1, x2], meaning
E(i1, i2) =
{
C i1 ≥ 0 and i2 ≥ 0
0 otherwise
for the trivial choice of equivariant structure. Now, consider an ideal17 sheaf on C2 =
Spec C[x1, x2]. In fact, consider the rank 1 ideal sheaf vanishing to order 1 at x1 = x2 = 0.
The module defining the sheaf is precisely the ideal with generators (x1, x2) inside C[x1, x2].
This ideal sheaf is equivariant18, and we have the bigraded module
E(i1, i2) =

C i1 > 0 and i2 ≥ 0
C i1 ≥ 0 and i2 > 0
0 otherwise
As expected, the ideal sheaf sits naturally inside the structure sheaf.
Now, consider the case that a cone σ is not maximal, for example, that Spec C[σ∨] =
C×C×. In such an example, we have inclusion maps of the form
Eσ(i1, i2) →֒ E
σ(i1 + 1, i2)
→֒ Eσ(i1, i2 + 1)
→֒ Eσ(i1, i2 − 1)
17For an introduction to ideal sheaves see the first appendix of [13].
18 Technical fiends will note that we can define equivariant Hilbert schemes.
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Clearly, Eσ(i1, i2) is independent of i2. A more nearly invariant way to say this is that the
module associated to a cone σ is nontrivial only over the lattice Tˆσ, where Tˆσ is simply the
weight lattice M of the algebraic group modulo the subgroup σ⊥ – in other words, Eσ is
constant along directions in σ⊥.
So far we have described modules associated to any individual cone; how are modules
over distinct cones related? If τ is a subcone of σ, then by definition19
Eτ = Eσ ⊗C[σ∨] C[τ
∨]
We can show that if τ is a subcone of σ and ρ is in the interior of τ⊥ ∩ σ∨, then
Eτ (χ) = lim
n→∞
Eσ(χ+ nρ)
for all χ ∈ M . (In particular, this shows the maximal vector space E is independent of σ,
as claimed earlier.) The point is to show that for all µ ∈ τ∨, there exists N ∈ N such that
µ +Nρ ∈ σ∨. This follows from the definition of ρ: for any fixed µ ∈ τ∨, 〈µ, ν〉 is bounded
from below as we vary ν ∈ σ∨, so as 〈ρ, ν〉 ≥ 0 for all ν ∈ σ∨, there exists N ∈ N such that
N〈ρ, ν〉 + 〈µ, ν〉 ≥ 0
for all ν ∈ σ∨. Thus, for any µ ∈ τ∨, there exists N ∈ N such that Nρ+ µ ∈ σ∨, and so we
have an inclusion map
Eσ(χ− µ) →֒ Eσ(χ+Nρ)
for all χ ∈M , so in particular we find
Eτ (χ) = lim
n→∞
Eσ(χ+ nρ)
We can summarize these results as follows. Suppose τ , σ are both cones, and τ ⊂ σ. For
any χ ∈ Tˆσ, we have the inclusion
Eσ(χ) ⊆ Eτ (χ)
where on the right side of the equation above we can interpret χ as an element of Tˆτ , using
the natural projection Tˆσ → Tˆτ . Moreover, for any χ ∈ Tˆτ ,
Eτ (χ) =
⋃
χ˜
Eσ(χ˜)
where the union is over χ˜ that project to χ under Tˆσ → Tˆτ .
19Eτ is simply the restriction of the module Eσ associated to affine space Spec C[σ∨] to Spec C[τ∨] ⊂
Spec C[σ∨].
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In the special case that a sheaf is reflexive, this description can be simplified. The module
Eσ associated to any cone σ is the intersection of the modules associated to the toric divisors
in the cone:
Eσ(χ) =
⋂
α∈|σ|
Eα(χ) (11)
(This result is stated without proof in [4] for the special case of smooth varieties.) In fact,
somewhat more generally, for any equivariant torsion-free sheaf with modules {Eσ}, its
bidual has modules
(E∨∨)σ(χ) =
⋂
α∈|σ|
Eα(χ)
The reader should find this result intuitively reasonable, for the following reason. For any
torsion-free sheaf E , there is an inclusion E → E∨∨. In other words, any torsion-free sheaf
should naturally map into its bidual. Now, for any set of modules {Eσ}, it is always true
that
Eσ(χ) ⊆
⋂
α∈|σ|
Eα(χ)
so the expression given for (E∨∨)σ should seem extremely natural.
We shall now demonstrate the result (11) for reflexive sheaves explicitly. In particular,
we will show that for any torsion-free sheaf E , its dual E∨ (which is always reflexive) has the
property stated. Let X be an affine toric variety with principal cone σ and edges {τα}. Let
Aσ be an equivariant module over C[σ∨], and {Aα} be the modules associated to the toric
divisors. Let ρα be in the interior of τ
⊥
α ∩ σ
∨. Let
(A∨)σ = HomC[σ∨] (A
σ,C[σ∨])
with associated T -action. Now, consider (A∨)σ(χ), which is to say equivariant maps Aσ →
C[σ∨][−χ], where the superscript indicates the grading is shifted. For each µ ∈ M , ν ∈ σ∨,
we have the commutative diagram
Aσ(µ) −→ Aσ(µ+ ν)
↓ ↓
C[σ∨](µ+ χ) −→ C[σ∨](µ+ ν + χ)
(12)
so as ν gets infinitely deep in σ∨, the right edge converges to a map E → C, where E is
the vector space in which each component of the module Aσ embeds. More generally for
any µ we have the composition Aσ(µ) → E → C – thus, an element of E∗ = Hom (E,C)
completely determines a map Aσ → C[σ∨][−χ]. Note that not any random element of E∗
can be associated with a map Aσ → C[σ∨][−χ]: if µ 6∈ σ∨ − χ, then the image of Aσ(µ)
must vanish, because the lower left corner of diagram (12) vanishes. Thus, each component
(A∨)σ(χ) of (A∨)σ is identified with a subspace of E∗ that kills certain components of Aσ.
Now, this means that
(A∨)σ(χ) =
⋂
µ6∈σ∨
(Aσ(µ− χ))⊥ (13)
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=
⋂
α
 ⋂
µ s.t. 〈µ,τα〉<0
(Aσ(µ− χ))⊥
 (14)
where the elements on the right hand side should be thought of as subspaces of E∗. Since
Aσ(µ − χ) ⊆ Aα(µ − χ), we have that (Aσ(µ − χ))⊥ ⊇ (Aα(µ − χ))⊥. More precisely, we
have Aσ(µ−χ) ⊆ Aσ(µ−χ+mρα), and for sufficiently large m we have A
σ(µ−χ+mρα) =
Aα(µ− χ), so
(A∨)σ(χ) =
⋂
α
 ⋂
µ s.t. 〈µ,τα〉<0
(Aα(µ− χ))⊥
 (15)
Now, we know
(A∨)α(χ) = (A∨)σ(χ+mρα) for large m
=
⋂
β
 ⋂
µ s.t. 〈µ,τβ〉<0
(Aβ(µ− χ−mρα))
⊥

Now, for m sufficiently large, we can make 〈τβ, µ − χ −mρα〉 arbitrarily negative if α 6= β.
Thus, for sufficiently largem, if α 6= β then Aβ(µ−χ−mρα) = 0, and so (A
β(µ−χ−mρα))
⊥ =
E∗. Thus, ⋂
µ s.t. 〈µ,τα〉<0
(Aα(µ− χ))⊥ = (A∨)α(χ)
and so plugging into equation (15) we recover
(A∨)σ(χ) =
⋂
α
(A∨)α(χ)
as was to be shown.
Note that the modules Eα associated to toric divisors are all completely specified by
filtrations. This is because the affine space associated to each toric divisor is of the form
C × (C×)k for some k, so each Tˆα is completely specified by a single index. Thus, even
on a singular variety, reflexive sheaves are specified by associating a filtration to each toric
divisor.
To review, on both smooth and singular toric varieties, we specify a reflexive sheaf (and
also a GL(r,C) bundle) by associating a filtration to each toric divisor. Modules associated
with larger cones are then obtained by intersecting the modules associated to toric divisors.
Now, given some reflexive sheaf, how do we determine if it is locally free? On a smooth
toric variety, we already know the result – the parabolic subgroups associated to each fil-
tration must satisfy equation (4). On a singular variety, this is necessary but not sufficient.
In order for a reflexive sheaf to be locally free, on each element of an affine cover it must
look like a direct sum of line bundles. (One line bundle for each generator of the associated
freely-generated module.) On a smooth variety, any divisor will define a line bundle, but on
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a singular toric variety only some divisors (the so-called Cartier divisors) define line bundles.
Thus, on a singular toric variety, in addition to checking that equation (4) is satisfied, one
must also check that the sheaf splits into a direct sum of line bundles on each maximal
cone. The most efficient way to do this is to check that, for any maximal cone, the integers
associated to toric divisors a` la Kaneyama can be associated with a set of Cartier divisors.
(Cartier divisors will be studied in greater detail in subsection 4.5.5.)
In order to help clarify these remarks, let us consider an example on P2. Let the fan
describing P2 as a toric variety have edges (1, 0), (0, 1), and (−1,−1), and denote by cone
1 the cone spanned by (1, 0), (0, 1), cone 2 spanned by (0, 1), (−1,−1), and cone 3 spanned
by (−1,−1), (1, 0). The coordinate charts corresponding to maximal cones are as follows:
U1 = Spec C[x, y]
U2 = Spec C[x
−1, x−1y]
U3 = Spec C[y
−1, xy−1]
Now, to be specific, let us describe an ideal sheaf, call it I, vanishing to order 1 at the
origin of cone 1. The module associated to cone 1, call it M1, is the ideal (x, y) ⊂ C[x, y]:
-2 -1 0 1 2 3
...
3 0 C C C
2 0 C C C
1 · · · 0 C C C · · ·
0 0 0 C C
-1 0 0 0 0
...
Denote the module over U2 by M2. As the ideal sheaf is trivial in cone 2, M2 should
correspond to the structure sheaf on U2 (meaning, M2 = C[x
−1, x−1y]):
-4 -3 -2 -1 0 1 2
...
3 C 0 0 0 0
2 C C 0 0 0
1 · · · C C C 0 0 · · ·
0 C C C C 0
-1 0 0 0 0 0
...
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Denote the module over U3 by M3. As for cone 2, the module M3 should also correspond to
the structure sheaf on U3 (meaning, M3 = C[y
−1, xy−1]):
-2 -1 0 1 2 3
...
1 0 0 0 0
0 · · · 0 C 0 0 · · ·
-1 0 C C 0
-2 0 C C C
...
Now, the edge at the intersection of cones 1, 2 corresponds to the affine variety
U12 = Spec C[x, x
−1, y]
and similarly for the other edges
U13 = Spec C[y, y
−1, x]
U23 = Spec C[x
−1y, xy−1, x−1]
The module M12 corresponding to U12 is simply
-2 -1 0 1 2
...
2 C C C
1 C C C
0 · · · C C C · · ·
-1 0 0 0
...
where we have written it out over M rather than Tˆ12. (It should be clear that the module is
constant along directions in v⊥12, where v12 is the edge of the fan bordering cones 1,2.)
The module M13 corresponding to U13 is simply
-2 -1 0 1 2
...
1 0 C C
0 · · · 0 C C · · ·
-1 0 C C
...
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The module M23 corresponding to U23 is simply
-4 -3 -2 -1 0 1 2 3 4
...
1 C C C 0 0 0 0
0 · · · C C C C 0 0 0 · · ·
-1 C C C C C 0 0
-2 C C C C C C 0
...
It is easy to check that the inclusion relations advertised are satisfied in each case. It is
also easy to check that I∨∨ ∼= O, the structure sheaf, as expected.
In the case of a smooth compact toric variety, as above, we can perform an SL(2,Z)
transformation on each maximal cone to rotate them to all be of the same form. Given cones
in such a standard form, we can then work somewhat more elegantly. Such an approach is
described in the next subsection.
In later subsections we will speak to singular toric varieties at greater length.
4.5.2 Torsion-free sheaves on smooth toric varieties
In this section we will specialize to torsion-free sheaves on smooth toric varieties, as has been
discussed in [4].
According to [4], to describe a torsion-free sheaf, we generalize the filtrations discussed
earlier, to multifiltrations
Eσ(I) = E(α1,α2,...,αk)(i1, i2, . . . , ik)
for σ = (α1, α2, . . . , αk) ∈ Σ and I = (i1, i2, . . . , ik), i ∈ Z,. These filtrations are
nonincreasing: for all k,
Eσ(i1, . . . , ik, . . . , ip) ⊇ E
σ(i1, . . . , ik + 1, . . . , ip)
These multifiltrations must obey the compatibility condition that for every pair of cones
τ ⊆ σ, τ = (α1, α2, . . . , αp), σ = (α1, α2, . . . , αp, β1, . . . , βq),
Eτ (i1, i2, . . . , ip) = E
σ(i1, i2, . . . , ip,−∞, . . . ,−∞) (16)
This compatibility condition is not related to the compatibility condition for bundles, but
rather is the compatibility condition on inclusion morphisms usually used to define sheaves.
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Chern class computations, for example, can be carried out using simple modifications
of the formulae given earlier. Instead of calculating Eσ(i1, . . . ik) using formula (6), use the
multifiltration defining the torsion-free sheaf. Formula (7) must be generalized to
E[σ](i1, i2, . . . , ip) = △1△2 · · · △p E
σ(i1, i2, . . . , ip)
where △k is a difference operator yielding a formal difference of vector spaces
△kE
σ(i1, . . . , ik, . . . , ip) = E
σ(i1, . . . , ik, . . . , ip) − E
σ(i1, . . . , ik + 1, . . . , ip)
For example,
dim △k E
σ(i1, . . . , ik, . . . , ip) = dim E
σ(i1, . . . , ik, . . . , ip) − dim E
σ(i1, . . . , ik + 1, . . . , ip)
In particular, the dimension of E[σ](I) may be negative. Given these redefinitions, one
may then use equations (9), (8) to calculate the Chern character and total Chern class,
respectively.
Sheaf cohomology can be calculated precisely as before, with the note that each Eσ should
be reinterpreted as the multifiltration associated to cone σ, rather than the intersection of
the filtrations on the toric divisors bounding σ.
How are reflexive sheaves described in this language? According to [4], given a torsion-
free sheaf E described by a family of compatible multifiltrations Eσ, its bidual sheaf E∨∨ is
given by the family of multifiltrations
E∨∨(α1,α2,...,αp)(i1, i2, . . . , ip) = E
α1(i1) ∩ · · · ∩ E
αp(ip)
In particular, if E is reflexive (E = E∨∨), then the multifiltration is completely specified by
a set of ordinary filtrations.
How does a reflexive sheaf differ from a locally free sheaf (i.e., a vector bundle)? The
filtrations defining a vector bundle must satisfy a compatibility condition (not related to the
compatibility condition for torsion-free sheaves), whereas the filtrations defining a reflexive
sheaf are not required to satisfy any compatibility conditions – any random set of filtrations
defines a reflexive sheaf.
In particular, note that a locally free sheaf is a special case of a reflexive sheaf.
Also note that if we view a reflexive sheaf as a locally free sheaf with singularities, then
the singularities are located at the intersections of toric divisors not satisfying the bundle
compatibility conditions. As filtrations along any two toric divisors automatically satisfy the
bundle compatibility conditions, we implicitly verify that singularities of a reflexive sheaf are
located at codimension 3.
As a check, note that we have verified the standard fact that reflexive sheaves on a smooth
complex surface are locally free, at least for equivariant sheaves on toric surfaces. In this
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language, this follows from the fact that if the maximal cones in the fan are two-dimensional,
then the compatibility condition on the filtrations is obeyed trivially – any pair of filtrations
is automatically compatible in the sense needed to define a vector bundle, and so on a toric
surface reflexive sheaves are defined by precisely the same data as vector bundles.
In general, given a torsion free sheaf E , there is a natural map E → E∨∨. How can this
map be seen in the present language? First, note that the sheaf compatibility conditions in
equation (16) mean τ ⊆ σ implies
Eσ(i1, . . . , ip, j1, . . . , jk) ⊆ E
τ (i1, . . . , ip)
and in particular, for all k
E(α1,···,αp)(i1, . . . , ip) ⊆ E
αk(ik)
so clearly
E(α1,···,αp)(i1, . . . , ip) ⊆ E
α1(i1) ∩ · · · ∩ E
αp(ip) = E
∨∨(α1,···,αp)(i1, . . . , ip)
This technology now allows us to gain a better grasp of the sheaves appearing in ex-
tremal transitions (previous studies of this matter have appeared in [13]). Given a set of
compatible filtrations defining a vector bundle, by blowing down one of the toric divisors we
are clearly left with a set of filtrations, which no longer necessarily satisfy the usual (bundle)
compatibility conditions – so we get a reflexive sheaf. In other words, when blowing down a
toric divisor, there exists a natural transformation of (equivariant) bundles into (equivariant)
reflexive sheaves.
Note that the sheaves obtained in this manner are not the same sheaves one obtains
by pushforward along the blowdown morphism. For example, consider an equivariant line
bundle on the Hirzebruch surface F1, the blowup of P
2 at a point. In Klyachko’s formalism,
if we blowdown F1 → P
2, we recover another equivariant line bundle (as reflexive sheaves
on a surface are locally free). By contrast, if we pushforward the line bundle along the
blowdown morphism, we will get a torsion-free sheaf, which in general will not be locally
free.
4.5.3 Global Ext
In principle it is possible to calculate global Ext groups for equivariant torsion-free sheaves
on smooth toric varieties, with a calculation analogous to the sheaf cohomology group cal-
culation in section 4.3. For completeness it is mentioned here.
The group (global) Exti(E ,F) is given by the limit of the spectral sequence whose first-
level terms are
Ep,q1 =
⊕
codim σ=p
Extq (E|Uσ ,F|Uσ)
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where σ denotes a cone, and E|Uσ denotes the module of sections of E over the open set Uσ.
As noted earlier, when E is equivariant and torsion-free, this module of sections is precisely
the graded module Eσ defining the equivariant torsion-free sheaf E .
Like the sheaf cohomology groups, the groups Exti(E ,F) have an isotypic decomposition
when E , F are both equivariant:
(global) Exti(E ,F) = ⊕χExt
i(E ,F)χ
If we let {Eσ}, {F σ} denote the corresponding sets of data, then the group Exti(E ,F)χ is
given by the limit of the spectral sequence with first-level terms
Ep,q1 =
⊕
codim σ=p
Extq (Eσ, F σ)χ
Unfortunately, it is not clear at present how this can be made more computationally effective.
As a check, note that when E is locally free, we recover the sheaf cohomology of E∨⊗F .
When E is locally free, Eσ is a freely generated module for all σ, and so
Extq (Eσ, F σ) = 0
for all q > 0. Recall that the differential
dr : E
p,q
r → E
p+r,q−r+1
r
so in particular
d1 : E
p,q
1 → E
p+1,q
1
and our spectral sequence degenerates to the complex defining sheaf cohomology in sec-
tion 4.3.2.
4.5.4 An example on P21,1,2
First, we shall make some general remarks on the equivariant structure of modules describing
torsion-free sheaves on P21,1,2. The fan for P
2
1,1,2 can be taken to have edges (1, 0), (0, 1),
and (−1,−2), as shown in figure 1. Denote as cone 1 the cone spanned by (1, 0) and (0, 1).
Denote as cone 2 the cone spanned by (0, 1) and (−1,−2). Denote as cone 3 the cone spanned
by (−1,−2) and (1, 0).
To be specific, we shall describe an ideal sheaf on P21,1,2 which vanishes to order 1 at the
origin of cone 1.
The affine space U1 corresponding to cone 1 is Spec C[x, y], and a torsion-free module
Eσ1 is a bifiltration with inclusions
Eσ1(i1, i2) →֒ E
σ1(i1 + 1, i2)
→֒ Eσ1(i1, i2 + 1)
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(0,1)
3
2
1
(-1,-2)
Figure 1: A fan describing the weighted projective space P21,1,2 as a toric variety.
The module M1 on U1 for our example is the ideal (x, y) ⊂ C[x, y]:
-2 -1 0 1 2 3
...
2 0 C C C
1 0 C C C
0 · · · 0 0 C C · · ·
-1 0 0 0 0
...
The affine space U2 corresponding to cone 2 is Spec C[x
−1, x−2y], and a torsion-free
module Eσ2 is a bifiltration with inclusions
Eσ2(i1, i2) →֒ E
σ2(i1 − 1, i2)
→֒ Eσ2(i1 − 2, i2 + 1)
The module M2 on U2 for our example should describe the structure sheaf on U2, and in fact
M2 = C[x
−1, x−2y]:
-5 -4 -3 -2 -1 0 1 2
...
2 C 0 0 0 0 0
1 C C C 0 0 0
0 · · · C C C C C 0 · · ·
-1 0 0 0 0 0 0
...
The affine space U3 corresponding to cone 3 is Spec C[y
−1, xy−1, x2y−1], which contains
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a C2/Z2 singularity. A torsion-free module E
σ3 is a bifiltration with inclusions
Eσ3(i1, i2) →֒ E
σ3(i1, i2 − 1)
→֒ Eσ3(i1 + 1, i2 − 1)
→֒ Eσ3(i1 + 2, i2 − 1)
The module M3 on U3 for our example should describe the structure sheaf on U3, and in fact
M3 = C[y
−1, xy−1, x2y−1]:
-2 -1 0 1 2 3 4 5 6 7
...
1 0 0 0 0 0 0 0 0
0 0 C 0 0 0 0 0 0
-1 · · · 0 C C C 0 0 0 0 · · ·
-2 0 C C C C C 0 0
-3 0 C C C C C C C
...
How are these three bifiltrations glued together? We shall examine modules over the
intersections of the cones.
The affine space U12 at the intersection of cones 1 and 2 is Spec C[x, x
−1, y], and a
torsion-free module Eσ12 over this space is a bifiltration with inclusions
Eσ12(i1, i2) →֒ E
σ12(i1 + 1, i2)
→֒ Eσ12(i1 − 1, i2)
→֒ Eσ12(i1, i2 + 1)
For our example, the module M12 associated to U12 is the ring C[x, x
−1, y]:
-2 -1 0 1 2
...
2 C C C
1 · · · C C C · · ·
0 C C C
-1 0 0 0
...
The affine space U13 at the intersection of cones 1 and 3 is Spec C[x, y, y
−1], and a
torsion-free module Eσ13 over this space is a bifiltration with inclusions
Eσ13(i1, i2) →֒ E
σ13(i1 + 1, i2)
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→֒ Eσ13(i1, i2 + 1)
→֒ Eσ13(i1, i2 − 1)
For our example, the module M13 associated to U13 is the ring C[x, y, y
−1]:
-2 -1 0 1 2 3
...
1 0 C C C
0 · · · 0 C C C · · ·
-1 0 C C C
...
The affine space U23 at the intersection of cones 2 and 3 is Spec C[x
−2y, x2y−1, xy−1],
and a torsion-free module Eσ23 over this space is a bifiltration with inclusions
Eσ23(i1, i2) →֒ E
σ23(i1 − 2, i2 + 1)
→֒ Eσ23(i1 + 2, i2 − 1)
→֒ Eσ23(i1 + 1, i2 − 1)
For our example, the module M23 associated to U23 is the ring C[x
−2y, x2y−1, xy−1]:
-5 -4 -3 -2 -1 0 1 2 3
...
2 C 0 0 0 0 0 0
1 C C C 0 0 0 0
0 · · · C C C C C 0 0 · · ·
-1 C C C C C C C
...
In passing we should note that toric varieties can have singularities worse than orbifold
singularities – for example, an affine conifold singularity in three dimensions is toric. For
completeness, we very briefly review the conifold singularity below.
The affine conifold singularity in three dimensions is the hypersurface ad − bc = 0 in
C[a, b, c, d]. It can be described as a (noncompact) toric variety. The fan has edges (−1, 0, 1),
(0,−1, 1), (−1, 1, 0), and (1,−1, 0), describing a single cone in three dimensions (in the region
z ≥ 0, x+ z ≥ 0, y+ z ≥ 0, and x+ y+ z ≥ 0). Its dual cone has the edges (0, 0, 1), (1, 0, 1),
(0, 1, 1), and (1, 1, 1).
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Any torsion-free sheaf on this affine space will be described in bulk by a Z3-graded module
E, with inclusions
E(i1, i2, i3) →֒ E(i1, i2, i3 + 1)
→֒ E(i1 + 1, i2, i3 + 1)
→֒ E(i1, i2 + 1, i3 + 1)
→֒ E(i1 + 1, i2 + 1, i3 + 1)
4.5.5 Cartier divisors vs Weil divisors
On a smooth variety, for any divisor there exists a corresponding line bundle, a standard fact
well-known to physicists. On singular varieties, not all divisors correspond to line bundles.
In general, an arbitrary divisor is called a Weil divisor, and a Weil divisor that happens
to correspond to a line bundle (rather than some other rank 1 sheaf) is called a Cartier
divisor20. Essentially, a divisor will not necessarily define a line bundle when it intersects a
singularity.
Put another way, on any normal variety (of which toric varieties are examples) an arbi-
trary (Weil) divisor will yield a reflexive rank 1 sheaf [57, 58]. In the special case that the
reflexive rank 1 sheaf is a line bundle, we say the Weil divisor is Cartier. On a smooth variety,
all reflexive rank 1 sheaves are line bundles, thus on a smooth variety all Weil divisors are
Cartier.
In brief, for a T -invariant divisor D on an affine toric space Uσ to be Cartier, there must
exist a character21 χ such that
D =
∑
α
〈vα, χ〉Dα
where Dα is the divisor associated to the edge of the fan vα.
Let us work out a specific example in detail. Consider the affine space U = C2/Z2
described as a toric variety – the corresponding fan has edges
v1 = (2,−1)
v2 = (0, 1)
The affine space U = Spec C[x, xy, xy2] = Spec C[x, y, z]/(xy = z2). The affine space cor-
responding to divisor 1 is U1 = Spec C[xy
2, x−1y−2, y−1], and the affine space corresponding
to divisor 2 is U2 = Spec C[x, x
−1, y].
20Technical fiends will note we are deliberately being sloppy, for reasons of readability.
21 Technical fiends will recognize that the character χ is the location of the generator of the principal
fractional ideal.
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Now, let us consider the ideal sheaf defined by the principal ideal (x). Since this ideal
sheaf is defined by a principal ideal, it should correspond to a Cartier divisor. Indeed, the
corresponding module on U is
-2 -1 0 1 2 3
...
4 0 0 0 C
3 0 0 0 C
2 0 0 C C
1 · · · 0 0 C C · · ·
0 0 C C C
-1 0 0 0 0
...
It is manifestly obvious that this module is freely generated (and therefore a line bundle),
with generator located at i1 = i2 = 0.
As this ideal sheaf is a line bundle, it should be defined by some divisor on the toric
variety. Which divisor? To determine the corresponding divisor, we first find the modules
M1, M2 over the affine spaces U1, U2. The module M1 is given by
-2 -1 0 1 2 3 4
...
4 0 0 0 0 C
3 0 0 0 0 C
2 0 0 0 C C
1 0 0 0 C C
0 · · · 0 0 C C C · · ·
-1 0 0 C C C
-2 0 C C C C
-3 0 C C C C
-4 C C C C C
...
and the module M2 is given by
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-2 -1 0 1 2
...
2 C C C
1 C C C
0 · · · C C C · · ·
-1 0 0 0
...
Now, in each case, to determine the component of the divisor alongDi we compute 〈vi, χi〉
where χi is the location of the generator of Mi. (Each generator is only defined up to an
element of v⊥i , but of course that will not matter for getting a number.) It is easy to show
that
〈v1, χ1〉 = 2
〈v2, χ2〉 = 0
so the ideal sheaf defined by the ideal (x) is precisely the line bundle with divisor −2D1.
(Note we can choose χ1 = χ2, in accordance with the fact this divisor is Cartier.) Indeed, it
is an exercise in [8] that −2D1 is a Cartier divisor in this example.
Now, in this example, the divisor −D1 is not Cartier, but merely Weil. What sheaf does
this correspond to? We shall simply state the result that the corresponding module on U is
-1 0 1 2 3 4
...
4 0 0 0 C
3 0 0 C C
2 0 0 C C
1 · · · 0 C C C · · ·
0 0 C C C
-1 0 0 0 0
...
This module is precisely the ideal (x, xy). It should be obvious that this module is not freely
generated, but rather is defined by two generators (at (1, 0) and (1, 1)) and one relation.
(Since the module is not freely generated, the rank 1 sheaf does not correspond to a line
bundle.) Although this module is not freely generated, it is easy to check that the modules
Mi associated to either toric divisor are freely generated. Also, note that this module is
reflexive. On a smooth variety, a reflexive rank 1 sheaf is precisely a line bundle – here we
see explicitly that on a singular variety we can have reflexive rank 1 sheaves which are not
bundles.
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5 Moduli spaces of equivariant sheaves
To construct a moduli space of, say, equivariant reflexive sheaves, we should take the space
of all filtrations of fixed Chern classes and quotient by GL(r,C) equivalences. In doing so,
we would find that some of the sheaves should be omitted before quotienting in order to get
a well-behaved (for example, Hausdorff) result. This modified quotient is known formally as
a GIT (Geometric Invariant Theory) quotient, and the sheaves omitted before quotienting
are labelled “unstable.”
In many ways GIT quotients22 are the prototypes for moduli spaces, in that many features
of moduli space problems have analogues within GIT quotients. In this section we shall
see that in the special case of moduli spaces of equivariant sheaves, the moduli spaces are
precisely GIT quotients.
In section 5.1 we begin by describing Mumford-Takemoto stability – in other words, we
describe the sheaves we wish to include in any given moduli space. In section 5.2 we work
out the moduli space of equivariant reflexive sheaves, as a GIT quotient of a closed subset
of a product of flag manifolds, in considerable detail. In particular we show explicitly that
the GIT quotient realizes Mumford-Takemoto stability. In section 5.3 we describe moduli
spaces of equivariant bundles, and study orbifold singularities occurring in the moduli space
of G-bundles. In section 5.4 we briefly speak to moduli spaces of equivariant torsion-free
sheaves, and in section 5.5 we remark on the interrelation of the moduli spaces of equivariant
reflexive and torsion-free sheaves.
Much of section 5.2.1 is a generalization of results of A. A. Klyachko [3].
5.1 Stability
In order to get a well-behaved moduli space, one often must first remove some nongeneric,
badly-behaved objects. This is true for moduli spaces of sheaves, for example. Sheaves are
classified as being stable, semistable, or unstable, and the unstable sheaves are removed from
consideration before forming the moduli space.
More precisely, when forming a moduli space we intuitively want to quotient some space,
call it T , by the action of some reductive algebraic group G. In performing the quotient, we
often find that some (nongeneric) points are fixed by a subgroup of G of dimension greater
than zero. The orbits of such points are in the closure of other orbits, so if we included them
when taking the quotient, the resulting space would not be Hausdorff. To get a well-behaved
moduli space we omit them. As these points are typically nongeneric, they are labelled
“unstable,” and other points are either “semistable” or just “stable.” (Intuitively, a generic
22See appendix C.
perturbation of an unstable point will yield a semistable point, thus the notation.) We shall
define the relevant notion of stability (Mumford-Takemoto stability) for sheaves momentarily,
and then later in this section will demonstrate explicitly that Mumford-Takemoto stability
is realized in our construction of moduli spaces.
Recall a torsion-free sheaf E on a Ka¨hler variety is said to be Mumford-Takemoto stable
[38, 39] precisely when for any proper coherent subsheaf F ⊂ E such that 0 < rank F <
rank E and E/F is torsion-free, we have
c1(F) ∪ J
n−1
rank F
<
c1(E) ∪ J
n−1
rank E
(17)
and semistable if
c1(F) ∪ J
n−1
rank F
≤
c1(E) ∪ J
n−1
rank E
(18)
where J is the Ka¨hler form, and n is the complex dimension of the Ka¨hler variety. The right
side of the equation above is often called the slope of E , and is often denoted µ(E).
Note this means that if E is an SL(r,C) bundle (c1(E) = 0), then if E has sections it can
be at best semistable, not strictly stable. This is because the section defines a map O → E ,
so we have a subbundle F = O such that µ(F) = 0 = µ(E).
In addition to Mumford-Takemoto stability, there are other (inequivalent) notions of
stability for torsion-free coherent sheaves (perhaps most prominently, Gieseker stability).
However, these other notions are less relevant for physics than Mumford-Takemoto stability
(see section 2), so we will not discuss them here.
5.2 Moduli spaces of equivariant reflexive sheaves
The simplest moduli spaces to study are moduli spaces of equivariant reflexive sheaves, so
that is where we shall begin. After describing the construction abstractly, we will work
through a specific example in great detail.
In passing, we should clarify a point that may confuse the reader. As the moduli spaces
we construct here are moduli spaces of equivariant sheaves (of fixed equivariant structure),
the reader may wonder how these are related to moduli spaces of not-necessarily-equivariant
sheaves. In fact, the forgetful map that “forgets” the equivariant structure is one-to-one on
individual components (of fixed equivariant structure) of a moduli space. More precisely
[2], if we denote a trivial line bundle with equivariant structure defined by a character χ
by23 O(χ), then if E is an indecomposable24 sheaf, all equivariant structures on E can be
23The trivial bundle O(χ) has T -invariant divisor D =
∑
α
〈vα, χ〉Dα, where the vα are the fan edges
corresponding to the toric divisors Dα.
24 For a sheaf to be indecomposable means it cannot be written globally as the direct sum of two subsheaves.
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obtained by tensoring with characters as E ⊗ O(χ). (For example, the line bundles O(Dx)
and O(Dy) on P
2 have distinct equivariant structures, but we can get O(Dy) from O(Dx) by
tensoring with O(Dy−Dx), which is simply the structure sheaf with a nontrivial equivariant
structure.) Thus, a moduli space of equivariant sheaves of fixed equivariant structure sits
naturally inside a moduli space of not-necessarily-equivariant sheaves.
Subsection 5.2.1 has been described previously by A. A. Klyachko [3] for the special case
of equivariant vector bundles on P2.
5.2.1 Generalities
By now the reader should be able to make a rough approximation to the form of such
moduli spaces. One associates a parabolic subgroup (paired with an ample line bundle on
the corresponding partial flag manifold) to each toric divisor, of a general form fixed by
the Chern classes. The space of such parabolics on a single toric divisor is a (partial) flag
manifold, so the space of all the parabolics is a product of (partial) flag manifolds (one for
each toric divisor). Define Tr ⊂
∏
αG/P
α, associated to parabolics defining reflexive sheaves
of fixed Chern classes. (Although any set of parabolics will define a reflexive sheaf, for
certain nongeneric flags the Chern classes will change, and these we shall exclude.) Then,
recall that equivalent reflexive sheaves are defined by sets of parabolics differing by an overall
G-rotation, so loosely speaking the moduli space should look like the quotient of Tr by G.
This description is almost correct – the only problem is that we have been too loose in
our description of the quotient. The correct quotient to take is not an ordinary quotient,
but rather a GIT quotient25, in which some “bad” points are omitted. In particular, we
do not want to consider all possible equivariant reflexive sheaves, but only those which are
Mumford-Takemoto semistable.
Note that to construct Tr, we have excluded certain nongeneric points (whose Chern
classes differ) before taking the GIT quotient. The resulting moduli space of equivariant
reflexive sheaves is noncompact.
The description of Mumford-Takemoto stability in the equivariant language presented
earlier should be clear. Given an equivariant reflexive sheaf E defined by filtrations Eα(i),
we say E is stable if for any nontrivial subspace26 0 6= F ⊂ E, we have
1
dim F
∑
i∈Z,α∈|Σ|
i dim F [α](i)
(
Dα ∪ J
n−1
)
<
1
dim E
∑
i∈Z,α∈|Σ|
i dim E[α](i)
(
Dα ∪ J
n−1
)
(19)
25See appendix C.
26When testing stability of a reflexive sheaf, it is sufficient to check reflexive subsheaves [108], because if
S is a destabilizing subsheaf of a reflexive sheaf E , then S∨∨ is also a destabilizing subsheaf of E , and S∨∨
is reflexive.
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and similarly for semistable reflexive sheaves. We have defined F α(i) = F ∩Eα(i), and
F [α](i) =
F α(i)
F α(i+ 1)
The reader may wonder why it is sufficient to check equivariant subsheaves, rather than
all subsheaves, in order to test stability. The demonstration of this is quite straightforward
[3]. Let E be an equivariant sheaf, then its Harder-Narasimhan filtration27 is also equivariant
(in the sense that each subsheaf in the filtration is equivariant). (Were this not the case,
then by acting on each element of the filtration with the (C×)n defining the toric variety, we
could produce a family of Harder-Narasimhan filtrations of E , but the Harder-Narasimhan
filtration is unique.) Now, the Harder-Narasimhan filtration is trivial precisely when E is
semistable, so as all its elements are equivariant, it clearly suffices to check equivariant
subsheaves when testing stability.
Now, we want to define a GIT quotient of Tr that acts by first restricting to the Mumford-
Takemoto semistable sheaves in Tr, then mods out by G. In fact, this is a straightforward
generalization of a standard example of GIT quotients (see [46, section 4.4] or [47, section
4.6]). The example in the references cited corresponds to a GIT quotient of the space
of reflexive sheaves on PN−1, such that on each toric divisor α, E[α](i) is nontrivial only
for i = 0, 1, i.e., that the parabolic associated to α is maximal. In particular, Mumford-
Takemoto stability is realized naturally – the notion of stability defining the GIT quotient
(see appendix C) is identical to Mumford-Takemoto stability.
The generalization of this example to describe moduli spaces of other reflexive sheaves
on arbitrary toric varieties is straightforward. Recall (appendix C) that to construct a GIT
quotient of a compact space we must specify an ample, G-linearized line bundle on the
space. As Tr ⊂
∏
αG/P
α, to construct an ample line bundle on Tr we will first specify a line
bundle on each factor. The relevant G-linearized ample line bundle on G/P α is precisely the
ample line bundle Lα which together with P
α encodes all the information in the filtration
(as described in sections 4.1, 4.4).
To take into account the choice of Ka¨hler form J , tensor together pullbacks of the Lα to
Tr weighted by different factors. By working in a dense subset
28 of the Ka¨hler cone, we can
demand that there exist a fixed λ ∈ R such that for all α, Dα ∪ J
n−1 = λnα, where nα ∈ Z.
We can now describe the ample G-linearized line bundle on Tr defining the relevant
GIT quotient. Let πα :
∏
β G/P
β → G/P α be the canonical projection, then the ample
G-linearized line bundle L on Tr is
L =
⊗
α
π∗αL
nα
α
27See appendix D.
28More precisely, the subset intersecting Num⊗Z Q rather than Num⊗Z R.
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Note that this is equivalent to composing the Segre embedding of a project of projective
spaces with the projective embeddings defined by (tensor powers of) the ample line bundles
Lα.
5.2.2 A simple example
Before going on, we shall work through a simple example ([46, section 4.4], [47, section
4.6]) in detail, in which we shall demonstrate explicitly that the GIT quotient described
correctly reproduces Mumford-Takemoto stability. (Our presentation closely follows that of
both references. As these methods are new to the physics literature, however, we felt it
appropriate to restate the (standard) derivation.) Let us consider equivariant rank-(n + 1)
reflexive sheaves on PN−1, with equivariant structure such that for all toric divisors α
dim E[α](i) =

q + 1 i = 1
n− q i = 0
0 i 6= 0, 1
Clearly, each parabolic subgroup P α is maximal, and G/P α is the Grassmannian Gq+1(C
n+1)
of (q+ 1)-dimensional subspaces of Cn+1 (or, equivalently, the space of q-dimensional linear
subspaces of Pn). The ample line bundle L defined over each G/P α is in fact the very ample
line bundle defining the Plu¨cker embedding. We shall assume that the Ka¨hler form J is such
that Dα ∪ J
N−2 = 1 for all toric divisors α.
Now, we want to describe a GIT quotient that reproduces Mumford-Takemoto stability,
and in fact this will be quite straightforward.
First, recall the definition of the Plu¨cker embedding
p : Gq+1(C
n+1)→ Pd
where
d =
(
n + 1
q + 1
)
− 1
Let L be a (q + 1)-plane in Cn+1, spanned by vectors v0, · · · , vq ∈ C
n+1, then the Plu¨cker
embedding sends this plane to the multivector v0 ∧ · · ·∧ vq. Equivalently, if (vj0, · · · , vjq) are
the coordinates of the vectors defining L, forming a (q + 1)× (n + 1) matrix Λ, then pi0···iq
(0 ≤ i0 < i1 < · · · < iq ≤ n) is the determinant of the (q+1)× (q+1) submatrix of Λ formed
with columns i0, · · · iq. Note the pi0,···,iq are homogeneous coordinates of the projective space
in which the Grassmannian is embedded.
Now, in order to see explicitly that the choice of polarization29 above yields Mumford-
Takemoto stability, we shall use the numerical criterion for stability (appendix C). Moreover,
29 Recall from appendix C that when computing the GIT quotient of a variety T by an algebraic group G,
the ample line bundle (with G-linearization) on T defining the GIT quotient is known as the polarization.
39
as Tr ⊂
∏
Gq+1(C
n+1), if xα ∈ Gq+1(C
n+1) ∀α, then we know (appendix C)
µ({xα}, λ) =
∑
α
µ(xα, λ)
so we shall first compute µ(xα, λ) for a single Grassmannian. (The reader should not confuse
the µ appearing in the numerical criterion of stability with the µ defining the slope of a
bundle. The notation is unfortunate, but standard in the mathematics literature, so we have
decided to stay with their conventions.)
The group whose action we wish to mod out is GL(n + 1,C); however it should be
clear that the overall C× breathing mode will simply act to multiply all the homogeneous
coordinates of any projective embedding by an overall factor, which of course is irrelevant.
Thus, it is sufficient to consider only SL(n+ 1,C).
Let λ be a one-parameter subgroup of SL(n+ 1,C) defined by
λ(t) = diag (tr0, tr1 , · · · trn)
with
∑
ri = 0, and r0 ≥ r1 ≥ · · · ≥ rn, with not all the ri = 0. For given L ∈ Gq+1(C
n+1),
by definition of µ we have
µ(L, λ) = max
−
q∑
j=0
rij | pi0···iq(L) 6= 0

(Note that this result for µ depends implicitly upon our choice of projective embedding (here,
the Plu¨cker embedding), and so in particular µ depends on L.)
In order to compute explicitly, we shall work in coordinates. Let e0, · · · , en be a basis for
Cn+1, and define subspaces Li ∈ C
n+1 as
L−1 = ∅
Li = subspace generated by images of e0, · · · , ei in C
n+1
Note that for any L ∈ Gq+1(C
n+1) and any integer j, 0 ≤ j ≤ q, there exists a unique
integer µj such that dim (L ∩ Lµj ) = j + 1 and dim (L ∩ Lµj−1) = j. Clearly
0 ≤ µ0 < µ1 < · · · < µq ≤ n
and L is spanned by the rows of a matrix of the form
a00 · · · a0µ0 0 · · · · · · 0
a10 · · · · · · a1µ1 0 · · · · · · 0
...
...
aq0 · · · · · · aqµq 0 · · · 0

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with ajµj 6= 0 ∀ j. In this choice of coordinates, pi0···iq(L) = 0 if ij > µj for any value of j
(as, in that event, the jth row would be a linear combination of the previous rows, as all its
entries past the jth column would be zero, so the determinant must vanish). It should also
be clear that pµ0···µq(L) 6= 0, and in fact we can now compute
µ(L, λ) = −
q∑
j=0
rµj
= −
n∑
i=0
ri [dim (L ∩ Li)− dim (L ∩ Li−1)]
= −(q + 1)rn +
n−1∑
i=0
[dim (L ∩ Li)] (ri+1 − ri)
Now, recall that Tr is not a subset of a single Grassmannian, but rather a product of
them. As a result, the µ we need to consider to apply the numerical criterion for stability is
µ({L(1), · · · , L(N)}, λ) =
N∑
j=1
µ(L(j), λ)
= −N(q + 1)rn +
n−1∑
i=0

N∑
j=1
[
dim (L(j) ∩ Li)
] (ri+1 − ri)
In order for a set of subspaces {L(1), · · · , L(N)} ∈ Tr to be stable, we must check that µ is
positive. In fact, as µ is linear in the ri, it will be positive for all allowable ri (meaning, for
all one-parameter subgroups of SL(n + 1,C)) precisely when it is positive for the extreme
cases
r0 = · · · = rp = n− p, rp+1 = · · · = rn = −(p+ 1)
for 0 ≤ p ≤ n + 1.
Thus, µ > 0 for all one-parameter subgroups precisely when
N(q + 1)(p+ 1) − (n + 1)
N∑
j=1
[
dim (L(j) ∩ Lp)
]
> 0
for all 0 ≤ p ≤ n− 1.
Since every (p + 1)-dimensional subspace of Cn+1 is equivalent under SL(n + 1,C) to
Lp, we have that a set of flags {L
(1), · · · , L(N)} ∈ Tr is stable precisely when for all proper
subspaces L of Cn+1,
1
dim L
N∑
j=1
[
dim (L(j) ∩ L)
]
<
1
n+ 1
(q + 1)(N)
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and the reader should immediately recognize this as the statement of Mumford-Takemoto
stability for the example in question.
If the reader found this derivation overly technical, he may wish to repeat it for the special
case that the Grassmannians are all projective spaces, in which case the Plu¨cker embedding
is the identity map.
5.3 Moduli spaces of equivariant bundles
These moduli spaces are closely related to the moduli spaces of equivariant reflexive sheaves.
Both bundles and reflexive sheaves are described by associating parabolic subgroups of G
(paired with ample line bundles on corresponding partial flag manifolds) to each toric divisor.
The difference is that in the case of bundles, there is a compatibility condition that must be
satisfied (equation (4) for smooth toric varieties).
To construct a moduli space of equivariant bundles, therefore, we proceed almost as in
the previous section, except that instead of performing a GIT quotient of Tr ⊂
∏
G/P α, we
perform a GIT quotient of the subspace Tb ⊆ Tr consisting of tuples of parabolic subgroups
satisfying the compatibility condition. The ample G-linearized line bundle defining the
appropriate GIT quotient is then just the restriction to Tb of the line bundle constructed in
the previous section.
In passing, we should note that in general, Tb will not even be of the same dimension as
Tr. (In fact, Tb will never be a dense subset of Tr except in the special case Tb = Tr.) In
many cases, equivariant bundles will be highly nongeneric in a moduli space of equivariant
reflexive sheaves.
Let us make a few observations on singularities in the moduli space of equivariant G-
bundles [106], relevant for generic30 Ka¨hler forms. When G = GL(n,C), the moduli space
is a GIT quotient of a closed subset of a product of partial flag manifolds, and this will be
nonsingular. When G is any other reductive group, the corresponding GIT quotient will
have orbifold singularities. For example, when G is (the complexification of) Spin(n) or
Sp(n), the moduli space will have Z2 orbifold singularities. For E6 or G2, the moduli space
will have Z2 and Z3 singularities. For E7 and F4 the moduli space will have Z2, Z3, and
Z4 orbifold singularities. For E8 the moduli space will have Z2, Z3, Z4, Z5, and Z6 orbifold
singularities. More precisely, for each group the largest singular subvarieties will have the
30 For certain nongeneric Ka¨hler forms, a moduli space of principal G-bundles, for any G, (and for that
matter a moduli space of reflexive sheaves) will have singularities much worse than the orbifold singularities
described above. The problem essentially arises when, for certain nongeneric Ka¨hler forms, one gets extra
strictly semistable sheaves. For example, we will discuss in section 6 how moduli spaces of rank 2 sheaves on
surfaces vary depending upon which subcone of the Ka¨hler cone a Ka¨hler form is in. These moduli spaces
are typically birational to one another, and so are extremely singular on a chamber wall.
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orbifold singularities indicated, but higher codimension substrata may have worse orbifold
singularities than indicated above.
In fact we have been rather sloppy. The singularities described above are singularities
expected in a GIT quotient of a product of flag manifolds, but a moduli space of bundles is
a subvariety of such a GIT quotient. Just as a hypersurface in a weighted projective space
need not have precisely the same orbifold singularities as the ambient weighted projective
space, the singularities occurring in a moduli space of bundles may not be precisely those
indicated above. However, the singularities listed should be an excellent first approximation.
How are these singularities derived? We will not work through the details (see instead
[106]), but the general idea is as follows. In general, when forming the GIT quotient of a
product of flag manifolds K/T by K, the stabilizers are intersections of tori. Only finite
intersections are semistable – it can be shown the rest are unstable. Furthermore, these
finite intersections turn out to be those subgroups equal to their double centralizers, and it
can be shown these are generated by elements corresponding to vertices of the Weyl alcove,
whose orders in the adjoint group are the coefficients of the highest root in a basis of simple
roots.
In particular, note the singularities above do not quite correspond to singularities of
moduli spaces of bundles on elliptic curves [36, 37], One might have expected that the
singularities in a moduli space of G-bundles on, for example, P2 would also appear in any
moduli space of G-bundles on a Calabi-Yau hypersurface in P2, but here we see that might
not necessarily happen. In fact, there is no reason why it must – in general, the restriction
of a stable sheaf to a hypersurface need not be stable.
5.4 Moduli spaces of equivariant torsion-free sheaves
To describe moduli spaces of equivariant torsion-free sheaves involves significantly more
technical machinery, and so this has been deferred to a future publication [16].
5.5 Relations between reflexive, torsion-free moduli spaces
If the reader studies the possible moduli spaces, he will naively come to an apparent contra-
diction. Let us consider an example to spell out this difficulty. Consider a rank 2 torsion-free
sheaf defined over C2. This sheaf is defined by a Z2-graded module, specified by some bifil-
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tration. Suppose that the nontrivial part of the bifiltration has the form
−1 0 1 2 3
...
3 0 0 0 0 0
2 1 1 1∗ 0 0
1 · · · 2 2 2 1∗ 0 · · ·
0 2 2 2 1 0
−1 2 2 2 1 0
...
(20)
The numbers on the outer edges are the indices of the bifiltration. Those in the middle are
the dimensions of elements of the bifiltration. Those marked with a (∗) are generators of
this module. The numbers indicated are the dimensions of elements of the bifiltration. If
the pair of one-dimensional vector spaces marked with a (∗) is generic (inside the rank 2
vector space), then their intersection will vanish, and so this bifiltration will correspond to
the intersection of two ordinary filtrations, each of which has the form
dim E(i) =

2 i ≤ 1
1 i = 2
0 i ≥ 3
In particular, the torsion-free sheaf will be reflexive, and even a vector bundle.
Now consider the limit that the two one-dimensional vector subspaces marked with a
(∗) coincide. In this limit the intersection of the two limit filtrations is a bifiltration whose
nontrivial components have dimensions
−1 0 1 2 3
...
3 0 0 0 0 0
2 1 1 1∗ 1† 0
1 · · · 2 2 2† 1∗ 0 · · ·
0 2 2 2 1 0
−1 2 2 2 1 0
...
(21)
Clearly, this bifiltration is not the same as the one indicated in diagram (20). For example,
the (one-dimensional) generators are now located in positions marked by (†). In particular,
in this limit the torsion-free sheaf indicated in diagram (20) is no longer reflexive.
The apparent problem arises when we now consider the same limit, but only within the set
of data defining a reflexive sheaf. Reflexive sheaves are described only by a set of filtrations
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on each toric divisor, and in particular in all such limits (in which various vector spaces in
filtrations coincide) one still gets a reflexive sheaf. Yet we saw above that when we work in
data defining torsion-free sheaves, we recover a sheaf that is torsion-free but specifically not
reflexive in this limit!
Thus, the precise sheaf appearing in various limits, depends upon whether we are de-
scribing sheaves using only reflexive data or more general torsion-free data.
How can this possibly be consistent? The answer is that in the limit that the two one-
dimensional vector subspaces coincide, the Chern classes change31. Since we only want to
consider moduli spaces of fixed Chern classes, such limiting cases should be omitted. This
point has been made obliquely several times previously within this paper, but we felt it
sufficiently important to warrant repeating.
These limiting points of reflexive sheaves in which the Chern classes change are ex-
cluded from the product of partial flag manifolds before computing any moduli spaceMr of
equivariant reflexive sheaves as a GIT quotient. As a result, any such moduli space Mr is
noncompact. To compactify the moduli space, we must add torsion-free sheaves.
6 Structure within the Ka¨hler cone
6.1 Generalities
Note that Mumford-Takemoto stability depends implicitly upon the choice of Ka¨hler form
[63, 64, 65, 66, 67, 68, 69, 70]. This choice is extremely important – sheaves that are stable
with respect to one Ka¨hler form may not be stable with respect to another. In general, for
fixed Chern classes a moduli space of sheaves will not have the same form everywhere inside
the Ka¨hler cone, but rather will have walls along which extra sheaves become semistable.
When these walls are real codimension one in the classical Ka¨hler cone, they stratify the
Ka¨hler cone into subcones in each of which the notion of stability is constant. (In fact this
phenomenon is quite similar to the behavior of GIT quotients under change of polarization,
as discussed in [55, 56].)
The most extreme case of this phenomenon, namely when the walls are real codimension
one and stratify the Ka¨hler cone into inequivalent subcones, is known to occur for the case of
rank 2 sheaves on surfaces. (Other cases are less well understood at present.) In this section
we shall make some general remarks on rank r sheaves on algebraic surfaces [80, section
31 To be precise, if the label the toric divisors on C2 as D1, D2, then the reflexive sheaf in diagram (20)
is precisely O(D1 + 2D2) ⊕ O(2D1 + D2) for generic flags, whereas the reflexive sheaf in diagram (21) is
precisely O(D1 +D2)⊕O(2D1 + 2D2). The first Chern classes are identical, but the second Chern classes
differ.
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4.C], and indicate when stronger statements can be made by restricting to r = 2. Again,
our remarks are specific to surfaces – for varieties of dimension not equal to two, there are
nontrivial differences, which are discussed to some extent in the literature.
Define the discriminant32 of a coherent sheaf E on an algebraic Ka¨hler surface to be
∆ = 2r c2(E) − (r − 1)c1(E)
2
where r is the rank of E . It can be shown [80, section 3.4] that when E is semistable,
∆(E) ≥ 0.
Walls inside the Ka¨hler cone K are specified by divisors ζ such that −r
2
4
∆ ≤ ζ2 < 0.
(Not all such divisors define walls along which extra sheaves become semistable; this is a
necessary but not sufficient condition.) For a divisor ζ , the corresponding wall is
Wζ = {J ∈ K | ζ · J = 0}
(Note that by the Hodge index theorem, on an algebraic Ka¨hler surface the positive definite
part of H1,1 is one-dimensional, so the intersection form on H1,1 has signature (+,−, · · ·−).)
More precisely [80, section 4.C], if E is a rank r torsion-free coherent sheaf and E ′ is a subsheaf
of rank r′, with µJ(E) = µJ(E
′), then J lies on a wall Wζ defined
33 by ζ = rc1(E
′)− r′c1(E).
Again, not all divisors ζ such that −r
2
4
∆ ≤ ζ2 < 0 specify walls along which the moduli
space changes.
In the special case r = 2, the precise condition for a divisor ζ to define a wall along
which the moduli space changes is known [63, 64, 65, 66]. In addition to the constraint
−r
2
4
∆ ≤ ζ2 < 0, one must also demand ζ − c1 = 2F for some divisor F . For r = 2, these
are the precise conditions for a divisor ζ to define a wall along which one finds additional
strictly semistable sheaves.
Moduli spaces associated to distinct chambers of a Ka¨hler cone are often, but not always,
birational to one another. For example it can be shown [80, section 4.C] that if ∆≫ 0, then
32 The discriminant is a special case of a “logarithmic invariant” of a coherent sheaf E . More generally,
the logarithmic invariants ∆i(E) ∈ H2i(Z) are given by
ln ch(E) = ln r +
∑
i=1
(−)i+1∆i(E)
where r is the rank of E .
33We need to check that ζ · J = 0 and − r
2
4
∆ ≤ ζ2 < 0. The former is clear. To show the latter, first
define E ′′ = E/E ′. Note E ′′ is a semistable (as all subsheaves of E descend to subsheaves of E/E ′) torsion-free
coherent sheaf, of rank r′′ = r − r′. Use the identity
∆(E) −
r
r′
∆(E ′) −
r
r′′
∆(E ′′) = −
ζ2
r′r′′
and the fact that ζ · J = 0 implies ζ2 ≤ 0, with equality only when ζ = 0, by the Hodge index theorem.
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ab
Figure 2: Schematically illustrated is a Ka¨hler cone of a generic elliptic K3 with section.
The outer boundaries of the Ka¨hler cone are shown in bold lines, and a few of the chamber
boundaries are shown as dotted lines.
for any two polarizations J , J ′, the moduli spaces of sheaves of fixed rank r and Chern
classes are birational.
In passing we should comment on the physics associated to this phenomenon. First,
we should warn that it is possible that this phenomenon might not be seen in heterotic
compactifications. Stability is a necessary but not sufficient condition for a consistent com-
pactification, so it is possible (though highly unlikely, in our opinion) that sheaves that are
stable in only part of a Ka¨hler cone can not be used in compactifications. Assuming that
this does not happen, then we should also remark on Ka¨hler forms in string theory. As is
well-known, in string compactifications the Ka¨hler form is complexified, and we expect the
imaginary part (the theta angle) will allow us to analytically continue from one moduli space
to another, effectively smoothing over the transition.
There is also a closely related topological (rather than algebro-geometric) version of this
same phenomenon. See [71, 72] for recent discussions.
6.2 Application to F theory
Suppose we have an elliptic K3 with section. Let S denote the section, and F the (elliptic)
fiber, so S2 = −2, F 2 = 0, and S · F = 1. Write a divisor J = aS + bF , then J is ample
precisely when a > 0, b > 2a. See for example figure 2.
Clearly by staying sufficiently close to the outer boundaries of the Ka¨hler cone it is
possible to never cross a chamber wall. For example, in [29, 30, 31] it is implicitly assumed
that the fiber is very small compared to the section. In particular, this assumption means
working close to one of the outer boundaries of the Ka¨hler cone, and so the authors of
[29, 30, 31] never had to worry about crossing a chamber boundary. For the other outer
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Figure 3: A fan describing the Hirzebruch surface Fn as a toric variety.
Ka¨hler boundary, we can be slightly more precise. Consider the ample divisor J = S + rF .
According to [63], all such J with r > 1 + (4c2 − c
2
1)/2 are in a single chamber.
For example, consider rank 2 sheaves of c1 = 0 on an elliptic K3 with section. For c2 = 4
and c2 = 5, there are two chambers, with a chamber wall defined by J = aS + bF with
b = 3a.
Although we can locate the chamber boundaries mathematically, locating them in F
theory is much more difficult. First, F theory does not directly sense the distinction between
complex and Ka¨hler structures on the K3, but only the choice of Riemannian metric, which
makes the problem of seeing the K3 Ka¨hler cone in F theory somewhat subtle. Secondly,
worldsheet instanton corrections will smooth over transitions between chambers when α′ > 0,
so in order to clearly see a boundary one must go to an entirely classical limit.
6.3 Ka¨hler cone substructure and equivariant moduli spaces
Let us see explicitly how this phenomenon appears in moduli spaces of equivariant reflexive
sheaves. These moduli spaces are constructed as GIT quotients, in which essentially the
same phenomena occur under change of polarization. In these moduli spaces we will be able
to see the chamber structure explicitly.
Let us consider a specific example, a variation on the example considered in section 5.2.2.
Let us work on a Hirzebruch surface Fn. A fan for such a surface is shown in figure 3. In our
notation, Du = {u = 0}, for example, and there are the relations Du = Dv, Dw = nDu+Ds.
H2(Z) is generated by Du, Ds, and H
4(Z) is generated by Du · Ds, with D
2
u = 0 and
D2s = −nDu ·Ds.
Our example is defined by filtrations associated to each toric divisor of the form
dim E[α](i) =

1 i = 1
r − 1 i = 0
0 i 6= 0, 1
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For generic flags the Chern classes of this bundle are c1 = 2Ds+(n+2)Du and c2 = 4Du ·Ds,
so ∆ = 8Du · Ds. Note that Tr ⊂
∏
Pr−1. Expand the Ka¨hler form34 as J = aDu + bDs,
then the Ka¨hler cone is given by b > 0, a > nb, and we have the intersections with divisors
Du · J = b
Dv · J = b
Dw · J = a
Ds · J = a− nb
What chamber structure can we expect in the case r = 2 ? Using the analysis described
earlier, it is easy to show that for n = 1, the Ka¨hler cone is split into two chambers, with the
chamber wall defined by J = aDu + bDs with 2a = 3b. For n = 2, 3, there are no nontrivial
chamber walls – the only chamber is the entire Ka¨hler cone. We will momentarily check
these results by an explicit computation.
For reasons of notation, define kα = Dα · J . Then, the GIT quotient is defined by the
ample G-linearized line bundle ⊗
α
π∗α (OPn(kα))
on Tr. Note that this bundle is ample precisely when all the kα > 0, which is true precisely
because J lies in the ample cone. In other words, the fact that J defines a nondegenerate
Kahler form is intimately connected to the fact that the GIT quotient is well-defined. Now,
let {L(α)} ∈ Tr, and it should be clear that this point is Mumford-Takemoto semistable
precisely when for all linear subspaces W ⊂ Pr−1,
1
dim W + 1
∑
α s.t. L(α)∈W
kα ≤
1
r
∑
α
kα
Now suppose there exists a subspace W such that
1
dim W + 1
∑
α s.t. L(α)∈W
kα =
1
r
∑
α
kα
Let us specialize to the case r = 2, and explicitly reproduce the chamber structure
described above. (In fact our calculation is similar to calculations presented in [55].) In this
case, in order to get the Chern classes described, one must be careful about the filtrations
chosen. In particular, the only times a pair of L(α) can coincide as subspaces of C2 is when
the toric divisors do not intersect. In particular, this means that the pair L(u), L(v) can
coincide, as well as the pair L(w), L(s), but no others.
34In Num rather than Num⊗R.
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On F1, the condition for strict semistability is that there exists a subspace W ⊂ P
1 such
that
∑
α s.t. L(α)∈W
kα =
1
2
∑
α
kα
= a +
1
2
b
In the case that W contains only a single L(α), we get no information. Now, the only time a
subspace W can contain more than a single L(α) is when the toric divisors are the pair Du,
Dv, or the pair Dw, Ds. In the first case,∑
α s.t. L(α)∈W
kα = 2b
In the second case, ∑
α s.t. L(α)∈W
kα = 2a− b
and in either event, for strict semistability we immediately derive
a =
3
2
b
This is precisely the chamber wall expected. Similarly, for F2 and F3, it is easy to show
that there are no chamber walls inside the Ka¨hler cone, as claimed earlier. Thus, we can see
explicitly the chamber structure predicted by the more abstract analysis given earlier.
7 Moduli spaces of not-necessarily-equivariant sheaves
So far in this paper we have primarily studied only equivariant sheaves and their moduli
spaces. The reader may well wonder what can be said about moduli spaces of not-necessarily-
equivariant sheaves, and how much information about the general case can be obtained by
studying only equivariant objects.
In fact, a great deal of information about more general moduli spaces can be gained
by studying only the equivariant objects. Full moduli spaces have natural stratifications,
the Bia lynicki-Birula stratifications, in which each stratum is a vector bundle over a moduli
space of equivariant sheaves. This is discussed in more detail in subsection 7.1. (This has
also been discussed previously in [1, 2, 3, 4].)
In addition, the reader may wonder if any examples of not-necessarily-equivariant moduli
spaces are known explicitly. In fact, a few examples are indeed known explicitly, and we
examine one in detail in subsection 7.2.
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Finally, as an aside, in subsection 7.3 we show how the ADHM construction can be
recovered given the results in subsection 7.2, following [75].
The material in this section is not used in other sections, so on a first reading the reader
may want to skip to the next section.
In passing, we should clarify a few points that may confuse the reader. First, we have
been somewhat sloppy in our use of the word “equivariant.” We have implicitly assumed
throughout that if a sheaf is equivariant, in our sense of the word, then we are necessarily
able to give it an equivariant structure. In fact, this is not quite correct, there is a minor
subtlety. Consider for example the tautological bundle on P1. The space P1 can be realized
as the coset SL(2,C)/B, B a Borel subgroup of SL(2,C), so P1 has a natural SL(2,C)
action. The center of SL(2,C) acts trivially on P1 – the algebraic torus of which P1 is a
compactification is actually
maximal torus of SL(2,C)
Z2
The center of SL(2,C) does not act trivially on the total space of the tautological bundle,
however – it acts as (−) on the fibers. Thus, the algebraic torus action on P1 does not
lift to an action on the tautological bundle, but a finite extension of it does. Throughout
this paper, we have assumed that any such extensions are performed whenever needed. In
other words, our definition of equivariant sheaf is not rigorous, and in a more mathematical
treatment should be replaced with a definition that specifies a lift of the algebraic torus
action.
As the moduli spaces we construct here are moduli spaces of equivariant sheaves (of fixed
equivariant structure), the reader may wonder how these are related to moduli spaces of
not-necessarily-equivariant sheaves. In fact, the forgetful map that “forgets” the equivariant
structure is one-to-one on individual components (of fixed equivariant structure) of a moduli
space. More precisely [2], if we denote a trivial line bundle with equivariant structure defined
by a character χ by35 O(χ), then if E is an indecomposable36 sheaf, all equivariant structures
on E can be obtained by tensoring with characters as E⊗O(χ). (For example, the line bundles
O(Dx) and O(Dy) on P
2 have distinct equivariant structures, but we can get O(Dy) from
O(Dx) by tensoring with O(Dy −Dx), which is simply the structure sheaf with a nontrivial
equivariant structure.) Thus, a moduli space of equivariant sheaves of fixed equivariant
structure sits naturally inside a moduli space of not-necessarily-equivariant sheaves.
35In other words, O(χ) is the trivial line bundle with equivariant structure defined by the T -invariant
divisor D =
∑
α
〈vα, χ〉Dα where vα is the edge of the fan associated to toric divisor Dα.
36 For a sheaf to be indecomposable means it cannot be written globally as the direct sum of two subsheaves.
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7.1 Bia lynicki-Birula stratifications
Any compact variety with a C× action has a canonical stratification, the Bia lynicki-Birula
stratification [49]. We explain the B-B stratification first and then apply it to moduli spaces
of sheaves on toric varieties.
Let X be a projective complex variety with a C× action. Let F be the set of fixed-point
components of this action. For f ∈ F , define the stratum X0f corresponding to f as
X0f = {x ∈ X| limz→0
z · x ∈ f}
This limit exists precisely because X is projective. This plainly contains all the points of f
and has a natural retraction onto f . If X is smooth, then X0f is in fact a vector bundle over
f [81, 82, 50]. The fixed-point components contain much of the information of the variety.
For example, the birational geometry and all the Hodge numbers can be computed given
those of the fixed-point components [50].
In many cases this stratification can also be understood in terms of Morse theory. If the
action of the U(1) inside C× is Hamiltonian – in particular, if X is smooth (or even just
normal) and projective – then the critical points for the Hamiltonian are exactly the fixed
points, and the B-B stratum X0f is precisely the points of X that limit to f under gradient
37
flow (known as the “unstable manifold” of f in mathematics circles).
It is straightforward to determine the rank of a bundle describing a stratum over a
component f ofMT . Let λ be a one-parameter subgroup determining the stratification, then
the rank of the bundle over f equals the number of positive weights in the representation of
λ in a tangent space to any point of f .
For example, consider the Riemann sphere P1 = C ∪ {∞}. This space is a toric variety
and so has a natural action (by multiplication) of C×, of which it is a compactification. The
C× action has two fixed points: 0 and ∞. The action on the tangent space at 0 has weight
1, and on the tangent space at ∞ has weight −1. We can then view P1 as a disjoint union
of {0} ×C and {∞} – so, as promised, P1 looks like a disjoint union of vector bundles over
the components of the fixed-point locus.
In the case of a torus action, in principle there are many B-B stratifications, one for each
one-dimensional subgroup of the torus. (In fact, even for a one-dimensional torus, there
are actually two distinct stratifications, depending upon the isomorphism chosen with C×.)
However, there are only finitely many distinct stratifications [54, 55, 56]. These distinct
stratifications can be described pictorially be a fan of some compact toric variety, and we
shall denote this fan the stratification fan.
To describe the stratification fan, first we must discuss a fan naturally associated to the
37with respect to a U(1)-invariant metric
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moduli space M of not-necessarily-equivariant bundles. As is well-known [59, 60] the image
of a moment map associated with a set of commuting circle-generating Hamiltonian actions
is a convex polytope. As the algebraic torus acts onM, we can restrict to S1’s to find a set of
commuting circle-generating Hamiltonian actions, and so (for a fixed projective embedding
of M) we can naturally associate a convex polyhedron P with M.
In principle [59, 60] this polytope P is the convex hull of the images (under the moment
map) of the fixed points of the circle actions. (Note that sometimes some of the fixed points
will lie in the interior of the polytope, but typically they will be vertices of the polytope.)
Such polytopes P may be of use in understanding (0,2) mirror symmetry, as will be discussed
later.
Now, given the convex polyhedron P derived above, it can be shown [54] that the fan
describing distinct Bia lynicki-Birula stratifications ofM, is a refinement of the fan associated
to P. In particular, we can obtain the stratification fan by adding edges to the fan associated
with P, so that v is an edge precisely when −v is an edge. Intuitively this should be sensible.
A one-parameter subgroup λ borders two stratifications when it has more fixed points than do
generic subgroups. In particular, if a one-parameter subgroup λ borders two stratifications,
then the same should be true of λ−1. Thus, it should seem intuitively reasonable that v is
an edge of the fan precisely when −v is an edge.
We now apply these ideas to normal, projectively embedded moduli spaces of torsion-free
sheaves on toric varieties. This should be relatively clear. Recall the torus action on the
toric variety induces a torus action on any moduli space of sheaves, as E 7→ t∗E for a torus
action t. The fixed points of this torus action are precisely the equivariant sheaves, which
we have studied in great detail earlier in this paper.
7.2 Monads and bundles on projective spaces
In this section, we will describe moduli spaces of SL(r,C) bundles on P2. These moduli
spaces have been studied in great detail since the early 1970s, and are quite well understood.
The reader who is interested in the c1 6= 0 case may wish to consult [38, 79].
To what extent can arbitrary bundles on toric varieties be described? It is known [42, 43]
that any vector bundle E on Pn can be obtained as the cohomology of a monad38
0 → A → B → C → 0
where A, C are direct sums of line bundles and B is a vector bundle such that
H1(B(k)) = Hn−1(B(k)) = 0, k ∈ Z
H i(B(k)) = H i(E(k)), k ∈ Z, 1 < i < n− 1
38A short complex, such that the first and last pairs of maps are exact.
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Unfortunately, except for bundles over P2 and P3 the classification of such monads is not
well-understood, and so this is not as useful for describing moduli spaces as one would wish.
To begin our discussion of SL(r,C) bundles on P2, we will describe a result due to
Beilinson [44]. Let E be a holomorphic rank r bundle on Pn. There are spectral sequences
with E1 terms
Ep,q1 = H
q (Pn, E(p))⊗ Ω−p(−p)
E
′p,q
1 = H
q
(
Pn, E ⊗ Ω−p(−p)
)
⊗O(p)
both of which converge to
E i =
{
E i = 0
0 otherwise
In other words, Ep,q∞ = 0 when p + q 6= 0, and ⊕pE
−p,p
∞ is the associated graded sheaf of a
filtration of E , for both spectral sequences. In this notation Ωp denotes ∧pT ∗Pn.
In other words, just as Klyachko [1, 2, 3, 4] describes bundles by associating filtrations
to divisors, Beilinson describes bundles in terms of spectral sequences. We shall see shortly
that in special cases, the spectral sequence simplifies greatly.
Now, let us use Beilinson’s result to derive a monad describing SL(r,C) bundles on P2,
following [38, section II.3.2]. Let E be a (properly) stable holomorphic r-bundle over P2.
Since E is properly stable, we can derive a few constraints on certain sheaf cohomology
groups. In particular, for k ≥ 0, h0(P2, E(−k)) = 0. If this were not the case, then a section
s of E(−k) would define a map O → E(−k), and so we would have a map O(k) → E . But
then O(k) would be a subbundle of E , with µ(O(k)) = k > µ(E) = 0, violating the stability
condition. Also, by Serre duality, this means h0(P2, E∗(k)) = 0 for k ≥ −3.
We can also derive a constraint on c2(E) for properly stable bundles on P
2. Using
Hirzebruch-Riemann-Roch it is easy to show h1(P2, E) = c2(E)− r, so clearly c2(E) ≥ r.
Apply one of Beilinson’s spectral sequences to E(−1):
Ep,q1 = H
q
(
P2, E(−1)⊗ Ω−p(−p)
)
⊗O(p)
We can show
E0,q1 =
{
H1(P2, E(−1))⊗O q = 1
0 q = 0, 2
By tensoring the short exact sequence
0 → Ω1(1) → O3 → O(1) → 0
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with E(−1), we can show h0(P2, E ⊗ Ω1) = 0, and similarly h2(P2, E ⊗ Ω1) = 0.
Using these results, one can then show
E−1,q1 =
{
H1(P2, E ⊗ Ω1)⊗O(−1) q = 1
0 q = 0, 2
E−2,q1 =
{
H1(P2, E(−2))⊗O(−2) q = 1
0 q = 0, 2
so Ep,q∞ = E
p,q
2 , and E is the cohomology of the monad
0 → H ⊗O(−1) → K ⊗O → L⊗O(1) → 0 (22)
where
H = H1(P2, E(−2))
K = H1(P2, E ⊗ Ω1)
L = H1(P2, E(−1))
For notational convenience define n = c2(E). Using Hirzebruch-Riemann-Roch it is easy
to show dim H = n = dim L, and dim K = 2n + r.
It can be shown [38, p. 291] that two monads of the form of equation (22) define the
same bundle E precisely when they differ by the action of GL(n,C), GL(2n + r,C), and
GL(n,C) on H , K, and L, respectively.
The moduli space of rank r bundles on P2 can be characterized a little more precisely
by the use of Kronecker modules [76, 77, 78], but we will not do so here.
More precise characterizations of the moduli space of rank r bundles on P2 are somewhat
difficult to construct except in special cases. For example [38], the moduli space of stable
rank 2 bundles on P2 of c1 = 0, c2 = 2 is PH
0(P2∗,O(2)) = P5 (the space of conics on the
dual39 projective plane), modulo automorphisms of P2. (In fact almost any such conic can
be related to almost any other by an automorphism of P2.)
In passing, one might have hoped that the moduli space of bundles on a Calabi-Yau
hypersurface were related to the moduli space of bundles on the ambient space, whose top
Chern class is minimal. Here, however, we see that this is wrong, as the moduli space
of SL(2,C) bundles on T 2 is T 2 [85]. (For that matter, the moduli space of flat SU(2)
connections on T 2 is P1.) P1. We will see in section 8 that all stable SL(2,C) bundles on
P2 restrict to semistable bundles on T 2, but there is no map of P5 onto T 2 (or P1), so clearly
there are semistable bundles on T 2 not obtained by restriction from P2.
39 If V is a rank 3 vector space, so P2 = PV , then the dual projective plane is P2∗ = P ∧2 V .
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7.3 An aside: the ADHM construction
The ADHM construction of instantons onR4 can be derived from the moduli space of bundles
on P2 [75]. Intuitively this should be clear: P2 looks like C2 = R4 with a P1 at infinity.
To derive the ADHM construction, one simply restricts to those bundles on P2 which are
trivial on the line at infinity. (In principle, one can also derive the ADHM construction via
Penrose transformations [61, 62] from bundles on P3, but we shall not do so here.)
For completeness, we briefly review the derivation of the ADHM construction. In equa-
tion (22), label the map H ⊗O(−1) → K ⊗O by A, and the map K ⊗O → L ⊗O(1) by
B, and expand
A = Axx+ Ayy + Azz
B = Bxx+Byy +Bzz
where x, y, and z are homogeneous coordinates on P2.
Now, demanding that the bundle E be trivial on the line z = 0 is equivalent to saying
that over z = 0, ker B/im A is a fixed r-dimensional subspace. Given that A is one-to-one
and B is onto, we can choose bases such that
Ax =
 In×n0n×n
0r×n
 , Ay =
 0n×nIn×n
0r×n
 , Az =
 α1α2
a

where In×n denotes the identity n× n matrix, and 0r×n the zero r × n matrix, and
Bx = (0n×n, In×n, 0n×r), By = (−In×n, 0n×n, 0n×r), Bz = (−α2, α1, b)
The choice of bases above reduces the original GL(n,C), GL(2n+ r,C), GL(n,C) sym-
metries to GL(n,C) and GL(r,C). However, the action of GL(r,C) acts as a gauge trans-
formation on the P1 at infinity, and in constructing the moduli space of instantons on R4 we
restrict to gauge transformations which are trivial at infinity, so for the purposes of deriving
the ADHM construction we have only a GL(n,C) symmetry left to mod out.
The constraint BA = 0 reduces to BzAz = 0⇔ [α1, α2] + ba = 0.
In particular, the moduli space of instantons on R4 can now be described as the quotient
of the set of matrices (α1, α2, a, b) satisfying
(1) [α1, α2] + ba = 0
(2) A is one-to-one, B is onto
by the action of GL(n,C) given by
αi → pαip
−1
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a → ap−1
b → pb
where p ∈ GL(n,C).
Even more succinctly, the moduli space of instantons on R4 is the GIT quotient of the
set of matrices (α1, α2, a, b) satisfying
[α1, α2] + ba = 0
by the action of GL(n,C) indicated. With additional work, it can be shown this is equivalent
to the symplectic quotient usually mentioned in the physics literature.
8 Restriction to hypersurfaces
So far in this paper we have discussed sheaves on toric varieties. However, in order to get
valid heterotic compactifications, we must restrict to Calabi-Yau hypersurfaces (or, more
generally, Calabi-Yau complete intersections) in these toric varieties.
In general, the restriction of a (semi)stable sheaf on a toric variety to a Calabi-Yau
hypersurface need not be (semi)stable (with respect to the restriction of the Ka¨hler form).
However, there do exist conditions under which the restriction is known to necessarily be
(semi)stable. There are two sets of results in this matter known in the mathematics literature,
which we shall outline below.
Let X be an n-dimensional normal projective variety, L a very ample line bundle on X
defining Mumford-Takemoto stability, and let E be a semistable torsion-free sheaf of rank r
on X. Consider restricting the sheaf E to a generic hypersurface H in the linear system |Ld|,
with d > 0.
The first result, due originally to Maruyama [74, 86, 73], is that the restriction of E to
H is semistable for arbitrary d if r < n.
The second result, due to Flenner [87], says that the restriction of E to H is semistable if(
n+ d
d
)
− d− 1
d
> µ(L) max
{
r2 − 1
4
, 1
}
(23)
where µ(L) is the Mumford-Takemoto slope of L, namely c1(L)
n.
For example, Flenner’s result (23) says that for a Calabi-Yau hypersurface in P2, with
very ample line bundle L = O(1), the restriction of E is semistable if r ≤ 2. For Calabi-Yau
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hypersurfaces in P3, the restriction of E is semistable if r ≤ 5. For Calabi-Yau hypersurfaces
in P4, the restriction of E is semistable if r ≤ 9.
Flenner’s result is a refinement of a slightly older result often cited in the mathematics
literature, which we shall describe here for completeness. The older result is due to Mehta and
Ramanathan [88], and says that for fixed semistable E , there exists an integer d0 such that for
generic hyperplanes H ∈ |Ld|, d ≥ d0, the restriction of E to H is semistable. Unfortunately,
the integer d0 depends very much upon the precise sheaf E , not just numerical invariants
such as its Chern classes. (A very slight refinement of their result also exists [89], which
concerns whether the restriction of a stable sheaf is stable.)
Unfortunately all of these results are only valid for very specific Ka¨hler forms. It would
be very interesting to have analogous results for more general Ka¨hler forms, but to our
knowledge the mathematics community has not yet been so obliging.
9 Distler, Kachru’s (0,2) models
9.1 Review
In addition to the recent description of vector bundles given by Friedman, Morgan, Witten
[29, 30, 32, 33], there is another description of vector bundles40 due originally to Maruyama
[41] and generalized in work of Distler, Greene [20] and Distler, Kachru [17].
A Distler-Kachru model is a conformal field theory with global (0,2) supersymmetry
constructed as the IR limit of a gauged linear sigma model [21]. The linear sigma model
in question describes a Calabi-Yau hypersurface in a toric variety. A sheaf E lies over the
ambient toric variety, and E is often41 specified by a short exact sequence of the form
0 → E → ⊕O(na) → ⊕O(mi) → 0
The sheaf over the hypersurface is simply the restriction of E .42
40Actually, Distler, Kachru [17] are more general and describe torsion-free sheaves, not just bundles.
41Either by a short exact sequence as shown, or as the cohomology of a monad, which is a short complex
such that the first and last pairs of maps are exact. The monads of [17] are typically only defined over
complete intersections in toric varieties, not over the entire ambient space. We will not consider such
monads in this paper.
42 In fact, we should be slightly more careful. Let ι : Y →֒ X denote the inclusion morphism mapping a
Calabi-Yau hypersurface Y into the ambient toric variety X . Strictly speaking, given a sheaf E defined over
X by the short exact sequence shown, when we restrict to the Calabi-Yau Y we recover
· · · → TorOY1 (⊕O(mi),OY ) → ι
∗E → ι∗ ⊕O(na) → ι
∗ ⊕O(mi) → 0
In reasonably nice cases, however, TorOY1 (⊕O(mi),OY ) = 0, so we recover the naive short exact sequence.
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Some sheaves over the hypersurface in the toric variety – even some line bundles – may be
unobtainable as restrictions of such sheaves over the toric ambient space. This is essentially
because a single toric divisor can sometimes intersect a hypersurface more than once, so a
single divisor in the ambient space can become multiple divisors on a complete intersection
[25]. Moreover, it is not obvious that all bundles over the ambient toric variety can be
described as kernels of short exact sequences. (Admittedly though for sheaves on projective
toric varieties, the results described at the beginning of section 7.2 make this seem not
completely unreasonable.)
Typically Distler-Kachru models are assumed to describe bundles whose structure group
is GL(n,C), though it has been observed in [15] that more general structure groups can be
obtained in principle, as special cases of GL(n,C) structure groups. One of the advantages
to Klyachko’s approach is that we can describe bundles of arbitrary structure group with
equal facility.
9.2 Application to Distler-Kachru models
Recall in [17] sheaves E over toric varieties are often specified as the kernel of a short exact
sequence
0 → E → ⊕O(na) → ⊕O(mi) → 0
Note that such sheaves E are not usually equivariant (as the maps are not).
As noted earlier, the moduli spaceM of torsion-free sheaves has a stratification, in which
each stratum looks like a vector bundle over a component of MT . Thus, we shall begin by
describing one way to construct an equivariant sheaf associated with a family of sheaves
specified as above. Unfortunately it will usually be the case that our recipe will yield a
badly behaved result – it seems at least naively that most (0,2) models of Distler, Kachru
do not have equivariant limits.
First, for each line bundle, pick a specific equivariant structure – in other words, write
O(D) = O(
∑
aαDα), for some
∑
aαDα in the linear equivalence class ofD. (In this notation,
each Dα is a toric divisor.) In fact, each equivariant line bundle is uniquely written as such
a sum, if an equivariant structure is taken into account [83]. Note that divisors differing by
linear equivalence define line bundles with distinct equivariant structures, so it is necessary
to fix specific divisors.
Let xα denote the homogeneous coordinate corresponding to the toric divisor Dα [12].
Then the unique (up to rescalings) equivariant map O(
∑
aαDα) → O(
∑
bαDα) consists of
multiplying sections of O(
∑
aαDα) by the monomial x
b0−a0
0 x
b1−a1
1 · · ·x
bk−ak
k , up to a scale
factor.
This constraint can be made somewhat more intuitive as follows. In terms of a homoge-
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Equivariant
sheaves
(0,2) models of
Distler, Kachru
Figure 4: Schematically illustrated is a stratum of a moduli space of sheaves of fixed Chern
classes on a toric variety. Equivariant sheaves are located in the shaded region at the bottom,
and the region described by a Distler-Kachru model is contained in the cylindrical region.
neous coordinate description of a toric variety, the algebraic torus appears as rescalings of
the individual homogeneous coordinates by C×’s, modulo the C×’s one mods out to recover
the toric variety. Suppose that one of the maps O(
∑
aαDα)→ O(
∑
bαDα) was a polynomial
rather than a monomial, then it should be clear that under the algebraic torus action the
coefficients of each monomial in the polynomial would vary, independently of one another.
Clearly, when the maps are polynomials, the algebraic torus action deforms E – a necessary
(but not sufficient) condition for E to be invariant under the algebraic torus is for each
polynomial to be a monomial.
The sheaf E defined by these choices of equivariant structures and maps is an equivariant
torsion-free sheaf.
Note that we can deform E equivariantly by varying scale factors in front of the monomials
defining the maps ⊕O(na)→ ⊕O(mi). These scale factors maps out a Grassmannian, after
removing points at which the scale factors no longer define an exact sequence (i.e., if the map
drops rank) and modding out by rescalings of the homogeneous coordinates. This projective
space is, in general, a subspace of the moduli space of equivariant torsion-free sheaves.
In figure 4 we have schematically drawn a picture of a stratum of a moduli space of
sheaves of fixed Chern classes on some toric variety. The point it is meant to illustrate is
that Distler-Kachru models and the equivariant sheaves discussed here scan different parts of
the moduli space, and neither is contained within the other. In fact, the figure shows the two
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subspaces as intersecting, though in fact that seems to be quite rare – most Distler-Kachru
models do not seem to have well-behaved equivariant limits.
By deforming the maps ⊕O(na) → ⊕O(mi) to more generic polynomials, we can also
study non-equivariant sheaves.
In passing, we feel we should make an important point which has long been overlooked
in the (physics) literature on heterotic compactifications. For some coherent sheaf E , its
deformations are parametrized by elements of (global) Ext1(E , E), which gets contributions
from both43 H1(Hom(E , E)) and also H0(Ext1(E , E)). In the special case that E is locally
free (meaning, is a bundle), it is true that (global) Ext1(E , E) = H1(Hom(E , E)), but more
generally the contribution from H0(Ext1(E , E)) will be nonzero. This contribution has long
been overlooked. Assuming that the additional directions in the moduli space are not lifted
by quantum corrections, this should be a source of additional marginal operators overlooked
in heterotic nonlinear sigma models. (In non-geometric models, such as heterotic Landau-
Ginzburg orbifolds, marginal operators morally corresponding to elements of H0(Ext1(E , E))
presumably appear in twisted sectors.) In addition, other massless modes, traditionally
counted by sheaf cohomology groups, are correctly counted with Ext groups [14, 91].
10 (0,2) mirror symmetry
For type II compactifications there is a well-known worldsheet duality called mirror sym-
metry. In mirror symmetry two distinct Calabi-Yaus (a “mirror pair”) are described by the
same conformal field theory.
Many people have conjectured that there exists a heterotic version of the same phe-
nomenon, known as “(0,2) mirror symmetry.” The most conservative potential (0,2) mirror
symmetry is that there exist pairs of Calabi-Yaus and bundles that are described by the same
conformal field theory. In passing, however, we should note that (0,2) mirror symmetry may
do far more. Unlike ordinary mirror symmetry, (0,2) mirror symmetry is not constrained to
be a single Z2 involution of the moduli space. For example, there may be multiple distinct
(0,2) mirror symmetries acting on the moduli space. Some of them might, for example, say
that triples of heterotic compactifications are described by the same conformal field theory.
To date, the only hypothesized examples of (0,2) mirrors have been constructed either
as orbifolds [92, 93, 94] of Distler-Kachru models, or via WZW models. No analogue of
Batyrev’s construction [90] is yet known for (0,2) mirror symmetry.
One might ask whether equivariant sheaves are relevant to the (0,2) generalization of
43
Hom(E , E) = EndE ⊕ O, so on a simply-connected Calabi-Yau, H1(Hom(E , E)) = H1(EndE) Here End
refers to traceless endomorphisms, as is standard in the physics literature.
61
mirror symmetry. In fact, we shall conjecture that there exists a (0,2) mirror symmetry
that at least sometimes carries (restrictions to Calabi-Yaus of) equivariant sheaves to other
(restrictions to Calabi-Yaus of) equivariant sheaves.
A priori, this would not be expected. In principle, given some sheaf E over a Calabi-
Yau hypersurface, it should be extremely difficult to determine if E is the restriction of
an equivariant sheaf to the hypersurface. Thus, a priori, one might be surprised if some
(0,2) generalization of mirror symmetry relates sheaves obtained by restriction of equivariant
sheaves. Although such a result is naively surprising, it is completely consistent with what
we know about ordinary mirror symmetry, in which analogous surprises are well-known to
occur. We will give two rather weak bits of evidence for our conjecture.
First, for at least some (0,2) mirrors constructed as orbifolds of Distler-Kachru models,
it is easy to show that formally the mirror of the restriction of an equivariant sheaf, is the
restriction of another equivariant sheaf.
We shall consider a very simple example just to illustrate the point. Our example is an
equivariant sheaf on P2 constructed as the kernel of a short exact sequence
0 −→ E −→ O(Dx)⊕O(Dy)⊕O(Dz)
Fa−→ O(Dx +Dy +Dz) −→ 0
where
Fx ∝ yz
Fy ∝ xz
Fz ∝ xy
(In our notation, Dx = {x = 0}. Note we have explicitly stated the equivariant structure on
each line bundle above.) The (restriction of the) sheaf E defined above is closely related to a
deformation of the tangent bundle of T 2. As discussed in [22] such a Distler-Kachru model
suffers from certain poorly understood anomalies that prevent it from being used as a string
compactification; however, it will serve admirably to illustrate the general idea.
To construct the orbifold mirror to this equivariant Distler-Kachru model, we mod out
by a Z3 symmetry that acts on the Calabi-Yau as
x→ x, y → αy, z → α2z (24)
where α is a cube root of unity, and on the O(1)3 as
Λ1 → Λ1, Λ2 → αΛ2, Λ3 → α
2Λ3
(specifying an action on O(1)3 is sufficient to specify an action on the bundle). Now, given
a Distler-Kachru model defined by a sheaf E of the form
0 −→ E −→
⊕
a
O(na)
Fa−→ O(m) −→ 0
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when orbifolding the (0,2) model we must restrict to maps Fa such that the lagrangian of
the (0,2) model is invariant under the orbifold symmetry. It is straightforward to check
that in our example above the maps Fx, Fy, and Fz (together with an appropriate choice of
complex structure for the hypersurface) yield a Lagrangian invariant under the symmetry in
equation (24).
Thus, in our example, the orbifold construction of (0,2) mirror symmetry formally appears
to carry (restrictions to hypersurfaces of) equivariant sheaves to (restrictions to hypersurfaces
of) equivariant sheaves.
Our second bit of evidence for our conjecture comes from studying a special limit of
ordinary mirror symmetry. Consider a limit of a mirror pair of Calabi-Yaus X, Y in which
all worldsheet instanton corrections on either side are suppressed to zero – in other words,
consider the large Ka¨hler modulus and large complex structure limit. In this limit the
Calabi-Yau degenerates, typically in such a way that its tangent bundle becomes (stably
equivalent to) the restriction of an equivariant sheaf. Ordinary mirror symmetry takes such
a degenerate Calabi-Yau, into another similarly degenerate Calabi-Yau. In other words, in
this special limit, ordinary mirror symmetry maps (restrictions of) equvariant sheaves to
(restrictions of) equivariant sheaves.
If our conjecture is correct, it may give us information about the action of (0,2) mirror
symmetry on a moduli space of not-necessarily-equivariant sheaves. In particular, if we
associate a polygon to each such moduli space as in section 7.1, then this suggests that (0,2)
mirror symmetry may map the vertices of the polygons into each other.
If our conjecture is correct – if there exists a (0,2) mirror symmetry mapping equivariant
sheaves to equivariant sheaves – then in principle it should be possible to at least find a
mirror map precisely relating moduli of equivariant sheaves. Unfortunately we have not yet
been able to do so.
11 Conclusions
In this paper we have presented an inherently toric description of a special class of sheaves
on toric varieties, something that has long been considered extremely desirable. We have
stated relevant results on when the restriction of sheaves to Calabi-Yau hypersurfaces are
stable, a necessary (but not sufficient) condition for a consistent heterotic compactification.
We have described nontrivial substructure in the classical Ka¨hler cone. Finally, we have
made some basic attempts to apply this technology to the study of (0,2) mirror symmetry.
We believe that one of the most promising future directions for this work lies in building a
nontrivial understanding of the (0,2) generalization of mirror symmetry. Such insights would
vastly improve our knowledge of heterotic compactifications, and surely lead to improvements
63
in our understanding of nonperturbative effects in heterotic string theory.
In passing we should mention two other recent developments that may also lead to an
understanding of (0,2) mirror symmetry. First, in addition to the “traditional” construction
of mirror symmetric pairs a` la Batyrev [90], there has recently been an attempt to understand
mirror symmetry from a very different perspective [95, 96, 97, 98], as a sort of T-duality on
the fibers of a special Lagrangian fibration of a Calabi-Yau. At the moment this approach
to understanding ordinary mirror symmetry is still in its infancy, but it holds great promise
for giving insight into ordinary mirror symmetry and perhaps also (0,2) mirror symmetry.
There have also recently been some very interesting attempts by mathematicians to apply
technology originally designed for real 3- and 4-manifolds to Calabi-Yau 3- and 4-folds with
stable holomorphic sheaves [99, 100, 101]. Their holomorphic versions of the Casson, Floer,
and Donaldson invariants may well turn out to be very important in understanding heterotic
compactifications.
Finally, as this paper was being finished, a paper appeared [102] which claims to give
an intuitive understanding of ordinary mirror symmetry as a particular form of T-duality.
It may be possible to apply their ideas to our technology to gain insight into (0,2) mirror
symmetry; work on this is in progress [16].
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A Algebraic Groups
An algebraic group is a group that also happens to be a variety, just as a Lie group is
a group that also happens to be a manifold. Put another way, algebraic groups are to
algebraic geometry what Lie groups are to differential geometry. In what follows we shall
only discuss connected, complex subgroups of GL(n,C). For more information, see for
example [51, 52, 53].
Reductive algebraic groups are algebraic groups which are the complexification of a com-
pact Lie group. Put another way, a reductive algebraic group is an algebraic group such that
its maximal compact subgroup has half the R dimension of the algebraic group itself. Not all
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algebraic groups are reductive: a basic example is C under +. An algebraic group is called
solvable if its maximal compact subgroup is a torus. An algebraic group is called unipotent
if its maximal compact subgroup is a point (meaning, the group is contractible). Unipotent
algebraic groups have the property that their Lie algebras can be represented by nilpotent
matrices. A Borel subgroup of a reductive group G is a maximal solvable subgroup. All
Borel subgroups of G are conjugate. A parabolic subgroup is a subgroup containing a Borel
subgroup.
For example, for the algebraic group GL(n,C), the subgroup consisting of all upper-
triangular matrices is a Borel subgroup. A subgroup consisting of block-upper-triangular
matrices is a parabolic subgroup. Parabolic subgroups of an algebraic group (other than the
group itself) are not reductive.
Borel and parabolic subgroups can be understood efficiently in terms of the Lie algebra
of an algebraic group G. For some choice of Cartan subalgebra and Weyl chamber, a Borel
subgroup is a subgroup generated by the Cartan subalgebra and all the positive roots. To get
a parabolic subgroup, add some of the negative simple roots and what they generate. In our
conventions, both a Borel and G itself are considered special cases of parabolic subgroups.
Maximal parabolic subgroups (6= G) are in one-to-one correspondence with points on the
Dynkin diagram.
Parabolic subgroups have a (non-canonical) splitting known as the Levi decomposition.
More precisely, any parabolic subgroup P can be written P = LU where U is a unipotent
subgroup, and L (known as the Levi factor) is reductive. (U is unique, but L is only unique
up to conjugation by elements of U .)
A useful fact is that the intersection of any two parabolic subgroups contains a maximal
torus of G. (Remember that any two parabolic subgroups both contain a Borel subgroup,
but not necessarily the same Borel subgroup.)
(Partial) flag manifolds can be obtained as quotients of GL(n,C) by parabolic subgroups.
This is closely related to a description of flag manifolds in terms of Lie groups. For example,
the Grassmannian of k planes in Cn is
Gk(C
n) = GL(n,C)/Pk
=
U(n)
U(k)× U(n− k)
where the Pk are maximal parabolics of GL(n,C). The Pk are very closely related to U(k)×
U(n− k) – the Levi factors of the Pk are GL(k,C)×GL(n− k,C), the complexification of
U(k)× U(n− k). One can define “generalized flag manifolds,” which are coset spaces G/P ,
P a parabolic subgroup of G, for arbitrary G.
Fix a Borel subgroup B of G, and let T be a maximal torus in B ⊂ G. Define N =
NG(T ) = {x ∈ G | xTx
−1 = T}, the normalizer of T in G. The Weyl group is W = N/T .
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The Bruhat decomposition of G is then
G =
⋃
σ∈W
Bσ˜B
where the union is a disjoint union, and each σ˜ is a representative of a coset σ ∈ N/T . In
other words, for each element g ∈ G there is a unique σ ∈ W such that g lies inside Bσ˜B.
The reader may enjoy proving this for GL(n,C), taking the {σ˜} to be permutation matrices
(a single 1 in each row and column). In this case the Bruhat decomposition says that any
invertible matrix can be brought to a unique permutation matrix using upward row and
rightward column operations.
B Sheaf Classifications
A few general remarks are in order concerning sheaves. By a locally free sheaf we mean
a sheaf associated to a vector bundle – the sheaf of local sections of the vector bundle.
A torsion-free sheaf is a sheaf which, on a smooth variety, is locally free except along a
codimension two subvariety – so (on a smooth variety) a torsion-free sheaf can be thought
of as a vector bundle with singularities at codimension two. (For example, a vector bundle
in which an instanton has become small is associated with a torsion-free sheaf.)
Given a sheaf E , we can define its dual E∨ = Hom(E ,O). A reflexive sheaf E is a sheaf
isomorphic to its double dual E∨∨, i.e., E = E∨∨. In general, for any torsion-free sheaf E ,
E∨∨ and even E∨ are reflexive, regardless of whether E was reflexive. On a smooth variety,
reflexive sheaves are locally free except on a codimension three subvariety.
Thus, a reflexive sheaf is also torsion-free, and a locally free sheaf is both reflexive and
torsion-free.
On a smooth variety, a reflexive rank 1 sheaf is precisely a line bundle.
Over singular varieties this description is sometimes misleading. For example, on a
singular curve it is possible to have sheaves which are torsion-free but not locally free. Also,
on a singular variety it is possible to have reflexive rank 1 sheaves which are not line bundles
(see for example section 4.5.5).
The nomenclature “locally free,” “torsion-free,” and “reflexive” refers to properties of
the stalks of the sheaf. For a sheaf to be locally free means precisely each stalk is a freely
generated module, torsion-free means each stalk is torsion-free, and reflexive means each
stalk is reflexive. (These definitions hold even on singular varieties.)
Deformations of a vector bundle E are classified by elements of H1(End E). When E
is a more general sheaf, its deformations are classified by (global) Ext1(E , E) [41]. (As the
66
reader may guess, on a Calabi-Yau surface the Yoneda pairing Ext1(E ,F) × Ext1(F ,G) →
Ext2(E ,G) defines a symplectic structure on the moduli space of sheaves [45].)
For more information on sheaf theory and sheaf-theoretic homological algebra, see for
example [38, 107] and also [13, 14].
C GIT quotients
Geometric Invariant Theory quotients are described in more detail in [46, 47, 40] and [80,
section 4.2].
A GIT quotient T //G should be thought of as closely related to the quotient space T /G.
The difference is that before taking the quotient, some subset (the “unstable points”) of T
is removed. Less often, some properly semistable points are identified.
An elementary example should be useful. The space Pn can be described as a GIT
quotient of the space Cn+1 by C×. More precisely,
Pn =
(Cn+1 − 0)
C×
To specify the unstable points of T (the points to be omitted before quotienting) one
must first specify an ample line bundle L, called the polarization. Then,
T //G = Proj
⊕
n≥0
H0(T ,Ln)G

Points of T are classified as unstable, semistable, or stable. The unstable points are precisely
the points omitted from T before quotienting by G. These unstable points are points x such
that for all G-invariant sections σ of Ln, for all n > 0, σ(x) = 0. Semistable points of T are
points x ∈ T such that there exists a G-invariant section σ ∈ H0(T ,Ln) for some n such
that σ(x) 6= 0. Stable points of T are precisely semistable points with finite stabilizer and
the property that in the set of semistable points, their G-orbit is closed.
Intuitively, why is this definition sensible? Suppose that L is a very ample line bundle
on T , then more or less by definition of very ample,
T ∼= Proj
⊕
n/geq0
H0(T ,Ln)
If G acts freely on T , then
T /G ∼= Proj
⊕
n≥0
H0(T ,Ln)G

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It should now seem quite reasonable that when the action of G is not so well-behaved, one
recovers the GIT quotient outlined above.
Note that the language defined above coincides with the language used to define moduli
spaces of sheaves. In both cases, one speaks of stable, semistable, and unstable objects, and
in particular before forming the moduli space one removes the unstable objects. This is not
a coincidence. Historically, GIT quotients were originally developed in large part to study
moduli spaces of sheaves on curves. In particular, in the text we show that the moduli spaces
of equivariant sheaves on a toric variety are precisely GIT quotients. This partially justifies
the terrible notation, in which points with big (positive-dimensional) stabilizers in the group
are the least “stable” !
In fact we have been somewhat sloppy. We must also specify a (linearized) action of G
on the ample line bundle L. Let π : L → T be the bundle projection, then we say [47, p.
81] a linearized action of G is an action such that L is G-equivariant, meaning
π(gy) = gπ(y) for all y ∈ L, g ∈ G
and in addition to being G-equivariant, for all x ∈ T , g ∈ G, the map
Lx → Lgx : y 7→ gy
must be linear. The second condition is equivalent to saying that G acts linearly on the
homogeneous coordinates of the projective space in which T is embedded via L (or a tensor
power of L, if it is not very ample).
In practice there is a more nearly straightforward way to test stability of a point of T ,
known as the numerical criterion for stability (see [47, section 4.2] or [46, section 2.1]). Let
x ∈ T , and xˆ ∈ Pn the image of x under the projective embedding defined by L. Write
xˆ in terms of homogeneous coordinates as xˆ = (xˆ0, xˆ1, · · · , xˆn). Let λ be a one-parameter
subgroup of G, whose action on x is determined by its action on xˆ as
λ(t)xˆ = (tr0 xˆ0, t
r1 xˆ1, · · · , t
rn xˆn)
then define
µ(x, λ) = unique integer µ such that lim
t→0
tµ λ(t) xˆ exists and is nonzero
= max {−ri | xˆi 6= 0}
(The reader should not confuse the µ above with the µ used to denote the slope of a sheaf.
Unfortunately it is standard in the mathematics literature to use µ to denote both, and
we have chosen to abide by their conventions.) Then, it can be shown that x is semistable
precisely when µ(x, λ) ≥ 0 for all one-parameter subgroups λ of G, and x is stable precisely
when µ(x, λ) > 0 for all one-parameter subgroups λ of G.
Intuitively, why should the numerical criterion for stability be correct? First, it should
be intuitively clear44 that x is semistable precisely when the closure of the G-orbit of xˆ does
44In fact, it is rigorously correct.
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not intersect 0. Then, note that if 0 is not in the closure of the G-orbit of xˆ, then for all
one-parameter subgroups λ(t) of G, it must be the case that
lim
t→0
λ(t)xˆ 6= 0
and from this the numerical criterion for stability follows immediately.
A useful fact is that if we have specified several identical spaces T , with a projective
embedding defined by composing the projective embeddings defined by the L’s over each T
with a Segre embedding, then
µ((x1, · · · , xN ), λ) =
N∑
i=1
µ(xi, λ)
for all one-parameter subgroups λ of G ([47, lemma 4.12]). This is relatively straightforward
to demonstrate, as we shall now outline. Let xˆ1, xˆ2 denote sets of homogeneous coordinate
for either of two projective embeddings, and suppose we have a one-parameter subgroup
action λ(t) defined by
λ(t)xˆ1 = (t
r10 xˆ10, t
r11 xˆ11, · · · , t
r1n xˆ1n)
λ(t)xˆ2 = (t
r20 xˆ20, t
r21 xˆ21, · · · , t
r2m xˆ2m)
The action of λ on the homogeneous coordinates of the Segre embedding is clear:
λ(t) (xˆ1ixˆ2j) = t
r1i+r2j xˆ1ixˆ2j
so we can now compute
µ(x, λ) = max {−r1i − r2j | xˆ1ixˆ2j 6= 0}
= µ(x1, λ) + µ(x2, λ)
just as stated.
The resulting GIT quotient depends not only upon the choice of ample line bundle L,
but also upon the choice of G-linearization [55, 56] – different choices of either the ample
line bundle or G-linearization may yield distinct results.
For example, let us consider a simple example of a flop. Let a1, a2, b1, b2 be coordinates
on C4. Define a C× action λ on C4 by
a1,2 → λa1,2
b1,2 → λ
−1b1,2
and define
x = a1b1
y = a2b2
z = a1b2
t = a2b1
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We fix the action of G = C× on C4 and vary the G-linearization of O; we shall see shortly
that this reproduces the expected distinct quotients.
For convenience, we shall define some notation. Let R = H0(C4,O), and give it a grading
determined by weight under the action of G = C×. Then,
R0 = H
0(C4,O)G
= C[x, y, z, t]/(xy − zt)
and also define the graded rings
R≥0 =
⊕
n≥0
Rn
= C[x, y, z, t][a1, a2]/(a1y − a2z, a1t− a2x)
R≤0 =
⊕
n≥0
R−n
= C[x, y, z, t][b1, b2]/(b1z − b2x, b1y − b2t)
where a1, a2 should be considered as homogeneous variables defining the grading of R≥0, and
b1, b2 defining the grading of R≤0.
Now, although as line bundles On and O are identical for all n ≥ 0, the G-linearizations
of each differ (unless, of course, the G-linearization of O is trivial).
Formally, write ⊕
n≥0
H0(C4,On) = R[z]
where z is a dummy variable defining the grading. Assume z has weight −k ∈ Z under G,
defining the G-linearization of O. Then we have
Proj
⊕
n≥0
H0(C4,On)
G = Proj R[z]G
= Proj
⊕
n≥0
Rknz
n

=

Proj
⊕
n≥0Rnz
n k > 0
Proj R0[z] k = 0
Proj
⊕
n≥0R−nz
n k < 0
=

Proj R≥0 k > 0
Spec R0 k = 0
Proj R≤0 k < 0
Clearly, the three possible GIT quotients above are precisely the conifold and its two
small resolutions. For k > 0, the unstable set on C4 is precisely {a1 = a2 = 0}, and for
k < 0 the unstable set is precisely {b1 = b2 = 0}.
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Finally, we should mention that GIT quotients are equivalent to symplectic quotients (see
[48] or the appendix to [46] for more information). Suppose we are constructing the GIT
quotient of a space T by the action of a reductive algebraic group G with maximal compact
subgroup K. Let ι : T → Pn denote the projective embedding defined by polarization
L. Then to define the equivalent symplectic quotient, we take the symplectic form45 to be
the restriction of the Ka¨hler form from the projective embedding, and the moment map is
defined by the composition
T
ι
−→ Pn
Φ1−→ pu(n+ 1)∗
Φ2−→ k∗
where Φ1 is the moment map for the action of PU(n + 1) on P
n, Φ2 is the transpose of
the differential of the map of K ⊂ G into PU(n + 1), and k = Lie K. The corresponding
symplectic quotient is then
(Φ2 ◦ Φ1 ◦ ι)
−1(0)
K
Note that not all symplectic quotients have equivalent GIT quotients. For example, one
necessary (but not sufficient) condition is that the symplectic form be (the image of) an
element of H2(Z).
D Filtrations
One important filtration of a coherent sheaf, often appearing in the mathematics literature,
is called the Harder-Narasimhan filtration. Given a torsion-free coherent sheaf E , a Harder-
Narasimhan filtration of E is a filtration [74]
0 = E0 ⊂ E1 ⊂ · · · ⊂ En = E
(where ⊂ indicates proper subset) with the properties
(1) Ei/Ei−1 is semistable for 1 ≤ i ≤ n
(2) µ(Ei/Ei−1) > µ(Ei+1/Ei) for 1 ≤ i ≤ n− 1
For every torsion-free coherent sheaf, a Harder-Narasimhan filtration exists and is unique.
Note that the Harder-Narasimhan filtration is trivial (meaning, of the form 0 = E0 ⊂
E1 = E) precisely when E is semistable. Intuitively, the Harder-Narasimhan filtration gives
information about the “instability” of E .
It is quite easy to derive the Harder-Narasimhan filtration for any torsion-free coherent
sheaf E . Let E1 be a destabilizing subsheaf (meaning, µ(E1) > µ(E)) of greatest possible
45This symplectic form also happens to be a de Rham representative of the cohomology class c1(L).
However, not all representatives of c1(L) yield possible symplectic forms.
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slope, such that among all destabilizing subsheaves of that slope, E1 has the greatest rank.
Now, let E2 be a subsheaf of E such that E1 ⊂ E2, and so that E2/E1 has maximal slope among
subsheaves of E/E1, and such that among such subsheaves of equal slope, it has maximal
rank. Proceeding in this manner, one can construct each element of the Harder-Narasimhan
filtration.
Another important kind of filtration worth mentioning is a Jordan-Ho¨lder filtration. Just
as the Narasimhan-Harder filtration splits any torsion-free coherent sheaf into semistable
factors, a Jordan-Ho¨lder filtration splits a semistable sheaf into stable factors.
More precisely, let E be a semistable sheaf. A Jordan-Ho¨lder filtration of E is a filtration
0 = E0 ⊂ E1 ⊂ · · · ⊂ En = E
such that the factors Ei/Ei+1 are stable.
Jordan-Ho¨lder filtrations always exist, but are not necessarily unique.
Although the Jordan-Ho¨lder filtration is not necessarily unique, the associated graded
filtration defined by gri(E) = Ei/Ei+1 is unique. Two semistable sheaves with isomorphic
associated graded filtrations are S-equivalent.
What is S-equivalence? Recall from the discussion of GIT quotients that sometimes
properly semistable points are identified in forming the quotient, so only equivalence classes
of properly semistable objects appear in the GIT quotient. In a moduli space of sheaves,
such an equivalence class of properly semistable sheaves is said to be an S-equivalence class,
and two properly semistable sheaves belonging to the same S-equivalence class (meaning,
appearing at the same point on the moduli space) are said to be S-equivalent. In the
language of symplectic quotients, S-equivalence classes occur when one performs symplectic
reduction at a nonregular value of the moment map.
Thus, Jordan-Ho¨lder filtrations are useful for determining S-equivalence classes of prop-
erly semistable sheaves.
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