The eigenvalue distribution of a selfadjoint random n n matrix A, for n large, was rst studied by E. Wigner in 1955, and has since then been an active research area in mathematical physics (see Mehta's book Meh] and references given there). For a rectangular random m n matrix B, the eigenvalue distribution of B t B (or B B in the complex case), has in fact been studied for much longer by probabilists and statisticians, starting with the work of J. Wishart (1928) Many of the results, in the papers cited above, on the asymptotic eigenvalue distribution of B t B for large m and n, were obtained by very complicated combinatorial methods. These papers deal only with random matrices with real valued entries, but this is not an essential problem; the proofs can be generalized to the complex case without much extra e ort. In this paper, we give a new and entirely analytical treatment of some of the key results on asymptotic eigenvalue distributions, both for selfadjoint random matrices A (the Wigner case), and for matrices of the form B B (the Wishart case), under the extra assumption, that the entries of A and B are complex Gaussian random variables. By focusing on the complex Gaussian case, we have been able to obtain both simpler proofs and stronger results { particularly in the Wishart case { than one can obtain for more general random matrices. Our treatment is based on the derivation of explicit formulas for the mean values E ? Tr n exp(sA)] in the Wigner case, and E ? Tr n B B exp(sB B)] in the Wishart case, as functions of a complex parameter s.
Introduction
The eigenvalue distribution of a selfadjoint random n n matrix A, for n large, was rst studied by E. Wigner in 1955 , and has since then been an active research area in mathematical physics (see Mehta's book Meh] and references given there). For a rectangular random m n matrix B, the eigenvalue distribution of B t B (or B B in the complex case), has in fact been studied for much longer by probabilists and statisticians, starting with the work of J. Wishart (1928) and P.L. Hsu (1939) (see An] , Mu] and Se]). However, the asymptotic eigenvalue distribution for random matrices of the form B t B, when both m and n are large numbers, was rst studied in the papers of Wachter, Grenander, Silverstein and Jonsson (cf. Wa2] , GS] and Jo]) from the period [1977] [1978] [1979] [1980] [1981] [1982] . A problem of particular interest has been the asymptotic behavior of the largest and the smallest eigenvalue of B t B (cf. Gem] , Si] , YBK] and BY]). Many of the results, in the papers cited above, on the asymptotic eigenvalue distribution of B t B for large m and n, were obtained by very complicated combinatorial methods. These papers deal only with random matrices with real valued entries, but this is not an essential problem; the proofs can be generalized to the complex case without much extra e ort. In this paper, we give a new and entirely analytical treatment of some of the key results on asymptotic eigenvalue distributions, both for selfadjoint random matrices A (the Wigner case), and for matrices of the form B B (the Wishart case), under the extra assumption, that the entries of A and B are complex Gaussian random variables. By focusing on the complex Gaussian case, we have been able to obtain both simpler proofs and stronger results { particularly in the Wishart case { than one can obtain for more general random matrices. Our treatment is based on the derivation of explicit formulas for the mean (see De nition 5.1 for details). For B in GRM(m; n; 2 ), the distribution of the random matrix B B is called the complex Wishart distribution (cf. Go], Ja] and Kh]). The class SGRM(n; 2 ) of selfadjoint, Gaussian random matrices is treated in Sections 1-4, whereas Sections 5-8 are devoted to the study of the rectangular, Gaussian random matrices in the class GRM(m; n; 2 ). We give next a short description of the contents of each of the sections 1-8.
In Wig3], Wigner showed that for an element A of SGRM(n; 1 2 ), the \mean density" of the distribution of the eigenvalues of A is given by 1 n P n?1 k=0 ' k (x) 2 ; (0.1) where ' 0 ; ' 1 ; ' 2 ; : : : , is the sequence of Hermite functions. This result is the main objective of Section 1. In Section 2, we use (0.1) to show that for A in SGRM(n; 2 ) and s in C , we have E ? Tr n exp(sA)] = n exp( 2 s 2 2 ) (1 ? n; 2; ? 2 s 2 );
where Tr n is the usual unnormalized trace on M n (C ), and is the con uent hypergeometric function (cf. formula (2.10) in Section 2). From (0.2), we obtain a simple proof of Wigner's Semi-circle Law in the sense of \convergence in moments", i.e., for a sequence (X n ) of random matrices, such that X n 2 SGRM(n; 1 n ) for all n, where tr n = 1 n Tr n is the normalized trace on M n (C ).
In Section 3, we apply (0.2) to show, that if (X n ) is a sequence of random matrices, de ned on the same probability space, and such that X n 2 SGRM(n; 1 n ) for all n, then lim n!1 max ? X n (!) = 2; for almost all !; (0.4) lim n!1 min ? X n (!) = ?2; for almost all !; (0.5) where max ? X n (!) and min ? X n (!) denote the largest and smallest eigenvalues of X n (!), for each point ! in the underlying probability space. This result is analogous to results of Geman (cf. Gem] ) and Silverstein (cf. Si] ) for the (real) Wishart case. We conclude our studies of the class SGRM(n; 2 ) in Section 4, where we apply (0.2) together with the di erential equation for the con uent hyper-geometric function, to obtain a recursion formula for the numbers:
C(p; n) = E ? Tr n A 2p ] ; (A 2 SGRM(n; 1); p 2 N); namely C(p + 1; n) = n 4p+2 p+2 C(p; n) + p(4p 2 ?1) p+2 C(p ? 1; n); (0.6) (cf. Theorem 4.1). This gives a new proof of a recursion formula due to Harer and Zagier (cf. HZ] ).
In Section 5 we apply results of Bronk, Goodman and James (cf. Bro] , Go] and Ja]) to show that for an element B of GRM(m; n; 1), where m n, the mean density of the distribution of the eigenvalues of B B is given by If m n, B 2 GRM(m; n; 1), and s 2 C such that Re(s) < n, Let (Y n ) be a sequence of random matrices, such that for all n, Y n 2 GRM(m(n); n; 1 n ), where m(n) n. Then, if lim n!1 m(n) n = c, the mean distribution of the eigenvalues of Y n Y n converges in moments to the probability measure c on 0; 1 with density The recursion formula for the moments of the measure c , discovered by Oravecz and Petz in OP] , can be considered as a limit case of (0.14). It would be interesting to know the counterparts of the explicit formulas (0.2), (0.6), (0.9), (0.10) and (0.14), for random matrices with real or quaternionic Gaussian entries. 1.1 De nition. Let ( ; F; P) be a (classical) probability space, let n be a positive integer and let A: ! M n (C ) be a complex random n n-matrix de ned on . For i; j in f1; 2; : : : ; 2pg, let a(i; j) denote the entry at position (i; j) of A. We say that A is a (standard) selfadjoint Gaussian random n n-matrix with entries of variance 2 , if the following conditions are satis ed:
(i) The entries a(k; l); 1 k l n, form a set of 1 2 n(n + 1) independent, complex valued random variables.
(ii) For each k in f1; 2; : : : ; ng, a(k; k) is a real valued random variable with distribution N(0; 2 ). (iii) When k < l, the real and imaginary parts Re(a(k; l)) and Im(a(k; l)) of a(k; l) are independent, identically distributed random variables with distribution N(0; 1 2 2 ).
(iv) When k > l, a(k; l) = a(l; k).
We denote by SGRM(n; 2 ) the set of all such random matrices (de ned on ).
Note that if A = (a(k; l)) 1 k;l n 2 SGRM(n; 2 ), then E (ja(k; l)j 2 ) = 2 ; (k; l 2 f1; 2; : : : ; ng); For any positive integer n, we denote by 1 1 1 n the unit of M n (C ). By tr n we denote the trace on M n (C ) satisfying that tr n (1 1 1 n ) = 1, and we put Tr n = n tr n . Note that for any H = (h kl ) 1 k;l n in M n (C ) sa , we have that Then transforms the measure on M n (C ) sa with density given in (1.6) into the measure on R n , which has the following density w.r. (1.16) It can be recommended to read the proof of (1.12) from Wigner's original paper Wig3], because the proof given in Meh] is more complicated, since it is extracted as a special case of a much stronger result. 7 1.6 Corollary. Let f : R ! R be a Borel function, and let a 7 ! f(a) be the map from M n (C ) sa into itself, obtained by the usual function calculus for selfadjoint operators on Hilbert space. Consider furthermore the function h n; 2 given by (1.12). obtained by putting 2 = 1 n in (1.12), converge \in moments" (see De nition 2.4 below) to the standard semi-circular distribution. Below we shall give another proof of this result, based on the study of special functions. We start by quoting a classical result from probability theory:
2.1 Proposition. Let ; 1 ; 2 ; 3 ; : : : , be probability measures on R, and consider the corresponding distribution functions:
Let C 0 (R) and C b (R) denote the set of continuous functions on R that vanish at 1, respectively the set of continuous, bounded functions on R. Then the following conditions are equivalent:
(i) lim n!1 F n (x) = F(x) for all points x of R in which F is continuous.
(
Proof. Cf. Fe, Chapter VIII: Criterion 1,Theorem 1,Theorem 2 and Chapter XV: Theorem 2].
2.2 De nition. Let ; 1 ; 2 ; 3 ; : : : , be probabilities on R. If (i) (and hence all of the conditions (i)-(iv)) in Proposition 2.1 is satis ed, then we say that n converges weakly to .
2.3 Remark. Condition (i) in Proposition 2.1 actually implies that n (I) ! (I), as n ! 1, for any interval I in R for which F is continuous in both endpoints of I (here 1 should be considered as points of continuity for F). In particular, n (I) ! (I); n ! 1, for any interval I, if has no atoms, i.e., if (fxg) = 0 for any x in R. 9 2.4 De nition. Let ; 1 ; 2 ; 3 ; : : : , be probabilities on R, which have moments of all orders, i.e., Z R jxj p d (x) < 1; and
We say then that n converges to in moments, if
2.5 Lemma. Let (' n ) denote the sequence of Hermite functions introduced in (1.13) of Theorem 1.4. We then have
(n 2 N):
Proof. The equations (2.4) and (2.5) follow from (1.13) and the elementary formulas xH n (x) = 1 2 H n+1 + nH n?1 (x); (2.7) H 0 n (x) = 2nH n?1 (x); (2.8) (cf. HTF, Vol. 2, p. 193, formulas (10) and (14)]). Moreover, (2.6) is easily derived from (2.4) and (2.5). For any non-negative integer n, and any complex number w, we apply the notation 
which can be reduced to But since both sides of (2.16) are analytic functions of s 2 C , the formula (2.16) holds for all s in C .
Putting now l = m = k, and substituting j by k ? j, (2.16) becomes
and this proves (2.11). The formula (2.12) is trivial in the case s = 0, because of the orthogonality relations (1.16). If s 2 C n f0g, then by (2.6) and partial integration, we get that
Using now (2.16) in the case l = n; m = n ? 1, we get, after substituting j by n ? 1 ? j, for any s in C , and this proves (i).
By application of (i), it follows then, that for X n from SGRM(n; 1 n ) and s in C , we have that 
for any continuous bounded function f on R, and this proves (ii). The main result of this section is contained in Theorem 3.1 below. Due to the results of Geman ( Gem] ) and Silverstein ( Si] ) for the Wishart case (see also Section 7 of this paper), the result is not unexpected, but to our knowledge, a proof of it has not previously been published.
3.1 Theorem. Let (X n ) be a sequence of random matrices, de ned on the same probability space ( ; F; P), and such that X n 2 SGRM(n; 1 n ), for each n in N. For each ! in and n in N, let max ? X n (!) and min ? X n (!) denote the largest respectively the smallest eigenvalue of X n (!). We then have lim n!1 max (X n ) = 2; almost surely; (3.1) and lim n!1 min (X n ) = ?2; almost surely:
For the proof of Theorem 3.1, we need some lemmas:
3.2 Lemma. (Borel-Cantelli) Let F 1 ; F 2 ; F 3 ; : : : , be a sequence of measurable subsets of , and assume that P 1 n=1 P( n F n ) < 1. Then P(F n eventually) = 1, where
i.e., for almost all ! in , ! 2 F n eventually as n ! 1.
Proof. Cf. Bre, Lemma 3.14].
3.3 Lemma. Let (X n ) be a sequence of random matrices, de ned on the same probability space ( ; F; P), and such that X n 2 SGRM(n; 1 n ) for all n in N. and hence by (3.5), P( max (X n ) 2 + ) n exp( t 2 2n ? t); (t 2 R + ): (3.6) As a function of t 2 R + , the right hand side of (3.6) attains its minimum when t = n .
For this value of t, (3.6) becomes, P( max (X n ) 2 + ) n exp( ?n 2 2 ): Hence by the Borel-Cantelli Lemma (Lemma 3.2), lim sup n!1 max (X n ) 2 + ; almost surely:
Since this holds for arbitrary positive , we have proved (3.3). We note nally that (3.4) follows from (3.3), since the sequence (?X n ) of random matrices also satis es that ?X n 2 SGRM(n; 1 n ) for all n. To complete the proof of Theorem 3.1, we shall need an \almost sure convergence version" of Wigner's semi-circle law. This strengthened version of the semi-circle law was proved by Arnold in Ar]. Arnold's result is proved for real symmetric random matrices, with rather general conditions on the entries. His proof is combinatorial and can be generalized to the complex case. For convenience of the reader, we include below a short proof in the case of complex Gaussian random matrices (cf. Proposition 3.6 below). The proof relies on the following lemma, due to Pisier (cf. Pi, Theorem 4.7]), which is related to the \concentration of measure phenomenon" (cf. Mi]). 3.5 Lemma. Let f : R ! R be a function that satis es the Lipschitz condition jf(s) ? f(t)j cjs ? tj; (s; t 2 R):
(3.9) 
= c 2 kA ? Bk 2 HS : 3.6 Proposition. (cf. Ar]) Let (X n ) be a sequence of random matrices, de ned on the same probability space ( ; F; P), and such that X n 2 SGRM(n; 1 n ), for each n in N. For each ! in , let n;! denote the empirical distribution of the ordered eigenvalues 1 (X n (!)) 2 (X n (!)) n (X n (!)), of X n (!), i.e., with the usual Dirac measure notation,
(3.10)
Then for almost all ! in , n;! converges weakly to the standard semi-circular distribution , with density x 7 ! 1 2 p 4 ? x 2 1 ?2;2] (x).
Hence, for any interval I in R, and almost all ! in , we have that By separability of the Banach space C 0 (R), it is enough to check that (3.11) holds almost surely for each xed f in C 0 (R) or for each xed f in some dense subset of C 0 (R).
In the following we shall use, as such a dense subset, C 1 c (R), i.e., the set of continuous di erentiable functions on R with compact support. So consider a function f from C 1 c (R), and put maps the distribution on M n (C ) sa of an element of SGRM(n; 1 n ) (cf. (1.5)) onto the joint distribution of n 2 independent, identically distributed random variables with distribution N(0; 1), i.e., the distribution G n 2 ;n ?1=2 on R n 2 with density dG n 2 ;n ?1=2(x) dx = n 2 ?n 2 =2 exp(? nkxk 2 2 ); (x 2 R n 2 ):
Moreover, the Euclidean norm on R n 2 corresponds, via the mapping , to the HilbertSchmidt norm on M n (C ) sa . Hence by (3.12) and Lemma 3.4, we get for any positive t, that P ? ! 2 jF(X n (!)) ? E (F (X n ))j > t exp(? n 2 Kt 2 c 2 ); where K = 2 2 . Hence by the Borel-Cantelli Lemma, it follows that tr n f(X n (!)) ? E ? tr n f(X n )] t; eventually; for almost all !. Since t > 0 was arbitrary, we get by Theorem 2.8, that for almost all !. The last assertion in the proposition follows by application of Remark 2.3. This completes the proof.
Proof of Theorem 3.1. By Lemma 3.3, we have that lim sup n!1 max (X n (!)) 2; for almost all ! in :
On the other hand, given any positive , it follows from Proposition 3.6, that card ? sp X n (!)] \ 2 ? ; 1 ! 1; as n ! 1; for almost all ! in ;
and hence that lim inf n!1 max (X n (!)) 2 ? ; for almost all ! in :
Since this is true for any positive , it follows that (3.1) holds, and (3.2) follows from (3.1) by considering the sequence (?X n ). (4.1) Then C(0; n) = n, C(1; n) = n 2 , and for xed n in N, the numbers C(p; n) satisfy the recursion formula:
C(p + 1; n) = n 4p+2 p+2 C(p; n) + p(4p 2 ?1) p+2 C(p ? 1; n); (p 1):
Proof. Let a; c be complex numbers, such that c = 2 Z n N. Then the con uent hypergeometric function x 7 ! (a; c; x) = 1 + a c
is an entire function, and y = (a; c; x) satis es the di erential equation It follows thus, that C(p;n) (2p)! is the coe cient to x p in the power series expansion of the function n (x) = n exp( x 2 ) (1 ? n; 2; ?x): By (4.3) the function n (x) = (1 ? n; 2; ?x), satis es the di erential equation x 00 n (x) + (2 + x) 0 n (x) ? (n ? 1) n (x) = 0; which implies that n (x) = n exp( x 2 ) n (x), satis es the di erential equation x 00 n (x) + 2 0 n (x) ? ( x 4 + n) n (x) = 0: Inserting then C(p; n) = C(p;n) (2p)! , in (4.6), we obtain (4.2). Moreover, it is clear that C(0; n) = Tr n (1 1 1 n ) = n, and thus, by (4.7), C(1; n) = 2 1 = n 0 = n 2 . .2), and applying the convention (4.9), we obtain (4.11), and also that " 0 (p + 1) = 4p+2 p+2 " 0 (p); (p 1): (4.12) Clearly, " 0 (0) = " 0 (1) = 1, and thus by induction on (4.12), we obtain (4.10). be a complex random m n matrix de ned on . We say then that B is a (standard) Gaussian random m n matrix with entries of variance 2 , if the real valued random variables Re(b(i; j)), Im(b(i; j) ), 1 i m; 1 j n, form a family of 2mn independent, identically distributed random variables, with distribution N(0;
We note, that if B = (b(i; j)) 1 i m 1 j n 2 GRM(m; n; 2 ), then for any i in f1; 2; : : : ; mg and j in f1; 2; : : : ; ng, the distribution of the complex valued random variable b(i; j) has distribution with density The joint distribution of the ordered eigenvalues 1 (S); 2 (S); : : : ; n (S) of S, has density w.r.t. Lebesgue measure on R n , given by . Unfortunately, James does not give a proof of (5.5) or a reference to a proof of it. However, it is not hard to derive (5.5) from (5.4), by application of the method of Wigner, that we described in Section 1. Indeed, by Lemma 1.2, the range-measure (on R n ) of the measure dS given in (5.3) under the mapping S 7 ! ( 1 (S); 2 (S); : : : ; n (S)); (S 2 M n (C ) sa );
(where 1 (S) n (S) are the ordered eigenvalues of S), has density w.r.t. Lebesgue measure on R n , given by whenever the integral on the right hand side is well-de ned.
Proof. (i) The proof of (i) can be copied from the proof of Corollary 1.6, using Theorem 5.2 and Theorem 5.4 instead of Theorem 1.4.
(ii) Assume that m < n, and note that B 2 GRM(n; m; 1). If T 2 M m;n (C ), then T T and TT have the same list of non-zero eigenvalues counted with multiplicity, and hence T T must have n ? m more zeroes in its list of eigenvalues than TT has. Combining these facts with (i), we obtain (ii).
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5.7 Remark. Bronk's proof of (5.11) in Theorem 5.4 is a fairly simple generalization of Wigner's method from Wig3] (see also Theorem 1.4 in this paper). It is based on the orthogonality relation for the generalized Laguerre polynomials:
if j 6 = k; (5.14) (cf. HTF, Vol. 2, p.188, formula (2)]), which implies that the sequence of functions (' k ) k2N 0 introduced in formula (5.12), is an orthonormal sequence in the Hilbert space L 2 ( 0; 1 ; dx), i.e., that
Apparently Bronk did not know about the results of Goodman and James, quoted in Theorem 5.2 above, and he included in his paper an independent proof of Theorem 5.2, in the case where m = n.
6 The Asymptotic Eigenvalue Distribution in the Complex Wishart Case
In the paper GS] from 1977, Grenander and Silverstein considered random m n matrices, T = (t jk ), satisfying that the entries t jk , 1 j m; 1 k n, form a family of mn independent, identically distributed random variables, such that E (t 2 jk ) = 1 and E (jt jk j p ) < 1 for all p in N. Letting n tend to 1, under the assumptions that m = cn for some xed, positive integer c, and that the distribution of the entries t jk is independent of n, Grenander and Silverstein proved 2 GRM(m(n); n; c) for all n, and m(n) n ! c, as n ! 1 (cf. Theorem 6.7). The analog of Wachter's result on almost sure convergence of the empirical eigenvalue distribution for the complex Gaussian case, is discussed in Section 7 (cf. Proposition 7.4). 
Therefore, it follows that 6.6) and hence that
(6.7)
By HTF, Volume 2, p.188, formula (10)], we have that
Combining these two formulas with (6.6) and (6.7), we nd that
which is the desired formula. In order to state the next lemma, we need to introduce the hyper-geometric function F, which is given by the equation ( Proof. The formula (6.9) can be extracted from the paper Ma] by Mayr, but for the readers convenience, we include an elementary proof. Both sides of the equality (6.9) are analytic functions of s 2 fz 2 C j Re(z) < 1g, so it su ces to check (6.9) for all s in ] ? 1; 1 n f0g. By (6. 3), we have that (6.14)
Combining (6.11) and (6.14), we obtain (6.9). 6.6 Lemma. Assume that c 2 ]0; 1 , and let (m(n)) n be a sequence of positive integers, such that lim n!1 m(n) n = c. Consider furthermore a sequence (Y n ) of random matrices, such that for all n in N, Y n 2 GRM(m(n); n; 1 n ). We then have (i) For any s in C and n in N, such that n > Re(s), we have that E tr n Y n Y n exp(sY n Y n )] < 1:
(ii) For any complex number s, we have that (6.22) and the convergence is uniform on compact subsets of C .
Proof. For each n in N, put B n = p nY n , and note that B n 2 GRM(m(n); n; 1). If s 2 C and n 2 N such that n > Re(s), then by Theorem 6.4, we have that Proof. Since exp(u) 1 + u exp(u), for any u in 0; 1 , the rst statement of (i) follows immediately from Lemma 6.6. Consider next an element Y of GRM(m; n; 1 n ), and put B = p nY 2 GRM(m; n; 1). Then From this formula, it follows easily that s 7 ! E ? tr n exp(sY Y )] , is an analytic function in the half-plane fs 2 C j Re(s) < ng, and that d ds
Proof. For each n in N, we put c n = m(n) n , and B n = p nY n 2 GRM(m(n); n; 1 Taken together, we have veri ed that for any in ]0; 1 , we have that
