Abstract: Central problems in the performance evaluation of computer systems are the description of the behavior of the system and characterization of the workload. One approach to these problems comprises the interactive combination of data-analytic procedures with probability modeling. This paper describes methods, both old and new, for the statistical analysis of non-stationary univariate stochastic point processes and sequences of positive random variables. Such processes are frequently encountered in computer systems. As an illustration of the methodology an analysis is given of the stochastic point process of transactions initiated in a running data base system. On the basis of the statistical analysis, a non-homogeneous Poisson process model for the transaction initiation process is postulated for periods of high system activity and found to be an adequate characterization of the data. For periods of lower system activity, the transaction initiation process has a complex structure, with more clustering evident. Overall models of this type have application to the validation of proposed data base subsystem models.
Introduction
Description of the behavior of a running system and characterization of the workload are central problems in the performance evaluation of data base systems. These are systems in which there are many users who can access, via remote terminals, a (typically very large) data base managed by a computer. Such a system should respond to a query in a reasonably short time, given the number of users and the nature of the user environment. This must be accomplished as economically as possible, where the factors to be considered include direct customer (waiting) costs and computer system resource utilization. This is a typical operations research situation in which we are trying to allocate limited resources in an optimal way among competing demands. Because of the complexity of data base systems, detailed measurements of existing systems are needed in order to model and evaluate them; such measurements comprise just one aspect of performance evaluation, which in its entirety would encompass data collection, analysis, modeling, and interpretation. Ultimate goals of performance evaluation include tuning of existing systems and prediction of the performance of proposed systems.
This paper is concerned with methods for statistical analysis of series of events, which can be applied to obtain a graphical and mathematical description of the behavior of a running data base system. Such a description would be a useful starting point for studies aimed at workload characterization. The particular analysis of data given uses a combination of statistical data-analytic procedures and probability modeling (cf. Lewis and Shedler [ 11) . The specific results reported here for the analysis of a non-stationary univariate series of events occurring in an IMS data base system are intended neither to comprise in themselves a description of the running IMS system nor necessarily to be a sufficient basis for characterizing the workload of an IMS system. Rather, the results are to be considered illustrative of methods that may be useful in such studies. In a data base system the workload may be taken to be a collection of data sequences identifiable at various levels of the system; workload characterization comprises the study of these data sequences (individually and jointly) along with the transformations among them. We are deliberately vague here about what is meant by data sequence; it could be a sequence of events occurring in time, i.e., a point process, or a sequence of observations of a stochastic process, i.e., a time series. For example, in an IMS data base system we can consider, at the user level, sequences of transactions and D L / I calls; at the logical level, sequences of target segments; at the segments searched level, sequences of path segments; at the paging level, sequences of path blocks, etc. Associated with these identified basic workload data sequences, there may be other data sequences of interest, e.g., the subsequence of path block exceptions. We may also be interested in external measurements related to the workload data sequences such as response times for users.
Given the complexity of data base systems and the resulting relative difficulty of carrying out meaningful performance evaluations and designs for such systems, the collection and analysis of measurement data from representative systems to identify and characterize significant performance phenomena seems appropriate.
The availability of such measurements presents the possibility of obtaining thereby empirically valid, parameterized mathematical models for workload data sequences. However, the sheer volume of data that can be collected from a running data base system (e.g., tens of thousands of transactions per day, hundreds of thousands of D L / I calls per day, millions of path segments per day, etc. j is a source of some difficulty. Such a volume of data is not only costly to manipulate, it is difficult to comprehend. In practice it appears that if we wish to do a detailed analysis (and modeling) of any of the several workload data sequences mentioned above, it is necessary to select "representative" sequences observed during (relatively) short periods of time. If useful information is to be obtained from the data collection, analysis, and modeling (e.g., for the determination of pertinent system requirementsj, it is important to be able to describe the system context in which the transaction workload phenomena are observed and analyzed.
In addition to models of the workload, models of the system or subsystem structure are needed in performance evaluation.
The authors feel that stochastic models of the type obtained in this study have application to the detailing of proposed system models, i.e., filling in the fine structure of parts of the model. A second application is to the "validation" of system models in the sense of establishing their predictive value. The methods used for the statistical analysis of data from the running system can also be used to analyze the output of simulations of proposed subsystem models. Consistency of a process predicted by the system model with the corresponding process observed in the running system would constitute evidence of the predictive value of the model. 
Description of the available data
The analysis given here, illustrating methods for the examination of non-stationary series of events, is of data obtained from an IMS data management system. The following is a brief outline of the structure of IMS [3] , which is a processing program for the implementation of large data bases shared in common by several applications. The IMS program executes under the operating system of the computer system to extend the data communication and data base management capabilities of the operating system. In IMS, users can access the data base from remote terminals by entering messages called transactions. A conceptual diagram of a computer system running IMS is given in Fig. 1 . As shown there, a portion of memory is devoted to the operating system. The IMS program occupies a portion of memory called the IMS control region. Application programs reside in secondary storage in an application program library. For execution an application program must be loaded into one of several (typically three or four) regions in memory called message processing regions. The data base resides in secondary storage, and data are transferred into memory for processing in response to transaction initiations.
Data on the processing of transactions have been obtained from a computer system running IMS for production control under the IBM operating system OS. Entry of data into the system is on-line and is governed by the occurrence of events on the production line. The epochs of time at which individual D L / I calls were completed (i.e., control was returned to the application program) have been recorded, along with information sufficient to identify the epochs of time at which individual transactions were initiated. From these time stamps the sequence of times between transaction initiations were derived. Most of the results presented in this paper are for a time period of high system activity referred to as time period H. These data consisted of 1999 transaction initiations over a period of time (in unspecified units) of to = 11936.6066. Much of the statistical analysis was done using the experimental SASE-IV program (Lewis, Katcher, and Weis [4] ) for analyzing series of events. SASE-IV has a maximum input of 1999 events; this accounts for the length of the period under study. This high system activity period was selected after an initial overall look at the several days of data on transaction initiations which were available. The analysis also used SASE-VI, an improved version of SASE-IV, APL implementations of parts of SASE-VI, and APL implementations of rate estimation procedures.
Preliminary analysis of transaction initiation process

Prior considerations and assumptions
In analyzing the transaction initiation data, there were a number of prior assumptions that could be made about the data to serve as a starting point for the analysis. The purpose of the data analysis is to confirm these assumptions or to point to suitable modifications.
.
Since the data are taken over a whole day (in fact, six whole days), we expect a time-of-day effect as activity builds up through the working day and then declines during the evening. Thus, any kind of initial analysis based on an assumption of stationarity is inappropriate.
2.
Since the data consist of times of transaction initiations, so that we are dealing with a point process or series of events, the usual null model (which is delineated in a subsequent section of this paper) is a nonhomogeneous Poisson process (NHPP). This could be appropriate here since the transaction initiation process is a superposition (Cox and Lewis [ 5 ] , Ch. 8; Cinlar [6]) of inputs from a number of sources (users). 3. Because each user's activity is likely to consist of a (random) number of transactions after initial sign-on, some clustering in the data might be expected. An appropriate model here is the nonhomogeneous Poisson cluster process (Lewis [7] ). In this process an initial primary (main) event generates a finite sequence of secondary (subsidiary) events; the complete process is then the superposition of the primary and secondary events, where the main events are assumed to be generated by a nonhomogeneous Poisson process. If enough initial events are generate4 (high-activity ) so that the number of active secondary processes is large, this process is hard to distinguish from a Poisson process.
Starting from these assumptions, the analysis of the data proceeded as follows: a. A very rough, model-free procedure was used to estimate the rate function for the transaction initiation process over the whole day, the rate function being the derivative of the expected number of transactions in a time period (0, t]. This rate would be constant for a stationary (homogeneous) process. b. On the basis of this trend analysis, relatively homogeneous high-and low-activity periods were selected, and an attempt was made to verify the NHPP model or the clustering model, for the transaction initiation process. c. Based on this local analysis and modeling of the transaction initiation process, more formal model-dependent estimation procedures were applied to the transaction rate function for the several days. In later sections it will be seen that the Poisson assumption is reasonably valid for high-activity periods, clustering becomes more evident at low-activity periods, and there is a surprising amount of local inhomogeneity of an almost oscillatory (cyclic) nature. It is this last phenomenon that is perhaps the most interesting aspect of the analysis.
Anulysis ($transaction initiation counting process
Point processes can be analyzed either in terms of the intervals between events, which is a stochastic sequence (time series), or the counting process (the number of events in an interval (0, t ] ) which, as a function o f t , is a continuous-parameter stochastic process. Here 0 is some convenient fixed origin, the number of events in (0, t ] is denoted by N,, and the expected value of N , is
( 1 ) Note that although the times of the transaction events were available, for an initial analysis we used counts of events in successive unit time intervals, i.e., A = 1. This constitutes a sampling of the data; if the data were from a NHPP, these counts would be independent variates with possibly different means (see Section 4). Denote these counts by nj, j = 1; . ., n, where nj = N j -N j -l and N o = 0. If these counts are summed to give counts in C contiguous intervals, they will still be Poisson distributed. Such a summation can be considered as The overall picture in Fig. 2 is of an initial buildup in transaction rate, a fairly constant transaction rate for a period of time, and then a drop to a lower level. This picture is consistent over days; the drop in day 1 (around t = 165888) was due to a period for which data were not available. Plots of the smoothed counts using C = 4800 are shown in Fig. 2 for three of the six days, and for the average of the smoothed counts over all six days. Formal tests for homogeneity are available for Poisson variates (Cox and Lewis [ 5 ] , Ch. 6), or else a one-way analysis of variance can be performed on the coalesced data after a square root transformation. The analysis of variance test is used because the counts are large enough to be considered to be normally distributed; the square root transformation is used because although Poisson counts with a large mean are approximately normally distributed (see Table   2 .1 of [ 5 ] Table 1 relative to $) of more microscopic inhomogeneity, and the analysis proceeded by examining sections of data in these high-and low-activity periods in more detail. The examination was of interest per se, but was also motivated by a need for more formal statistical rate estimation procedures.
Highly parametric global procedures for rate estimation are available at present only for NHPPs. Details of the procedure and the estimation are given in the next two sections. Application to the data for the high and low system activity periods and for the entire day is described in later sections.
In addition, non-parametric local smoothing procedures related to kernel-type density estimates (Rosenblatt [SI) are used. These are also described later. First we give properties of the NHPP.
Nonhomogeneous Poisson process model
The nonhomogeneous Poisson process model for a series of events N , is discussed in a statistical context by Cox and Lewis [ 5 ] assumptions underlying the nonhomogeneous or timedependent Poisson process ( N HPP) are the same as those for the ordinary Poisson process except that the rate parameter h is now considered to be a continuous function of time h ( t ) . One approach to the NHPP is via the incremental probabilities in small intervals. Thus, for s, r 3 0, and denoting by N (s: t ) the number of events in the process in the interval ( t , t + SI, the assumptions for a NHPP with rate function h ( t ) are that, as s + 0,
and that the random variable N ( s ; t ) is statistically independent of the number and position of events in (0, t ] . As a consequence of Eq. (2) 
The survivor function for the forward recurrence time in the process, the probability that there are no events in
A more general approach to defining the NHPP starts with the function A( r ) , which is assumed to be monotone non-decreasing and continuous from the right; then the number of events occurring in any interval, say ( t , t + SI, is assumed to have a Poisson distribution with parameter 
defined by Eq. ( 1 ) . In addition, the number of events in any finite set of non-overlapping intervals are assumed to be independent random variables. There are other equivalent definitions, and also minimal definitions; see Gnedenko and Kovalenko [21] and Cinlar [ 131.
The following theorem (cf. Cinlar [ 131 ) establishes that a homogeneous Poisson process of rate 1 can be obtained by transformation of the time scale of an NHPP, via the inverse of A(t). This result, Theorem 1, and the following Theorem 2 are the bases for procedures described below for detrending the data and testing the goodness-of-fit of the NHPP model. 
., X n with unknown distribution function F ( X )
is from a given distribution function 
l=n to A ( t ) , the T i , i = 1, . . ., n are not conditionally a random sample. The above leads to very different considerations in the power of tests for NHPPs and completely specified distributions, even though the test statistics are the same (see Lewis [ 141,  for greater detail). It is difficult in testing for NHPPs with procedures based on the above theorems, to separate out the effects of departures from Poisson assumptions and departures from assumptions as to the form of A ( t ) . However, since both HPPs and NHPPs have independent count increments, tests for the global Poisson assumption are based on this property. In particular, the spectrum of counts (Cox and Lewis [SI, Ch. 5 ) should be flat after detrending.
In the following section we discuss estimation of the NHPP rate function using parametric models, both to describe in a global way the rate function (as opposed to the local smoothing in Fig. 2 ) and to detrend the data so as to examine the global Poisson assumption. Non-470 parametric rate estimation is also briefly discussed.
where Thus the log-likelihood function, log L, the logarithm of the density at the observed values of the random variables considered as a function of the r + 1 parameters, is r log L (ao, a,; .., a,) = amsm
It follows that the derivatives, known as the scores, are
The solutions { hm} to the system of Eqs. (9), the score vector when set to zero, are the maximum likelihood estimators of {a,,}, and can be determined numerically by Newton-Raphson iteration. The numerical procedure works well provided that an initial vector sufficiently near the solution is known. A two-step method for obtaining such an initial value has been proposed by MacLean [ 151. His procedure consists of finding an ordinary polynomial representation of the same degree as A ( t ) having the observed sums of powers { s m } for its "moments". An exponential polynomial approximation to this polynomial, obtained by taking logarithms and again fitting moments, serves as the initial value for the NewtonRaphson iteration. This MacLean procedure has been implemented in APL and used to estimate coefficients { b m } .
The procedure appears to work well for polynomials up to degree 8. Estimates of the covariance matrix of the maximum likelihood estimates { b m } are obtained from the second order partial derivatives of the loglikelihood equation when evaluated at the estimated parameter values.
Once the appropriate degree of the polynomial is obtained by the methods of the next section, the rate function with the maximum likelihood estimates for the a's can be plotted to obtain a picture of the rate function. The procedures are clearly sensitive to the NHPP model; for this reason, we next discuss nonparametric kerneltype estimates.
Non-parametric kernel-type rate estimates
Theorem 2 , which relates (conditionally) the rate function A ( t ) in an NHPP to a density function in (0, t o ] , suggests we could use nonparametric probability density function estimates to estimate rate functions, at least in NHPPs. The procedure chosen is the nonparametric kernel-type density estimate introduced by Rosenblatt Note that for a given set of observations all estimates of this form are themselves density functions, Le., -~ 2 0, /-;fn(u)du = 1, and since the Tj are random variables, f n ( t ) is a continuous-parameter stochastic process, but clearly nonstationary. Although this type of density estimate does not require parametric assumptions to be made about f ( t ) , the bandwidth function and kernel W ( u ) must be chosen. In this paper we have already chosen W ( u ) to be a triangular function and b ( n ) to be 1.25/&.
The conditional structure of the NHPP makes the estimation of the rate function A ( t ) similar to the nonparametric estimation of the density function, but with two differences. First, care must be taken with normalization of the rate function estimate. This is because the procedure above estimates the rate normalized by dividing by A ( f o ) -A ( 0 ) and A ( t , ) -A ( 0 ) is unknown. For an N H P P this is the mean of a Poisson variable which is estimated by n , the number of events in (0, t o ] . We then get, as a rate function estimate, This will be modal about the usual estimate of the rate A in a homogeneous Poisson process, which is estimated by i = n / t o . The second difference is that when the density function estimation technique is applied to rate function estimation, there is no asymptotic justification for the procedure.
Tests for the degree of the exponential polynomial rate function
Theory
The analysis of trends in an NHPP, based on the assumption of an exponential polynomial rate function, is discussed in Cox and Lewis [ 5 ] (Ch. 3 ) , and Lewis [9] . In the latter paper, formal tests for the linear and quadratic terms in the exponential polynomial are derived. We use here a direct extension of these methods to yield tests for higher degree terms.
There are a number of possible hypotheses which can be tested when considering the exponential polynomial rate function 1. Some given subsets of the r + 1 parameters are zero. However, asymptotically c , , c 2 , .
. ., and c, will be jointly normally distributed with mean value and variance that can be obtained from properties of the uniform distribution. We assume a uniform (0, to] distribution for the ti since ( n , Zti, . . ., Xt:") are a set of sufficient statistics for cyo, a,,. . ., so that assuming these parameters to have value zero does not affect the final result but does simplify computations. Then, also asymptotically, the conditional distribution of c,, given n, c,,. . ., c,-, is normally distributed with mean pr= E (c,(c,-,, c,-,; . ., c,, 12) and variance ur2 = Var(c,/c,-, 
Applications to high activity ( H ) data
We discuss now the application of the parametric rate function testing scheme of the previous subsection and the rate estimation procedures of the preceding section to a more microscopic examination of the transaction initiation process during a period of high system activity for day 2. This high-activity period is, in Fig. 2 , from approximately r = 73 728 to t = 85 661. We also use the kernel-type density estimate described in the second part of the preceding section. We do this most particularly because the NHPP assumption has, at this point, not been validated. Overall characteristics of the sample are shown in Table 2 . (The sample moments given there should be used only as a guide; they are meaningless if the data are inhomogeneous.)
The first question to be addressed is whether the data can, in this relatively short high-activity period, be considered to be approximately homogeneous or stationary. Figure 3 shows the cumulative number of transactions initiated during this time period.
The departure from linearity is fairly gross; assuming a homogeneous Poisson process, the Kolmogorov-Smirnov measure of the departure from linearity is where This is the uniform conditional test in Cox and Lewis [ 5 ] , Ch. 6; conditional on the observed value N,,, = 1999 of events in (0, to] it has the usual KolmogorovSmirnov statistic distribution with upper 1 % point 1.628; the observed value is 2.389, which is an event of very small probability under the Poisson assumption.
These probabilities could be grossly in error if the data were more dispersed than under the Poisson assumption, where by dispersion we mean either that the standard deviation of the intervals between events or the counts of events in long intervals is larger than would be expected under a Poisson assumption. (The two are not independent.) These dispersions are usually measured by first normalizing to give the random variable Z mean one; for intervals, the result is the coefficient of variation, i.e., T o examine the dispersion of the intervals in the data without confounding it with the apparent inhomogeneity, the 1999 intervals were divided into ten non-overlapping sections. The sample characteristics for each interval are shown in Table 3 . The means within each group could be used to test for inhomogeneity, but more importantly the coefficients of variation, skewness and kurtosis, which for exponentially distributed intervals have values 1, 2, and 9, respectively, give us rough measures of departure that are sufficient to validate the tests for trend. Table 3 gives no indication that the sample characteristics of the intervals of the process depart from an exponential distribution (although there may be correlation between intervals). Values for the sample coefficients of variation are all around unity, as is the sample co- n efficient of variation for the whole set of data as given in Table 2 . We therefore proceed to use techniques based on the NHPP model to examine the trend in more detail; further tests of the Poisson assumption for this section of data are given in the next section. to have a x ' distribution. The absolute differences 6, given in column three of Table 4 , are clearly correlated with values of the test statistic U,, e.g., the large jump of 13.4 when including as in the likelihood goes with a large value of U3.
C ( Z ) =
S.D. ( Z ) u(Z)
The results of both the U , statistic and the likelihood function values suggest that an exponential polynomial of degree 6 will fit the data very well. The maximum likelihood estimates of the parameters and normalized values are given in Table 5 . In computing these estimates in an APL program using MacLean's starting procedure, it is necessary to use normalized time t / t , = u and normalized parameters ah = a , ? : to avoid scale problems.
The resulting estimated rate function i(?; e) is plotted for the high-activity period in Fig. 4 . The data give an intimation of a growth plus cyclic effect of fairly long period. A model for this could be
this equation is linear in the parameters if oo is fixed and known (e.g., time of day effect). Moreover if the Taylor series expansion for the sine function is used, one has an exponential polynomial with even index parameters (beyond zero) equal to zero, i.e., a2 = a4 = as =. * . = 0. This is the reason why the test for the order of the exponential polynomial indicated that we should have stopped at r = 2 , and then gave an indication that a3 was non-zero. Cyclic effects are more easily handled via spectral methods; we return to this in the final section. Another way to examine the trend is to use the kerneltype local smoothing techniques. Although these have broader applicability than the particular global fitting under an NHPP assumption, they suffer as in all nonparametric density estimation (spectra, rate functions, probability density functions, intensity functions) from the need to choose a suitable kernel and bandwidth. In practice, it is usually reasonable to take a few different bandwidths and, by eye, judge when a balance between small variability and small bias is achieved.
A kernel-type rate function estimate i ( t ; n, t o ) = n f n ( t ) with bandwidth bn = 1. 25 ,fni (chosen in the above way) is shown in Fig. 5 . It again shows possible oscillatory behavior in the data, or greater dispersion that we would expect under an HPP assumption. Confidence bands for this type of estimate are available (Bickel and Rosenblatt [ 181, Lewis et al. [ 191 ) , but we have preferred to give, in Fig. 6 , an identical smoothing of a simulated homogeneous Poisson process of rate h: = n / t o . Comparison of Figs. 5 and 6 graphically illustrates that the data are not HPP. The lack of gross departures from Poisson-type characteristics for the interval structure was discussed above; over-dispersion, rather than a trend, could give the large fluctuations in the rate estimate.
In Fig. 5 there is a large peak at about f = 3000; we have examined the data for any obvious anomalies at this point (e.g., very regular intervals) but have found none. In Fig. 7 we have overlaid the estimated integrated rate function i ( t ; 6 ) (exponential polynomial degree 6 ) on the empirical estimate of the integrated rate function which is just the cumulative number of events in (0, t] as a function o f t .
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Applications to low-activity ( L ) data
We now give, in abbreviated form, an analysis of lowactivity ( L ) data, which is similar to that given for highactivity (H) data in the preceding section. The lowactivity data are for the period beyond t = 145 152 in Fig. 2 ; the data are for a time period of approximately 1.15 times as long as for the high-activity (H) data, and only 1258 events (transaction initiations) occur. Overall characteristics of the sample are shown in Table 6 .
An immediate observation from Table 6 is that the coefficient of variation of the intervals is high relative to the value one for an exponentially distributed random variable. To examine this further, five sections of the data were taken and the interval characteristics which were computed are given in Table 7 . Each section of data contained 25 1 observations. It is fairly apparent that the means are decreasing (rate is increasing) over the five sections, the successive differences, on the basis of the estimated standard deviations of the mean estimates, being about three standard deviations. However, all the coefficients of variation, coefficients of skewness, and kurtosis are larger than the corresponding values for a Poisson process.
The first conclusion from the above analysis is that parametric detrending for these low-activity data must be done with care; we return in the next section to consider details of the structure of the low-activity process, but because the intervals are more dispersed than for a Poisson process, there is consistency with a cluster process hypothesis (Lewis [7] , Vere-Jones [20] ). Note, too, that a cluster process will look more and more like a Poisson process as activity increases and this is consistent with the finding that the high-activity data are approximately Poisson. Returning to the trend analysis, we show in Fig. 8 the cumulative number of events in (0, t ] as a function of t , which is a nonparametric estimate of the integrated rate function (dotted curve). It is by no means linear, and the Kolmogorov-Smirnov test statistic (see Eqs. (7) and (8) has value 6.048. This, we surmise, is significantly large even if the Poisson hypothesis were not true.
In Table 8 we give the successive test statistics U , for successively more complicated exponential polynomial rate functions. There is a very definite overall increase in the rate, as measured by U , = 1 1.696, and again a phenomenon where U,, U 4 and U , are not significant. However, it can also be seen that the tests are significant out to Y = 10; it is not possible, even if it were desirable, to carry out the computations any further. The maximum log-likelihoods are also given in Table 8 . Since the data are non-Poisson, the likelihoods must be interpreted very carefully. It is conceivable that using a likelihood based on a Poisson process would force the rate estimation procedure to fit the irregularity due to overdispersion by added local wrinkles in the rate function. It is, in fact, Figure 9 Estimates of the rate function for time period L (lowactivity). Solid curve is the NHPP estimate h ( t ; p ) using exponential polynomial (degree 8). Dotted curve is the estimate h ( t ; n , to) using a kernel-type density estimator. Sample size n = 1258, band-width b ( n ) = 1.25/n'. Triangular window. always difficult to discriminate between inhomogeneity and over-dispersion, but it is almost certain that it is the over-dispersion which gives rise to the high degree of the fitted polynomial for these data.
With the above qualifiers in mind, we have fitted an exponential polynomial of degree 8 to the data. Degree 8 was chosen because of computational limitations. The integrated rate function A( 1; 4) is shown overlaid on the non-parametric estimate in Fig. 8 ; the eighth degree exponential polynomial rate function i( t ; &) with estimated parameters is shown in Fig. 9 (solid curve) . Again the outstanding feature is the cyclic nature of the rate, superposed on a generally increasing rate.
The kernel-type estimator i ( t ; n , t o ) of the rate function is also shown in Fig. 9 (dotted curve) ; it is clear in comparing it to the exponential polynomial rate function estimate that the procedure using the NHPP assumption works well despite the apparent departures from a Poisson process; if anything, there is a fairly clear validation of the results in Table 8 Figure 10 Estimates of the rate function of transaction initiation process for day 2. Solid curve is a global estimate based on an exponential polynomial of degree 9. Dotted curve is local estimate obtained as in Fig. 2 . The high-activity ( H ) and lowactivity ( L ) time periods are marked on the flgure. It is also of interest to note that the estimated parameters &, . with even index r are negative (Table 9 ) , a pattern similar to that for the high-activity data shown in Table 5 , where &, , , &2, h4 and &6 are negative, the remaining estimated hrn being positive. This is again illustrative of the cyclic effect in the data. It is difficult to compare the magnitude of the estimates in the two periods since, if there were a cycle in the data, the relative phase at the beginning of the period of observations would influence the parameter values.
Applicutions to complete duys dmta
Recall that a very rough smoothing produced the smoothed estimate of the rate of transaction initiations 478 given in Fig. 2 . It is of interest to apply the global smoothing based on an NHPP assumption and an exponential polynomial rate function to the complete days data, even though they are not Poisson at low-activity, so as to have a formal, easily implemented procedure for this type of data that does not involve a choice of smoothing functions and bandwidths.
Over the whole day, 25,076 transaction initiations were observed; details of the testing for the degree of the exponential polynomial, and the values of the estimated parameters, are not tabulated here. Briefly, the tests up to r = IO, except for r = 2, indicate that the parameters are non-zero. Computation of the moments for the U , only up to r = 10 imposes a limitation on the fit; more importantly, estimation of parameters in an exponential polynomial for an entire day's data is not feasible for degree greater than 9. Thus in Fig. 10 we have overlaid on the rate estimate for day 2 data (given in Fig. 2 ) an exponential polynomial of degree 9. The agreement between the two estimates is good.
We would expect that as the degree of the polynomial went up, the local fluctuations for the high-and lowactivity sections would appear. The computational problems, however, are horrendous; it would be simpler to connect up polynomial rate function estimates within smaller, contiguous sections. This has not been pursued; in particular, it is not clear that the polynomials would connect smoothly.
The overall conclusion of this section is that the data are grossly nonhomogeneous; possible reasons will be discussed in a subsequent section.
Tests of fit of the NHPP
In the earlier discussion, it was noted that hv transforming the observations in an NHPP with known rate function so that the times-to-events become Ti = A ( T I ) , 7'; = A ( T 2 ) , . . ., the transformed process is a homogeneous Poisson process with unit rate function. Moreover, by conditioning on the number of events in (0, to] or (0, A ( t , ) ] , the problem of testing for an NHPP can be reduced to testing, for some alternatives, that the times-to-events are order statistics from a uniform distribution. Other tests are given in Cox and Lewis [ 5 ] , Ch. 6. The transformation is shown in Fig. 1 1 . Testing for an NHPP with unknown rate function is more difficult. The analogous problem in regression analysis is to test the usual assumption that the residuals ci in an additive model are independent normal random variables with mean zero and constant variance (T'. The problem is that after estimating the parametric mean value function, the resid- We now apply these methods to the low-and highactivity periods in an informal manner, relying more on properties of the intervals and the count spectra than on the rate function.
High-activity data: test for NHPP
The following discussion of the validity of, or departures from, the NHPP model for the high-activity data is based, after transformation of the data, on the methodology in Cox and Lewis [SI, which is implemented in the SASE-IV program. It is highly technical; our discussion is abbreviated and can be skipped by the reader interested primarily in the results of the data analysis. Briefly, the NHPP is found using the detrending technique to be approximately correct. Deviations occur because of an apparent inhibition effect that results in fewer very short intervals than would occur under the N H P P assumption.
T o proceed with the analysis of the detrended highactivity data, in Table 10 we given results of several tests for dependence of intervals in the process. The normalized, estimated first serial correlation coefficient (n -l)ib, has a value -2.5532, higher than the 1% level of the normal distribution, while the tests for independence based on the cumulated periodogram (raw interval spectral density estimate) using the KolmogorovSmirnov statistic Oniz and the Anderson-Darling statistic (Cox and Lewis [5] , Ch. 6 ) are just significant at a 1% level. We note that the smoothed interval spectral density, as computed in the SASE-VI program, shows no characteristic departure from flatness, and serial correlations beyond the first are small. Thus there appears to be only a residual dependence in the intervals, possibly due to the detrending or a residual trend.
Similarly, the estimated spectrum of counts (Cox and Lewis [ 51, Ch. 5; Lewis [ 211 ) has no significant departure from flatness, showing that a Poisson process is a tenable hypothesis for the detrended data and consequently a N H P P hypothesis for the original data.
However, some very subtle departures from exponentiality appear when we look at the interval properties of the detrended process. These are given in Table  1 1 . In the first place, the estimated coefficient of variation 479
Figure 12
Empirical log survivor function of the detrended times X' between transaction initiations for time period H. Sample size n = 1999. Note that the figure shows the log survivor function out only to 1564 events.
of times between events, e ( X ' ) is smaller than 1. Esti-0.9673, with estimated standard deviation 0.0775, which I mated from five sections of the data, it has value c ( X ' ) = l is too large to give conclusive evidence of departure from ~ the value C ( X ' ) = 1 for a Poisson process. The empirical log survivor function of the detrended times X' between transaction initiations is shown in Fig. 12 .
This artifact of the data shows up clearly in an estimate of the intensity function, m,(t). There is a definite notch at zero in the estimate rkf( At) (Cox and Lewis [ 51,  of the origin, and subsequently the estimate is essentially flat, never deviating in any interval A from the modal value of 1,000 by more than SO.
Checking of the transaction initiation process showed that there was in fact a minimum time between transaction initiations imposed by the system. A simple model of a Poisson process with blocking (Type I counter) is sufficient to account for the deviations from a Poisson process.
Another artifact in the data appears in the fact that the estimated coefficients of skewness and kurtosis, T , ( X ' ) and ?,(Xf) for the data (5.2363 and 68.3916 in Table  1 as the spike at about t = 3000. N o explanation has been found for this departure from the NHPP; it could be due to special procedures in the use of the system but in any event is too minor to affect practical use of the N H P P model in evaluating such a system. The data also show considerable interval correlation. A detailed analysis will not be given here, especially since the detrending process is not completely valid. However, as remarked earlier. the low-activity data after detrending is consistent with a cluster process hypothesis. We emphasize that "consistent" here refers only to matching of gross characteristics of the observed and theoretical processes; there is no known formal way of verifying a non-homogeneous cluster process hypothesis.
Low-uctivity
Discussion
The outstanding feature of these data is the oscillatory nature of the rate function in both the high and low activity periods. Such oscillatory behavior is usually investigated by spectral analysis, but this of course is applicable only to stationary data. The data show a gross time-ofday effect superimposed on the oscillations, and it is not simple to filter this out, most particularly because the period of the oscillation is long, i.e., low-frequency. It is therefore likely to become mixed up in a spectral analysis with long term evolutionary (time-of-day) trends.
Nevertheless, an attempt was made to examine the cyclic effect in time periods H and L by 1. detrending after fitting an exponential polynomial 2. computing the count spectrum of the detrended data of degree 1 ; and using SASE-VI.
The results of these spectral analyses show generally flat spectra, with peaks at a low frequency corresponding to a rough guess at the frequency of the cycle, which was obtained from Figs. 4 and 9. There seems to be no evidence of a fixed frequency cycle; this would show up as a sharp peak in the spectrum.
The cycles observed in this exploratory analysis of a single series of events in the system bring up some interesting, difficult, and as yet, unresolved methodological and phenomenological questions.
The global techniques for rate function estimation need to be extended to larger sections of data as the best overall way of looking at these data. The most practical way of doing this would appear to be to apply the technique to non-overlapping or overlapping sections of the data. The problem of joining sections might lead to (exponential) spline function techniques; new problems of testing then arise. The question arises as to what causes the oscillatory or cyclic effect. In the Introduction we pointed out that the transaction initiation process is an output or response process so that it is presumably driven by other processes associated with the system (e.g., message arrivals). The implications of this from a methodological point of view are twofold: a. The deterministic rate function estimated in previous sections might be considered, at least in the micro-aspects, to be purely descriptive. There is a possibility that what we are seeing is the effect of congestion in the system (e.g., D L / I component), and the data may perhaps be best described by something like a self-exciting process (Hawkes [24] ), which is the point process analog of an autoregressive system. This would not be inconsistent with our findings, since (linear) self-exciting procesSes are special types of cluster processes (Hawkes and Oakes [ 2 5 ] ) . One problem with the above interpretation of the cyclic effect is that we would expect more oscillatory effect during high activity periods than during low activity periods. However, just the opposite is true. b. Since the observed transaction initiation process is driven by other processes associated with the system, a full description of the behavior of the system would involve an attempt to correlate the transaction initiation process studied in this paper with p$oicesses at other points of the system. In particular, it would be of interest to correlate the transaction initiation process with the process of message arrivals from terminals. It would also be desirable to correlate the transaction initiation process with the successive response times experienced by users of the system.
There are many methodological problems in analyzing very non-stationary systems, in particular the problem of estimating correlation and/or coherence. For the present case the fact that the high-activity data are close to Poisson, although nonhomogeneous, should 
