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Abstract
Photovoltaic power is one of the few options available for electrical devices stationed outside
of our atmosphere. As the satellite market turns to smaller satellites based on the CubeSat
and SmallSat form factor, these limited size vehicles need enough power to complete their
missions. Costs over mission lifetime also need to remain competitive when considering
the typically shorter mission lifespan of these CubeSats. Increasing efficiency of current
space photovoltaics while maintaining cost is one approach to this problem, though using
flexible thin film solar arrays is an additional low-cost option that may still meet the power
requirements under certain conditions.
Increasing the number of junctions in a multijunction solar cell is the direct approach to
increase efficiency, and the quaternary GaInNAs has long been suggested as a fourth junction
in the standard GaInP/GaAs/Ge cells, though material quality issues have prevented its
penetration into the commercial sector. Here, optical GaInNAs samples carefully hydrogenated
via a UV-activated process show evidence of impurity and defect passivation, completely
removing the ‘s-shape’ in the temperature dependent photoluminescence, while retaining
the lower band gap that results from nitrogen incorporation. Radiative recombination is
dominated by the free-excitonic transition, rather than emission due to carriers localized by
non-ideal alloy fluctuations, as is common in this material system at low temperature. Density
functional theory simulations show the elimination of N and Ga associated defect levels by
hydrogenation, where the formation of N-H bonds act as donors. At higher hydrogenation
concentrations, levels from Ga-H2-N complexes are pushed into the conduction band. These
xvii
hydrogen complexes and the change in the band structure can explain the reduced emission
observed from localized centers.
Two thin film PV technologies, Cu(In,Ga)Se2 (CIGS) solar cells and triple cation based
perovskite solar cells, are both assessed under low-intensity-low-temperature (LILT) conditions
consistent with orbits around Saturn, Jupiter, and Mars. Under these extreme conditions,
evidence of unintentional barriers is observed in both material systems, though photovoltaic
performance is relatively unaffected. In the CIGS devices, evidence of this photo-activated
barrier appears consistent with metastable defect complexes and the CIGS/CdS interface. A
similar interface appears responsible for the low fill factor in the perovskite solar cells at low
temperature, where thermionic emission limits carrier extraction. Low intensity illumination
reveals a recovery of the fill factor and efficiency, suggesting the potential of these devices
in deep space conditions even in situations where sample degradation can occur in transit.
CIGS devices studied here show no issues under thermal cycling measurements, and the
perovskite devices demonstrated stability via temperature dependent photoluminescence,
where no phase change was observed. Proton-irradiation experiments were performed on
the CIGS devices, where degradation and subsequent self-healing from annealing conditions
was observed. These results show promise for CIGS and Perovskite solar cells in space,
individually and perhaps in tandem/multijunction applications.
Finally, InP based devices have shown greater radiation tolerance than other III-V
materials, and the addition of quantum confined structures has also shown to increase
this behavior. To further investigate this, Type II InP/InAlAs quantum well devices are
grown by MOCVD, and investigated via photoluminescence, current density-voltage, external
quantum efficiency, and photoreflectance measurements. Photovoltaic behavior is observed,
xviii
and investigation into the various interface transitions is performed to better understand the
physics in these devices.
xix
Chapter 1
Introduction
1.1 Solar Power in Space
While photovoltaics are becoming an increasingly important part of the energy landscape
terrestrially, for off world power solutions solar power is one of the few options available, and
has been used in space since 1958 with Vanguard I [1], [2]. Batteries, nuclear power, and fuel
cells are some of the only alternatives. Batteries can be used as a main power source, but are
limited in capacity and thus are only used for probes that are designed to have a very short
lifetime. Batteries are also included on satellites that use solar power to provide power when
the satellite is eclipsed by the earth or other body it is orbiting.
Nuclear power in the form of radio-isotope thermoelectric generators (RTG) has seen
widespread use on space probes, from the Voyager satellites now in interstellar space to the
Mars Science Laboratory named Curiosity [3], [4]. RTGs do not rely on the sun for power,
and provide a steady, but small, source of power for an extended period of time. However,
RTGs traditionally use plutonium-238 as the fuel source, with material coming from reactors
that were used for weapons production. As nuclear weapons are no longer being produced,
the production of plutonium-238 ceased for a number of years. NASA’s supply of this fuel
source is dwindling, though efforts are underway to produce more plutonium-238, with Oak
Ridge National Laboratory recently producing 50 grams of new material after a gap of almost
30 years [5]. Higher power fission reactors for space exploration are also under investigation,
with more plentiful uranium-235 being used as the fuel source [6]. Regardless, because of
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the limited supply, power output, and weight of RTGs coupled with various space mission
requirements, research continues on solar power options for both smaller and deeper space
probes.
Most satellites powered by solar power use multijunction solar cells based on III-V
semiconductors, with the notable exception of silicon panels on the International Space
Station [7]. Multijunction photovoltaics are currently the most efficient solar cells with
record efficiencies of 39.2% under standard conditions, and even greater efficiency under
concentration [8]. With processing techniques like inverted metamorphic growth (IMM) [9]
and epitaxial lift off (ELO) [10] these solar cells can also be made to be quite lightweight
and flexible. However, in comparison to thin film photovoltaics, multijunctions are relatively
susceptible to radiation damage, which requires thick cover glass to allow the solar arrays to
achieve a sufficient end of life (EOL) efficiency [11].
Additionally, multijunctions can be quite expensive in comparison to silicon and other
terrestrial solar options [12]. As the satellite market turns to massive constellations of smaller
and shorter life satellite networks from companies like SpaceX, OneWeb, Amazon, Facebook
and others [13], it may be reasonable to use cheaper flexible solar power alternatives like
perovskites or CIGS.
In order to be competitive, these cheaper power options must be able to compete in terms
of array mass specific power, which is a function of array specific power, array area density,
cell efficiency and packing factor [14]. This array mass specific power is the amount of power
produced per unit mass, and is particularly important for satellites as each extra kilogram
increases launch costs. A cheaper solar cell may be competitive if it is lightweight and flexible
enough for good packing, even if the cheaper solar cell has lower efficiency.
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1.2 Solar Cell Basics
1.2.1 Semiconductor Basics
From quantum mechanics, we have learned that atoms have discrete energy levels, and
electrons in atoms must occupy those energy levels. This model is consistent with atoms that
are well separated from their neighbors, such as gases. However, as atoms are brought into
close proximity, a periodic crystal structure forms and the energy levels overlap forming a
periodic potential for the electrons. This periodic potential results in the large bands of states
as the atomic spacing is decreased, as shown in Figure 1.1. The nature of gaps between the
bands of states is what allows semiconductor technology and our modern world to function.
Figure 1.1: Figure of energy levels and bands with respect to atomic spacing.
Figure adapted from [15]
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The bottom band of states is known as the valence band (EV or VB), and in a semicon-
ductor this band is usually completely filled with electrons. The upper band is known as the
conduction band (EC or CB). When a semiconductor interacts with a photon of light that
has energy greater than the energy separation of the bands (band gap), then the photon
is absorbed and an electron is excited from the valence band to the conduction band. The
empty state left behind is referred to as a "hole", and behaves like an electron, but with a
positive charge and a negative effective mass. These electrons in the conduction band and
holes in the valence band are free to move about, and are influenced by external factors like
electric and magnetic fields.
Most pure semiconductors have limited conductivity because of this filled valence band,
where limited thermal excitation across the gap is the source of mobile charge carriers. This
semi-insulating nature can be changed by introducing other atoms which contain a different
number of electrons in their valence shell than the host material. For example, silicon has
4 electrons that occupy the valence shell, and so atoms such as boron or aluminum with 3
electrons in the valence shell are introduced to subtract electrons, essentially adding holes to
the system. This is known as p-type doping. In the same manner, atoms like phosphorus or
arsenic with 5 electrons in the valence shell are added to introduce extra electrons into the
system, which is known as n-type doping. The dopants are known as acceptors for p-type
and donors for n-type, referring to their proclivity to accept or donate an electron.
1.2.2 P-N Junction
Many photovoltaic devices use what is known as a p-n junction, where two regions of the
semiconductor are doped to be p-type and n-type respectively. The region where these doped
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layers meet is the junction. At the junction, free electrons and free holes from the respective
doped layers are free to diffuse into the opposite layer. The free electrons from the n-doped
layer diffuse into the p-doped layer, and are able to fill the holes located at acceptor sites.
This results in positively charged ions in the n-doped layer, and negatively charged ions
in the p-doped layer, which then prevent further diffusion of charges, as the electric field
increases, shown in Figure 1.2. The region over which this phenomenon occurs is known as
the depletion width, or space-charge region.
Figure 1.2: A schematic of the depletion width that forms in a p-n junction.
The free carriers diffuse to the opposite sides of the junction, and then passivate
the dopants, leading to stationary ions.
Due to these internal stationary ions, the space-charge region behaves somewhat like a
parallel plate capacitor, where the distance between the plates is the width of this region.
This space-charge region generates an electric field and built-in potential. In a solar cell, this
internal electric field serves to separate photogenerated electrons and holes, and direct them
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to the appropriate contacts. This electric field also prevents majority carriers (electrons in
n-layer, holes in p-layer) from flowing, though applying an external bias to this junction can
overcome this internal field, and allow the junction to pass current. This p-n junction forms
a diode, and is the basis for all optoelectronic devices.
1.2.3 Charge Carrier Generation and Transport
In a solar cell, incident photons are absorbed by the main semiconductor material, whereby
an electron is excited into the conduction band, leaving a hole in the valence band. These
photogenerated electrons and holes in a solar cell are referred to as minority carriers, in that
they are the minority species of carrier in the layer in which they are generated (electrons in
p-layer, holes in n-layer). This refers to the relative concentration of electrons and holes in
each layer, though typically there are significant amounts of both carrier type.
The electric field that results from the depletion region of the p-n junction produces
a force on these charged particles, moving the electrons toward the n-layer and the holes
toward the p-layer. This movement of carriers within the electric field is known as drift, while
movement without an electric field is more random in nature. This more random movement
is known as diffusion, where carriers move from regions of high concentration to regions of
low concentration. Both of these methods of transport are present in solar cells, though
diffusion transport can be limited if numerous defects and recombination centers are present.
These minority carriers, once they reach the depletion region, are swept to the opposite
side of the junction where they are then majority carriers. Through diffusion these carriers
can then be extracted at the contacts and result in a reverse or negative current as compared
to the forward current flow of the diode. Current flow for these processes (according to
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Figure 1.3: A schematic of a p-n junction with relevant processes labeled. (1)
Absorption of high energy photons. (2) Thermalization of high energy carriers
with the crystal lattice. (3) Transmission of below band gap photons. (4)
Radiative recombination. (5) Defect mediated or non-radiative recombination.
(6) Contact loss.
convention) are depicted by arrows in Figure 1.2 and 1.3. Competition between this reverse
photogenerated current and the forward current of the diode results in a point where no
current flows known as the open-circuit voltage, which will be explained further in the next
chapter.
1.2.4 Fundamental Losses in a Solar Cell
Due to the nature of the band gap of a semiconductor, absorption and extraction of energy
from light works best when the light absorbed is roughly the same energy as the band gap.
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When designing detectors, for example in the telecommunications industry, material for a
detector can be easily found that provides high efficiency for the relatively few wavelengths
of light being detected. However, the sun is a blackbody emitter, and so emits light in
a broad swath of the electromagnetic spectrum, rather than a single wavelength. This
mismatch between the solar spectrum and the absorption of a semiconductor leads to a
number of fundamental losses, some of which are shown in Figure 1.3. The first is below gap
transmission, as light with energy lower than the band gap is not absorbed. Light with energy
greater than the band gap is absorbed, but the extra energy imparted by the high energy
photons is rapidly lost as the high energy carriers interact with vibrations in the crystal
lattice generating heat, and relax down to the band edge. Additional losses come from the
ability of the semiconductor to re-emit or radiate light if carriers recombine. In lower quality
material, defects can trap carriers, causing losses in the form of non-radiative recombination.
Finally, there is inherent loss at extraction, as the voltage is defined by the quasi fermi level
separation at the contacts, which is always somewhat less than the full band gap.
As we can see from Figure 1.4, the major losses are in the form of below gap transmission
and above gap thermalization. In the first case, semiconductor material with a lower band gap
could be chosen, which would allow for more light to be absorbed and more current produced.
However, the lower band gap would reduce the maximum voltage possible. From Ohm’s law,
we know power is the product of current and voltage, and thus there is a fundamental trade
off. This fundamental limit is known as the detailed balance limit and was first put forth by
Shockley and Quiesser in 1961 [16]. They showed that there was an preferred value for the
band gap of photovoltaic devices of around 1.32 eV, where the tradeoff between voltage and
current is optimized.
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Figure 1.4: Loss processes vs Band Gap (Eg). Reproduced with permission
from: L. C. Hirst and N. J. Ekins-Daukes, “Fundamental losses in solar cells,”
Progress in Photovoltaics: Research and Applications, vol. 19, no. 3, pp. 286–293,
2011. [Online]. Available: https://onlinelibrary.wiley.com/doi/abs/10.
1002/pip.1024 [17]
There are many research groups now who not only study and improve traditional pho-
tovoltaics, but also are investigating means of increasing the efficiency of solar cells past
this limit. Multijunction solar cells, as have been mentioned previously, are one method to
bypass this limit. Multiple solar junctions are stacked in series, where each absorbs a different
portion of the solar spectrum. Each junction is tuned to produce the same current, and the
voltage of each junction adds together. This method of bypassing the limit has been very
successful, and commercial devices are available, though their cost limits their application to
concentrator and extraterrestrial application [12].
9
Hot carrier and intermediate band solar cells are two other methods currently under
investigation to bypass the fundamental limit. Intermediate band solar cells attempt to
realize a multijunction solar cell in a single device by introducing a well confined intermediate
band [18]. This intermediate band would allow for the absorption of more below main gap
photons, but the confinement should mean that the voltage is still defined by the main gap.
Hot carrier solar cells attempt to limit the thermalization process and extract the energy of
the high energy photons. Band engineering is used to limit the effect of lattice vibrations on
the electrical carriers [19]. Thus, the band gap could be lowered to absorb more of the solar
spectrum, but the voltage would be defined by the hot carrier energy. It should be noted
that these concepts are challenging to implement in devices, and to date, no intermediate
band or hot carrier solar cells have been demonstrated.
1.3 Space Environmental Considerations
1.3.1 Orbital Solar Intensity and Solar Array Temperature Conditions
As a spacecraft travels further and further from the sun, as would be required if the probe
were sent to Jupiter, the solar intensity falls off as 1/distance2. Jupiter is roughly 5 times the
distance from the Sun as the earth, and so receives around 25 times less solar radiation. The
decreased solar radiation means less photons are being absorbed, and less current is produced.
Additionally, the panels radiate most of their heat to the vacuum of space, and experience
very low temperatures, as can be seen in Figure 1.5. The low equilibrium temperature of
a flat-plate solar array can be calculated from Equation 1.1, which comes from the Stefan-
Boltzmann equation. This temperature is dependent on the efficiency of the solar cell (η),
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the incoming radiation power (I), the solar absorptivity (α), and the emissivity of the front
and back sides of the array (), with σ being the Stefan-Boltzmann constant [20].
Teq =
[
(α− η)I
(f + b)σ
] 1
4
, (1.1)
These conditions are usually referred to as Low-Intensity-Low-Temperature (LILT), and
photovoltaic performance can be affected by mechanisms that are usually insignificant under
standard conditions. Detrimental effects under LILT conditions were reported in 1982 in
silicon solar cells, and were attributed to adverse metallurgical interactions between the silicon
substrate and the metal contact, resulting in loss of fill factor [21]. Since then, the so-called
flat spot has also been observed in III-V multijunction solar cells [22], and appears to be
related to the top cell or tunnel junctions. Thus, to manufacture panels for LILT missions,
cells are screened under low intensity at room temperature (LIRT) [23]. Unfortunately, it has
also been reported that some cells that are rejected using LIRT appear to work well under
LILT conditions [24], meaning if no additional screening is performed some LILT suitable cells
may be lost. At low temperature, the photo-generated carriers have low thermal energy, and
so band alignment is more important at lower temperatures. Specifically, small band offsets
that don’t significantly affect performance at standard operating conditions may become
barriers to current flow at low temperatures, as will be discussed later in Chapters 4 & 5.
These LILT conditions can also be beneficial under certain conditions. The low thermal
energy of the carriers results in lower dark current, and in most materials the low temperature
causes the crystal lattice to shrink, shifting the band gap to higher energies [25]. For some
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Figure 1.5: Solar intensity and flat-plate equilibrium temperature of a 20 percent
solar cell as a function of distance from the Sun. Emissivities of 85% were used
for the front and back surfaces of the array.
materials, this band gap increase can result in a better match with the solar spectrum,
increasing efficiency. Interestingly, under low temperature, the addition of low intensity
conditions can actually also be beneficial in the case of non-optimum band offsets and barriers.
If these barriers are mediated by thermionic emission, and have a favorable rate, the small
current flow generated by low intensity light can pass the barrier easily, as will be discussed
in Chapter 5.
As has been shown, LILT conditions can illuminate defects and barriers that may not be
problematic at standard terrestrial operating conditions. In transit to the mission location,
probes may also encounter elevated temperatures. These elevated temperatures have the
potential to produce irreversible damage to some photovoltaics, particularly some of the thin
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film materials [26], [27]. Thus, to determine the temperature range of interest, we take a
closer look at the various orbital trajectories used to reach Jupiter and Saturn.
In general, the most basic route between Earth and the outer planets is by using a
Hohmann transfer orbit [28]. This type of orbital transfer does have limitations, in that it
requires the planets to be aligned in certain ways, and can take a long time. Gravity assists
have been used in transfer orbits since 1959 to provide greater flexibility of launch dates and
of available launch hardware [29], though gravity assist transfer orbits also require certain
planetary alignments. Due to the fuel requirements, transfer orbits using gravity assists have
been used on most missions to the outer planets [30].
Various different transfer orbits using Venus, Earth, and Mars have been suggested and
used for transit to the outer planets [31]. Complex transfers involving halo orbits have also
been studied, which allow for economical transfers without gravity assists [32]. A halo orbit
is a complex orbit around certain Lagrange points that exist in a three-body system. For
the purposes of the discussion here, we will assume that the minimum orbital distance will
be no closer than Venus, which gives us an upper bound on the solar intensity encountered.
This solar intensity, along with the parameters listed above, give us around 375 K for the
panel temperature from Equation 1.1. In the cases that this intensity and corresponding
temperature may be too high, the solar arrays may be rotated at an angle to the sun to
absorb less solar radiation [33].
1.3.2 Space Radiation
Damaging energetic particles in space can come from a number of different sources. The solar
wind produced by the sun is the main source of radiation encountered in the solar system, and
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consists of mainly protons, electrons, and alpha particles (He nuclei) [34]. Similar particles
also come from outside the solar system, with extremely high energies, and are generally
referred to as cosmic rays.
The direct interaction of these particles with the spacecraft leads to damaging events,
which can create defects in semiconductors. These defects can lower the performance of
photovoltaic arrays and cause errors in semiconductor processors and memory chips [20],
[35]. Thus it is important to use materials which are resistant to radiation damage for the
longevity of the spacecraft.
On earth, we experience very little of these damaging particles, due to the protecting
influence of the planet’s strong magnetic field. This magnetic field deflects the incoming
charged particles, and directs them along magnetic field lines to the poles of the earth. The
charged particles tend to collect in regions of the magnetic field known as the Van Allen
belts, with the size of the belts being proportional to the strength of the planet’s magnetic
field. While we enjoy the protection provided by the magnetic field, the belts produced also
cause increased radiation exposure while spacecraft are travelling through these belts. Of
particular concern for satellite networks is the South Atlantic Anomaly, a region of space
where the earth’s magnetic field is weaker, and allows damaging particles into orbits closer to
the earth’s surface [36].
A number of the outer planets also have magnetic fields, and so also have planetary
radiation belts. Jupiter, in particular, has a magnetic field a few orders of magnitude
stronger than Earth’s, and consequently has very intense radiation belts [37]. Spacecraft that
have visited Jupiter have taken certain orbits in order to minimize time in these extremely
dangerous regions [38]. However, future missions that intend to study Jupiter’s moons
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like Europa may not have that luxury, and so radiation tolerant photovoltaics are under
investigation.
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Chapter 2
Characterization Techniques and Experimental Setups
In this chapter, the details of the characterization techniques used in this research are
explained. Electrical characterization methods are described first, which include current
density-voltage (J-V) measurements, external quantum efficiency measurements (EQE), and
capacitance-voltage measurements (C-V). The theory and methods for the spectroscopic
experiments of photoluminescence spectroscopy (PL) and photoreflectance spectroscopy (EL)
are then put forth.
2.1 Electrical Characterization
2.1.1 Current-Voltage Measurements
The relationship between current transport under various bias conditions is a standard
measurement for diodes, resistors and optoelectronic devices. Many different parameters such
as internal resistances, diode quality, and evidence of barriers can be extracted from this
data. This measurement is also quite simple, as it only needs a device which can source a
voltage, and sink the current drawn. If the area of the device is known, this measurement also
gives the current transported per unit area, and can be compared to devices of different size.
This is the measurement most used in photovoltaic research, and is known as the current
density-voltage (J-V) measurement.
From the previous chapter, we know that a standard p-n junction diode has a built in
potential from the stationary ions present at the interface. As a bias is applied across this
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Figure 2.1: Band structure simulation of a simple GaAs p-n junction under
different bias conditions. As the bias increases, the built in potential is over
come, and the diode then allows current to flow. (a) -1.4 V (b) 0 V (c) 0.4 V
(d) 1.0 V (e) 1.4 V (f) J-V curve produced by simulation at these various biases.
EC and EV are the conduction band and valence band, while Efn and Efp refer
to the electron and hole quasi-fermi levels, respectively.
interface, the bias will either work against or with the internal potential. In reverse bias,
the internal potential is increased, and the energy bands in the p- and n- regions are shifted
more with respect to each other, as shown in Figure 2.1 (a). This shift in the bands means
that almost no majority current flows. Current flow in reverse bias is negligible, except for
the small amount of thermally generated current known as dark current, and in the case of
breakdown at large reverse bias values.
As a forward bias is applied to the junction, the applied bias works against and reduces
the internal potential. This reduces the shift in the energy bands, and with enough applied
bias, the bands become flat and allow majority current to flow, as seen in Figure 2.1 (c-e).
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As the applied bias increases the barrier to majority carriers decreases, allowing current to
flow. This behavior is well described by the diode equation
J = J0(e
V q
nkBT − 1), (2.1)
where J0 is the reverse saturation current, V is the applied bias across the diode, q is the
electron charge, kB is the Boltzmann constant, T is the temperature, and n is the diode
ideality factor. An exponential increase in the current flow below turn on, consistent with
this equation, is seen in the J-V data, inset (f) of Figure 2.1.
Figure 2.2: (a) An example of current density vs. voltage and power density
vs. voltage data from a solar cell, with various features labeled. (b) Example
schematic of single diode model of a solar cell with a single diode, shunt and
series resistances.
From the previous chapter (1), we know that solar cells are minority carrier devices,
and under illumination generate negative current flow. For simple devices, the J-V curve
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under illumination is essentially the dark J-V curve shifted downward by the short-circuit
photocurrent [39]. Here we outline the J-V characteristic of a solar cell, and put forth the
common nomenclature. The point at which the cell is under short-circuit, or where the
voltage across the sample is zero, is known at the short-circuit current (Jsc). If the cell is in
the open-circuit condition, that is the current is set to zero, the voltage produced is known
as the open-circuit voltage (Voc). As power is voltage multiplied by current, the cell produces
the most power in forward bias, at the so-called maximum power point (Pmax) with associated
max power photovoltage (Vmp) and photocurrent (Jmp). The fill factor (FF ) of the J-V curve
refers to the "squareness" of the J-V curve, and is defined in Equation 2.2.
Fill Factor (%) = Vmp · Jmp
Voc · Jsc =
Pmax
Voc · Jsc , (2.2)
Information about the parasitics such as series resistance (Rs) and shunt resistance (Rsh) can
also be qualitatively extracted from the J-V characteristic. The series resistance is usually
related to slope of the J-V curve around Voc, while the shunt resistance is usually related to
the slope around Jsc. Information about the diode ideality factor (n), and quantitative results
regarding Rs and Rsh can be extracted by fitting the J-V data with a simple diode model.
In this work, fitting of the light J-V curve was accomplished by following the methods
outlined in [40]. The mathematical equivalent of the circuit shown schematically in Figure 2.2
(b) is outlined in the equation
J = J0
(
exp
(
q (V −RsJ)
nkBT
)
− 1
)
+ V −RsJ
Rsh
− Jph, (2.3)
where Rs, Rsh, and n are described above, J0 is the saturation current density, q is the electron
charge, V is the applied voltage, J is the current density, kB is the Boltzmann constant, T is
the temperature, and Jph is the photocurrent density. As the dependent variable J is on both
19
sides of this equation (an implicit function), it can complicate the curve fitting process. As
Zhang et al. and others have shown, the Lambert-W function can be used to obtain explicit
functions of J and V , which along with some simple assumptions can greatly simplify the
fitting procedure.
Figure 2.3: A comparison of solar irradiance data from [41] and the 94022A
solar simulator viewed with a spectrometer. Note that a number of mirrors were
also used to direct the light into the spectrometer, and so this is only a general
comparison.
Measurement of J-V is accomplished with a Keithley 2400 Sourcemeter. For the case of
solar cells studied in this work, measurements are taken in the dark, under illumination from
a Newport Oriel Sol2A 94022A solar simulator, or under monochromatic illumination for
certain measurements. The solar simulator was modified slightly to improve dark performance
of the shutter, and a dark box was added around the bottom of the simulator to allow for
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Table 2.1: Approximate conditions used in Chapters 5 and 6 for LILT experi-
ments. Parameters are taken from [20], [22], [45], [46]. Temperatures are the
equilibrium flat plate temperature of a solar array, as described in Chapter 1.
Locations I (AM0 Suns) I (W/m2) Teq (K)
Mars 0.431 586.2 263
Jupiter 0.037 50.26 135
Saturn 0.011 14.82 100
less-leaky dark measurements. For the light measurements, a filter (either for AM1.5G or
AM0) is used to adjust the xenon lamp spectra so that it is closer to the solar spectrum.
This solar simulator produces a class A spectral match (IEC 60904-9 2007) to the AM0
spectrum from 400-1100 nm. However, the solar simulator is still only an approximation, as
the calibration is based on photon flux in wavelength bins, and so this approximation should
be taken into account. For more precise measurements, particularly for multijunction solar
cells, solar simulators with multiple sources are used [22]. In order to certify space cells, high
altitude balloon flights, high altitude jet flights, or space flight time is used to characterize
the cells under the real AM0 spectrum [42]–[44].
For the Low-Intensity-Low-Temperature (LILT) measurements studied in chapters 4 & 5,
a set of mesh filters along with adjustments on the simulator were used to adjust the intensity
to the appropriate value [22]. In this way, the shape of the spectrum is preserved as the
intensity is changed, which may not always be the case with neutral density filters. The
LILT conditions representative of orbits around Mars, Jupiter and Saturn are displayed in
Table 2.1.
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The Keithely 2400 Sourcemeter has the ability to perform 2 wire or 4 wire (Kelvin
sensing) measurements. In the case of a 2 wire measurement, the voltage is sourced, and the
sourcemeter determines the voltage across the device at the instrument. Accordingly, any
resistance in the measurement introduced by the leads and wires going to the sample will not
be accounted for. For the 4 probe measurement, two of the lines are sense lines, and should
be connected as close to the sample as possible, while the other two lines source the voltage.
In this way, the instrument can determine the voltage across the device without the influence
of any additional resistances. In the case of small research scale photovoltaic devices, the 4
wire measurement is preferred.
2.1.2 External Quantum Efficiency
External quantum efficiency is a measure of the absorption and collection efficiency of a solar
cell, and can be written as
EQE (%) = Photocurrent Collected/qIncident Photon Flux (# of photons/sec)/hν , (2.4)
where q is the charge of one electron, and hν is the energy of one photon. The EQE is
calculated from the collected photocurrent (Ipc) and reference scans as shown in the following
equation:
EQE (%) = Ipc · AC · hc
λ
· Detector ResponsivityReference Spectrum , (2.5)
where λ is the wavelength, hc is the Planck constant and the speed of light, and AC is either
1 if the incident light is continuous, or 2.2 if the incident light is chopped. This AC factor
is particular to the Oriel/Newport system used here, and reflects the time response of the
current pre-amplifier.
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In an ideal device, one incident photon should result in the extraction of current from
the electron-hole pair generated, and the EQE above the band gap would be 100%. In real
devices, reflection, incomplete absorption, and transport mean that the EQE is less than the
ideal case, as shown in Figure 2.4. A related measurement called internal quantum efficiency
(IQE) measures the current produced from each photon absorbed, where the effect of reflection
and transmission is subtracted out.
To perform the EQE measurement, light from a quartz-tungsten halogen or xenon lamp
is passed through a mechanical chopper, a filter wheel and is dispersed via a monochromator.
The selected light is then directed onto the sample via an optical system. The modulation of
the light increases sensitivity, allows the EQE measurement to be performed while the room
lights are on, and also allows for biasing of the sample with white light or bias, as will be
discussed below.
In the J-V measurements described in the previous section, Jsc is the amount of current
produced per area at short circuit conditions. Since EQE is a measurement of the current
extracted, the Jsc can also be extracted from short circuit EQE measurements by convolving
the solar spectrum with the EQE, and then integrating over the region of interest as in
Equation 2.6.
Jsc = q
∫ ∞
0
Φ(λ) · EQE(λ) dλ, (2.6)
Light bias dependent EQE measurements can also be performed to extract more in-
formation about the device. In cases where trap states are normally filled under normal
operating intensity, these states may be empty under the small monochromatic light intensity
of the EQE measurement, which can affect the measurement. To apply a light bias, the
monochromatic light is mechanically chopped, and the bias light (broadband or otherwise)
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Figure 2.4: (a) Example EQE data showing various loss mechanisms, such as
reflection, window and buffer absorption, recombination and transmission. (b)
Example Bias dependent EQE data showing a reduction in overall EQE at
forward bias. The inset shows the current extracted from the EQE at each bias
condition. Panel (a) inspired by [47]
is then directed onto the sample. In this way, practical operation is mimicked and the trap
states are filled. The small signal from the monochromatic probe beam is then detected with
a current-to-voltage preamplifier and a lock-in amplifier. Care must be taken to adjust the
intensity of the light bias so that the traps are filled, but the amplifier electronics are not
overloaded.
With the proper electronics, voltage bias dependent measurements can be performed
with the same modulated EQE setup. In the case of an applied bias, Equation 2.6 becomes
the current extracted at that bias, rather than the Jsc. In this way, a J-V curve up to
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Voc could be produced from multiple bias dependent EQE data, as is shown in the inset
of Figure 2.4 (b). This experimental method is useful in probing operating conditions, as
commercial photovoltaic devices do not operate at short circuit current, but at the maximum
power point. Thus it is pertinent to measure the EQE at Vmp, to determine if there are any
significant differences in carrier collection as compared to short circuit conditions.
Figure 2.5: Electrical schematic of the preamplifier used to acquire Bias EQE data.
A custom built current pre-amplifier based of off the SR555 by Stanford Research Systems
was built in order to perform bias EQE measurements. A THS4131 fully differential low noise
amplifier is used to allow a bias to be applied over the device, while still detecting the change
in current from the chopped incident light. An appropriate precision resistor is selected for
the gain resistor so that the gain is the same as for the reference detector. A Keithley 230
programmable voltage source sets the bias, which passes through a 2nd order low pass filter.
This system (constructed by the author) is shown schematically in Figure 2.5.
2.1.3 Capacitance-Voltage Measurements
Capacitance-voltage measurements are a powerful method to extract information about
the depletion width of the junction, defect density and the doping profile in the material.
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Figure 2.6: Example data of (a) C-F, (b) C-V and (c) 1/C2 data with linear fit
to slope for built-in potential and doping density extraction.
As discussed in the introduction, a PN junction has a number of stationary charges that
introduce a built in capacitance. This configuration can be probed using a small AC signal
applied to the sample at a chosen frequency, which modulates the internal capacitance and
provides information on the dynamics and non-idealities in the structure. In the LCR unit
used in the research presented here, the current through, and the voltage across the sample,
are measured. In conjunction with the phase angle between these two values, the capacitance
and resistance of the sample can be calculated. An additional DC bias may be applied,
around which the AC signal modulates the internal capacitance. This DC bias may be swept
through different values, producing the capacitance under different bias conditions.
The frequency of the modulating AC signal must be chosen appropriately so as to account
for the response time of defect sites in the sample. If the modulation is too slow, the trap
sites will have time to respond (capturing or releasing charge carriers), and can appreciably
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change the capacitance. For example, in Figure 2.6 (b), the various traps in the system shown
here (GaInNAs) result in a larger capacitance at lower frequencies. In order to find a range
of appropriate frequencies, an admittance scan (capacitance vs frequency) is usually taken
(see Figure 2.6 (a)), and thereafter a number of capacitance-voltage scans are taken in a
region where the frequency response is fairly flat. For the data used in the example here, the
trap response time does not produce a flat response until the oscillation frequency is almost
1 Mhz. Some methods also lower the temperature of the sample, and have fast sweep rates
to prevent trap response [48].
For an ideal junction with homogeneous doping, the slope of the 1/C2 vs V response
(2.6 (c)) should be linearly dependent in the reverse bias regime on the bias voltage [49]. The
capacitance of the space charge region can be written as
C =
√
qNDs
2(Vbi − V − β−1) , (2.7)
and rewritten as
1
C2
= 2(Vbi − V − β
−1)
qNDs
, (2.8)
where Vbi is the built-in voltage, V is the applied bias, β = q/KBT is a Boltzmann factor, q
is the charge of an electron, ND is the doping density, and s is the static dielectric constant
of the semiconductor. The slope of a linear fit to the 1/C2 vs V response in 2.6 (c) can then
be used to extract the doping density, and the x-intercept is used to extract the built-in
potential, as per equation 2.8.
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Figure 2.7: Experimental setup for photoluminescence spectroscopy.
2.2 Spectroscopic Characterization
2.2.1 Photoluminescence Spectroscopy
Photoluminescence spectroscopy (PL) is a powerful and simple technique that can extract
information about inter and intraband transitions, carrier lifetimes, radiative and nonradiative
processes, phonons, and other processes. Typically, monochromatic light from a laser with
energy higher than the band gap of the material under test is directed onto the sample, which
excites electrons from the valence band to the conduction band. As these electrons relax
back down to the valence band, the resulting energy is conserved through the emission of
photons. These photons are collected by an optical system and dispersed in a spectrometer.
An appropriate longpass filter prevents detection of the direct specular reflection of the laser
and the harmonics of higher energy emission. The selected light is then detected by the
appropriate detector, as is shown in Figure 2.7.
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Different radiative transitions can be observed via photoluminescence spectroscopy, partic-
ularly in different temperature regimes. Band to band, excitonic, donor to acceptor, phonon
emission, and many other transitions must be accounted for in the spectra [50]. These
multiple transitions can prove problematic in photoluminescence analysis, as this method
generally probes the lowest energy transitions in the system. When doing analysis of band to
band transitions, the feature of interest may be obscured by emission from localized features
or other defect states. However, analysis of the physics and information about the system
can still be extracted from these lower energy transitions, which stresses the power of the
photoluminescence measurement.
As discussed earlier, the band structure of the semiconductor depends on the atomic
structure. As the semiconductor heats up, the crystal structure expands, resulting in a shift
of the band to band emission as a result of the thermal expansion of the lattice, as shown in
Figure 2.8 (c). This temperature dependence can be useful in identifying features, as emission
from other features may not change appreciably with temperature.
Spectra obtained from photoluminescence can change depending on the temperature,
intensity of the pump, applied bias across the sample, applied magnetic field, and polarization
of the incident pump beam. These dependencies are used to identify features, and extract
information about the sample. For example, an intensity or power dependent set of measure-
ments might show a peak shifting to higher energies with increasing power. In Figure 2.8 (c),
a shift to lower energies with increasing temperature is consistent with the thermal expansion
of the crystal lattice and corresponding temperature dependence of the band gap [25].
The different behaviors of features in regard to position and intensity can be fit to
equations to quantitatively determine information about the system. One common method of
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Figure 2.8: (a) Basic absorption and emission of a photon with respect to
the gap. (b) Schematic of various PL emission process including (I) band-to-
band emission, (II) emission from localized states due to fluctuations in alloy
composition, (III) emission from defect to band, band to defect, or other related
processes. (c) Example photoluminescence spectra showing a shift to lower
energies (higher wavelengths) as temperature is increased.
analysis is to fit the temperature dependent quenching of the integrated PL intensity with a
rate equation in an Arrhenius plot [51]. The natural log of the integrated intensity is plotted
with respect to the inverse temperature, and is then fitted with an equation of the form
I(T ) = I01 + C0 exp(−Ea/kBT ) , (2.9)
where I0 is the integrated intensity of the PL at 0 K, C0 is a rate constant, and Ea is the
activation energy. Multiple exponential terms can be added to fit quenching behavior where
more than one mechanism is responsible.
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A second method of investigating the mechanisms behind features is through the integrated
intensity dependence as a function of incident power, plotted on a log-log plot. The behavior
of the intensity can be fitted to a power law of the form
I ∝ P k, (2.10)
where k is a fitting parameter. On the log-log plot, the slope of the linear behavior is this k
parameter, and is indicative of the recombination mechanism. If k < 1, then emission from
defect states is suggested, and if 1 < k < 2, then band-to-band or excitonic behavior is more
likely [52], [53].
2.2.2 Photoreflectance Spectroscopy
Reflectivity of a semiconductor is related to the index of refraction and the complex dielectric
function of the material. This dielectric function is in turn based on the band structure and
intrinsic transitions in the material. Reflectivity and absorption measurements show broad
features around the fundamental transitions of the material. Modulation of some parameter
related to the system allows the derivative of the optical spectrum to be evaluated. In this
case, the modulation of the joint density of states via injected carriers allows the observation
of sharp features related to transitions in the material [54].
Various methods can provide this modulation, but in this work we discuss the modula-
tion of the internal electric field induced by photo-injected carriers, using photoreflectance
spectroscopy (PR) [55]. A pump source (usually a laser with energy greater than the band
gap of the material) is used to excite the sample, creating electron-hole pairs. In the case
of a bulk semiconductor, the dangling bonds at the surface of the sample pin the Fermi
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Figure 2.9: (a) Sample schematic of the band structure and the photoreflectance
effect. (b) Bands and the built-in electric field for an n-type semiconductor.
Reproduced from [Materials Science Poland, 2003, Vol. 21, No. 3, Pages 265-266],
used under CC BY-NC-ND 3.0 (https://creativecommons.org/licenses/by-nc-
nd/3.0/)
level, and this results in a depletion region at the surface, and an internal electric field. The
internal electric field sweeps the photogenerated carriers, and the minority carriers travel
towards the surface where they passivate the stationary ions, reducing the electric field. In
systems where confinement is introduced, like quantum wells, impurities or bound excitons
at low temperatures, the electric field cannot accelerate carriers. However, the periodic
photogenerated carriers introduced will still affect internal potentials and bending of bands at
interfaces in the structure, and modulate the dielectric function by changing the electric field
around the quantum well [56]. In these confined cases like a QW, induced modulated electric
fields may lead to Stark effects on the subbands and excitonic levels in the QW, rather than
the Franz-Keldysh effect [57].
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This modulation of the internal electric field, be it at the surface, a junction, or an
interface, results in a perturbation of the dielectric function. The relative changes in the
reflectivity due to this modulation are measured, and can be described as
∆R
R
= Roff −Ron
Roff
= α(1, 2)∆1 + β(1, 2)∆2 (2.11)
where Roff and Ron represent the reflectance when the pump laser is off and on, respectively
[54]. The Seraphin coefficients α and β are related to the complex dielectric function, and are
outlined in [58]. ∆1 and ∆2 are functions of the modulating electric field, and emerge from
the application of the Kramers-Kronig dispersion relation. An alternative expression in terms
of the real part of the index of refraction n and the extinction coefficient k is found in [50].
Photoreflectance spectra exhibit different line shapes based on the relative strengths of
the internal electric field (referred to as the electro-optic energy - ~Ω - essentially the energy
gained from acceleration by the field) and the lifetime broadening parameter (Γ). This
electro-optic energy is defined as
(~Ω)3 = q
2~2E2
2µ (2.12)
where q is the charge of an electron, ~ is the reduced Planck constant, E is the electric
field, and µ is the interband reduced mass evaluated in the direction of the field [59]. In the
low-field regime where ~Ω ≤ Γ , the photoreflectance can exhibit either third-derivative or
first derivative line shapes. Bulk semiconductors display these third-derivative like features,
while systems that have bound states like quantum wells or excitons display first-derivative
like shapes because of the absence of translational symmetry [54]. The intermediate field
regime exists when ~Ω ≥ Γ , but qEa0 is much less than the band gap energy, where q and
E are the same as above, and a0 is the lattice constant of the material. In this regime,
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Franz-Keldysh oscillations (FKO) occur, where the period of the oscillations depend on the
dominant field in the structure. The high field regime is when qEa0 is comparable to the
band gap, and in this regime the electromodulation produces stark shifts [60].
Figure 2.10: (a) Example PR spectra of GaAs at room temperature, acquired
during testing of this system. Experimental setups for photoreflectance spec-
troscopy in the (a) dark configuration and (b) bright configuration.
An example of a basic photoreflectance spectra is shown in Figure 2.10, where the main
feature in GaAs at 300 K can be observed. This sharp feature is representative of the third
derivative type features typical of bulk transitions in photoreflectance spectra. The slight
initial rise at ∼ 855 nm may be signs of weak Franz-Keldysh oscillations in this material,
probably washed out by the temperature and relatively weak incident pump beam used.
For photoreflectance spectroscopy, there are several derivative setups that can be used.
All configurations implement a monochromatic pump beam which is modulated, and is the
source of the modulated electric field in the sample. In our case, the laser is modulated by
a mechanical chopper, and the reference signal is sent to the reference input of a lock-in
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amplifier. The signal from the detector is sent to the input of the Stanford Research System
SR830 lock-in amplifier which detects the in-phase component of the modulated signal. The
constant (DC signal) is sent from the detector and recorded on a digital multimeter.
The first setup is shown in Figure 2.10 (b), and is labeled here as the dark configuration.
Light from a quartz-tungsten halogen lamp is dispersed with a monochromator, which is
then reflected off of the sample into a detector. The monochromator allows the wavelength to
be scanned over the area of interest. A longpass filter prevents the majority of the scattered
laser light from being detected.
In the bright configuration, shown in Figure 2.10 (c), broadband white light from a lamp
is reflected off of a sample, and is directed through a longpass filter and into a spectrometer.
The spectrometer grating disperses the light, which is sent into a detector.
Figure 2.11: Experimental setup for photoreflectance spectroscopy in the dual
spectrometer configuration.
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In the dual configuration, shown in Figure 2.11, a lamp and monochromator is used to
produce the probe beam, and a spectrometer collects and disperses the reflected light into a
detector. This configuration provides even more rejection of stray laser light than the dark
configuration, and the lower overall intensity of the probe beam can help limit shifts in signal
associated with the photovoltage effect [61].
When working with samples that have bright photoluminescence even at room temperature,
such as quantum well or quantum dot based samples, it is important to collimate the incoming
probe beam on to the sample, and to use long focal length optics so the collection lens can be
placed as far from the sample as possible. This, as well as adjusting the power of the pump
beam, will limit the collection of any unwanted photoluminescence signal.
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Experimental Results and Analysis
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Chapter 3
Hydrogenation in GaInNAs Solar Cells
3.1 Introduction to GaInNAs
3.1.1 Multijunction Solar Cells
An established method to sidestep the fundamental limits of single band gap solar cells is the
so called multi-junction solar cell. Though expensive to produce, these devices have found
use in concentrator solar power systems, and in space applications where power per unit mass
can justify higher costs. The traditional three junction (3J) cell based on GaAs has been
widely successful in the space market, and efforts have long been underway to improve the
performance by adding additional junctions [62].
Figure 3.1: (a,b) Addition of a GaInNAs 3rd junction to produce a 4J mul-
tijunction solar cell. (c) Example electrical schematic of a epitaxially grown
multijunction solar cell. Parts (a) and (b) inspired by Ref. [63]
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Monolithic multijunction solar cells are interconnected by tunnel junctions; high band
gap (optically transparent) and electrically conductive interfaces that allow the different
junctions to be connected in series [64]. Each junction acts as a diode, and these diodes
are connected in series as illustrated in the schematic shown in Figure 3.1 (c). Thus, the
total current extracted from the device is limited by the smallest current producing junction.
Consequently, the choice of materials for, and the thickness of, each junction is critical to
enable the highest efficiency. A schematic of a traditional 3J solar cell using GaInP, GaAs
and Ge junctions is shown in Figure 3.1 (a). In the 3J device, the Ge junction produces about
50% more current compared to the upper junctions, which is therefore wasted. Splitting the
Ge junction into two sub cells is one method to solve this issue [65], [66]. However, pursuit of
this method beyond calculations appears limited by the lack of a high quality tunnel junction
in these materials.
Epitaxially grown solar cells are restricted by the lattice constant of the materials used.
If a crystal is grown on top of a material that has a significantly different lattice constant,
then defects result from the inevitable relaxation of stress and/or strain introduced into
the crystal by the mismatch. These defects will then propagate up in the growth direction,
and negatively affect all subsequently grown layers. Some solar cell production methods,
such as inverted metamorphic multijunctions (IMM), try to address this issue by growing an
inverted solar cell structure, and graded buffer layers [9]. In this way, the inevitable defects
are confined to the mismatched final grown junction, and don’t affect the upper junctions.
This method has gained some traction, and commercial devices based on this technology
are now coming to market [67]. However, the additional growth and fabrication necessary
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does increase the cost above other III-V multijunction solar cells, bringing economics into
the balance.
3.1.2 GaInNAs: Potential and Problems
In order to develop upon a conventionally grown epitaxial multijunction solar cell based on
GaAs, a material with the proper lattice constant and band gap is needed. The introduction
of small amounts of N into InGaAs has the effect of decreasing the band gap of this material,
due to introduction of isoelectronic states that are close to, and resonant with the conduction
band minima, as described in the so called band anticrossing model [68]. This remarkable
effect occurs due to the interaction and resulting repulsion between conduction band states
and localized states that result from NAs isoelectronic impurities. This quaternary (GaInNAs)
can be grown lattice matched to GaAs with a gap of 1 eV, and thus has been suggested for
use in four junction solar cells for a number of years [69], [70]. However, short minority carrier
diffusion lengths typically seen in these materials have thus far prevented their widespread
usage in high-efficiency photovoltaic devices [71]. Some success has been observed when using
Sb as a surfactant (and inevitably a constituent) during growth, which resulted in a world
record device with a PCE of 44% from Solar Junction [72]–[76].
The issue with this material is derived from the need to use low temperature growth
conditions for the prevention of phase separation, yet high temperatures are better for
incorporation of nitrogen [77]. This results in relatively poor material quality upon the
introduction of nitrogen, as a result of unavoidable gallium vacancies, cluster defects such as
Ga-N4 and Ga-In-N3, and other non-idealities. These defects provide recombination centers
that reduce solar cell performance [63], [78], [79].
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An increase in material quality and passivation of defects has been observed when rapid
thermal annealing (RTA) the dilute nitride material in a nitrogen-rich environment. This
annealing appears to facilitate increased N-As substitution, promotes the reordering of the
nearest neighbor environment from Ga-N to In-N, and reduces the density of interstitials and
vacancies [78], [80]–[83]. Time resolved experiments give a PL decay time with nearly a 100%
increase upon annealing, corresponding to a large reduction in number of nonradiative defect
centers [84]. Despite this large improvement with RTA, alloy fluctuations and larger nitrogen
clusters remain [79], [85]–[87]. Additionally, the substitution of As with N results in distinct
local electrical properties due to the high electronegativity and small size of nitrogen [49].
Annealing from high intensity laser radiation should be mentioned, as it has been observed
in GaAsN and to some degree in GaInNAs, though this effect is not expected here as no
irreversible change in the PL is observed with excitation power [88].
Single nitrogen centers, or isoelectronic impurities, are inherent to this system, and thus
are present in even the highest quality material. In dilute GaAsN and GaInNAs, larger clusters
and nearest neighbor nitrogen pairs exhibit states below the gap, while single nitrogen center
levels have been observed in the conduction band continuum [89]–[92]. As mentioned above,
the introduction of these nitrogen based isoelectronic states also results in the uncharacteristic
lowering of the band gap.
Alloy fluctuations as a result of indium segregation have also been observed in GaInNAs
[81], [82], [94]. Indium rich regions (lower band gap) in the material can act as quantum dots
that will localize photogenerated carriers at low temperature [81], [94], increasing radiative
recombination, and decreasing carrier lifetime and diffusion length at higher temperatures
[85]. The behavior of these alloy fluctuations combined with deeper levels related to nitrogen
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Figure 3.2: Hydrogenation and Annealing effects on PL of GaInNAs. Reproduced
with permission from Ref. [93]
clusters serve to potentially increase efficiency of optical emitters, while impeding carrier
collection in photovoltaic and detector applications. Studies on GaInNAs based solar cells
have reported relatively poor quantum efficiencies as a result of this inhibited carrier collection
and lifetime [63], [71], [85], [95].
Hydrogenation has been studied as a defect passivation method in various materials,
including GaInNAs [93], [96], [97]. However, previous results in this material showed that
high levels of hydrogenation removed the effect of the substitutional nitrogen [93], and also
stabilized gallium vacancies [96], [97]. As the samples are hydrogenated, the PL emission
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shows a blue shift to the band gap of the nitrogen free alloy, shown in Figure 3.2 [93]. Thus,
the lowering of the band gap induced with the introduction of nitrogen is effectively removed
with the formation of strong N-H complexes upon hydrogenation [91].
Figure 3.3: Effects of hydrogenation on the (a) EQE and (b) J-V characteristics
of a GaInNAs solar cell. Reproduced with permission from Ref. [92]
Hydrogen has also been observed to affect the doping in this system, where intrinsically
grown samples are usually slightly p-type due to the presence of gallium vacancies. When
excess hydrogen is used in the MOCVD growth of samples, this background doping is seen
to change to n-type [98]. This p- to n-type shift is correlated to stable N-H complexes that
act as donors in GaInNAs and GaAsN, whereas in other III-V materials, hydrogen does not
preferentially form donors or acceptors, specifically [93], [95]. The complete removal of the
effects of the nitrogen-related impurities and defects upon hydrogenation is unique to the
dilute nitride systems, as is the reversibility of this process when samples are subjected to
high temperatures [79].
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Hydrogenation of the dilute nitrides and the associated effects have been reported exten-
sively in the literature [93], [99]. The removal of the characteristic ‘s-shape’ in the temperature
dependent PL energy is relatively new [92], [96], [100], and here, the demonstrated control of
shallow localization centers is unique. In previous studies by our group, both deep defects and
localization centers were observed to be passivated by careful control of the hydrogenation
process, which is unique as these localization effects are observed in even the best dilute
nitride material. Though the initial material quality was rather low, an almost three fold
improvement in the EQE and corresponding increase in Jsc was observed upon hydrogenation
(see Figure 3.3).
3.2 Optical Study of the role of N-H centers in UV-hydrogenated
GaInNAs
To better understand the effect and mechanism behind hydrogenation in these solar cells
and the control of radiative centers, a study of optical samples via power and temperature
dependent PL measurements was undertaken. Additional theoretical support was provided
by complementary DFT calculations to help determine the most likely role of hydrogen in
the GaInNAs material.
This chapter is partially based on results described in Brown et al.’s paper published in
RSC Advances, vol. 7, no. 41, pp. 25353-25361, 2017.
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3.2.1 Experimental Details
The optical samples studied here were grown on a GaAs substrate by molecular beam epitaxy
(MBE) at CNRS-CRHEA in France. A 550 nm-thick GaAs buffer was grown on the substrate
at 580 °C, followed by a 1 µm-thick Ga0.91In0.1N0.03As0.97 layer grown at 420 °C, and finally
capped by a 75 nm GaAs layer (see Figure 3.4 (a)). The composition of the dilute nitride
layer was determined by a calibration epilayer, and nitrogen radicals for introduction of
nitrogen were generated from a RF plasma source (ADDON) using high purity nitrogen gas
(6N5). Post-growth annealing of these samples was performed at 800 °C for 30 seconds in
a forming gas (high-nitrogen) atmosphere. RTA studies of similar samples were performed
previously to determine the temperature that maximized the PL signal [101]. After annealing,
one sample was kept as the reference, while the other two samples were hydrogenated using a
UV-activated process [102] at two different concentrations, an “intermediate” level of 0.5 ×
1015 atoms/cm2 and the “highest” level explored here of 1.1 × 1015 atoms/cm2, respectively.
Figure 3.4: (a) Schematic of optical samples studied here. (b) Example PL
spectra of the reference sample taken at 4.2 K, with relevant features labeled.
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The UV-activated process used here employs high energy photons to dissociate molecular
hydrogen on the surface of the material, where atomic hydrogen can then diffuse into the sam-
ple. The energy of these photons is great enough to break apart molecular hydrogen, but not
enough to ionize, thus neutral hydrogen is produced at the surface. As the energetic photons
must be present at the surface of the material, only the illuminated areas are hydrogenated,
which can be used to selectively treat samples. Unlike hydrogenation processes using plasma,
this procedure can be accomplished in a wide range of pressures (10-6 Torr to 105 Torr)
and relatively low temperatures. Ion beam analysis of test samples indicated hydrogen at a
depth of ∼2 µm, indicating penetration completely through the nitride layer, though some
excitation energy dependent (and thus depth dependent) PL appear to indicate grading of
the hydrogen concentration with depth. The conditions used for the optical samples studied
here were an excitation wavelength <325 nm, pressure of 42 Torr, exposure time of 4 hours,
and a temperature of 330 °C and 382 °C, for the intermediate and highest concentrations,
respectively.
Experimental details and setups for the relevant experiments shown here can be found in
Chapter 2.
3.2.2 Experimental Results and Discussion
3.2.2.1 Temperature Dependence
The PL spectra of the reference sample at 4.2 K is shown in Figure 3.4 (b) on a log scale, where
there are three features labeled. The dominant feature (Eloc) at low temperature is attributed
to carriers localized at lower energy states, while the lower intensity and higher energy feature
(EG) is associated with the fundamental band gap transition of the material. The lower
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energy feature that appears as a shoulder (ED) is tentatively attributed to larger nitrogen
clusters, and is further discussed later. Though these samples were grown to be intrinsic,
thermopower measurements qualitatively suggest these are slightly p-type, as expected in
such systems, where the low growth temperatures required to incorporate nitrogen result in
the formation of gallium vacancies.
Figure 3.5: (a) Temperature dependent PL spectra for the reference sample. (b)
Peak energy position of the PL as a function of temperature for three different
powers, for the reference sample. P0 corresponds to 13 kW/cm2.
Temperature dependent PL spectra for the reference and the highest hydrogenated samples
are shown in Figure 3.5 and Figure 3.6, respectively. As discussed above, both samples have
overlapping features attributed to localized states (Eloc) and the fundamental gap transition
(EG). For the reference sample (Figure 3.5), the Eloc transition dominates the PL at low
temperatures, and above 40 K contribution from this feature is reduced and the band gap EG
becomes the main peak. This transition from the lower states can be the result of carriers
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with increased thermal energy, which with increasing temperature redistribute to higher
energy states. This shift can be clearly seen in the inset to Figure 3.5 (a), where a magnified
image of the low temperature peaks is shown.
This shift from low to higher energy states with increasing temperature is also illustrated
when plotting the energy of the dominant peak versus temperature, as shown for the reference
in Figure 3.5 (b). This ‘s-shape’ temperature dependence is typical of these dilute nitride
systems, and is indicative of the transition from PL dominated by emission from localized
states to free carrier emission [103]. Again, this transition between these states is due to
increasing thermal energy, which allows photogenerated carriers trapped in local potential
minima to redistribute to higher energy states. In the reference sample, the onset of this
thermal redistribution begins at temperatures above 25 K, and localization behavior occurs
below 40 K.
Figure 3.6: (a) Temperature dependent PL spectra highest hydrogenated sample.
(b) Peak energy position of the PL as a function of temperature for three different
powers, for the highest hydrogenated sample. P0 corresponds to 13 kW/cm2.
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Increasing incident power also affects this redistribution of carriers, as can be seen in
Figure 3.5 (b) for the different powers. The lowest power (green circles - 0.01 P0) shows
a localization potential of ∼20 meV, where the photo excited carriers are quickly localized
by centers at temperatures below 25 K. As the power is increased to the intermediate (0.1
P0) and highest power levels (P0 - 13 kW/cm2), a blueshift in the minimum of the ‘s-shape’
is observed. Additionally, the temperature minimum shifts to a lower temperature upon
increased power. Both of these behaviors are reflective of increased occupation of localized
states as a result of the increased carrier excitation [52], [104], [105]. With an increase in
temperature, evidence of carrier redistribution to the higher energy states of the band gap is
observed, and above 40 K all powers exhibit traditional energy dependence of the band gap
with temperature as outlined by Varshni [25].
Temperature dependent PL spectra for the highest hydrogenated sample is shown in
Figure 3.6 (a), along with the associated peak energy versus temperature for three different
powers in (b). Similar to the reference sample, at low temperatures features associated with
carrier localization (Eloc) and the main band-to-band transition (EG) are observed, though in
this case, EG is now the most intense feature even at the lowest temperature. The intensity of
the band gap feature can clearly be seen in the inset of Figure 3.6 (a). This PL spectra was
taken at full power (13 kW/cm2), and as power is decreased, a recovery of the ‘s-shape’ can be
observed at low power and temperature, indicating that complete passivation of the defects
responsible for localization was not achieved with the current hydrogen dosage (1015 H/cm2).
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3.2.2.2 Intensity Dependence
To better understand the various features in the PL, spectra were acquired at 4.2 K as a
function of incident excitation power, which is displayed in Figure 3.7 and Figure 3.8 for the
reference and the highest hydrogenation sample, respectively. The PL spectra was fit with a
number of Gaussian peaks, one for each feature, to deconvolve the complicated nature of the
emission. The energy and intensity of these fitted Gaussians was tracked as a function of
excitation power, and are plotted in the side panels of each figure. As described in Chapter 2,
the power dependent intensity of each feature can be fit to a power function, where the fitting
parameter k is indicative of the recombination mechanism, either defect related recombination
(k < 1) or excitonic related recombination (1 < k < 2) [52], [53].
Figure 3.7: (a) Power dependent PL spectra acquired at 4.2 K for the reference
sample. (b) Integrated intensity as a function of power of Gaussians fitted to
the labeled features, plotted on a log-log plot. (c) Peak energy position of the
fitted Gaussians plotted versus normalized incident power.
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For the reference sample, an increase in the contribution of the band gap feature (EG)
can be observed with increasing power, likely due to filling of the limited number of localized
states in the sample area probed. This increase in the EG peak with power may also reflect a
difference in the carrier capture cross sections of the two main radiative processes (EG and
Eloc). As was observed in the temperature dependent PL, in the reference sample the feature
associated with carrier localization remains the most dominant peak at low temperature for
all powers tested. Fitting of the integrated intensity of each feature versus power on the
log-log plot in Figure 3.7 (b) gives kG = 1.59 and kloc = 0.95, both of which are consistent
with the fundamental band-to-band transition and an excitonic transition, respectively.
The peak position of each feature is tracked, converted from wavelength to energy, and is
plotted in Figure 3.7 (c), where all features show some increase in the energy with power.
Here, this blueshift in energy, even for the Eloc feature, is most likely due to a combination of
state filling effects, local heating, and/or spatial separation of carriers from localization centers
[92], [100]. In the temperature dependent PL discussion, a change in the ‘s-shape’ dependence
with increasing excitation power is observed, and attributed to increased occupation of states
(state filling) from localized centers. These carrier localization centers, and the mechanism
behind their formation, will be discussed later, though their role in spatially separating
photogenerated carriers is well known in this system [100] and has been seen to impact solar
cell performance [85]. Blueshifting of peak energy with power can also occur in systems with
Type-II interfaces, though since GaInNAs is a type-I system, this mechanism is unlikely here
[106], [107], and is rather due to spatial separation of carriers in local potential minima [104].
For the highest hydrogenated sample, the PL spectra is dominated by the fundamental
band gap EG at the highest powers, though this behavior is intensity dependent, as was
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Figure 3.8: (a) Power dependent PL spectra acquired at 4.2 K for the highest
hydrogenated sample. (b) Integrated intensity as a function of power of Gaussians
fitted to the labeled features, plotted on a log-log plot. (c) Peak energy position
of the fitted Gaussians plotted versus normalized incident power.
observed in the temperature dependent measurements. At lower excitation powers and
temperatures, where the occupation of the lower energy localized centers is not saturated,
emission from these localized states (Eloc) is the main feature in the PL. Fitting of the
integrated intensity data in Figure 3.8 (b) shows similar values of kG = 1.75 and kloc = 0.90
as compared to the reference sample, lending further evidence to the origin of these features.
A lower energy feature around 1120 nm, labeled ED, is apparent in both the reference
and hydrogenated PL spectra taken at 4.2 K. This feature appears relatively unaffected by
temperature. Fitting of the integrated intensity power dependence for this feature gives
kD = 0.57 for the reference and kD = 0.51 or the hydrogenated sample, which confirm the
defect related nature of this feature. Though more evidence is needed to determine the exact
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mechanism behind this feature, larger nitrogen cluster defects may be responsible [94], [108],
[109]. Several groups working in these systems have reported deep donor and/or acceptor
states correlated with these nitrogen clusters.
These nitrogen cluster defects would result in states at energies similar to their binding
energy, which at higher temperatures results in mid-gap states, contributing to non-radiative
recombination [83]. Unlike reported hydrogenation effects on most defect centers, here ED
does not appear to appreciably change with hydrogenation. Earlier results in these systems
have showed selective passivation of lower energy states correlated with larger nitrogen
clusters [99].
Upon hydrogenation, ED becomes more resolved, though this apparent increase may
actually be due to the reduction of the Eloc peak. As shown in Figure 3.7 (c) and Figure 3.8
(c), almost no change in the peak energy position of ED is observed with increasing excitation
power, which is similar to the power dependence of the band gap EG. This correlation
suggests that this defect is related to the bulk GaInNAs material, perhaps connected to strain
or interfaces deeper in the sample. As mentioned previously, though ion beam measurements
indicated hydrogen to a depth of 2 µm, initial excitation energy dependent PL measurements
suggest a non-uniform depth profile of the hydrogen concentration. As this concentration
appears to decrease with increasing depth into the sample, defect centers which appear
robust to hydrogenation may in fact be deeper in the sample. Increasing defect concentration
towards the bottom of the bulk GaInNAs also seems likely, as any strain fields introduced
would occur near the GaAs/GaInNAs interface close to the bottom of these optical samples.
Other possible mechanisms behind this defect feature are donor-acceptor or electron-
acceptor transitions, or an LO-phonon related resonance. A conduction band to acceptor
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Figure 3.9: (a) Peak energy position of the PL spectra as a function of tem-
perature for the samples studied here. (b,c) A comparison of the PL spectra
acquired for the reference (black line) and highest hydrogenated sample (red
line) taken at 4.2 K and 200 K, respectively.
impurity transition has also been observed in p-type GaInNAs [110], and the samples studied
here are slightly, though unintentionally, p-type. Though much deeper than the similar
transition in GaAs, the observed position of the impurity level at 42 meV below the conduction
band [111] appears consistent with the position of the ED feature at 4.2 K. However, the
constant energy separation between ED and EG of 40-50 meV may also suggest a LO-phonon
emission replica (2LO) [112]. The origin of this feature remains under investigation.
As previously discussed, at the highest power a removal of the characteristic ‘s-shape’ was
observed for the highest hydrogenated sample. This temperature dependence of the peak
energy for the three samples is compared in Figure 3.9 (a). Over the temperature range
where the band gap emission is dominant and follows traditional Varshni behavior [25], an
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additional energy shift is evident for the highest hydrogenated sample. This reduction in the
peak PL energy of the band gap at 30 K of ∼4 meV likely reflects relaxation of strain in the
material, which is initially introduced by nitrogen during growth [91], and is reduced with
the formation of N-H centers [97]. This hydrogenation serves to displace the Ga atoms, and
expand the Ga-N bond, both which result in shifting the band gap to lower energies. Other
shifts in the gap energy may result from the out-diffusion of nitrogen and/or indium during
the hydrogenation process, though these would both result in a blueshift of the energy, which
is not observed and thus not expected here.
Hydrogenation not only affects the relative change in emission intensity between the main
band gap and other features, but also the overall PL intensity. To illustrate this change, a
comparison between the PL spectra of the reference and the highest hydrogenated samples
taken at 4.2 K and 200 K is shown in Figure 3.9 (b) and (c), respectively. The intensity of
the reference PL at 4.2 K is observed to be greater than the hydrogenated sample, while at
200 K the PL emission of the reference is slightly lower. This behavior appears consistent
with increased numbers of centers in the reference sample that localize carriers. At low
temperature, these centers serve to confine photogenerated carriers and increase radiative
recombination, while at higher temperature, these centers may contribute to non-radiative
recombination. In the case of the hydrogenated sample, carrier localization is weaker, and
thus radiative recombination is reduced. This appears beneficial, particularly in systems like
GaInNAs and quantum dot solar cells, where evidence suggests carrier collection is limited
by radiative recombination [85], [113].
As yet in this discussion, the source of these localization centers has not been discussed.
Fluctuations in the alloy composition, observed by several groups to be driven by indium
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segregation [81], [82], [94], would form local minima in the band gap potential, localizing
carriers under a certain lattice temperature. However, here a feature associated with carrier
localization appears affected by hydrogenation. It is unknown how the introduction of
hydrogen would affect the currently accepted understanding behind this carrier localization,
as DFT results have shown indium in GaInNAs to be relatively unaffected by hydrogen,
though hydrogenation of an In-N complex can occur [114]. That is, other species, such as Ga,
N, and larger nitrogen clusters in the material form bonds more readily when hydrogen is
introduced, as compared to indium. A study in GaInNAs QW structures reported no variation
in the localization energy (the ‘depth’ of the ‘s-shape’) with different indium concentrations
or QW thicknesses, and attributed this localization to nitrogen composition fluctuations [115],
which may also be the mechanism here. Other possible mechanisms behind this localization
include states introduced by the difference in size and electronegativity of arsenic and nitrogen
(isoelectronic centers), or strain introduced in the sample.
Mentioned briefly above, there have been some advances in using Sb to improve material
quality when growing GaInNAs, and high efficiency photovoltaic devices have been produced
using these methods [72], [116]. However, this use of Sb in GaInNAs and in GaAsN appears
to increase the prevalence of alloy fluctuations [82]. The material quality appears to improve,
but evidence of unavoidable defects may not be apparent as carrier localization at these
alloy fluctuations will screen the defects. This behavior has been observed in InGaN, where
QD-like alloy fluctuations screen the problematic defects from the charge carriers [81], [83].
These defects, though screened, will still serve to reduce the performance of photovoltaic
devices, particularly with respect to lifetime and yield. Therefore, hydrogenation as a selective
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passivation process may still impact and improve the lifetime and performance of GaInNAs:Sb
solar cells [81], [82].
3.2.3 Density Functional Theory results and Discussion
To better understand the mechanism behind the passivation of defect states and carrier
localization effects, the nature of bonds and complexes formed by nitrogen and hydrogen
(N-H) were investigated by density functional theory calculations. These computational
investigations were performed by our collaborators in the Department of Chemical, Biological
and Materials Engineering at the University of Oklahoma [114]. To first order, the added
electronic effects of substitutional nitrogen are screened by the addition of hydrogen atoms.
At high concentrations, this results in the complete removal of the band gap reduction [93].
The VASP package is used for these calculations [118], where a supercell of 64 atoms is
generated, with 32 As atoms, 29 Ga atoms, and 3 In atoms for an InGaAs structure, which is
displayed in the insets to Figure 3.10. For the GaInNAs material, one N atom is substituted
for one of the As atoms, which corresponds to a nitrogen concentration of 3%, comparable to
the samples investigated here. Hybrid functionals [119] with a k-point sampling of 3× 3× 3
are used to calculate the density of states for the different materials, which are plotted as the
black curve (InxGa1-xAs), red curve (GaxIn1-xNyAs1-y), and blue curve (GaxIn1-xNyAs1-y-H)
in Figure 3.10, respectively.
As nitrogen is introduced to the InGaAs alloy, a local maximum in the density of states
is observed (red curve) at the bottom, or perhaps just below the conduction band. In the
inset to Figure 3.10, these states (and subsequent photogenerated electrons) can be seen to
be localized around the nitrogen atom. These insets show the supercell, where the charge
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Figure 3.10: Density of states calculated by DFT methods plotted for InGaAs
(black line), GaInNAs (red line), and GaInNAs-H (blue line). Insets show the
supercell used with the charge density within 0.4 eV above the conduction band
plotted as an isosurface, for the GaInNAs in the left inset and the hydrogenated
case (GaInNAs-H) in the right inset. Reproduced from Ref. [117] with permission
from the Royal Society of Chemistry.
density within 0.4 eV above the conduction band is shown as the colored surface. This local
maxima appears consistent with the band anticrossing model, where the reduction of the
band gap is a result of the introduction of nitrogen related states close to and resonant with
the conduction band. The Fermi energy (Ef), or maximum occupied equilibrium state, is
also plotted as dotted lines in Figure 3.10, and for both InGaAs (black) and GaInNAs (red)
Ef is located at the top of the valence band.
For the singly hydrogenated case, the charge density surface is shown in the right inset to
Figure 3.10, where the electrons now remain close to the Ga atom. This localization of electrons
close to the gallium atom is the result of dangling bonds released by the hydrogenation of
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the nitrogen atom. The formation of this N-H center with a single hydrogen atom appears
to act as a donor in this system, as the Fermi energy is seen to shift into the local maxima
at the bottom of the conduction band. This is consistent with previous studies of MOCVD
grown dilute nitrides using hydrogen based precursors, where different growth parameters
were seen to change the background doping [98], [120].
Increasing the hydrogen concentration by adding an additional hydrogen atom to the
supercell results in the formation of N-H2 complexes, and three of those with the lowest
formation energy are investigated, with supercell and density of states plotted in Figure 3.11.
The complexes N-H-H-Ga (green dashed) and H-N-H-Ga (purple dashed) are noted to have a
more similar electronic structure, while N-H-Ga-H (orange) appears to retain an inflection
in the density of states at the bottom of the conduction band, more akin to the singly
hydrogenated case. In all of the doubly hydrogenated cases, the removal of states in the
band gap is consistent with a previous report that calculated the formation energy of the
N-H-Ga-H and H-N-H-Ga complexes [96].
All three configurations result in the removal of the local maxima in the density of states
near the bottom of the conduction band. These states appear to move either up into the
conduction band continuum, or down into the valence band. In either case, the resulting
band structure appears similar to that calculated for InGaAs (black curve in Figure 3.11),
which may explain the behavior observed by Polimeni et al. and mentioned previously. With
hydrogenation, a shift in the PL emission energy was observed, from that of GaInNAs to
that of InGaAs, showing a removal of the effect of the substitutional nitrogen [93].
The strength of the bonds formed by the extra hydrogen atoms is investigated by
calculating the binding enthalpy for the atoms in each configuration. When the nitrogen
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Figure 3.11: Density of states calculated by DFT methods plotted for InGaAs
(black line) and three configurations of doubly hydrogenated GaInNAs-H2. N-
H-H-Ga is shown in and density of states is plotted by the green dashed line.
N-H-Ga-H and H-N-H-Ga are likewise shown by the orange solid and purple
dashed lines, respectively. Reproduced from Ref. [117] with permission from
the Royal Society of Chemistry.
center is the sole place of hydrogenation, this binding energy is -0.49 eV per hydrogen atom.
For the more likely configurations investigated here where N and Ga receive hydrogen bonds,
binding energy calculations for each hydrogen atom give -0.72 eV for N-H-H-Ga, -0.75 eV
for H-N-H-Ga, and -0.60 eV for N-H-Ga-H. A more negative binding energy here indicates a
more energetically favorable configuration, and thus more likely at high concentration. These
binding energy values also suggest removal of the hydrogen atoms is relatively easy when
annealing at moderate temperatures, when including entropy effects. This result also appears
consistent with the early PL results of Polimeni et al. that showed a return to the original
GaInNAs PL emission energy upon annealing, indicating a removal of hydrogen [93]. Of the
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three doubly hydrogenated configurations, the N-H-H-Ga structure may result in the easiest
removal of hydrogen with annealing, as the proximity of the hydrogen atoms can facilitate
their recombination.
The DFT calculations outlined here do not (indeed cannot with this size supercell) include
anything similar to alloy fluctuations. However, the movement upon hydrogenation of these
states correlated with nitrogen may reflect a contribution to carrier localization, and resulting
decrease in emission from these states in the PL. For solar cell performance, it should be noted
that even if states are moved into the continuum, the passivated defect centers responsible
may still act as scattering centers, which can affect transport. Further measurements would
be required to understand the transport properties.
3.3 Doping Effects of Hydrogen in GaInNAs
As mentioned previously in this chapter, a change in background doping has been observed in
MOCVD grown samples when different hydrogen conditions were used [98], [120]. Additionally,
the DFT calculations outlined previously suggest the N-H complex acts as a donor when
formed. Preliminary C-V and impedance spectroscopy studies on the solar cells studied by
Fukuda et al. appear to show a shift in the location of the junction upon hydrogenation,
which indicates a change in the doping. In order to further investigate these doping effects of
hydrogenation, a selection of n-type and p-type optical GaInNAs samples were selected and
subjected to the UV-activated hydrogenation process.
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3.3.1 Experimental Details
The optical samples investigated here have a similar structure to the samples investigated
in the first section of this chapter, except that the dilute nitride layer is 2 µm thick, and
the GaAs cap is ∼20 nm thick. All samples were initially subjected to a rapid thermal
annealing process (850 °C for 30 s) to improve material quality. Selections of each sample
type were kept as references, while the others were send to Amethyst Research Inc. for the
UV-activated hydrogenation process, which was performed with similar conditions to the
"highest" hydrogenated sample described earlier in this chapter. The GaAs cap was removed
prior to PL measurements using common GaAs etchants. PL measurements were performed
as outlined in Chapter 2, with the 632.8 nm being the excitation wavelength used here.
3.3.2 Experimental Results and Discussion
Temperature dependent PL measurements acquired from the reference and hydrogenated
samples are shown in Figure 3.12 (a,b,d,e). Clear signatures of carrier localization are evident
in both the p- and n-type reference samples, and furthermore in the temperature dependent
peak energy in Figure 3.12 (c). A characteristic ‘s-shape’ [92], [96], [100], [117] is observed
for both the reference samples, and this carrier localization is extremely robust in the n-type
reference, remaining the dominant peak until 200 K. For the p-type reference, there is a shift
from the initial peak (D1), to an intermediate peak (D2), and finally to the band gap emission
(EG). The initial dominant peak is related to carrier localization by alloy fluctuations, while
the intermediate peak is attributed to emission from isoelectronic centers and/or a conduction
band to Be acceptor transition [110]. A large impurity band is also observed in the p-type
reference, and is the brightest emission in the PL spectra from 25 to 60 K.
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In the n-type reference, evidence of an impurity band is also observed, though the relative
contribution to the emission is lower with respect to the p-GaInNAs. The dominant peak
at low temperature may be representative of donor-acceptor pair transitions in this n-type
sample [121], since both impurity types are present, in addition to other non-idealities and
mid-gap states.
Figure 3.12: Temperature dependent PL spectra for the (a) p-type reference, (b)
n-type reference, (d) p-type hydrogenated sample, and (e) n-type hydrogenated
sample. Peak energy position and normalized peak intensity for each sample as
a function of temperature are compared in (c) and (f), respectively.
Upon hydrogenation, an extreme change is observed in the PL spectra of the p-type
sample. The impurity band is greatly reduced as has been observed previously, which was
attributed to the filling of vacancies and passivation of impurities [92]. Additionally, the PL
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spectra appears to be a single peak rather than multiple contributions. This reflects the
effect of the hydrogen in passivating isoelectronic and deeper nitrogen cluster related trap
states. In this p-type doped sample, the nitrogen related electron traps are only partially
depleted by the excess holes from doping [122], and thus still display localization features
before hydrogenation. Upon hydrogenation, many of the N-related traps are passivated by
the hydrogen, and N-H complexes form that serve to act as donors, changing the doping from
P-type to more intrinsic in nature. As there are less trap-states after hydrogenation, the
holes from the p-type dopants are now able to deplete these states, resulting in recombination
of photogenerated carriers primarily through band-to band processes.
However, the peak energy and intensity behavior with temperature of this p-type hydro-
genated sample (shown in green triangles in Figure 3.12 (c,f)) are not typical of a traditional
III-V semiconductor. The energy dependence does not follow the typical Varshni behavior
[25], and appears to be correlated with changes in intensity. Such anomalies in the energy
dependence may still be indicative of carrier localization, as the PL spectra has shifted to
lower energies as compared to the reference for the entire temperature range investigated.
For the n-type sample that underwent hydrogenation, there are some differences in the
PL spectra, though the qualitative behavior is relatively unchanged. A slight reduction in the
impurity band intensity is observed, as is a softening of the ‘s-shape’. A reduction of the peak
energy for the whole temperature range is observed, as well as a slight increase in the depth
of the ‘s-shape’, which may reflect a relaxation of strain upon the slight annealing conditions
of the hydrogenation process. The overall behavior of the n-type sample appears consistent
with the hypothesis suggested above, as no p-type dopants are introduced to deplete the
electron traps, even though some of these electron traps may have been passivated.
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These results, and preliminary Hall measurements on these samples (not presented here)
suggest that the introduction of hydrogen in GaInNAs does produce an effect in the doping,
namely to be more n-type in nature, which is driven by the formation of N-H complexes that
act as donors [114].
3.4 Radiation Tolerance of a Dilute Nitride Solar Cell
To better understand how these dilute nitride solar cells would change when exposed to
high energy particles outside the atmosphere of Earth, a sample was exposed to high-energy
proton irradiation. As discussed in Chapter 1, high energy radiation is the main source of
degradation encountered in space missions, and so it is important to understand how new
materials will react to this energetic bombardment.
Figure 3.13: (a) Light J-V data for the devices studied in this section before
and after hydrogenation. (b) Sample structure of the devices studied here.
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It should be noted that some tests of UV-activated hydrogenation, as outlined earlier in
this chapter, were performed on the devices (D1 and D2) studied in this section. However,
little to no effect upon hydrogenation was observed, according to light J-V measurements
taken at room temperature (see Figure 3.13 (a)). Unlike previous studies [92], the sample
studied here was processed into a solar cell device before hydrogenation, which appears to
have lessened the efficacy of the process. These initial results are unfortunate, as it was
hoped that the UV-activated hydrogenation step could be integrated into the final contact
annealing. More research needs to be performed to determine the mechanism that prevented
any observed hydrogenation effects in these devices. The irradiation tests here were performed
on device D1, of which the initial J-V characteristic is shown in Figure 3.13 (a).
3.4.1 Experimental Details
The sample investigated here was grown by MBE and processed at Sharp Laboratories of
Europe Ltd., with the sample schematic shown in Figure 3.13 (b). To probe the stability of
this material system in space radiation conditions, this sample was irradiated with 1.5 MeV
protons to a fluence level of 1 × 1011 H/cm2, using Amethyst Research Inc. Van de Graff
accelerator facilities. Temperature dependent J-V and EQE measurements were performed
before and after irradiation, to illuminate any changes. Only one device was irradiated (D1),
and as the beam size of the high energy proton beam is ∼5 mm, it is assumed that the second
device (D2, placed more than 15 mm away) received little radiation exposure.
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3.4.2 Experimental Results and Discussions
To probe the effect of the proton irradiation on this dilute nitride solar cell structure,
temperature dependent PL measurements were performed (see Figure 3.14 (a and b)). PL
taken of the second device, placed some distance away (and therefore unexposed) from the
irradiation beam, represents the pre-irradiated behavior of the main device tested. Both
temperature dependent PL spectra show a shift from a lower energy peak (P3) to a higher
energy peak (P1) around 100 K, clearly seen in the energy dependence shown in Figure 3.14
(c). As previously outlined in this chapter, P3 is related to carrier localization due to alloy
fluctuations and/or isoelectronic centers, while P1 is emission from the band gap. Figure 3.14
(a) also shows a shoulder labeled P2 that appears to be related to the bulk dilute nitride
material.
Figure 3.14: Temperature dependent PL spectra for the (a) reference device
(D2) and the (b) irradiated device (D1). (c) Peak energy of the PL spectra as a
function of temperature.
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In comparing the before and after cases, a clear shift to lower energies of the entire spectra
is observed, as is evident in Figure 3.14 (c). The overall shift in energy appears to reflect a
relaxation of strain upon proton irradiation, that presumably occurred during growth of the
dilute nitride layers, and/or subtle differences between the doped and undoped dilute nitride
layers present in this device (see Figure 3.13 (b)). The shoulder feature (P2 in Figure 3.14
(a)) is significantly affected by irradiation, being either pushed into, or becoming degenerate
with the continuum. This appears to reflect a change in the band structure due to changing
strain conditions, which are known to considerably affect the bands in InGaAs systems [123].
Here, however, the observed effects are likely two-fold, one part due to the relaxation of
strain and/or material inhomogeneities, and another part due to differences between the two
devices measured here (D1 and D2). In Figure 3.13 (a), the J-V curves of devices D1 and
D2 are plotted, where it is observed that D1 has a lower Voc and higher Jsc as compared to
D2, reflecting a lower band gap in D1. This may be due to different annealing conditions
performed on these devices when processed at Sharp or differences in material composition
across the wafer after growth. Thus, while this other device may not have had significant
radiation exposure, it does display a shift in the gap from previous experiments, which makes
the comparison here non-trivial.
To further illuminate these changes, EQE measurements of the device were performed
before and after irradiation at various temperatures, which are plotted in Figure 3.15 (a and
b). There is reduction in the EQE observed over the whole collection area of the device.
This is expected, as high energy particles will bombard the material and introduce vacancy
and interstitial defects throughout the structure which will serve to increase recombination
losses. There is a slight increase in the EQE at energies greater than 2.25 eV, though this is
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Figure 3.15: (a,b) EQE of the irradiated device (D2) acquired before and after
irradiation, for 175 K and for 300 K, respectively. (c) J-V data taken before
and after irradiation for selected temperatures.
likely within the error of the measurement. At all temperatures investigated, there is also a
noticeable shift to lower energies in the absorption edge of the EQE. This is consistent with
results observed in the PL, indicating a relaxation of strain after irradiation. This relaxation
of strain upon irradiation has been observed in some preliminary studies by our group on
GaAs based quantum dot solar cells [124], and the exact mechanisms are currently under
investigation.
J-V data taken before and after irradiation is plotted in Figure 3.15 (c) for a few select
temperatures. An increase in Jsc is observed for all temperatures here, which is consistent
with the decrease in band gap, though absolute differences must be considered with care as
this does not match the magnitude of the reduction as observed in the EQE. Additionally,
the lowered band gap does not result in a loss in Voc at higher temperatures, as is expected.
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As such, these effects are likely more related to systematic effects, and further measurements
are necessary to confirm this hypothesis.
3.5 Conclusion
In this chapter, dilute nitride optical samples and solar cells are studied to determine effective-
ness as an additional junction for epitaxially grown multijunction solar cells. Material quality
issues in GaInNAs have prevented its commercial use thus far, and careful hydrogenation has
been suggested as a possible defect passivation process. Previous studies by our group showed
improvement in the EQE and J-V characteristics with this UV-activated hydrogenation
process [92].
To further understand the effect of the hydrogen on the GaInNAs material and defects,
optical samples were studied via temperature and power dependent PL. Two levels of
hydrogenation were performed on the samples, of which the reference and highest hydrogenated
sample are compared. Temperature dependent PL spectra show a dominant peak associated
with carrier localization at low temperature, and as the temperature increases, emission from
the band gap becomes the dominant emission mechanism. This results in the ‘s-shape’ energy
dependence typically seen in these systems. In the hydrogenated sample, the contribution
of emission due to carrier localization is reduced, resulting in the removal of this ‘s-shape’
at higher incident powers. This emission is not completely removed, indicating a higher
concentration of hydrogen is needed to fully passivate the defects responsible for this feature.
Power dependent PL measurements give more information about the emission mechanism
of each feature, and illuminate a lower energy feature ED related to defects, which appears
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unaffected by hydrogenation. A slight blueshift with energy is observed with power in the
carrier localization peak, indicating state filling of local potential minima. These minima
have been understood to be due to alloy fluctuations driven by indium segregation, though
DFT studies have shown indium to be relatively unaffected by hydrogen [114]. Studies in
GaInNAs quantum wells assigned these alloy fluctuations to be related to nitrogen [115],
which is more consistent with the results presented here.
DFT calculations were performed to investigate the effect of increasing hydrogen con-
centration on the GaInNAs band structure. Introducing nitrogen to the InGaAs material
results in a local maxima in the density of states close to the bottom of the conduction band,
resulting in a lowering of the conduction band, and is consistent with the band anticrossing
model suggested for these systems [68]. Producing N-H complexes by bonding a hydrogen to
the nitrogen in the system results in a slight shift of this local maxima to higher energies. In
addition, the Fermi level is shifted upward, indicating that the N-H complex is acting as a
donor in this material. Further hydrogenation results in the local maxima being pushed into
the continuum, and a return to the band gap of the InGaAs.
A set of p- and n-type optical samples were subjected to hydrogenation to better determine
the effect upon the doping and possible changes in the electrical behavior of the solar cells.
Temperature dependent PL measurements showed a large change in the spectra of the p-type
sample, while the n-type sample showed only marginal changes. This is attributed to the
passivation of electron traps by hydrogenation in both samples, with depletion of remaining
electron traps by the holes in the p-type sample, having a more significant effect allowing
band-to band emission to dominate.
71
Finally, to understand the robustness of this material with respect to radiation that will be
encountered in space, a GaInNAs based solar cell was subjected to 1.5 MeV proton irradiation
to a fluence level of 1 × 1011 H/cm2. A shift in the PL energy and the absorption edge in
the EQE to lower energies is observed, indicating a change in the band gap as a result of
relaxation of strain in the device. A reduction in the EQE is also observed, consistent with
the introduction of defects and recombination centers as a result of the irradiation.
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Chapter 4
Flexible Cu(In,Ga)Se2 Solar Cells: Effects of
Annealing, Low-Intensity-Low-Temperature
Conditions, and High-Fluence Irradiation
Cu(In,Ga)Se2 (CIGS) solar cells are a thin film solar cell material that has been a topic of
research almost as long as silicon PV, showing record power conversion efficiencies (PCE)
up to 23.4% [8]. These high efficiencies, along with low productions costs, low weight and
compatibility with flexible substrates mean that CIGS photovoltaics offer a compelling
alternative to standard photovoltaic technologies, particularly in certain niche applications
[47], [125]–[128]. Commercially available CIGS modules have been available for a number of
years, though the reduced cost of silicon panels, and certain complexities of the CIGS system
continue to limit the market share of CIGS photovoltaics.
This chalcopyrite quaternary system can be complex, which manifests itself in a number of
material issues, including phase segregation, non-stoichiometric composition [129], [130], the
formation of grain boundaries and/or defect complexes [131], [132]. As such, it is somewhat
remarkable that devices based on these materials with so many non-idealities can achieve
high PCE. Many of the subtleties of CIGS devices are apparent under different measurement
technique conditions, changing their behavior, for example the J-V response after exposure to
different light conditions, high temperatures and/or applied biases [133]–[139]. This metastable
behavior has been attributed to the presence of a divalent VCu-VSe defect center, which can
change charge states from a shallow donor to various acceptor states [134]. The change from
one charge state to another is mediated by carrier capture, and is metastable in either state
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under a certain temperature (160 - 200 K). This model has explained many of the phenomena
observed in CIGS devices, though there is still much discussion in the community, as certain
observed behaviors could be explained by other interfaces and defects [140]. Regardless,
the effect of these changing conditions results in increased acceptor concentration in the
absorber, which can lead to increased recombination losses in the absorber and at the CdS
(window layer)/CIGS interface [135], [141].
In comparison to the study of this material system for terrestrial power applications, CIGS
have been relatively unexplored for space applications, especially newer devices grown on
lighter flexible substrates rather than soda lime glass. The lighter weight of thin film solar cells
means a higher specific power compared to thicker materials, and flexible substrates suggest
deployable solar cells with large packing volumes might be possible in smaller spacecraft.
Most research on CIGS for space applications has focused on the radiation tolerance of the
material [11], [142]–[144], which has shown substantial resilience in comparison to traditional
space photovoltaics [22], [145]. This impressive radiation tolerance makes this material system
attractive for certain outer planetary missions, particularly those around Jupiter, as discussed
in Chapter 1.
As little research has been performed on this system under the conditions of these outer
planets, and since these LILT conditions expose features and performance issues not present
at room temperature, it is important to investigate CIGS under these specific conditions to
assess their feasibility for such missions. Of particular interest is the effect of the metastability
under such extreme conditions, and any barriers which would become more prevalent at low
temperature. Here, commercially available flexible CIGS solar cells are investigated under a
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number of extreme conditions, including annealing studies, the LILT conditions described in
Chapters 1 and 2, and irradiation by high energy protons.
This chapter is partially based on Brown et al.’s paper published in IEEE Journal of
Photovoltaics, vol. 9, no. 2, pp. 552-558, Mar. 2019.
4.1 Experimental Details
The CIGS solar cell structure studied in this chapter were produced in a production-scale
roll-coater tool, where sputter deposition is used to define all layers in the stack sequentially
as a 50-µm thick stainless steel substrate travels through the tool [146]. Sheets of this material
were shipped to the University of Oklahoma, where small samples were cut out of the larger
sections. Aluminum metal grid and annular contacts were patterned on the stack using
standard photolithographic methods. When not in use, the samples and precursor material
were kept inside a nitrogen-filled dry box, to slow moisture and oxygen degradation of the
aluminum doped ZnO (AZO) transparent conducting oxide (TCO) top contact.
Samples included in the radiation study were patterned with a metal grid, and sent
to Amethyst Research, Inc. for proton irradiation. An RF plasma source produced the
protons, which were accelerated by the 2.5 MW Van de Graff accelerator facilities, and an
analyzing magnet (charge-to-mass ratio separator) was used to select 1H+. The samples
where irradiated with 1.5 MeV protons (1H+), with fluences ranging from 1×1014 to 5×1016
H/cm2. Sample heating was minimized by limiting beam current to below 1 A.
PL, J-V (dark, light and LILT), EQE measurements, and J-V fitting were performed
as outlined in Chapter 2. To better understand the nature of the metastability in CIGS,
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Figure 4.1: (a) Band structure of a CIGS solar cell as simulated by SCAPS-1D
[147]. (b) Photograph of a flexible CIGS solar cell, courtesy of MiaSolé Hi-Tech
Corp. (c) Schematic of the samples studied here.
and its effect under LILT conditions, the samples were prepared in one of two states before
measurement. The as-grown, or relaxed state (R), was achieved by heating the sample to
330 K for 1 h in the dark. The metastable, or light-soaked state (LS), was achieved by light
soaking the sample at room temperature (295 K) for 1 h, as is outlined by Igalson et al. [136].
4.2 Experimental Results and Discussions
4.2.1 Photoluminescence spectroscopy of CIGS absorber and solar cells
Initial investigation of the CIGS material began with a study of the material quality of the
absorber by photoluminescence spectroscopy. Temperature dependent PL spectra for a bare
absorber and for the full solar cell stack are shown in Figure 4.2 (a) and (c), respectively.
From the comparison, it is clear that the emission from the full solar cell stack, despite
the upper layers, is largely related to the absorber. An additional low energy feature is
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Figure 4.2: Temperature dependent PL spectra of (a) a bare CIGS absorber
and (c) a full CIGS solar cell. (b) Peak position of the energy as a function
of temperature. (d) Arrhenius plot of integrated intensity of the PL for the
extraction of activation energies.
observed in the full stack PL, adjusting the energy dependence from 25 K to 100 K, which
may indicate a separate defect center that serves to further localize carriers. This is also
supported by the more complete quenching of the full stack PL around 230 K, vs 300 K
for the absorber only. Additionally, it can be seen in both samples that several processes
contribute to the photoluminescence, resulting in a broad PL spectrum encompassing several
convoluted transitions. These features have been observed extensively in the literature [148]–
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[156] and attributed to various defect and impurity related complexes associated with defects,
non-idealities, and free to bound and donor-acceptor pair transitions. This is supported by
the rapid quenching of the PL up to 80 K, reflected in the smaller of the two activation
energies (3 - 6 meV) extracted in the Arrhenius plot in Figure 4.2 (d).
Further evidence for the defect nature of the PL is seen in the obvious redistribution of
carriers through the various localized states, and the unusual energy dependence of the main
peak, which does not reflect the traditional Varshni band gap dependence expected from
the thermal expansion of a III-V semiconductor [25]. This unusual increase in energy with
temperature may due to the redistribution of localized carriers as thermal energy increases,
similar to the ‘s-shape’ seen in the PL energy in Chapter 3. Here, such localization appears
much stronger and spread over many competing centers, resulting in only the beginning
of the ‘s-shape’ which implies localization effects persist up to 300 K in CIGS systems.
The dominance of localized or excitonic type recombination in the PL is also supported
by comparing the PL energy at 4.2 K and 300 K with the band gap extracted from EQE
(absorption) measurements, which is shown by the dotted lines in Figure 4.2 (a,c). Clearly, the
band-to-band emission is screened by emission from defect and impurity related transitions.
However, many of the inherent defects in this system are shallow, and so transitions related to
those defects are in the region of the bulk CIGS band gap [132], and should not significantly
affect the performance of the devices under terrestrial conditions. In addition to the common
defects in this system, CIGS grown on stainless steel have been seen to have defects due to
Fe incorporation [157], [158], which can significantly degrade the performance [157]. However,
due to the inclusion of an optimized molybdenum layer at the bottom of the structures
studied here, Fe diffusion is unlikely here.
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Figure 4.3: (a) Power dependent PL spectra at 4.2 K. (b) Energy of the labeled
peaks as a function of power. (c) An example spectra showing the Gaussian
fitting of P1 and P2. (d) Integrated intensity of the labeled peaks as a function
of power with associated fits to a power function.
Figure 4.3 (a) shows the power dependent PL at 4.2 K. With increasing power the
dominant peak shows a clear blueshift, which is commonly observed in systems that have
a varying potential due to alloy fluctuations [117], [138], and may indicate compositional
variations of the group-III species in the CIGS investigation here, which is consistent with the
graded Ga/(In+Ga) ratio of the absorber region incorporated in the device investigated here.
The power dependent PL is fit with two Gaussians, for the shoulder, and the main peak,
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labeled as P1 and P2, respectively. The peak energy and integrated intensity extracted from
these fitted Gaussians are plotted in Figure 4.3 (b,d). The power dependence of the integrated
intensity is fitted to a power law k(I ∝ P k), where the parameter k is indicative of either
defect-related emission (k < 1) or excitonic related recombination (1 < k < 2), as described
in Chapter 2. Both k1 and k2 (within error) lie in the range which indicate band-to-band
or excitonic emission, though the anomalous energy dependence with temperature suggests
excitonic behavior from carriers that are localized at defects, particularly P1, which saturates
at higher powers. Indeed, in Chapter 3, we observed a similar k value of 0.95 from a feature
attributed to carrier localization.
4.2.2 Rapid Thermal Annealing Study
To investigate the effect of extreme temperatures on the CIGS solar cell material, a set of 6
samples were defined, and subjected to a range of annealing temperatures for 60 s (300 °C,
350 °C, 400 °C, 450 °C, and 500 °C) using a rapid thermal annealer, with forming gas as the
environment. A reference device was produced at the same time, but not subjected to any
annealing process. The J-V response of each device was recorded in dark and under AM1.5G
illumination conditions, which are shown in Figure 4.4. Unusual results are observed, where
the rectification behavior of the device appears to turn opposite of the initial case. This may
be understood as the addition of a Schottky diode or barrier to the system, most likely at
some interface, which is opposite to the direction of the main diode. Evidence of this barrier
can initially be seen in the cross-over of the light and dark J-V curves of the sample exposed to
300 °C, where no crossover is observed in the reference sample. As the annealing temperature
is increasing, the effect of this barrier can additionally be seen as an inflection point in the
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Figure 4.4: Light (red) and dark (black) J-V characteristics of CIGS solar cells
taken at standard conditions after exposure to different annealing temperatures
for 60 seconds. Extracted parameters of Voc and Jsc are displayed with arrows
on each plot.
light J-V curve in Figure 4.4 (c), and then a reversal of the device behavior in Figure 4.4
(d,e,f). It is clear that there is competition between the two junctions in the device, and as
the annealing temperature increases, the reverse junction increases in strength, eventually
becoming the dominant diode in the device. However, at high enough temperatures, the
effects induced by the annealing introduces shunting, indicating degradation of the interface
which initially created the Schottky diode.
Many groups working in the CIGS system have shown evidence for barriers at various
interfaces. To better understand the mechanism behind this unusual behavior, photoluminen-
scene studies were performed on this set of samples. A comparison of the PL spectra taken
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Figure 4.5: (a) PL spectra of CIGS samples after rapid thermal annealing at 5
different temperatures. Panel (b) shows the normalized PL spectra.
at 4.2 K is shown in Figure 4.5. An initial blue shift and increase in intensity is observed up
to the sample exposed to 400 °C, followed by a red shift and reduction in intensity for the
samples exposed to higher temperatures. As discussed in the previous section, the emission
from the CIGS absorber is most likely due to recombination localized at defects or other
anomalies. Selenium vacancies (VSe) are a common defect in the CIGS material [156], and
we might expect migration of this Group VI element out of the material with increasing
annealing temperatures [155], resulting in the PL observed. As annealing temperatures
increase, further non-radiative defects can be introduced in the absorber and at interfaces,
decreasing the PL intensity. An increase of these and other vacancies may also affect the
doping of the CIGS absorber [159], changing the location of the junction.
The back contact molybdenum can form a Schottky barrier under certain conditions, and
so steps are taken to optimize this back interface. One option is the formation of a MoSe2
82
layer at the back contact, which has been seen to be beneficial [160]. The removal of selenium
by annealing would then degrade this beneficial layer, and may be the cause of this additional
diode observed. Finally, the migration of Ga [161], and introduction of interstitials and other
anomalies in the material cannot be discounted, and may also contribute to both the PL and
J-V results observed here.
While the initial annealing temperature did improve some of the photovoltaic parameters
(see Figure 4.4), this process also resulted in the formation of a non-ideal barrier, as supported
by the cross-over of the light and dark J-V. Further research should be performed, though
evidence presented here suggests higher temperature annealing performed in forming gas
atmosphere should not be used on the CIGS devices studied here.
4.2.3 Temperature Dependent J-V and Thermal Cycling
Though the material complexity and complex defect behavior of CIGS has not been seen to
affect terrestrial performance, these same issues should be studied to understand their roll
in performance at low temperature, low illumination, and when exposed to strong thermal
cycling. To determine the baseline performance with regards to temperature, temperature
dependent J-V measurements were taken (initially) at 1-sun AM1.5G, rather than AM0 due
to unavailability of the proper filter. While this initial characterization is not ideal, the
qualitative behavior of the system should not be affected by the relatively small change in
spectrum over the band width of the CIGS absorption. Measurements were taken between
temperature extremes of 173 K (−100 °C) and 373 (100 °C), corresponding to extremes that
might be encountered in low Earth orbit (LEO), though low temperatures would only be
experienced during eclipse (no incident light present) of the satellite. Several temperatures
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Figure 4.6: (a) Light (dashed) and dark (solid) J-V curves for selected tempera-
tures. (b) Temperature dependent Joc and Vsc extracted from light J-V data.
The circled points correspond to the light J-V curves plotted in (a).
are recorded in Figure 4.6 (a), which shows the dark and light J-Vs between 173 K and 373
K. From the comparison of the light and dark J-V curves, a small but measurable crossover
is observed in the voltages under the two conditions. This behavior, as mentioned above, has
been observed by several groups working on CIGS, and is usually attributed to a barrier for
minority carrier extraction at interfaces in the device, possibly at the Mo back contact [160].
In addition, this cross-over in the light and dark J-V curves could also indicate the
presence of a non-idealities at the CdS-CIGS interfaces and the resulting Fermi-level pinning
at these junctions [133]. Interestingly, the difference in cross-over observed at the different
temperatures in Figure 4.6 (a) do not change appreciably from lower (173 K) to higher
temperature (373 K). However, a marked decrease in the apparent series resistance is
observed when comparing dark and light J-V characteristics. The presence of a photosensitive
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barrier to carrier transport further implies non-idealities at the CIGS/CdS interface, and
also within the CIGS absorber itself. Several recent articles, some on similar samples to the
ones discussed here, have discussed the presence of a deep acceptor state at 0.8 eV near this
interface, but this remains under debate [162], [163].
The temperature dependent Voc and Jsc extracted from the 1-sun measurements between
173 K and 373 K is shown in Figure 4.6 (b). The temperature dependence of the Voc appears
typical for that of high-quality CIGS solar cells. In some CIGS systems, a roll-over in the
temperature dependence of the Voc at lower temperatures [164], [165] has been observed
and attributed to Shockley-Read-Hall processes. While this roll-over is not present, and
no roll-over of the light J-V is observed, at the low temperatures investigated here these
mechanisms may still be important.
In comparison, Jsc does not increase monotonically as expected, instead increasing rapidly
around 225 K, and subsequently behaving more conventionally. This change in Jsc and the
associated activation energy are consistent with "unfreezing" of metastable defect states.
Several groups have observed similar results within a 200-250 K window under illumination
[135], [166], where this behavior appears consistent with a transition from the relaxed to
light-soaked (metastable) state. While still under debate, the result of this transition is
to increase the background acceptor concentration in the absorber, reduce the depletion
region at the CIGS/CdS interface and to influence carrier transport across this junction.
Due to this transition, recombination losses at the interface increase and result in the
reduction of FF [162], [163], [167]. Despite evidence of this metastability in the temperature
dependent Jsc, the relative contribution is quite small (∼ 0.8 mA/cm2) underlying the low
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intrinsic inhomogeneities in these commercial devices. The effect of this transition at lower
temperatures will be discussed further below.
Figure 4.7: Light J-V data initial and after thermal cycling steps. The inset
shows the Voc and Jsc extracted from the J-V data.
Stability of solar cells in space may be affected by the large temperature changes that occur
when transiting from illuminated to dark regions of their orbit. To investigate the stability of
CIGS, measurements were performed by cooling the sample to 173 K for 12 hrs, and then
heating to 373 K, again for 12 hrs. These conditions were used to approximate extremes that
may be encountered in space. The samples were assessed under AM0 illumination at room
temperature before and after each temperature change. J-V data is recorded at the initial
state (solid black line), after the 12 hour cold stage (dashed red line), and after the 12 hour
hot stage (dotted green line), shown in the main panel to Figure 4.7. The effect of thermal
cycling appears negligible and is only observed under closer inspection as show in the inset
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to Figure 4.7. This inset shows the Voc and Jsc extracted from the measurements, with a
small increase of ∼15 mV in Voc evident after heating the solar cell for 12 hours at 373 K.
Such exposure to prolonged temperatures will effectively anneal the materials and result
in a sample that is presumably in the relaxed state. Annealing of this system at slightly
elevated temperatures has also previously been shown to improve the Voc of CIGS systems
by removing and/or passivating defect centers that contribute to non-radiative losses in the
absorber and at the interfaces [162], [168]. The small reduction in the Jsc due to long exposure
to higher temperatures is again provisionally assigned to a transition from the light-soaked
to the relaxed state, though it appears to have little effect under standard conditions. The
overall behavior of the (admittedly limited) thermal cycling results support the stability of
CIGS under these conditions.
4.2.4 Low-Intensity-Low-Temperature Results
To investigate device performance under the challenging conditions present at the outer
planets, J-V and EQE measurements were performed under LILT conditions consistent with
Mars, Jupiter and Saturn orbits (Table 2.1). Samples were prepared in the relaxed (R) and
light-soaked (LS) states, as mentioned previously, to highlight the effect of this metastability
on the J-V characteristic under these various LILT conditions.
A simple single diode model was fit to the J-V data using the methods of Zhang et al.,
which provided additional quantitative analysis [40]. The fits and the experimental data are
shown in Figure 4.8, where (a-c) show the photovoltaic regime, and (d-f) show the forward
bias or majority carrier injection region, above turn on of the main diode. The fill factor as
observed qualitatively in Figure 4.8 and as extracted in Table 4.2.4 is compared, where it is
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Figure 4.8: J-V results taken under LILT conditions consistent with orbits
around (a) Saturn, (b) Jupiter, and (c) Mars, after preparation in either the
relaxed (R) or light-soaked (LS) state. (d,e,f) highlight the J-V behavior above
Voc for Saturn, Jupiter, and Mars, respectively. Fits to a single diode model are
shown in all cases, to highlight the deviation from the fit.
seen that the FF is universally better while in the relaxed state under all three conditions.
However, while an acceptable fit is produced for all data within the photovoltaic regime,
above Voc the fit is lost for the lower temperature scans (Saturn and Jupiter) taken in the
relaxed state. This deviation from the established fit can be seen as an inflection point in
the red curves above Voc in Figure 4.8 (d,e), and is evidence of the formation of a barrier
to majority current flow in the relaxed state, one that is both temperature and intensity
dependent. No inflection point is seen under the higher temperature conditions of the Martian
orbit, which further supports the temperature dependence of this barrier. The root cause of
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Jsc(mA/cm2) Jmp(mA/cm2) Voc(V) Vmp(V) FF (%)
Saturn R 0.463 0.381 0.782 0.661 71.1
Saturn LS 0.469 0.360 0.770 0.612 63.7
Jupiter R 1.54 1.42 0.782 0.648 77.2
Jupiter LS 1.53 1.35 0.772 0.66 75.8
Mars R 17.8 16.1 0.654 0.516 71.1
Mars LS 17.7 15.9 0.646 0.490 68.1
Table 4.1: Extracted parameters of J-V curves taken under LILT conditions.
this parasitic barrier is unknown, but may be due to unintentional interface states at the
CdS/CIGS, the CIGS/MoOx as mentioned above, or a combination of the two [140], [163],
[164], [169].
As mentioned in Chapter 1, a loss of fill factor due to a flat spot in the J-V response
has been seen in both silicon and multijunction solar cells [21], [22]. In CIGS solar cells,
several groups have reported evidence of softening of the voltage or an inflection point in
forward bias [136], [163], [170]. Since the effect seen here occurs primarily at low temperature,
in the relaxed state, and in the forward bias regime, this suggests a barrier present at the
CdS/CIGS, where increased deep acceptor states in the relaxed state may form an acceptor
rich layer and inhibit carrier transport [136].
EQE measurements were performed under standard short-circuit (0 V) conditions and at
the maximum power point voltage (Vmp) after preparing the device in the relaxed state, to
gain added insight on the mechanism behind the inflection in the J-V response. As expected,
carrier extraction is reduced when comparing Vmp to 0 V at all temperatures. The uniform
reduction under bias points to an increase in resistance to transport throughout the device,
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Figure 4.9: EQE data measured at short circuit (0 V) and at the max power
point voltage (Vmp) for temperatures consistent with orbits around (a) Saturn,
(b) Jupiter, and (c) Mars. Reproduced with permission from: C. R. Brown et
al., “Flexible Cu(In,Ga)Se2 solar cells for outer planetary missions: Investigation
under low-intensity low-temperature conditions,” IEEE Journal of Photovoltaics,
vol. 9, no. 2, pp. 552–558, Mar. 2019 [171] © 2019 IEEE
and extraction which is bounded by recombination at an interface and/or in the depletion
region. In contrast, a non-uniform change in the EQE might indicate non-radiative losses and
a reduction in the minority carrier diffusion length, depending on the shape of the reduction
observed.
At the higher temperature of the Martian orbit conditions, where no inflection point
is observed in the J-V data, a reduction in the EQE is also observed, further suggesting
inhibition of minority carrier extraction at a non-ideal interface as the depletion width is
insignificant at Vmp. Here, the band offset at the CIGS/CdS interface will limit the minority
carrier transport.
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4.2.5 Radiation and Self-Healing results
To further investigate this system for use in the high-radiation environment around Jupiter,
a radiation dependent study was performed on a set of samples, where devices were exposed
to 1.5 MeV protons at a number of different fluences (1 × 1014 cm-2, 1 × 1015 cm-2, 1 ×
1016 cm-2, and 5 × 1016 cm-2). The dark and light J-V curves taken at standard conditions
after exposure are plotted in Figure 4.10, where an increase in dark current, and decrease
in photovoltaic performance with increasing exposure compared to a reference is observed.
Previous studies of the radiation tolerance of CIGS have been performed with various energies
of both electrons and protons, though fluence levels investigated are generally less than
studied here [11], [142], [144]. The degradation observed here is consistent with previous
1-MeV electron results, when considering the different damage coefficients of electrons vs
protons [172]. When comparing 1-MeV proton results to previous studies [11], [144], only the
1 × 1014 cm-2 level can be compared (the highest fluence of previous studies), but appears
consistent with those results as well. Above fluence levels of 1 × 1015 cm-2, the devices no
longer behave as diodes.
The fluences chosen here represent the maximum levels that might be experienced over a
year in certain close orbits of Jupiter [20]. While the degradation observed here is readily
apparent, it is consistent with previous results, and it should also be noted that this study
was performed on un-encapsulated devices. Commercial photovoltaic arrays in space use
additional layers of polymer or glass around the device to provide additional shielding to
radiation. Therefore, even thin layers of encapsulation would improve the radiation tolerance
of this system. Commercial encapsulated CIGS solar cells are currently under study.
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Figure 4.10: Comparison of (a) dark and (b) light J-V scans of CIGS solar cells
with regard to proton fluence levels.
In addition to elevated radiation tolerance in comparison to more traditional space
photovoltaics, the CIGS system has been observed to self-heal under heating effects from
illumination [11], [143], [144], resulting in stabilized performance in LEO. This self-healing
behavior was studied on the proton-irradiated samples, where the sample was held at 373 K
for 12 h while under 1-sun AM0 illumination. During illumination, samples were held at the
maximum power point (Vmp) to emulate operating conditions. This self-healing study was
performed on all the irradiated samples, though only J-V scans for device F (1 × 1015 cm-2)
are shown here. J-V scans were taken initially, and every hour after, which are plotted in
Figure 4.11 and obvious improvement is observed with increasing annealing time. While
both Voc and Jsc improve, Voc is the main improvement observed, consistent with radiation
exposure resulting in larger Voc losses compared to Jsc (see Figure 4.10 (b)).
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Figure 4.11: (a) J-V scans taken of proton irradiated CIGS solar cell (Sample
F) during low thermal annealing under AM0 illumination as a function of time.
(b) Voc and Jsc extracted from previous J-V scans. (c) An comparison of Voc
degradation of a CIGS solar cell with and without annealing effects, and LEO
flight data. Panel (c) Reproduced using data from [144]
This increase in the extracted solar cell parameters is highlighted in Figure 4.11 (b),
where the Jsc stabilizes after an initial jump, and the Voc increases over the time range
investigated. This increase in Voc suggests that recombination centers produced during particle
bombardment are then passivated by reordering of the material at elevated temperatures.
This self-healing behavior offers potential for stabilized performance on orbit (as seen in
Figure 4.11 (c)) or recovery of performance during and after transit. Here, a high annealing
temperature was selected in order to observe this effect, though it is known that the recovery
effect is temperature dependent [143]. Thus, under LILT conditions, this effect will likely be
small, though it may prove important to maintain performance during transit.
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4.3 Conclusion
Commercial grade flexible CIGS solar cells have been studied for space power generation
under LILT conditions. PL results showed evidence of carriers localized at defects, though
features suggest defects are shallow and do not appear to significantly alter performance under
standard operating conditions. Stability under thermal cycling was observed, though intense
heat (>300 °C) will result in formation of barriers at interfaces that will reduce performance.
A loss in performance (mainly FF ) is observed when comparing the light soaked (LS) state
to the relaxed (R) state under LILT conditions, though this effect is relatively small. No
LILT effect in the photovoltaic regime was observed, though a similar effect was seen in the
forward bias region while in the relaxed state and under orbital conditions of Saturn and
Jupiter, suggesting a temperature and intensity dependent barrier to majority current may
be present. As will be discussed in the next chapter, barriers like this may be mediated by
thermionic emission, and thus limit current flow according to the temperature dependent
thermionic emission rate. The mechanism behind this inflection point at forward bias is still
under investigation.
Under proton irradiation consistent with maximum 1 year levels at Jupiter, unencapsu-
lated CIGS solar cells exhibit significant degradation, though commercial cells would suffer
less degradation in more mission-likely conditions. Finally, self-healing and reduction of
recombination centers was observed when annealing proton-irradiated devices at 373 K under
illumination, providing a pathway for stabilized on orbit photovoltaic performance.
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Chapter 5
High-Stability Perovskite Solar Cells Studied under
Low-Intensity-Low-Temperature Conditions
Solar cells based on halide perovskites have seen a rapid increase in photovoltaic power
conversion efficiency over a relatively short timespan. This meteoric rise in performance to
the current maximum of 25.2% has captured the attention of the photovoltaic community,
due to many favorable photovoltaic parameters [8]. These ABX3 structured materials are
composed of Earth-rich elements, and are compatible with solution process manufacturing,
promising the potential for low cost fabrication. Perovskite solar cells also have shown strong
absorption coefficients, defect tolerance, and long carrier lifetimes [173].
Methylammonium lead iodide based perovskite solar cells (PSC) have been among the
earliest and best performing devices, but the flexibility of the perovskite system has meant
that many are turning to more complex compositions to solve some of the problems that PSCs
face, such as thermal and moisture stability. The perovskite structure allows for alloying of the
constituents at each lattice site, thereby adjusting the physical and electrical parameters. The
adjustment and alloying of the anion and cation can result in adjustments to the band gap,
and increased environmental stability. This adjustment of the band gap can result in a better
match to the solar spectrum, or even realization of tandem devices based on PSCs. Triple
A-site cation devices where formamidinium (FA), methylammonium (MA), and inorganic
caesium (Cs) are alloyed together have provided devices with high efficiencies and relative
long term stability [174], [175]. This combination will hereafter be refereed to as FAMACs,
in reference to the three cations, though this device also had alloying of the anion iodide
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with bromide to retain structural stability, with a full composition of (FA0.79MA0.16Cs0.05)0.97
Pb(I0.84Br0.16)2.97. With this composition, and adjustment of interfaces and contact layers,
Christians et al. demonstrated >90% of initial efficiency after 1000 hrs of operation in ambient
conditions.
Research into space application of PSCs is now underway, as they have shown to be
relatively radiation tolerant, similar to other thin film solar cells [11], [142], [176]–[179]. Their
solution processable nature also means compatibility with flexible substrates, which can lead
to light weight (high specific power) solar arrays [180], [181]. This radiation tolerance, and the
possibility for low-weight low-cost high performance solar arrays mean that PSCs have great
potential as options for CubeSat and SmallSat missions [182]–[184]. In this chapter, FAMACs
based solar cells are studied under conditions equivalent to those around Mars, Jupiter, and
Saturn, and results show potential application under these challenging conditions.
This chapter is based on Brown et al.’s paper published in ACS Applied Energy Materials,
vol. 2, no. 1, pp. 814-821, 2019.
5.1 Experimental Details
The solar cells under investigation here were produced in the superstrate configuration by Dr.
Giles Eperon, and detailed information on the preparation can be found in the supporting
information of [185]. An SEM micrograph of one of the devices is shown in Figure 5.1 (a),
with the various layers visible. As the solar cell was produced in the superstrate configuration,
a sample holder was produced to provide adequate mechanical, thermal and electrical contact
to the devices, and is shown in Figure 5.1 (c). Additionally, as described in Chapter 2,
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Figure 5.1: (a) SEM cross sectional micrograph of perovskite solar cell with
thicknesses of various layers labeled (Acknowledgment: Jesse Aragon De Galvez).
(b) Schematic of perovskite solar cell studied in this chapter. (c) Cutaway view
of spring contact sample holder used to hold superstrate perovskite solar cells
in cryostat.
the cryostat was modified to allow for vacuum pumping. This cryostat was loaded from
inside a nitrogen filled glove box, and then the cryostat was transported to the lab while
closed, allowing the samples to be kept from exposure to atmosphere. Temperature and bias
dependent J-V, EQE and PL were performed according to the setups outlined in Chapter 2.
For the photoluminescence experiments detailed in this chapter, the pump laser (632.8 nm
HeNe laser) was not focused and allowed to cover the entire device, to both allow for
simultaneous PL and J-V experiments, and to prevent degradation that might result from
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intense local heating of the perovskite solar cell. Here, J-V scans are taken from both reverse
bias to forward bias (forward) and from forward bias to reverse bias (reverse), as an indicator
of the quality of the material, as will be discussed below.
5.2 Experimental Results and Discussion
5.2.1 Photoluminescence Spectroscopy
The temperature dependent photoluminescence spectra of one of the FAMACs solar cells,
and associated extracted parameters are shown in Figure 5.2. The intensity of the PL is
seen to decrease with increasing temperature, with a rapid decrease in PL intensity seen
above 175 K. The mechanism behind this rapid decrease in PL intensity is most likely due to
the ionization of the exciton binding energy at higher temperatures in the FAMACs, with
an additional effect coming from an unintentional barrier to minority electron extraction in
these specific structures. To quantitatively assess the mechanism behind the temperature
dependent quenching of the PL, the natural log of the integrated intensity is plotted vs.
inverse temperature in an Arrhenius plot (Figure 5.2 (c)), and is fit to extract an activation
energy. This activation energy can be thought of as the mechanism responsible for quenching
of radiative recombination, typically associated with the exciton binding energy. Here, the
rather high value of EB ∼ 33 meV supports the strong luminescence, which persists to
higher temperatures. However, this value is larger than values typically extracted from
other common MA and FA based perovskite systems [186]. The temperature dependent
PL shows a rapid decrease in intensity around 150 K corresponding to a thermal energy
(kBT) of ∼ 15 meV, and the intensity stabilizes between 150 and 300 K. As discussed later
98
in this chapter, this large exciton binding energy and stabilization of the PL at higher
temperatures is linked to an unintentional barrier at the FAMACs/SnO2 interface. This
barrier is temperature and intensity dependent, inhibits minority electron transport, and
facilitates radiative recombination under some conditions. Therefore, the true exciton binding
energy EB, as discussed later, is more likely 15-20 meV, consistent with results from other
mixed-cation perovskite studies [187], [188].
Figure 5.2: (a) Selection of temperature dependent PL spectra of FAMACs
based perovskite solar cell. Plotted on a log scale. (b) Integrated intensity and
peak height of the PL vs temperature. (c) Arrhenius plot of integrated PL
intensity vs inverse temperature with associated fit and extracted parameters.
(d) Peak energy of PL vs temperature.
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The PL energy vs temperature is shown in Figure 5.2 (d), where an increase in PL energy
from ∼ 1.60 eV at 4.2 K to ∼ 1.65 eV at 300 K is observed. This blue shift in the PL
position with increasing temperature is contrary to the behavior of the band gap of traditional
semiconductors [25], but is seen in perovskite systems and is understood to be related to
the band inversion symmetry (doubly degenerate p-like conduction bands and s-like valence
bands), that is typical in these systems [189].
Figure 5.3: (a) Comparison of EQE and PL of a perovskite solar cell. Similar
agreement is found at lower temperatures. (b) Temperature dependent EQE of
perovskite solar cell. (c) Associated Tauc plot analysis for extraction of band
gap energy.
External quantum efficiency of a FAMACs solar cell is taken between 77 K and room
temperature, and is plotted in Figure 5.3 (a). A slight reduction in the EQE is seen with
decreasing temperature, particularly toward the blue region, corresponding to the front of the
device. This reduction in EQE and increasing in PL with decreasing temperature indicates a
correlation between the mechanisms responsible for the collection and the emission. Only
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a slight shift is seen with temperature in the absorption edge, and this shift is analyzed
further with Tauc analysis as seen in Figure 5.3 (b). The energy extracted from this analysis
is plotted as stars in Figure 5.4 (a), where close agreement between the EQE and PL is
observed. This agreement indicates that the PL from these FAMACs devices originates from
band to band transitions, and/or that any excitonic effects fall within the line width of the
free carrier recombination observed.
Figure 5.4: (a) Normalized temperature dependent PL energy and intensity
plotted vs temperature. Stars represent the band gap energy extracted from
the EQE via Tauc analysis. (b) FWHM of the PL plotted vs temperature, with
associated line width broadening fits and extracted parameters.
Figure 5.4 (a) shows a 3D plot of PL intensity and energy vs temperature, where a slight
blue shift and widening of the spectra is observed. Also clear in figure 5.4 (a) is the absence of
any concrete evidence of a structural phase change, which typically manifests as a large shift
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in the PL energy, in comparison to evidence observed in MAPbI3 and FAPbI3 perovskites
[190], [191]. These structural phase changes result in transitions in the crystal symmetry,
for example, MAPbI3 transitions from cubic to tetragonal at ∼ 330 K, and from tetragonal
to orthorhombic at ∼ 160 K [192]. In this study, the FAMACs based perovskite solar cell
persists in the cubic phase and remains structurally uniform at all temperatures investigated,
supporting the stability of this system. In addition, no evidence of alloy fluctuations in the
low temperature PL is observed, as is the case in MAPbI3 [189], [193]. Further evidence for
the stability of this system is seen in the unchanging nature after multiple thermal cycling
events from the different experiments performed. This thermal stability is an important
factor in the potential application of this material for space missions.
While no excitonic features are directly observed in the PL, subtle features related to
carrier localization and/or excitons are noticeable in both the ‘s-shape’ in the intensity
dependence at low temperature and stable high temperature PL, shown in Figure 5.2 (b).
Along with the binding energy extraction outlined earlier, further analysis of the PL was
performed to investigate the broadening parameters for the PL collected from this device, and
gain more information about the material quality. The width of the PL peak at half-maximum
(FWHM) vs temperature is plotted in Figure 5.4 (b) as the black squares, and is fit with the
following equation:
Γtot = Γ0 + Γimp + Γacoustic + Γoptical (5.1)
Γ0 is the temperature independent inhomogeneous line width, Γimp = γimpe(−Ea)/kBT is related
to extrinsic or Urbach mechanisms due to non-idealities in the system such as impurities,
alloy fluctuations, and/or defect related transitions. The Γacoustic = γacousticT term is linked
to carrier interactions with acoustic phonons, while Γoptical = γopticale(−Ea)/kBT−1 is related to optical
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phonons mediated by Fröhlich interactions, which dominate in polar semiconductors at
elevated temperatures[194].
The dotted lines in Figure 5.4 (b) show the temperature dependences of the different
broadening mechanisms, and the solid red line shows the combination of those mechanisms
resulting in the fit. At low temperature, longitudinal acoustic (LA) phonons and other
mechanisms dominate the broadening. Above 50-70 K, the longitudinal optical (LO) phonon
processes become the dominant broadening mechanism, which is expected because of the
strongly polar nature of this semiconductor, and has been shown to monopolize spectral
broadening in several perovskite systems [189], [195].
The Γ0 term at 4.2 K gives ∼ 31 meV, which is considered essentially the PL line width
at 0 K, and is related to inherent nonidealities and compositional disorder in the system.
Contributions from the Γimp term are close to zero, illustrating that broadening due impurities,
defects, or other nonidealities and the effects thereof are inconsequential in this case. Thus
phonon-moderated processes command the majority of the PL broadening [189], and electron-
LO phonon interactions dominate at the temperatures (> 50 K) important to this study.
This is consistent with other more mature and well studied systems perovskite systems such
as MAPbI3 and FAPbI3.
5.2.2 Current-Density Voltage results
The photovoltaic region of the J-V characteristic is shown in Figure 5.5 for (a) 300 K under
1 sun AM0 and for (b) LILT conditions at Mars (263 K under 0.43 × AM0). These J-V
curves exhibit hysteresis between the forward and reverse J-V scans, which is a well known
phenomena in PSCs, and has been attributed to ionic motion of different species in the
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Figure 5.5: Forward and Reverse J-V characteristics of FAMACs absorber solar
cell at (a) 300 K at 1 sun AM0 and (b) 263 K at 0.43 × AM0, respectively.
absorber, lithium diffusion from the spiro-OMeTAD, and/or charging and discharging of
certain interfaces in the solar cell structure [196]–[198]. Degradation during storage and
transit [199] between the partner laboratories is the likely reason behind the size of the
hysteresis and the relatively low (∼ 10 ± 2%) PCE of the devices described here.
Measurements prior to shipment (from Golden, CO to Norman, OK) showed little
hysteresis and better PCE (∼ 15.3 ± 0.9%), thus partial breakdown of the absorber and
increase in defect population during transit may have been responsible for the increase in
hysteresis [200]. After this initial degradation during transit, the samples remained relatively
stable during measurement in the cryostat and storage in the nitrogen filled glovebox. While
this loss in performance was inadvertent, we consider this deterioration an interesting method
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to assess unavoidable degradation comparable to that which might occur while in transit
through space to the mission location [199].
J-V data taken under LILT conditions equivalent to Martian orbit are shown in Fig-
ure 5.5 (b), which also (like 300 K under AM0) show hysteresis between the forward and
reverse scans. Additionally, evidence of a barrier to majority current flow is observed in the
forward bias regime (V > Voc) of both J-V scans. The extreme roll-over behavior of the
reverse scan (green circles) also indicates negative differential resistance and tunneling effects
in the higher forward bias regime. These data suggest that majority current flow is likely
limited by thermionic emission across the unintentional barrier discussed above, and the rate
of this emission is dependent on the thermal energy (kBT ) of the carriers and the barrier
height. While evidence of this barrier is observed, radiative recombination is still prevalent
in the system as seen in the PL, indicating good material quality.
As the temperature and intensity conditions are adjusted to be representative of Jupiter
(Figure 5.6 (a)) and Saturn orbits (Figure 5.6 (c)), hysteresis is removed and the forward and
reverse scans are comparable. At these lower temperatures, the motion of ionic species in the
absorber and other layers appear to "freeze out", as observed by others in PSCs [186], [191],
[201]. This increased stability at lower temperatures, along with the stable cubic phase seen
in the PL results, highlights the potential of these systems for use in LILT environments.
With regard to the photovoltaic performance under these LILT conditions, a reduction in
Jsc and Voc is observed. This is consistent with the reduced light intensity at the specified
conditions (Jupiter - 3.7% of AM0, Saturn - 1.1% of AM0), rather than effects of parasitic or
nonradiative processes. Despite this reduction in Voc, the extracted PCE (∼ 11.1 ± 0.05%)
when adjusting for the reduced light intensity is similar to that achieved under standard
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Figure 5.6: J-V scans for conditions representative of (a) Jupiter and (c) Sat-
urn orbits, respectively. J-V scans taken under 1-sun AM0 illumination at
temperatures consistent with (b) Jupiter (135 K) and (d) Saturn (100 K).
conditions at room temperatures (∼ 11%). This retention of the PCE with the drop in Voc
is due to the increase in fill factor as compared to the room temperature measurements. A
simple single diode model [40] is fit to the reverse J-V data to extract the fill factor, which
gives ∼ 66% at 300 K under 1-sun AM0, ∼ 72% for Martian orbit conditions, ∼ 75% for
Jupiter orbit conditions, and ∼ 77% for Saturn orbit conditions, respectively. Despite the
initial degradation seen in these devices due to transit, the preservation of the PCE under
LILT conditions appears promising, and implies that any damage to the solar cell structure
that might occur while traveling to the mission location may be inconsequential once under
LILT conditions.
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Similar to the J-V characteristic taken under Martian orbit conditions, the J-V scans
shown in Figure 5.6 (a and c) also show an increased barrier to majority current transport at
forward bias, consistent with an increased effective barrier due to the low thermal energy
(kBT ∼12 meV) of the photogenerated carriers. In comparison, a large reduction in fill factor
is evident in the J-V scans in Figure 5.6 (b and d), taken under 1-sun AM0 illumination at
135 K, and 100 K, respectively. This reduction in fill factor also suggests the presence of
an intensity and temperature dependent barrier, which obstructs high current flow (large
photocurrent at high intensity, or at forward bias) at low temperatures. As discussed above
in relation to the PL measurements, at lower temperatures both the current saturation
at forward bias and the loss in fill factor under 1-sun AM0 illumination observed here is
attributed to a parasitic barrier at the FAMACs/SnO2 interface. While other interfaces, such
at perovskite/spiro-OMeTAD [202], [203] and spiro-OMeTAD/MoOx/Al [204], have shown
similar nonideal contributions to early devices, here the reduction in the blue region of the
EQE with temperature (Figure 5.3 (b)) and the behavior of the bias dependent EQE and PL
(as discussed below) point to a barrier (likely the FAMACs/SnO2 interface) at the top of the
device.
A qualitative discussion of this behavior is pictorially represented in Figure 5.7, where
the band structure for the ideal case (a), for the case including a parasitic Schottky barrier
at the aforementioned interface at 0V (b), and including the same barrier at forward bias
(c) are shown, respectively. With the addition of this barrier, at open-circuit conditions
(Figure 5.7 (b)) the carriers that pass this barrier do so by thermionic emission. Therefore,
at higher temperatures (T > 263 K), the effect of this barrier is minimal. However, at lower
temperatures, the thermionic emission rate is reduced, and the thermal energy (kBT ) of the
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Figure 5.7: Schematic of band offsets of the device in the (a) ideal case, (b) at
zero bias, and (c) at forward bias conditions. (d) Intensity dependent reverse J-V
scans of a FAMACs perovskite solar cell. As intensity, and thus photocurrent,
increases, the generated current cannot pass the barrier easily, and resistance
increases.
carriers is diminished, which results in a more effective barrier to carrier transport. This
parasitic barrier increases under forward bias conditions, as the Schottky barrier acts as a
diode opposite in orientation to the main diode, and thus is essentially reverse biased. This
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results in inhibited majority current flow at forward bias, and thus current saturation, as
observed in Figure 5.6 (a and c).
This model of a Schottky barrier at the FAMACs/SnO2 interface can also be used to
understand the device behavior under illumination at different intensities. In addition to
limiting the majority current flow, this barrier will also serve to limit the current flow that
comes from the extraction of the photo generated (minority) electrons. At low temperature
where the thermionic emission process is inefficient and the effective barrier height is largest,
large photo generated current extraction is limited. If the photocurrent produced in the
absorber exceeds the thermionic emission rate, minority electrons will see a large effective
resistance at the interface of interest. This large resistance results in the reduction of fill factor
in the light J-V curves at low temperature and 1-sun AM0 intensity, as seen in Figure 5.6 (b
and d).
If the photogeneration rate (Gr) is lower than the thermionic emission rate (TEr) for
that temperature, for example at the low intensities in Figure 5.6 (a and c), then this large
resistance is not observed and the fill factor recovers. Thus, advantageously for the current
devices, much greater carrier extraction efficiency is achieved under low intensity at low
temperature, as would be encountered on missions to Jupiter and Saturn. Indeed, the shift
from Gr < TEr to Gr > TEr, and associated increased resistance and loss in fill factor is seen
in the intensity dependent J-V data taken at 135 K, shown in Figure 5.7 (d).
5.2.3 Bias Dependent EQE and PL
As described above, the applied bias can effectively modulate the size of this parasitic barrier
at the SnO2/FAMACs interface. Thus, bias dependent EQE and PL measurements were
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Figure 5.8: (a,c) EQE taken at short circuit and maximum power conditions,
for 100 K and 280 K, respectively. (b,d) Bias dependent PL spectra acquired
at 100 K and 270 K, respectively. The insets show the J-V characteristic
taken under the monochromatic illumination conditions, and points plot the
same biases as the relevant PL spectra. Reprinted (adapted) with permission
from C. R. Brown et al., “Potential of high-stability perovskite solar cells for
low-intensity-low-temperature (LILT) outer planetary space missions,” ACS
Applied Energy Materials, vol. 2, no. 1, pp. 814–821, 2019. [Online]. Available:
https://doi.org/10.1021/acsaem.8b01882. Copyright 2019 American
Chemical Society
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performed in order to further investigate this barrier on carrier collection and radiative
recombination. The EQE at 100 K is shown in Figure 5.8 (a), at zero bias (Jsc) and at the
max power bias for 1-sun AM0 illumination (Vmp = 0.34V). The predominant loss mechanism
in the EQE appears to be reflectance due to the absence of an anti reflective coating (ARC).
At the maximum power point, a slight reduction in the blue region of the device is observed,
consistent with the location and postulated behavior of the FAMACs/SnO2 interface under
forward bias. The increased barrier under forward bias serves to increase carrier recombination
losses in the absorber, resulting in lower EQE.
Further evidence of this barrier and its role in increasing recombination is observed in the
bias dependent radiative recombination (PL) at 100 K shown in Figure 5.8 (b). At this low
temperature, the effective barrier is large, and the change in radiative efficiency observed
with applied bias is small, reflecting the robust barrier to separation of charge carriers under
these conditions. This barrier is also seen in the reduced fill factor of the J-V curve measured
under the monochromatic excitation of the laser in the inset of Figure 5.8 (b).
As the temperature increases, the increased thermal energy and higher thermionic emission
rate allow more electrons to bypass the barrier at the FAMACs/SnO2 interface. Therefore,
applied biases at higher temperatures should have a greater influence on the barrier height
and the carrier transport. The EQE and PL at 270 K shown in Figure 5.8 (c and d) both
show greater variability of signal with applied bias compared to the 100 K measurement.
Indeed, at forward bias, a large reduction in the blue portion of the EQE indicates possible
loss due to recombination, and the large increase in PL indicates that this recombination is
likely radiative, and influenced by the increased carrier confinement of the barrier rather than
the degradation of the perovskite absorber. While this barrier is problematic and introduces
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losses for devices at AM0, the strong radiative recombination indicates the absorber retains
quality, and under LILT conditions (especially Jupiter and Saturn orbits), FAMACs based
solar cells appear to retain their high room temperature PCE.
5.3 Conclusion
FAMACs absorber based perovskite solar cells were studied under conditions relevant for
deep space missions. The stability of this system was supported by absence of a clear phase
transition in the temperature dependent PL and retention of crystalline cubic structure
throughout the temperature range measured. Absence of hysteresis under LILT conditions
gave further credence to the stability of this system under these extreme conditions. Strong
photoluminescence was observed from 4.2 K to room temperature, with temperature quenching
giving an exciton binding energy of∼ 15-30 meV. A fit to the temperature dependent line width
indicated that electron-LO phonon processes dominate the thermal broadening of the system.
Evidence of an unintentional and parasitic barrier is observed in bias dependent measurements
of PL and EQE, as well as in temperature dependent EQE and J-V measurements, suggesting
that some portion of the binding energy may be due to carrier localization at an unintentional
barrier at the FAMACs/SnO2 interface. while this barrier limits photovoltaic performance
under 1-sun AM0 conditions at high and low temperatures, it appears to have little effect
under low temperature and low intensity conditions (LILT). This is likely due to the decreased
minority carrier generation rate which is less than the thermionic emission rate that determines
carrier extraction over the barrier. Along with their stability as evidenced by the PL, these
devices retain high performance under LILT conditions, despite degradation during transit
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and unintentional barrier formation. Despite these promising results, increased recombination
losses undoubtedly limit the Voc and assessment of pristine devices under LILT conditions
is require to determine the optimum performance in these challenging environments. Such
measurements are currently underway, along with proton irradiation of devices under LILT
environments.
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Chapter 6
Study of type-II InP/InAlAs Quantum Well Solar Cells
Similar to other studies here, InP based solar cells have shown advantages in weight savings
and in radiation tolerance compared to silicon and GaAs photovoltaics [205]. Additionally,
some studies have shown increased radiation tolerance when including quantum confinement
structures like quantum dots or quantum wells [124], [206]–[208]. type-II InP/InAlAs Quantum
Well (QW) solar cell devices are investigated here using J-V, EQE, PL and PR. This system
was chosen for it simplicity, and to also investigate hot carrier effects in type-II QW systems,
which have shown remarkable effects in various studies [105], [209]–[212]. In the scope of this
work, the hot carrier effects will not be covered, due to a number of factors.
6.1 Experimental Methods
Two sample structures were investigated here (plotted in Figure 6.1), one with a single
quantum well, and one with five quantum wells. The structures grown were by metal-organic
vapor phase epitaxy (MOVPE) at NanoPower Research Labs in a NIP device structure to
provide an electric field to help extract photogenerated minority carriers. InAlAs layers
were grown at a composition lattice matched to the InP. The n and p layers were doped at
8.4 × 1017 cm-3 and 9.6 × 1017 cm-3, respectively. The layer beneath the quantum well was
adjusted so that both structures have the same amount of i-InAlAs in the active layer. An
InP capping layer was used to prevent oxidation of the InAlAs layers in atmosphere. The
majority of the initial studies presented here are limited to the single quantum well structure,
due to the relative simplicity of this device.
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Figure 6.1: Sample schematic for the QW solar cell devices studied here. (a)
Single QW structure. (b) 5 QW structure.
In cases where the InP cap was removed to investigate deeper layers, an etch selective to
InP over InAlAs was used. The etch formula used was a 1:1:2:10 mixture of hydrochloric
acid, phosphoric acid, acetic acid, and water, respectively.
PL, J-V, EQE, and PR measurements were performed as described in Chapter 2, where
the excitation wavelength used for PL and PR was 632.8 nm.
6.2 Experimental Results and Discussion
6.2.1 Temperature Dependent Photoluminescence
Figure 6.2 (a) shows the spectra acquired from the single QW sample at various temperatures.
These spectra display numerous features, which shift and broaden with temperature. The
highest energy feature corresponds to the InAlAs barriers (P1), which initially shifts to higher
energy indicating some localization, followed by a conventional redshift behavior at higher
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temperature [25]. Other lower energy features (P2 and P3) are related to the InP QW and/or
interfaces between the InP and the InAlAs, and will be discussed further below. Assignment
of these features is non-trivial since the main peak lies below the expected band gap energy
of bulk (direct) InP, as can be seen when comparing the peak position to the dotted line
corresponding to InP. Moreover, quantum confinement in the InP QW should lead to states
that increase the emission energy, as shown by the E1 and E2 states that were calculated for
this QW structure.
Figure 6.2: (a) Temperature dependent PL spectra from 4.2 K to 295 K of a
single QW sample with the InP cap removed. Dotted lines show approximate
transition energies at 295 K for InAlAs, InP, and the first two transitions of an
InP/InAlAs QW calculated by NRL Multibands [213], corresponding to (b). (b)
Band diagram and calculated energies of an InP/InAlAs QW. (c) Band diagram
and calculated energies of an InP/InAlAs QW, with an additional 0.3 nm InAs
layer at one of the interfaces.
116
This discrepancy is most likely resolved when accounting for additional layers that
unavoidably form at the InP/InAlAs interfaces in the material [214]–[217]. As InP and
InAlAs do not share cation or anion, (even at a perfect interface) an unintentional layer of
InAlP and/or InAs will form, which depends upon the growth direction [217]. Modeling
of the QW structure at 300 K was performed with k · p calculation using NRL Multibands
[213], which shows in Figure 6.2 (b) that even a thin layer of InAs significantly affects the
QW transition energies. As the QW thickness used in this structure is small (2 nm), even a
single monolayer of InAs has an appreciable relative thickness in comparison, and provides
additional confinement for both holes and electrons in this structure [217]. More evidence
for this additional (type-I) offset is provided in the temperature dependence of the PL.
Most type-II systems have limited luminescence at higher temperatures, since carriers are
spatially separated, and thus the recombination efficiency is poor. In these samples, significant
luminescence is present even at room temperature, indicating structures that contribute to
carrier localization even at higher temperatures. Therefore, the lowest energy feature (P3), a
shoulder or additional peak in the temperature dependence PL, is likely related to the type-II
InP/InAlAs interfaces. As the cap, well, and substrate are InP, and the barrier material
is InAlAs, these interfaces are not only located at the QW, but are throughout the entire
device, and likely contribute to the radiative recombination. A feature in between the two
main peaks is also visible (P4), though this feature does not appear in other measurements,
and is not focused on here.
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Figure 6.3: (a) Excitation power dependent PL spectra of a single InP/InAlAs
QW sample, with the InP cap removed. Features are labeled as P1, P2, and P3,
with P3 showing a significant blueshift with increasing power. (b) Integrated
intensity of the Gaussians fitted to each feature plotted with respect to incident
power on a log-log plot. Linear fits to the intensity dependence give the extracted
k parameters displayed in the table.
6.2.2 Excitation Power Dependent Photoluminescence
Excitation power dependence measurements (plotted in Figure 6.3 (a)) were performed on
a sample which had the InP cap removed, in order to better understand the nature of the
features observed in the PL. The lowest energy feature (P3) shows a significant shift in energy
with increasing power, as well as an increase in relative intensity as compared to the other
features/transitions. The PL spectra is fitted with multiple Gaussians to assess the behavior
of. The integrated intensity extracted is plotted in a log-log plot in Figure 6.3 (b). Each
feature is fitted to a power law, as outlined in Chapter 2, where the extracted k-parameter is
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indicative of the recombination mechanism. For all three peaks, the extracted parameter is
greater than one, indicating either excitonic or band-to-band recombination, rather than any
defect related recombination. P1 and P2 both display very similar behavior to each other (k
= 1.103 and k = 1.122, respectively), while P3 has a larger slope (k = 1.476), suggesting a
difference in the recombination for this process. Additionally, only the lowest energy peak
shows a significant shift in energy with power.
Figure 6.4: (a) Peak energy position of each Gaussian fitted to the features
in Figure 6.3 (a), plotted with respect to incident power. All three panels are
plotted over the same range (60 meV), showing a significant shift in the energy
of Peak 3. (b) Schematic illustration of the triangular wells that form due to
the band bending at type-II interfaces. Increasing excitation power results in
state filling in these wells, and a resulting blueshift in the energy of the PL.
The peak energy position of each Gaussian is plotted with respect to power1/3 in Fig-
ure 6.4 (a). Here, each panel is plotted over the same range (60 meV), where the lowest
energy peak shows a considerable shift, and the first two peaks show little change in com-
119
parison. In addition, when this shift is plotted with respect to power1/3, a linear behavior is
observed, which has been associated with type-II recombination [218], [219]. The generally
accepted mechanism behind this blueshift with power is schematically illustrated in the
inset (Figure 6.4 (b)), where band bending at bulk interfaces produces triangular wells for
carriers. As incident power increases, the photogenerated carriers begin to fill the lower
states in these wells, and the emission shifts to higher energy. A slight decrease in energy at
the lowest powers is also evident for the second peak. These data confirm P1 and P2 are
direct recombination mechanisms, while P3 is related to a type-II transition at InAlAs/InP
interfaces in this structure where quantum confinement does not exist to raise the energy.
6.2.3 Temperature Dependent Photoreflectance
To further investigate the various transitions in these samples, temperature dependent
photoreflectance was performed on both the single quantum well, and the 5 quantum well
sample. Waterfall plots of the photoreflectance for the single quantum well and the 5 quantum
well sample are shown in Figure 6.5 (b) and (c) respectively. A comparison of the PL and PR
of the single QW sample at 77 K is shown in Figure 6.5 (c), where good correlation between
features from the different measurements is observed. Photoreflectance is a useful tool here,
as we are able to probe the band structure of the material without direct interference from
defect states and other non-idealities that show emission in the PL. This therefore helps to
determine more fully the transitions contributing to the PL spectra.
The highest energy feature in the PR, visible in both the single and 5 quantum well samples,
matches well with the first peak in the PL spectra and is due to the InAlAs barrier material
(P1 in previous section). This first feature shows a traditional red shift with temperature,
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Figure 6.5: (a) Comparison of the PR and PL spectra obtained from the single
QW sample at 77 K. (b,c) Waterfall plots of temperature dependent PR for the
single QW sample and the 5 QW sample, respectively. Temperature dependent
measurements of the single QW sample were only taken up to 175 K, as the
feature of interest (lowest energy feature) disappeared at that temperature.
which is consistent with the expansion of the crystal lattice [25]. The lower energy feature,
visible in both samples at low temperature, are related to the QW states (P2 in previous
section). In the single QW sample, this feature washes out quickly with temperature, due
to the limited absorption of the single 2 nm thick QW absorber. Interestingly, no feature is
immediately apparent that corresponds to the P3 peak in the previous section, likely due to
the low absorption of this type-II transition. In the PR taken of 5 quantum well sample (see
Figure 6.5 (c)), this lower energy feature is visible up to room temperature, and also follows
typical temperature dependence of III-V semiconductors. There are additional features at
low temperature in the 5 quantum well PR spectra, which may be additional states from the
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quantum well, interface states, or Franz-Keldysh oscillations. Further fitting of this data is
ongoing, to better understand these features.
6.2.4 Electrical Transport Measurements
Upon completion of spectroscopy measurements, the samples were processed into solar
cells using standard III-V fabrication techniques. Temperature dependent J-V and EQE
measurements were performed to illuminate details about the carrier collection and absorption
of this structure. EQE measurements are plotted in Figure 6.6 (a), along with the PL spectra
of the single QW sample taken at 77 K. In comparing the EQE (olive green curve) and PL at
77 K, good agreement is observed between the location of the InAlAs peak, and the main
absorption edge, located around 800 nm. Emission from the QW is observed around 950 nm,
which corresponds to a slight increase in absorption in this region. This limited absorption is
expected, as there is only a single 2 nm quantum well present, though higher carrier collection
is expected from the thicker layers of the InAlAs. This may indicate insufficient window
etching of the InP cap. The low EQE observed along with the presence of strong luminescence
at all temperatures indicates large recombination losses, and limited carrier extraction. This
suggests carrier localization is dominant in the current structure.
The temperature dependence of the EQE shows an increase in the InAlAs and the InP
QW regions as the temperature is reduced, with the majority of the increase occurring in
the InAlAs region. Further evidence of this temperature dependent behavior is observed in
the J-V measurements taken under AM0 illumination and in the dark, shown in Figure 6.6
(b and c), respectively. A clear increase of Voc and Jsc is observed as the temperature is
reduced, matching well with the EQE results. The dark J-V characteristics show a reduction
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Figure 6.6: (a) Comparison of EQE and PL data from the single QW sample,
showing good agreement between peaks in the PL and absorption edges in the
EQE. The PL shown here was acquired at 77 K. (b) Light and (c) Dark J-V
measurements of a single QW device, showing an increase in Voc, Jsc, FF , and
a reduction in dark current with decreasing temperature.
in dark current as temperature is decreased. In these samples, the quantum well is placed in
an NIP structure to provide an electric field to sweep photogenerated carriers. In this case,
the well is thin and shallow, and therefore thermally generated carriers in the influence of
the internal field are able to easily pass the well at higher temperatures, producing higher
dark current and smaller shunt resistance. As the temperature and thermal energy of the
carriers is decreased, the well becomes more effective at confining carriers which increases the
luminescence, but also decreases the dark current by limiting shunting, and increases the
collection efficiency. Further evidence to support this analysis is the increased carrier leakage
at higher reverse bias indicating larger direct tunneling under these conditions.
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6.3 Conclusion
In summary, an InP/InAlAs QW structure was investigated using PL, PR, EQE and J-V
measurements. A number of different features were observed in the PL spectra, which were
determined to be related to the InAlAs barrier material, and the InP quantum well. PL
emission energies were observed to be lower than expected, which may be due to additional
unintentional InAs and/or InAlP layers. Power dependent PL measurements gave evidence
for a type-II transition, related to the QW and/or other interfaces in this structure.
PR measurements show features related to the barrier material and the QW, but no
evidence of the type-II transition observed in the power dependent PL. Absorption edges
of the QW and barrier material correspond well to the associated peaks in the PL spectra.
Finally, J-V measurements show photovoltaic behavior, though this is restricted by the
limited absorption of the single thin QW absorber and large shunt currents across the active
region. This results in better photovoltaic performance at lower temperature, where transit
across the well is more limited by the thermal energy of the carriers. Further investigation
of this system with high power monochromatic illumination and with high energy particle
irradiation will help determine this system’s effectiveness in space applications.
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Chapter 7
Summary and Future Work
In this dissertation, several different photovoltaic technologies have been investigated for use
in space, where radiation and extreme conditions can pose problems for solar power. While
one study presented here focused on improving traditional multijunction solar cells, others
have focused on thin film technologies, which have the potential to be less expensive, light
weight, and flexible, though are less efficient. These attributes may allow for deployable
photovoltaic arrays compatible with the smaller CubeSat and SmallSat form factors. With
the rapidly changing technological landscape of the day, the satellite market is turning to
cheaper short-life satellites that can be replaced more often. The studies here have focused
not only on applications around Earth, but also for missions to Mars, Jupiter and Saturn.
In addition to the standard photovoltaic testing methods, the studies presented here
have also subjected devices to high energy radiation and investigated performance under low
intensity and low temperature. High energy particle bombardment is common to all space
missions and is particularly intense in the belts around planets with magnetic fields, like
our own Earth and to a greater extent, Jupiter. The damage accumulated from radiation
exposure results in loss of power conversion efficiency over the lifetime of the solar array.
However, some materials and even structures, show different susceptibilities to this damage,
which is why the devices studied here undergo this testing. Further, the outer planets extreme
distance from the sun results in low incident light received, and thus low temperatures are
experienced. These low intensity and low temperature conditions can illuminate barriers and
other non-idealities not experienced under standard conditions, requiring testing.
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In Chapter 3, a UV-activated hydrogenation process is investigated for use in improving
the material quality in GaInNAs solar cells. This 1 eV band gap material has been under
study for a number of years as an additional junction in epitaxially grown multijunction solar
cells destined for space. Previous studies of this process showed improvement in GaInNAs
based solar cells, though some non-ideal features in the PL remained. Here, optical samples
were studied via photoluminescence spectroscopy, to better understand the effect of hydrogen
on this system. Temperature dependent measurements after hydrogenation showed the
complete removal of the characteristic ‘s-shape’ in the peak energy dependence. This ‘s-shape’
is common in the GaInNAs system and reflects emission at lower energy than the band
gap, usually related to carrier localization by alloy fluctuations, isoelectronic centers, and/or
other defects. Here, it is believed that the carrier localization feature is the result of alloy
fluctuations driven by nitrogen, as a recent DFT study showed indium to be relatively
unaffected by hydrogen. Though this lower energy emission in the hydrogenated sample was
reduced, it was not eliminated, illustrating the need for a higher hydrogen dose. Density
functional theory calculations were performed, highlighting additional states forming as a
result of nitrogen introduction, and movement of these states upon the formation of N-H
clusters with hydrogenation. These N-H clusters also moved the fermi level closer to the
conduction band, indicating donor effects.
Further studies into the effect of the hydrogenation on the doping were performed on n-
and p-type optical GaInNAs samples. Significant changes in the PL spectra of the p-type
sample were observed upon hydrogenation, while relatively little change was seen in the
n-type sample. This is attributed to the donor nature of the N-H complexes formed, and the
126
effect of the p-type dopants in depleting electron traps. Further measurements on Hall and
Schottky diode samples are underway in order to confirm these findings.
An initial radiation study on a GaInNAs solar cell was then performed. PL and EQE
measurements after irradiation show evidence of a shift in the band gap, likely due to the
relaxation of strain in the material by the high energy particle bombardment. A loss in
EQE was observed, though J-V characteristics showed little change, and even improvement.
These unusual effects are believed to be systematic in nature, and further investigation are
underway in order to confirm these suspicions. Additional experiments are also planned to
further probe the radiation tolerance of this system, and to determine the area of relaxation
in the device.
Chapter 4 details the investigation of commercial Cu(In,Ga)Se2 solar cells on a flexible
stainless steel substrate for use in deep space missions. Initial studies began with PL studies
on absorber and solar cell material, which showed evidence of shallow defects in the region
of the bulk CIGS band gap, though these defects appear to not significantly affect solar
cell performance. Studies of rapid thermal annealing of CIGS solar cells with different
temperatures showed a complete reversal of the diode characteristic. This unusual behavior
is assigned with the formation of a barrier or reverse diode, possibly close to the molybdenum
back contact. These initial studies suggested that higher temperature annealing in forming
gas is not beneficial for these devices, though further investigation is needed to determine the
mechanism behind the unusual J-V characteristics.
Pristine CIGS devices were then subjected to temperature dependent J-V measurements,
where a cross-over in the light and dark J-V curves gave evidence of some barrier in the device,
and unusual temperature dependence of the Jsc is associated with unfreezing of metastable
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defect states. A thermal cycling experiment was performed, which showed no obvious sign
of problems with the thermal stress. Performance of these devices under LILT conditions
consistent with orbits of Mars, Jupiter and Saturn were reported, for devices in the as grown
or relaxed configuration and in the light-soaked configuration. An inflection point in the
forward bias regime past Voc was shown, and is associated with a photo-activated barrier,
perhaps at the CdS/CIGS interface or the back contact. Finally, CIGS devices were irradiated
with high energy protons, where degradation was observed, consistent with previous results.
Self-healing of the irradiated devices under elevated operating temperatures was reported.
Further investigation of the effect of the metastable behavior in CIGS on LILT performance
is underway, with experiments in intensity dependence, electroluminescence and irradiation
energy dependence.
Chapter 5 reports the investigation of high-stability triple cation (Formamidinium, Methy-
lammonium and Cesium, known as FAMACs) based perovskite solar cells for use in deep
space missions. PL measurements of the FAMACs layer were reported, which showed no
clear signs of phase changes at low temperature, indicating good stability. The broadening
behavior of this PL was investigated, and the majority of the broadening was associated with
LO-phonon processes, consistent with the polar nature of the FAMACs perovskite. Tempera-
ture dependent J-V measurements were reported, and poor performance was observed at low
temperature. Additionally, hysteresis was observed only at higher temperatures, and it was
postulated that the mechanism was frozen out at low temperatures. Interestingly, devices
measured under both low intensity and low temperature had performance comparable to
room temperature. This behavior was associated with a temperature and intensity dependent
barrier, unintentional to this system and likely at the SnO2/FAMACs interface. Further bias
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dependent PL and EQE measurements were put forth, which gave evidence for this barrier
to be mediated by thermionic emission. Thus, this barrier, which is large compared to the
thermal energy of the carriers at low temperature, can only pass small amounts of current
without creating large resistances. While this barrier was unintentional, the recovery of the
PCE under LILT conditions showed the potential of these systems in deep space conditions,
and its ability to weather unavoidable degradation. Higher performance perovskite devices are
under investigation now, with plans for irradiation studies. Investigations are also underway
on different iterations of the device structure, and encapsulation methods.
In Chapter 6, an initial investigation of InP/InAlAs QW solar cells is described. PL
spectra were shown, where a number of features were observed, and assigned to the InAlAs
barrier material, the InP QW, and type-II interfaces at the QW and/or other interfaces in this
structure. Modeling of the QW transitions was done in NRL Multibands, and showed higher
energies than were observed in the PL spectra. This discrepancy was theorized to be due
to unavoidable thin InAs or InAlP layers at the InP/InAlAs interfaces of the QW. Signs of
limited absorption and large dark currents were observed in the J-V and EQE measurements,
both of which were assigned to the thin, shallow nature of the QW in the device investigated.
Radiation studies of this system are planned to compare the radiation tolerance with other
more established systems.
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Appendix A
Basic Programming for Data Acquisition
A.1 C# programming basics
Most of the data acquisition is performed by programs written using C#.NET in Microsoft
Visual Studio. A windows forms application is created, and then buttons, dialog boxes, charts,
and other GUI tools can be placed in the program window. Each of these GUI tools requires
a specific name, and creates code linked to the object. If/then statements, while loops, for
loops, and other standard programming methods can then be used for generating the proper
user interface, and for collecting, displaying, and saving data.
As most older scientific equipment comes standard with a GPIB interface, it is imperative
to understand how to use this communication standard. Programming for GPIB instruments
in C#.NET begins with the installation of a code interface library. The National Instruments
Virtual Instrument Software Architecture (NI-VISA) provides an interface which is consistent
between GPIB, USB, Ethernet, and other types of communication. In our case, the appropriate
software typically accompanied the drivers for a GPIB-USB adapter, and can be found on
either the National Instruments or Keysight (formerly Agilent) websites.
Once the NI-VISA software is installed, simple communication with the instrument can be
initiated through the software, sometimes referred to as Interactive I/O. This simple method
of sending commands and reading the response is useful for testing, and is similar to how the
windows forms application will work with the instrument. Most scientific instruments have a
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portion of their manual dedicated to programming and the types of commands that can be
issued.
In order to access the NI-VISA commands, the appropriate reference will need to be
included in your C#.NET project. Then a message based session can be defined, and opened
at the proper GPIB address that is set on the instrument. With the session open, the program
can now write commands to the instrument, and read the responses. Example code for
opening a session, writing to the instrument, reading the response, and closing the session is
shown below.
us ing Nat iona l Instruments . VisaNS ;
//Opening VISA s e s s i o n
p r i va t e MessageBasedSession mySession ;
//Connecting to instrument
//Open Message Based VISA s e s s i o n
try
{
mySession = (MessageBasedSession ) ResourceManager . GetLocalManager ( ) .
Open(MyGlobals . mySession ) ;
}
catch ( Inva l idCastExcept ion )
{
MessageBox . Show( " Resource s e l e c t e d must be a message−based s e s s i o n " ) ;
}
catch ( Exception exp )
{
MessageBox . Show( exp . Message ) ;
r e turn ;
}
//Writing to the instrument
try
{
mySessions . Write ( "COMMAND HERE" ) ;
}
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catch ( Exception exp )
{
MessageBox . Show( exp . Message ) ;
}
//Reading from instrument − usua l l y i nvo l v e s a prev ious wr i t e command
// In t h i s case a s t r i n g i s read , and parsed to a double
new double value ;
t ry
{
mySession . Write ( "READ COMMAND HERE" ) ;
Double . TryParse ( mySession . ReadString ( ) , out value ) ;
}
catch ( Exception exp )
{
MessageBox . Show( exp . Message ) ;
}
// Clos ing the s e s s i o n
mySession . Terminate ( ) ;
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