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Resumen: 
Este artículo desarrolla y describe un modelo para un sistema reco-
mendador de productos en empresas de alquiler de películas. Al apli-
carlo sistemáticamente, caracteriza los clientes y permite conocer sus 
tendencias de manera oportuna, veraz y fiable. Para ello se utiliza la 
metodología de redes neuronales artificiales y la teoría de la resonancia 
adaptativa, ya que la flexibilidad implícita de adaptarse a las necesidades 
corporativas incrementa la eficiencia de las transacciones en el ámbito 
de las aplicaciones web. Se usa la base de datos de contenidos de alqui-
ler electrónico de películas vía web The Netflix Prize. La validación y 
simulación del modelo se codifica en MatLab®. 
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Abstract: 
This paper develops and describes a model for 
characterizing customers and product recom-
mender system in movie rental companies, 
so that, when applied consistently, allows to 
know the trends of users in a timely, accurate 
and reliable. To do this, we use the methodol-
ogy of artificial neural networks and adaptive 
resonance theory, because its implicit flexibil-
ity to adapt to business needs increases the 
efficiency of transactions in the field of web 
applications. Use the database The Netflix 
Prize, and the validation and simulation was 
coded in MatLab ®.
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1. Introducción
En el entorno del empresariado colombiano, el 
comercio electrónico es una opción segura, en 
la medida que se invierta en recursos técnicos, 
físicos y humanos, así como en asumir estra-
tégicamente esta herramienta para aumentar 
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la capacidad de competir en un mercado cam-
biante que se sustenta en las nuevas tecnolo-
gías de la información y la comunicación [1]. 
Los sistemas de recomendación (RS) se han 
desarrollado para tratar de reducir parte del 
problema de la sobrecarga de información que 
se produce en la red. Basan su funcionamien-
to en un filtrado colaborativo (CF), proceso 
que ofrece recomendaciones personalizadas a 
usuarios activos de sitios web, en los diferen-
tes elementos (productos, películas, fiestas, 
etc.) que pueden estar clasificados [2-4]. 
La generación actual de los métodos de reco-
mendación se clasifica en las siguientes tres 
categorías principales: basados en el conte-
nido, basados en colaboración y los enfoques 
híbridos de recomendación [5]. Entre las téc-
nicas principales de los sistemas de recomen-
dación, la de perfiles de usuario constituye la 
base. Al mismo tiempo, el trabajo en el mun-
do académico y la industria, desde la aparición 
de los sistemas de recomendación, se ha cen-
trado en la creación de perfiles de usuario. La 
personalización de e-commerce utiliza la inten-
ción de una compra, hecha por un cliente en 
una aplicación de comercio electrónico, como 
información contextual [6-7]. Diferentes in-
tentos de compra pueden dar lugar a diferen-
tes tipos de comportamiento. 
Para hacer frente a las distintas intenciones 
de compra, es menester construir un perfil 
de cliente independiente para cada compra del 
contexto, y estos perfiles separarlos para ser 
utilizados en la construcción de modelos inde-
pendientes que predigan el comportamiento 
del cliente en contextos específicos y para seg-
mentos específicos de clientes. Dicha segmen-
tación contextual de los clientes es útil, porque 
da lugar a mejores modelos de predicción a 
través de diferentes aplicaciones de comercio 
electrónico [8]. Actualmente se desarrollan al-
ternativas que buscan mejorar la predicción a 
través de elementos como la web semántica, 
la cual hace uso de agentes inteligentes para 
responder de mejor manera a los requerimien-
tos de búsqueda de los usuarios. La web 3.0 
integra de manera inmediata este concepto, 
con el fin de mejorar la calidad de los servicios 
que provee el modelo de comercio electrónico 
business to business (B2B) en el comercio elec-
trónico, además de otros servicios [9-10].
Este artículo desarrolla y describe la construc-
ción de un modelo de sistema de recomenda-
ción que clasifica la información de entrada, 
para crear una recomendación de producto, 
aplicado a la industria de contenidos [11,12], 
utilizando como agente inteligente el concepto 
de red neuronal artificial, y específicamente la 
teoría de la resonancia adaptativa. El texto se 
organiza así: en primer lugar se estudian los 
antecedentes teóricos de la resonancia adap-
tativa y la ART 1 [13-15]. Luego se describe 
la construcción del modelo: requerimientos, 
parámetros de información, arquitectura de 
red, entre otros. Posteriormente, se define el 
algoritmo alternativa, y luego se estructura la 
validación y simulación del modelo [16]. Final-
mente, se exponen los resultados. 
2. Antecedentes
2.1. Teoría de la resonancia adaptativa 
Esta teoría, expuesta por Carpenter y 
Grossberg en 1987, presenta un diseño de 
tipología de red con el fin de dar respuesta a 
la necesidad de un modelo que fuera lo sufi-
cientemente estable como para preservar el 
aprendizaje pasado más significativo, y a su 
vez ser lo bastante flexible y adaptable para 
incorporar nueva información relevante si 
apareciera, dando solución a lo definido como 
el dilema de estabilidad-plasticidad [17,18].
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En el anterior sentido, el diseño de las redes 
ART, combinado con la ley de aprendizaje 
bottom-up y la ley de aprendizaje top-down, 
dota a los sistemas con la capacidad de adqui-
rir conocimiento a partir de la experiencia, 
donde los conceptos son creados de forma 
ascendente o bottom-up; es decir, en la me-
dida que ingrese la información, el sistema 
establece una relación causa-efecto que se 
almacena en la memoria, indicándose si la 
información entrante ha favorecido o dificul-
tado la consecución y el grado de logro de la 
meta. Esto por medio de una señal top-down. 
Si la nueva información favorece el logro de 
la meta, la señal es emitida para fomentar el 
almacenaje en la memoria de la nueva infor-
mación. En caso de dificultar el logro, esta in-
formación es desestimada y, por lo tanto, no 
se emite señal alguna. 
También se contempla el caso en donde, si se 
realizara una acción y se pasase a un estado 
desconocido, se almacena la información que 
represente este nuevo estado y se crea una re-
gla que represente las condiciones necesarias 
para pasar a ese nuevo estado [19].
2.2. ART 1
La arquitectura de la red ART 1 (ver figura 
1) consta de un elemento F1 con N neuronas,
cuyo número corresponderá con la dimensión 
de los patrones de entrada; y un elemento F2, 
que es una red competitiva multiplicativa de 
tipo on-center,1 off-surround,2 con un número 
de neuronas que puede crecer a medida que 
aumenta la cantidad de información que está 
almacenando el sistema, representando cada 
neurona de este nivel una categoría.
1  On-center (centro excitatorio) se refiere al proceso de reali-
mentación positiva realizado por la neurona, que envía señales 
excitadoras a sí misma y a las vecinas próximas.
2  Off-surround (periferia inhibidora) se refiere al proceso dual, 
por el cual la neurona envía señales inhibitorias a las neuronas 
más lejanas.
Esta red se encuentra compuesta de dos ni-
veles, unidos entre sí por un módulo instar 
y un outstar. El modulo instar hace corres-
ponder un estado de activación del nivel F1 
con la activación de una neurona del nivel F2, 
mientras que el outstar es el dual del instar. 
Así, cuando se active una neurona en F2, este 
responderá con un estado de activación en F1 
en el patrón asociado a esa neurona, por lo 
cual en el módulo instar el contenido accede a 
la memoria, mientras que en el outstar la me-
moria accede al contenido. En la figura 2 se 
muestra un esquema de estos módulos.
El aprendizaje de la red ART1 se fundamenta 
en la regla de los dos tercios (2/3), la cual basa 
Figura 1. Arquitectura de la red art 1
Fuente: elaboración propia.
Figura 2. Módulos instar y outstar
Fuente: elaboración propia.
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el ciclo de comprobación de hipótesis y la au-
tosensibilización del aprendizaje de la red, en 
respuesta a un patrón de la entrada bottom-up. 
Las neuronas de F1 pueden ser lo suficiente-
mente activadas como para generar una señal 
de salida hacia otras partes de la red, iniciando 
el proceso de comprobación de hipótesis. 
El proceso de búsqueda de una neurona ade-
cuada de F2, solo termina cuando el prototipo 
concuerda suficientemente con la entrada, 
o cuando se selecciona una neurona que no 
había aprendido anteriormente. En este caso, 
se establece una nueva categoría, y los pesos 
top-down y bottom-up se adaptan siguiendo las 
reglas de aprendizaje respectivas.
3. Construcción del modelo 
Teniendo en cuenta que la aplicación del mo-
delo se limita a la industria de contenidos en 
el servicio de alquiler electrónico de películas 
para la compañía Netflix, vía web, partiendo de 
búsquedas con filtros en la base de datos de pe-
lículas y la selección por parte del usuario de 
uno de los resultados, esta compañía desarro-
lló una herramienta para predecir si el usuario 
disfrutaría una película, con base en calificacio-
nes anteriores de otras películas, con el fin de 
realizar recomendaciones personales y parti-
culares de acuerdo al gusto de aquel. 
Dado que el enfoque que la compañía aplica se 
basa en la calificación que el usuario realiza de 
la película, es frecuente que los usuarios no ca-
lifiquen a conciencia, e incluso que no realicen 
dicha calificación, estableciéndose así un error 
del sistema utilizado, razón por la cual en bus-
ca de otras perspectivas y métodos se lanzó el 
concurso The Netflix Prize, donde se suminis-
tra información de los usuarios, los títulos de 
películas disponibles, su año de lanzamiento 
y el código interno, con el fin de que equipos 
de investigación puedan validar sus modelos y 
métodos, obteniéndose así herramientas útiles 
para la predicción de alquileres. 
3.1. Parámetros del modelo y métodos
3.1.1. Definición de los requerimientos de 
información según el alcance
Los atributos que presentan las películas pue-
den ir desde el género al cual pertenecen, 
hasta la descripción específica del reparto. Se 
determinaron tres (3) atributos básicos que 
permitirán, no solo aumentar la información 
brindada al cliente en el proceso de alquiler, 
sino también proporcionar una mayor descrip-
ción de la selección que aquel lleva a cabo. Los 
atributos más importantes y los cuales ayuda-
ran a generar una mejor recomendación son:
Primer atributo: género. Los géneros cine-
matográficos se clasifican según los elemen-
tos comunes de las películas que abarquen y 
aspectos tales como ritmo, estilo y el senti-
Tabla 1. Clasificación por género de película
Acción y aventura (01) Fe y espiritualidad (08) Intereses especiales (15)
Animación y animé (02) Extranjeros (09) Salud y deportes (16)
Niños y familia (03) Horror (10) Suspenso (17)
Clásicos (04) Independiente (11) Televisión (18)
Comedia (05) Música y musicales (12) Thriller (19)
Documentales (06) Romance (13) Estrenos (20) 
Drama (07) Ciencia ficción y fantasía (14)
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miento que busquen provocar en el especta-
dor. Algunos géneros a menudo son usados 
para formar subgéneros, y también pueden 
ser combinados para formar géneros híbridos. 
Con el fin de realizar una clasificación más 
amigable con el modelo, se decidió contem-
plar los géneros que se observan en la tabla 1. 
Segundo atributo: año. Los usuarios de este 
tipo de servicios realizan sus búsquedas con el 
fin de encontrar una película específica, usando 
como filtro el año de su estreno. Con el obje-
tivo de presentar esta información a la red, se 
crearon unas categorías, en las cuales estarán 
clasificadas las películas por año (tabla 2). 
Tabla 2. Categorías por año
1950-1960 (1) 1980-1990 (4) 2010-20XX (7)
1960-1970 (2) 1990-2000 (5)
1970-1980 (3) 2000-2010 (6)
Según sea necesario, se agregarán nuevas ca-
tegorías con intervalos de diez años.
Tercer atributo: clasificación de acuerdo 
con la edad. En vista de la abundancia de ma-
terial y de la gran accesibilidad que tienen este 
tipo de productos, es necesario crear una cla-
sificación que sirva como filtro en el momento 
de presentar los resultados de recomendación 
al usuario. Por ello se consideró la clasificación 
por edades como uno de los atributos más im-
portantes en el momento de la presentación 
de información a la red. Esta clasificación se 
ha tomado con base en la Asociación Cinema-
tográfica de Estados Unidos (MPAA, por sus 
siglas en ingles),3 la cual plantea las categorías 
que se presentan en la tabla 3.
3  Tomado de “What each rating means”, Motion Picture Asso-
ciation. Página oficial. Disponible: http://www.mpaa.org/ratings/
what-each-rating-means
Tabla 3. Clasificación por edades
G Apto para todo público (1)
PG Parte del material no es apto para niños (2)
PG13 Algunos materias pueden no ser aptos para niños menores de trece años (3)
R Los menores de edad requieren compa-ñía de un adulto (4)
NC17 No es apto para menores de edad;solo para público adulto (5)
3.1.2. Definición de los parámetros de 
información de entrada
Con el fin de facilitar la introducción y extrac-
ción de información de la red, se creó una co-
dificación que permite la identificación de una 
película específica, de acuerdo con los atribu-
tos presentados anteriormente. Esto permiti-
rá una manipulación de la información de ma-
nera más sencilla y eficiente. La codificación 
se realizara como se muestra en la figura 3.
En el tipo de red neuronal ART 1 se trabaja-
rá con información de carácter binario. Esta 
codificación permitirá representar la ubica-
ción del elemento uno (1) en un vector de 
información de entrada binario. Para ilustrar 
mejor esta representación tomaremos como 
ejemplo el anterior código. Este se represen-
ta vectorialmente así:
Figura 3. Codificación de los atributos 
de las películas
Fuente: elaboración propia.
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Código: 1020604
Código:[1 0 0 0 0|0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0| 0 0 0 1 0 0]
En donde las categorías estarán representa-
das de la siguiente manera:
Edad:[1 0 0 0 0]
Código:[0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0]
Año:[0 0 0 1 0 0]
De esta manera, se facilitará la identificación 
por parte del modelo de la categoría que crea-
rá o ya tiene creada la red.
3.1.3. Determinación de los parámetros 
necesarios según la red
Para el presente modelo y teniendo en cuenta 
que se desea que la sensibilidad del sistema 
para la creación de nuevas categorías no sea 
excesiva ni mesurada, el parámetro de vigi-
lancia tendrá un valor posible entre 60 y 100% 
(0,6 < ρ < 1,0). Este parámetro será determi-
nado con exactitud en la validación del modelo.
3.1.4. Establecimiento de la arquitectura 
de la red
La estructura básica de la red consta de tres 
secciones: la sección 1, conformada por un 
nodo que al usar el código transforma los 
atributos de la información de entrada en 
elementos legibles por la red. Luego esta in-
formación es enviada a la siguiente sección. 
La sección 2 comprende una red ART que to-
mará la información recibida del primer nodo, 
la procesará y la enviará finalmente a la sec-
ción 3, que está conformada por un nodo que 
de nuevo codificará la información de salida 
según los parámetros de codificación previa-
mente presentados. 
La red ART, por otra parte, contará con un nú-
mero de neuronas de entrada igual a la dimen-
sión del vector de información de entrada, es 
decir, que el número de neuronas de entrada 
será de 31. Además de esto, la red contará con 
una neurona Reset y una neurona ganancia, 
las cuales hacen parte esencial en este tipo 
de red. La descripción más detallada de los 
elementos que conforman esta red se hará en 
el siguiente apartado.
3.1.5 Determinación de las especificaciones 
de la red
Las redes de tipo ART cuentan en cada unión 
existente, entre neuronas, con pesos sinápti-
cos. Estos pesos varían según la red aprende 
y es allí donde se encuentra almacenado su 
aprendizaje. A continuación se describe cada 
uno de estos pesos, cómo se determinan y 
qué función cumple cada uno.
Conexiones hacia arriba: las conexiones 
hacia arriba se realizan entre todas las neu-
ronas pertenecientes a la capa de entrada j y 
todas las pertenecientes a la capa de salida 
i. Estas conexiones tiene un peso sináptico
asociado, representados por el índice  y sus 
valores iniciales están dados por:
Wji (t=0)=1⁄(1+N)   (1)
( ) ( )
( )
( ) ( )
1
*
1
*
k
ij i
ji N k
ij ii
V t e
W t
V t e
=
+ =
g+å
  (2)
Donde N representa el número de neuronas 
de la capa de entrada, K el número de la infor-
mación de entrada y “γ” un valor de normali-
zación, generalmente 0,5.
Conexiones hacia abajo: de la misma ma-
nera que las conexiones hacia arriba, estas 
unen todas las neuronas de salida con todas 
las neuronas de entrada. Los pesos sinápticos 
asociados a estas conexiones están represen-
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tadas por el índice Vij y sus valores iniciales
están dados por:
Vij (t=0)=1   (3)
Vij (t+1)=Vij (t)*ei(k)   (4)
Conexiones hacia los lados: estas conexio-
nes solo están presentes en las neuronas de 
salida y permiten la inhibición por parte de 
una neurona a sus vecinas, con lo cual se po-
sibilita la clasificación acertada por parte de 
la red. Estas conexiones tienen asociado un 
peso sináptico igual a: 
–t = 1⁄M   (5)
Donde M representa el número de neuronas 
de salida.
Conexiones hacia autorrecurrentes: cuan-
do se presenta la competición entre las neu-
ronas de salida, se deben tener en cuenta 
conexiones autorrecurrentes, que permitirán 
reforzar a la neurona ganadora, teniendo en 
cuenta su propio valor. Este valor siempre será 
de uno (+1), ya que representa la influencia de 
la neurona en sí misma.
Conexiones desde y hacia la ganancia: a 
la neurona de ganancia llegarán los valores de 
las neuronas de la capa de salida, con un peso 
sináptico asociado de –N, y los valores de la 
información de entrada con un peso sinápti-
co asociado de +1. En este punto la neurona 
comparará los valores de entrada con los de 
salida, y el valor obtenido saldrá de la neuro-
na de ganancia hacia las neuronas de entrada 
mediante conexiones con pesos sinápticos 
asociados de valor +1, las cuales permitirán 
fortalecer la activación de una cantidad de 
neuronas de entrada de acuerdo a la cantidad 
de neuronas de salida activadas, siguiendo la 
regla de los dos tercios.
Conexiones desde y hacia el Reset: los va-
lores que recibirá la neurona de Reset provie-
nen de las salidas de las neuronas de la capa de 
entrada, conectadas con peso sináptico asocia-
do de -1 y de los valores de la información de 
entrada, conectados con peso sináptico asocia-
do igual al valor del parámetro de vigilancia (ρ). 
La neurona compara estos valores y según el 
grado de similitud, establecido por el paráme-
tro, envía señales inhibitorias de peso asociado 
muy grande(-α) a las neuronas de la capa de 
salida que no representen acertadamente la in-
formación de entrada.
3.1.6. Establecimiento del algoritmo del 
modelo
Para poder construir el modelo se deben esta-
blecer las características del proceso y el modo 
en el que este se desarrollará. Con el fin de fa-
cilitar su comprensión, lo hemos divido en tres 
módulos: el de lectura y codificación, el de cla-
sificación y el de decodificación y recomenda-
ción. A continuación se presenta el proceso y 
la dinámica que llevarán a cabo estos tres mó-
dulos que conforman el sistema recomendador.
Módulo 1: lectura y codificación de la infor-
mación. La información de entrada será pre-
sentada al modelo en el momento en que el 
usuario selecciona la película que desea al-
quilar. Siguiendo la codificación previamente 
presentada, se identifican los atributos de la 
película y se procede a convertirlos en los 
vectores determinados.
Módulo 2: clasificación de la información. Una 
vez recibida la información por parte del codi-
ficador, el modelo realizará la clasificación per-
tinente, utilizando como base la arquitectura 
previamente establecida. Se llevará a cabo el 
procedimiento que se presenta en la figura 4.
Se siguen los siguientes pasos:
• Establecer valores iniciales: de acuerdo
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con las características de las redes art, 
estas deben iniciar su procesamiento con 
valores iniciales específicos para los pesos 
que suben y bajan entre las capas de entra-
da y salida y los pesos inhibidores.
• Introducir información de entrada: la infor-
mación proveniente de la etapa de lectura y
codificación se introduce a la red por medio
del vector recibido y será transmitida hacia
las neuronas de la capa de salida.
• Calcular la salida de las neuronas de salida:
en este punto es en donde se lleva a cabo
la competición de las neuronas de salida.
Esta salida se dará de manera simplificada,
por la siguiente expresión [20]:
( )
1
1  
 0  
N
k
ji i
i
j
MAX W E
SNs
Resto
=
ì æ öï ÷ï ç ÷ï ç ÷çï ÷è øïïï=íïïïïïïïî
å
   (6)
• Identificar el mayor valor de la salida de
las neuronas de salida: la anterior expre-
sión determinará cuál o cuáles neuronas
tendrán valor de salida uno (1) y cuales
tendrán valor de salida cero (0). Se identi-
ficarán entonces aquellas que tengan valor
de salida uno (1).
• Evaluación comparativa de valores de sa-
lida: si existe más de un valor 1 de salida,
esto significa que la red está en la primera
clasificación y, por lo tanto, es indiferente
a qué categoría lo asigne. En este caso se
tomará por regla que se asigne a la prime-
ra de ellas. Si por el contrario, solo existe
una neurona ganadora, se procederá a cal-
cular la relación de semejanza.
• Calcular la relación de semejanza: la re-
lación de semejanza permite evaluar si la
información de entrada es representada,
según el parámetro de vigilancia, de la me-
jor manera por la categoría ganadora. Esta
relación se encuentra dada por las siguien-
tes expresiones:
*·  k j
k
E V
Relacionde semejanza
E
    (7)
Donde:
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Figura 4. Diagrama de flujo del 
módulo de clasificación
Fuente: elaboración propia.
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• Evaluación comparativa entre la relación
de semejanza y el parámetro de vigilancia:
para que la información de entrada pueda
ser catalogada en una categoría, debe su-
perar su relación de semejanza, el paráme-
tro de vigilancia.
• Asignar la categoría de neurona de mayor
valor de salida: si la relación de semejanza
supera el parámetro de vigilancia, la infor-
mación de entrada será almacenada en la
categoría correspondiente a la neurona de
salida que arrojó el mayor valor de salida.
• Crear nueva categoría y asignar a esta: si
por el contrario, la relación de semejanza
no supera el parámetro de vigilancia, la in-
formación de entrada será asignada a una
categoría única recién creada.
• Identificar categoría con mayor número de
asignaciones: como su nombre lo indica,
se buscará la categoría con mayor número
de elementos asignados. Esta información
será almacenada para ser usada en el si-
guiente módulo.
Módulo 3: decodificación y recomendación: 
una vez obtenida la clasificación, se tomará el 
valor almacenado, que identifica la categoría con 
mayor número de elementos asignados y se 
procederá a realizar la recomendación. En caso 
de que exista más de una categoría con el mis-
mo número de elementos asignados, se tomará 
la categoría con la asignación más reciente. 
Una vez identificada la categoría se procederá 
a decodificar el vector arrojado en la salida, 
siguiendo las pautas de codificación. El re-
sultado de este procedimiento será la reco-
mendación del modelo, la cual será aplicada 
como filtro de búsqueda de manera interna, 
ordenada por fecha de lanzamiento, obtenién-
dose como resultado los registros de películas 
asociadas a la categoría recomendada. En este 
punto es en donde radica el objetivo principal 
de este modelo.
4. Validación y simulación del modelo
Teniendo en cuenta las características ante-
riormente presentadas del modelo, el alcance 
de este proyecto y tomando como base de da-
tos la proporcionada por el concurso The Net-
flix Prize, se realizó un tratamiento específico 
a dicha base de datos, con el fin de propor-
cionar información que fuese relevante para 
este proyecto, sin utilizar su totalidad. Por 
otro lado, se estableció la herramienta infor-
mática a utilizar, teniendo en cuenta factores 
tales como la capacidad de manejo de datos, la 
facilidad de integración con elementos exter-
nos y otros. En lo que sigue se describe la es-
tructura de la base de datos, se especifican los 
factores de decisión anteriormente señalados 
y se presentan los resultados de la validación 
y simulación del modelo.
4.1. Aspectos generales del conjunto de datos
La base de datos utilizada en este proyecto 
fue obtenida directamente del concurso, con 
permisos para uso investigativo. Este conjun-
to de datos está compuesto por los siguientes 
elementos:
• Número de veces que es alquilada una
película (qualifying): en este conjunto de
datos se especifica el código interno aso-
ciado a la película. Sus registros son el có-
digo de cliente y la fecha en que se alquiló
dicha película.
• Títulos de las películas (movie_titles): en
este conjunto de datos se especifica el ti-
tulo o nombre de la película según su códi-
go interno asociado.
Con base en estos dos conjuntos de datos se 
realizaron consultas que llevaron a obtener 
un nuevo conjunto de datos, compatible con 
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el modelo, el cual especificaba la siguiente in-
formación:
• Código de películas alquiladas por usua-
rio, según codificación del modelo: en este
conjunto de datos se especifica el código
del modelo asociado a las películas. Su re-
gistro es el número de usuarios que alqui-
laron dicha película.
A partir de este conjunto de datos se procedió 
a realizar el tratamiento necesario para desa-
rrollar a satisfacción la validación y simula-
ción del modelo.
4.2. Tratamiento realizado a la base de datos
Debido a la gran cantidad de registros –exac-
tamente 2 817 132– que se encontraban en la 
base de datos Netflix en su tabla qualifying, 
proporcionada para el concurso, se decidió fil-
trar esta a través de consultas, de manera que 
se mostrasen los registros de películas que 
fueron alquiladas más de ocho veces. Este 
valor fue elegido a través de consultas con 
expertos, en las cuales se recomendó realizar 
un muestreo por conglomerados del número 
de veces que se alquiló una película, esco-
giendo los dos más grandes y arrojando como 
resultado los registros de películas con repe-
ticiones de alquiler de ocho y nueve veces.
Esta decisión se tomó con el fin de evaluar 
una cantidad de datos significativa, permitien-
do a su vez establecer un número considera-
ble y manejable de categorías en los usuarios.
El número de registros resultantes, es decir, el 
número de películas que fueron alquiladas más 
de ocho veces, fue de 86 de las 17 770 películas. 
El número de registros de alquiler que final-
mente se obtuvo fue de 29 171. Este se al-
macenó en la consulta usuarios (alquiler = 9) 
perteneciente a la clase películas con código, 
perteneciente a la base de datos Netflix.
4.3. Selección de la herramienta de 
validación y simulación
Para seleccionar la herramienta más adecua-
da para la validación y simulación de este mo-
delo, se decidió establecer como factores de 
elección los siguientes:
• Capacidad de manejo de datos: la herra-
mienta seleccionada debe poseer la ca-
pacidad de manejar matrices de datos, de
manera tal que puedan utilizarse como
elementos de entrada y salida del modelo.
• Capacidad de integración con herramien-
tas externas: la herramienta seleccionada
debe ser capaz de interactuar con otras
herramientas para la importación y expor-
tación de datos para la información de en-
trada y salida, respectivamente.
• Facilidad para la programación del modelo:
la herramienta seleccionada debe propor-
cionar un entorno amigable y sencillo para
el desarrollo de este modelo.
De acuerdo a los anteriores factores de elec-
ción, se decidió utilizar como herramienta de 
validación y simulación el software matemáti-
co Matlab® versión 7.8.0.347 (R2009a). Ade-
más de esta herramienta, se decidió utilizar, 
para el tratamiento de las bases de datos y el 
registro de resultados, el software de ofimá-
tica Microsoft Access® y Microsoft Excel®.
4.4. Parámetros de la validación y simulación
Para el desarrollo de esta validación y simula-
ción solo se tuvo que tener en cuenta el paráme-
tro de vigilancia (ρ), que representa la similitud 
de la información de entrada con los prototipos 
existentes y determina la forma en que se desa-
rrollarán las categorías que creará la red. 
Para este caso se consideró un valor de pará-
metro de vigilancia ρ = 0,6. Este se estableció 
con el propósito de constatar tanto el proce-
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so de creación de nuevas categorías como la 
asignación a categorías ya existentes, ya que 
como se explicó anteriormente, este paráme-
tro define la sensibilidad del sistema a la crea-
ción de categorías.
4.5. Desarrollo de la validación y simulación
El proceso de simulación se inició introdu-
ciendo los datos de entrada provenientes de la 
base de datos Netflix-Consulta Usuarios (al-
quiler = 9), perteneciente a la clase películas 
con código, en la matriz input. Una vez creada 
la matriz input, se procedió a cargarla en el 
espacio de trabajo de Matlab® y se ejecutó el 
archivo ejecutable .m, que contiene el código 
asociado al modelo.
Los resultados de la simulación y validación 
se dan en cuatro conjuntos de datos. Estos 
contienen la información relevante para este 
modelo y se detallan a continuación:
• Matriz de resultado pesos Vij: esta matriz
tendrá almacenados los pesos Vij actualiza-
dos y distribuidos por cada usuario, siendo
cada fila el prototipo para cada categoría y
cada columna los valores asociados a cada
característica según la categoría, separan-
do cada usuario por una fila de ceros.
• Matriz de resultado pesos Wji: esta matriz
tendrá almacenados los pesos Wji actua-
lizados y distribuidos por cada usuario,
siendo cada fila el vector de competición
para cada categoría y cada columna los va-
lores asociados para la competición a cada
una de las características, separando cada
usuario por una fila de ceros.
• Matriz de resultado categorías C: esta ma-
triz tendrá almacenadas las categorías en
las cuales fueron clasificadas las películas
alquiladas por cada usuario, siendo cada fila
el registro de alquiler de una película y la
categoría asignada para este registro, sepa-
rando cada usuario por una fila de ceros.
• Matriz de resultado recomendación R: esta
matriz tendrá almacenada la categoría reco-
mendación para cada usuario, siendo cada
fila la categoría recomendada y el número
de registros asignados a esta categoría, se-
parando cada usuario por una fila de ceros.
Estos conjuntos de datos serán exportados a 
una hoja de cálculo, con el fin de crear un re-
gistro de estos y para posteriores análisis [21].
6. Conclusiones
• El aprendizaje en línea es uno de los as-
pectos más aprovechables de las redes
neuronales en el ámbito de las aplicacio-
nes web, ya que la mayoría de los agentes
inteligentes actuales necesita la supervi-
sión del usuario, lo que hace más complejo
el análisis de datos y su almacenaje. Por
otro lado, los costos computacionales se
ven reducidos ya que existen menos va-
riables que almacenar y la velocidad de
procesamiento de la información que se
ingrese será menor.
• Los modelos de redes neuronales con
aprendizaje en línea permiten que la im-
plementación de modelos como el presen-
tado se pueda realizar en otros entornos
y/o mercados, realizando pequeños ajustes
a los parámetros de entrada, de acuerdo a
lo que se requiera evaluar.
• El desarrollo de herramientas que vincu-
len agentes inteligentes e inteligencia de
negocios, que tengan como objetivo anali-
zar tendencias y prever comportamientos,
genera ventajas competitivas a la firma,
ya que su nivel de fidelización del cliente
puede aumentar considerablemente. Ade-
más de esto, permiten obtener la informa-
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ción en tiempo real, evitando así el costo 
asociado a la revisión de registros previos 
con el fin de cumplir dicho objetivo.
• Según los resultados arrojados por la si-
mulación, se puede concluir que a pesar de 
alquilar un número relevante de películas, 
el usuario tendrá una tendencia a preferir 
una clase específica de películas.
• El modelo facilita el tratamiento estadís-
tico de las variables, ya que los prototipos 
creados por cada categoría representan las 
preferencias del usuario, condensando la 
información relevante de su histórico de 
alquiler, con lo cual se reduce el número 
de registros por variable. Esto asimismo 
permite establecer estrategias y agilizar la 
toma de decisiones.
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