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Abstract
The varied properties of Silicon Carbide (SiC) are helping to launch the 
material into many new applications, particularly in the field of novel semi­
conductor devices. In this work, the cubic form of SiC is of interest as a 
basis for developing integrated optical components. Here, the formation of 
a suitable Si02 buried cladding layer has been achieved by high dose oxy­
gen ion implantation. This layer is necessary for the optical confinement of 
propagating light, and hence optical waveguide fabrication.
Results have shown that optical propagation losses of the order of 20 dB/cm 
are obtainable. Much of this loss can be attributed to mode leakage and 
volume scattering. Mode leakage is a function of the effective oxide thickness, 
and volume scattering related to the surface layer damage. These parameters 
have been shown to be controllable and so suggests that further reduction in 
the waveguide loss is feasible.
Analysis of the layer growth mechanism by RBS, XTEM and XPS proves 
that Si02 is formed, and that the extent of formation depends on implant 
dose and temperature. The excess carbon generated is believed to exit the 
oxide layer by a number of varying mechanisms. The result of this appears 
to be a number of stable Si-C-0 intermediaries that form regions to either 
depth extreme of the SiC>2 layer. Early furnace tests suggest a need to anneal 
at temperatures approaching the melting point of the silicon substrate, and 
that the quality of the virgin material is crutial in controlling the resulting 
oxide growth.
Chapter 1
Introduction
Silicon carbide (Si'C) is not a new material. It was discovered almost 175 years 
ago and since been adopted for many varying applications, from grinding 
tools to furnace lining. Although interest was sparked in the use of SiC as 
a semiconducting material in the early 60’s, material quality was insufficient 
to allow [he fabrication of useful devices. Only in the last 10 years has the 
growth of good quality single crystal SiC meant that its semiconducting 
properties and applications are only now being fully investigated. Chapter 2 
discusses in detail the history and properties of SiC.
This work considers the application of the cubic form of silicon carbide (3C- 
SiC) to the field of integrated optics. Integrated optics is a term that covers 
the integration of various optical devices on to a common substrate. Optical 
devices such as waveguides, junctions and switches can be incorporated to 
produce a single optical circuit. Cubic silicon carbide offers a number of 
advantages for this purpose, being both silicon based, and exhibiting a first- 
order electro-optic property. This implies that familiar silicon processing 
techniques can be applied and that electric field induced fast optical switching 
is possible, something unobtainable with traditional silicon integrated optical 
devices.
The main task considered here has been the formation of a buried oxide 
layer to provide a method of confining optical propagation to the surface 
region above the oxide. This is the essence of a basic optical waveguide. The 
formation of the buried layer is achieved by high dose implantation of oxygen. 
The effect of varying different implant parameters to improve the buried layer 
quality is discussed in Chapter 6. Most of the implants were conducted using 
a specially designed heated sample stage (Chapter 5). Further analysis of the 
buried layer by X-ray Photoelectron Spectroscopy (XPS) has been applied 
in an attempt to confirm the formation of Si02 as well as the existance of
1
CHAPTER 1. INTRODUCTION 2
intermediaries that are very likely to occur at the interface between implanted 
region and the host lattice (Chapter 7).
Analysis of the different structures formed through implantation has required 
the use of a variety of different techniques. The most commonly used in 
this work are Rutherford Backscattering (RBS) and Cross-Sectional Trans­
mission Electron Microscopy (XTEM). Background information^these, and 
other techniques used can be found in the Theory of Chapter 3 and the 
Experimental Details of Chapter 4.
The application of annealing in material synthesis is common place, and in 
this case has been used with the intention of aiding in the agglomeration of 
the implanted material, providing a sharper interface and reducing the effects 
of implant damage. A discussion of the effects observed for various anneal 
processes can be found in Chapter 8. Also considered in this chapter is the 
effect of implantation and annealing has on the surface topology.
Finally, in Chapter 9, an assessment of optical waveguide losses for several 
different implants have been conducted and compared with material of a 
similar structure, but fabricated using a growth technique. An attempt to 
isolate the different loss mechanisms has been made. The feasibility of fab­
ricating rib waveguide structures in SiC by using reactive ion etching (RIE) 
has also been examined. This is the next step in achieving useful waveguides 
with confinement in two planes.
This work has been financially supported by the Engineering and Physical 
Research Council (EPSRC) and the University of Surrey Reseach Committee.
Chapter 2
Literature Review
This chapter is in three sections to cover the different topics that are re­
lated in this work. The aim is also to familise the reader with the various 
driving forces that have determined the selection of Silicon Carbide (SiC) 
as a potential material for Integrated Optics applications. The introductory 
section (2.1) gives a brief history of the SiC and the various fields in which 
it has been applied. Section 2.2 discusses the various modifications of single 
crystal silicon carbide, its properties and possible uses. Section 2.3.1 covers 
integrated optics, focusing on the principles of waveguide structures, with a 
view to fa-bricating devices.
2.1 Introduction
The intended manufacture of diamond led Berzelius to the discovery of silicon 
carbide in 1824 [1]. Some 68 years later, in 1892, Acheson discovered the 
possible application of silicon carbide for grinding and cutting purposes [2]. 
He proposed the name carborundum, a word generated by combining carbon, 
with corundum (Sapphire), indicating the relative hardness of the material. 
It was not until 1912 that Baumhauer realised that silicon carbide existed 
in different forms [3]. The hexagonal and rhombohedral space groups are 
classified as a-SiC. The cubic form is also known as 6-SiC.
With the optimisation of thin film growth, there is renewed interest in silicon 
carbide for potential use in both electronic and optical device applications. 
Silicon carbide offers a variety of indirect band gaps, ranging from 2.2 eV (3C) 
to 3.3 eV (2H) [4]. The family also has good thermal conductivity, high 
junction breakdown voltage and excellent saturated drift velocity. These 
properties give silicon carbide films the potential for use in the production of
3
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high temperature, high power semiconductors and high intensity UV range 
optical devices [5].
2.2 Crystal Structure
The crystal structure formed from a solution, or melt is very much dependent 
on the temperature and pressure during growth [6]. The various different 
structures formed are termed polymorphs. An example of polymorphism is 
carbon, existing as both graphite or diamond.
Some polymorphic structures are built up from a single layer that is repeated 
and stacked in a direction perpendicular to the layer, with the layer shifted 
slightly to sit in the gaps left by the lower layer. This discrete layer alignment 
creates a range of crystals with two unit cell dimensions that remain identical 
and unchanged, while the third dimension can vary considerably from crystal 
to crystal. A polymorph that has this ability to vary the layer stacking 
sequence, while remaining stoichiometric, is termed a polytype.
Baumhauer discovered that silicon carbide exhibits polytypism [3]. Since 
1912, over 170 different poly types of silicon carbide have been discovered, 
with unit cell height ranging from 5A of type 2H, to 1500A of type 594R [6]. 
With the previous polytype descriptions, the prefix number indicates the 
number of layers in each unit cell, while the letter refers to the structure of 
the cell formed, hexagonal (H), rhombohedral (R), or cubic (C).
The stacking sequence of the two most commonly used polytypes of silicon 
carbide, 3C and 6H are illustrated in Figures 2.1 (a) and 2.1 (b) respectively. 
Figure 2.1$is a planar view above one layer and shows the possible seating 
positions for the next layer, labeled A, B and C. If A is assumed to be an 
arbitary monatomic plane of crystaline SiC, where each Si atom is bonded to 
four C atoms, then there are two possible positions for the next layer B and 
C. It should be remembered that this is possible due to the fact the crystal 
contains both Si and C. Using this notation the order of the two types can 
be described; ABCABCABC... for 3C and ABCACB... for 6H.
The 3C polytype is the only cubic phase that can be formed in silicon carbide, 
but it is not the poly type currently preferred for electronic devices. Although
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(c)
Figure 2.1: (a) Stacking Sequence of the 3C Polvtvpe, (b) Stacking Sequence 
of the 6H Polvtype .and (c) possible lattice positioning as seen from above .
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3C-SiC has the highest potential electron mobility of 1000cm2V- 1s-1 [7], this 
potential is difficult to reach, with an abundance of micropipes and other 
defects that significantly affect device performance.
The potential of silicon carbide can easily be demonstrated by evaluating the 
material using both the Johnson’s and Keyes’ figure of merit. The Johnson 
figure of merit (JFM) [8] is based upon the ultimate performance limits of 
a transistor by considering the relationship between frequency and power 
between collector and emitter, and is given by;
E2v2
JFM  =  (2.1)
where E is the dielectric breakdown field and represents the distance limi­
tation between emitter and collector, and vs is the saturated drift velocity, 
which relates to the maximum frequency of operation. This figure of merit 
quantifies SiC as 260 times better than silicon [7], see table 2.1 which has 
been normalised with respect to silicon.
Keyes’ figure of merit (KFM) is a factor that helps to quantify limits of low 
power devices, where switching speeds is of prime importance [9]. KFM is 
based on the minimum time delay of a device and can be extended to evaluate 
material properties. The representative equation, equation 2.2, is contrived 
from a combination of capacitive, thermal and carrier velocity limiting effects.
Here, A is the thermal conductivity, c is the speed of light, vs is saturated 
drift velocity, and K  is the dielectric constant. The KFM registers SiC as
5.1 times better than silicon. With both figures of merit, SiC appears second 
only to diamond.
2.2.1 Electro-Optic Effects in Crystals
There is a particular interest in the cubic form of silicon carbide because it 
is the only polytype that exhibits a high first order electro-optic effect. The
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Table 2.1: Normalised Figures of Merit for Si, GaAs, SiC and Diamond (Ref. [7])
Si GaAs 6H-SiC Diamond
JFM 1 4.5 260 2500
KFM 1 0.4 5.1 30
remainder of the SiC crystal family and also that of silicon [10] does not 
demonstrate this property.
The electro-optic effect is the ability of a crystal to change the effective optical 
path length, or refractive index, depending on applied electric field [11]. The 
magnitude of this effect depends on the point group symmetry of the crystal. 
All crystals can demonstrate a second order effect, called the Kerr effect [11], 
but only crystals that are non-centrosymmetric can show a more significant 
first order, or Pockels effect [11].
A crystal is non-centrosymmetric if like atoms in a unit cell cannot be linked 
by a line through the cell centre, i.e. there is no centre of symmetry. If 
the crystal were to be symmetrical about the centre then an applied field 
could produce a change in refractive index, 5n. If the direction of the field 
were to be reversed, a first order effect would require an index change of 
-Sn. This is not possible, as the crystal is symmetrical and the applied field 
would be across exactly the same physical structure. Of the 32 available 
crystal point groups 21 are non-centrosymmetric [12], reducing the number 
of crystal structures that can potentially exhibit the Pockels effect.
Cubic silicon carbide belongs to the cubic 43m, or Td point group, which 
gives information on the number and type of symmetry planes. It should 
be noted that a cubic structure does not necessarily imply that the crystal 
can exhibit a first order electro-optic effect. It depends only on the type of 
symmetry of the crystal. For a more comprehensive discussion of the EO 
effect, and birefringence see Section 3.4
Namba [13] has examined the electro-optic effect of zincblende structures, like 
3C-SiC and ZnS. He observed the effect of the field direction on the phase 
retardation (r) of light propagating through the bulk crystal. The difficulty
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in measuring the effect is the additional stress within the crystal that alters 
the birefringence.. The maximum retardation in the plane perpendicular to 
the electric field is found when the field is applied perpendicular to the (110) 
plane.
Tang et al [10] measured the value of r41 for cubic silicon carbide. Instead 
of using bulk crystals they transmitted light through Low Pressure Chemical 
Vapour Deposition (LPCVD) 3C-SiC epilayer grown on silicon, with the 
substrate removed.. The incident light was perpendicular to the (110) plane, 
passing through the crystal in the [001] direction. Semi-transparent gold 
contacts were applied to the front and back of the film, the field being applied 
also in the [001] direction. Tang obtained a value of 2.7±0.5xl0",Z m /V at 
633 nm for r41, which is 1.7 times larger than that of GaAs.
There are alternative methods of achieving a change in refractive index in 
birefringent materials. These methods operate on principles such as charge- 
carrier effect [14], thermo-optic effect [15] and acousto-optic effect [15]. How­
ever, in general, many of these effects are considerably smaller or slower than 
first order electro-optic effects.
The charge-carrier, or free-carrier plasma [16] effect relies on the injection of 
electrons and holes into the region of optical mode propagation. Typically, 
P-I-N structures are used in a forward bias arrangement [17] to provide the 
source of carriers.. These excess carriers produce a change in both the re­
fractive index and the level of absorption [14]. However, the effect is speed 
limited by the recombination time of the carriers [16].
Devices operating on the thermo-optic effect are limited by contraints of 
power and speed, although relatively simple to fabricate. A typical structure 
may be a doped embedded waveguide in soda lime glass, with a Si02 protec­
tive layer before a titanium strip along the active length of the device [15]. 
The Ti strip acts as a heating element and changes the refractive index in 
that region of the waveguide' To achieve a 7r phas shift in such a device 
has required a heating element 20 jj,m. wide and 1 mm in length. The power 
requirement was 0.4W, and reaction time typically 10 mS, athough devices 
have been made at speeds down to 1 ms [15].
Acousto-optic devices are becoming more popular with the advent of im­
provements in piezo-electric technology [18]. Devices are based on a diffrac­
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tion grating generated by the surface acoustic waves (SAW’s). The travelling, 
or standing, waves are generated by local piezo-electric devices and set up in­
homogeneities in the material [15]. Consequently, the guided optical wave can 
potentially be diffracted. Efficient devices in lithium niobate have operated 
at frequencies about 2 GHz. However, to increase the diffraction efficiency 
requires high RF power, which in turn leads to rapid device failure [18].
2.2.2 Growth Methods and Mechanisms 
Bulk Material
Acheson developed the first technique for producing quantities of crystalline 
silicon carbide [2]. He utilised an electric arc furnace to heat a mixture of 
coke, silica, sawdust and salt to 2700°C. A similar process is still used to 
produce silicon carbide today.
The formation of silicon carbide by sublimation was first achieved by Lely [19]. 
This process takes the silicon carbide mixtures produced in a furnace, and 
forces it to sublime into a crystalline form. This is done by heating the mix­
ture in a crucible to around 2500°C. A temperature gradient across the length 
of the crucible means that small amounts of single crystal 3C-SiC are formed 
at the low temperature end, while mainly en-SiC is formed in the remaining 
areas, this being the high temperature phase. Pure bulk (3-SiC is canary 
yellow in colour. When doped with nitrogen or a metal, the colour turns to 
green, and increasing concentration of the contaminant further changes the 
colour from green to black [20].
Thin Films
There have been many attempts to grow thin film single crystal cubic silicon 
carbide epilayers on silicon substrates using the Vapor Transport. (Lely) Tech­
nique [19], but without much success. The difficulty has been the huge lattice 
mismatch of 20% [21] between the substrate and layer. Early attempts by 
groups, including Kuroiwa et al [21], tried using CVD techniques on a (111) 
silicon substrate. The deposition surface of the substrate was first prepared
CHAPTER 2. LITERATURE REVIEW 10
by chemical conversion, which involved heating the substrate to 1300°C in 
an atmosphere of methane, or carbon tetraflouride (CC14). The carbonised 
buffer layer was shown to form single crystal /?-SiC near the surface, but 
becomes polycrystalline toward the interface.
The quality of the deposited layer was found to be very much related to the 
quality of the substrate after the conversion stage [21]. Nishino et al [22] have 
tried to address difficulties with the buffer layer that link the asic — 0.436 nm 
to the a si — 0.543 nm. In initial experiments the SiC buffer layer was sput­
tered onto the (100) silicon, instead of chemical conversion, followed by a 
CVD process to grow the epilayer. Although the initial sputtered layer was 
amorphous, it was proposed that during the following high temperature CVD 
process the layer will move towards a state of crystallinity and provide a more 
uniform layer. With a sputtered layer of 30-80 nm formed at 1000°C, a single 
crystal of 4 jiim has been deposited.
Nishino et al. [23], in 1982, turned to the chemical conversion process and 
modified the procedure so that growth could be obtained using a conventional 
CVD system.
Cubic silicon carbide has been grown directly onto Si02 by carbonising a thin 
silicon over-layer of a standard SIM OX wafer [24]. This has converted the 
over-layer to SiC, which is then the seed for further SiC growth by deposition. 
The quality of the SiC has been found to be better than that obtained when 
grown on silicon substrates. Ordinarily, when growing SiC straight onto a 
silicon substrate void formation is seen at the SiC/Si interface [25] and are 
believed to be formed during the carbonisation process. As islands of SiC 
nucleate, so the regions of Si between the islands are used to provide the local 
demand for Si during further carbonisation. This void formation is not seen 
when the same process is applied to carbonisation of the SIMOX surface [24].
Other authors have attempted similar processes on SIMOX (Separation by 
IMplantation of OXygen) structures [26]. However, complete carbonisation 
of the 500 A layer was not achieved, revealed by RBS, although the silicon 
layer of the SIMOX was 100 A thinner than that adopted by Steckl et al 
This suggests the method of nucleating the SiC growth was through a sputter 
mechanism, rather than chemical conversion. Possibly the principle was that 
the strain induced during growth would be absorbed through the thin Si
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layer, given that it was supported by a relatively thick oxide that turns fluid 
at SiC growth temperatures [26].
One other possible route of forming SiC on Si02 is via BESOI (Back Etch 
Silicon on Insulator) techniques [27]. Work has been conducted by Tong et al 
on evaluating the feasibility of wafer bonding SiC to Si [28]. The results are 
promising, except there are potential problems with the roughness of 
the SiC surface leading to weaknesses in the final structure. However, if a 
SmartCut [29] process is used, and the thickness of the starting SiC layer is 
large enough such that stacking faults and other defects are minimised [30], 
then high quality SiC/S01 structures are possible. However, the technique 
has only been applied to for 6H-SiC on insulator material [31].
Defects
Something as yet undiscussed is the defect density of the silicon carbide epi- 
layers. These defects can greatly effect the properties of the devices created. 
Pirouz et al. analysed thin film crystals of /?-SiC grown by CVD and found 
that they contained high densities of Anti-Phase Boundaries (APB’s) [32]. 
An APB has in one domain a particular site occupied by a specific atom 
of the compound, while on the other side of the boundary the same site is 
occupied by the alternate atom of the compound [33]. This is better illus­
trated in Figure 2.2. The number of APB’s is dependent upon the quality 
of the starting surface and is in addition to stacking faults and other types 
of dislocations formed during deposition. The height difference(ft) between 
planes of atoms is given by Equation 2.3
n x a,si oXh =  — _—  (2.3)
Where a$i is the distance between nearest neighbour silicon atoms of the 
substrate and n constitutes the number of atomic layers that make up the step 
seen in Figure 2.2. If n =  odd, an APB will form, larger APB’s being formed 
by the diffusion of smaller domains. If n — even, it is simply a displacement 
boundary (DB). This boundary creates a number of dislocations across its
length to reduce the stress, but the crystal structure is essentially unchanged.
DB + APB
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Silicon Carbide 
Epilayer
Silicon 
Substrate
Figure 2.2: Illustration of an Anti-phase Boundary (APB)
Although the electrical impact of these APB’s are not known in the case of 
/3-SiC, in general they effect polarity dependent properties, like the piezo­
electric and pyroelectric constants, as the sign of the surface charge for a 
given stress or temperature depends on the polarity. APB’s tend to act as 
grain boundaries, offering locations for trapping and recombination. The 
growth of APB’s can be eliminated by growing the epilayer onto off-axis 
silicon substrates [34] and show a comparison of the surface morphology 
for the two different starting substrates. However, results obtained by Wa- 
hab et al. on off-axis material show Cross-section Transmission Electron 
Microscopy (XTEM) micrographs with densities of < 1 x 106 cm-2 anti­
phase boundries and < 1 x 107 cm-2 stacking faults, compared with typical 
values of < 5 x 109 cm-2 and < 2 x 108 cm-2 APB’s and stacking faults 
repectively, for on-axis material [35].
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2.2.3 Effects of Ion Implantation
Diffusion of dopants in silicon carbide is difficult. The small inter-atomic 
spacing is not conducive to the movement of impurities. Typical diffusion co­
efficients can range from 10“ 7 cm2s_1 to 10-16 cm2s_1 [36], with little dopant 
movement below 1800°C. For this reason, implantation is the only practical 
alternative capable of achieving the necessary local doping concentrations 
necessary for device fabrication.
Spitznagel et al have concentrated on the effect of implantation and an­
nealing of the 6H polytype of SiC [37]. Ions of Al and N were implanted 
at 150 keV and 75 keV respectively. A critical fluence for amorphisation 
was calculated based on experimental data of amorphisation using protons. 
The amount of disorder was observed using channeling Rutherford Backscat- 
tering (RBS-C). From the calculated critical deposited damage energy of
2 x 1021 keV/cm3 the critical dose can be estimated, given the damage en­
ergy per ion, which is calculated based on the implant species and energy. 
Given the poor regrowth characteristics of SiC [38] and excessive annealing 
temperatures required, knowledge of an amorphous threshold is invaluable. 
Complete regrowth of an amorphised region has not been found to occur 
below 1720°C [39].
Complete amorphisation to surface by N+ and Al+ irradiation has been cal­
culated to require doses of 1.9 x 1015 cm-2 and 7.7 x 1014 cm-2 respectively, 
at the ion energies stated above [37]. RBS-C analysis of the samples im­
planted with similar dosimetry to that calculated agreed well, confirming 
both amorphisation at the peak range, and amorphisation to surface.
Post implant annealing of samples implanted at fluences below the threshold 
of amorphisation showed reasonable regrowth, with 87 % of the silicon being 
returned to lattice sites for the Al+ implant [37]. Anneals where carried out 
under vacuum at a temperature of 573K for 30 mins. There is only a 40 % 
recovery for a similarly damaged N+ implant, whereas, little recovery is seen 
for implants with fluences extending into the amorphous regime [37].
The development of a p-n junction in the cubic form by ion implantation 
has been attempted by Avila et al [40]. Cubic SiC is intrinsically n-type, so 
p-type doping is necessary. In this case B and Al were compared as suitable
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dopants. The implants where conducted at various energies, upto 200 keV, 
into 3C-SiC on silicon. The implanted dose was 1.8 x 1017 and 3.8 x 1017 cm-2 
of Al+ and B+ respectively. Multiple implants where used to obtain the 
desired layer thickness with the minimum of damage. After annealing at 
1100°C for 30 mins the surface still remained n-type. Only after a further 
annealing step at 1365°C for 30 mins was a p-type characteristic observed. 
SIMS measurement of the material shows that little diffusion has occurred 
during the 1365°C anneal [40].
In general, the B doped samples showed improved rectifying characteristics 
over their A1 doped counterparts. A large variation in ideality factor for the 
fabricated diodes was observed, significantly wider that that for the equiva­
lent a-SiC diodes [41]. It is suggested that this difference is due to the high 
density of stacking faults and anti-phase boundaries that are seen in 3C-SiC. 
The density in 3C-SiC is typically < 5 x 109 cm-2 [35], while that for 6H-SiC 
is typically around 2 x 106 cm-2 [42].
Substrate temperature during implantation has been shown to have a large 
effect on the damage and activation of dopants [43]. Edmond et al. [43] has 
carried out implants into 3C-SiC of the ions Al+, N+ and Ga+ at substrate 
temperatures of 350°C, 550°C and 750°C. A range of single and multiple im­
plants were conducted, giving total doses of between 1014 and 1.3 xlO15 cm"2. 
Ion energies varied from 90 keV to 360 keV, depending on the ion mass. 
Again, RBS-C was used to quantify the amount of damage created by the 
implant.
After implantation, samples were annealed to remove any damage, activate 
the dopants and also oxidise any Si rich surface layer that may have been 
created, as comfirmed by Beilina et al. [44]. For these reasons, the annealing 
was under an ambient of argon and dry O2. The temperature of the anneal 
was 1200°C for a duration of 30 mins.
It was discovered that, in general, increasing the implant temperature to 
550°C increased the level of activation, while a further increase to 750°C had 
little effect [43]. For example, the increase in temperature from 350°C to 
550°C increased the activation of N from 20% to 60%, whereas activation is 
only 0.5% when the dopant is introduced at room temperature. The same 
temperature range also affected the structural properties, which showed a
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dramatic reduction in'damage betweenthe 350°C and 550°C implants, while 
only a small improvement is seen for a further rise to 750°C.
P-n junctions have been fabricated using elevated temperature implanta­
tion [45]. Diodes were fabricated using Al+ or N+ in n or p-type 3C-SiC 
substrates, respectively. During implantation the substrate was maintained 
at 750°C, and finally annealed in a way similar to above. The I- V character­
istics are much improved on those implanted at room temperature [40], with 
ideality factors significantly closer to 2.
Hirano and Inada [46] have closely examined the dopant activation using an­
odic oxidation and stripping techniques in conjunction with a Hall and sheet 
resistivity measurements. The dopant, nitrogen, was implanted into sub­
strates held at various temperatures up-to 400°C. Fluences of 7.5 x 1014 cm-2 
and 6 x 1015 cm-2 were implanted. Hall profiling suggested that the maximum 
activation was at the range of the implant, and a factor of 6 improvement in 
the activation was gained by implanting at 400° C.
Hirano et al also compared the effect of Rapid Thermal Annealing (RTA) 
with furnace annealing on N+ implanted samples [46]. The results indicated 
that, in this case, RTA is not so effective in reducing the amount of secondary 
defects. However, the level of electrical activation is increased [46].
Implantation of heavier ions, like Ga+ and Sb+, has been conducted [39]. 
During implantation the substrate temperature ranged from -190°C to 1200°C, 
and post implant annealing temperatures upto 1750°C. Fluences of up to 
1 x 1016 cm-2 were implanted at energies of 230 keV (Ga+) and 300 keV (Sb+) 
and analysed by XTEM and RBS-C. Data suggests that for activation there 
is a range which the implant temperature must remain within. Below this 
range the implant damage is not fully removed. Too high an implant tem­
perature gives a reduction in the final quantity of dopant activated.
2.2.4 Reactive Ion Etching
In terms of wet etching, SiC can only be attacked at any reasonable rate 
by molten salts, or alternatively by CI2 or H2 gases at high temperature (> 
1000°C) [5]. As a consequence of this, dry etching using flourinated gases has
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been the principle technique applied to device and stucture fabrication [4].
The application of CF4 to the reactive ion etching of SiC has achieved etch 
rates of 65 A-Min_1 [47]. The reaction that takes place (Equation 2.4) is 
believed to result in the formation of carbon that coats the SiC surface, 
preventing further reaction.
SiC +  CFn(ion) — > SiF4 +  C (2.4)
The addition of a percentage of oxygen into the gas resulted in a much 
improved etch rate [47] and is considered due to the reaction of oxygen with 
the carbon formed as a by-product of Equation 2.4 and lost as CO and CO2. 
The admixing of 40% of O2 with the CF4 gave an optimum etch rate of 
130 A-Min"1.
Work by Palmour et al did not see the same effect discussed above [48]. 
In fact, the opposite was observed, with etch rate found to decline with 
increasing O2 concentration. Pan and Steckl [49] suggest that the SiC etch 
rate by flourinated gases is preliminarily controlled by ion bombardment and 
instead examine the use of CHF3 with oxygen. Again it is shown that oxygen 
plays an important role in maintaining the etch rate [49], while substituting 
CHF3 provides an element of selectivity compared to Si02 and Si. The nature 
of this selectivity improvement to an SiC/Si etch ratio of greater than one, 
is believed to be related to the reduction in the flourine component [49]. 
SiC etch rates as high as 400 A-Min-1 have been obtained by applying this 
techique [49].
2.2.5 Properties and Devices
The extreme attributes of silicon carbide offer a large variety of possible 
device applications. This section gives a review of the current device devel­
opments that outline the unique properties of SiC in all its forms.
A comparison of the electrical and mechanical properties of silicon carbide 
has been compiled by Bhatnagar et al. [50] and are outlined in Table 2.2. 
These properties make silicon carbide theoretically the ideal candidate for
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Table 2.2: A Comparison of the Electrical and Material Properties of Si, 6H-SiC, 3C-SiC 
For Power Device Applications (Ref. [50])
Si 6H-SiC 3C-SiC
Bandgap E, (eV) 1.11 2.86 2.2
Electron Mobility (cm 2V *s x) 1350 «  500 «  1000
Sat. Drift Vel. V sat (cms-1 ) 1 x 107 2 x 107 2.5 x 107
Breakdown Elec. Field Ec (Vcm-1 ) 2 x 105 «  4 x 106 «  3 x 106
Dielectric Constant e 11.8 9.7 9.66
Thermal Cond. @ 300K A (W cm "l0C-1 ) 1.5 4.9 4.9
fabricating power devices with reduced power loss and size, providing good 
quality single crystal material can be obtained.
At high breakdown voltages, well below 100 V, or high currents, silicon Schot- 
tky rectifiers suffer from inherent problems. Excessive reverse leakage cur­
rents limit the effect of the reverse blocking capability, while the increasing 
series resistance with breakdown voltage sets a current limitation. The use of 
P-i-N rectifiers designed to overcome these drawbacks show speed limitations 
due to excessive recovery times [50]. The SiC Schottky rectifier is expected 
to demonstrate a higher current handling capability and low forward voltage 
drop at high breakdown voltages. Unlike the Si rectifier, the perfectly fabri­
cated 5000 V 6H-SiC rectifier can deliver 100 Acm~2 with a forward drop of 
less than 3.85 V.
Similarly, the typical Si MOSFET is limited to below 1000 V at 1 A, dictated 
by the on-resistance. For high breakdown voltages, around 3000 V, the a well 
designed SiC MOSFET potentially shows an on-resistance approximately 350 
times smaller. Calculations by Bhatnagar et al. have estimated that a 5000 V 
SiC MOSFET would have an on-resistance similar to a 500 V Si MOSFET. 
Electrically, the 3C-SiC is slightly inferior to the 6H polytype, solely due to 
a lower breakdown field, see Table 2.2.
Currently, there is increasing interest in the 4H polytype of silicon carbide. 
The reason for this interest is that the 4H polytype has been found to have 
the highest electron mobility among a-SiC [51]. Much of the research has
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been directed to «-SiC as it is easier to grow with much less defects [52]. A 
recent 4H Schottky rectifier, with an edge termination architecture, has been 
demonstrated to operate above 1100 V, 85 % of the ideal value. Devices 
where measured with breakdown voltages of 1750 V ( 92 % of maximum 
dictated by the material properties ) [53].
More recently, Shenoy et al. have fabricated double-implanted power MOS- 
FETS in 6H-SiC. The device is planar, and exhibits a blocking voltage of 
760 V [54]. In the forward mode, a current of 100 Acm~2 produced a voltage 
drop of 6.5 V, giving the specific on-resistance of 66 mOcm2.
The development of MOSFET devices in silicon carbide is very much limited 
by the quality of the gate oxide growth. Silicon carbide thyristors do not 
require gate oxide, and the associated growing difficulties. Xie et al. have 
investigated 6H-SiC pnpn thyristors as high temperature, high power switch­
ing devices [55]. The forward blocking voltage of the device changed from 
93 V in the ‘off’ state to 6 V, with only a 45 (jlA change in gate current. It 
has reliably switched current densities of up to 5200 Acm~2, with switching 
times of approximately 43 ns. This is far superior to similar silicon devices. 
Figure 2.3 shows the effect of temperature on the blocking voltage compared 
with an equivalent silicon device [55].
The wide bandgap range of silicon carbide ( see Table 2.2 ) gives the material 
potential for use as a light emitter, despite having an indirect bandgap. It 
shows promise for emitting in the green to violet region. The main area of 
research has been in the development of a blue LED, centred about 470 nm. 
The most efficient to date has been fabricated by Cree Research, which has an 
external power efficiency of 0.02 % to 0.03 % [56]. This can be compared with 
typical values of 0.4 % efficiency for GaN/SiC heterojunction devices [57]. 
Silicon carbide has proven to be a well matched substrate for III-N growth. 
GaN can easily be grown in the wurtzite form on 6H-SiC, or in the zinc-blende 
form on 3C-SiC, the lattice constants matching closely [58].
The wide bandgap of silicon carbide also opens potential for photodiode ap­
plications, offering low dark current and operating within the UV region. 
These detectors also show the same limited temperature effects that would 
be expected from SiC. The dark current of a 6H-SiC p-n photodiode [56] 
increased from «  l x  10-9 to «  3 x 10-8 A cm-2 between the tempera-
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Figure 2.3: Forward break-over voltage of a 6H-SiC thyristor as a function 
of measurement temperature. The data of forward break-over voltage of a 
conventional Si thyristor (NTE 5411) is included for comparison (From [55]).
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ture range 200°C to 350°C. The dark current determines the sensitivity of 
the photodiode. The quantum efficiency of this particular device was above 
90 % at 350°C at a peak response wavelength of 300 nm. These properties 
make silicon carbide photodiodes capable of measurement in high tempera­
ture environments.
The high mechanical strength of silicon carbide makes it a useful material 
for fabricating micromachined structures [59]. An accelerometer has been 
fabricated in 3C-SiC [60]. The silicon substrate was easily etched away, 
leaving the free standing SiC membrane, which had previously been deposited 
on the surface. The accelerometer is simpler to fabricate and can withstand 
higher temperature and pressure environments.
Silicon carbide shows significant resistance to radiation [61]. P-n junction 6H- 
SiC diodes have been demonstrated to show very little change in the forward 
voltage drop, or reverse current density even after total radiation doses of 
upto 10 Mrad. McGarrity et al has fabricated 6H-SiC MOSFETS which 
have withstood radiations doses upto 100 Mrad without major effect. This 
can be compared with the effect on silicon, which shows significant increases 
in leakage current after subjection to only 0.01 Mrad [62].
In summary, the wide bandgap and material toughness makes silicon carbide 
an excellent material for devices aimed at harsh environments. In particular, 
SiC is suitable for use in automobile, military, aerospace, space and remote 
sensing applications.
2.3 Integrated Optics
The field of integrated optics is based on the principle that light can be con­
fined and directed by thin films of transparent material [63]. By creating 
structures within these films, light can be guided, modulated, deflected, fil­
tered and radiated. It is expected that this area of research will promote the 
development of small scale, compact optical SiC devices for use in areas such 
as optical communications, optical sensing and optical signal processing.
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Table 2.3: Types and properties of common materials used in integrated optic applica­
tions.
Int. Optic Operating First Order
Material Wavelength EO Effect
Silicon >  1100 nm [64] n/a
3C-SiC >  560 nm [4] 2.7 x 10“ 12 m V "1 @ 633 nm [10]
Sio.sGeo.s >  1590 nm [65] -0.71 - -1 .61  x 10~12 m V "1 @ 1550 nm[66]
GaAs >  900 nm [67] -1 .43  x 10"12 m V "1 @ 1150 nm [66]
LiNbC>3 >  428 nm [68] 30.8 x 10~12 m V "1 @ 633 nm [69]
2.3.1 Waveguiding in Semiconductors
This section discusses various properties of waveguides, particularly those 
that are important in achieving low loss high speed integrated optical de­
vices. For a brief introduction to waveguide theory, the reader is directed to 
Section 3.3.
The material properties of a waveguide determine desirable waveguide di­
mensions, as well as potential for development of optical devices. Table 2.3 
lists some of the more common materials used in integrated optics, together 
with some of their physical properties and limitations. For the ability to 
produce fast active devices, such as modulators and optical switches, a large 
electro-optic effect is desirable (Section 3.4), although other mechanisms of 
switching are possible (Section 2.2.2). The waveguide must also be of low 
loss at the transmission wavelengths of interest.
The first point to notice is that silicon does not have a first order EO effect. 
Silicon only exhibits a second order effect, and as such would require ex­
cessive applied voltages to induce equivalent birefringence. Calculations by 
Soref et al. have shown that at a wavelength of 1.6 ^m, a change of 10~4 in re­
fractive index is expected when a field of 106 Vcm" 1 is applied [70]. Instead, 
the majority of active integrated optical devices fabricated in silicon rely 
on an index change induced by carrier injection [14]. Injecting silicon with 
electron-hole pairs gives a decrease in refractive index of between 10-3 and
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10_1, for carrier densities of 1018 cm” 3 to 1020 cm-3, respectively [14]. Typ­
ical devices structures have been modelled and show that a carrier increase 
of 2 x 1017 cm-3 is all that is required for a index change of «  10~4 [71]. To 
date, the most efficient modulator based on this effect can achieve a 7r-phase 
shift, in an active region of 0.5 mm, with a drive current of only 7 mA [72]. 
The device was fabricated using SIM OX technology (see Section 2.3.2).
Silicon germanium has a significant first order effect and is a silicon based 
material system. However, examining Table 2.3, it can be seen that the 
low loss propagation limit is ^  1.59 /im, which implies that SiGe will be 
highly absorbing in the 1.3 /im and 1.55 (im communication windows. The 
amount of absorption can be reduced by slightly adapting the Si/Ge ratios 
and employing quantum well structures to introduce confinement and strain, 
and hence, increase the bandgap [66].
The established use of GaAs for lasers and detectors and the large first order 
EO effect makes it a possible material for fabricating complete integrated 
optic devices [63]. One of the main reasons why GaAs devices are not so 
prominent is the cost and complexity of the growth systems necessary [73]. 
GaAs waveguides also suffer from a strain induced birefringence, which means 
that an offset voltage is required to obtain zero phase shift initial conditions. 
This offset is unpredictable [63].
Lithium niobate crystal demonstrates a large EO effect. However, this is 
an insulating material and as such is not practical for complete monolithic 
applications, where it is mounted together with electronic devices. More 
commonly, this material is used to make singly packaged devices for specific 
opto-electronic applications [74]. Modulators have been developed that op­
erate at frequencies around 1.5 GHz [75]. Hybrid integrated optical devices 
are used to make maximum use of particular material properties. For exam­
ple, Yamada et al have incorporated silica waveguides and lithium niobate 
phase-shifters on a silicon platform to achieve a high quality Mach-Zehnder 
interferometer [76]. Fabrication of the silicon provides a method of alignment 
for the specific optical components.
By comparing the materials above, it is possible to identify the potential of 
cubic silicon carbide. The EO-effect of 3C-SiC is comparable to GaAs and 
Si0.5Ge0.5, but without the wavelength and power limitations. The larger
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breakdown field of SiC [50] also suggests that an SiC device could achieve 
a larger relative phase change than an identical active area of GaAs, or 
Sio.5Geo.5- The fact that SiC is silicon based also means that current manu­
facturing processes and technology still applies, unlike lithium niobate. Sec­
tion 2.2.5 outlines the potential of SiC as an electronic media, and emphasises 
the benefits over current silicon devices. With active devices made in SiC, 
GaAs, or Sio.sGeo.s relying of the first oder EO-effect, it makes them inher­
ently faster than carrier injection based devices necessary in silicon integrated 
optics.
Channel Waveguides
The majority of active and passive waveguides are not planer guides. In­
stead of optical confinement in one direction only, channel guides provide 
confinement in two orthogonal directions in a plane perpendicular to the di­
rection of propagation. Figure 2.4 shows the two basic channel geometries, 
the ridge, or rib, waveguide (Figure 2.4a) and the embedded waveguide (Fig­
ure 2.4b) [77]. Ridge guides are formed by chemical etching, or RIE, to 
provide the well defined sidewalls required for low loss transmission. The 
alternative, the embedded guide, is fabricated by anisotropic etching and 
filled by sputtering material of higher refractive index into the groove, or 
alternatively via implantation or diffusion [78]. The largest problems with 
embedded systems is uniform filling of the channel, and effects due shrink­
age or swelling. There is a third type of waveguide that contains elements 
of both the waveguide structures previously described, and is termed a Rib 
waveguide [72]. Rib waveguides are descibed more fully in Section 2.3.3. The 
optical confinement necessary for their low loss is very much controlled by 
the quality of a necessary buried layer of lower refractive index. In many 
applications SIMOX has been adopted to provide this.
2.3.2 Separation by IMplantation of OXygen
The research discussed in this work is based upon the principle of high dose 
implantation of oxygen into silicon carbide, with the aim of producing a 
waveguide. A similar technique has already been applied to silicon, resulting
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(a) (b)
Figure 2.4: Possible waveguiding schemes (a) Ridge waveguide (b) Embedded 
waveguide.
in the formation of SIMOX (Seperation by IMplantation of OXvgen) [79].
The application of SIMOX technology offers significant benefits both electri­
cally and optically. Electrically, it offers inherent radiation hardness, effective 
device isolation and the development of high voltage power devices on sil­
icon [80]. Optically, the buried oxide layer provides a low refractive index 
cladding layer, allowing for light confinement within the silicon surface region 
( see Section 2.3.3 ).
The term SIMOX was first coined by Izumi et al. in 1978 [79]. However, 
Si02 formation in silicon by ion implantation of oxygen was first reported 
by Watanabe and Tooi in 1966 [81]. Since then much work has been carried 
out to determine the effects of total dose [82], dose steps [83], dose rate [84], 
implantation temperature [85], energy [86] and annealing conditions [87] on 
the final quality of the material.
The effect of dose rate and total dose has been examined by Hemment et al. [84] 
By implanting doses in the range 2 x 1017 cm2 to 2.4 x 1018 cm2 at varying 
beam currents (20-60 /iA) the substrate temperature during implant was con­
trolled between 350°C and 600°C. RBS showed that below a dose of 1.4 x 1018 
stoichiometric Si02 is not seen in the as-implanted state, while increasing the 
dose above this critical value brings an increase in Si-Si02 interface abrupt­
ness [84]. The implants showed asymmetrical profiles, with a significantly 
broader top interface. This is suggested to be caused by radiation enhanced 
diffusion.
CHAPTER 2. LITERATURE REVIEW 25
RBS was also used to monitor the annealing of the samples implanted above 
the critical dose. By comparing three parameters, Xmm, V and D', the change 
in channelling spectra could be described, where Xmin is the minimum ratio of 
channel to random yields, 7? is the near surface dechannelling rate, and D' is 
disorder near the Si-SiC>2 interface and measured as an area within the silicon 
surface region [84]. Annealing has been found to occur in two steps. The 
first step shows a reduction in interface disorder (.D'), and happens within
5 mins. at 1082°C. The final step is a reordering of the silicon surface layer, 
occurring after 60 mins. at 1150°C. The amount of overall damage recovery 
was found to depend on the implant temperature, with improved surface 
reordering above 400° C and interfacial disorder still reducing at 600°C [84].
External substrate heating has been adopted by several authors [85, 87, 88]. 
Holland et al demonstrated that elevating the implant temperature had 
a significant effect on the quality of the final structure [85]. Maillet et al 
used an optical heater capable of elevating the substrate up to 750°C. They 
discovered that increasing the implant temperature improved the quality of 
the silicon over-layer [88]. However, upon exceeding approximately 600°C 
there becomes a decrease in quality, believed to be caused by a change in 
precipitate density and size [88].
Steomenos et al [87] examined the effect of the anneal conditions on the 
resulting material quality. Before this work, typical annealing conditions were 
1150°C for 2 hours in flowing nitrogen, with a protective SiC>2 cap. Steomenos 
compared anneals at 1150°C, 1185°C and 1300°C, for anneal times up to
6 hours. It was found that the highest temperature anneal gives the better 
quality layer. This is not surprising, as the critical precipitate radius has 
been shown to increase with increasing temperature [89], while precipitates 
smaller than this dissolve.
High temperature annealing at 1405°C has been applied by Celler et al. [90]. 
By optically heating the underside of the wafer, they achieved stable control 
of the surface temperature close to the melting point of silicon. Results have 
shown a significant improvement in the final quality of the over-layer. RBS 
channelling techniques indicated a Xmm of «  3.3 % after 10 minutes. This can 
be compared with typical values of 8 % after 2 Hrs at 1150°C. After 20 mins. 
of annealing, the defect density reached a final value of 5 x 108 cm-2.
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Defect, densities have been further reduced by the use of sequential implan­
tation and annealing [83, 91]. Hill et al [83] have obtained a final dislocation 
density of 103 cm-2 by implanting 3 doses of 4 x 1017 cm-2, annealing at 
1250°C for 17 hours after each stage. This can be compared with a density 
of 109 cm-2 obtained from a standard SIMOX implant of 1.6 x 1018 0 +cm~2 
and anneal. The chosen dose (4 x 1017 cm-2) is believed to be the threshold 
below which dislocations do not form [92]. Margail et al [91] have attempted 
a similar procedure, but using only 2 doses of 8 x 1017 cm-2, with anneals 
of 1300°C for 6 hours. They attribute the formation of dislocations to the 
ejection of silicon interstitials necessary to balance the strain caused by Si02 
precipitates. It was proposed that the intermediate anneal would limit the 
density of precipitates and hence silicon interstitials. Results showed a dis­
location density of «  105 cm-2.
An alternative to using SIMOX to create a SOI layer is to adopt wafer bond­
ing and etch-back (BESOI) techniques [93]. With BESOI, a wafer is capped 
with thermally grown oxide, A second wafer is then brought in contact, face 
to face, with the capped wafer, in a hydrophilic bonding process. The wafers 
are then heated above 1000°C to strengthen the chemical bonding. The fi­
nal stage is to polish away the substrate of the first wafer until the desired 
surface layer thickness is achieved. An extension to this is the Smart-Cut1 
process [29], which reduces time required for the final polishing stage by 
implanting a 2 x 1016 - 1 x 1017 cm-2 dose of hydrogen below the capping 
layer before bonding. After bonding, upon heating to 400°C to 600°C the 
hydrogen forms a continuous layer, and the surface lifts off.
A comparison between single and multiple implant SIMOX, and BESOI has 
been conducted by Annamalai et al [93]. The aim of the paper was to ex­
amine the effect of irradiation on the dielectric properties of the oxide using 
capacitive measurement . The conductivities of multiple implant samples was 
an order of magnitude less that the single implant layers. The conductivity 
of the BESOI layer was found to be two orders of magnitude higher than 
the single implant SIMOX. This is considered to be caused by a large con­
ductive current travelling over the top surface of the buried oxide, providing 
additional current paths across the layer.
1 Smart-Cut is a Registered Trademark of SOITEC sa.
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Figure 2.5: A rib waveguide fabricated in SIMOX illustrating the dimensions 
required to select the modal confinement [94]
2.3.3 Integrated Optical Devices in Silicon
SIMOX has found application in the integrated optics field. Figure 2.5 shows 
the basic rib waveguide structure that is receiving maintained interest.
Rib waveguides have been proven to provide low losses and good mode rejec­
tion [94]. They can also be larger in dimension than planar waveguides and 
still remain single mode. The number of modes depends on the ratio of rib 
width to height, see Figure 2.5. For a single mode Si/Si02 waveguide, the 
ratio is given by:
+  (2'5) 
So, for coupling to a cylindrical fibre a /b » l . To retain single mode 0.5 <r< 1, 
ensuring higher order modes leak into the side slabs of the guide core. This 
is because at r> 0.5 the effective refractive index of the central core region 
for modes of higher order than the fundemental mode is less than that of 
the side regions, so higher order modes leak away. Results have been shown 
experimentally that losses lower than 0.5 dBcm-1 can be achieved for single 
mode waveguides [95, 96].
Modulators [72], Y-junctions and bends [97] have been fabricated success­
fully in SIMOX using rib waveguides. Typical propagation losses for rib
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waveguides are approximately 0.4 dBcm-1 [97]. In comparison, additional 
losses for bends are below 5 dB providing that the bend radius is greather 
than approximately 8 mm. A Y-junction based on a 10 mm bend radius has 
shown a loss of 2.2 dB over the nominal rib propagation loss [97].
2.3.4 Waveguiding in Silicon Carbide
As yet there has been very little published work in this field. However, the 
fact that cubic silicon carbide exhibits a first order electro-optic effect ( Sec­
tion 2.2.1 ) suggests that it has a high potential for waveguide modulators 
and switch applications. As this is purely a field effect, it infers faster op­
eration with a low power requirement than other techniques such as carrier 
injection (See Section 2.2.1.
Waveguiding in 3C-SiC on sapphire has been achieved [98], but no propa­
gation loss has been measured. The guide was fabricated by waxing a SiC 
epilayer onto a sapphire substrate. Planar and rib guides of 3C-SiC on buried 
oxide have been modelled by Liu and Prucnal [99]. They suggest a planar 
guide of between 1-2 /im thick will be acceptable to obtain single mode guid­
ing at a wavelength of 1.3 /nm. This will give an attenuation of «  24 dBcm-1 
for higher order modes, with confinement of 98 % for a 400 nm thick Si02 
layer.
Most recently, thin film waveguides have been reported with losses of 20.7 dB/cm, 
the first report of such waveguides [100]. These results are discussed further 
in Section 9.
Chapter 3
Theoretical Discussion
The theory necessary to provide a good understanding of the work presented 
in the remaining chapters is outlined here.
Much of the discussion is based on techniques of material analysis, princi- 
ply Rutherford Backscattering (RBS) (Section 3.1) and X-Ray Photoelectron 
Spectroscopy (XPS)(Section 3.2). To take the analysis of the complicated 
RBS spectra even further is has been necessary to apply the .data to a Sim­
ulated Annealing (SA) algorithm (Section 3.1.3).
One of the reasons for attempting to achieve an optical waveguide in 3C-SiC 
is the ability of the material to change refractive index with applied electric 
field. This physical phenomenon is referred to as an electro-optic effect, and 
is explained in Section 3.4.
A brief discussion of optical waveguides (Section 3.3) concludes this chapter, 
and explains the various loss mechanisms and how attempts can be made to 
evaluate them.
3.1 Rutherford Backscattering, (RBS)
RBS is a non-destructive analytical technique based on ion collisions, that 
can give accurate information on the structure and composition deep into a 
sample. The experimental apparatus and procedure are descibed in detail in 
Section 4.4, however, a brief description follows.
Ions of a particular type, typically 4He+, are accelerated at a pre-determined 
energy towards the sample for analysis. Backscattering of a proportion of 
these ions may result due to collisions with the constituent atoms of the sam-
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pie. By evaluating the energy of the backscattered ions, the depth, and/or 
type of atom can be confirmed.
3.1.1 Concepts
To successfully convert the backscattered 4He+ energy into useful informa­
tion about the sample it is necessary to understand and quantify the events 
resulting in a backscattered ion. The following sections equate the energy 
losses and backscattering yield to sample properties.
Kinematic Factor, K
The kinematic factor is defined as the ratio of the projectile energy before 
and after an elastic collision. An elastic collision occurs providing that the 
initial projectile energy is much larger than any binding energy, and nuclear 
reactions do not occur [101].
A simple diagram illustrating an elastic atomic collision is shown in Fig­
ure 3.1. Here, an incident atom of mass Mi and initial energy Eo is recoiled 
by a stationary atom of mass M2. The resulting collision leaves the inci­
dent atom travelling with energy Ex at an angle 6 to the initial direction, 
while the target atom, M2 now travels at an angle 0, with energy E2. By 
applying the laws of conservation of energy and momentum, resolved into 
parrallel and perpendicular directions, see Equations 3.1-3.3, and defining 
K =  E1/E 0 (3.4), an equation can be derived that related K to the masses of 
the participating particles, and the backscattered angle, 6, only, see Equa­
tion 3.5.
7^'hvl =  +  |m2b| (3.1)
(3.2)
(3.3)
M\Vq =  M\Vi cos 0 -1- M2V2 cos <j>
0 =  M\Vi sin 0 — M2V2 sin <f>
Given, that the kinematic factor (K) for a given mass (M2) is defined as the
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Figure 3.1: An illustration of an elastic atomic collision showing the incident 
atom,with energy Eo, mass Mi, and velocity vo, hitting a stationary atom 
of mass M2, and recoiling at an angle 0, energy Ei and velocity vi. The 
stationary atom also moves at an angle (/>, with energy E2 and velocity v2.
ratio of the incident and returned beam energies (Eo and E\ repectivelv);
K m, =  I 1 (3.4)
Then K for a collision with Af2 can be expressed as;
Examining Equation 3.5 it is possible to see why the backscattering angle of 
detection is so important. For a backscattering angle approaching 180°, the 
difference in the value of K calculated independently for two similar masses 
is large, while at much lower angles the difference in K, and hence mass 
resolution, is severly reduced. The mass resolution can also be increased by 
increasing the incident energy of the incoming atom, or increasing the mass 
of the incident atom, at the cost of lossing detection of lower masses (M2 > 
Mi for a backscattering event to be possible).
Once calculated, the value of K can be used to determine the mass of a given 
element at the surface, provided the mass and energy of the incident atom, 
and the backscattering angle are known.
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Scattering Cross-section, a
To determine information from the quantity of backscattered counts, an eval­
uation of the probability of a collision, and the probability that this collision 
is detected, must be made, bearing in mind that only the ions backscattered 
within the solid angle of the detector are actually registered. A differential 
scattering cross-section (da/dQ.) can be defined, that relates the number of 
events (dQ) collected per detector solid angle (ft) for a given sample surface 
density {Nt), and is given by Equation 3.6, where Q is the total number 
of particles that have collided with the target. It can be thought of as the 
probability of a backscattered ion hitting a chosen point, pre-defined by an 
angle based on the beam incidence.
By averaging the integration of dcr/dQ over the detector solid angle it is 
possible to obtain a scattering cross-section (a), see Equation 3.7, which now 
provides information on the number of detectable events within a finite solid 
angle. The next logical step is to incorporate this value and determine an 
equation that relates the expected backscattered yield (.4) to the incident 
number of particles (Q), which is shown in Equation 3.8.
A =  a tt-Q -N t  (3.8)
If A, Q , and the solid angle of the detector (H) are known, it is now possible 
to calculate the surface density (Nt) of a given sample. The value of the 
differential scattering cross section can be calculated [102], see Equation 3.9, 
assuming basic coulombic repulsion.
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da
dQ
Where q =  1.602 x 10” 19 C and e0 =  8.854 x 10“ 12 Fm"1. Equation 3.9 
has also been shown to highlight a number of important facts relating to the 
technique of RBS.
• The differential scattering cross-section increases with Zf, implying 
that the backscattered yield is significantly higher when using a heavier 
projectile ion.
• Similarly, da/ d£l increases with Zf, meaning that RBS is significantly 
more sensitive to heavier target elements.
• Increasing the projectile energy reduces the likelyhood of a backscat- 
tering event, as da/dQ oc E~2.
• From Equation 3.9 it can be seen that a small change in backscattering 
angle has least effect on the scattering cross-section as the backscat­
tered angle approaches 180°. Consequently, the acceptance angle of the 
detector will have the minimum effect in this regime.
Stopping Cross-section, e
With the probability of a backscattering event being low, it is reasonable 
to assume that an incident projectile will penetrate a significant distance in 
to the target before any collision will occur. The likelyhood of this collision 
increases as the incident particle losses energy and slows down. If it is possible 
to determine the rate of energy loss of the particle per unit length (dE/dx) 
in a given target, then there is a possibilty that depth information of the 
target can be obtained. Equation 3.10 shows how it is possible to relate the 
energy loss (E ) given the depth of penetration (a;), the energy prior to target 
contact (Eq) and the rate of energy loss (dE/dx). The limits of the energy 
loss in Equation 3.10 imply that this is a surface energy approximation,
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which means that the rate of energy loss is assumed constant, and based on 
the value obtained at the surface.
x (3.10)
Eo
An average energy loss can be defined that incorporates all the energy dis­
persive processes that an incident ion incurs while travelling through the 
target medium. By taking in to consideration the target density (iV), a stop­
ping cross-section (e) is obtained, which now takes into account the atomic 
packing of the target and is given by Equation 3.11.
eVcm2Atm.-:L (3.11)
The values dE/dx and hence e are not easy to calculate, and consequently, 
the value is best obtained through approximation techniques. However, the 
principle of additivity of stopping cross-section postulates that, since losses 
only occur one atom at a time, the stopping cross-section of a target that 
consists of a combination of different elements, is purely the addition of the 
elemental stopping cross-sections in the ratio in which they occur, ie;
£ AmBn __ m £ A _j_ n £ B (3.12)
Energy Straggling,
The mechanism of energy loss discussed previously is dependent on the aver­
age number of interactions that occur within a given projectile path. The
statistical variation in the number of encounters that result in an energy 
loss means that the energy of the backscattered particle can vary. Only ions 
backscattered from the surface layer suffer no such effect. This variation in 
backscattered energy is termed the energy straggle, Q.%, and is given by;
1 (dE\ 
£ ~  N \ d x )
T, T, dEE =  Eq — ~dx
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2
Cl2B =47t I Zi
47T£o
NZ2x (3.13)
Here, Z\ is the atomic number of the incident ion, q is the charge of an 
electron (1.602 x 10-19 C), e0 is the permittivity of free space (8.854 x 
10“ 12 Fm"1), Z2 is the atomic number of the target, N  is the target atomic 
density, and x represents the depth traversed. Extending this to consider 
targets of different elemental composition, it is suggested that, as with the 
stopping cross-section, there is a possibility of applying additivity [101];
By applying Equations 3.13 and 3.14 to the compositions expected through 
ion implantation of oxygen in silicon carbide it is possible to understand the 
effect on depth resolution. The worst case condition would be that of virgin 
SiC before implantation had taken place, as at this point it has the highest 
atomic density, as well as containing the largest proportion of the silicon, 
the heaviest ion considered. The implantation of oxygen into the matrix 
should comparatively improve the depth resolution, as the density about the 
range of the implant changes considerably. Thus, as the dose of implanted 
oxygen increases, so the confidence in the measured depth values should also 
increase.
3.1.2 Extracting Information from RBS Data
It is possible to apply the relationships discussed in Section 3.1.1 to extract 
quantitive details on the depth and distribution of elements within the target.
Thickness
(3.14)
Figure 3.2 illustrates the complete path into and out of the target under 
investigation. As mentioned previously, Equation 3.10 of Section 3.1.1 pro­
vides a relationship between penetration and energy loss with the aid of the
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Figure 3.2: An illustration showing an the energy losses of an incident pro­
jectile ion being backscattered from a thin layer of thickness (t) at depth (x) 
within the target [101]. E0 is the energy of the incoming projectile, KE0 is 
the backscattered energy if collision occurs at the surface, E is the energy 
prior to backscattering at a depth, x, KE  is the backscattered energy should 
that event occur, and Ei is the final particle energy observed on exiting from 
the target surface. £/ is the energy loss associated with the buried layer, and 
the difference in the energy loss in the bulk is represented by a new value for 
the loss (£) at the surface.
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energy loss per unit length, dE/dx. The same equation can be applied to 
the situation in Figure 3.2, offering a means to evaluate depth information. 
However, the only parameters measurable are 0i, 6*2, Eo, KEo and E\. To 
derive a value for the depth, x , it is necessary to know the energy prior to the 
backscattering event, E. By applying Equation 3.10, it is possible to derive 
equations for the incident and backscattered ion path, see Equations 3.15 
and 3.16.
E =  E0 ~ 
E1 =  ICE
x dE
cos 0i dx 
x dE 
cos 02 dx
(3.15)
(3.16)
out
By incorpoating both 3.15 and 3.16, it is possible to eliminate the unknown 
quantity, E, from a final equation, relating the energy loss from the inward 
and outward paths.
A E K  dE cos 0\ dx
= [si*
= [e] Nx
+
1 dE
COS $2 dx out-
x (3.17)
(3.18)
(3.19)
Where AE — KE0 — E\t the difference between the backscattered surface 
energy, and the energy, Eu from a particle backscattered at a depth, x . 
However, there are still unknown values for the energy loss per unit length 
(dE/dx) for the inward and outward paths. For these terms a surface energy 
approximation can be employed, as discussed in Section 3.1.1. Equation 3.17 
can be rewritten, replacing the energy loss terms with the energy loss fac­
tor [5], and can also be expressed using the stopping cross-section (3.1.1) 
and as such contains the stopping cross-section factor [e].
To extend this discussion further, and make it more applicable to this work, 
it is necessary to expand the principle of stopping cross-section to cases of 
more than one target element.
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Since the energy loss can only occur one atom at a time, it has been pos­
tulated that the losses of each constituent element of a compound is deter­
mined by the proportion of that element within the compound [103]. This 
postulation is known as Bragg’s Rule, and has already been discussed, see 
Equation 3.12, page 34.
Dose
The final goal is to be able to relate the experimental spectra with the theo- 
rictal models to obtain information on the composition of the various layers 
within the target. This can be achieved by applying the formula derived 
previously.
By adapting Equation 3.8 it is possible to derive an equation relating the 
yield at the surface to the atomic density. To extend this further, a cos 
term has been introduced to remove the effect the angle of incidence has on 
the effective path length through tq.
B(Eo) =  a (E o )a Q N -\ -  (3.20)
COS 01
where r0 is the depth of a thin layer beginning at the surface of the sample. 
The depth of tq is determined by the measurement system. Quantisation of 
the detector signal (see Section 4.4) determines the smallest thickness that 
can be measured (assuming the detector is perfect). A thickness and energy 
relationship has already been discussed, and is given by Equation 3.19, where 
A E can be replaced by the width of a single energy channel (£c), and x is 
the equivalent thickness measured from the surface, i.e. 7o. By rearranging 
the equation and incorporating it in to Equation 3.20, r0 can be eliminated, 
with the height at the surface now being expressed in terms of the energy 
per channel.
(S2‘)
The implications of the target being a compound affects the resulting spec­
trum height and surface energies. The fact that atoms in the compound will
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demonstrate several different kinematic factors will result in the spectra ex­
hibiting a number of surfaces for each compound element. The representative 
height of these surfaces has been shown to depend on Bragg’s Rule [103] and 
gives rise to an additive effect on the overall surface height.
Assuming that the energy loss due to backscattering is low in comparison 
to the energy of the projectile beam, it is possible to evaluate the total 
number of counts (.40) from a film by integrating Equation 3.20 across the 
film thickness, t , while letting to dx, to give Equation 3.22 if a surface 
energy approximation is applied.
A0 =  cr(Eo)QQN— (3.22) cos 6\
Combining Equations 3.21 and 3.22 it is possible to eliminate the factors 
difficult to measure accurately or consistantly, such as the detector solid- 
angle, Q and the incident beam current, Q to obtain method of measuring 
implanted dose. Equation 3.21 refers to the substrate, while Equation 3.22 
evaluates the concentration of element n from the total number of counts 
measured.
(NT)n =  is -  (3.23)
H sub &n I^OJ
Interpreting Data
Following the discussion of the fundamental parameters there now exists a 
link between collected data and extracting information. Figure 3.3 shows an 
idealised random RBS spectrum of an implanted oxide layer in silicon. The 
respective surface position for a fixed energy HeJ beam is given by the K 
factor of Equation 3.5. The area (A) can be related to the implanted dose 
through Equation 3.23. Similarly, the depth of the oxide region can be deter­
mined from the distance (in channels) also shown in Figure 3.3 after appling 
it to Equation 3.19. This only gives a true value of thickness providing the 
density of the material is accurately known.
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Channel/Energ
Figure 3.3: An idealised random RBS spectrum illustrationg the extraction 
of depth and implanted dose. It also shows the oxide and silicon surfaces. 
Inset is a physical representation of the measurement.
3.1.3 Simulated Annealing
Unless elemental data is easily seperable, extracting useful information from 
an RBS spectra can be difficult to achieve. Particularly, when the substrate 
mass is heavier than the layer species, and all the information overlays to 
form a significantly more complex spectra. In these cases, the best way to 
interpret the data is to compare it with spectra generated from a supposed 
model of the estimated structure and composition. Iterative adjustment of 
this model can result in a close approximation to the real structure, but is 
laborious and time consuming.
In this work, only the elements Si, C & O are of any interest. Hence, the 
RBS spectra, from implants discussed later, are very much overlaved, with 
graded interfaces, and in the low energy regime of the detection system. 
These combined problems make interpretation of this type of data virtually 
impossible. To overcome these problems, and provide more accurate results 
than could ordinarily be achieved, a technique of simulated annealing [104] 
has been applied.
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Simulated annealing (SA) is a computer-based solution searching algorithm 
that replaces the human element of iteratively evaluating and adjustment of 
the model structure. The general problem with ordinary solution derivation 
algorithms is that they can get trapped in local minima. The SA algorithm 
always provides the absolute minima, given enough time, without the need 
for specific contraints prior to fitting.
The algorithm evaluates the theoretical and experimental spectra by calculat­
ing a weighted difference value, which is defined as the difference between 
the two spectra, with the addition of a layer related weighting value. Weight­
ing is introduced to penalise the addition of extra layers within the proposed 
structural model, persuading the routine to fit the experimental data well, 
but using the minimum number of layers. This means that unnecessary lay­
ers are not created to account for noisy spectra. The calculation of x? is 
given by;
Where Xn is the layer weighting factor, which has been found to give optimum 
results in the range 0.01 to 0.015 depending on conditions, til is the number 
of layers in the sample, and Y^p and Ythe represent the experimental and 
theoretical data respectively.
The principle of simulated annealing relies on the random generation of mod­
els. Given that the RBS system has limited resolution, the number of possible
I l fsolutions is finite, and less than nL 1 s\ where Si is the system sensitivity for 
element i. Thus, a multitude of randomly generated spectra are produced, 
and evaluated to obtain The probability that the generated spectra is 
accepted as an improvement is given by;
(3.24)
P =  1 if < 0 
if Ax? > 0
(3.25)
(3.26)
Where &xt is the change in Xs due to the random variation between spectra.
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The principle of this technique is based on the analogy of annealing, hence 
the name, where a slow reduction in temperature reduces the entropy of the 
system until a minimum energy state is reached. Equation 3.26 contains a 
control parameter, T, which has the same effect as the temperature. With 
high values of T almost all the generated spectra wil be accepted as a possi- 
bilty by virtue of Equation 3.26. However, as T reduces, so the probability 
of acceptance (P ) is less, and hence only spectra that result in a reduction 
of xt are accepted via Equation 3.25.
Initial values of the starting temperature (To), rate of cooling (kt) and the 
length of the Markov Chains (Lm ) need to be evaluated before beginning 
optimisation. By rearranging Equation 3.26, the starting temperature can 
be evaluated to To =  — < Ax* > /ln(Po)> where Pq is the initial probaility 
of acceptance and set to 0.9999, and < Axf > is the average x? increase. The 
values kt and Lm are determined by trial and error and set by the number 
of peaks and edges resolved from the experimental spectra.
The control parameter, T  is also linked with the selection of the stoichiome­
try (A) and thickness (r), which are given by;
=  Ai • (1 H- rG(a)) (3.27) t;+i =  • (1 +  tg{o')) (3.28)
Where ro{cr) is a random number of gaussian distribution, with standard 
deviation, a, a funtion of T. The value of a is controlled by T, such that as 
T is reduced, so the possible range of A, or r becomes more limited.
3.2 X-ray Photoelectron Spectroscopy
This next section discusses the principles of X-ray Photoelectron Spectroscopy 
(XPS). This is a surface technique that can provide chemical information on 
the first few nanometers of a material. By including a method of ion milling 
it becomes possible to incrementally examine the chemical composition of a 
sample as a function of depth. The change in chemical structure and bonding 
is indicated by energy shifts of the emitted electrons, excited into emission 
by the energy of the incident x-rays.
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Figure 3.4: The various transitions induced through X-ray excitation; (a) 
Direct ejection of a Is photoelectron from the K shell by x-rays of energy hv 
and (b) The relaxation of the atom resulting in the emission of a K I^ L ^  
Auger electron.
The experimental technique associated with x-ray photoelectron spectroscopy 
is discussed in Section 4.5. An x-ray source incident on a sample excites the 
core electrons. Providing there is enough energy, it is possible for some of 
these electrons to be ejected, see Figure SA(a). The energy of this electron 
is .given by Equation 3.29, where EB is the binding energy of interest, hv 
gives the energy of the incident x-rays, Ek is the kinetic energy of the exiting 
electron measured by the spectrometer, and $ is the work function of the 
spectrometer, which is electrically connected to the sample, tying the Fermi
levels.
Eb — his — Ek — $ (3.29)
Now, the excited ion can relax by one of two mechanisms;
• The emission of an x-ray photon.
• The ejection of an Auger electron.
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Auger generation is illustrated in Figure SA(b). Here, an electron from a 
higher level has filled the vacancy left by the photoemitted electron. The 
excess energy is lost through the ejection of an Auger electron, whose energy 
can be approximated by Equation 3.30.This equation ignores interactions 
between vacancies and fluctuations in core screening. However, it is possible 
to relate the kinetic energy of the emitted Auger electrons to specific bonding 
structure.
In the case of Equation 3.30 EK and EL2 3 represent the energies of two 
different orbital levels and E kl2,3l 2,s  is the kin etic energy of the escaping 
Auger electron.
3.2.1 Depth of Penetration
Although XPS is considered a surface technique, there is a finite depth from 
which the electrons can escape, and hence emission is collected. The inelastic 
mean free path (A), in nm, of the electrons is given by Equation 3.31 [105], 
where cla is the volume of the atom from which the electron eminates (in 
nm3), and EA is the electron energy (in eV).
So, the mean free path is dictated by the energy of excitation, and type of 
atoms being probed. Given the mean free path, the intensity of electrons (Id) 
emitted from a depth (d) can then be related by applying the Beer-Lambert 
relationship of Equation 3.32.
(3.30)
(3.31)
(3.32)
Where 1^ is the total number of electrons emitted from an infinitely thick 
sample, and 0 is the angle of electron emission compared with the sample
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surface. If 0is assumed to be 90°, then at a depth of 1A, 65 % of the electrons 
will be detected, while at a depth of 2A, 85 % of the total emission is collected, 
and at a depth of 3A, 95 %. Given that the mean free path (A) is of the order 
of a nanometres, the depth sensitivity is usually well below 10 nm.
3.2.2 Qualitative Analysis
As discussed in Section 4.5, the peak positions determine the bonding within 
the sample. It is also possible to derive the stoichiometry of the particlar 
structures identified.
A simplified formula to approximate the photoelectron intensity (I) detected 
for a given element is given by;
I =  JpaKX (3.33)
In Equation 3.33 J is the photon flux of the incident x-rays, p is atomic 
concentration, a is the cross-section for photoelectron production, and K  is 
an instrumentation factor, which is dependent on the analyser, and detector 
efficiency. From the spectrum, the intensity is given by the area of a specific 
peak, once the background has been removed.
In practice, it is much simpler to incorporate the terms a, K  and A in to a 
Sensitivity Factor (F ) for each element, which can be determined experimen­
tally. Hence, evaluation of the atomic percentage for an element [A], from 
N elements, is now given by Equation. 3.34, which is intensity normalised. 
Table 3.1 shows the sensitivities applied to this work and are applicable only 
to the VG Scientific ESCALAB Mk II used to perform the experiments.
[A] Atomic % J M L 100% (3.34)
CHAPTER 3. THEORETICAL DISCUSSION 46
Table 3.1: Sensitivities used to calculate atomic percentages from the XPS 
spectra by applying to Equation 3.34
Element Sensitivity (F)
(eV-kCounts-S-1
Si 0.270
C 0.250
0 0.660
Figure 3.5: A simple planar waveguide structure, (a) Fabricated in the form 
of a buried cladding layer below the guiding region [106] and (b) a ray diagram 
representation that illustrates the method of mode selection [107].
3.3 Waveguides
This section briefly discusses the theory behind optical confinement, an es­
sential property necessary’ in order to develop low loss waveguides. Initially, 
planar waveguides are discussed. These structures are easier to develop phys­
ically and mathematically than their channel counterparts.
3.3.1 Planar Waveguides
Planar guides have optical confinement in one direction only. The typical 
planar structure is illustrated in Figure 3.5(a), where waveguiding occurs in 
the surface region, between the cladding layer and air. The fact that only 
one dimension need be considered allows the structure to be analysed using 
simple ray optics, as shown in Figure 3.5(b).
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Confinement of the propagating ray can be considered by applying Snell’s 
law, and the theory of total internal reflection. Providing that the angle of 
incidence ($i of Figure 3.5 fbj) is within the restrictions set by Equation 3.35, 
where n\ is the refractive index of the guiding layer, and nc is the refractive 
index of either cladding layer, the ray will be reflected back into the material. 
Consequently, indices n2 and n3 must both be lower than the index of the 
core layer for any possibilty of guiding within that layer.
cos#i > — (3.35)
ni
Only certain modes will propagate along the waveguide. The number of these 
modes depends on the wavelength of the propagating wave, and the thickness 
of the guiding layer. Figure 3.5 (b) shows the ray travel in the core, where d is 
the core thickness and ni, n2 and nz are the core, lower cladding and upper 
cladding refractive indices respectively. The dotted lines perpendicular to 
the ray direction represent the wavefronts of equal phase as they propagate 
through the core. A particular wavefront cuts two rays at points A and C
and can be taken as a point of equal phase for both rays AB, and CD. The
short ray AB  has undergone no internal reflections, while the ray CD has 
suffered one from each interface. Given that the wavefront BD  should be at 
the same phase, and that there is a phase change induced in ray CD due to 
both reflections, it is possible to derive an equation to determine the modes 
that will propagate given the restriction of the core thickness, d, and is given 
by;
tan K,d — ^  +  ~r (3.36)
— 'yd
where;
k =  yjn\kl -  (32 (3.37)
7 =  yf/32 -  nlkl (3.38)
5 =  \j$2 ~ nlkl (3.39)
(3 is the propagation constant within the core region, which relates to the
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component of the phase velocity in the direction of propagation, ko is the 
free space propagation constant and is given by k0 — 2tt/X, where A is the 
wavelength of light propagated. The propagation constant can be converted 
to an effective index after dividing by &o, as there is now information of the 
velocity ratio between free space and medium. Application of Equation 3.36 
allows the determination of the smallest thickness necessary for propagation, 
as well as the thickness required to allow propagation of a single mode only.
The same equations can similarly be derived by applying Maxwell’s Equa­
tions to a proposed TEq mode (i.e no electric field component in x, the 
direction of propagation). Again, in this 1-dimensional case the situation 
drastically simplifies to a form of the Helmholtz Equation [107].
ft2 7?
+ {n\kl -  f ) E y =  0 (3.40)
From this equation, and given that Hz =  (z/u)(j,o)dEy/dx, it is possible to 
obtain a profile of the electric field as a function of depth (x) through the 
waveguide. Both Hz and Ey are required to provide continuity over the 
various interfaces.
Optical confinement in two directions is essential if waveguides are to be 
incorporated in to practical devices. 2-D confined waveguides is the collective 
term, which covers the various different ways this is achieved. In this instance, 
rib structures are of most interest, although other techniques include stripe 
and channel. A single rib type structure is shown in Figure 2.5, Page 27.
Accurate determination of propagation constant, and field profile for such a 
structure is difficult, with no analytical solution for the complex equations 
obtained. Solutions are best derived by applying numerical solving routines, 
such as finite element techniques.
3.3.2 Waveguide Coupling losses
When attempting to couple light into a waveguide not all of the incident 
beam makes the transition into the device. There are a number of different 
types of mechanism that result in measured loss appearing much larger than
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they are in reality. These losses are described in the following section. It 
is important to consider these factors when trying to achieve accurate loss 
measurement results.
Numerical Aperture
The numerical aperture (NA) of a waveguide is determined by the difference 
in refractive index between core and cladding layers. It relates directly to 
the acceptance half-angle of the guiding region, and is given by [108];
Where 9i is the maximum allowable half-angle, as measured from normal 
incidence, that can propagate successfully throught the waveguide. For op­
timum collection efficiency, the numerical aperature of the incident source 
must be less than the minimum NA of the waveguide, otherwise losses will 
be incurred. The above equations are more applicable to optical fibres, where 
the structure is symmetrical. In the case of optical waveguides the cladding 
index typically varies, although the simplicity of planar guides means it is 
still possible to obtain a minimum NA value.
Mode Overlap
To efficiently couple the maximum power from an incident laser source into a 
waveguide requires that the field mode profile of the laser beam is such that is 
overlays the profile that will propagate through the waveguide. A laser profile 
that is significantly different in shape will result in an effective loss when the 
output of the waveguide is measured. Ordinarily, when coupling into optical 
fibre, this is not such an issue, as the both the fibre and laser typically exhibit 
symmetrical field profiles. However, this is not the case when coupling into 
optical waveguides, as the field profile during propagation in the guide is 
usually asymmetric, and as such potentially has a higher coupling loss.
NA =  ncore sin
/
(3.41)
(3.42)
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Initially, it can be assumed that the output from the 1550 nm laser exhibits a 
circular field profile that is guassian in nature. Thus, the 1/e width obtained 
experimentally (Section 4.7.1) can be applied to a guassian function to obtain 
the field distribution in any direction through the centre of the beam.
Given that e* and eg are the 1/e widths of the incident beam and waveguide 
respectively;
Ei — J^e, exp —x2 /(2 • ef) represents the field of the in- (3.43)
cident beam
& Eg =  ^ | -  exp —x2/(2 ♦ e2) is the resulting propagation (3.44)
profile within the waveguide.
uM =  £ °°  (Ej -Eg)dx (3 45)
oo \  /o o  \
/  -ooE fd xj ( /  -o o E‘ dx)
This assumes that the alignment has been optimised, such that the centre 
of each profile is identical, and no further x, or y direction offset is required. 
The mode overlap ( ctm ) is defined by Equation 3.45 [109]. By incorporating 
Equations 3.43 and 3.44 in to the overlap equation 3.45 and simplifying, a 
relationship between the 1/e  width of each profile, and the mode overlap is 
obtained;
Fresnel Losses
Any transmission across a refractive index boundary results in loss due to 
reflection. The amount of reflected light is dictated by the polarisation of the 
incident beam and the angle of incidence. In the case of normal incidence, 
the reflected power (R) can be approximated by;
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Where n is the refractive index of the material the beam is reflected from. 
This loss mechanism must be considered at the input to any waveguide to 
accurately obtain the propagation loss due to internal scattering and absorp­
tion that occurs internally.
3.3.3 Inherent Losses with Waveguide Structures
Section 3.3.2 discussed the potential sources of coupling loss from a light 
source to a waveguide structure. By evaluating these losses, it is possible to 
minimise them by being aware of practical constraints and also to approxi­
mate the level of this loss. Any additional loss after all the above has been 
accounted for, is due solely to loss mechanisms inherent within the waveguide, 
which are now discussed.
Absorption
The effect of a photon releasing energy to an electron and increasing the 
electron energy state results in a loss of the propagating energy. Within a 
material there are many different possible energy transitions that relate to 
various bands and impurities [110].
Absorption is defined as a relative intensity loss per unit length, or;
x 1 d[L(hv)\ , . .
“ (M  =  L (M  dx cm~ (3-48)
As is apparent from Equation 3.48, the level of absorption is dependent on 
the propagating wavelength.
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Scattering
The index of refraction is a measure of the level of interaction between the 
propagating medium and the electromagnetic (em) radiation [111]. The 
dipoles of the medium, set up by the incident em-wave, do not re-emit all 
of the energy in the direction of propagation, and so loss due to scattering 
is observed. As there is atomic periodicity within the propagating solid, 
and providing the wavelength is greater that the dipole size, there becomes 
a wavelength dependency This is Rayleigh Scattering, and determines the 
fundamental limit of the propagation loss. The scattering loss exhibits a 
relationship proportional to A“ 4 in bulk media, where A is the incident wave­
length [112].
Scattering is also observed in cases where the wavelength is equal to, or 
greater than the size of the incident particle. Here, there is more of a diffrac­
tion effect created by the change in density representative of the particle.
Scattering is classified in two principle forms; volume, scattering, and inter­
face scattering. Volume scattering relates to any change in the direction 
of propagation due to a non-homogeneous core region. For example, losses 
due to voids and defects are effects of volume scattering. Interface scatter­
ing encompasses all the losses inherent with the interface between core and 
cladding.
The effect of scattering is particularly evident at the interfaces of the waveg­
uide, where there are many macroscopic index fluctuations [108]. The tech­
nique of layer formation through ion implantation will result in an interface 
that is not well defined, and will have the potential for forming a consider­
able concentration of localised regions of varying density, and consequently 
for scattering.
Radiation
Radiation loss considers the energy that escapes the guiding medium. A 
good example of this is the effect of mode cut-off, where higher order modes 
are lost over the transmission length due to the fact they are weakly con­
fined [112]. Effects like scattering also result in radiation loss, as the mode
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of the propagating ray can be changed.
3.4 The Electro-Optic Effect
The ability of a crystal to propagate different polarisations of light at different 
velocities is termed birefringence, and depends on the symmetry of the crystal 
through which the light is travelling. The diagrams of Figure 3.6 describe 
the different paths taken through a uniaxial (single optical axis) crystal. It 
should be noted that the speed of propagation of the fields perpendicular 
and parrallel to the plane of the optical axis are different, and hence so is 
the refractive index. This variation in index is usually expressed by an index 
ellipsoid, or indicatrix, which can be seen in Figure 3.7, and is the measure 
of birefringence (An =  (ne — n0)), where n0 is the refractive index along the 
path taken by the ordinary ray, and ne is the path along the extraodinary 
axis. The principle axes of the ellipsoid are defined by these indices n0 and 
ne, with the optical axis being along the z direction, hence can be described 
more completely by Equation 3.49.
— -7 ^- +  4  =  1 (3.49)n20 n\
In the case of cubic silicon carbide, with no externally applied fields, nQ — 
ne. This is dictated by the very nature of the cubic crystal structure and 
producing a spherical indicatrix.
However, the effect of an external stress, or applied electric field on an electro­
optic material, like cubic silicon carbide, will result in a distortion of the 
indicatrix, with different refractive indices for different paths, depending on 
the direction of the applied stress or electric field. If the relationship between 
the applied field, and the change in refractive index is linear, then the crystal 
is said to exhibit a first order, or Pockels effect. Should the relationship be 
quadratic, then the Kerr electro-optic effect is seen. It should be noted that 
of the two possible electro-optic effects mentioned, although the Kerr effect 
sounds the more desirable exhibiting an index change based on a square law, 
the associated coefficients are such that the Pockels effect shows much larger
CHAPTER 3. THEORETICAL DISCUSSION 54
(a) fbj
Figure 3.6: The formation of ordinary (o) and extraordinary (e) waves (a) 
after propagation through a uniaxial crystal, and (b) showing how the po­
larisation of the incident wave is split by the crystal in to field components 
parrallel and perpendicular to the plane of the optical axis.
y
Figure 3.7: An indicatrix of a uniaxial crystal, where x, y and z are the 
principle axes of refractive index nD, nc and ne respectively. P is the Povnting 
vector of some incident ray, which results in the propagation of two linear 
and perpendicular polarisations A ,and B.
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changes for the same applied voltage.
3.4.1 Pockels Effect
Whether or not a crystal can exhibit the Pockels effect depends on the crystal 
symmetry, or point group. Only crystals that are non-centrosymetric can 
show a first order effect. A crystal is non-centrosymmetric if like atoms in 
a unit cell cannot be linked by a line through the cell centre, i.e. there 
is no centre of symmetry. To highlight this point, consider applying a field 
between two parrallel faces of a unit cell. This applied potential will generate 
a refractive index change given by 5n. If this crystal is to exhibit a first order 
effect, then by reversing the field, there should be a corresponding change 
of refractive index, —5n. If the unit cell was symmetrical this would not be 
possible, as the field would, in effect, see exactly the same physical structure.
Both stress and the electro-optic effect are described by tensors. An ordi­
nary vector is a first rank tensor, providing the constitient elements of the 
relationship are parrallel to each other. If this is not the case, for exam­
ple in a non-isotropic or inhomogeneous medium, then it can be described 
more effectively by a higher rank tensor. Compare Equations 3.50 and 3,51, 
which both represent Ohm’s Law, where £ is the applied field, and J  is the 
resulting current density, given by the conductivity, a.
Vector 2nd Rank Tensor
=C711^1+ <712^2+(J13 '^3
3  ~  (3.50) j72“ Or21<?l+Or22^ 2+<7’23^ '3 (3.51)
SJz— <731 £ 1 + 0 3  2 £ 2+ 103 3 £3 
Isotropic medium Non-isotropic medium
Equation 3.50 can be applied if the material is isotropic in nature. However, 
if the material is anisotropic it is necessary to apply Equation 3.51 to fully 
describe the inter-relationship, with each component of J  related to all three 
components of E.
The electro-optic effect requires a third rank tensor to describe it indepen­
dently. A third rank tensor can be visualised by considering the effect of
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applying a vector to a second rank tensor, and contains 27 separate elements. 
As there is symmetry within these elements, the number can be reduced to 
18 and is best expressed in a matrix form.
A(£)
M*)
^ (n2) 
A  (^ 0 
A G*)
yz
xy  J
7*11 7*12 7*13
7*21 T22 7*23
7*31 r 32 7*33
7*41 r 42 ^43
7*51 7*52 r 53
7*61 7"62 7,63
E,
(3.52)
Equation 3.52 shows the relationship between the applied field and the in­
duced changes in refractive index of the indicatrix. The terms involving yz, 
xz and xy imply that the effect of the field is to change the direction of the 
principle axes of the ellipsoid such that they are no longer parallel to the 
original x, y and z axes. This can be better understood by examining the 
general equation of an indicatrix, where x, y and z have not been chosen as 
the principle axes, and as such can be compared to Equation 3.49.
(i), *2 + (£), y2 + (£),**+2 ($)yz yz+• (3.53)
Crystal symmetry provides a means to reduce the tensor matrix even further. 
Equation 3.54 shows the reduced tensor matrix of a cubic 43m point group
=  752 — 7*63-
0 0 0 '
0 0 0
0 0 0
741 0 0
0 7*52 0
0 0 7*63 .
(3.54)
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3.4.2 Kerr Effect
The Kerr effect is a quadratic, or second order, electro-optic effect that can 
occur in all substances to a greater or lesser degree, but is always considerably 
smaller than the first order “Pockels” effect [11]. The effect can be seen in 
symetrical crystals, and even liquids.
Chapter 4
Experimental Details
This chapter details the equipment and procedures required in the buried 
layer synthesis and analysis of this work, as well as identifying the differences 
in the samples produced. Initially, the different ion implanters used are 
discribed, together with a brief overview of implanter design. Annealing is 
also introduced as a method of improving the final quality of the material.
The techniques applied in the analysis of the structures formed are then dis­
cussed, together with detail of the experimental apparatus used. Rutherford 
Backscattering (RBS), X-Ray Photoelectron Spectroscopy (XPS) and Cross- 
sectional Transmission Electron Microscopy (XTEM) have been the main 
methods implemented to understand the effect high dose ion implantation 
has on the final material state.
Finally, waveguiding loss measurements are used to assertain the overall qual­
ity of the structure formed, and to confirm the possibility of application for 
low loss integrated optical devices.
4.1 Starting Material
The material used for these experiments is cubic (3C) silicon carbide grown 
on-axis on {001} CZ silicon substrates. The SiC epilayer is n-type, with 
resistivity of 30 ficm and either 2 /im, or 4 /im thick. The majority of wafers 
are 30.1 mm in diameter and supplied by Cree Research Incorporated, 2810 
Meridian Parkway, Durham, North Carolina.
A sample of 3C-SiC grown on SiC>2 has also been provided for waveguide anal­
ysis by the Technical University of Berlin. The silicon carbide was deposited 
on the surface of a SIMOX structure by Cree Research Incorporated [35].
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The SIMOX had a buried oxide layer 380 nm thick, and a surface silicon 
region 200 nm thick. The thickness of the deposited SiC was 2 /im.
4.2 Ion Implantation
Implants were performed using 3 implanters, situated at the University of 
Surrey, Guildford, UK; a 400 keV machine, a 500 keV machine and a 2 MeV 
machine. These implanters are all briefly described below.
For materials characterisation, implants were conducted at 200 kV for 0 +, or 
400 kV for O f» depending on abundance. This made results comparable with 
those of SIMOX, and also allowed the implanted distributions to be probed 
by ion beam analysis, while remaining buried. When producing waveguide 
devices, high energy implants of 2 MV were suitable for synthesising the 
buried layer well below the surface.
Evaluating the depth at which a particular implant energy will distribute 
the incident ions is difficult. Monte Carlo simulation software, such as 
TRIM [113], is adequate when dealing with low ion doses suitable for doping, 
but when the dose is high, in cases of material synthesis, effects like swelling 
are not accounted for. This means that for synthesis, the final distribution 
can be significantly different to that of the simulated result, and can only 
provide a rough guideline.
The samples were mounted on the heated sample stage, discussed in Chap­
ter 5. The typical implant area was 1 cm2, set by silicon apertures above the 
sample. Implants were conducted with the normal of the sample at an angle 
of 7° to the incident ion beam to prevent channeling.
The ion source varied, depending on the implanter used. Implants on the 
400 KV machine (See Figure 4.2) used a Freeman source, fed with carbon 
dioxide. The magnet could seperate the 0 + peak from the nearest neigh­
bours ( C+ and H20+). Carbon dioxide was used to slow the erosion of the 
filament, giving a longer operating time. The 500 kV (Figure 4.3) used oxy­
gen only, ionising the gas using an RF source. For the 500 kV machine, the 
O f ion was the most abundant, by a factor of 2.4 over 0 +, and consequently 
used for implantation, but at twice the energy. A SO-6O cold penning source
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Table 4.1: Sample IP’s and implant conditions
Sample
ID
Acceleration
Potential
Ion
(kV)
Implant
Temp.
(•C)
Dose
(Atms.cm-2 )
Beam
Density
(juAcm-2 )
Implanter
0X1 2000 0 + 600 1.4 x 10186 3 2MV
0X2 200 o + 600 1.4 x 1018 40 400KV
0X6 200 0 + 600 1 x 1017 16.3 400KV
0X7 200 0 + 200 1.4 x 1018 40 400KV
0X9 200 0 + 600 1 x 1017 16.3 400KV
0X15 200 0 + 600 1.4 x 1018 22.2 400KV
0X16 200 0 + 400 1.4 x 1018 22.2 400KV
0X17 200 o + 205° 1.4 x 101'8 8.9 400KV
0X20 400 o  t 600 1.4 x 1018 24.6 500KV
0X28 200 0 + 170a 1.4 x 1018 7 500KV
0X30 400 or 600 8 x 1017 26 500KV
0X31 400 o? 600 1.8 x 1018 25.1 500KV
0X35 2000 0+ 600 2 x 10186 6 2MV
6Actual implanted dose is approx. 4 x 1018cm 2 
“Temperature reached through beam heating only
running 160 + was used on the 2 MV machine (Figure 4.4).
Table 4.1 outlines the implant conditions for the samples discussed in this 
work. In all cases, the sample was mounted on the stage discussed in Chap­
ter 5 and implanted in the temperature range ^100°C to 600°C. Only the 
early samples, 0X1 and 0X2 used a different heated sample stage, and as a 
consequence were found to be significantly under-dosed.
The typical sample size used was 1 cm2, and was surrounded by silicon to 
prevent implantation of the heater surface and also to provide a clamping 
element that will not contaminate the sample. Where the wafer temperature 
was controlled by beam heating only, the sample was still mounted to the 
heater surface. After all implants the sample was allowed to cool under 
vacuum.
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4.2.1 Implanter Descriptions
In essence, the implanters are similar as seen by the target. However, the 
design of each is significantly different, and has meant that different ex­
perimental conditions have been required for each. These differences have 
already been outlined above. Below, the architecture for each machine is 
broadly described, but before this a simple overview of a simple ion im­
planter is discussed to allow the reader to appreciate the difference between 
the implanters used.
Figure 4.1 shows the elements of a basic implanter. A plasma of positive 
and negative ions is generated in the ion source (A). This plasma (B) is con­
tained within a chamber within the source. The controlled removal of these 
ions to achieve an ion beam is done by rowing the potential of the source. 
This generates a potential difference between the source and extraction sys­
tem (C), pulling out positive ions from the plasma, focusing and accelerating 
them towards the analysing magnet (D). There are many different ions that 
are extracted from the plasma, depending on the solid or gas material used 
to generate the plasma. The field of the analysing magnet is set such that 
only a specific ion of a certain energy will pass through the magnet, with 
other combinations taking different paths, e.g (i) and (ii), and so failing to 
reach the exit. Further acceleration potential (E) can then be applied to 
bring the ion energy up to the desired value. Within an ion beam there can 
be exchange of charge with the background gas, resulting in a high energy 
neutral atom. Should this neutral reach the target (G), it would not be de­
tected and could result in a dosimetry error. For this reason a neutral trap is 
introduced. By bending the ion beam magnetically, or electrostatically, close 
to the wafer, the neutrals are left to continue straight ahead (iii) missing the 
target. Scanning (F) is introduced to uniformily implant the target area.
The illustration of Figure 4.1 can vary depending on the requirements of 
the machine. For example, two of the machines discussed in the following 
sections apply the majority of the acceleration potential at different points, 
one before the magnet, and one after. A higher energy ion offers an advantage 
in the analysing magnet, by providing greater seperation between nearest 
neighbour species, but at the cost or requiring considerably larger magnetic 
fields to obtain the necessary bend radius.
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Figure 4.1: The outline of a basic implanter structure. The ions are generated 
within the source (A), forming a plasma (B). This plasma is extracted through 
a pre-acceleration stage (C) and then mass analysed by the magnet (D). Fur­
ther acceleration of the wanted species is obtained by the Post-acceleration 
stage (E) and before a neutral trap (iii) and scanning (F) onto the target (G). 
Unwanted ions take different paths within the magnet (i), (ii), depending on 
a combination of the ion charge, mass and energy.
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Pre-Analysis 400 kV
An illustration of the implanter is shown in Figure 4.2. As previously dis­
cussed, the CO2 source is ionised by the filament of a Freeman source. The 
confined plasma is then extracted through an adjustable aperture using a 
typical voltage of 20 kV. In this case the mass selection is prior to the lens 
that provides the majority of the ion energy. The magnet of the mass selec­
tion offers an angle of only 60°, and so offers poor resolution compared to a 
magnet with a larger path length. The poles of the magnet can be physically 
adjusted to maximise the current throughput of the magnet.
The lens provides the further 180 kV of acceleration. A quadrupole is housed 
within the final section of the lens to give improved focusing. A bending volt­
age is required to move the beam onto the sample, providing a neutral trap 
before the X-Y plates of the scanning. Neutrals formed after the scanning 
stage are removed by applying a voltage offset to the scan in one direction.
Post-Anaylsis 500 kV
This is a low beam current implanter, but with increased mass resolution. 
These properties are a function of the design, outlined in Figure 4.3, and 
arise because this is a post analysis machine, the opposite of the implanter 
discussed previously. With most of the ion energy obtained in the pre­
acceleration stage, before the mass selection, all unwanted ions are first 
accelerated, and then only those of interest allowed past the 90° magnet. 
This provides much better mass seperation as the ions passing through the 
magnet reach much higher energy and hence larger difference in bend radii. 
However, much of the power is wasted accelerating unwanted ions, reducing 
the overall beam current capability, and also much larger magnetic fields are 
necessary to bend the ions through the mass selection stage, resulting in a 
much bigger electromagnet needing larger currents.
The plasma is formed from an oxygen gas ionised by an RF source. After 
the acceleration and mass selection stages, the beam passes through a set of 
slits before being electrostatically scanned onto the target. Again a neutral 
offset is applied via the scanning stage.
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Figure 4.2: The 400 kV High Current Ion Implanter, showing (A) The Free­
man source and gas inlet within the source chamber which is elevated to 
200 kV, (B) The source magnet confines the plasma around the source fila­
ment, (C) Extraction aperture system to maximise the current output, this 
sits at 180 keV relative to ground, (D) is the 60° mass analysing magnet, (E) 
is a Faraday Cup and slit system, (F) is the lens that provides the main ac­
celeration and focussing, with the addition of a quadrapole, (G) is a neutral 
trap containing deflection plates, (H) is the raster scan, which also provides 
a neutral offset, and (I) is the sample port and sample.
CHAPTER 4. EXPERIMENTAL DETAILS 65
Figure 4.3: The 500 kV Post-Analysis Ion Implanter, illustrating (A) The 
Cold Penning Source, (B) The magnet field coils to assist in confining the 
plasma, (C) After the aperture an Einzel lens system, consisting of two ex­
traction plates at common voltages, and an adjustable focusing lens in the 
centre, (D) The acceleration tube, (E) Following the Beam Profiler a set 
of quadrapoles, (F) A 90° mass analysing magnet, (G) A Beam Profiler and 
mass resolving slits, (H) X /Y  Scanning and neutral offset followed by a Fara­
day Cup, and (I) Target chamber with sample.
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Figure 4.4: The 2 MV High Energy Ion Implanter [114], showing (A) The 
load lock for exchanging sources, (B) The SF6 insulated tank containing the 
source and Van de Graaff generator, (C) Beam profile monitor, Faraday Cup 
and Aperture (D) Focusing quadrapoles, (E) 90° mass analysing magnet, (F) 
Beam profile monitor, and mass resolving slits, (G) Quadrapoles to focus on 
exit of magnet, (H) a 7° offset for neutral trapping, (I) Target chamber for 
for side loading stages, and (J) End chamber for batch processing.
H i g h  E n e r g y  2  M V
The High Voltage Engineering Europa BV (HVEE) accelerator generates up 
to 2 MV using a Van de Graaff system. The principle components of the 
system can be seen in Figure 4.4 [114]. Quadrapoles focus the beam before 
and after the magnet. The fact that the ions enter the beamline with an 
energy up to 2 MeV means that a large magnet, requiring considerably high 
coil currents, is necessary to achieve the required mass resolution (AM/M) 
of 350. A cold cathode penning ion source was used to create the 0 + ions 
used.
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4.2.2 Errors incurred during Implantation
Although every precaution is taken to minimise errors associated with the 
final dose and distribution of ions, the very nature of experimentation means 
that errors still exist. The major contributers to the errors related to ion 
implantation are;
• Variation in the ion range associated with fluctuations in the ion energy 
caused by an unstable plasma and supply drift.
• Changes in sample temperature due to a time varying beam current.
• Incorrect dosimetry, caused by;
— Inaccurate measurement of aperture area. This is the silicon aper­
ture just before the sample and defines the implant area.
— Poor secondary electron suppression.
— Inadequate neutral trapping.
By far, the most significant factors are the effect of aperture area, and sup­
pression on the correct dosimetry. For example, with small samples of area 
25 mm2, an error of 0.5 mm on the measurement of each side of a square 
aperture could result in an error of 21 % on the final dose. To minimise this 
error the apertures are measured by vernier calipers before use.
4.3 Annealing
Annealing of the as-implanted sample is necessary to remove any damage 
created by the implantation process, and enable the diffusion of the implanted 
species. In the case of buried layer formation, the growth of precipitates is 
essential, and very much driven by temperature. The mechanism is termed 
Ostwald Ripening [115] and is dictated by the strain energy associated with 
precipitate size.
Samples have been annealed using two different techniques; rapid thermal 
processing (RTP) and furnace annealing (FA). The RTP is a quartz based
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16 lamp optical furnace, providing 32 kW of power. It is capable of ramp 
rates approaching 200°Csec-1, but is limited to a maximum temperature of 
1200°C, above which the quartzware would start to change state.
To anneal at temperatures above 1200°C, an alumina furnace is used. This 
furnace is capable of reaching temperatures above 1700°C, but at a ramp 
rate of approximately 2-3°Cmin-1.
Typical temperature profiles of annealer runs can be seen in Figure 4.5 (a) & 6. 
Figure 4.5(a) shows a typical RTP run to 1200°C. Prior to the first temper­
ature ramp, the system is purged for 5 mins. in the chosen ambient, see 
Section 4.3.1. The period at 400°C is then used to drive out any water in the 
system, for example condensation formed on the water cooled wafer entry 
door. Following this, the temperature ramps up to the final anneal temper­
ature. Cooling to room temperature is an unaided convection process. The 
accuracy of these quoted temperatures is within ±15° C for the RTP and 
± 10°C for the furnace, based on calibration measurements.
Figure 4.5(b) profiles a standard furnace run to 1300°C. The ramp rate 
is limited by the single phase 30 A supply, and is set to 30Cmin_1 up to 
900°C, where it then continues at 2°Cmin“ 1 until the final set temperature 
is reached. The furnace has an unassisted cool down.
The way the sample is mounted in both the RTP and furnace is shown 
schematically in Figure 4.6 (a) & (b) respectively, showing the relative ther­
mocouple positions. Within the RTP, the sample sits on a 3” wafer, held in 
the centre of the quartz chamber. The thermocouple is positioned on the un­
derside of the wafer. Samples in the furnace annealer are held in an alumina 
boat, supported by a rod containing the thermocouple. To calibrate this 
system a thermocouple was bonded to a test piece of silicon, and mounted as 
a sample. Monitoring of this temperature at certain equilibria gave a rela­
tionship between thermocouple readings and real sample temperature under 
identical anneal conditions, see Section 8.2.
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(a)
(b)
Figure 4.5: Comparison of the RTP (a) and Furnace Annealer (b) typical 
temperature profiles. The RTP profile shows;(A) the 5 minute gas purge,
(B) initial ramp time of 400°Cmin.-1, (C) 400°C dwell to evaporate and re­
move water vapour, (D) the final ramp to the maximum temperature within 
1 minute, (E) the anneal time and temperature, and (F) the cool-down 
time. The Furnace Annealer profile constitutes; (A) the initial ramp rate of 
3°Cmin_1, (B) a 30 minute dwell at 900CC to reach an equilibrium condition,
(C) a ramp to the final temperature at 2°Cmin_1, (D) The final temperature 
and anneal duration and (E) the cool-down time, typically 10-12 hours.
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Figure 4.6: Diagrams comparing (a) The sample position within the RTP, 
and (b) The layout within the furnace annealer, the cut-out showing the 
relative position of the temperature monitoring thermocouple.
Table 4.2: List of annealing conditions for SiC layers previously implanted with oxygen.
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Sample
ID
Material Max.
Temp.
(°C)
Maximum 
Ramp Rate 
(0Csec_1)
Time
(Mins.)
Ambient Flow Rate 
(cm3min_1)
Annealer
(FA/RTP)
OX9 SiC+O 1200 800 60 Ar 5 RTP
0X9 SiC+O 1200 800 240 Ar 5 RTP
OX15 SiC+O 1200 800 60 Ar 5 RTP
OX7 SiC+O . 1300 3 60 A r/1% 02 3 FA
SOX1 Si+Si02 1300 3 60 A r/10% 02 3 FA
4;3.1 Effect of Ambient
The annealing ambient very much determines the quality and result of the 
anneal. Various different ambients have been used to quantify effects, and 
are discussed further in Section 8.2. The gases used are Ar, N2, Ar with 1% 
O2, Ar with 10% O2. Some of the samples were also capped with PECVD 
deposited SiC>2 to protect them during anneal. Flow rates were also varied 
between 0.5 and 2 cm3min“ 1 and the effects examined. Table 4.2 lists the 
conditions of annealing for implanted SiC samples and 4000 A thick thermally 
grown Si02 on silicon.
4.4 Rutherford Backscattering Spectrometry
Rutherford Backscattering Spectrometry (RBS) is the main analytical tech­
nique used for this work. As a non-destructive technique, it allows for eco­
nomical re-use of samples.
By using RBS, it is possible to obtain compositional and depth information 
of the sample, together with a means of evaluating the crytallinity of various 
regions.
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Figure 4.7: The RBS experimental arrangement showing the beamline, and 
including (A) The Van de Graaff generator, (B) The electrostatic beam po­
sition adjustment and Beam Profiler, (C) Slits used to provide a feedback on 
the beam position to (B) and energy, (D) Adjustable 3 mm aperture between 
quart viewers, (E) Electrostatic plates for further beam position adjustment, 
with additional X-plates to provide a beam offset, (F) Final 1mm diame­
ter aperature and viewer to observe beam prior to entry in to (G) the end 
chamber containing the sample to be measured and (H) the detector.
4.4.1 System and Setup
A 1.5 MeV 4He+ beam is produced using a Van de Graaff generator. The 
beam is then directed down a beamline at the target, shown in Figure 4.7 
and passes through a pair of slits. The slit signal obtained is used to provide 
feedback information on energy and position, which in turn helps to provide 
energy stabilisation and control within 1 keV.
Two apertures are used within the line to reduce the beam spot down to 
approximately 1 mm in diameter, as well as a number of quartz viewers to 
help position the beam. Several electrostatic plates are present to ensure the 
beam reaches the target chamber and to provide an offset to remove 0 2+.
Within the target chamber, the samples are mounted on a computer con­
trolled goniometer, wiiich offers lateral (v), rotational (0) and tilt (</>) move­
ment with reference to the incident beam. The chamber and beamline are 
typically under vacuum to a pressure of « 10~6 torr.
The beam current is measured directly, using a current integrator connected 
to the sample, see Figure 4.8. To reduce the effect of secondary electrons,
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the sample is also elevated to a potential of 200 V. To convert the charge 
collection system so that it could be fed to a computer, the counter output 
of the current integrator is connected to a counter which provides an RS232 
serial output.
A silicon surface barrier diode detector is mounted at 160° relative to the 
incident beam (Figure 4.8), in an IBM geometry (i.e Detector is in the plane 
of the scattering angle), within the chamber and provides a solid angle of 
2.23 msr. This detects the backscattered 4He+ ions and converts the inci­
dent ion energy to a voltage pulse. The detector is reverse biased at 75 V to 
achieve a depletion layer able to stop 10 MeV 4He+ ions, and has a typical 
energy resolution of 16 keV, primarily dictated by the thickness and uni­
formity of the surface barrier. A charge sensitive pre-amplifier converts the 
detector output and is sent to the main amplifier for pulse shaping. This 
shaping reduces the likelyhood of pulse pile up (by effectively shortening 
the pulse width by reducing the decay time) and also improves the signal- 
to-noise ratio. Finally a Multi-Channel Buffer (MCB) continually updates 
a histogram consisting of 512 channels. The histogram shows the distribu­
tion of peak heights, which relates directly to backscattered energy. The 
pulse heights are converted for energy comparison by an analogue-to-digital 
converter (ADC). The histogram data is fed to a SUN SparcStation IPX 
computer. At intervals, the visual display of a computer is updated.
4.4.2 Experimental Procedure
At the beginning of each experimental RBS run, an energy calibration is 
taken. A thin gold film on a silicon substrate is analysed, and the system 
gain adjusted to obtain approximately 3 kV/channel when operating with a 
1.5 MeV 4He+ incident beam. The system resolution can also be measured 
from the gradient of the gold or silicon edge. This gradient is very much 
determined by the detector resolution, which is much larger than the effect 
of energy straggling at these energies [101].
When random spectra are taken, the goniometer is positioned off-axis in the 
9 direction by 8°, while (f> is continually rocked between 7° and 9° off incident. 
To validate the quality of the random spectra, an amorphous silicon spectra
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Figure 4.8: The RBS data collection system showing the electronic detection 
path. The surface barrier diode detects the reflected ions from the target 
and converts this to a current signal. The is converted to a voltage signal by 
a pre-amplifier and fed to a pulse shaping amplifier which converts helps to 
remove the extended tail of the diode current pulse. The pulses generated are 
counted within the MCB and fed at intervals to the computer. Also shown 
are the pulse shapes associated with the various stages of signal conditioning. 
The incident beam current is monitored via a current integrator and also fed 
to the computer via a counter.
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is always taken as a yield comparison. In all cases, data was collected for 
total incident charge of 10 /iC.
Random spectra are those where the inclination of the specimen, with re­
spect to the incident probe beam, is such that the backscattering yield is at 
a maximum. This occurs when the beam is unable to propagate along any 
of the crystal axse or planes, and so has the highest probability of under­
going a collision with the target ions. The opposite to this is a channeling 
spectra, where the specimen is aligned such that the beam propagates along 
a channel much deeper into the target. This results in a much reduced yield 
when examining a good quality crystal lattice. Collision events only then 
happen when there are signs of damage, or a concentration of atoms sitting 
interstitially.
4.4.3 Channeling
Channeling techniques have been used to analyse the crystallinity of the 
surface region, and level of disorder in and around the buried layer.
To locate a channel, the angle of the sample relative to the incident beam 
is adjusted, while monitoring the beam current and backscattered ion count 
every second. The backscattered energy is limited to a window, relating to 
the surface region of the silicon, typically between channels 200 and 300. Both 
6 and (j) are adjusted until the backscattered counts reach a minimum. At this 
point, the crystal structure is aligned with an axial channel, and a spectra is 
recorded, with a much reduced yield, that shows the energy distribution of 
4He+ that have been backscattered on escaping from the channel.
To quantify the level of dechanneling, compared with the random spectra a 
Xavg value is calculated from the first 60 channels in the surface region of the 
overlayer, typically between channels 220 and 280 of the silicon region, see 
Figure 4.9 and Equation 4.2. During every experimental run, a random and 
channeled spectra of virgin single crystal SiC (see Figure 4.9) were taken as 
a normalisation reference for any channeling evaluation. The Xmin value is 
also determined from the point on the channeling spectra where the number 
of counts are the lesser. Thus, there are two crystalline quality parameters;
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(4.2)
Where x represents the channel number with the lowest number of backscat­
tered channeling counts. YieldRandom is the counts average between chan­
nels 220-280 and the channeling yield (Yieldchannei) is similarly the average 
channeling counts in the same region. A combination of Xmin and Xavg can 
accurately describe the transition on surface layer quality following implant 
or anneal.
4.4.4 Simulation and Fitting
For simple RBS spectra it is straight forward to apply the standard equations 
of Section 3.1.2 to obtain data on the depth and composition of thin films. 
However, applying such techniques to layers of graded composition, with 
surface energies that all overlay is significantly more difficult. Consequently, 
a more fruitful method is to model the particular layers of the sample, as well 
as the conditions of the experiment, with the aim of mapping the simulated 
spectra to that observed experimentally.
The majority of the spectra shown in this work have been fitted by an iter­
ative technique that adaptively adjusts the composition, depth of each layer 
and number of layers in the model to achieve the best possible fit to the 
experimental results. The technique applies standard collision theory to the 
model to obtain a simulated spectra, and then adjusts the model based on 
the result.
This fitting technique is termed Simulated Annealing (SA), the essence of 
which has been discussed in Section 3.1.3. It is a minimum search algorithm 
that iteratively reduces the solution space until the minimum is found. It 
requires information on the experimental setup, including data on the detec­
tor solid angle, resolution, total collected charge, incident energy and energy 
per channel.
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Channel number
Figure 4.9: The measurement points of a typical RBS random (o) and chan­
nel (□) spectra of SiC, showing (i) System resolution, (ii) Typical gold and 
silicon surface channel positions for a 1.5 MeV 4He+ beam, (iii) Measurement 
values YieldRandom and Yieldchannei necessary to calculate Xavg-
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Plural Scattering Correction
The effect of plural scattering gives rise to a difference between the experi­
mentally determined yield, and that calculated by theory. Particularly with 
oxygen in SiC, it has been necessary to take into account the effect of this 
loss in yield in order to achieve sensible results through the SA algorithm.
Reference virgin SiC samples have been used to account for this effect. By 
dividing this experimental SiC data by the theoretical partial spectrum cor­
responding to silicon, a plural scattering correction (Jackson Fudge [116]) 
factor can be obtained [104]. The factor is entered into the SA algorithm 
as a 4th order polynomial, together with an energy factor that signifies the 
point at which this plural scattering factor takes effect. Now when the SA 
profiles are generated, the plural effect is included each time, and allows the 
software to achieve a better fit.
A number of assumptions have been made in the determination of this factor. 
The first is the fact that Si is the heavier element and as such will be respon­
sible for a majority of the deviation from theory. The second assumption is 
that the implanted extra element will not significantly change this correction 
factor.
Evaluation of Errors
The quality of the SA solution is primarily dependent on the experimental 
data available and the time allocated to the simulation. There is no require­
ment for a initial model, although setting certain constraints will reduce the 
necessary processing time. However, because SA is required to calculate 
thousands of simulated spectra, in order to select the best fit, the algorithms 
used are optimised to increase speed, resulting in a reduction in the accuracy 
of the calculated data. Any inaccuracies in the standard constants
used to provide the data fitting, such as stopping powers, will also feature in 
the resulting inaccuracies of the model. Tests conducted on the repeatability 
of the solution are good to within 1%.
For the experimental data the system errors are cummulative, and contain 
contributions from many sources, including errors in determining the solid
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angle of the detector/ detector resolution, energy resolution, errors in the 
inclination of the target, and offset factors associated with the detection 
electronics.
Other than the systematic errors that affect any experiment, the major factor 
in defining the overall error in RBS is the counting statistics. The probability 
of a count being detected is constant per unit time, and as such obeys a 
Poisson distribution [117]. According to the Central Limit Theorem [118], 
for a large number of counting events n, the standard deviation (<r) is given 
by a =  y/n. Thus, for the 10,000 counts taken per spectra, the resulting 
variation is 1%. This will have an effect on the measured charge, and hence 
in the determination of implanted dose, and Xmin- This does not include the 
effect of pulse pile-up (two pulses coming from the detector at the same time, 
giving the impression of one larger amplitude), which would result in further 
uncertainty.
The mass resolution of the system is determined principly by the accuracy of 
the pulse measuring equipment, the energy resolution of the surface barrier 
detector and the determination of the incident energy. Given that the inci­
dent beam (1.5MeV) could be controlled to within 1 keV, and the detector 
resolution is 16 keV, the mass resolution is calculated to be just less than
1 amu from the approximation of Equation 4.3, where AE\ is the difference 
in backscattered energy, A M2 is the measureable difference in mass from M2 
and Mi is the mass of the probe ion. The angle <5 is defined as tt — 9, where
0 is the backscattering detector angle [101].
The accessible depth for 4He+ at 1.5 MeV is approximately 1 /jtm [101]. This 
is sufficient to probe the complete oxygen profile if implanted at 200 keV, 
but not at 2 MeV.
(4.3)
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4.5 X-Ray Photoelectron Spectroscopy
X-ray photoelectron spectroscopy (XPS) is a surface analysis technique that 
gives quantative information of the chemical state and composition of the 
near surface atoms. Core electrons are ejected by an incident x-ray source. 
The relative energy shifts of the photoemitted electrons can be correlated 
with a difference in binding energy between atoms. For a more detailed 
discussion see Section 3.2.
The analysis system used was a VG Scientific ESCALAB Mk II spectrometer, 
which consists of an Alko: source, emitting at 1486.6 eV, with a line width 
of 0.85 eV, a sample chamber and electron analyser and a argon ion gun for 
depth profiling. The system runs in the ultra-high vacuum (UHV) regime of 
10~8 to 10-10 rorr.
The sample is typically 25 mm2 in area, and mounted on to a stainless steel 
stub using silver-dag to minimise the possibility of charging effects. Prior 
to the mounting of the sample, the stub is covered- in an aluminium foil 
jacket. In this way it is possible to identify the signal associated to the x-ray 
excitation of the stub surface. The XPS signal of the aluminium is out of 
the range of interest, should the excitation source extend over the edge of 
the relatively small sample. Much of the analysis has been conducted using 
an aperture to reduce the size of the analysis area, at the cost of increasing 
data capture time.
The electron analyser is a hemispherical sector analyser (HSA), which con­
sists of a lens system to focus the incoming electrons, a retardation plate and 
hemispherical channel. The channel is set to pass a particular energy, typi­
cally 10 eV to 100 eV [119] and thus has fixed spectral resolution. Adjusting 
the potential on the retardation plate, prior to the channel, electrostatically 
controls the energy selection of channel, and hence what is detected on the 
opposite side of the channel.
The spectral resolution (AE) is given by Equation 4.4 [120] and is controlled 
by the analyser resolution (AEa)-, the natural linewidth of the exciting radi­
ation (AEx) and the intrinsic width of the photoelectron line (AEP). The 
radiation linewidth (AEx ) is the dominating factor, at 0.85 eV. The analyser, 
when running with a 50eV analyser pass energy, has a spectra resolution of
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0.25 eV [120]. This all relates to the spreading of the spectrum. The peak 
energy can still be accurate to within 0.2 eV [121]. The effect of the resolu­
tion is only to broaden the resulting peaks and make determination difficult. 
The intrinsic broadening of the photoelectron line is only slight, and due to 
effects such as phonon broadening, and the relaxation time of the hole left 
by the photoelectron.
A E =  (A E\ +  A E2X +  AEp)0'5 (4.4)
By applying the figures into the above equation, a value of 0.9 eV is estimated 
for the system resolution, and determines the expected energy spread of the 
collected electrons, although the position of the peak can still be resolved to
0.2 eV, as previously discussed.
In all cases, scans were taken of the Si2P, Cis, Ois, and A12j5 regions, which 
relate specific electron orbital transistions with typical energy ranges of 96- 
120 eV, 276-300 eV, 526-550 eV, and 66-90 eV respectively. After each surface 
scan, an argon ion gun was used to sputter away the surface insitu. The gun 
operated at 6 kV, with a typical beam current of 20 nA. The scan was then 
taken of the new surface, or level. The number of levels taken depended on 
the sample, and aperture size, but tended to be between 12 and 21.
4.5.1 Bremsstrahlung Induced Auger
Bremsstrahlung radiation is emitted from a conventional Alka source. Ordi­
narily it is an inconvenience, producing unwanted background noise. How­
ever, in the case of silicon, this radiation is energetic enough to eject a signifi­
cant number of Is electrons to obtain the silicon Auger (Sik l l )  spectra [120]. 
By relating both the Si2p binding and Si k l l  kinetic peak energies, together 
with the initial excitation energy (hv) it is possible to negate the effects of 
sample charging and obtain an absolute value, termed the Auger Parame­
ter (a:*), see Equation 4.5 [122].
g .'* — Si2p ■+■ Six£,£, — hv(1486.6 eV ) (4.5)
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The act of combining the XPS and Auger energies in this way simply cancels 
the effect of charging, as both are affected to the same level. A comparison of 
Auger Parameters for silicon, and other XPS data relating to silicon carbide 
is given in Section 3.2.
Evaluation of the 3 XPS (Si2P, Ci*, 0 is) and 1 Auger (Sij^ xx,) spectra for each 
level was achieved by peak fitting using a guassian summation technique. 
Seven levels from 2 different samples were fitted in parrallel. Particular 
attention was paid to the Auger parameters and composition of SiC, Si02 
and any intermediaries that were found, such that the same relative energies 
and compositions could be applied to all levels. The compositions can be 
determined to an accuracy of 10% [121].
To characterise the material, as well as the XPS system, a number of cal­
ibration samples were examined. The two main samples of interest were 
virgin 3C-SiC, and silicon. From this data it was possible to determine the 
associated energy peak positions and widths, which are shown in Table 7.
All of the data collected has been fitted using a simple gaussian summation 
technique. The standard deviation of these peaks remained constant for each 
element, and the peak positions were attempted to be constrained between 
levels. The calculated area of each fitted peak was used to determine the 
elemental composition for each level.
4.6 Cross-Sectional Transmission Electron Mi­
croscopy
Although a considerable understanding of the structures formed through high 
dose ion implantation can be obtained through RBS and XPS, a much bet­
ter idea can be obtained by appling Cross-sectional Transmission Electron 
Microscopy (XTEM). This gives a more detailed view of the defects formed, 
and the quality of the layers formed, as well as the interfaces. Using this 
technique it is possible to obtain a physical representation of the material 
structure, useful in determining the overall processes taking place during 
layer synthesis.
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This section considers the method of generating cross-sectional samples suit­
able for XTEM. The hardness of SiC makes sample preparation difficult, as 
both the implanted oxide and silicon substrate ion mill away before the SiC 
layers become electron transparent. For this reason it has taken considerable 
effort to produce these samples, but the following technique has been found 
to give the best, most repeatible results.
4.6.1 Sample Preparation
The XTEM samples were cleaned and bonded face-to-face using Gatan epoxy 
adhesive. After curing for 30 minutes at 120°C [123], the joined samples were 
then cut into f^ lOOO /im thick strips. A 1000 (im thick sandwich was waxed 
cut-face down on to the stub of a Gatan Grinder and the face mechanically 
polished.
Polishing is achieved on a 6” diameter polishing wheel. Initial course polish­
ing starts on a 1200 grit paper, with continuous water lubrication. Once all 
rough edges and large scratches have been removed, a finer 2400 grit paper 
is then used, again with a continuous flow of water on the paper to provide 
lubrication and waste removal. Finally, the fine scratches are removed using 
a 1 /im NAP pad, with diamond spray and alcohol based lubrication.
When the polishing of one face has been completed, the sample is then turned 
and the opposite face polised in a similar way. Once the sample thickness is 
below ~  20 /im, the final polishing with the 1 /im diamond spray is begun, 
and continues until reflected light from the sample approached red. This 
happens at a sample thickness approaching 5 jim. At this stage the sample 
is removed from the stub and transferred to a 3 mm diameter copper grid, 
see Figure 4.10. The sample is mounted with the edge towards the centre of 
the grid, and held using silver-dag, providing electrical contact to the grid.
The grid is transferred to a Gatan 600 Dual Ion Miller, where the edge is 
thinned to electron transparency by sputtering from both sides by two argon 
ion guns inclined at an angle of 10° from the sample surface. The argon ions 
were accelerated by a potential of 5 kV, and provided a total beam current 
of 0.25 nA each. After approximately 2-3 hours within the ion miller the 
sample is ready to be transferred to the electron microscope.
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Figure 4.10: Illustration of sample positioning on copper grid prior to begin­
ning ion milling, showing (A) the copper grid, with slot, (B) the silver-dag 
used to mount (C) the sample such that the edge is towards the centre of the 
grid.
Analysis of the samples has been in both bright field (BF) and dark field (DF) 
conditions, as well as by applying techniques such as 2 Beam and Weak Beam 
analysis. The weak beam condition gives a dark field image as the diffracted 
beam is used, but exhibits better resolution by operating with the sample 
tilted away from the perfect Bragg condition (the usual orientation to obtain 
a strong diffracted beam). The deviation from the Bragg condition increases 
the width of the contrast obtained from a dislocation or precipitate at the 
cost of a loss in intensity. This technique is principlv used for resolving 
information from a region containing a high density of detail [124]. The 
two beam condition relies on the correct sample tilt to allow one diffracted 
beam and the transmitted beam through the aperture network, and is used 
to obtain a good contrast of defects [125].
4.7 Waveguide Loss Evaluation
The essential driving force behind this work is the development of a suitable 
buried layer to provide low loss optical confinement and propagation in the 
surface region. Consequently, there is need to quantify the level of propa­
gation loss of the waveguiding material. This has been achieved using an
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end-fire coupling technique, which involves polishing the end-facets of the 
waveguide, and then coupling light in using a lens system. By comparing 
the light output of the apparatus before and after the introduction of the 
waveguide a measure of the waveguide loss is obtained. A representation of 
the waveguide loss measurement equipment is outlined in Figure 4.11.
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Figure 4.11: Waveguide loss measurement system, which consists of; (A) a 
1550 nm HeNe laser source, (B) a focusing objective lens mounted on an 
X,Y,Z microposition stage, (C) the sample, mounted on a Y,Z microposi- 
tioner stage, with tilt (^) and rock (if) , (D) the collecting objective lens 
mounted on a X,Y,Z micropositioner, which also holds a beam-splitter (E), 
directing the output to a camera (F) and a detector (G).
4.7.1 Experimental Procedure
The laser source used was a 1.5 mW HeNe gas laser operating at 1550 nm 
in TEMqo mode. Two opposite edges of the sample were polished par-allel 
and the sample positions such that the facets were perpendicular to the 
direction of light propagation. Polishing of the these facets is carried out
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in a similar way to that discussed in Section 4.6.1, with the exception that 
during polishing the sample is held vertically in a silicon sandwich to protect 
the edges from damage.
Initially, the laser is focused through the two objectives only, and the optical 
output maximised using the camera to view beam shape, and a detector/pre- 
amplifier to give an absolute power output. The beam shape could be 
profiled’ using a video analyser connected between the camera and display 
screen. The output from the video analyser can also be captured on an X-Y 
plotter.
Once the maximised output has been plotted, the profile is repeated, but with 
a 1/e  neutral density filter in between the laser output and first objective. 
Overlaying the two profiles gives a method of measuring the 1/e width, the 
top out the attenuated output is the same as the 1/e height of the inital plot, 
the width of which can be measured at this point. However, the width that is 
measured is only a beam width number. To convert this beam width in to a 
dimensioned figure, a l l  fim aperture is inserted between the two objectives, 
and the two profiles measured again. The 1/e width of the analyser output 
is related directly to the width of the aperture, 11 /j,m. Hence, the analyser 
output is now calibrated.
Similar profiles can used to calculate the 1/e width for the waveguide samples, 
once maximum optical transmission has been obtained. Measurement of the 
output power requires that the detector be scanned horizontally at intervals 
dictated by the active width of the photodiode. This is necessary to collect 
the spreading of light due to a lack of confinement in the Y-direction when 
planar waveguides are being measured. Integration of the resulting data gives 
the total output power of the device. The insertion loss (Li) in dB of the 
waveguide can then be evaluated using Equation 4.6.
Li =  10 log (4.6)
Where Pi and P0 are the input and output power respectively. The relation 
ship between the detector and pre-amplifier output voltage to the incident 
power has been determined with the aid of an optical power meter. The 
result can be seen in the calibration curve of Figure 4.12.
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Figure 4.12: The optical power calibration curve for 1550 nm (- -) wavelength 
input. This can be used to determine the real power output given the output 
from the photodiode and pre-amplifier.
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Due to the lack of confinement in the horizontal plane, the power output 
from the guide is measured cummulatively across the end facet, in steps dic­
tated by the detector width. By applying the converted photodiode detector 
output to Equation 4.6, it is possible to obtain the total loss (Li) of the sys­
tem. This loss is an accumulation of the propagation loss, Fresnel reflection, 
mode overlap loss and numerical aperture (NA) mismatch between lens and 
waveguide. Of all the contributions to optical loss, the propagtion loss is the 
most important, characterising the absorption and scattering of the surface 
waveguide region, and interfaces, and allowing quantification of the material 
system. The other sources of experimental losses are discussed in detail in 
Section 3.3. In this instance, there is only a need to quantify and eliminate 
them. In order to determine the propagation loss, Equation 4.7 incorporates 
the addition of these losses to give a final value of propagation loss (Lp) in 
dBcm-1.
Lp =  — • (Li — LF — LNa) ' cr (4.7)
Here, I is the length of the waveguide in centimetres, LF and LNA are the 
Fresnel loss and numerical aperture mismatch, previously calculated in Sec­
tion 3.3 , and a is the level of mode overlap, determined from the field profiles 
obtained using 1/e filter and the video analyser, see Section 4.7.2.
4.7.2 Evaluation of Mode Overlap (cr)
If the electric field profile of the source cannot match to the profile that 
propagates within the waveguide, a coupling loss in incurred. For example, 
if the 1/e  width of the incident laser is large in comparison to the guide width 
then the coupling efficiency is reduced.
By evaluating the correlation between the two field profiles, an overlap ra­
tio (<t) can be obtained. Equation 4.8 demonstrates the basic principle. The 
numerator is the correlation term, while the denominator is purely a normal­
isation factor to give an overall value of a between 0 and 1. Simplification 
of this equation, see Section 3.3.2, results in that of Equation 4.9, which has 
only been derived for the x-direction, which is applicable for planar waveg-
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Table 4.3: A list of the possible sources of error in the propagation loss measurements 
for the optical waveguides.
Source Error (%)
Error in Detector Reading 0.5%
Output Power Conversion 3 %
Aperture Size 2 %
1/e Neutral Density Filter 5 %
Measured guide length 2 %
Insertion Loss 5.5 %
Propagation Loss 12.5 %
uides [109]. The parameters e* and eg represent the 1/e widths of the incident 
beam and waveguide respectively, and Ei and Eg are the equivalent measured 
field profiles.
u
oo
/
oo
f  (Ei • Eg) dx
a
5 \ /OO
EfdxJ
(4.8)
1
a ~ 2 '
I • eg
e i +  e\
(4.9)
4.7.3 Uncertainties
The total incertainty in the measurement of waveguide loss is the sum of the 
contibutions from both the experimental procedure to determine the insertion 
loss and the assumptions made in converting this into a propagation loss. 
Table 4.3 quantifies the particular sources of error, and gives an overall worst 
case error of 12.5% for the evaluation of the propagation loss.
An assumption has been made that the detector is linear, which is believed 
to be acceptable considering the range of input signal involved. Examination 
of Figure 4.12 shows this to be true for wavelengths about 1.5 ym.
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4.8 Reactive Ion Etching
As already discussed, the preliminary work discussed here is intended as a 
basis for later work in the production of 3C-SiC integrated optical devices. 
These early planar waveguide loss measurements are to determine the feasi­
bility of the material. If practical devices are to be developed it will require 
the design of waveguides with confinement in two planes. Waveguides of 
this form have already been discussed in Chapter 3, one type being the rib 
waveguide. Such a waveguide requires accurate etching control in order to 
produce a final structure that will propagate the desired number of modes. 
Discussion in Chapter 2 has already shown that SiC is inert to most stan­
dard forms of wet etching, and as such is best etched by applying a plasma 
technique such as reactive ion etching (RIE).
Early reactive ion etching on test pieces of SiC were conducted using an 
Oxford Plasmatech RIE90 plasma system at the Southampton University 
Microelectronics Centre. The tests were to confirm the possibility of such a 
technique for developing rib type structures.
All samples where deposited with a 500 nm layer of Plasma Enhanced Ox­
ide (PEO) prior to the photolithography process. The photoresist was ex­
posed through a TEM test grid, and the unwanted oxide removed. The TEM 
grid contained a number of 1 fim tracks separated by 10 fim gaps in both 
bright field and dark field form. Tests were conducted on cleaved halves of 
one of the 30 mm SiC epi-wafers. Examination of the etched samples were 
through SEM observation.
Chapter 5
Development of a Heated 
Sample Stage
The substrate temperature during implantation can play an essential part 
in the final structure and distribution of the resulting material, even more 
so when the starting material is crystalline in nature. In this chapter, the 
design and calibration of a heated sample holder is discussed, together with 
results that confirm the validity of such a design.
The reason for making the decision to design a new sample stage, rather that 
utilise any of the holders already available at the University of Surrey are 
two fold;
i. The aim of this work is to develop a low loss rib waveguide, suitable 
for intergrated optics applications. To achieve accurate and reliable 
photolithography of these ribs it is better to begin the fabrication 
processes based around a complete wafer, rather then fragments of 
variable size. Currently, other available holders at the University of 
Surrey have a maximum sample size of 1cm2.
ii. The higher temperature sample holders, capable of maintaining tem­
peratures far in excess of 800°C suffer more from thermionic elec­
tron emmission than secondary electrons [126]. Consequently, the 
design of the suppression system for a high temperature holder is op­
timised towards the former problem, at the expense of the latter. The 
required sample temperature during implantation to maintain both 
a good quailty overlayer and buried layer is expected to be around 
600°C [127]. At this much lower temperature secondary electron em­
mission becomes the primary cause of dosimetry error, and hence a 
sample holder designed for this purpose is more desirable for accurate
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dose measurement.
5.1 Design Specifications
For the reasons stated, it became necessary to design and construct a new 
heated sample stage that does not suffer from the short- falls already de­
scribed. Given the knowledge that the typical implant temperature is 600°C, 
and the sample to implant can be up to 30 mm in diameter a possible solution 
to obtain good dosimetry is now described.
Based on the considerations previously outlined, the design requirements 
of the holder can be identified. Carrying out temperature and dosimetry 
checks using other holder designs also helped to identify areas where fur­
ther improvement could be made. All the essential requirements are briefly 
discussed below;
Heating Method. The design is based around a ceramic coated resistive heat­
ing element. This reduces the size and power requirements in comparison 
to a radiative lamp arrangement, an approach used in other designs. Re­
sistive heating also offers a significant space saving advantage. To achieve 
good temperature uniformity across a sample using radiative heating, it is 
not adequate to mount the sample on a base slab [128], but requires a uni­
form temperature enclosure, which is cumbersome and restricts the size and 
shape of sample.
Cooling. Placing a chamber that can be filled with liquid nitrogen, or other 
coolant, behind the heater the sample holder can offer a means to low tem­
perature implantation. Using a combination of heating and cooling, will also 
provide an extended temperature range and greater flexibility.
Sample Size. A limit to the size of sample has been set to 3” in diame­
ter. This is larger than the current size of silicon carbide wafers, currently 
30.1mm across. However, such a size will allow the holder to accept readily 
available silicon wafers, useful during the calibration stages of the system, 
and generally improve the versatility. The sample must be included at an
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angle, typically 7.5° to the incident beam perpendicular, to minimise ion 
channeling effects.
Sample Loading. All of the available implanters at the University of Surrey 
have a capability to accept side loading holders with port dimension of 6” 
in diameter, with an access of 3.8” . Designing the new holder with this in 
mind made it more versatile. The vacuum seal between the holder and the 
chamber requires cooling, as cycling through excessive temperatures causes 
the rubber to harden, and consequently reduces its vacuum performance.
Electron Suppression. The value of the apparent current current flowing from 
the sample very much depends on the number of electrons ejected from the 
surface, as well as the number of positive ions entering the surface. Electrons 
can obtain the energy to escape the surface in several ways. The two princi­
ple energy sources are from incoming ions and from thermal energy, due to 
sample heating. These emitted electrons can be suppressed by the addition 
of a negatively biased suppression plate above the target. This provides a 
field that repells the electrons back towards the target, minimising dosimetry 
errors due to increased current measurement. Errors in the measured current 
caused by impacts of secondary ions are removed by referencing the suppres­
sion to the target, and not to earth. The suppression plate also deneutralises 
the incoming beam by blocking electrons trapped within the beam [129]. 
Although suppression voltage is dependent on the particular arrangement, 
typical voltages applied are of the order of 500 V.
Positionable Dummy. A method is required which allows the beam current 
and profile of the ion beam to be optimised prior to implantation of the sam­
ple. Traditionally, a ’dummy’ plate is placed between the aperture and the 
sample to provide a means of current collection, while preventing unwanted 
implantation. Once the beam alignment is acceptable, the dummy should be 
capable of being moved out of the way, so implantation of the sample can 
then take place.
Temperature Monitoring. Accurate measurement of the wafer temperature, 
due to both resistive heating and beam heating is necessary. Correct position­
ing of the monitor is essential if temperature is to be determined accurately, 
while minimising control time lags.
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Figure 5.1: A Schematic Diagram showing the essential design components 
of the Heated Sample Stage
A schematic diagram of the design, is shown in Figure 5.1 showing the es­
sential points described previously.
5.2 Holder Development
Following realisation of the elemental design considerations, the finer devel­
opment detail of the sample stage was addressed. The following subsections 
describe the main difficulties encountered and document how these problems 
were overcome.
5.2.1 Restrictions
The overall design of the stage is limited by the size of the side loading port, 
of the machine. Although the external diameter seems large (6 in), the inner 
diameter is significantly smaller, at 98 mm (3.8 in). Consequently, all the 
components of the holder, that can be seen in Figure 5.1, have had to be 
confined to satify this limitation. The port dimensions have also set the 
upper limit on the sample size to 3” diameter wafers.
With a design that is required to repeatedly heat cycle above 600°C, the 
material the stage is constructed from must be suitable. For this reason,
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this particular design is built mostly from stainless steal. However, the use 
of stainless steal has meant that the material mass has been minimised to 
reduce the overall weight of the final system and minimise any thermal lag.
5.2.2 Heat Source
As mentioned in section 5.1 the method of heating is a ceramic coated resis­
tive heater and is supplied by Union Carbide Advanced Ceramics, Cleveland, 
Ohio. The design specified was of 3” diameter, with tabs on either side for 
electrical connection and mounting, while allowing for uniformity within the 
heating area.
The heater construction is based on a thin graphite substrate, which is coated 
with pyrolytic boron nitride (PBN). This insulates the graphite from a coat­
ing of pyrolytic graphite (PG), which is then machined to the required heater 
pattern. Finally, the PG is coated with a further layer of PBN. This electrical 
isolation allows the sample wafer to sit directly on the heater, without feax 
of short circuit, or contamination.
These types of heater are particularly robust, giving a degree of mechanical 
fiexiblity, together with long life and relatively low cost [130]. A low thermal 
mass also means that heater responds quicky to power variations, giving the 
potential for accurate control. The heater has a maximum current rating of 
10A at llOVftMS' [130]. This will give a maximum temperature dependent, 
upon the heat transfer to the holder itself, target chamber, etc. Calibration 
has revealed that an average power of 245 W is required to maintain the 
temperature of the sample holder to 600°C in the target chamber, under a 
vacuum of 10-6 rorr.
The heater is supplied via a 30A feedthrough, which is isolated from the 
main body of the unit and provides a vacuum seal with a ConFlat (CF) 
flange, a annular copper ring that is less susceptable to temperature varia­
tions [131]. The current is continually adjusted by a Proportional-Intergral- 
Derivative (PID) controller. This controller consists of a temperature input, 
feedback control, and a solid-state relay. The system connections axe shown 
in figure 5.2
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Figure 5.2: A Schematic Diagram of the Heater Control Loop
The voltage input from various different types of thermocouple, or thermistor 
is scaled at the input, depending on type selected. The correct temperature 
is then displayed by the controller. A required temperature, or set point can 
also be entered manually into the controller. Using the feedback control, the 
temperature of the heater can be maintained at this set point by repeatedly 
adjusting the on-off time ratio of the heater, via the solid-state relay. A 
solid-state relay is preferable to a contact type as it offers a significantly 
faster switch time, which in turn provides better control with less hysterisis. 
The parameters of the control system can be set manually or ” autotuned’ to 
achieve optimum performance with minimum temperature error.
5.2.3 Heat Dissippation
With any heat source, there is considerable conductive and radiative heat 
transfer to areas of the system were it may cause problems, or at worst 
damage. This is a particular problem in vacuum systems, where radiative 
heat loss is more considerable than under normal atmospheric conditions, 
where convection plays a role in energy transfer. There are two immediate 
problems that must be remedied; the radiative heating of the target chamber
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Figure 5.3: Illustration of Method used to cool O-ring
walls, which effectively increases the thermal mass, and the heating of the 
external end of the sample stage, including the o-ring vacuum seal between 
holder and chamber.
The solution to both these problems is water cooling. To cool the o-ring, a 
copper pipe has been soldered on the opposite side of the port plate, where 
the plate thickness has been significantly reduced, shown in figure 5.3* A flow 
of compressed air, or water is adequate to maintain the seal temperature well 
below 200°C, the limit for Viton seals [132].
To limit the heating of the chamber walls, a water cooled plate was built to 
cover an access port located above the target. This served to limit significant 
temperature increase of the remainder of the target chamber, protecting other 
seals located in close proximity.
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Figure 5.4: Final design of Thermocouple mount
5.2.4 Temperature Monitoring
To measure the temperature accurately, a thermocouple needed to be as close 
to the implant region as possible. In this way, a more accurate measure of 
both the heater contribution and beam heating effects could be monitored 
and the control lag minimised. However, there is an additional requirement 
to be able reuse the same thermocouple for several implants, as bonding the 
thermocouple tip to every sample is impractical.
Several possible solutions have been attempted, including clipping the ther­
mocouple to the heater element, and clipping the thermocouple directly to 
the wafer. After many different variations, the final solution, shown in fig­
ure 5.4 was developed.
The design utilises one of the wafer mounting clips onto which the type K 
thermocouple is bonded. This bonding is carried out using a cermic cement, 
capable of withstanding temperatures in excess of 1200° C. The bonding point 
is on the top of the clip, with a very thin layer of cement on the underside of 
the clip to provide isolation from the wafer. Without this isolation layer, the 
thermocouple was found to have a small effect on the beam current reading, 
as the beam current is measured directly off the sample.
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5.2.5 Electron Emission
As briefly considered in section 5.1, there are two significant sources of 
dosimetry error, thermionic electron emission and secondary electron emis­
sion. Thermionic emission is electron emission from heated solids, the yield 
being a function of temperature. This yield can be quantified in metals using 
the Richardson-Dushman equation, which is derived by evaluating the mo­
mentum of the electrons perpendicular to a surface, based on a Fermi-Dirac 
distribution. Equation 5.1 represents the final form of the current density (J )  
emitted perpendicular to the surface [133].
However, the assumption is made that the electrons involved in the emission 
are free electrons. For semiconductors, the equation must be slightly modified 
to allow for the change in the density of states in the conduction band, as well 
as other effects such as the rate of conduction band population to emission, 
valence band emission, and effects on the thermal equilibrium, which need 
to be considered [134]. Consequently, the Richardson-Dushman equation as 
applied to metals can be considered as a worst case condition in an attempt 
to quantify the effect of thermionic emission.
Secondary emission is the ejection of electrons caused by the transfer of 
sufficient energy from particles impinging incident to the surface [135]. The 
level of emission is dependent on a number of factors, including the incident 
particle velocity and angle of incidence, the work function of the target, and 
the condition of the surface. This , is a complex situation which is not easy 
to quantify in a simple analytical form. Instead, emission is quantified using 
the secondary emission coeficient (£), which is defined as in Equation 5.2.
(5.1)
5  = number o f electrons emitted (5.2)incident ion
This relates the number of electrons emitted per incident ion, and is typically 
in the range 2-20 at ion energies common for ion implantation [129].
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Figure 5.5: Calculated thermionic emission current density as a function of 
substrate temperature.
Experimental evaluation of argon implantation into silicon on a similarly de­
signed target stage, with a suppression voltage of 400 V suggests an emission 
coefficient (5) of 1.5 to 2.5. With a typical beam density of 25 juAcm-2, 
the lowest expected emission is 37 /iAcm~2. This can be compared with the 
thermonic emission based on Equation 5.1, the Richardson-Dushman Equa­
tion, as shown in Figure 5.5. It is confirmed that in the temperature range of 
interest, the secondary emission current is far in excess of that from heating 
effects.
5.3 Experimental Evaluation
Once completed, evaluation of the sample holder was necessary The eva- 
lution involved calibrating the holder for both temperature and dosimetry.
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This commissioning process also allows the errors of the system to be quan­
tified and minimised. The following subsections are a description of the 
experimental methods used, together with the results obtained.
5.3.1 Temperature Uniformity and Calibration
The first step in evaluating the holder design was to examine the uniformity 
of the wafer heating, and use this information to calibrate the temperature 
feedback to the controller (see sections 5.2.2 and 5.2.4).
To get an accurate picture of the wafer uniformity, a test 3” silicon wafer was 
produced. This wafer had two thermocouples cemented to the wafer. One 
thermocouple was mounted to the centre of the wafer, the other 1cm from 
the edge. The permanent thermocouple was also used in holding the wafer 
firmly to the heater face.
The power input to the heater was set and allowed to stabilise before any 
readings were taken. This experiment was repeated a number of times. Each 
time the wafer was removed and remounted on the heater in order to observe 
any difference due to variations in thermal contact.
Data collected from 2 seperate runs is represented in figure 5.6. The figure 
shows the percentage temperature variation between the wafer centre (Tc ) 
and the temperature at the wafer periphery (Tp), 1cm from the wafer edge. 
An optical pyrometer could not be used as there was no suitable viewing 
window.
It can be seen in figure 5.6 that the maximum temperature variation is ~  8%, 
with only a 2% maximum difference between runs. This suggests that slight 
modifications in the way a sample is mounted has little significance, as does 
the small temperature drop across the wafer. Literature suggests that con­
tact heating produces temperature variations of «  50° C across only a 2” 
wafer [128]. The improved results shown are presumed to be due to the flex­
ibility of the boron nitride heater, allowing for better thermal contact to be 
made between wafer and element.
Figure 5.7 gives a comparative representation of the temperature from the 
clip mounted thermocouple ('TR), fed to the controller, with the temperature
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Figure 5.6: Percentage temperature difference measured between wafer
centre(Tc) and wafer periphery(Tp) relative to the centre temperature for 
two seperate runs, Run 1 (o) and Run 2 (□). Both thermocouples were 
mounted bonded directly to the wafer.
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Figure 5.7: Controller calibration calculated by applying a linear fit to the 
wafer mounted thermocouple temperature measurements (o)
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at the wafer centre (T<?). A fit to this data highlights good linearity between 
the two different readings above 100°C. Easy conversion between controller 
temperature display and the actual temperature is possible by applying the 
equation of the fitted line, equation 5.3.
TR =  1.405TC -  15.064 (5.3)
Once optimised, the controller can maintain a given set point to within -
2 + 1°C at 600°C. Combined with the error between controller and real tem­
perature readings, the overall temperature error is 0.5% at worst case in the 
temperature regime of interest without an ion beam incident.
5.3.2 Effects of Beam Heating
Previously, the uniformity of the resistive heater was considered. The next 
stage of the evaluation process is to examine the significance of sample heat­
ing due to the impinging ion beam. To monitor this effect, a thermocouple 
cemented to a silicon wafer was employed. The thermocouple was positioned 
just outside the 6.45cm2 implant region and shielded from the beam, as the 
species of the incoming beam may affect the properties of the thermocouple. 
Heating was achieved using an argon ion beam at 200kV, with varying beam 
currents to provide a suitable range of power densities.
It is sometimes preferable to implant samples using the sample stage, but 
under conditions of beam heating only, particularly in cases where amorphi­
sation is required. For this reason, the conductive properties of the boron- 
nitride heater have been examined. The difference in beam heating caused 
by a change in mounting technique were initially examined to allow for a 
comparison with other available data. The wafer was mounted onto a stain­
less steel back plate, 4 silicon tips, or the heater, and the temperature rise 
monitored. Figure 5.8 shows the relative differences observed.
It can be seen that the wafer mounted on silicon tips gives the largest temper­
ature rise, while mounted on the heater gives the least. Although radiative 
heat loss in a vacuum is considerably greater than in air, conduction offers 
a marginally better means of heat transfer. The improved conduction of the
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Figure 5.8: The effect of the wafer mounting method on the temperature 
rise caused by beam heating. Three different cases have been examined; 
mounted on heater (A), directly onto the metal cooling plate (O), and on 
silicon tips (□). For comparison, the ideal case is considered (o).
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heating element is probably caused by the improved thermal contact, the 
element surface being significantly more maliable than the alternative metal 
surface. The theoretical temperature curve is also shown in Figure 5.8, and 
is based upon Equation 5.4 [136].
LCr P ^ f  =  -  7»s ) -  2<re*"(T»  -  Ts) M )
Here, L is the wafer thickness, Cp is the specific heat capacity, p is the density, 
PB is the beam power over area As, h is the cooling coeficient, ew is the wafer 
emissivity, TwH is the temperature of the wafer holder, Ts is the temperature 
of the surrounding ambient and a is the Stefan-Boltzmann constant (5.67 x 
10“ 12 Wcm“ 2K“ 4). Equation 5.4 relates the rate of temperature rise to the 
beam input power less the losses due to conduction and radiation. For silicon, 
Cp is 0.6 Jg-1, h is 20 mWcm-2 and ew 0.35 — 0.5.
There is a 50% increase in temperature difference between that observed 
experimentally and the theoretical temperature rise. Experimentally, only
1 sq. in. on a 3” wafer was heated, while the calculations are based upon 
the heating of the whole wafer. The reason for choosing a small implant 
area was due to beam current limitations. Therefore, experimentally, for the 
same power density there are more conduction paths available. To determine 
a more accurate model for the heat transfer would require an additional 
conduction term to incorporate lateral pathways, resulting in a complex two- 
dimensional relationship.
The effects of beam heating were also considered experimentally over different 
substrate temperatures, elevated using the heating element. The results of 
such a test are shown in figure 5.9. From this figure it can be seen that beam 
heating has much less of an effect as the initial substrate temperature at the 
start of the implant is increased. At an initial temperature of 600°C, the 
temperature rises only by 32°C, while at a base temperature of 160°C, the 
effect of the beam power elevates the sample temperature by 130°C.
Temperatures read through the clip mounted thermocouple showed signifi­
cant difference to the wafer mounted thermocouple. At high subtrate tem­
peratures, where the wafer was heated uniformily and beam heating had 
little effect, the clip thermocouple reading was within 20° C of the ‘actual’
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wafer temperature, assuming the wafer mounted thermocouple to be accu­
rate. However, as the input from the resistive heater was reduced, differ­
ences in measurements where up to 130°C. This difference was solely due to 
localised heating of the wafer centre by the ion beam, the heating area being 
limited by the aperture size. With the wafer thickness many orders of mag­
nitude smaller than the distance to the clip, and the back of the substrate 
being maintained at a relatively uniform temperature, it is not suprising that 
the majority of heat transfer is straight through the sample to the heater. 
Consequently, the information in Figure 5.9 must be used, together with 
that of Figure 5.7, as a guide to setting the controller temperature prior to 
implantation. Incorporating these results with the temperature uncertainty 
calculated previously, the accuracy of the control will very much depend on 
difference between heater power density compared with beam power density. 
If the beam to heater power density ratio is large, there can be significant 
error in the temperature measurement. This effect of beam heating on the 
monitored temperature difference can be seen more clearly in Figure 5.9, 
where the difference between the temperature at the point of implantation 
and that of the controller is compared as a function of the power density dif­
ference between the incident beam and heater. It can be seen that providing 
the heater power density is in excess of the beam power density, the tem­
perature gradient across the wafer, is small. However, as the beam density 
begins to increase above that of the heater, so the temperature difference 
increases as an apparent function of the power density difference squared, 
see Figure 5.9.
5.3.3 Dosimetry and Dose Uniformity
In order to finally check the validity of the design, confirmation of the quan­
tity and distribution of the implanted dose is necessary. To obtain this, 
several implants into silicon were conducted using iron, at 200kV, through a 
6.45cm2 aperture, at room temperature and at 600°C. Iron was chosen be­
cause reasonable beam currents could easily be obtained and it can readily 
be detected using RBS techniques. The retained dose could then be inferred 
from the RBS data obtained. Data was taken from the centre of the im­
planted region, and the per-iphery to obtain a picture of the dose uniformity.
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Figure 5.9: The effect of the substrate temperature on the temperature rise 
and non-uniformity across the wafer caused by beam heating. The ceramic 
heater was set at temperatures of 160° (□), 200° (O), 400°C (A), 600° (<) 
and heater off (o).
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Table 5.1: Comparison between measured implant dose and actual implanted 
dose, calculated from RBS data_____________________________
Implanted dose (xl017cm“ 2) 2..00.
Implant temperature (°C) RT 600
Measured dose at centre of implant ( x l017cm-2) 1.87 1.92
Measured dose at edge of implant (xl017cmr2) 1.88 2.05
Maximum dose error (%) 3.5 5.5
Uniformity variation from centre (%) -0.5 -6.7
Table: 5.1
Table 5.1 shows the iron doses believed to be implanted and those calculated 
from the RBS data ( see Section 3.1.2). The dose implanted was as high 
as possible without the iron coming to the surface, as this would give a 
dosimetry error caused by a loss due to sputtering.
5.3.4 Conclusions on Design
The work in this chapter has been to confirm the validity of a heated sample 
holder design, before commissioning the holder for general use. The results 
obtained give a good indication of the system errors, which have been shown 
to be small and well within the constraints usually applied to ion implanta­
tion.
The only drawback in using a direct heating method is the inductive pickup 
from the heater drive current. Using a solid-state relay has given the potential 
of better temperature control. However, the rapid on/off control associated 
with this produces current spikes that are picked up by the sample above. 
These spikes add to dosimetry error, paticularly at low beam currents. To 
eliminate this problem a continuous control system is suggested, but is be­
yond the scope of this present work.
Chapter 6
Effect of Implant Conditions
In this chapter the results of this research are presented, interpretted and 
discussed. Much of the work examines the effect of various implant conditions 
on the resulting structure, and attempts to clarify formations occuring and 
the process of synthesis.
The first section (6.1) discusses the validity of using both atomic (0+) and 
molecular (O2) species interchangeably, providing the ion energy remains 
constant. The following section (6.2) then goes on to examine the effect of 
the implant temperature on the resulting structure, followed by the effect of 
dose at fixed temperature in the proceeding section (6.3). Later, Chapter 7 
goes further in examining the possible intermediate structures formed during 
synthesis. The effect that implantation has on the surface morphology is 
considered in Chapter 8.1.
A short section on annealing (8.2) examines the level of diffusion that occurs 
at higher temperature. Finally the quality of the buried layer is considered 
on samples implanted at much higher energies by focusing on the results of 
a number of optical waveguide measurements (Chapter 9).
6.1 Effect of Implant Charge Species
As discussed in Section 4.2 the majority of implantation has been carried out 
using two different machines. In the first instance is it necessary to confirm 
that, although different energies and molecular species of oxygen (0 + and 
O f) were implanted, the resulting profiles are comparable.
The machines in question are the 400 kV high current, and 500 kV implanters 
(See Sections 4.2.1 and 4.2.1 respectively). Implants on the 400 kV machine
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used the singly charged 0 + ion, accelerated to 200 kV. Implants on the 
500 kV were with 400 kV molecular O f ions. In general, with molecular 
ions the damage potential of the implant is increased [137]. Simultaneous 
cascades have a much larger tendency to overlap in time and space, increasing 
the probability of creating point defects. The first incident ion generates a 
thermal spike. Before this is quenched, the second ion follows and ionizes 
along the path. However, in these early stages of layer synthesis this slight 
increase in defect levels will be far outweighed by the damage induced by 
the high doses involved, and the onset of amorphisation inherent with oxide 
formation [138]. Although work by other authors [139, 140] suggest that 
with the implantation of molecular ions deposited energy is more localised 
compared to single ions. Although this implies that the deposited energy 
will be higher in value, the damage spread will be much less.
Figure 6.1 shows the RBS result of two implants, both with doses of 1.4 x 
1018 cm 2. Sample OX15 was implanted using singly charged ions, while 
sample 0X20 was implanted with molecular species at twice the acceleration 
potential, giving the same overall beam energy. It can be seen the all the 
significant features of the spectra match well, accepting that the dose is 
liable to a variation of up to 6% (Section 5.3.3). Obviously, the induced 
damage difference will be more prevelent in the channeling spectra, where 
variations from the random level are typically 3%. This level of difference is 
considered small, and can be easily explained by a slight difference in finding 
the channelling minima.
To simplify the discussion in this chapter, Figure 6.1 and subsequent spectra 
have been sectioned into particular areas of interest, labeled a to 77. Briefly,
(a) represents the silicon surface region, (/?x^) shows the loss of silicon due 
to the implantation of oxygen into this region, (e) is mostly silicon below the 
oxygen implanted region, (7) is the increase due to the detection of surface 
carbon and buried oxygen, and (77) is the loss in the spectra caused by the 
sudden drop of oxygen at the back of the implanted region. This has been 
interpreted by applying the RBS analysis techniques discussed in Section 3.1, 
page 29, together with model simulation.
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Channel
Figure 6.1: A 1.5MeV He+ RBS spectra taken of two SiC samples with an 
identical implanted dose of Oxygen, but implanted at equivalent energies on 
different machines. Sample 0X15 implanted at 200 keV using singly charged 
ions (o) appears identical to that of sample 0X20 implanted at 400 keV with 
molecular ions (•). Areas of interest (a-r?) have been sectioned.
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6.2 Effect of Implant Temperature
To minimise the optical loss of any waveguide formed in SiC by an implan­
tation technique it is neecesary to reduce the damage in the guiding region,
i.e. the surface region above the buried layer. Any form of imperfection in 
this region can cause the propagating light to be absorbed or scattered, and 
provide the opportunity for optical power to escape the confined layer. It is 
therefore desirable that implant conditions are chosen to limit the damage of 
this SiC surface region.
As discussed in Section 2.2.3, implantation at elevated temperatures can help 
to minimise the surface damage above the implanted region. It may also offer 
benefits in the formation of the buried layer, such as improved uniformity 
and sharper interfaces [85].
Implants of oxygen have been conducted at temperatures ranging from »  170° C 
to 600°C using the heated sample stage of Chapter 5. The surface region 
was analysed through channel alignment during RBS (see Section 4.4.3) 
as well as XTEM. To monitor the effect of temperature, the same dose of 
1.4 x 1018 cm-2 ±  10% was implanted into Samples 0X15, 0X16 0X17 and 
0X28.
Figure 6.2 shows the effect of temperature on the random RBS spectra of 
three samples 0X15, 0X16 and 0X17 implanted at temperatures of 600°C, 
400°C and 205°C respectively. The beam current densities of 0X15 and 
0X16 are comparable. In the case of 0X17, the beam current density has 
been reduced to minimise any beam heating effect. For the high temperature 
implants, beam power density was not an issue (Chapter 5 shows experimen­
tally that at high base temperature beam heating has a much reduced effect). 
However, to minimise the temperature rise under no external heating condi­
tions, the beam current density was reduced from 23 /iAcm-2 to 9 //Acm~2. 
In situ temperature measurement at this low temperature is prone to error 
because of the significant temperature gradient developed across the wafer 
between implant region and periphery temperature monitor. Tests of Sec­
tion 5.3.2 suggest for the equivalent beam power density of 1.8 Wcm-2, the 
temperature rises to approximately 240°C, while in-situ measurement sug­
gests 170° C. The temperature of the implant region is believed to be within 
these two temperature extremes 205°C), and is significantly lower than
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Figure 6.2: The effect of temperatme^nPa 1.4 x 1018 cm-2 dose of 0 + as seen 
by RBS, showing the random spectra of sample OX15 implanted at 600°C 
(+), sample OX16, implanted at 400°C (o) and sample OX17 implanted at 
an approximate temperature of 205°C (•). The probe beam was 1.5 MeV 
He+, equating to 2.958 keV/Channel.
either of the other two implant conditions
By examining Figure 6.2 several differences become obvious. The first is 
the apparent reduced thickness of surface Region (a) of the 600° C implant, 
together with the difference in gradient at the Region (a/3) interface. The 
(a,8) interface of the lower temperature implants is much more gradual than 
that observed from the 600°C implant. Secondly, the minima of Region (5) 
is shown to gradually increase with implant temperature.
Initially, the reduced surface thickness of Region (a) suggests significantly 
enhanced surface sputtering at elevated temperature. However, the back
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interface of Region (5e) in Figure 6.2 remains in-line with the similar region 
of the low temperature results, as does the silicon peak of Region (7). This 
implies the change in thickness is more likely due to a change in density within 
part of the surface or oxide region. The fact that the back interface remains 
constant is considered due to the sudden elastic energy loss of the incident 
ions which in turn is a function of the implant energy and species [141]. 
Although this may potentially vary with temperature, the effect appears 
minimal.
At the near surface SiC/Si02 interface the formation mechanisms are some­
what different. It is proposed that this front interface is controlled by the 
generation of silicon interstitials (Si/). These interstitials result from the for­
mation of S1O2 and move towards the wafer surface to be absorbed [142]. This 
movement of free silicon provides an opportunity for preferential oxidation 
at this upper interface, resulting in a much sharper interface. The improve­
ment in interface quality of Region (a/3) above 400°C suggests that the Si/ 
diffusion mechanisms may have been enhanced above this temperature.
To interpret the data in greater detail, fits were obtained by applying simu­
lated annealing (SA) of Section 3.1.3 techniques as shown in Figure 6.3. Also 
included in the SA data is Sample 0X28, which has been implanted under 
similar conditions to 0X17. This sample has been implanted with the same 
dose as all the samples previously discussed, but at an even lower current 
density of 7 /zAcm~2. All doses were measured to be well within 10% of 
the expected dose of 1.4 x 1018 cm"2. However, there are several features 
that are particularly apparent from the figure that portray a trend across the 
temperature range;
i. The asymmetry of the silicon profile for the hot implant appears to 
increase in comparison with the more evenly distributed silicon profile 
of the lower temperature implants (See point (Y) of Figure 6.3).
ii. A knee develops towards the surface side of the oxygen profile at 
higher implant temperatures, see Point (X) of Figure 6.3.
iii. This oxygen knee seems to correlate with the increasing width of the 
silicon deficiency towards the surface (Y), prior to the silicon peak at 
(Z).
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iv. The silicon peak (Z) increases level with implant temperature, while 
region (Y) remains at a constant composition. The depth of this 
silicon peak (Z) appears independent of implant temperature.
v. The simulated annealing data suggests that carbon is ejected from 
the region prior to the silicon peak (Z), and builds up at (Y)
vi. At the back interface (Points (2) and (3)), the carbon appears to show 
a redistribution that is linked with an increase in temperature or dose 
rate.
vii. The front carbon interface between Points (1) and (Y) shows a grad­
ually increasing gradient with temperature.
viii. Carbon build up at a depth of approximately 9 x 1017 cm-2 for higher 
temperature implants.
Further information on the crystalline quality can be obtained from the chan­
nelling spectra of the different implants. Figure 6.4 compares the channelling 
spectra obtained for the same samples of Figure 6.3. It is immediately ap­
parent that increasing the wafer temperature during implantation provides a 
surface layer with significantly reduced damage. The x  values (Section 4.4.3) 
measured from this data are tabulated in Table 6.1. It should be noted that 
the channelling spectra of 0X28 has not been shown to improve clarity, with 
the spectra being similar to that of 0X17, having a heavily defective amor­
phous region at the surface, and no real signs of channelling.
Across all implant temperatures, the damage at the extremes of the im­
planted region (labeled (1) and (2) in both Figures 6.3 and 6.4) appear to 
remain at a constant position. The mean of these damage regions tends to 
straddle the point at which the tail of the implanted oxygen begins or ends. 
Particularly with the two higher temperature implants where the damage 
regions are more easily observed, the thickness of the front and back damage 
regions appear to remain constant.
The Xavg and Xmin values for 0X15 and 0X16 have been calculated and are 
shown in Table 6.1, together with the values obtained from virgin single crys­
tal SiC. Both x values are shown to illustrate that, although the Xmin value 
might be low, the whole surface region is of interest, which is brought in to
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Figure 6.3: Four Simulated Anneafmg profiles of (a) Sample 0X28 implanted 
at 170°C, (b) Sample 0X17 implanted at 205°C, (c) Sample 0X16 implanted 
at 400°C, and (d) Sample 0X15 implanted at 600°C, showing the percentage 
composition of silicon (•), oxygen (o) and carbon (+) as a function of depth. 
Highlighted within the figure are (X) the shoulder on the oxygen profile, (Y) 
the associated drop in the silicon content, and (Z) the point of maximum 
silicon concentration within the implanted region. The points numbered (jI), 
(3) and (2) relate to the peak damage level prior to the implanted region, 
the secondary carbon peak seen particularly under low temperature implant 
conditions, and the damage region generated at the limit of the implant, 
respectively.
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Channel
Figure 6.4: The effect of temperature on the surface region, hence RBS-C 
spectra, of samples implanted with 1.4 x 1018 cm” 2. Here, (•) represents the 
channelling result of the 205°C implant of 0X17, (o) the 400°C implant of 
0X16, and (+) the 600°C implanted of sample 0X15. Points (1) and (2) 
represent the silicon interstitial damage surrounding the implanted region.
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Table 6.1: A Comparison of the Xmin and Xavg values for the Si surface region of 
samples implanted at different implant temperatures.
Sample
ID
Implant 
Temp. (°C)
X m i n Xa vg
(61 Chnls.)
0 - S i C n/a 3.6% 7.3%
0X16 400 31% 52%
0X15 600 12% 38%
account by taking the Xavg value over the whole of the surface Si region as 
obtained thhrough RBS. The large increase in Xavg of 0X15 and 0X16, com­
pared to Xmin is due the the heavily damaged region prior to the beginning 
of the segregated oxide layer.
Complimentary analysis by XTEM helps to validate these suggestions and 
provide structural information on the various regions formed. An under­
standing of the oxide structure through RBS is difficult, as the density sig­
nificantly varies with depth and means that accurate depth information below 
the SiC surface region is hard to determine.
XTEM micrographs of two extreme implants ,0X28 and 0X15, can be seen in 
Figure 6.5 (a) & (b) respectively. Also included are the compositional profiles 
obtained by applying SA to deconvolute the RBS profile. Inspection of the 
figures show that the SA profiles match well with the micrographs, defining 
definite regions of particular composition. However, it should be noted that 
the SA profiles are a combined function of both depth and density, and as such 
are purely shown to provide a guideline that relates the physical structure to 
the measured data.
As mentioned previously, the primary reason for implantation at elevated 
temperatures is the quality of the surface region. This difference is immedi­
ately apparent when comparing micrographs of Figure 6.5 (I) &; (II).
Sample 0X28, which reached an equilibrium temperature of approximately 
170°C, shows a surface Region (A) that is 250 nm thick and completely amor­
phous. The level of disorder can be confirmed from the diffuse nature of the 
rings of Figure 6.5(111), which shows the x-ray diffraction pattern taken from
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Figure 6.5: XTEM Micrographs of (I) 0X28, a room temperature implant 
reaching approximately 170°C, and (II) 0X15, a 600°C implant. In each 
case the overlay shows a matched composition profile of Si (•), C (□) and 
O (o). Also shown are X-ray diffraction patterns of (III) The distinctive 
rings of amorphous SiC taken from Regions (A) & (E) of 0X28, (IV) The 
amorphous pattern of the Si02 region, (V) The polvcrvstalline nature of 
0X15 Region (C) , and (VI) Pattern showing the similiar amorphous nature 
of 0X15 Region (D/E). The point labeled (i) of Figuref/j points to a 10 nm 
thick region of high contrast , believed to contain a high proportion of carbon.
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Region (A). Region (D) constitutes a non-uniform distribution of precipitates 
of varying contrast that is 112 nm thick. Region (E) is approximately 68 nm 
thick and is believed to be principly Si02 in nature based on the micrograph 
constrast and RBS data. Figure 6.5(IV) shows the diffraction spot obtained 
from within Region (E), proving the amorphous state. Comparing this pat­
tern with that of Figure 6.5(111) outlines the difference in density between 
the regions believed to contain SiC and SiCV The smaller ring pattern of 
Figure 6.5 (IV) relates to the larger atomic separation of the amorphous Si02 
region. Below the “oxide” layer of Regions (D) and (E) is Region (F), which 
is a conglomeration of much of the damage generated by the implantation 
and growth processes. This region is approximately 120 nm in thickness 
and contains a 45 nm thick line of bright contrast, labeled (i), which will be 
discussed later.
The high temperature implant of Sample 0X15 (Figure 6.5(H)) shows a sig­
nificantly improved surface region, that can be sub-divided into 3 separate 
regions, labeled (A), (B) and (C). Region (A) is a damaged surface region 
of 27 nm, which compares well with 36 nm obtained from the RBS spectra. 
The RBS channelling data also implies that this surface damage is not ser- 
vere. Similar damage has been observed by Jaussaud et al. and is only seen 
between temperatures of 600°C to 675°C [143]. It is believed to be a function 
of dose rate, total dose, and scan frequency. Reeson et al. have also observed 
similar surface damage during SIMOX formation, but at temperatures be­
tween 450°C and 600°C [144].
Region (B) appears very similar to the as-grown crystal quality, and still 
contains a large number of stacking faults. X-ray diffraction shows this layer 
to be single crystal and cubic in nature. Region (B) constitutes the largest 
part of the overlayer, with a thickness of 123 nm. Region (C) appears before 
the interface with the oxide region, and is a damaged, with the damage and 
precipitate level increasing towards the beginning of the oxide region. This 
region extends to depth of 73 nm, and tends towards polycrystallinity, as 
seen in X-ray diffraction pattern of Figure 6.5(V). Region (D) and (E) again 
constitute the “oxide” region. Region (D) is 123 nm thick and as 0X28, lacks 
homogeneity, consisting principly of clusters and precipitates giving varying 
contrast. Region (E) is 154 nm in thickness, and probably contains a heavy 
concentration of silicon dioxide. The “oxide” layer was shown to dissolve
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when the XTEM sample was dipped in HF. A combined X-ray diffraction 
pattern of Regions (D) and (E) is shown in Figure 6.5. Close examination 
of this pattern shows an amorphous structure similar in nature to that of 
Figure 6.5 (III). Also observed are two arcs that represent crystalline SiC 
within Regions (C) and (F). Region (F) contains the implantation tail and 
ejected interstitials from Region (E).
There are slight differences in measurements of Regions (B) and (C) obtained 
by RBS and XTEM of Sample 0X15. Direct measurement from the RBS-C 
spectra of Region (B) is approximately 30 nm thicker than those taken from 
the XTEM micrograph, assuming a density of 3.2 gem-3 [7]. This is, to a 
large extent, due to the uncertainty in measurement from the micrograph 
and problems in determining the interface between the single crystal and 
damaged regions, as well as the introduction of defects that would change 
the overall density. There is a similar uncertainty in Region (C), also 30 nm 
too large.
From the preceeding discussion it is evident that there is a noticable difference 
in the surface layer quality that can be related to substrate temperature dur­
ing implantation. However, does this elevated temperature result in a good 
quality oxide layer ? Logic would suggest that maintaing a low tempera­
ture during implantation would improve the quality of the implanted oxide 
region. The increased level of disorder associated with low temperature ion 
bombardment implies that amorphous Si02 nucleation and formation be­
comes easier [85]. Certainly, the quality of the amorphous “oxide” layer is 
much improved, with a 9% reduction in thickness of Region (D) in compari­
son to that of Sample 0X15. However, the thickness of Region (E), a region 
that contains only silicon and oxygen, is also reduced substantially in thick­
ness by 55%. It is Region (E) that is ideally required to form the whole of 
the buried layer, and as such should be significantly larger than Region (D).
The trough in the carbon profile (Point (1) of Figure 6.3) that is evident in 
the de-convoluted RBS spectra at all implant temperatures is found to relate 
to the edge of Regions (CD), as measured from the RBS profile. Similarly, 
the following carbon peak (Point (2)) appears to sit towards the interface 
between Region (D) and Region (E). Contrast examination of the XTEM 
micrographs confirms significant carbon ejection of a layer that now appears 
to contain mainly silicon and oxygen, which can be seen in the contrast of
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Region (E), Figure 6.5, especially as the layer has been shown to dissolve in 
contact with HF.
Measurement of the equivalent “oxide” regions of 0X28, the low dose rate 
implanted sample, and 0X15, the high temperature implant, are found to 
be within 1 nm of each other. Thus, the remaining thickness of 0X28 (Re­
gion (F)) is of particular interest. The XTEM of Figure 6.5(11) shows an 
intense bright continuous layer running below Region (E), and labeled (i). 
This layer is approximately 10 nm thick and exists within a less intense re­
gion 45 nm wide. The sudden change in contrast of this layer and equivalent 
peak in the carbon profile, Point (3) of Figure 6.3, suggests that this layer is 
particularly carbon rich (smaller atomic size implies less probability of elec­
tron absorption, and hence produces a lighter contrast). This carbon rich 
layer is much more defined than in any other implant conducted at higher 
temperature. Below this layer the contrast changes up to the interface of 
single crystal silicon carbide. The SA profile implies that this is the transis- 
tion where the oxygen level drops, and the proportion of silicon and carbon 
increases to reach a stoichiometric composition.
6.2.1 Summary of General Temperature Trends
The resulting material structure has been seen to change radically with im­
plant temperature. Possible mechanisms for these changes will now be pre­
sented, although a more complete picture may become apparent after ex­
amining the effects of varying implant dose at constant temperature (in this 
case 600°C).
The first point to be addressed is apparent in the SA spectra of Figure 6.3 and 
also the XTEM micrographs of Figure 6.5. The effect of implant temperature 
in changing the surface layer thickness is noticable in both of these figures, 
and can be explained by the change in defect density within that region. 
Layer thickness values can be determined from the XTEM micrographs and 
combined with the SA profiles to calculate densities of various well defined 
layers. The term “well defined” is used because of the difficulty in evaluat­
ing regions of transistion where compositions continually vary. The higher 
temperature implants showed a single crystal, high density layer, typically of
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3.3 g-cm~3, while the low temperature results demonstrated an amorphous 
layer that was confirmed by both RBS-C and XTEM analysis. The density 
of amorphous SiC has been found to vary between 7% and 12% [145] lower 
than that of single crystal material. In this particular case, the layer gives a 
value of 2.8 g-cm~3. Hence, there is more of a volume expansion associated 
with the low temperature implants. For both “oxide” regions, the densities 
obtained are 2.37 and 2.2 g-cm~3, which compare with published data for 
Si02 (2.25 g*cm~3 [146]).
During the growth of the implanted layer there is conflict between the layer 
swelling and the implant range. As the density of the layer increases, so the 
layer thickness follows the same trend. The change in density of the im­
planted region results in an apparent increase in the range. Hence, although 
there is swelling associated with the implant, the incident ions are still placed 
well into the the oxide region (See Section 6.3.3).
As the implant temperature is increased, so the gradient of the Si and C pro­
files at the SiC/Si02 upper interface increase. The quality of this interface is 
possibly controlled to some extent by the movement of silicon interstitials, as 
it is in SIMOX [142]. Efficient removal of the interstitials provides the nec­
essary volume for oxygen precipitation, as well as leaving vacancies that can 
act as Si02 nucleation sites. The energy of formation required to generate 
silicon interstitials is quite high, but that required for their diffusion is low, 
and almost an athermal process [147]. Hence, it is believed by increasing the 
implant temperature the number of point defects generated also increases, 
whereas their rate of movement remains approximately the same. It follows 
that there will be an increased density of nucleation sites with increasing tem­
perature. Compare this with the fact that the peak of the implant damage 
profile will sit near the SiC/Si02 upper interface, and it becomes understand­
able why this interface appears more abrupt than the lower interface and is 
more evident when the implant temperature is increased.
The minimal self-annealing at low implantation temperatures helps to pro­
vide increased disorder within the implanted region [148]. At high implant 
temperature, maintaining the single crystal nature of the surface layer also 
helps to increase the level of amorphisation at the extremes of the implanted 
profile. The high stresses that are associated with the SiC/Si02 interface 
enhance the amorphisation process [149].
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It has been shown by other authors that the atomic displacement energy of 
SiC is similar to that of silicon [141], suggesting an equal number of dis­
placed Si and C atoms. With high temperature implantation it is believed 
that a majority of the interstitial silicon and carbon appears to precipitate 
back to SiC as the level of strain within the implanted region increases (see 
Section 6.3.6). As the level of Sij increase, so the strain in the buried layer is 
reduced. Once the concentration of Sij reaches saturation, so the formation 
of C-0 is believed to take precidence through a “kick-out” mechanism [150]. 
The C-0 diffusion is believed to play a significant role in the creation of the 
“knee” , a characteristic of the 600°C implant (Section 6.3.6). With a higher 
degree of amorphisation rapidly achieved at low temperatures, and hence a 
reduced level of strain, it is also believed that oxygen diffusion via a C-0 
mechanism occurs at a much reduced level (see Section 6.3). For this reason 
the oxygen “knee” is not seen with low temperature implants.
Even at low implant temperatures, carbon is still ejected from the oxide re­
gion that is formed, as can be seen in the simulated annealing spectra of 
Figure 6.3. The mechanism for this ejection at low temperature is not easily 
explained, but it is supposed that early Si02 formation, in a considerably 
more amorphous region, drives the ejection of carbon to the outer interfaces, 
where the oxygen concentration is sub-stoichiometric. It appears that as 
the layer increases in size, so the carbon region increases concentration, and 
is driven more towards the surface. It should be noted at this point that 
TRIM [113] results suggest that the implant range (Kp) remains approxi­
mately at the oxide/cluster interface, and hence 0 + is being injected directly 
into the “oxide” region, and suggests that most growth is at the surface 
interface of Region (E) (Figure 6.5).
A thin (~100 A) layer of bright contrast is seen when implantation is con­
ducted at low temperatures (<400°C). Analysis of the SA data (Figure 6.3(a)) 
shows this to be a peak constituting a large proportion of carbon (hence the 
bright contrast). The true mechanism by which this layer is formed is unclear, 
although there are a number of facts that aid in a crude possible explanation.
L Calculations based on the derived energy of amorphisation [141] sug­
gest that an 0 + dose as low as 1015 cm-2 0 + at 300K is necessary for 
silicon amorphisation to occur. This level is far below the dose be­
lieved to be required for continuous layer formation, and implies that
Table 6.2: The Enthalpy of Formation for possible bond formations [151].
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Bond Enthalpy of Formation (kcal-mol 1)
C -0 257
Si-0 192
C-C 144
Si02 200
significant changes in density occur prior to layer formation. As a 
contrast, during high temperature implantation, the level of regrowth 
is such that changes in structure will occur much later.
ii. As seen by XTEM, the layer structure of the low temperature implant 
is very similar to that of the high temperature implant. However, 
at low temperature there exists an extra layer that extends 87 nm 
deeper into the material. This suggests that carbon ejection occurs in 
the later stages of layer formation (see Section 6.3). At this point in 
time most of the swelling has already taken place, already producing 
a similar layer to that seen when implanting at high temperature.
iii. The sharpness of the layer contrast (see Figure 6 .5 ^ ) together with 
the fact that no oxide “knee” is formed, suggests that the method of 
carbon ejection is dependent on the implant temperature. Examina­
tion of the layer growth at high temperatures (Section 6.3) suggests 
that carbon is removed from the SiC>2 region via C-0  diffusion, which 
gives rise to the characteristic knee observed. However, at low tem­
peratures no knee is seen, suggesting perhaps that C-C formation is 
becoming dominant. .Although it is more energetically favourable to 
form C-0 bond [151], removal of oxygen also limits the formation of 
Si-O, which potentially provides a larger overall energy release (see 
Table 6.2).
iv. With low temperature implants there is a further density change as­
sociated with the amorphisation of the surface region, that will give 
raise to an increase in the effective implant range.
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The above points help to explain why, at low implant temperatures, the 
“oxide” region appears to be extended, and why the carbon layer exists, 
and appears at the same depth as the end-of-range of the high temperature 
implant. As the implant temperature increases, so the back interface moves 
towards the carbon rich layer until a point is reached where it is absorbed 
into the implant end-of-range. Why the carbon chooses to agglomerate at the 
back interface is unknown, but may be driven by the level of strain between 
the SiC and SiC>2 layers.
Towards the surface of the implanted profile, at the dose level of 1.4 x 
1018 cm-2 an inhomogeneous cluster region is always observed. The size 
of this general region, and the distribution of clusters is also very much de­
pendent on the implant temperature conditions. The thickness of the cluster 
region appears to increase with temperature, from 120 nm when implanted 
at low temperature, with little beam heating, to 145 nm when implanted at 
600°C.
Within this cluster region there is a considerable variation in precipitate/cluster 
size, especially when implantation has been at low temperature. The pre­
cipitates are small at the upper SiC/SiC>2 interface, but increase to a size of 
approximately 12 to 19 nm into the oxide region measured via XTEM. The 
clusters appear to remain small after high temperature implantation, while 
the distribution of these clusters appears non-homogeneous. It should be 
remembered that this region contains significant quantities of silicon, carbon 
and oxygen, and as such possibly forms a number of differing phases (see 
Section 7).
One final observation is the fact that the silicon peak within the oxide region 
increases with implant temperature, see Pt (Z) of Figure 6.3. This is shown 
by RBS to be a real increase in the level of Si02 and can be explained by 
the “kiekout” mechanism discussed in Section 6.3. At high implant temper­
atures this carbon interstitial is believed to diffuse via a C-0 mechanism. 
At low temperature “kickout” is less evident, and hence so is C-0 diffusion. 
Consequently, the silicon peak (Z) is small at low temperature, but increases 
with increasing temperature.
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6.3 Effect of Dose on Structure
This section discusses the effects associated with an increasing dose. Various 
doses have been implanted, ranging from 1 x 1017 cm-2 to 1.8 x 1018 cm-2, 
but most focus has been based around the dose of 1.4 x 1018 cm-2, typically 
used to examine SIMOX layer formation [152].
For all cases in this section, the implants have been conducted while the 
wafer is maintained at 600° C using the Heated Sample Stage of Chapter 5. 
The beam current has been kept within limits of 15 to 50 ^Acm-2. This 
beam current range appears to give little difference in surface temperature 
under these conditions of external heating, see again Chapter 5.
6.3.1 Dose 1 x 1017 cm-2
The micrograph of Figure 6.6 (a) shows a good quality surface region of 
170 nm (labeled (A)), before the gradual transistion towards the buried 
layer (B). Although detection of this low dose is only just possible using 
RBS, the layer thickness can be confirmed from the channelling spectrum of 
Figure 6.6(b). Given the layer thickness as measured by XTEM, and the RBS 
depth information, a density of 3.3±0.2 g/cm-2, which compares well with 
published data [7], RBS also shows the buried layer to contain a high level 
of damage, but close examination by XTEM proves the layer to consist of a 
high density of clusters forming a region 260 nm in thickness. Figure 6.6(c) 
shows the implanted region in more detail. The cluster size appears larger at 
the surface side, with the cluster size reducing and cluster density increasing 
deeper into the sample. The slope of the de-channelled step of the RBS-C 
spectra (Figure 6.6(b)) confirms this.
A diffraction pattern taken within the cluster region is shown in Figure 6.6(d) 
and proves the clusters to be crystalline. The arcs formed by the diffraction 
spots imply these clusters are slightly mis-orientated with respect to the bulk 
material. The size of these clusters reduce with depth and are heavily disor­
dered, giving the impression of an amorphous material. The RBS channelling 
data confirms this level of disorder, with the peak in the spectrum almost 
meeting the random level, see Figure 6.6(b).
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Figure 6.6: Analysis of Sample 0X6 (1 x 1017 cm-2 0 +) implanted at 600°C. 
Micrograph (a) shows the as-implanted structure (BF) consisting of a sur­
face layer (A) and buried layer (B) as well as (b) the RBS random (o) and 
channelling (•) at spectra 2.958 kV/Channel highlighting the damage within 
the implanted region. A closer examination of the clusters forming can be 
seen in the DF image (c). A diffraction pattern taken within this cluster 
region (d) showrs a level of crvstallinity and mis-orientation. The label RP 
represents the range of the implanted ions as calculated by TRIM [113].
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There has to be an increase in volume associated with the addition of extra 
material into the originally crystalline structure. In part, to account for the 
necessary increase in volume, the point defects created during implantation 
tend to coalesce to form defect clusters [137], and occur at doses that are 
above the amorphisation threshold, but where complete amorphisation has 
not been achieved. According to Heera et al., the critical energy density for 
amorphisation by Ge+ at room temperature is 2 x 1021 keV.cm-3 [149]. This 
implies that amorphisation begins to occur at doses above 2.6 x 1014 cm-2 0 + 
at 200 keV. The implanted dose of 1 x 1017 cm-2 is in excess of this threshold, 
but is obviously not sufficient to achieve complete amorphisation. However, 
it should be remembered that the sample temperature during implant was 
far in excess of room temperature, allowing for an element of regrowth.
As the implanted region appears to have remained partly crystalline in na­
ture, it is believed that the formation of these point defect clusters and oxide 
precipitates has occured to such an extent that their increasing level has iso­
lated crystalline regions. As suggested by Christel et al, the surface side of 
the implant region will contain a large proportion of silicon and carbon va­
cancies, while the interstitials are created deeper into the material [153]. This 
distribution of point defects could explain the change in cluster density and 
contrast towards the surface of Figure 6.6 (c), as well as the amorphisation 
characteristics of Figure 6.6(d).
Similar damage profiles have been seen before in silicon. Jaussaud et al show 
a micrograph of an as-implanted SIMOX layer [143], which is reproduced in 
Figure 6.7. Silicon was implanted at a dose of 1.5 x 1017 cm-2 0 + with an 
energy varying from 140 to 200 keV. They observed, as seen here, that the 
area of maximum defect density is below the expected Rp and suggest it is 
created by internal oxidation. Internal oxidation is the ejection of silicon 
interstitials (Sij) to relieve the volume change caused by Si02 precipitation. 
These interstitials appear to move towards the substrate forming agglomer­
ations [143]. Figure 6.6(a) and (c) show the range of the implant (Rp) as 
calculated by TRIM [113]. It can be seen that the clustering is asymmetric, 
with the maximum defect density (mostly silicon interstitials) well below Rp.
A similar process is believed to occur at the upper interface. However, here 
the stacking faults of the surface region provide a nucleation site for the 
silicon interstitials and a preferential path to the surface [154, 155].
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The vacancy generation caused by irradiation provides a near surface volume 
that is vacancy rich [153]. This allows enhanced oxygen diffusion and precip­
itation in this region, as it has been shown to travel via a vacancy dominant 
mechanism [155]. This may also account for the broader spread of larger 
precipitate clusters towards the surface.
Sun et al. believe that carbon aids in the removal of silicon interstitials (Sij) 
by “kicking out” carbon atoms (Cj) [150].
Six +  Cq —> Si si +  Cj (6-1)
In Equation 6.1 the subscript I  represents an interstitial species, ejected from 
the lattice, and the subsripts Si or C signify a position in the lattice at a 
silicon site, or carbon site. With carbon known to diffuse more quickly than 
silicon [151], Equation 6.1 suggests that the Sij generation limit and diffusion 
limitations can be overcome by the Sij replacement with C, and could account 
for the higher cluster density observed at the lower interface. This can be 
compared to the level seen by Jaussaud [143], which is known to saturate with 
interstitials at a faster rate [143] and reach an equilibrium limit. Figure 6.7 
shows a micrograph of the SIMOX implant performed by Jaussaud et al and 
can be compared to Figure 6.6(c). The size and distribution with depth of 
the precipitates generated appear identical.
6.3.2 Dose 4 x 1017 cm-2
The RBS spectra of the 4 x 1017 cm-2 dose sample (Sample 0X2) shows a 
significantly different channelling spectrum from that of the previous sample, 
with the level of disorder in the implanted region significantly reduced. The 
spectra can be seen in Figure 6.8(a). One reason for this change in order­
ing is a possible reordering that appears to be associated with this higher 
dose. This may be due to the generation of sufficient defects, which then 
allows order transformation in localised regions [156]. The increased volume 
associated with the lower dose implant creates a higher level of strain. The 
formation of crystalline SiC provides a significant volume contraction [155]. 
Potentially it is SiC possibly formed from the increasing supply of carbon 
and silicon interstitials generated by further oxygen precipitation. The free
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Figure 6.7: XTEM of a silicon substrate implanted with a dose of 1.5 x 
101/ 0 + cm-2 at 520°C. The energy was changed during implantation from 
140 to 200 keV [143]. This structure can be compared with a similar im­
plant into SiC (Figure 6.6(c)). Note the significantly smaller cluster size, 
particularly at the lower interface.
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Figure 6.8: Analysis of Sample 0X2 (4 x 1017 cm" 2 0 +). The 1.5 MeV 
He+ RBS data of (a) shows the random (o) and channelling (•) spectra 
illustrating the change in structure within the once polycrystalline region. 
Simulated Annealing (SA) profiles resolved from the RBS data are shown in
(b). The profiles are of silicon (•), carbon (+) and oxygen (o).
volume provided by the SiC regrowth also leads to a Sij decrease, and hence 
a reduction in the precipitate critical radius [155]. There are also plenty of 
crystalline SiC inclusions that can act as nucleation sites for regrowth. This 
too could explain the reduction in channelling seen in Figure 6.8('a). Cubic 
SiC has been observed to form during the high dose carbon implantation into 
silicon [157].
The SA profile resolved from the random RBS profile of Figure 6.8(a) shows 
the elemental redistribution, see Figure 6.8(b). There is an obvious difference 
in the stoichiometry of the system, with significant elemental redistribution of 
the silicon and carbon. The carbon minimum relates to the front interface of 
the oxide region, while the silicon minimum appears towards the back inter­
face of the oxygen profile. According to calculations by Christel el al. [153], 
the mass ratio of the elements constituting the substrate determines the level 
of dissociation that occurs under ion bombardment. Christ els’ evaluation of 
silicon carbide implanted with silicon showed a region of excess silicon at 
the surface, and excess carbon about the tail of the implant region. The 
transition from excess silicon to excess carbon occurs about the range of the 
implanted species.
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These stoichiometric disturbances compare well with what is observed here, 
particularly at the lower doses, and can be seen particularly in Figure 6.8(b). 
At the surface the stiochiometry remains unchanged, but there is a definite 
silicon excess that reaches a maximum as the oxygen content begins to in­
crease. As predicted by Christel, the Si:C ratio appears stoichiometric about 
the range of the implant, while shortly after, there is an observed excess of 
carbon. Hence, the final distributions are very much dependent on the 2.34 
mass ratio between Si and C, and the mass of the incident oxygen.
The level of channelling within the surface region of Sample 0X2 is similar 
to that of the 1 x 1017 cm-2 low dose implant, and of a similar order to that 
obtained from virgin SiC material. The level of disorder appears to achieve 
a maximum either side of the silicon defficiency. It is likely that this is where 
Si and C interstitials are gathering. It is proposed that the change in phase 
occuring within the implanted region is driven by this interstitial level.
6.3.3 Dose 8 x 1017 cm-2
Increasing the fiuence still further, up to 8 x 1017 cm-2, gives a RBS spectra 
similar to that of Figure 6.9 (a). Analysis of this spectra by SA leads to a 
distribution of Figure 6.9(b). Here, the redistribution of silicon and carbon 
are more alike, with the carbon minima occuring at the position of peak 
oxygen concentration. There is still a small plateau in the carbon profile in 
a position where a minima existed at the lower dose of 4 x 1017 cm-2. Also 
appearing is a shoulder on the surface side of the oxygen profile that extends 
into the surface region and appears to relate with this carbon plateau. The 
shoulder of the oxide also appears to relate to the earlier oxygen profile of the 
4 x 1017 cm" 2 dose sample. The density reduction, or swelling, due to the ox­
ide implantation and precipitation has effectively increased the implantation 
range. Hence, the increasing fluence is travelling deeper into the material, 
producing the larger oxide peak at 3400 xlO15 Atms.cm~2 in depth (Accord­
ing to Figure 6.9(b). Although the surface interface between the SiC surface 
layer and implanted region still shows a very gradual transition, the knee of 
the oxygen profile extends slightly further. The idea of swelling producing 
a shoulder can be seen in Figure 6.10, a profile of simulated sequential im­
plants conducted with increasing layers of oxide in the implant region. This
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was achieved by running several TRIM simulations. The effective density 
change in the near surface side of the implanted region has been shown to 
significantly control the final oxygen profile.
The asymmetry of the profile is evident in the weak beam micrograph of 
Figure 6.9(c), where the cluster formation is obviously heavier on the surface 
side of the implanted region. A weak beam image was chosen to highlight the 
clusters and stacking faults present in the material (see Chapter 4). Again, as 
in the 1 x 1017 cm-2 fluence (Sample 0X6), the clusters appear larger on the 
surface side, while to the back of the implant region there is a higher density 
of smaller clusters. In general, the size of cluster now decreases towards 
the central implanted region, while starting to form very defined bands of 
contrast and the back interface growing significantly sharper than the front. 
The SA profile suggests that little stoichiometric Si02 can be formed, with 
the Si:0 ratio remaining just below 2. However, this does not negate the 
possibility of a a large proportion of oxide precipitates. The relatively dark 
contrast of the major part of the implanted region suggests a lower density, 
with silicon, carbon and oxygen all co-existing in significant quantities, the 
nature of the compounds potentially formed is discussed later in Chapter 7. 
Further examination in dark field, and through RBS-C confirms that this 
central region is amorphous.
The channelling RBS spectra (Figure 6.9(a)) also shows the damage regions 
at the extreme of the implant profile (labeled (i) and (ii)) have been pushed 
further apart and the level of damage has increased. In order for growth to 
continue, the increasing volume of the oxide must be accomodated. Borghesi 
et al. suggest that for every two oxygen atoms precipitated, one substitu­
tional carbon atom can be generated [155]. Similarly, the formation of Si02 
causes the ejection of Sij, seen to agglomerate near the interfaces of the 
RBS-C spectra.
6.3.4 Dose 1.4 x 1018 cm-2
The most apparent difference in moving to the slightly higher dose of 1.4 x 
1018 cm-2 is the sudden redistribution of the carbon at the range of the im­
plant, which can be seen in the SA profile of Figure 6.11(b). Almost all of
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Figure 6.9: Analysis of Sample 0X30 (8 x 1017 cm-2 0 + implanted at 600°C). 
The Simulated Annealing (SA) profiles resolved from the RBS data (a) are 
shown in (b), and highlight the significant redistribution of host elements 
silicon (•) and carbon (+) and the implanted species, oxygen (o). A weak 
beam (WB) micrograph emphasizing the structure and defects is shown (c).
CHAPTER 6. EFFECT OF IMPLANT CONDITIONS 137
0 1000 2000 3000 4000 5000
Depth (Angstroms)
Figure 6.10: TRIM simulations of the build up of an oxide layer within SiC. 
The Steps are (a) the profile into virgin material assuming that no oxide 
layer has formed, (b) The result of a 200 A oxide layer present towards the 
near surface side of the implanted profile, (c) the effect of expanding this 
layer to 400 A thick, (d) the layer is now 600 A thick, (e) increased to 800 A, 
and finally (f) a 1000 A oxide layer. The oxide region simulated has been 
chosen purely as a region of lower density to exagerate the effect, and as such 
provides a more simplified view.
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the carbon has been ejected from a 150 nm band that exists towards the 
back interface of the implanted profile, where the oxygen is in the largest 
concentration. The proportions of silicon and oxygen remaining in this re­
gion is ample to allow the formation of SiC>2. The XTEM micrograph of 
Figure 6.11(c) shows the homogeneity of this carbon free region, as well as 
confirming that clusters still exist on either side of this region. The further 
increase in asymetry is also apparent, with significantly more cluster forma­
tion on the surface side of the implant region. Clusters on the substrate side 
appear to be dissolved into the amorphous region, giving a reduction in clus­
ter region thickness of approximately 50% compared to the previous lower 
dose (Compare Figure 6.11). XTEM shows this back layer to be amorphous 
with crystalline inclusions. It is suspected that this lower layer is a strain 
relief mechanism, consisting of SiC crystalline material and Sij [150].
The near surface cluster region shows a difference in composition compared 
with that of the main implanted region. This difference is shown in Fig­
ure 6.11 (b). A carbon rich region appears prior to the oxygen level increas­
ing. There are now two local carbon minima that occur either side of the 
plateau, and are labeled (i) and (ii). The real minimum is at (ii), where a 
large proportion of the carbon has now been ejected, leaving Si and O in a 
quantity that suggests the formation of stoichiometric Si02 is possible. This 
region appears as a uniform band in Figure 6.11 (c), which is believed to con­
sist mainly of precipitates, and is similar to that already discussed and seen 
in Figure 6.9(c).
Comparing the RBS-C spectra of Figure 6.11 (a) and that of the previous 
sample of 8 x 1017 cm-2 (Figure 6.9 (a)) it is apparent that the level of dechan­
nelling either side of the implanted region remains constant. The fact that 
this dechannelling remains unchanged, even though the dose has increased 
and the layer has physically expanded, helps to explain the process taking 
place. It suggests that the level if Sij generated by internal oxidation [143] 
has reached a limit dictated either by the rate of Sij absorption at the surface 
(or substrate), or probably more by the rate of S7j diffusion being limited 
by oxide precipitation formation [142].
Given that the Sij level appears to remain the same, but carbon is ejected 
from the peak of the oxygen region, suggests that once the Sij rate becomes 
reduced, the accumulating strain is reduced by faster carbon ejection towards
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Figure 6.11: .Analysis of Sample 0X15 (1.4 x 1018 cm-2 0 + implanted at 
600°C). The 2.958 kV/channel RBS random (o) and channelling (•) pro­
files (a) and the derived silicon (•), carbon (+) and oxygen (o) composition 
of the stimulated annealing output are shown in (b). Labels (i) and (ii) 
point to two different carbon minima's; (i) is a local minima much nearer 
the surface, while (ii) is the true carbon minimum and relates to the uniform 
layer of bright contrast in the XTEM micrograph of (c). Labels (iii) and (iv) 
highlight the position of the interstitial growth either side of the silicon RBS 
profile. Markers A-F indicate the various regions discussed.
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the interface regions. The diffusion of carbon being inherently quicker than 
that of Sij, either as a complex Cj-Oj [158] or through “kickout” [151], 
see Equation 6.1. This method of carbon transfer would keep the silicon 
interstitial level constant, as observed.
The carbon minima at (i) of Figure 6.11 (b) shows a sudden sharp deficiency 
that relates to a drop in the silicon profile, and is within the region of carbon 
loss (i.e. silicon excess) that has been shown to occur in the early stages 
of layer formation. It also relates to the knee of the oxygen profile, which 
now exhibits significant broading. It is believed that as the implant oxygen 
concentration increases, the oxygen diffuses, possibly as a Cj-Oj pair. The 
reason for this maybe four fold;
i. Formation of Sij seems to have reached a limit.
ii. The “kickout” mechanism of Sij generates quantities of Cj and Si^
to the extremes of the precipitation region [151], see Equation 6.1.
iii. Formation of Cj-Oj is attracted by local strain fields [158].
iv. Cj-Oj has been found not to bond to silicon, suggesting it is more
mobile that Sij [158].
Furthermore, the measured oxygen concentration of the shoulder is, to a good 
approximation, half of the peak concentration, implying a transfer ratio of 
2:1. This is confirmed by Sun et al [150]. Given that;
And that “kick out” (Equation 6.1, Page 131) occurs, we can combine the 
two to obtain Equation 6.3.
This gives a Oj to Cj ratio of 2, i.e., two oxygen atoms are precipitated 
out resulting in the production of one carbon interstitial. Given that it is
2 Si 20j —  ^Si02 Sij (6.2)
2iSi -+■ 20j  +  C —  ^Si02 Cj 4- Sisi (6.3)
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believed the diffusion of oxygen and carbon is linked to a Cj-Oj complex 
with a 1:1 carbon to oxygen ratio, the concentration of the oxygen shoulder 
should be half of that seen at the peak. This is indeed the case and suggests 
this oxygen diffusion is carbon limited. As is seen with silicon interstitials, 
the process appears to be surface driven [87], but limited by the low diffusion 
coefficient of SiC. Thus, the non-homogeneous contrast of the upper Region
(D) of Figure 6.11 is believed to be caused by a mixture of carbon and silicon 
interstitials.
A very clear interface has become noticable between the SiC overlayer and 
implanted region of Figure 6.11. The samples previously discussed showed 
a high level of intermixing, with a gradual transition from layer to surface 
regions. In comparison, the two bands of contrast seen in the cluster re­
gions of Figure 6.9 appear to have separated, forming an interface. This 
higher dose sample now has two definite regions of clusters with different 
contrasts, eitherside of the oxide/SiC interface. In comparison to SIMOX, it 
is thought that this sharp interface is controlled by the build up of silicon 
interstitials [142]. This prognosis is compounded by the RBS-C spectra of 
Figure 6.11, which shows that the onset of the amorphous layer is restricted 
by the interstitial/damage build up on either side.
All the shifts in thickness and elemental distribution has not affected the 
quality and thickness of the surface layer, with the thickness of the surface 
regions at 153 nm and 150 nm for the 8 x 1017 cm-2 and 1.4 x 1018 cm-2 
fluences, respectively.
6.3.5 Dose 1.8 x 1018 cm-2
Comparison of the micrograph and RBS/SA data of Figure 6.12 with those 
of the 1.4 x 1018 cm-2 sample (Figure 6.11) shows a significant difference in 
the layer growth.
The RBS data of Figure 6.12(a) suggests there is a reduction in surface layer 
thickness, but XTEM shows the overlayer has not changed. Only the inter­
face has sharpened. The additional growth of the “oxide” region has begun 
to absorb the silicon interstitials (Labeled (i) in Figure 6.12 (a)) believed to 
reside at the upper surface/oxide interface as seen by RBS-C. This is also
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Figure 6.12: Analysis of Sample 0X31 (1.8 x 1018 cm-2 0 + implanted at 
600°C). The RBS random (o) and channelling (•) profiles (a) and the de­
rived silicon (•), carbon (+) and oxygen (o) composition of the stimulated 
annealing output are shown in (b). The XTEM micrograph of fcjshows the 
cluster regions, illuminated using a 2-Beam condition. Labels (i) and (ii) 
identify the damage regions eitherside of the implanted silicon RBs profile.
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seen on the XTEM (Figure 6.12(c)), with a much reduced damage contrast 
at the interface, Le. reduction of Region (C). Again, it is possible to refer to 
Figure 6.3 to show that, at the SiC/ “oxide” interface, the Sij are gradually 
being absorbed by the ensuing “oxide” generation. The result is a stronger 
oxide “knee” that is observed in Figure 6.12 (b).
A proportion of the “oxide” layer growth is due to an increase in the width 
of Region (D). This has been seen to increase from 120 nm to 200 nm. 
Also noticable is the more gradual transition from Si02 rich layer (Region
(E)) to cluster region (Region (D)). The size of the clusters within Region 
(D) has been significantly reduced, with the uniformity remaining constant 
throughout the region. To the bottom of Region (E) there is a similar uniform 
cluster region that is significantly thinner than that observed for the lower 
dose 1.4 x 1018 cm-2 sample.
Region (F) contains clusters of point defects, possibly associated with the 
ejection of interstitials from the main oxide region. Again, there is a sharper 
interface. This does suggest that perhaps even higher doses should be im­
planted to obtain higher quality oxides with sharp interfaces. However, the 
trend also shows both a reduction in the SiC overlayer thickness, as well 
as a reduction in the overlayer crystal quality that implies a compromise is 
required.
6.3.6 Summary of General Dose Trends Implanted at 
High Temperature Only
Based on observations discussed in the previous sections, it is possible to 
propose a general growth mechanism that explains the structure and distri­
butions seen. The growth is illustrated in Figures 6.13-6.16.
Figure 6.13 is in the early stages of layer development. At this point there has 
already been substantial redistribution of atoms within the host lattice by 
the incident oxygen ions. As shown by Christel et al [153], and discussed in 
Section 6.3.1, there is an area prior to the implant range (Rp) which becomes 
silicon rich with increasing fluence, but overall contains a high level of vacan­
cies. Further into the sample the trend is reversed, and carbon becomes the 
dominent host species, together with a considerable increase in the level of
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interstitials. Hence, there is a segregation of the substrate elements induced 
by the nature of the implantation process. This vacancy/interstitial genera­
tion appears to play an important role in the preliminary distribution of the 
implanted oxygen, with oxygen thought to require a vacancy intermediary 
for diffusion [155], as well as vacancy clusters for nucleation [87].
Figure 6.13 is taken to be the first stage of the layer growth. At this point 
the solid solubility limit (SSL) is believed to be exceeded, and precipitation 
of oxygen beginning. The form of the precipitates is at this point unknown. 
Although SiC>2 formation is the most energetically favourable [159], it is not 
necessarily possible within the dense SiC lattice. However, it is thought 
that the vacancy/interstitial generation due to the level of implantation is 
sufficient to provide enough vacancy clusters for some level of precipitation 
to occur causing the ejection of more Si interstitials.
The emission of interstitials is known to occur in SIMOX [86] as a means of 
strain relief during the precipitation of S1O2. Removal of these interstitials is 
a factor that determines the precipitate growth [142, 87]. As the generation of 
precipitates increases, so does the number of interstitials. Those Sij that are 
near surface nucleate near the stacking faults, and can reach equilibrium at 
the surface [154,155], while those nearer the substrate are diffusion limited by 
the 3C-SiC lattice structure, and so agglomerate at the lower interface [143].
With the relatively small change in the carbon distribution, and the signif­
icant de-channelling due to the silicon interstitials, it is belived that in the 
early stages of implantation, carbon plays a relativly insignificant role, as has 
been seen by other authors [150].
Figure 6.14 illustrates the result of further implantation. The most inter­
esting point is that there is an apparent increase in the crystallinity of the 
implanted region. As suggested in Section 6.3.2, one possibility is the re­
generation of SiC structures within the precipitate region. The increasing 
oxygen dose, and hence the level of precipitation will further increase the 
number of silicon and carbon interstitials. Formation of SiC would provide a 
substantial amount of free volume available to aid in precipitation and relieve 
local strain [155]. Thus, it is suggested that the interstitial silicon and carbon 
is absorbed back into the lattice, at a local level, to provide system equilib­
rium. This may become necessary if the level of silicon interstitials ejected
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Figure 6.13: The initial step following the onset of 0 + implantation. The 
precipitates (@)) are beginning to nucleate near vacancy clusters ('-Y/) pro­
duced by the implantation process. The silicon interstitials (€1) also formed 
tend to move towards the stacking faults (SF), or substrate, forming clusters
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reach a saturation point, due to a limited rate of diffusion/ recombination in 
the host lattice. The region of silicon carbide reformation is the centre of the 
implanted profile, where the level of carbon and silicon is still at a stoichio­
metric level. The seed for nucleation would probably be crystalline inclusions 
within the growing amorphous regions. Such inclusions would probably be 
in a similar orientation to that of the original bulk material.
Eventually, the fluence is such that a continuous layer is formed, see Fig­
ure 6.15. However, the composition of this layer is such that it contains 
silicon, carbon and oxygen in varying quantities. It is approaching this point 
that carbon ejection is seen to occur by the nature of a “kick-out” mecha­
nism with silicon [151]. The silicon interstitials present have the potential of 
replacing the carbon in the oxide region, providing a source of silicon for fur­
ther SiC>2 precipitation. Profiles suggest that stoichiometric ratios of silicon 
and carbon are seen at the upper and lower interface regions.
Increasing the fluence further still appears to promote a different diffusion 
mechanism. Figure 6.16 shows the asymmetric growth of a surface layer 
which is believed to be dominated by the diffusion of Cj-Oj complexes. As 
discussed in Section 6.3.4, the Cj-Oj formation is driven by strain and the 
gain in diffusion rate [158]. This mechanism is suggested to occur once the 
level of Si/ becomes self limited. The Cj-Oj diffusion appears to be surface 
driven, and is one of the causes of the asymmetry seen experimentally.
The asymmetry of the buried layer is also partly driven by the swelling 
of the oxide region. There is a density change from 3.22 gem-3 [160] to 
2.33 gem-3 [161] on conversion from SiC to Si02, hence there will be an 
approximate expansion to twice the volume. For example, the transition 
from 1.4 x 1018 cm-2 to 1.8 x 1018 cm-2 sees a significant increase in the 
defective oxide region situated shallower than the stoichiometric Si02 layer.
As the dose increases, so density changes, implying swelling becomes evident. 
This has the effect of increasing the implant range and straggle. Thus, the 
oxygen profile begins to spread, and also appears to move towards the back 
edge of the implanted region, creating the asymetry observed. With the 
spread of the oxygen profile there is a compression of the interstitials towards 
the back edge of the implant profile, which is involved in forming the sharp 
Si02/SiC back interface.
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Figure 6.14: Following a further increase in dose, there is a change in the 
structure within the implanted region. It is believed this may be due to the 
re-incorporation of Si (H) and C (•) back into the host lattice to reduce the 
strain level. Precipitation of (0) is seen to occur.
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Figure 6.15: Increasing the dose still further results in the growth and co­
alescence of the oxide precipitates to form a continuous buried layer. The 
layer still contains a considerable quantity of carbon ( £  ), which is ejected 
through “kick out" [151] and driven by the interstitial silicon level. Diffusion 
by a carbon-oxygen complex (C =0) becomes apparent.
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Figure 6.16: A change in diffusion mechanism, which appears to be driven by 
a more mobile C /=Oj complex. The diffusion is towards the surface. This 
results in a SiC>2 rich layer.
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Table 6.3: Examination of the effect of implant dose on the quality of the surface 
layer after implant at 600° C, as measured by RBS-C.
Dose (cm 2) Virgin 1 x 1017 4 x 1017 8 x 10lV 1.4 x 1018 1.8 x 1018
X m i n  (%) 3.6 6.4 11.3 8.6 11.9 36.8
The effect of increasing dose plays a significant role in the quality of the 
surface layer. Table 6.3 shows the effect of increasing the fluence on the 
crystalline quality above the implanted region, according to RBS-C. It can 
be noticed that Xmin takes a dramatic increase once the dose of 1.4 x 1018 cm-2 
has been exceeded. The density of the surface region at this point appears 
to increase, possibly by a sudden increase in the generation of point defects. 
Considerably higher doses of 2.7 x 1018 cm"2 have been implanted and show 
very poor surface layer quality, that is highly defective and heavily sputter, 
as well as showing signs of void formation due to the coalescence of oxygen.
Chapter 7 
Determination of Compound 
Formation
In Section 6.3 it was suggested that high dose implantation of oxygen will 
form a continuous layer. It is also observed that this layer constitutes sev­
eral well defined regions of different composition. The technique of X-ray 
Photoelectron Spectroscopy (XPS) has been used to determine the bond­
ing structure within these regions, see Section 4.5. More importantly, the 
formation of Si02 must be confirmed.
Prior to examination of a range of samples with various implanted doses, the 
XPS peak energies and associated Auger Parameters (a*) must be confirmed. 
Calibration samples of 3C-SiC and Si where analysed to obtain the specific 
binding energy and Auger values that were to be expected. Table 7.1 shows 
the particular parameters obtained for Si, SiC and Si02, together with values 
obtain from other work [162, 163, 164, 165, 166, 167]. The Auger Parame­
ters are of the most importance, since the values are not effected by sample 
charging, however the carbon and oxygen binding energies have also been 
included so that relative peak shifts can be observed.
It can be seen from Table 7.1 that there is significant variation between 
those energies reported, with the peak positions very much depending on 
the experimental procedure and equipment. Hence, for the purposes of this 
work, all comparisons will be made to the self generated calibration data 
obtained from the same spectrometer that has been used to collect all data 
for the particular samples of interest. Two samples containing different doses 
of 4 x 1017, and 1.4 x 1018 cm-2 have been measured, and will be referred to 
with identites 0X2, and 0X15 respectively.
Sample 0X2 (4 x 1017) was the first to be examined. The RBS and Simulated
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Table 7.1: XPS energy peaks and Auger parameters obtained from the VG Scien­
tific ESCALAB Mk II Spectrometer together with comparisons from other work.
Si2p (eV) Ci, (eV) 0 ls (eV) a*
Silicon 99.1 - - 229.3
99.0-99.8 ... - - 229.4 [162]
...Refs. [166, 163]
Silicon 99.9 283 - 228.7
Carbide 100.0-103.3 ... 282.5-286.1 ... - 227.5 [162]
...Refs. [167, 168] ...Refs. [165, 164]
Si02 103.0 - 532.0 225.2
102.7-103.7 ... - 532.6-533.2 ... 225.6 [162]
...Refs. [166, 163] ...Refs. [166, 163]
annealing profiles of this sample can be seen in Figure 7.1. The SA profile 
also shows the approximate position of each level based on a comparison of 
SA and XPS composition data. Acurate determination of the exact level 
position is difficult, as the sputter rate of the surface varies depending on 
composition.
The peak fitting was always applied to the silicon binding and kinetic energy 
spectra first. Satifactory fitting of these peaks provided Auger Parameters 
which could easily be associated with the specific bonding arrangements, such 
as SiC and Si02. The remaining peaks could then be allocated associations 
to obtain the basis of any intermediary present. To confirm the selected 
peak associations, the same relationships can be applied to other levels and 
different doses.
The stoichiometry of the compounds are evaluated from the distribution of 
the peak areas, and the total amount of a particular element present. This 
provides a further check, as the stoichiometry of a given compound must be 
the same in other levels and samples.
Initially, attempts were made to fit by applying one intermediary only. This 
assumption was based on the Si2P and Si.k l l  spectra of level 8 (Figure 7A(a)). 
This level corresponds to the peak of the oxygen concentration. Examina­
tion of Figure 7A(a) shows why this choice was made, with the data showing 
broad, flat top peaks indicative of a summation of guassians. Allocating one
CHAPTER 7. DETERMINATION OF COMPOUND FORMATION 153
+ V + + +A ++++
+ + ° +-*t4+ „ ) +
2000
Depth (1015 Atms.cm"2)
4000
Figure 7.1: RBS analysis of Sample 0X2, showing (a) The random (A) 
and channeled (O) RBS spectra and from this is obtained (b) the derived 
composition of Si (•), C (+) and O (o) from SA, including the approximate 
positioning of the particular levels chosen to examine with XPS.
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peak to SiC, the other must be the intermediary. Fitting the data for the 
0 is and Cis binding energies resulted in a proposed intermediary of S1O3C. 
However, if the previous assumptions were correct, applying a similar compo­
sition to level 6 of the same sample should, result in the same stoichiometry 
being present, but just in different relative amounts. This was not strictly 
the case. Althought similar fits were possible, it was impossible to obtain 
the same stoichiometry with any form of consistancy. Applying the same 
composition to Sample 0X15 proved to be impossible, with no satisfactory 
fits achieved.
Assuming there will be a oxy-carbide constituent common to all samples and 
levels, an attempt was made to peak-fit using two intermediaries. Instead 
of focussing on one particular level, 7 different levels were continuously 
examined during the fitting procedure. Three of the samples were of 0X2, 
while the remaining 4 were of 0X15. Again, when selecting the levels to 
fit, the main regions of interest were the peak of the oxygen concentration, 
and levels to either side that reside in the transistion between the interfaces. 
During the optimisation, the Auger Parameters and binding energies were 
monitored to ensure they remained constant for all fits.
Figures 7.2-7.10 illustrates the fitting achieved using this technique. Table 7.2 
contains the peak energies and Table 7.3 compositions derived from the fits. 
A look at the average and standard deviations of the data suggest that the 
assumptions made are valid, with maximum deviations of ±0.3 eV and ±26% 
for the Auger Parameter and composition respectively. This should be com­
pared with the system resolution of ±0.2eV and ±10% [121]. From these 
results it is possible to obtain estimates for x, y, a & b to give Si03.oCi.5 and 
SiO1.5C1.0j where x,y,a & b are 3.0, 1.5, 1.5 and 1.0 respectively.
Given that there is a likelihood of charging, the binding energies of the Cis 
and Ou hold less importance than the Auger Parameters already discussed. 
However, for completeness, and for verification that the intermediate states 
chosen are founded the energy shifts are shown in Table 7.4. Taking the rel­
ative shift of the binding energies goes some way to removing any charging 
effects that may be incurred. It should be noted that there is an additional 
carbon element, termed “cont” . This represents two possible sources of free 
carbon that are evident in the system. The first is production of free carbon 
due to the nature of ion beam induced redistribution within the material.
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Table 7.2: Results of Peak-Fitting seen in Figures 7.2-7.10 in table form, showing 
Auger Parameters obtained together with the standard deviation of the results.
Sample Level SiC
(eV)
Si0xCy
(eV)
Si0aC&
(eV)
Si02
(eV)
0X2 1 228.6 227.2 226.7 —
0X2 6 228.1 227.0 226.2 —
0X2 8 228.6 227.5 226.2 —
0X15 3 228.6 --- __ __
0X15 4 228.6 227.7 — 225.0
0X15 5 — 227.0 226.2 225.3
0X15 6 — — 225.9 225.2
0X15 7 228.6 227.2 — 225.4
M e a n
S D
228.6
0.2
227.3
0.2
226.2
0.3
225.2
0.2
Table 7.3: Areas calculated from peak fitting of the XPS data have been used to 
calculate the composition of the various constituents. Silicon is assumed to remain 
at unity to give a normalised fractional quantity for carbon and oxygen.
Sample Level SiC
Cis
SiOjj 
Oi. (x)
Cy
Ci» (y)
SiOaCft 
Ois (a) C1# (b)
Si02
Oi,
OX2 1 0.91 3.58 1.64 1.34 1.37 —
0X2 6 0.78 2.73 1.32 1.50 0.97 —
0X2 8 0.95 2.85 1.38 1.48 0.64 —
OX15 3 0.87 ----- ___ ___ ___ ___
0X15 4 0.80 2.26 1.48 — — 2.00
0X15 5 — 2.58 1.29 1.42 1.09 1.76
0X15 6 — — — 1.50 1.14 2.00
0X15 7 0.88 2.57 1.53 — — 1.88
M e a n 0.87 2.76 1.44 1.45 1.04 1.91
S D 0.07 0.45 0.13 0.07 0.27 0.11
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Table 7.4: Binding energy shifts of Cis and 0 is have been obtained from peak 
fitting of the XPS data. This shifts can be compared with those determined from 
Table 7.1.
Sample Level SiO<i Cjj-SiOiGy 
Cls Ois
SiOsCy-SiC
Cis
Cont.-SiC
Cl.
SiOa-SiOoCj,
Ois
Si02-Si0xCy
Ois
0X2 1 1.4 2.3 1.0 1.5 — —
0X2 6 1.2 2.2 0.8 — — —
0X2 8 1.1 2.2 1.0 — — —
0X15 3 __ --- __ 1.5 __ __
0X15 4 --- --- 0.6 1.7 --- 0.6
0X15 5 1.4 1.5 — — -0.8 0.7
0X15 6 — — — — -0.7 —
0X15 7 — — 0.6 1.9 — 0.8
The second is contamination from the experimental XPS system, for exam­
ple, from the ion gun used to produce the depth profile. These sources are 
indistingushable, and so are discussed under the common term “contamina­
tion” .
With the knowledge and confidence now obtained, further examination of 
Figures 7.2-7.10 reveal information on the change in structure with depth. 
As previsouly discussed, it is difficult to provide a value for the etch rate of 
the argon ion gun associated with XPS depth profiling because of the differ­
ent etch rates of the different compositions. However, by tying information 
together with the SA spectra of Figure 7.1 it is possible to arrive at a typical 
profile depth. The sensitivities of the two techniques are different, with the 
SA spectra giving only an indirect approximation to what is really happen­
ing. It is, however, sufficient to provide good correlation with the information 
obtained by XPS.
Starting with level 1 (Figure 7.2), and assuming that the contaminant at 
this level is mainly from the XPS system, then the level consists of 72% SiC, 
with 20% SiC>3.oCi.5 and 8% SiOi.sCi.o. The compositional data provided by 
the XPS measurements suggest that there is a nominal amount of oxygen 
that extends to the surface as an implant tail. The reason for this high level 
is possibly enhanced oxygen diffusion along the tracks of the stacking faults
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inherent in the material (Section 8.1.1).
Level 6 (Figure 7.3) appears just after the main interfacial region, where 
the oxygen level has built up to 36%. It can be seen from Figure 7.1 that 
in the region level 6, the silicon and carbon are approaching stoichiometric 
concentrations after a period of being silicon rich. At this level the quantity of 
SiO3.0Ci.5 is increasing from 20% up to 35%, at the expense of the SiC, which 
has been reduced by 21% to 53%, with the SiOi^Ci.o intermediary remaining 
almost the same at. 13%. It is a similar story for level 8, which is almost 
identical in composition to level 6. to within a few percent. Level 8 is also 
marked on Figure 7.1 (b) and is on the other extreme of the implanted profile, 
where the silicon concentration is lowest. The two levels (6 & 8) which show 
very similar compositions, but different profiles due to charging effects, show 
almost identical proportions of the constituent structures, SiC, Si03.oCi.5, 
and SiO1.5C1.0- Given the identical composition determined from these two 
levels it is possible to confirm the validity of the peak fitting method.
Transition from Level 1 towards Levels 6 and 8 show a number of interesting 
features. One point to raise is that the majority of the oxygen implanted 
results in formation of Si03.oCi.5, which is the most oxygen rich of the in­
termediaries believed to exist. It should also be noted that on going from 
Level 1 to Level 6 the atomic percentage of oxygen increases by 14%. This 
can possibly be linked with the percentage of SiO3.0Ci.5 also increasing by 
approximately 15%. There is no corresponding change seen in the level of 
SiO1.5C1.0-
It should also be recognised that, given the channelling RBS spectra of Fig­
ure 7.1(a), the area around the range of the implanted region is not fully 
amorphous. This suggests that the region is only highly damaged, or poly­
crystalline in nature. Fits to both Level 6 and 8, found about the point of 
maximum oxygen concentration, still suggest that at least 50% of the region 
is silicon carbide, which may still be crystalline in nature. At this point of 
maximum oxygen concentration the atomic percentage of Si and O is well 
below that necessary for stoichiometric Si02, further confirming that a con­
tinuous Si02 layer is not achievable at this low dose.
The structure of Sample 0X15 has already been extensively discussed in 
previous sections, however, for the sake of completeness, the compositional
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Figure 7.2: XPS Profiles of Sample 0X2, Level 1 (near surface), for (a) Si2?),
(b) Si kll-, (c)  0 is, and (d) Cl5, showing data (•) and peak fits (-----). The
percentage value associated with each graph gives the total atomic percentage 
of that element measured within that level. The data for Level 1 has been 
collected from the surface of the sample.
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Figure 7.3: XPS Profiles of Level 6, Sample 0X2, for (a) Si2P, ( b )  Sik l l ,
(c) 0 l5, and ( d )  Cl5, showing data (•) and peak fits (-----). The positioning
of Level 6 is just on the first peak of the oxygen, where a number of inter­
mediaries are believed to occur. The percentage value associated with each 
graph gives the total atomic percentage of that element measured within that 
level.
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Figure 7.4: XPS Profiles of Level 8, Sample 0X2, showing (a) Si2j5, (b) Sikll>
(c) 0 i5, and (d) Cls, showing data (•) and peak fits (-----). The percentage
value associated with each graph gives the total atomic percentage of that 
element measured within that level. This particular level is on the substrate 
side of the oxygen peak, where various complexes are suggested to co-exist.
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Figure 7.5: The compositional profile of Sample 0X15 obtained by applying 
SA techniques to the RBS spectra. The spectra shows the relative amounts 
of Si (•), C (+) and O (o) present as a function of depth. The approximate 
position of the various levels auaylsed by XPS are highlighted on the SA 
profile.
profile obtained from the RBS spectra is again shown in Figure 7.5, together 
with the approximate levels to be evaluated. The XPS data of these levels is 
shown in Figures 7.6-7.10, and show how the peak-fitting has been applied. 
The difference in the spacing between levels as they appear in Figure 7.5 is 
partly the difference in density of the material, and the difference in etch 
rates between SiC and the oxide rich region.
Level 3 (Figure 7.6) cuts through a carbon rich region just prior to the limit 
of the oxygen profile, and well within a layer of good quality single crystal 
SiC. The compositions obtained from the XPS data and through simulated 
annealing of the RBS spectra agree. There is negligable oxygen at this point, 
and fitting of the XPS profiles suggest 67% of this mid region is stiochio- 
metric SiC, while the remainder is declared as contaminant. As mentioned 
previously, the term “contaminanf encompasses both carbon contamination 
from the system and due to ion redistribution. The fact that the RBS spec­
tra of Figure 7.5 shows a similar excess carbon peak implies, in this case, a 
majority of the carbon has been redistributed to the surface and shows an 
element of self bonding. The Ois oxygen peak is also shown in Figure 7.6 (c),
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and has been best fitted by a mixture of the two intermediaries. However, 
the fitting of this peak was not essential, as the total oxygen concentration 
is so low it can be ignored.
Above Level 3 the concentration of oxygen slowly starts to increase, and 
is first observed in any appreciable quantity in Level 4 (Figure 7.7). The 
composition of the shoulder that forms on the surface side of the oxygen 
implant profile is considered in Level 5 (Figure 7.8). Within this shoulder 
the carbon ratio exceeds the silicon, and the concentration ratio of oxygen 
to silicon implies that stoichiometric SiC>2 formation is possible. Again, the 
derived composition profile and XPS spectra are both in agreement on these 
points. Peak-fitting of the XPS data provides the further information of the 
structure in this region, giving 33% Si02, 17% SiOi.5Ci.0, 46% contaminant, 
and a negligable quantity of SiO3.0C1.5- In this case determination of the 
contaminant proportion is difficult, but is assumed to contain a significant 
amount of free carbon formed by redistribution. In the level prior to this, 
Level 4 (Figure 7.7), the balance of SiOi.sCi.o to SiO3.0Ci.5 is different, where 
a change in composition has forced the formation of more SiO3.0Ci.5, the 
opposite to that observed for Level 5.
Level 6 contains the highest concentration of oxygen, and is believed to be at 
the approximate depth shown in Figure 7.5. At this point the RBS derived 
composition suggests that all the carbon has been ejected from this region. 
XPS data implies that 32% is classed as contaminant at this level. The nature 
of this contaminant is unknown, but given the two conflicting data sources, 
it is feasible to suggest that the majority of the contaminant is due to the 
experimental procedure. The binding energy and Auger Parameter show the 
most significant proportion of this layer to be Si02, the formation of which is 
one of the main objectives of this work. With the onset of Si02 growth, there 
is a major reduction in the quantity of Si03.oCi.5 and SiOi.5Ci.o present.
The position of Level 7 (Figure 7.10) is just after the silicon peak, where the 
carbon level is beginning to increase, see Figure 7.5. In this area Si03.oCi.5 
is the only intermediary prominent. SiC and Si02 are also found to co-exist, 
and is the only time this is observed. A point to draw is that the atomic 
percentages of this region are identical to that of Level 6 and Level 8 of Sam­
ple 0X2, and yet in this sample no oxide is seen. Table 7.5 compares the 
three levels, and suggests there is another controlling factor, other than the
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Figure 7*6: XPS Profiles of Level 3, Sample 0X15, for (a) Si2??, (b) Sik l l ,
(c) 0 ls, and (d) Cis, showing data (•) and peak fits (-----). This is a level
that is deep within the SiC surface region (See Region B of Figure 6.11(c)). 
Again, the percentage value associated with each graph gives the total atomic 
percentage of that element measured within that level.
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Figure 7.7: XPS Profiles of Level 5, Sample 0X15, for (a) Si2p, (b) SijfiL,
(c) 0 is, and (d) Ci5, showing data (•) and peak fits (-----). The percentage
associated with each chart shows the total atomic percentage of that element 
measured within that level. This Level is at the point where the oxygen 
concentration is beginning to increase.
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Figure 7.8: XPS Profiles of Level 5, Sample 0X15, for (a) Si2p, (b) SiKLLy
(c) 0 is, and (d) Cls, showing data (•) and peak fits (-----). The percentage
value associated with each graph gives the total atomic percentage of that 
element measured within that level. This Level is within the “knee” of the 
oxygen profile that is seen to develop.
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Figure 7.9: XPS Profiles of Level 6, Sample 0X15, for (a) Si2p, (b) Sikll,
(c) 0 is, and (d) Cis, showing data (•) and peak fits (-----). This particular
level is situated at the peak of the oxygen profile, and consequently shows the 
largest proportion of Si02. The percentage value associated with each graph 
gives the total atomic percentage of that element measured within that level.
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Figure 7.10: XPS Profiles of Level 7, Sample 0X15, for (a) Si2^ , (b) SiKLL,
(c) Ois, and (d) Cis, showing data (•) and peak fits (-----). This level is on
the approach to the Si02/Substrate interface, and as such contains both SiC 
and S1O2. The percentage value associated with each graph gives the total 
atomic percentage of that element measured within that level.
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Table 7.5: A Comparison between levels of Sample 0X2 and 0X15. Different 
levels from each have been chosen that contain the same atomic concentration of 
Si, C and O, but appear to show a different structure.
Atomic % Structure
Level Si 0 C SiC SiOi.sCi.o Si03.oCi.5 Si02 Cont
0X2 L6 31.9% 36.4% 31.7% 52.6% 12.6% 34.7% 0% 0%
0X2 L8 30.5% 36.5% 33% 53.4% 9.7% 36.9% 0% 0%
0X15 L7 31.1% 37.2% 31.7% 36% 0% 19.2% 24.6% 20.3%
atomic composition. Obviously, the composition does play a role in deter­
mining the resulting structure, but appears more dependent on the element 
of strain within the region.
7.1 Review of Intermediary Formation
Within Section 7 a technique for peak fitting the XPS data has been verified. 
It has also been confirmed that Si02 formation only occurs at doses ap­
proaching 1.4 x 1018 cm-2. Although the conditions for formation appear to 
depend on both the atomic composition and the level of strain and disorder.
In the transition between SiC and Si02 two intermediares have been shown to 
form. These intermediares have been determined as SiOi.sCi.0 and Si03.oCi.5. 
The fact that they exist suggests that the precipitates discussed in Sec­
tions 6.2 and 6.3 are not neccesarily Si02 in nature. The factors that control 
the type of intermediary formation is unclear, as within different regions dif­
ferent intermedaries are stable depending on other factors, like local strain. 
For instance, compare Samples 0X2 Level 6 and 0X15 Level 7 discussed 
previously in Table 7.5. They show a completely different distribution of 
intermediaries.
The high concentration of free carbon seen is, in part, believed to be de­
termined by the formation of Si02- As previously proposed, this formation 
of Si02 tends to eject carbon from within the region, which is suggested to
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diffuse by a C-0 mechanism, and may eventually result in the formation of 
more of the intermedaries, or simply converted in to free (C-C) carbon.
There appears a significant difference in the level of carbon contaminant 
before and after the Si02 layer, with a larger percentage of “free” carbon 
at the SiC overlayer/oxide interface . This confirms that the carbon (and 
hence potentially oxygen) diffusion is very much surface driven. This, in­
turn, possibly accounts for the different intermediaries seen either side of 
the oxide region. On the substrate side of the oxide (Level 7) there is a 
much lower level of carbon signal, and the only intermediary in abundance 
is SiO3.0Ci.5, whereas within the surface of the oxide (Level 6) SiOi.5Ci.o is 
the dominant intermediary. It is only deeper into the surface layer that both 
intermediares co-exist.
Chapter 8
Surface Topology and 
Annealing
This chapter discusses the effect implantation and annealing has on the sur­
face topology of the resulting material, as well as briefly examining the effects 
of annealing on the material synthesis.
8.1 Surface Changes due to Implantation
The effect implantation and annealing has had on the surface morphology of 
the implanted region is extreme. The quality of the native SiC surface is also 
poor, with defects originating from the SiC/Si interface propagating through 
to the surface.
8.1.1 Vigin Silicon Carbide
In order to understand the deformations obtained by implantation, it is first 
necessary to evaluate the surface of the virgin SiC material.
A dark field XTEM micrograph of a 2 fim thick virgin SiC epilayer is shown in 
Figure 8.1. As discussed by many authors [21, 23], the large lattice mismatch 
between SiC and the silicon substrate results in the formation of a highly 
defective buffer layer prior to high quality single crystal growth. It can be 
seen from Figure 8.1 that the number of defects reduces with increasing 
distance from substrate, with the type of defect moving from micro-twinning 
near the substrate interface to stacking faults in the {111} planes nearer the 
surface.
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The difference in lattice constant between substrate and epilayer is shown 
in the form of an x-ray diffraction pattern, inset in Figure 8.1. The pattern 
was obtained during the transition from 3C-SiC epilayer to Si substrate. The 
pattern with the smallest, separation between spots represents the larger lat­
tice constant of silicon, while the pattern with larger seperation is produced 
by 3C-SiC. Measurements of the diffraction patterns give a lattice mismatch 
of 20%, which is consistant with other reported data [23]. The diffraction 
spots appear to be interconnected by lines, producing a “cartwheel” pattern 
centred about the centre transmitted beam spot. This pattern signifies the 
presence of micro-twinning [169], and confirms their existance close to the 
silicon interface.
The stacking faults within the SiC region propagate at an angle of 60° to 
the interface. It should be noted that stacking faults of different directions 
co-exist in the same region. An examination of the perpendicular substrate- 
to-surface fault, marked A in Figure 8.1, shows that the path of the fault is 
very much driven by the stacking faults that are in close proximity. It should 
also be noted that the epilayer surface exhibits a step where the fault touches 
and could imply that the cause of the fault is also related to the strain at the 
interface. This does not suggest that the stacking faults are the cause of the 
substrate-surface fault, but possibly provide a low energy path to aid with 
strain relief.
Although the step in surface height and {100} direction of substrate-surface 
fault suggests this is an anti-phase boundry (APB), driven by an uneven 
silicon interface, closer examination reveals that the SiC surfaces of the two 
domains are not parrallel. This is shown schematically in Figure 8.1 (c), 
where profile of the image has been exaggerated to highlight the surface and 
damage effects. The figure shows the step between surfaces is approximately 
75 nm, and that they subtend an angle of 2.5° and 0° with respect to the 
plane perpendicular to the substrate surface. The orientation of the planes 
in comparison to the relatively fiat silicon at the interface region implies 
that the fault is neither a displacement, boundry (DB), or APB, which would 
both result in a epilayer that runs parrallel to the silicon surface. Work by 
Kordina et al, suggests that a large proportion of dislocations and stacking 
faults are a result of the difference in thermal expansion coefficient between 
Si and the thick SiC epilayer [170].
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(c)
Figure 8.1: A XTEM micrograph of a virgin 3C-SiC sample (a), highlighting 
the type, and number of defects together with a large substrate to surface 
fault (A), (b) is the x-rav diffraction pattern obtained in the transition be­
tween Si substrate and 3C-SiC epilayer. The schematic (c) shows highlights 
the structure seen in (a) around the surface-substrate fault.
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The thermal expansion coefficient of silicon is 2.5 x 1CT6 K-1 at 300K [171], 
while that for bulk SiC is typically 5 x 10“ 6 K-1 between 50°C and 
1500°C [172]. This expansion is such that is reduces the stress at high tem­
perature, but results in considerable stress within the epilayer upon cooling. 
This stress is possibly responsible for the surface-interface fault and large 
surface mis-alignment.
Thus, it is feasible to suggest that the SiC used in these experiments is 
not of the highest quality, although it was the best available at that time. 
The high level of stacking faults and other defects may change the resulting 
structures obtained following oxygen implantation. Particulary, the fact that 
some defects propagate to the surface may enhance diffusion in that direction.
8.1.2 Effect of Dose on Surface Topology
The photograph in Figure 8.3 shows the surface a SiC sample implanted with 
a fiuence of 8 x 1017 cm-2 0 + at 600°C and magnified 200 times using a Zeiss 
Optical Phase Contrast Microscope. Compared with the surface of the virgin 
SiC (Figure 8.2), the implanted sample shows considerable change, with a 
weave pattern evident on the surface. This weave pattern is seen with doses 
as low as 1 x 1017 cm-2. Analysis of Sample 0X30 with a Sloan Dektak IIA 
Surface Profiler showed the implanted sample to have an undulating surface, 
with broad peaks between 30-50 /im in width and on average 500 A in height. 
The virgin material also shows an average roughness of 500 A. Compared to 
the virgin material, the surface of the implanted sample shows a number of 
heavily pitted regions that are beginning to link to form chains. Also evident 
is a significant cratering effect. Blistering like this has been seen before [173] 
and explained by the clustering of the implanted species (argon in this case) 
below the surface. In this work there is a greater potential for the implanted 
0 + to precipitate out in the form of Si02, although CO,.and CO2 formation 
is potentially possible [151], and may diffuse to the surface, giving way to 
the blistering seen.
A “tram-line” appearance is seen to exist in the surface of the virgin mate­
rial. The cause of this pattern is unknown, but it is reasonable to suggest 
that these lines relate to the substrate-to-surface lines seen in Figure 8.1.
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Implantation results in sufiicent surface damage to appear to remove these 
lines and give the appearance seen in Figure 8.3.
The surface of a sample implanted with a slightly higher dose (1.4 x 1018 cm-2), 
but at the same temperature, is shown in Figure 8.4. The formation of cracks 
across the surface is observed, while the weave surface texture still remains. 
Generally, the cracks tend to propagate along the {111} planes, although 
changes in direction can be seen. The enclosed area of the tiles formed do 
not appear to be regular.
With further increase in dose to 1.8 x 1018 cm-2 , the area enclosed by 
the tiles reduces, but again, the general weave surface texture is very much 
evident (see Figure 8.5). The cracks still tend to propagate along the {111} 
planes. Surprisingly, profiling the surface shows the cracks to be hillocks that 
are typically 500A in height and with a separation anything from 100 fim to 
170 /zm. Perhaps this build up of material at the surface is silicon and/or 
carbon displaced from the implanted region. Although, ordinarily, both sil­
icon and carbon interstitials diffuse slowly in SiC, the “fast trad? provided 
by the substrate to surface faults may enhance any form of migration.
The weave pattern is not due to differential sputtering of the surface, as 
the serverity of the pattern appears to be unaffected by an increase in the 
implanted dose. As the dose increases so the cracking becomes more evident. 
The significantly uneven surface, even for the virgin material, has limited the 
usefulness of the surface profile data.
8.1.3 Effect of Implant Temperature on Surface Topol­
ogy
All the implants discussed in the previous sub-section were conducted at 
an elevated temperature of 600°C. Figure 8.6 shows the surface after a
1.4 x 1018 cm-2 0 + fluence is implanted into a sample maintained be­
low 170°C. This image can be compared with that of Figure 8.4, which has 
been implanted with a similar dose, but while the substrate has been held at 
600°C.
Immediately apparent is the difference is surface roughness. The sample
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Figure 8.3: Surface photograph of 
Figure 8.2: Surface of virgin SiC Sample 0X30, SiC implanted with 
material magnified 200 times 8 x 10 17 cm 2 0 + at 600° C. Mag­
nification is 200 times.
Figure 8.4: Magnified (x200) sur­
face photograph of
Sample 0X29. An increased dose 
of 1.4 x 1018 cm-2 implanted at 
600°C.
Figure 8.5: A x200 magnification 
of the surface of Sample 0X31, SiC 
implanted with 1.8 x 1018 cm-2 0 + 
at 600°C.
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Figure 8.6: A x200 magnification of the surface of sample 0X28 implanted 
at low dose rate to minimise the temperature rise. The implanted dose is 
again 1.4 x 1018 cm-2. It should be noticed that the weave pattern seen on 
the surface of the high implant temperature samples is not seen to the same 
extent here.
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implanted at the lower temperature shows a significantly less undulating 
surface. This is to be expected to some extent, as the increased level of amor­
phisation will remove the substrate to surface pathways and thus limit any 
effect they have in the final surface morphology. Although reduced in level, 
the “weave" pattern observed when implanting at 600°C is still noticable. 
This suggests that the weave is related to the crystallograpy of the starting 
material. It is a possibility the pattern is linked to the stacking faults that 
reach the surface. The implantation of a layer below these faults may allow 
significant fault movement to relieve the strain induced by the implant, and 
hence the surface shows signs of undulating. Before implantation the SF’s 
are pinned by the material below. Nishino et al. have stated that during the 
growth of SiC on Si, the surface morphology is very much dependent on the 
early stages of nucleation [22]. This in turn is controlled by the quality of 
the silicon carbonisation/conversion step. Nishino has measured roughnesses 
of 150-300A for a 6 fim film [22]. This roughness will be considerably worse 
for thinner films.
8.1.4 Summary of Surface Topology Effects
The surface roughness of silicon carbon grown on silicon has been discovered 
to be considerably high. Typical measurements have shown this level to be 
typically 500A average. The effect of implantation at 600°C appears to show 
a sudden change in the surface pattern even for low doses. Increasing the 
dose results in the surface developing cracks along the {111} planes, forming 
a tile pattern. The severity of these cracks appears to increase with dose. 
The cause of this cracking can be linked with either increasing stress due to 
the growth of the buried layer, and concentrating along the stacking faults, 
or associated with the difference in expansion, resulting in cracking as the 
temperature is increased. Implantation at low temperature results in a crack 
free amorphous layer, with only 50A of surface undulation.
CHAPTER 8. SURFACE TOPOLOGY AND ANNEALING 178
8.2 Effects of Annealing
The effect of annealing oxygen implanted silicon carbide has been examined. 
The reason for annealing is to aid in the buried layer agglomeration following 
implantation. Increasing the temperature improves the rate of diffusion of the 
various species involved in the layer formation, as well as dissolving smaller 
precipitates and growing the larger [174].
Nucleation of Si02 precipiates has been shown to reach a maximum level in 
silicon between 550°C and 850°C [175]. In this work, a number of implants 
have been conducted within this temperature regime and do show a high 
density of small precipitates. Consequently, the process of annealing is prin- 
ciply required to help in the agglomeration of these smaller precipitates and 
improve the interface between the implanted layer and surface region.
As discussed in Section 4.3, the anneals have been conducted using two meth­
ods. The lower temperature anneals (< 1250°C) have been conducted using 
a Rapid Thermal Annealer (RTP), while those at higher temperatures have 
been annealed in a Clarke Furnace. Diffusion in single crystal silicon carbide 
is known to be exceptionally slow. Coefficients for oxygen are in the range 
.1.5 x 10“ 16 cm2s“ I to 5 x 10"13 cm2s-1 for temperatures between 1800°C and 
2450° C respectively [7]. This can be compared to the diffusion of oxygen in 
silicon, which is 7 x 10~2 cm2s"1 at 700-1250°C [176]. The maximum anneal­
ing temperature of the material used in this work is dictated by the melting 
point of the silicon substrate, and consequently limited to 1412±8°C [68].
Annealing at low temperatures.appeared to show very little effect. Samples 
annealed for 5 hours at 600°C in argon showed a small change in the sharpness 
of the interfaces, but little else. There also appeared to be no relationship 
between the temperature during implantation and the resulting profile change 
after anneal.
Increasing the anneal temperature up to 1200°C for 1 hour proves to have 
a significant effect on the resulting RBS profile. Figure 8.7 shows the as- 
implanted and annealed RBS-C profiles of Sample 0X15, implanted at 600°C 
with a dose of 1.4 x 1018 cm-2 0 +. There is little apparent difference between 
the two spectra, except for two regions labeled (i) and (ii).
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Channel
Figure 8.7: The effect of annealing Sample 0X15 (1.4 x 1018 cm-2 at 600°C) 
in an RTP with argon ambient at 1200°C for 60 minutes. Spectra (a) shows 
the as-implanted RBS random (o) and channelling (•). Spectra (b) show 
the RBS random (□) and channelling (■) data after the anneal has been 
conducted. The change in the channelling profile is indicated by the labels 
(i) and (ii).
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The label (i) points to a part of the annealed spectra that shows a definite 
reduction in the level of damage on the surface side of the implanted region. 
This may be caused by some element of SiC recrystallisation, or perhaps 
suggests that this region contained a fraction of Sij once trapped by Si02 
precipitates, but now free to travel to the surface as the smaller precipitates 
dissolve.
Label (ii) highlights the change in the level of channelling within the surface 
SiC layer. A decrease in channelling, although unexpected, prompts the 
possibilty that interstitials are beginning to redistribute towards the surface 
through the SiC layer. A reason for this could be explained by Figure 8.1. 
This figure shows the number of different pathways to the surface that appear 
in the form of stacking faults and surface-to-substrate cracks. The cracks, 
being perpendicular to the surface and significantly larger than the stacking 
faults, must offer the fastest route for migration of the by-products generated 
by the nature of the implantation. The change in channelling (Xmin) has 
increased from 12% to 16%, but Xavg has only increased by 1%. This suggests 
that the damage that constitutes the interface region is not annealing out, 
but is simply diffusing towards the surface.
A similar anneal of 1200°C for 1 hour in argon has been conducted on lower 
dose Sample 0X9. This was implanted to a dose of 1 x 1017 cm-2 while 
maintained at 600°C. The RBS-C profiles of this sample before and after 
anneal are shown in Figure 8.8. There is again significant change in the region 
of the surface oxide/SiC interface (Labeled (ii)), as well as now also affecting 
the back oxide interface (Labeled (i)). It can be observed in Figure 8.8 that 
the level of channelling in the surface region shows the opposite trend to that 
seen for the higher dose sample discussed previously. Annealing this sample 
has improved the overall quality of the surface layer.
The difference in the two samples just discussed (0X9 and 0X15) is only 
the quantity of 0 + implanted. The fact that the damage of the lower dose 
sample appears to anneal out, while that of the higher dose sample simply 
redistributes suggests that either;
i. Different types of defects are being formed. Perhaps as the density 
of these defects increases they agglomerate to form larger extended 
defects that are less mobile and more stable [169].
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Figure 8.8: The effect of annealing Sample 0X9 (1 x 1017 cm-2 at 600°C) in 
an RTP with argon ambient at 1200°C for 60 minutes. Spectra (a) shows the 
as-implanted RBS random (o) and channelling (•). Spectra (b) show the RBS 
random (□) and channelling (■) data after the anneal has been conducted. 
Labels (i) and (ii) indicate regions at the front and back interface of the 
implanted region where the level of channelling has improved.
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ii. The de-channelling observed is, at low dose, mostly small oxide precip­
itates that are re-absorbed during annealing. The higher dose results 
in significantly more damage due to the nature of the implant, and 
hence the precipitate absorption at this temperature becomes insignif­
icant in comparison to the level of damage.
It could, in fact, be a combination of the previously described mechanisms. 
However, it does suggest that some element of redistribution is possible dur­
ing annealing, and that this redistribution my vary depending on the number 
of ions implanted. Increasing the anneal time of Sample 0X9 to give a total 
of 5 hours results in little change in shape, but a significant reduction in 
the overall height of the damage seen in the channelling spectra. The peak 
damage level remains unchanged after a 1 hour anneal, but after 5 hours is 
reduced by 25%. This is not seen in the higher dose sample, and perhaps 
implies that increased damage at the interface region my be sufficient to 
limit the diffusion of oxygen or interstitials through the stacking faults and 
substrate-surface cracks to the surface. Only at the low doses is the pathway 
to the faults significanlty clear as to allow transport to the surface.
Higher temperature anneals have been attempted in the Clarke Furnace, with 
an aim to improving the interfaces of the higher dose implants and ideally 
reducing the “knee” seen to appear when implanting at higher temperature 
(Section 6.3). However, preliminary results at temperatures equal or above 
1300°C with an argon ambient showed servere surface damage to the speci­
mens. Early research in furnace annealing suggested that the addition of a 
percentage of oxygen into the ambient would remove this problem, believed 
to be caused by oxygen reacting with the surface to form gaseous SiO [177]. 
This gas formation results in a significant pitting of the surface. The solu­
tion is thought to be to add approximately 5% of oxygen with the argon to 
promote the formation of Si02 instead of SiO [83]. For more detail on the 
effect of the Clarke Furnace of surface topology refer to Section 8.2.1.
Those samples that were annealed without too much surface effect showed 
signs of oxygen loss. Sample 0X7 was implanted at 200°C with a dose of
1.4 x 1018 cm~2 0 + and then annealed in the Clarke Furnace for 1 hour at 
1300°C in argon with 1% oxygen. The RBS data from both before and after 
has been analysed by applying SA techniques and is shown in Figure 8.9 faj 
and (b).
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(a) (b)
Figure 8.9: Effect of a 1300°C 1 hour anneal in 1% oxygen using the Clarke 
Furnace as shown by Simulated Annealing (SA). The SA profiles illustrated 
show the percentage concentrations of silicon (•), carbon (+) and oxygen (o)
(a) before and (b) after the annealing process.
It is apparent from the above figure that there is a loss in the quantity of 
implanted oxygen. Estimates of the oxygen content based on the SA profiles 
show that the oxygen level was originally 1.1 x 1018 cm” 2, and after anneal 
had dropped to 7.6 x 1017 cm"2. This is a reduction of over 30%, but with 
only a change of 200 A  in the full-width half-maximum of the oxygen profile. 
One possible explanation is that, at this elevated temperature, the surface- 
to-substrate faults provide a faster route to the surface. It is also reasonable 
to suggest that the diffusion no longer occurs as oxygen precipitates, but 
perhaps in the form of CO or C02 as proposed by Skuropa et al [151], hence 
the significantly faster rate of loss. All other oxygen implanted samples that 
were annealed exceptably using the Clarke Furnace showed similar levels of 
oxygen loss.
8.2.1 Effect of Anneal on Surface Topology
Early furnace annealing tests on oxygen implanted SiC showed servere surface 
pitting and deposition on the wafer surface. To investigate this further, 
thermally grown oxide on silicon was used to produce test samples to examine
CHAPTER 8. SURFACE TOPOLOGY AND ANNEALING 184
the effects of the furnace, and try to optimise the anneal process.
Tests on 4000A SiC  ^ on silicon have been conducted in the Clarke Furnace, 
and the oxygen content in the argon ambient varied from 1% to 10%. All 
samples were annealed in the furnace for 1 hour at 1300°C. Figure 8.10 
shows a 200x magnified plan view of a sample annealed in 10% oxygen in 
argon. The figures are taken before and after the removal of the remaining 
surface oxide in hydrofiouric acid. Even with a considerable percentage of 
oxygen in the ambient, the level of surface damage is still significant and 
has had effect below a 4000A protective layer. The cause of this damage is 
still unknown. Quantative analysis with RBS did not help in determining 
the cause of the deposits and the roughening of the surface. The extreme 
undulating surface varied the backscattered path lengths so significantly that 
the spectra appeared to give unrecognisable results.
Even though, under the present annealing conditions of 10% oxygen in an 
argon ambient, there is no real improvement in the quality of the annealing, 
some SiC anneals have been attempted in the hope that this material would 
show more resiliance to the errosion effects being observed.
At the extreme, the SiC surface resulting from an implant of 2.7 x 1018 cm-2 
and anneal at 1300° C for 1 hour, is shown in Figure 8.11. The cracks still tend 
along the {111} planes, but show a significant change in crack structure. The 
“Burst' at the surface is possibly formed by a precipitation of gas that is a 
function of the high implanted dose and high temperature anneal. Little sign 
of blistering is seen in any of the lower dose samples that have been annealed 
up to 1200°C, suggesting CO or CO2 is not formed in any significant amount 
under these conditions. Within the tile structure, also seen on the surface of 
the as-implanted samples, smaller cracks are beginning to become evident. 
These cracks do not appear to follow any obvious crystal axis. The surface 
profile shows a typically rough surface of about 300A with a valley every 
120 /im on average. The depth of this valley was typically 2000 A.
It is now virtually impossible to determine the effects due to ion implantation 
from the effects that are a function of the annealing process. Consequently, 
any meaningfull analysis of this data is difficult. To further progress in this 
area of research it is necessary to identify the cause of the surface pitting 
to enable annealing at temperatures approaching the melting point of sili-
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(a)
Figure 8.10: The effect of the Clarke Furnace on Silicon surface Topology. 
This is an anneal carried out at 1300°C in an ambient of argon with 109c 
oxygen in an attempt to prevent surface pitting. The anneal duration was
1 hour. The result of this anneal on the surface of the silicon is shown, (a) 
before and (b) after an HF etch to remove any oxide growth. The photographs 
have a magnification of 200 times.
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Figure 8.11: An extreme case of high dose implantation that has resulted in 
a burst of precipitated gas being expelled at the surface, leaving the resulting 
crater. The photograph has been taken at a magnification of 200 times.
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con. Calibration of the furnace has shown the controller temperature to be 
approximately 21° above the real sample temperature.
8.2.2 Summary of Annealing Effects
The reason for annealing was principly to aid in the buried layer agglom­
eration. Below 1250°C anneals were conducted in a RTP with an argon 
ambient. Above 1250° C attempts have been made to furnace anneal sam­
ples in a mixture of argon and oxygen to try to reduce the level of surface 
damage observed after annealing. The reason for wanting to anneal at such 
high temperatures is the slow diffusion rate of species within silicon carbide, 
which are slower by more than a factor of 10.
Annealing at 600° shows very little change from the implanted structure, 
but after annealing at 1200° for in excess of 1 hour redistribution of the layer 
begins. The nature of this redistribution appears to depend on the implanted 
dose. At low dose (1 x 1017 cm-2) the anneal improves the quality of the 
interfaces of the implanted region as well as improving the crystallinity of the 
surface region. At high doses (1.4 x 1018 cm-2) there is only redistribution, 
as the Xavg measured in the surface region remains the same.
Reasons for the difference in the level of redistribution of the two doses have 
been suggested, and imply that the level of damage associated with the high 
dose implant may provide a more significant barrier to the diffusion of the 
implanted oxide towards the surface. Annealing the low dose sample for a 
longer time period results in the loss of much of the implanted oxide.
Attempts to anneal samples to a much higher temperature have been ham­
pered by the surface damage effects induced within the Clarke Furnace. This 
damage was thought to be a function of the ambient gas, but may also be 
due to heavy contamination within the furnace walls. The level of surface 
damage makes analysis of the results impossible. When reasonable anneal 
conditions were obtained, SA profiles showed a considerable loss in the oxy­
gen content of the sample by approximately 30%. It is proposed that this 
loss is due to the formation of CO and CO2, which passes through the highly 
damaged regions and easily diffuses through the surface-to-substrate defects.
Chapter 9
Waveguiding
The aim of this work has been to synthesise optical waveguides in silicon 
carbide by applying the technique of high dose ion implantation of oxygen 
to create a barrier suitable for optical confinement. So far, the discussion 
has focused on understanding the complex processes that occur in the layer 
formation. In this section, the conditions found to give a good buried layer, 
while maintaining the surface quality, have been applied to form waveguides. 
These planar waveguides have been tested using the technique discussed in 
Section 4.7.
9.1 Waveguide Design
All the material synthesis research just discussed has been conducted utilising 
oxygen implants with energies of 200 keV. According to XTEM results, this 
gives a surface region typically 250 nm thick. Ideally, the waveguide core 
thickness will be large, to allow for ease of optical coupling.
It is necessary to interpolate the implant energy and dose to create a structure 
more suitable for optical loss measurements. Before deciding on the implant 
energy, the implant depth must be determined. The thickness of the silicon 
carbide surface layer must be sufficient to allow propagation of at least one 
optical mode.
Section 3.3.1 has already discussed the equations necessary to calculate the 
permitted modes that can propagate with minimal loss. Equation 3.36 
(Page 47) has been applied in the form of a computer program to gener­
ate the effective index of the core region under varying conditions of guide 
thickness. The refractive indicies of ni, n2 and are 2.65 [178], 1.50 [179]
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Figure 9.1: The effect of the guide thickness (A) on the number of modes 
that are able to propagate along a Air/SiC/Si02 asymmetric planar waveg­
uide, where modes T E 0 , T E 1} T E 2 , T E 3 , T E 4  &  T E 5  are represented by the 
symbols o, □, O, A, O, & y? respectively.
and 1.00, respectively at the 1.5 f.im wavelength of interest. The resulting 
data is presented in Figure 9.1, which shows the calculated effective index 
for waveguide thicknesses upto 2 (im.
It can be seen that to keep a SiC planar waveguide single mode, the maximum 
overlayer thickness is approximately 0.4 /.mi. Focusing the incident light to a 
beam spot of this order is difficult, hence coupling losses will be high and the 
measured loss will be relatively inaccurate. With the particular measurement 
technique outlined in Section 4.7, all the focused laser output is assumed to 
be captured by the waveguide providing the mode overlap is 100%.
To maximise the captured light would require a thicker core, but would result 
in a waveguide that propagates a large number of modes. This is acceptable, 
as the aim of the experiment is to accurately measure the waveguide loss
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only. Hence, providing the output from all the modes is captured at the 
guide exit, a multi-mode waveguide somewhat thicker than 4000 A  can be 
used to obtain optical loss data. Furthermore, formation of rib waveguides 
in planar layers that are multimode can result in single mode ribs [95] (See 
Section 9.2).
TRIM [113] Monte-Carlo calculations have been used as an aid to convert 
the knowledge obtained from the 200 keV implants and extrapolate it to
2 MeV. The higher energy of 2 MeV is the limit of the Van-der-Graaf im- 
planter used to perform the implants (A more detailed specification of this 
implanter is given in Section 4.2.1). This energy gives a predicted range of
1.3 /^ m for singly charged ions, according to TRIM [113] and an estimated 
surface layer thickness of approximately 1200 nm. At this core thickness, the 
effective index is given by Equation 3.36 as 2.53. Given this value of effective 
core index, it is possible to solve Maxwells’ Equations in 1-Dimension (See 
Section 3.3.1) to arrive at the intensity profile expected at the waveguide 
output. This has been achieved by way of a computer program, to give the 
profile of Figure 9.2. The 1/e2 width of this profile is 700 nm and suggests a 
good mode overlap with the optical source used for the loss measurement.
Although TRIM does not tend to give satisfactory results for high dose im­
plantation for reasons such as swelling, it has been used as a method of 
approximating the same peak oxygen concentration. Given that increasing 
the ion energy will result in an increase in straggle, there must be sufficient 
oxygen implanted to obtain the same structure seen previously.
Comparing 200 keV and 2 MeV implants on TRIM gave a fluence ratio of 
1.418. Given that a continuous amorphous layer was seen at a fluence of
1.4 x 1018 cm-2, the equivalent of the 200 keV implant at 2 MeV requires 
an implanted dose of 2 x 1018 cm-2 and will give the same peak concentra­
tion. Again, this implant was conducted while the substrate temperature 
was maintained at 600°C.
The expected structure of the 2MeV implant is estimated in Figure 9.3, 
where it is compared with the structure of that known to occur at 200 keV. 
XTEM micrographs of the actual effect of implanting the above dose are not 
available, so a possible representation has been developed based on what is 
known from implants at 200 keV.
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Figure 9.2: An intensity profile of a silicon carbide planar waveguide gen­
erated by applying a 1-Dimensional solution to Maxwell’s Equations for a 
TEo mode. The thickness of the waveguide is 1 /im, and the propagating 
wavelength is 1.5 /xm, which gives an effective index of 2.53, used to obtain 
this normalised profile of the output intensity across the waveguide.
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The damaged surface region is believed to be a function of the implanted dose 
and energy (Section 6.2). For this reason, and the fact that this is a high en­
ergy implant, the damage of Region A of Figure 6.5 (Page 120) is believed to 
be minimal, if not none existant. The derivation of the position and thickness 
of Regions B and C can be based on the peak damage region, again supplied 
through TRIM [113] and assumes that swelling occurs due to implantation 
deep into the oxide region, as proposed by Figure 6.10 (Page 137) and not on 
the surface side of the buried layer formed. This allows the 200 keV TRIM 
profile at the near surface to be directly related to the thickness determined 
through XTEM, and hence estimation of that for 2 MeV. The polycrystalline 
Region C is already believed to relate to the damage generated by recoils. 
An estimate of thickness for Regions D and E is a little more difficult and 
unreliable as they are both very much dependent on the level of swelling dur­
ing implantation. However, as the same peak concentration of 0 + is being 
implanted, it is feasible to suggest that the level of swelling will be similar. 
The only difference mil be the straggle of the resulting profiles.
In the preliminary stages of this research work, a similar high energy implant 
was conducted. The retained dose of this implant is believed to be approx­
imately 4 x 1017 cm-2. This dose has already been show to be insufficient 
to form a Si02 region, but may create enough damage to provide a means of 
optical confinement in the form of a density, hence refractive index change. 
Nevertheless, the lower dose sample will provide a good comparison for op­
tical loss measurements. A further marker is a 3C-SiC grown on SOI sample 
obtained courtesy of the Technical University of Berlin, see Section 4.1.
The insertion and propagation losses determined for the 3 principle samples 
discussed above are shown in Table 9.1. The lower dose sample has been 
examined after annealing for a total of 1 and 3 hours within an RTP, at 
1200°C. The annealing ambient was argon with ramp and cool-down times 
similar to those already discussed in Section 4.3.
The first trend to observe is that the loss obtained from the lower dose sample 
does not appear to be affected by the duration of the 1200°C anneal. This 
confirms trends seen in the examination of annealing discussed earlier (Sec­
tion 8.2), although a slight improvement may have been expected.
The effect of increasing the implanted 0 + dose appears to have had a deteri-
CHAPTER 9. WAVEGUIDING 193
✓
<y
i f
Figure 9.3: A possible structure of the 2 MeV implant (b). This structure 
is based on the known result of the implants conducted at lower energy (a). 
The peak implanted 0 + concentration .(o)., Si recoils (•) and C recoils («)for 
both implants has been determined by TRIM. A comparison of TRIM output 
and structure has been used as a basis to estimate the 2 MeV structure.
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Table 9.1: The waveguide loss measurements taken at A =  1.5 /im for the two 
implanted samples on material grown by CREE Research and a sample of 
SiC on SIMOX supplied by the Technical University of Berlin (TUB). As-Imp 
signifies the sample is in the as-implanted, or as-grown state. Ann 1 is after 
the first anneal (RTP:1200°C, 1 Hour) and Ann 2 is the loss measurement 
after a total anneal time of 3 hours.
Sample Condition 4 x 1017 cm 2 x 10lS cm-2 TUB
Insertion Loss (dB/cm) As-Imp. - 36.3 16.5
Propagation Loss (dB/cm) As-Imp - 24.2 4.4
Insertion Loss (dB/cm) Ann. 1 33.0 - -
Propagation Loss (dB/cm) Arm. 1 20.5 - -
Insertion Loss (dB/cm) Ann. 2 33.2 - -
Propagation Loss (dB/cm Ann. 2 20.7 - -
mental effect on the waveguide loss, increasing it by approximately 4 dB/cm. 
The XTEM micrographs of the as-implanted state for 200 keV doses of 
8 x 1017 cm-2 (Figure 6.9, Page 136) and 1.4 x 1018 cm-2 (Figure 6.11, 
Page 139) perhaps suggest why. The thickness of the damaged region be­
tween the oxide and the SiC surface layer is believed to be similar for the 
two different doses. Consequently, the amount of scattering, and hence loss, 
from this highly damaged region will also remain constant.
The loss observed from the SIMOX/SiC sample supplied by the Technical 
University of Berlin have been shown to have a propagation loss much better 
than than observed in the implanted material. The improvement obtained 
by using material with well defined, sharp interfaces, and reduced damage 
within the guiding layer,is just more than a factor of 5. There was a concern 
that the propagation modes may leak into the second waveguide formed 
between the SiC and the oxide layer, the core of this waveguide being the 
200 nm thick silicon in between. This has been shown not to be the case, 
although any coupling into that second guide would also be measured on the 
detector. Using the Video Analyser (Section 4.7.1)it was possible to minimise 
any direct coupling into the thinner waveguide.
A further step in this work has been taken by determining the main loss 
mechanisms within the guiding region [180]. There are a number of possible
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sources of loss (Section 3.3), but principly they can be grouped into three. 
These are bulk losses (e.g. absorption, inherent or due to damage in the 
guiding region), scattering losses (e.g. poor interface between guide and 
SiC>2 confining layer) and leakage through the SiC>2 confinement layer into 
the waveguide formed between the high refractive index substrate and the 
Si02 confinement (Section 3.3.3).
The structure formed through ion implantation of oxygen is not the perfect 
SiC/Si02/SiC layer system intended (Sections 6.2,6.3). Instead, the tran- 
sistion from SiC to SiC>2 occurs in several different stages, which results in 
a structure similar to that discussed earlier. Hence, it has become neces­
sary to simulate the effects of this refractive index transition to discover the 
dominant optical loss mechanisms.
A theoretical analysis on the as-implanted 2 x 1018 cm-2 sample has been 
conducted at two different wavelengths, and the experimental losses also 
measured for comparison [180]. These calculated losses have been derived 
using the Transfer Matrix Method [181] which allows for the solution of 
a complex propagation constant (f3). The imaginary component of j3 can 
represent a lossy or leaky decay mechanism. In this particular case, the loss 
is due to radiative leakage through the thin SiC>2 implanted layer [180].
The results of computer simulation on a simplified layer structure with only 
SiC>2 and no intermediary region is shown in Figure 9.4, which shows the 
effect of increasing the oxide thickness on the propagation loss. The presence 
of a high refractive index substrate potentially transforms it into a leaky 
waveguide. The degree of loss is determined by the oxide thickness, as the 
light propagating in such a waveguide could escape into, the substrate by 
an effect analogous to the tunnel effect in quantum mechanics. Particularly 
in the case of multimode waveguides the higher order modes become less 
confined and escape into the substrate. If the SiC layer is assumed to be
1.2 jim thick, the data of Figure 9.4 confirms that propagation in the layer 
formed by 200 keV 0 + would result in high loss due to leakage through the 
oxide. With an oxide thickness of 200 nm, the TE0 loss is very close to that 
observed experimentally and suggests that application of multiple implants 
to achieve a thicker oxide could result in a waveguide with much lower optical 
loss.
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Buried Oxide Thickness (nm)
Figure 9.4: Calculated effect of buried oxide thickness on the possible loss due 
to leakage through the oxide by the propagation wave (1.3 / i m  and 1.55 / i m )  
in both TE0 and TM0 modes. Propagation at 1.3 /zm is represented as blue 
lines, while those at 1.55 / i m  are in red. In each case the TEo mode is shown 
as a solid line, and TMq as a broken line.
A theoretical evaluation of scattering due to interface roughness has also 
been conducted on a simple SiC/Si02 structure. It was calculated that, for a 
propagating wavelength of 1500 nm and a core region of 1 (im in thickness, the 
scattering loss will only be below 1 dB/cm providing the interface roughness 
is below 3 nm RMS roughness. Measurement of the SiC surface roughness 
gives a RMS value of 50 nm, implying that surface scattering is certainly a 
important issue. Thus, from the above theoretical and practical observations 
it is feasible to suggest that a significant proportion of the propagation loss 
observed is due to scattering from the highly damaged interface between 
the oxide and the SiC core layer and volume scattering from defects in the 
guiding region.
Given that the radiation loss due to the cladding layer thickness can be 
modeled, that there is a closed form expression for the scattering loss [180], 
and that the loss due to volume scattering for defects with a correlation 
length smaller than wavelength (A) has a 1/A3 dependence (Not 1/A4 which 
is strictly for bulk scattering), it is possible to estimate the contributions of
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Table 9.2: The estimated contribution of radiative leakage (ctLeakage), interface scatter­
ing (ojnter:/ace)ar|dvolumescattering(av ______
Wavelength
( p m )
Polarisation Measured Loss 
(dB/cm)
Leakage
(dB/cm)
Interface
(dB/cm)
&Volume
(dB/cm)
1.3 TE 13.0 4.9 1.0 7.1
1.3 TM 8.9 2.4 1.9 4.6
1.55 TE 24.2 19.0 1.0 4.2
1.55 TM 15.3 10.7 1.9 2.7
each.
Table 9.2 shows the estimated values for the three different loss mechanisms. 
Once the loss due to leakage has been removed, the remaining loss is associ­
ated with scattering events. The expression for interface scattering implies 
that over small change in wavelength, the loss remains fairly constant, so it 
is possible to express the scattering loss (cescatt) as [180];
& Scatter ~  &Interface &Volume ~  “1“ 3^ (9 -1 )
From Equation 9.1 it is possible to determine the proportion of Interface 
Scattering (a-interface) and Volume Scattering (ctvoiume)- These are also shown 
in Table 9.2.
This suggests that the loss due to leakage across the oxide region and volume 
scattering are the more important loss mechanisms. The contribution form 
each is very much dependent on the propagating wavelength. Certainly, as 
the propagating wavelength is reduced, so the volume scattering loss becomes 
increasing noticable. These losses can be reduced by improving the oxide 
layer quality and removing the defects present in the SiC guiding region. 
Defects are present in the virgin material and also introduced by nature of 
the implantation process. By increasing the thickness of the buried oxide 
layer, the loss at longer wavelengths should be dramatically reduced, as can 
be seen from Table 9.2. The use of multiple implants is one processing 
technique that can be quickly implemented and have a significant effect on 
the measured losses.
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9.2 Reactive Ion Etching (RIE)
As outlined previously, the application of planar waveguides to the design 
of optimal integrated optical devices is limited because of the thin guiding 
region necessary to achieve single mode operation. For this reason, rib struc­
tures similiar to those discussed in Section 3.3 have been developed, and 
provide another level of optical confinement in a direction perpendicular to 
both surface and propagation. The additional boundary condition allows the 
waveguide thickness to be increased to several microns, while maintaining 
single mode operation.
The fabrication of such 2D confining structures is limited in the case of 
silicon carbide. As already mentioned, silicon carbide is not attacked by wet 
etchants. The only realistic method of material removal is by reactive ion 
etching (RIE) [48]. Much research in this field has already been conducted 
by various groups, and is discussed in the Literature Review, Section 2.2.4. 
However, local tests where conducted to examine the etch rate of the process, 
inparticular focusing on the difference between SiC and oxide removal rates.
Figure 9.5 shows the result of a run conducted using CF4 with 25% O2 to 
a pressure of 25 mr and with RF power of 200 W. CF4 aids in the removal 
of Si, while 0 2 reacts with the remaining carbon to prevent an inert layer 
growing, and gradually slowing down the etching process.
There are a number of features of Figure 9.5(a) that need further explana­
tion. These features are the surface pitting on the rib, the slope of the edge, 
and the profile of the newly generated surface. They are better illustrated in 
the schematic representation of Figure 9.5 (b), which shows a cross-section of 
the rib profile.
The pitting on the SiC surface is oxide residue left from the mask, and would 
be removed ordinarily. The gradient of the rib can be explained by the 
anisotropy of the etching technique. Etch-back of the oxide mask, which pre- 
tects the rib surface, appears to take place, revealing more SiC and increasing 
the gradient at the edge.
An explaination of the warped surface at (A) of Figure 9.5(b) is given by the 
control of the plasma. The RIE plasma is very dependent on the edges of
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(a)
Figure 9.5: Reactive Ion Etching (RIE) of a silicon carbide test structure 
based on optical rib waveguide, showing (a) A SEM photograph of one of 
the etched ribs and (b) A cross-sect io schematic of the SEM photograph 
showing the resulting dimensions.
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the sample and the structure being etched. Typically, the etch depths of a 
particular rib series varied by approximately 130 A, while within each trench 
there is significantly more etching occuring closer to the rib walls. This is 
termed “trenching” and is caused by the nature of the sidewall [182]. Ions 
perpendicular to the surface and within the plasma can collide at an acute 
angle with the newly generated wall, hitting at the wall base and thus etching 
further in this region. The wall roughness seen is believed to be associated 
with the quality of the photolithography process.
The observed etch rates where 220 Amin-1 for silicon dioxide and between 
200 to 220 Amin-1 for 3C-SiC. The relatively fast etching of the oxide gives 
rise to the angled walls, but research into the effect of wall angle on opti­
cal loss suggests this has little effect [71], The more important issue is the 
wall roughness, which increases optical scattering (Section 3.3.3). Although 
not ideal, the roughness observed appears adequate for preliminary tests. 
However, it should be noted that the depth of etch was typically 500 nm. 
This is adequate to form a relatively large single mode rib waveguide. By 
appling formula derived by Petermann [183], it is possible to determine the 
geometrical dimensions suitable for the single-mode propagation of optical 
waves (Section 2.3.3, page 27). Figure 9.6 shows a cross-section of the rib, 
together with physical dimensions that have been shown to be possible. Cal­
culations based on these dimensions suggest that the maximum rib width for 
single-mode operation for a propagating wavelength of 1.3 /im is 1.55 /im. 
Similarly, for a propagating wavelength of 1.55 /im the rib width is 1.61 /im.
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l.dim  @  A,=l.$im  
l.qam @  A,=l.$im
Figure 9.6: A practical SiC single mode rib geometry. These dimensions 
have been based on RIE tests and the estimated depth profiles for 2 MeV 
implantation of oxygen needed for the cladding layer growth.
Chapter 10
Conclusions &: Future Work
The aim of this research has been two fold; to evaluate the feasibility of 
using silicon carbide as a basis for integrated optical devices and to develop 
a method of generating a buried oxide layer in silicon carbide by high dose 
ion-implantation. The latter point is an essential part necessary to produce 
a structure that is suitable for optical confinement, and hence to facilitate 
fabrication of integrated optical waveguides.
To the authors knowledge, there are only two other works in this field that 
examine the possibility of waveguiding in silicon carbide, and these have in­
volved the physical removal of the SiC epilayer from the substrate in order 
to replace it with another material that can act as a cladding layer (Chap­
ter 2). This work demonstrates, for the first time, waveguiding in SiC can be 
obtained through a method of material synthesis without the need to remove 
the substrate.
Similarly, the high dose implantation of SiC has never been investigated. For 
this reason, many of the conclusions drawn here have been compared with 
observations seen by other authors investigating the impact of high dose 
oxygen implantation into silicon (SIMOX) and by work examining the effect 
of low concentrations of carbon in the precipitaion of oxygen in silicon.
10.1 Heated Sample Stage
An apparatus for elevating the temperature of samples during implantation 
has been designed, built and evaluated. The need for such a design is ap­
parent from the results of the high temperature implants. The results on 
the dosimetry and uniformity suggest that the effect of secondary electron
202
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emission was more significant than thermionic emission below 600°C was 
valid.
The maximum dose error was 5.5% at 600°C with a variation of below 7% 
from centre to edge. The dose error falls by 2% when implanting under 
conditions of no external heating. The uniformity also improves to better 
than 1%. The level of these errors is not significant to impact on the nature 
of the research for which the stage has been designed.
10.2 Implant Temperature
Implants at a dose of 1.4 x 1018 cm-2 have been conducted at temperatures 
varying from 170°C to 600°C. As expected, the damage level of the surface 
layer varies considerably with implant temperature. Implanting below 200°C 
gives an amorphous layer, while at 600°C the damage is comparable with the 
quality of the original single crystal material. The effective change in density 
during implant impacts the resulting oxide layer by changing the implant 
range.
The upper oxide/surface interface sharpens with increasing implant tem­
perature and can be explained by the increase in defect concentration, hence 
precipitate nucleation sites, with temperature. The peak of the implant dam­
age resides near the upper interface, providing a higher degree of precipitate 
nucleation and hence is sharper than the lower oxide/SiC interface.
The characteristic oxide “knee” evident in the high temperature implants is 
not seen when implanted at low temperature. The Cj-Oj diffusion thought 
to be dominent at high temperature is believed to be preferable because it 
helps to reduce the layer strain. The higher damage levels associated with 
low temperature implants appears to reduce the strain level without the need 
for this complex mode of diffusion. Instead, the carbon appears to be ejected 
by the formation of SiC>2 and remains at the oxide interfaces as the layer 
grows. This is one factor that seems to give rise to the sharp carbon layer 
seen at the lower SiC/Si02 interface when implanting at low temperatures.
There always appears a silicon peak in the centre of the oxide region, and is 
the point of Si02 formation. The height of this peak increases significantly
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with implant temperature. Again, the C-0 “kickout” mechanism can be used 
to explain this. As already suggested, the C-0 generation is temperature 
dependent and is significantly reduced for lower implant temperatures. It 
is proposed that as the Si02 region grows, excess silicon is required in this 
region, hence there is a swap between the carbon sitting in the lattice and 
silicon interstituals. This will provide a source for further Si02 growth and a 
supply of carbon interstituals. If these interstituals are removed efficiently as 
C-0 the oxide layer can grow, as seen at high temperature, but if the carbon 
interstituals are allowed to build up at the interfaces growth is limited, hence 
the oxide peak remains small.
10.3 Implanted Dose
Section 6.3.6 has discussed a proposed model for the growth of a Si02 layer 
at an implant temperature of 600°C. This model has been based on analysis 
of a range of doses from 1 x 1017 cm” 2 to 1.8 x 1018 cm-2.
The early growths stages are considered to be similar to that of SIMOX, 
with carbon playing a relatively insignificant role. It is suggested that as the 
concentration of oxygen increases, so the quantity of Sir interstituals begins 
to reach a limit, dictated by their slow rate of diffusion. However, the strain 
in the system is still increasing with the continued implantation of oxygen. 
This appears to drive the reformation of SiC single crystal material.
In the first instance, the “kick-out” of carbon by silicon is considered sufficient 
to provide excess silicon and allow the oxide growth to continue. However, 
at a point where the the carbon diffusion rate is insufficient, or it becomes 
trapped by the increasing thickness of oxide, or strain becomes significant, 
then diffusion by a Cj-Oj mechanism is prefered and gives rise to the asym­
metric “knee” seen at the surface side of the SiC/oxide interface.
Increasing the implanted dose to in excess of 1.4 x 1018 cm-2 results in a 
significant increase in the level of damage to the surface region.
Ordinarily, virgin SiC appears to show a high level of surface roughness, 
typically 500A average. However, increasing the implanted dose results in 
cracking along the {111} planes, resulting in a tile like surface pattern. Sim­
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ilarly, increasing the temperature results in identical effect, and points to the 
effect of stress along the APB’s or stacking faults caused either by thermal 
expansion differences between epilayer and substrate, or an increased stress 
due to the demanded change in volume.
The term oxide has been used to describe the clearly defined regions about 
the peak of the oxygen concentration. XPS has been used to confirm the 
formation of Si02 as well as determine the existance of any intermediary 
compounds. The results suggest that indeed Si02 has been formed in the 
case of high dose (> 1.4 x 1018 cm"2), and that two possible intermediaries 
exist to the extremes of the Si02 region. Fitting of several different depth 
and sample data has consistantly suggested the compounds SiOi.5Ci.o and 
Si03.oCi.5 exist.
The factors that determine the quantity of each intermediary are unclear, but 
believed to be controlled by the local strain level. This suggestion is based 
on the fact that two levels can have exactly the same elemental composition, 
but completely different ratios of each intermediary.
10.4 Annealing
Annealing below 1250°C only appears to show limited redistribution in the 
surface region above the buried layer. Only in the case of very low doses 
(< 1 x 1017 cm"2) is the is there any improvement in interface quality. As 
the increase of anneal time and temperature results in the loss of oxygen in 
both cases, it is suggested that the only difference between the doses is the 
level of damage that limits the rate of oxygen diffusion towards the surface. 
Annealing at 1300° C for 1 hour resulted in an estimated oxygen loss of 30%. 
It is believed that the APB’s and other defect pathways to the surface provide 
an effective means for oxygen escape.
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10.5 Waveguiding
Optical loss measurements at a wavelength of 1.5 (im have been taken for 
various implant and anneal conditions and show that annealing at 1200°C 
for upto 3 hours has no effect on the measured loss. Similarly, increasing the 
dose may provide a more significant Si02 layer and sharper oxide interface, 
but does not necessarily give a lower propagation loss. The reason for this 
is believed to be the damage layer between the oxide interface and single 
crystal SiC that makes up the remainder of the surface layer. This region 
provides a significant volume for scattering and hence optical loss.
Losses observed for the sample provided by the Technical University of Berlin 
are much lower, with a factor of more than five improvement in the propaga­
tion loss. Although there is a 200 nm thick silicon region between oxide and 
SiC, it appears too thin to confine any of the propagating light, so propaga­
tion is essentially through the 2 (jlm SiC layer.
Test structures of rib waveguides have been fabricated by RIE to prove the 
feasibilty of the technique. The quality of the rib walls and the “trenching” 
observed should not impact on the properties of the potential waveguide 
providing the rib dimensions are designed to take this into account. The 
etch depth of 500 nm has been calculated to be sufficient to achieve a single­
mode rib with an acceptance area of 1.2 /im by 1.6 /im at a wavelength of
1.5 /im. These dimensions make coupling no more difficult than with the 
planar guide.
10.6 Future Work
Due to time constraints, there are a number of issues that still remain un­
resolved, and hence further research is necessary to confirm some of the 
arguments beyond doubt. These issues and proposed tests are listed below;
i. Dose at RT; Confirm the growth mechanism of the thin carbon rich 
layer observed under conditions of no external heating. This can be 
achieved in a similar way to the examination of the high temperature
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process, by implanting a large range of doses to essentially obtain a 
picture of . how the layer grows with time.
ii. Annealing and Damage; Firstly, it is necessary to understand the 
serious surface deformation that occurs when annealing in the high 
temperature furnace. Perhaps an alternative technique, such as laser 
annealing, is better suited to provide a cleaner method of elevating 
the sample temperature as well as allowing the SiC epilayer to in­
crease much higher temperatures while the silicon substrate remains 
relatively cool.
iii. Annealing and Oxide; Conducting high temperature anneals on 
samples implanted at room temperature should prove whether the loss 
of oxygen is accelerated through the surface to substrate defects in the 
SiC epilayer. The implants at low temperature show an amorphous 
surface layer, with all large defects removed. Hence, the pathways to 
the surface are lost and the migration of implanted oxygen should be 
slowed considerably. If this is shown to occur, it is essential that the 
high temperature work is repeated in good quality material as this 
is believed to have a considerable effect on the equilibrium processes 
occuring during implantation..
iv. Waveguides; It is proposed that the majority of the waveguide op­
tical loss is due to scattering by the point defects in the SiC near 
the SiC/oxide interface, and not the quality of the oxide interface. 
This could be confirmed by analysing an implanted waveguide sam­
ple by XTEM. It was hoped that annealing would provide an ele­
ment of regrowth near the interface, but the limited annealing results 
suggest this does not occur at the annealing temperatures currently 
available. Another possible way to eliminate this region is to signifi­
cantly increase the implant temperature above 600°C. This may allow 
for more self annealing during implantation, but there is unavoidable 
point defect generation by the very nature of the oxide growth.
v. Implant and Growth; SIMOX wafers are produced by a low energy 
implant, followed by further silicon deposition on the surface. The 
same principle should be applied to SiC, instead of performing high 
energy implants to produce suitably dimensioned waveguides. The
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straggle associated with high energies is too large, and hence regions 
of point defects, and optical losses are going to be larger than those 
obtainable through a second growth step. However, the quality of the 
second growth process would very much depend on the state of the 
surface following implantation, which at present is known to be poor.
10.7 Final Comments
To conclude, it has been shown that the formation of SiC>2 in 3C-SiC is 
possible by ion implantation, and that elevating the temperature during the 
implant helps to maintain the crystalline quality of the surface SiC layer. 
It has also been shown that the extremes of the implanted region show a 
high quantity of two intermediaries, the abundance of which is believed to 
be strain controlled.
The waveguiding properties of similar high energy implants have been shown 
to have optical losses of approximately 20 dB/cm, and are considerably 
higher than losses measured from a similar structure grown using deposi­
tion techniques. The source of the loss is considered to be point defects at 
the SiC/oxide interface, and these must be reduced if low loss waveguides 
are to be achieved using this implantation technique.
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Glossary of Terms
3C-SiC Cubic Silicon Carbide
III-N Group III Nitride
A Angstrom
Q!-SiC Other polytype of Silicon Carbide, but not cubic
13-SiC Cubic Silicon Carbide
ADC Analogue-Digital Converter
APB Anti-phase Boundary
BESOI Back-Etch Silicon on Insulator
BF Bright Field
CVD Chemical Vapour Deposition
CZ Czochralski Grown
DB Displacement Boundary
DF Dark Field
EO Electro-optic
FA Furnace Annealing
HF Hydroflouric Acid
HSA Hemispherical Sector Analyser
JFM Johnson Figure of Merit
KFM Keyes Figure of Merit
LED Light Emitting Diode
LPCVD Low Pressure Chemical Vapour Deposition
MCB Multi-Channel Buffer
MOSFET Metal-Oxide-Silicon Field Effect Transistor
NA Numerical Aperture
PBN Pyrolytic Boron Nitride
PECVD Plasma Enhanced Chemical Vapour Deposition
PEO Plasma Enhanced Oxide
PG Pyrolytic Graphite
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PID Proportional-Intergral-Derivative
P-I-N P-type, intrinsic, N-Type semiconductor structure
RBS Rutherford Backscattering
RBS-C Channeled Rutherford Backscattering
RIE Reactive Ion Etching
RTA Rapid Thermal Annealing
RTP Rapid Thermal Processing
SA Simulated Annealing
SAW Surface Acoustic Wave
SEM Scanning Electron Microscopy
SiC Silicon Carbide
SIMOX Seperation by Implantation of Oxygen
Si02 Silicon dioxide
SOI Silicon on Insulator
SSL Solid-Solubility Limit
TE Transverse Electric Field
TM Transverse Magnetic Field
TRIM Transport of Ions in Matter
TUB Technical University of Berlin
UHV Ultra High Vacuum
UV Ultra-violet
XPS X-Ray Photoelectron Spectroscopy
XTEM Cross-Sectional Transmission Electron Microscopy
WB Weak Beam
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