ABSTRACT Bilayer form factors obtained from x-ray scattering data taken with high instrumental resolution are reported for multilamellar vesicles of La, phase lipid bilayers of dipalmitoylphosphatidylcholine at 500C under varying osmotic pressure.
INTRODUCTION
Obtaining the average bilayer structure of the benchmark lipid, dipalmitoylphosphatidylcholine (DPPC) , in the biologically relevant, fully hydrated, La phase has been very challenging. Estimates for area A per molecule span an unacceptably large range (Nagle, 1993) from 58 A2 to 71 A2, and there are corresponding uncertainties in bilayer thickness. These uncertainties have inhibited the understanding of the biophysical differences between bilayers composed of different lipids. Reducing this uncertainty and obtaining additional structural data for DPPC will provide more stringent tests of the potentials employed in molecular dynamics simulations of membranes.
One of the major problems in determining the structure of DPPC bilayers in the La, (synonymously the fluid, chainmelted, or liquid-crystalline) lamellar phase is the small number of observable orders of diffraction when the sample is fully hydrated. More orders of diffraction can be observed at reduced hydration levels, but the most direct explanation for this is that the bilayer structure changes with hydration. If this explanation were correct, then the strategy of reducing the hydration level to obtain bilayer structure would seem to be biologically equivocal, because biological membranes are usually fully hydrated. On the other hand, the loss of higher orders of diffraction with increasing hydration could be due to increased undulation fluctuations, which also systematically reduce the size of the higher order peaks that one can measure. The theory for this has been carefully developed , and we have obtained synchrotron data at high instrumental resolution that verify that the peak shapes are well described by the theory (Zhang et al., , 1996 . One of the main results of this paper is the presentation of the corrected form factors for many different lamellar D spacings. These form factors fit well on a single continuous transform F(q) as is required if the bilayers do not change structure upon dehydration. This suggests that some very careful previous studies on partially dehydrated samples (e.g., Buldt et al., 1979; Wiener and White, 1992) may be appropriate for the biologically relevant fully hydrated L,, phase. A standard way to analyze low angle x-ray structural data is to plot the Fourier reconstruction from the form factors for the observable peaks (McIntosh and Simon, 1986a,b) . A primary result from such plots is the head-head spacing XHH. Our theory shows that XHH changes very little when corrections due to fluctuations are made and this will be illustrated with the present data. The largest change due to fluctuation corrections is to sharpen the features in the electron density profiles.
The preceding improvements culminate in electron density profiles that should be useful when compared to molecular dynamics simulations and that give a measure of the head-head spacing XHH. Although the latter is often interpreted as the phosphate-phosphate distance, this may not be literally true; and it is certainly not possible to obtain hydrocarbon thicknesses nor interfacial areas A from electron density profiles, even in the gel phase . In the case of the gel phase, one has additional information from the sharp wide angle peaks, such as chain area Ac and tilt angle 0 (Tristram- Nagle et al., 1993; Sun et al., 1994) that enable a fairly complete average structure determination. For nolamine (DLPE) bilayers, McIntosh and Simon (1986b) showed how to obtain the structure of the La phase, especially the evasive area of the fluid phase AF, by using gel phase structure together with measured differences between the gel and fluid phases in headgroup spacing XHH and lipid volumes. Essentially the same procedure is applied in this paper for the structure of the La phase of DPPC.
EXPERIMENTAL
Full experimental details for obtaining the data in this paper have recently been presented (Zhang et al., 1996) . Briefly, DPPC (1,2-dipalmitoyl-snglycero-3-phosphatidylcholine) from Avanti Polar Lipids (Alabaster, AL) was dispersed in pure water or aqueous polyvinylpyrrolidone (PVP) solutions and sealed in thin walled glass capillaries. The maximum PVP concentration was nominally 50% (w/w), which corresponds to 98% relative humidity (McIntosh and Simon, 1986a) . All data were taken from samples at 50°C.
High resolution x-ray scattering experiments were performed at the Cornell High Energy Synchrotron Source (CHESS) on the F3 station. A double bounce Si monochromator was calibrated to 1.2147 A x rays, the scattering angles were selected by Bragg diffraction from the (111) face of a Si analyzer crystal, and the intensity was measured by a Nal scintillation detector. The longitudinal resolution had half width at half maximum of either 1.0 x 10-4 A ' or 3.3 x 10-4 A-A . The out-of-scattering plane resolution was 6 X 10-3 -A1 and this caused a small amount of slit smearing in the first order peak that was, however, easily accommodated in the theoretical fits to the data.
Significant radiation damage, as detected by observing changes in peak shapes and positions and by thin layer chromatography, was avoided by systematically exposing different spots on the capillary of the same sample to the x-ray beam (Zhang et al., 1996) . To obtain the relative intensities of different orders measured on different spots, brief scans of the intense first order peak were taken on each spot for normalization. Weak background scattering from capillaries containing air, pure water, 25% PVP solution, and 50% PVP solution was measured using long counting times. The angular range of the reported data for the tails of the peaks was restricted so that the average intensity was at least twice as great as the background. Typical data are shown in Fig. 1 . THEORY A scattering theory that allows for bending of the bilayers in addition to fluctuations in the mean spacings between bilayers and that is based on energetics of both kinds of fluctuations was originally presented by Caille (1972) , who built upon the thermodynamic theory of smectic liquid crystals summarized by DeGennes (1974) . This is a rather deep physical theory that gives rise to non-Bragg scattering peaks with long power law tails that conceal much of the true scattering intensity and thereby artifactually reduce the apparent form factor monotonically as a function of the order h of the peak. In the Caill6 theory the primary fluctuation parameter is q2kT 8'r KB'
(1) which involves the bending modulus K of lipid bilayers and the bulk modulus B for compression; the wave vector q has the value 2-n*/D at the h-th order peak and kT is the thermal energy. Because each peak is sharp and well separated from other peaks, it is customary to report just ql, which is defined to be the value of '1 at q1 for the h = 1 first order peak, recognizing that 'q near the h-th order peak is given by Th = qlh .
(2) Because the size of the peak tails relative to the central peak grows with the size of 71, higher order peaks are more affected by fluctuation artifacts than lower order peaks.
We have modified the Caille theory in a recent theoretical paper . Our modifications did not affect any of the qualitative results in this theory, but they were necessary for obtaining better quantitative fits to powder data, and particularly for extracting the correct form factors to be used for obtaining electron density profiles. Detailed fits to some of our data were shown in previous papers (Zhang et al., , 1996 . The primary parameters in these fits are -1l, the mean size of domains L, and the root mean square distribution oL of domain size as described in detail by Zhang et al. (1994 Zhang et al. ( , 1996 .
RESULTS
Basic data: form factors and fluctuation parameters Fig. 1 shows data for one sample in 40% PVP aqueous solution and the fits from the theory. By varying the concentration of PVP in aqueous solution containing the multilamellar vesicles of DPPC, we have obtained D spacings that range from 67.2 A with pure water to 53.9 A with 50% PVP in a total of 21 samples. Because the higher order scattering peaks become unobservable when nh becomes large (somewhat in excess of unity; see Fig. 2 in Zhang et al. (1996) ) and because iqh grows with h according to Eq. 2, Fig. 2 gives one reason why there are fewer observable peaks for more hydrated samples than for less hydrated samples. ..
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Other parameters in fitting the scattering peak shapes are the mean domain size L and the dispersion CL in the distribution of domain sizes (Zhang et al., 1996) . Results for these parameters versus D are shown in Fig. 3 . There is some trend toward greater domain sizes L with decreasing D, but it is far less systematic than the dependence of rql on D in Fig. 2 . This can be attributable to extraneous factors in sample preparation, such as the extent of annealing that affects the sizes of the multilamellar vesicles. Indeed, L is not a fundamental parameter that reports interactions between bilayers. The fact that the results in Fig. 2 are quite smooth compared to those in Fig. 3 is evidence that there is little correlation between the values of m, and L and that the values of q1 in Fig. 2 are not artifacts of sample preparation.
Our fits to the data and the values of q, allow the long tails of the peaks to be extrapolated and the total intensity under the hth order peaks to be recovered. Then, using the standard formula ,
the absolute values of the form factors Fh = F(qh) were obtained. The phases (-, -, +, -) of these form factors are well known from other studies (McIntosh and Simon, 1986a) and will be confirmed later by our studies of electron density profiles. The form factor data are presented in Table  1 . There is no reliable way to measure the relative magnitude of form factors with different concentrations of PVP and different D spacings because they involve different samples. When a large number of orders are measured, one can use the standard method based on Parseval's theorem (Worthington, 1969) to normalize the form factors independently for each sample. We used this to obtain a first normalization, but this is not accurate enough when so few orders are available and when higher orders are suppressed by undulation fluctuations. Therefore, the primary data are presented in Table 1 as ratiosfh = Fh/Fl of the higher order form factors Fh to the first order form factor F1 for each of the 21 samples. effective change in bilayer structure. We will refer to hypothesis (2) as the threshold hypothesis. Although it is likely that there will be an effect on the bilayer structure caused by any change in interlamellar forces that must accompany any level of dehydration, the effect would be expected to be negligible for mild dehydration if the interlamellar interactions are weak compared to the intralamellar interactions when the water spacing is large enough (Nagle, 1980) . The standard way to test the dehydration hypothesis is to observe whether the form factors for all the samples fall on a single continuous transform F(q) (Torbet and Wilkins, 1976; McIntosh and Simon, 1986a) . In this subsection this is accomplished first by obtaining a trial F(q) using the sampling theorem (Worthington et al., 1973) and four measured orders of diffraction from one of the more dehydrated samples. A scale factor is then chosen for each remaining sample to minimize the weighted differences of the discrete form factors with the trial F(q). The result of this procedure, shown in Fig. 4 , indicates that the fluctuation-corrected form factors belong to a single continuous transform, thereby supporting the threshold hypothesis and negligible change in bilayer structure over the range of dehydration of our data. Using the number of electrons n* = 406 in a DPPC molecule, the measured volume of DPPC molecules VL = 1232 A3 at 50°C (Nagle and Wiener, 1988) and the density of electrons in water pw = 0.330 A-3 at 50°C gives a nearly zero numerator on the right hand side of Eq. 4 so that for any reasonable estimate of A one has F(0) --0.02e/A2. The value of F(0) is 1.Oe/A2 for the gel phase and the absolute values of F1 (to be obtained later) exceed 2e/A2. Compared with these, F(0) for the fluid phase is negligible and will be taken to be zero in this paper.
It is important to examine why our corrections to the form factors are essential. Fig. 5 shows a continuous F(q) curve obtained from uncorrected form factors in the same way as the F(q) curve in Fig. 4 was obtained from the corrected form factors. In Fig. 5 all the first order form factors have been placed on the F(q) curve. Then, it is seen that the second order form factors also fall on the F(q) curve for small D, but that for D > 61 A (q2 < 0.205 A-1) the second order form factors systematically fall below the F(q) curve. If one had no reason to correct these form factors, one would have to draw the conclusion that the bilayer structure changes as full hydration is approached. However, this conclusion is not warranted, because these are the form factors that require the largest corrections because ml is greatest for these samples. As is shown in Fig. 4 the corrections bring these form factors back onto the F(q) curve. Table 1 by * entries) are shown for peaks that we attempted to observe but could not because they were too weak; the largest value for these ranges indicates our estimate of the smallest peak that we could have seen with our apparatus. The unobservability of the h = 4 peaks is not p z (Angstroms) surprising because most of them have q values that fall near a zero in the F(q) transform. However, some of the unobserved h = 3 peaks would, without our correction theory, not follow the F(q) curve and would therefore also lead to the erroneous conclusion that the bilayer structure changes as full hydration is approached. Because the correction for these unobserved peaks is even larger than Ral shown in Table 1 , the corrected ranges are larger than shown in Fig. 5 and overlap the continuous transform in Fig. 4 .
Fourier reconstruction of electon density profiles
Electron density p*(z) profiles are easily obtained by Fourier reconstruction from the measured form factors. This method by itself can only give relative electron densities because there is an arbitrary scale factor for each sample. However, our modeling studies to be described later give estimates for these scale factors; these are used in the Fourier electron density profiles in Fig. 6 , which are therefore displayed in absolute units. There are three different samples for which we obtained fourth order form factors and we have averaged these electron density profiles using the standard phases (-, -, +, -). The resulting solid curve in Fig. 6 shows a terminal methyl trough centered at the middle of the bilayer at z = 0 and two headgroup peaks, with head-head separation XHH = 39.6 A. For comparison, the electron density profile obtained from the uncorrected form factors is shown by a dotted curve in Fig. 6 . This latter profile has (1) wider headgroup peaks and methyl trough, but (2) the position of the headgroup peak is very close to the position of the headgroup peak in the fluctuation corrected profile shown by the solid curve in Fig. 6 . Both these properties follow from the general theory . These results were also anticipated in earlier studies that postulated phenomenological Debye-Waller factors (Franks and Lieb, 1979; Torbet and Wilkins, 1976; Zaccai et al., 1975) . Some details of our derivation and differences with the preceding ideas are given in the Appendix. The significance of this result for evaluation of earlier fluctuation uncorrected analyses of bilayer structure is that estimates of head-head spacing XHH should be reliable, but widths of structural features such as headgroups will have been overestimated. Fortunately, XHH has been the important quantity for most applications (McIntosh and Simon, 1986a,b) . Fig. 6 also shows the Fourier reconstructions of the DPPC gel phase electron density profile with 4 orders and with 10 orders (Torbet and Wilkins, 1976) . It is remarkable that XHH is essentially the same for both these reconstructions, especially because it is smaller by 2 A for hmax = 6 and by 1 A for hma = 8 . There is also evidence that this fortuitous accuracy in the h = 4 value for XHH appears to hold for the fluid phase as well. This evidence comes from Fourier analyzing the electron density profile obtained from molecular dynamics simulations (Tu et al., 1995) and reconstructing the Fouriers for various orders h.
The peak position of the electron density from the simulation is at z = 18.3 A and the peak positions for the Fouriers are 18.9 A (h = 2), 19.9 A (h = 3), 18.3 A (h = 4), 19.2 A (h = 5) and 18.6 A (h = 6). The difference in XHH from the gel phase to the fluid phase will be important in the next subsection; half this difference AXH is indicated by the distance between the vertical dashed lines in Fig. 6 .
Method for determining A from XHH One of our main goals has been to obtain the area A per lipid molecule at the water/bilayer interface. Because this involves information about the structure in the direction along the surface of the bilayer, whereas low angle scattering involves information along the direction of the bilayer normal, other information must be used. We will adapt a method introduced by McIntosh and Simon (1986b) and applied by them to DLPE. This method makes use of the well-determined gel phase quantities and of measured differences with the La phase. The quantities involved are area A, lipid volume VL, hydrocarbon chain thickness Dc, which is half the thickness of the hydrocarbon region in a bilayer, and head-head spacing XHH; superscript G will designate gel phase and superscript F will designate fluid (La) phase quantities. The method begins with the statement that the change in volume takes place only in the hydrocarbon region, so V-L 1=AFDF-AGDG (5) The justification for assuming that there is little change in volume of the headgroup region is that water can freely enter this region and fill any volume that is voided by the headgroups in going from the gel to the fluid phase (see Wiener et al. (1988) or Nagle and Wilkinson (1978) for more discussion of this assumption). We next write The preceding argument in favor of electron density models hinges substantially upon how well the true electron density is represented by the particular model functional form chosen. We have tested the hybrid models by fitting them to two molecular dynamics simulations of electron density for DPPC (Tu et al., 1995; Feller et al., 1995) and one for dimyristoylphosphatidylcholine (DMPC) (Chiu et al., 1995) , as shown in Fig. 7 . The 1G hybrid model provides quite a good representation of all three sets of simulation data. Because of asymmetry, employing two Gaussians (2G model) Feller et al. (1995) ; +, Chiu et al. (1995) . The solid lines show the best fitted hybrid electron density models with one Gaussian in the headgroup region.
are decidedly not symmetric, though with the opposite asymmetry as the headgroup peaks of Tu et al. (1995) . The hybrid models were designed with the assumption 1) that each methylene volume VCH2 is nearly constant whether it is near the center of the bilayer or nearer the headgroups . It has also been assumed (Nagle and Wiener, 1988) Fig. 8 basically support these assumptions, especially the simulations of Tu et al. (1995) , which give quite constant effective hydrocarbon numbers in the hydrocarbon region. In addition to having to obey Eq. 4, which we will call the F(O) constraint, there is a second general relation for the hybrid models ) that relates A to the size, SM, of the methyl trough in the electron density profile,
where nCH, = 9 is the number of electrons in methyl groups.
In principle, this would be another way to determine A in addition to Eq. be called the methylene constraint, was used extensively in modeling the gel phase ). This constrains the value of the methylene electron density PCH2.
From volume measurements (Nagle and Wilkinson, 1978; Nagle and Wiener, 1988) , VFH2 has been estimated to be 27.6 A3, which yields PCH2 = 0.290 electrons/A3. Our results are shown in Fig. 9 for IG electron density models. We also attempted to fit 2G models, but there were many local minima found in the fitting that corresponded to different proportions of the two head group Gaussians and their locations; this confirms that the data did not extend to high enough direct spatial resolution (not to be confused with our high instrumental resolution in reciprocal space) to distinguish fine features of the headgroup region. Because it is desirable to compare with gel phase electron densities at the same spatial resolution, the IG gel phase result with XHH = 42.4 A ) is shown in Fig. 9 .
When none of the three constraints described above are used, the hybrid model cannot be put on an absolute scale. This totally unconstrained fit can be easily normalized by using the methylene constraint and this is shown in Fig. 9 by the dotted curve. However, the size of the methyl trough is so large that Eq. 8 gives the absurd value, AF = 31 A2. Another way to scale this unconstrained fit is to impose the methyl trough constraint instead of the methylene constraint; using AF = 62 A2 reduces the sizes of the headgroup peaks and the methyl trough by a factor of two and the ensuing curve (not shown) is in better conformity with the other curves in Fig. 9 , except that the electron density in the methylene region increases to 0.31e/A3. Also, with either of these constraints, F(0) is strongly positive and the ratio of F(0) to F(1) is of order -0.25 rather than close to zero as required by volumetric data. Therefore, it is necessary to consider fits with additional constraints. (It is worth noting, however, that XHH = 37.4 A for the dashed line; by Eq. 7 this gives AF = 62.0 A2.)
Because the F(0) constraint appears to be experimentally required, all our additional results use it. Unfortunately, because F(0) is effectively zero, this constraint does not allow the electron densities to be put on an absolute scale. Therefore, our next model, shown by the dashed line in Fig.  9 , also adds the methylene constraint. This model predicts, by Eq. 8, that AF = 42.8 A2, which is still smaller than A0 and the headgroup peaks are rather large. We also tried using both the F(0) and the methyl trough constraint but not the methylene constraint (electron density profile not shown on Fig. 9 ), and this resulted in a best value of PH2 0.308e/A3, which seems too high. We therefore finally fit the form factor data with all three constraints. We used a trial value of AF = 62 A2 in the methyl trough constraint, but all subsequent results, especially the result for headgroup position XHH and the ensuing value of AF obtained from Eq. 7, are insensitive to 10% variations in this trial value. We also favored fits that gave broader electron density features and smaller F(q) values for large q by adding zero values with noise levels comparable to the data for 11 random q values greater than 0.6 A-'. The resulting electron density profile is shown by the solid curve in Fig. 9 , and the continuous transform F(q) and the fit of the measured form factors are shown in Fig. 10 . The scaled values of F(1) that appear in Table 1 correspond to Fig. 10 . The electron density profile shown by the solid curve in Fig. 9 gives XHH = 36.4 A which, by Eq. 7, gives AF = 64.2 A2. Although this latter value of AF is different from the trial value of AF used in the methyl trough constraint, this makes very little difference in the value of XHH obtained from the fits. AF from neutron diffraction studies and C,, positions yield (XHH -XFHH)/2 = 2.6, 2.9, and 2.6 A, respectively. The hydrocarbon chain labelled at the C4 position yields (XGH -XFHH)/2 = 3.1 A. Only the glycerol label GC3 is out of line with (XGH -XFHH)/2 = 4.2 A.
Discounting this latter result and averaging the other values gives (XHH -XHH)/2 = 2.8 A and a value A = 63.3 A using Eq. 7. The second way uses the results for the positions of the fourth and fifth methylenes, Z(4) = 12.2 A and ' = 10.5 A (although it may be noted that these two spacings are mutually inconsistent because their difference exceeds the C-C bond length of 1.54 A). We take the average spacing of 11.4 A to include, on average, all the methylenes with carbon number 5 or greater and all the terminal methyls. Assuming that the volume of each terminal methyl is twice the volume of each methylene, one has A = 26 VcH2/(1 1.4 A) = 62.9 A2,
where VCH2 = 27.6 A3 (Nagle and Wiener, 1988 Once the area AF is determined, a number of other quantities follow from simple relations described by Nagle and Wiener (1988 (Nagle and Wiener, 1988) assumes that the headgroup (which includes the acyl chain carbonyls) has a length DH over which it has a uniform area A'. This model then allows for penetration of n' waters in the volume DH (A -A') between the headgroups. From neutron diffraction , DH = 8 A appears to be a generously large estimate. Then, a corresponding pure water distance DW = D -2DH -2DF is defined where the total hydrocarbon thickness is defined by 2DF and is calculated using Eq. 6. A summary of the values of these derived quantities as well as measured quantities is given in Table 2 for the La phase for two values of D near the extremes of our data as well as earlier results (Sun et al., 1994) for the fully hydrated gel phase.
DISCUSSION
Our primary experimental results are the ratios of form factors fh reported in Table 1 for various levels of hydration. These (Seelig, 1977) that are most frequently employed as a test. To perforn this test electron density profiles obtained by theory should be Fourier transformed to obtainfh. The particular innovation used in this study to obtain the fh is the combined use of x-ray scattering at very high instrumental resolution and the modified Caille peak shape theory to obtain the true scattering intensity under the entire peak, including the long power law tails predicted by this theory and verified experimentally (Roux and Safinya, 1988; Zhang et al., 1996) . This analysis obtains the Caille ml fluctuation parameter, which is shown in Fig. 2 and which decreases as D spacing decreases. From the definition of ql following Eq. 1, this suggests that the compression modulus B increases with dehydration and that the interactions between bilayers become stronger as the water space decreases. Further analysis of the forces involved will be deferred to another paper. Most importantly for this paper, this analysis of the experimental data is essential to obtain the correct continuous scattering transform F(q) and to explain why some of the higher order peaks for the more hydrated samples cannot be seen. Our F(q) transform in Fig. 4 is consistent with no change in bilayer structure for the La phase of DPPC as the bilayer is dehydrated from a D spacing of 67.2 A to 53.9 A. As is shown by Fig. 5 , this conclusion cannot be drawn if one performs a straightforward integration of the central peak intensities that ignores the long power law tails. Even the form factors for the h = 2 order are systematically too small with higher hydration, and some of the h = 3 orders should have been seen, but could not be. However, we now know that this is due to the loss of intensity into the tails, which is impossible to separate from background without an appropriate theory to perform the extrapolation from the measured peak shapes. This in turn requires high resolution x-ray detection that was achieved with our experimental configuration at CHESS.
We conclude from our data that the threshold spacing DT, above which the bilayer structure effectively does not change, must be smaller than 54 A. This conclusion is supported by the results of Torbet and Wilkins (1976) for the gel phase of DPPC which showed that fairly small changes in bilayer thickness resulted in rather large changes in the continuous transform. This conclusion disagrees with conclusions drawn from x-ray studies using the gravimetric method of Luzzati, which indicated that bilayer structure changed continuously as the system is dehydrated from full hydration (Tardieu et al., 1973; Lis et al., 1982) . The latter conclusion had implied that results from studies on partially dehydrated samples, such as the classic neutron diffraction studies on specifically deuterated lipids Zaccai et al., 1979) where the D-spacing was 54.1 A, are biologically less relevant. One likely source of error in the gravimetric method is the assumption that all the water Klose et al., 1988) . This is quite unlikely for multilamellar vesicles (MLV) that must have extra water in small volumes in the center of each MLV as well as in regions between different MLVs. Only in well-oriented planar arrays could one hope that this assumption is valid. Also, the areas A from gravimetric studies have been consistently larger than those obtained by other methods; this discrepancy is also explained by the assumption about water residence being incorrect. In the case of gel phase DPPC, we have shown previously for both oriented- (Tristram-Nagle et al., 1993) and powder-multilamellar vesicular samples (Sun et al., 1994) that the gravimetric method gave erroneously large results for A. Although our present results do not go to low enough hydration to find the value of the dehydration threshold DT, they do require that DT be smaller than 54 A and this suffices to validate the biological relevance of the neutron diffraction results for La phase DPPC at 50°C as well as to provide support for x-ray studies that attempt to obtain membrane structure for partially dehydrated samples.
On the other hand, because one would expect that dehydration would alter the forces between bilayers and that this could change their structure, it is worth discussing quantitatively how much dehydration was required to obtain samples with D = 54 A. In Table 2 it is shown that only a little less than half the water must be removed, leaving nw = 15.5 waters even when D = 54 A. This is even more water than resides in the fully hydrated gel phase. Also, the mean pure water spacing DW = 9 A between headgroups is still large enough to avoid much direct contact between headgroups on adjacent bilayers because, as shown by Zhang et al. (1996) , the mean fluctuation in adjacent bilayer spacing is only about ±3 A for the value of m, = 0.03 that is obtained for D = 54 A from Fig. 2 . Furthermore, the relative humidity for our most dehydrated samples is still about 98%. In addition, we have performed differential scanning calorimetry on this sample and find that the main transition temperature TM rises at most 0.7°C; this is much less than the rise in TM for fully dehydrated samples, which exceeds 20°C. Finally, the work W done against the hydration force is given by the product of the osmotic pressure of our most dehydrated sample (Posm = 24 atm), the area AF, and the decay length A, which is given as 1.7 A for egg lecithin (McIntosh and Simon, 1986a) ; this yields 0.03 kcal/mol, which is considerably less than the enthalpy 8.7 kcallmol for the main phase transition, which sets the scale for major structural changes. Therefore, our experimental result that bilayer structure does not change measurably upon dehydrating to D = 54 A is theoretically plausible and consistent with our determination of structure reported in Table 2 .
It may also be noted that the threshold hypothesis implies that there is unlikely to be any structural difference between bilayers in large unilamellar vesicles and those in multilamellar vesicles. This follows because the interbilayer interactions become considerably stronger upon dehydration. If these increasingly stronger interactions do not change the bilayer structure, then the weaker interbilayer forces present resides neatly between the bilayers 1428 Biophysical Journal in fully hydrated multilamellar vesicles would not change the bilayer structure compared to isolated large unilamellar vesicles.
Electron density profiles have been obtained in two ways. The first and most straightforward way that has been employed by many previous workers is to plot the Fourier series using the maximum number of orders of diffraction, which for our data is hmax = 4. Earlier use of this procedure has also indicated that the thickness of bilayers does not change upon dehydrating with PVP for either the gel phase of DPPC or the L,, phase of egg lecithin (McIntosh, 1986a) .
One of our concerns with this earlier conclusion was that fluctuation corrections were not made and that this would be expected to distort the form factors as shown in Fig. 5 compared with Fig. 4 . However, our result in Fig. 6 and our theory in the Appendix shows that fluctuation corrections have almost no effect upon the apparent head-head spacing XHH and this was the major result required by the earlier work. Because only the widths of the peaks and the methyl troughs are affected, our results therefore support the methodology of the earlier work as well as the conclusion that there is little change in bilayer structure upon mild dehydration.
A major goal that we believe we have achieved is to obtain the area AF for La phase DPPC at 50°C, which is the most commonly compared temperature. Although AF does not depend upon hydration down to the DT threshold, it is expected to depend fairly strongly on temperature, especially near the main transition TM , as well as exhibiting a gradual increase with increasing T above 50°C, but we have not included these effects in this study. Our primary method was adapted from one introduced by McIntosh and Simon (1986b) that obtains AF for the La phase from Eq. 7, which uses gel phase quantities (Tristram-Nagle et al., 1993; Sun et al., 1994) , measured volume changes (Nagle and Wiener, 1988) , and the changes in the head-head positions, (XHH -XHH)/2, that are obtained in this paper. The Fourier method works quite well, yielding (XHH -XHH)/2 = 2.3 A and A = 61.2 A, despite having only three samples with hmax = 4 orders.
We have also used a method of analysis that treats all the data with different D spacings globally. This method requires a model electron density function. We have used the hybrid model proposed earlier ) after showing in Fig. 7 that it adequately represents the electron density profiles of current molecular dynamics simulations, which also agree with the main assumption that the methylene density is effectively constant in the hydrocarbon region as shown in Fig.   8 . There are three constraints on the electron density profile that have been employed to yield the various experimental electron density profiles as shown in Fig.  9 . Our methodology for calculating area using Eq. 8 then yields AF = 64.2 A2.
The values of XHH in the experimental electron density profiles in Fig. 9 are in excellent agreement with the recent simulation of Tu et al. (1995) , also shown in Fig. 9 , which has XHH = 36.4 A. One discrepancy that arises is that use of this value XHH in Eq. 7 yields AF = 64.2 A2 which is larger than AF = 61.8 A2 obtained from the simulation. However, the same spatial resolution and methodology should be used for both the gel and the fluid phases in calculating the difference in XHH, so we should use the value XHH = 37.2 A2 obtained from a IG fit to the simulated electron density profile (see Fig. 7 ). This yields AF = 62.4 A2 from Eq. 7, which is satisfactorily close to 61.8 A2 and supports our methodology for obtaining AF. Another minor inconsistency arises from applying Eq. 8 to our IG fit to the simulated methyl trough of Tu et al. (1995) . This yields AF = 101 A2 assuming that VCH3/VCH2 = 2 and that PCH, = 0.29e/A3; the latter value appears consistent with the simulated curve in Fig. 9 and also emerges from our IG fit to these data. However, the plateau level for the number density in Fig. 8 gives PCH2 closer to 0.30e/A3. Using this latter value of PCH2 changes the size of the methyl trough so that AF then yields 62 A2 using Eq. 8. While this removes the inconsistency, it warns one that, despite the good fit of the IG model to the simulated data, the parameters for PCH, that emerge from the fit seem to be corrupted by mixing with other parameters so that Eq. 8 does not give accurate values for AF. Another discrepancy is that our hybrid model headgroup peaks are much higher than the simulated headgroup peaks in Fig. 9 . In this latter regard, our best hybrid model result shown by the solid line in Fig. 9 Fig. 9 is the relative narrowness of our headgroup peaks and the methyl trough. The IG methyl trough for our fully constrained fit has a halfwidth (oHF = 1.77 A), not much wider than the IG methyl trough for the gel phase (OgH3 = 1.67 A) and narrower than the Gaussian fit to the simulation methyl trough (OCH3 = 2.61 A). The IG headgroups have half-widths (o,F = 2.25 A) that are narrower than the gel phase results (oG = 3.43 A) and the fluid phase simulations (o4 = 3.5 A). It is possible that the narrowness of our model electron density profiles is related to intrinsic errors in analytically continuing the F(q) curve to high q. Although the lack of data at higher angles always broadens features in Fourier reconstructions of the electron density profile, this is not necessarily the case for the model method, as we have confirmed by taking a known model electron density profile, Fourier analyzing it, adding noise to the Fouriers, fitting models to the Fouriers, and then comparing to the original model electron density. Finally, when we did a fit with all three constraints, but with PCH fixed to 0.304e/A3, the methyl trough half-width increased substantially to OH3 = 2.5 A. In contrast, XHH/2 only increased by 0.1 A, so widths of features in the hybrid model may be less certain than the head-head spacing, which is the crucial quantity for obtaining the area AF.
Our (Lis et al., 1982) or the AF = 68.1 A2 obtained by modifying that method (Rand and Parsegian, 1989 ) to try to account for inconsistency with lateral compressibility data.
This latter value of AF was assumed in the simulations of Feller et al. (1995) . A recent simulation (Essmann et al., 1995) used a fixed value AF = 65.8 A2 for nearly fully hydrated DPPC with nw = 20.5. Other recent simulations employ constant pressure ensembles rather than constant area ensembles and this allows for the simulation to determine the best Ar. Chiu et al. (1995) obtain the smaller AF = 57.3 A2 at 52°C, but this was for DMPC. The recent simulations for DPPC by Tu et al. (1995) yield AF = 61.8 A2, in excellent agreement with our values for AF. The variety of simulation results for ostensibly the same lipid bilayer emphasizes that there are many noncanonical choices to be made when doing a simulation. It is clearly important that critical experimental data be available to test choices in potentials, effect of initial configuration (because effective running times are only ns, during which the system may hang in a metastable state), and choice of ensemble parameters such as effective lateral pressure. In this regard, we emphasize that the ratios of form factors in Table 1 should be compared to simulations. (Direct comparison to our primary data, the scattering peaks, would require simulations on bilayers of square micron size, which is unlikely to be feasible). However, we emphasize that simulation results, even if all the simulation choices are not perfect and even if all the simulations do not agree, are extremely valuable in testing assumptions used in analyzing data, as we show in Figs. 7 and 8 in this paper and as was previously mentioned in the analysis of NMR data (Nagle, 1993) .
Fluid La phase lipid bilayers are difficult to study experimentally, because of their partially ordered/disordered nature that gives rise to nontrivial fluctuations. We believe the present study has made substantial progress on this point. We anticipate that combined experimental and simulation studies will resolve remaining issues and provide a methodological foundation for quantitatively comparing bilayers composed of different lipids.
APPENDIX
The modified Caille theory Zhang, 1995) shows that the effect of fluctuations reduces the apparent form factors Fa(h) compared to the true form factors F(h) according to the approximate formula 
depends strongly on q,. Fig. 11 shows how a typical U(z) smearing function broadens the electron density features of a hybrid model. However, the apparent head to head distance HH-H is basically unchanged from the true distance; this latter result can be understood theoretically because z (Angstroms) 
1 430 the convolution of a Gaussian smearing function with a symmetric headgroup peak leaves the center of the resulting peak position unchanged. Traditionally, the smearing effect shown in Fig. 11 was treated by assuming that the true form factor was multiplied by an ad hoc DebyeWaller type of temperature factor (Franks and Lieb, 1979; Torbet and Wilkins, 1976; Zaccai et al., 1975) Fa(h) = F(h)e-BDwh2I4D2 (A6)
The BDW factor for a rather dry bilayer system was taken to be zero; and BDW for a higher water content bilayer system was then determined by matching the p(z) for that high water content bilayer system with the p(z) calculated using Fa(h) in Eq. A6 and Ih.,(h) data from the very low water content bilayer system, assuming that the bilayer structure does not change within that hydration range. Eq. A6 has a very similar form to Eq. Al. However, in contrast to the use of Eq. A6, in our use of Eq. Al the parameter ijl is determined by fitting the peak shapes. Therefore, our theory does not require the assumption that the bilayer shape is unchanged, and therefore allows us to test it. Although one could devise a similar procedure based upon Eq. A6, this requires an additional unknown DebyeWaller parameter BDW for each data set from samples with different water content. Therefore, whereas our method justifies the form of the older method, it also improves upon it.
For providing the results of molecular dynamics simulations shown in Figs. 
