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Abstract
Automatic analysis and tuning is a key strategy that helps to exploit the potential of high performance systems. However,
for parallel applications with long running times, dynamic behaviour or highly data dependent performance patterns, it is
necessary to make use of the strength of dynamic auto-tuning. An important factor in dynamic auto-tuning on a large scale is the
number of additional resources required by the tuning system itself in order to reduce impact on the application performance.
A tradeoﬀ must be made between the loss of eﬀectiveness of a tuning system using too few resources and the loss of its
eﬃciency using too many resources. Most automatic analysis or tuning systems do not provide assistance for deﬁning how
many additional resources are required. In this work, we address this problem proposing a method focused on calculating the
structure of hierarchical tuning networks. The topology will be composed of the minimum number of non-saturated resources.
Experimental evaluation performed covers diﬀerent use cases, each one showing that tuning networks built according to our
proposal make eﬃcient use of resources, while providing a high quality analysis and tuning environment.
Keywords: performance tools, dynamic and automatic analysis, dynamic and automatic tuning, resource usage, eﬃciency
1. Introduction
Performance analysis and tuning is a useful mechanism for identifying, understanding and ﬁxing performance
problems in large-scale parallel applications. Speciﬁcally, when applications have long runnings times or be-
havioural patterns that change depending on the input data set or according to data evolution, dynamic auto-tuning
is the most viable tactic. This involves performing automatic monitoring and analysis of the application, and then
dynamically resolving performance issues during the execution, without recompiling or restarting.
In order to bring this strategy to high performance computers, we have presented a novel approach for scalable
dynamic auto-tuning in [1]. This approach is based on a hierarchical tuning network of analysis modules combined
with an abstraction model which will allow scalable analysis and tuning through a combination of local and global
improvements. The analysis and tuning process follows the model employed by MATE (Monitoring, Analysis
and Tuning Environment) [2].
Dynamic auto-tuning tools must be active during the execution of the analysed application. As such, they
require additional resources in order to reduce or eliminate interference with the application. However, in a time
when reducing energetic computational cost is an important consideration of high performance systems, a careful
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balance must be struck when choosing the number of additional resources to dedicate to the analysis and tuning
process. Using too few resources will hamper the eﬀectiveness of the tuning tool, but unnecessary use of resources
should be avoided to reduce power consumption.
In this work, we propose an explicit method for calculating an eﬃcient topology for our proposed hierarchical
tuning network. The method provides the minimum number of resources needed to carry out a dynamic and
automatic analysis and tuning process, considering speciﬁc parameters that characterise the behaviour of the
tuning network and the application being analysed.
Experimental tests have been performed to verify the accuracy of this method in calculating eﬃcient and
eﬀective hierarchical tuning networks for diﬀerent use cases. The results show that tuning networks built according
to our proposal are composed of the minimum number of non-overloaded analysis modules that make eﬃcient use
of resources.
In Section 2 we give an overview of our model for hierarchical dynamic auto-tuning. The method to determine
the topology of this hierarchical tuning network, the main contribution of this work, is presented in Section 3. The
experimental evaluation is shown in Section 4. A description of the resource usage of related performance analysis
tools can be found in Section 5. Finally, conclusions and future work are presented in Section 6.
2. Model for Hierarchical Dynamic Auto-Tuning
The dynamic auto-tuning model, that we previously proposed, is based on a descentralised analysis process
using a tuning network of distributed analysis modules (Analyzers), structured as a hierarchical tree. Following
MATE’s analysis and tuning model, the Analyzers operate in three basic and continuous phases: monitoring,
performance analysis, and modiﬁcation. First, the Analyzers instrument the parallel application, using instru-
mentation orders for monitoring. These orders indicate the points in the applications that have to be measured to
gather information about the behaviour of the application. In the analysis phase, Analyzers receive this informa-
tion in form of events, search for bottlenecks, and give solutions for overcoming them. Finally, instrumentation
orders for tuning are sent by the Analyzers to apply the given solution. The tuning orders specify the points to be
dynamically changed in the application to improve its performance.
The Analyzers located at the base level of the hierarchy directly monitor, analyse, and tune disjoint subsets
of application tasks. Each subset of children forms an analysis and tuning domain. The analysis scheme of the
hierarchy’s base is replicated in all levels of the hierarchy in order to present a homogeneous view of the model. To
do this, an abstraction mechanism between diﬀerent levels of the hierarchy was devised. This mechanism consists
of representing each Analyzer as a parallel application task to its parent Analyzer, and behaving as such during the
performance analysis and tuning process. This means that each Analyzer has to receive instrumentation orders for
monitoring and tuning and also generate events which abstract the performance information from its own domain
to send it to its parent Analyzer. This allows performance analysis over the entire parallel application.
In this proposal, Analyzers use a performance model that is deﬁned in terms of the programming paradigm
(such as [3] and [4]). To evaluate a performance model, it is necessary to collect information about the application
tasks and their interactions. To build the hierarchical tuning network, we need to divide the parallel application
tasks into several subsets to be managed by separate Analyzers. For this reason, the analysis and tuning domain
of an Analyzer must ﬁt the programming paradigm of the performance model it uses.
We use the SPMD application shown in Figure 1(a) to illustrate these concepts. This application, consisting
of 16 tasks connected in a 4x4 grid, can be analysed using an SPMD performance model. Dividing the 4x4 grid in
subgrids of size 2x2, subsets of tasks equivalent to the SPMD paradigm are obtained. So, each 2x2 subgrid is the
analysis and tuning domain of an Analyzer located at the base level of the analysis hierarchy. Therefore, this level
of analysis is composed of 4 Analyzers (A1.1, A1.2, A1.3 and A1.4). These Analyzers will become the analysis
and tuning domain of the root Analyzer A1. A1 also uses an SPMD performance model, so its immediate children
should act as parallel application tasks abstracting the behaviour of the real tasks within their domain.
This approach also works with other programming paradigms such as hierarchical master-worker or master-
worker of pipelines. The structured nature of these kinds of applications allows an analysis process using diﬀerent
performance models throughout the analysis hierarchy. Considering the second case, a master-worker of pipelines
where each worker is a pipeline, we can ﬁnd parts of the analysis that can be performed independently for each
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Fig. 1: Hierarchical tuning network over (a) an SPMD application and (b) a master-worker of pipelines application.
pipeline, and globally for the whole master-worker structure [5]. Figure 1(b) presents an example of a master-
worker of pipelines composition and the associated hierarchical tuning network of Analyzers.
The abstraction mechanism between levels in the hierarchy is the key mechanism for both, a) conducting a
scalable and decentralised analysis, and b) eﬃciently managing the volume of data necessary to perform analysis
and tuning. To implement the abstraction mechanism, each Analyzer has an associated component called an
Abstractor. It is responsible for representing its associated Analyzer as a parallel application task to its parent
Analyzer, and behaving as such during the analysis and tuning process, receiving instrumentation orders and
generating events. For this purpose, the Abstractor must be able to receive instrumentation orders from, and send
events to, its parent Analyzer.
As it can be seen in Figure 2(a), the Abstractor makes the connection with the parent Analyzer, and the
Analyzer associated with this Abstractor connects with its analysis and tuning domain, i.e. its immediate children.
The functional design of both components and their communication paths are shown in Figure 2(b).
The Abstractor is composed of two main modules:
• Instrumentation Order Translator. Once an instrumentation order for monitoring or tuning is received
by the Abstractor, the Instrumentation Order Translator transforms it into one or more new instrumentation
orders which will be sent to its associated Analyzer’s children.
• Event Creator. This module creates events using the data contained in events received from its associated
Analyzer. Created events have to encapsulate the information requested by monitoring orders previously
received by the Abstractor from its parent Analyzer.
The Abstractor communicates with its associated Analyzer via an internal API. Every Analyzer is composed
of three main modules:
• Tunlet. The module that contains the implementation of the performance model used for the performance
analysis and tuning process. It includes knowledge about the places in the application code where the
instrumentation must be inserted to gather information about the application’s performance (monitoring
points), the set of expressions that model the application’s behaviour (performance model), and the points
of the applications that can be changed by a tuning action to improve its performance (tuning points).
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Fig. 2: (a) Detail of Figure 1(b) showing the use of the Abstractor; (b) Abstraction mechanism design.
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• Event Manager. This module is responsible for receiving and managing events generated by the parallel
application tasks or other descendant Analyzers. An event received by this module may be created as a result
of the monitoring instrumentation orders generated by its Tunlet or the Tunlet of an ancestor Analyzer. In
the ﬁrst case, the Event Manager will transfer this event to its Tunlet, and in the second case it will transfer
it to the Event Creator module of its associated Abstractor. In this way the events required by the ancestor
Analyzers may ﬂow through the hierarchy.
• Instrumentation Order Sender. This module has to send the instrumentation orders received from its
Tunlet, or from its associated Abstractor, to its analysis and tuning domain.
Users must provide the knowledge required to carry out the analysis and tuning abstraction. In the Analyzer,
following the philosophy of MATE [6], users must codify the performance model of a particular programming
paradigm in the Tunlet. In the Abstractor, users have to specify the Abstraction Model. This model contains infor-
mation about how the Instrumentation Order Translator should map orders for monitoring and tuning, received
from the parent Analyzer, to the analysis and tuning domain of its Analyzer. It also contains the map-reduce
function that the Event Creator will use to aggregate received information and encapsulate it in a new event which
is sent to the parent Analyzer.
3. Determining the Topology of the Hierarchical Tuning Network
Given a parallel application, the proposed tuning network may have several topologies. The structure of the
topology will depend on the number of levels in the hierarchy and the number of analysis modules in each level.
In this work, we propose the creation of tuning networks that use the fewest possible resources, so a topology
with the minimum number of analysis modules must be found. However, these analysis modules cannot become
saturated. An analysis module is saturated if it cannot process and act upon the information that it receives from
the application at the frequency with which it is sent.
The amount of work that an analysis module performs is determined by characteristics of the performance
and the Abstraction models and the number of nodes which make up its analysis and tuning domain. In order to
determine the domain size that an analysis module can manage without becoming saturated, we have developed
an expression that models the work performed by the analysis module during each analysis and tuning process.
An analysis and tuning process is deﬁned as the work that an analysis module has to complete to perform the
detection of performance problems and make decisions to improve the performance of the parallel application.
Considering the variables presented in Table 1, we can deﬁne the total time that an analysis module requires to
carry out an analysis and tuning process as:
N · Ea · Tm + Ta(N) + EaEc · Tc + Tt · frp (1)
This work can be divided into several actions:
1. Gathering behavioural information about the nodes that make up the analysis and tuning domain of the
analysis module. The time required to gather an event and transfer it to the Tunlet or the Event Creator is
Tm. This action is repeated for each event received before detecting performance problems, i.e N · Ea.
2. Detecting performance problems and making the necessary decisions which will improve the performance
of the application. According to the characteristics of the performance model, the time taken by an analysis
module to detect performance problems, Ta(N), can be constant or dependent on the number of nodes in the
analysis and tuning domain of the analysis module.
3. Creating a new event using the behavioural information previously gathered, taking a time equal to Tc. The
number of occurrences of this action in an analysis and tuning process is determined by Ea/Ec.
4. Translating an instrumentation order received from the parent Analyzer, taking a time of Tt. How often this
action is performed depends on the arrival frequency of tuning orders sent by the parent Analyzer, frp.
The frequency at which an analysis and tuning process takes place in an analysis module is fa = frc/Ea. This
value ultimately depends on the frequency with which events are generated in the parallel application task, fe.
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Table 1: Description of variables which represent the performance and abstraction models.
Variable description
N the number of nodes in the analysis and tuning domain for each analysis module
Ea the number of events received from each child node of the analysis and tuning domain before performing analysis to detect
performance problems
Ec the number of events received from each child node of the analysis and tuning domain before creating a new event which will be
sent to the level above in the hierarchy
Ta(N) the time required to perform analysis to detect performance problems. This time can be constant or dependent on N
Tm the time required to transfer each event received by the analysis module to the correct module, where it is stored
Tc the time required to create a new event which will be sent to the level above in the hierarchy
Tt the time required to transform an instrumentation order which will be sent to the level below in the hierarchy
frp the tuning order reception frequency from the parent analysis module
frc the event reception frequency from each child node of the analysis and tuning domain
fe the event generation frequency of the parallel application tasks
In order to avoid saturation, the maximum time that an analysis module can dedicate to carry out an analysis
and tuning process is 1/ fa, the analysis period. This constraint is deﬁned by the following expression:
N · Ea · Tm + Ta(N) + EaEc · Tc + Tt · frp ≤
1
fa
(2)
If the time spent performing the work of an analysis and tuning process is equal to 1/ fa, the analysis module
does not have free time between two analysis and tuning processes. In other words, it is occupied 100% of the
time making eﬃcient use of the resources. A hierarchical tuning network composed of analysis modules which
are 100% occupied (but not saturated) will use the smallest possible number of resources and consequently, it will
have the minimum number levels in the hierarchy.
Knowing the characteristics of the performance and the Abstraction models of an analysis module, expression
2 can be used to determine the maximum domain size of the analysis module without saturating it. The procedure
for determining the topology of a hierarchical tuning network is shown in Algorithm 1. Beginning with the number
of parallel application tasks, the ﬁrst iteration of the loop calculates the number of analysis modules which will
form the base of the hierarchy. This is done by calculating the maximum domain size at this level, N, according
to expression 2. These analysis modules will become the tasks to be distributed amongst the analysis modules in
the next iteration of the loop. This procedure is repeated until the number of analysis modules at level i in the
hierarchy is equal to 1 - this analysis module is the root of the hierarchical tuning network.
It is possible that the variables which deﬁne the analysis and tuning process are diﬀerent at each level i in the
hierarchy. For example, a master-worker of pipelines would require diﬀerent performance and abstraction models
for each paradigm employed. In this case, the appropriate values for these variables must be used for each level i.
Algorithm 1 Calculating the topology of the hierarchical tuning network.
Input: #Tasks // Number of tasks of the parallel application.
Input: Eia, Eic, T ia(N), T im, T ic, T it , f irp, f irc // Analysis and tuning process variables for each level i
Output: Topology[]
i = 0 // i indicates the level of the hierarchy. i = 0 means the base of the hierarchy.
Current level tasks = #Tasks // The base level tasks are all the tasks of the parallel application.
repeat
N =
1
f ia
− E
i
a
Eic
·Tic−Tia(N)−Tit · f irp
Eia ·Tim
#Analysis modules = (int)Current level tasksN
Topology[i] = #Analysis modules
Current level tasks = #Analysis modules
i + +
until #Analysis modules == 1
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4. Experimental Assessment
The goal of this study is to verify that a hierarchical tuning network built following expression 2 is comprised
of the minimum number of non-saturated analysis modules. This study has been carried out using a prototype tool
that simulates the behaviour of the hierarchical tuning model described in Section 2. The prototype is implemented
using the TBON communication framework MRNet [7].
The supercomputer SuperMUC at Leibniz Supercomputing Centre was used to perform the experimental tests.
Each experiment used a subset of a single island composed of 512 nodes interconnected by Inﬁniband FDR10.
The nodes have 2 8-core 2.7GHz Intel Xeon processors and run SuSe Linux.
The experimental assessment is structured in two use cases, each one presents diﬀerent circumstances which
can arise when using the hierarchical tuning network.
4.1. Local and global analysis and tuning process
Many problems can be attacked in a distributed manner in order to more quickly solve performance issues.
Load balancing can be performed both locally and globally in such a way that local performance improvements
can be achieved without worsening the global performance of the application.
In this use case, the hierarchical tuning network will perform both local analysis, at intermediate analysis
modules and global analysis at the root analysis module. The abstraction mechanism allows the analysis modules
to carry out the same analysis and tuning process, regardless of the level they are in.
To represent this use case, we suppose a parallel SPMD application with 2048 tasks and performance and
abstraction models characterised by the following values:
• fe of 10 events per second per simulated task.
• Ea of 5, a performance problem detection phase is performed every 5 batches of events.
• Ec of 1, a single new event is sent to the parent level every batch of events, as such frc = fe at all levels.
• Linear Ta(N) of 1ms, i.e. the performance problems detection phase lasts 1ms per node within the analysis
and tuning domain of the analysis module.
• Tm of 1ms.
• Tc and Tt of 0.1ms.
• frp of fe/(10 · Ea), a tuning action is received every 10 seconds.
These values are used for all levels in the hierarchy. Substituting these values into expression 2 and following
the algorithm shown in Section 3, the tuning network which makes the best use of resources can be determined.
The predicted topology is given for Experiment 1 in Table 2.
In order to achieve the goal of the experimental study, it is necessary to compare the predicted tuning network
topology with other topologies without changing the characteristics of the parallel application or the performance
and abstraction models. Experiments 2 and 3 in Table 2 represent these topologies, with a greater and fewer
number of analysis modules in level 0 respectively.
To determine whether or not the hierarchical tuning network is structured optimally to use the smallest number
of non-saturated analysis modules, we deﬁne a measurement called analysis lag. This is deﬁned as the time
between the generation of the ﬁnal event required for an analysis and tuning process and the start of that process,
as shown in Figure 3.
A saturated analysis module presents an analysis lag which steadily increases during the experiment’s execu-
tion. This is because the analysis module has an increasing backlog of events to process due to being unable to
Table 2: Tuning network topologies for local and global analysis.
Level 0 Level 1
Experiment #Analysis modules Domain size #Analysis modules Domain size
1 27 76 1 27
2 28 74 1 28
3 26 79 1 26
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Fig. 3: Analysis lag.
complete an analysis and tuning process within the analysis period. On the other hand, a stable analysis lag, one
that does not change signiﬁcantly over time, indicates a non-saturated analysis module.
Figure 4(a) shows the analysis lag over time for the analysis modules located at level 0 in the hierarchy for the
three compared topologies. These results show the expected behaviour, wherein the analysis lag from Experiment
3 reﬂects its saturated state (due to having fewer level 0 analysis modules than necessary), Experiments 1 and 2,
are not saturated as demonstrated by the stability of their analysis lag.
As it can be seen in Figure 4(b), the analysis lag in level 1 does not change signiﬁcantly between experiments.
The root analysis module is operating far below its saturation point, however the quality of the performance
analysis and tuning process carried out by the level 1 analysis module in Experiment 3 will be greatly degraded
by the saturated state of the level 0 analysis modules.
The average occupation for each level in the hierarchy is shown in Figure 4(c). Analysis module occupation
is used to measure the eﬃciency of the tuning network from the point of view of resource usage. This metric is
calculated as the proportion between the time that an analysis module is carrying out performance analysis and
tuning actions and the total time that it is active. Experiments 1 and 3 have level 0 analysis modules that make
eﬃcient (near optimal) use of the resources, but the level 0 analysis modules in Experiment 2 are less occupied.
This is due to having fewer nodes in the analysis and tuning domain than the maximum it can manage, whereas
Experiment 1 has a number of nodes near the maximum and Experiment 3 exceeds this limit. Because the level 1
analysis module is operating below its saturation point, it is unavoidably under occupied in all experiments.
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Fig. 4: Analysis lag of the (a) level 0 and (b) level 1 analysis modules in milliseconds; (c) Percentage of occupation
of the analysis modules for each conducted experiment.
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Taking into account analysis lag and occupation, the predicted tuning network topology, Experiment 1, is the
best candidate. It provides near optimal eﬃciency with respect to the use of resources while employing the mini-
mum number of non-saturated analysis modules. While Experiment 3 has level 0 analysis modules with slightly
higher eﬃciency, their saturated state would lead to a severely degraded analysis and tuning process. Meanwhile,
Experiment 2 presents a small reduction in the analysis lag, but does not make eﬃcient use of resources.
If we had a parallel application with more than 2048 tasks, with the same performance and abstraction model
parameters as this use case, the number of level 0 analysis modules would be increased. The proposed method
would continue adding level 0 analysis modules, until the level 1 analysis module reaches its capacity. After this
point, it would calculate a topology with three levels, dividing the level 0 analysis modules between two or more
level 1 analysis modules. From this adaptation arises the scalable pattern of our hierarchical tuning network.
4.2. Centralised-only analysis and tuning process
Certain problems can only be solved at a global level, by the root analysis module, while the rest of the
hierarchy supports it via the abstraction mechanism. An example of such a situation is tuning the MPI parameter
MP EAGER LIMIT, which consist of setting the optimal maximum size for sending messages without the hand-
shaking protocol. In these cases the hierarchical tuning network would be heterogeneous, because the behaviour
of the analysis modules is diﬀerent depending on the level where they are located. The level 0 analysis modules
will aggregate data from their analysis and tuning domains to pass on to the root analysis module, which will
perform the actual analysis.
The same parameters are used for this case as in the previous section, with the exception that we use a linear
Ta(N) of 45ms for the root analysis module only, all other analysis modules perform no analysis (Ta(N) = 0), and
Tm is 0.4ms.
For a parallel SPMD application of 2048 tasks, the proposed method predicts a hierarchy composed of two
levels, given under Experiment 1 in Table 3. The evaluation process is the same as the previous use case, where
Experiements 2 and 3 represent tuning networks with more and less level 0 analysis modules respectively.
Since the level 0 analysis modules do not perform analysis, we substitute the analysis lag measurement for
event creation lag. The event creation lag is the time between the generation of the ﬁnal event required to create
an event to be sent to the parent level in the hierarchy and the start of that event creation process.
Figure 5(a) shows the event creation lag for the level 0 analysis modules. The most important observation
here, is that an analysis module cannot handle, even theoretically, an inﬁnite number of application tasks even
when it has no analysis time. This is due to the time it takes to perform other duties, such as event management
and the creation of events to be sent to the parent level in the hierarchy. As can be seen in this ﬁgure, the level 0
analysis modules in Experiment 3 are saturated, as expected.
The analysis lag for the root analysis module, at level 1, is presented in Figure 5(b). In this case, the root
analysis module in the predicted tuning network is also close to saturation. As such, when an additional analysis
module is added in Experiment 2, alleviating the level 0 analysis modules, this root analysis module becomes
saturated. This shows a border line case where, if only a few more application tasks were added, a third level in
the hierarchy would be required.
Diﬀering from the previous use case, the characteristics of this use case generate high occupation in both levels
in the hierarchy, as can bee seen in Figure 5(c). In Experiment 1, both levels are almost 100% occupied because
their analysis and tuning domains present the maximum size. In Experiment 2, the level 0 analysis modules are
slightly less occupied, while the level 1 analysis module remains almost completely occupied. In fact the level 1
analysis module is saturated, as we saw in Figure 5(b) - however the occupation measurement does not reﬂect this.
Table 3: Tuning network topologies for centralised-only analysis.
Level 0 Level 1
Experiment #Analysis modules Domain size #Analysis modules Domain size
1 9 228 1 9
2 10 205 1 10
3 8 256 1 8
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Fig. 5: (a) Event creation lag of the level 0 analysis modules in milliseconds; (b) Analysis lag of the level 1 analysis
modules in milliseconds; (c) Percentage of occupation of the analysis modules for each conducted experiment.
This situation is reversed in Experiment 3, the level 1 analysis module is slightly less occupied than in Experiment
1 and the level 0 analysis modules show the same occupation level even though they are saturated.
As in the previous use case, the predicted hierarchical tuning network, given in Experiment 1, is in fact the
topology that makes the best use of resources. Additionally, with this use case we show how the proposed method
calculates the most eﬃcient non-saturated topology, including heterogeneous situations where the analysis process
diﬀers from one level to another, up to extreme cases where some levels do not perform any analysis.
5. Related Work
There are a number of tools which perform dynamic auto-tuning of parallel applications, such as Active
Harmony [8], Autopilot [9], and PerCo [10]. All these tools make use of a centralised analysis architecture,
thereby using at most, one additional machine to perform analysis. While this method makes eﬃcient use of
resources, it will also exhibits scalability issues as the size of the parallel application increases.
To ﬁnd examples of similar analysis architectures, we examined analysis tools that provide automatic perfor-
mance analysis without dynamic tuning and work in large-scale systems.
The Scalasca toolset [11] performs a post-mortem analysis based on a parallel trace-analysis scheme. After
application termination, Scalasca loads trace ﬁles into main memory and analyses them making use of the same
resources which were used to execute the parallel application.
In order to work in large-scale systems, eﬀorts presented by the tools TAU [12] and Paradyn [13], use hierar-
chical architectures for analysis using MRNet. These hierarchical analysis architectures are run on additional re-
sources. In these works, the objective is that analysis network nodes provide a reasonable performance, avoiding
the resource saturation that would lead to a scalability bottleneck in the tool itself. However, in the architectures
used in the experimental tests, no method is given to select the number of required resources or to justify the
topologies presented from the point of view of resource usage.
In Periscope [14] the automatic analysis is performed by analysis agents structured according to a hierarchical
scheme. Currently, the number of additional resources used to allocate the agents is a user deﬁned parameter.
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The analysis agents notify the user if they were saturated during the last experiment, which allows the user to add
additional analysis resources in future executions.
Unlike the works presented in this section, our proposal constructs tuning networks considering the characte-
ristics of the analysis and tuning process and the application itself. This gives the user much better control over
balancing the use of resources with the quality of the tuning environment.
6. Conclusions and future work
We have presented a method that calculates how many additional resources are required to carry out scalable
dynamic auto-tuning using a hierarchical tuning network. This method provides tuning network topologies which
make the most eﬃcient use of resources, avoiding that the nodes of the network become bottlenecks in the system.
This is achieved by considering the characteristics of the parallel application and the analysis and tuning process.
This method has been created for our novel approach to scalable dynamic auto-tuning, which makes use of a
hierarchical tuning network of analysis modules and an abstraction mechanism for communication between levels
in the hierarchy.
Experimental evaluation has been performed using two distinct use cases which demonstrate that the proposed
method is able to adapt to diﬀerent classes of analysis and tuning processes. In all cases, the method selects
hierarchical tuning networks characterised by providing a high quality analysis and tuning environment, using the
minimum number of resources required to do so.
An open line of research would be to create a generalised methodology capable of calculating similarly optimal
tuning network topologies for other approaches that perform online automatic or dynamic performance analysis
in large-scale contexts.
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