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Heterostructures made of itinerant ferromagnets and superconductors are studied. In contrast
to most previous models, ferromagnetism is not enforced as an external Zeeman field but induced
in a correlated single-band model (CSBM) that displays itinerant ferromagnetism as a mean-field
ground state. This allows us to investigate the influence of an adjacent superconducting layer on
the properties of the ferromagnet in a self-consistent Bogoliubov-de Gennes approach. The CSBM
displays a variety features not present in the Zeeman exchange model that influence the behavior
of order parameters close to the interface, as e.g. phase separation and the competition between
magnetism and superconducting orders.
PACS numbers: 74.45+c, 75.70.Cn, 74.78.Fk, 75.30.Cr
I. INTRODUCTION
Superconductivity and ferromagnetism were long be-
lieved to be mutually exclusive phases because in a
conventional superconductor the spin part of the wave-
function is a singlet which is easily broken by the strong
magnetization of the ferromagnet. However, there are sit-
uations where the coexistence is possible as in an itiner-
ant ferromagnet where the spin-up and spin-down bands
are split by an effective exchange field. Following the idea
of Fulde, Ferrell, Larkin and Ovchinnikov1 one can con-
struct a Cooper pair which is composed of two electrons
with opposite spins and momenta,but acquires a finite
total momentum due to the exchange field splitting and
resulting different Fermi momenta. Another possibility
is the formation of ’spin triplet’ Cooper pairs where the
associated orbital part is antisymmetric either in the ex-
change of the electrons position or the time coordinates,
the latter being called ’odd frequency pairing’.2
An ideal playground to study these possibilities and
many related questions are heterostructures composed
of superconducting and magnetic layers. Besides their
relevance for studying fundamental properties of the in-
terplay between superconductivity and magnetism such
systems have also a strong relevance for applications in
spintronics due for example to the possibility of acting as
spin-polarized current sources.3
The attractive feature of nanohybrid structures is that
the two phases are spatially separated and interact solely
via the proximity effect. In a S/F/S junction (S being
a superconductor, F a ferromagnet) Cooper pairs tun-
nel through the S/F interfaces and, for a thin enough
ferromagnetic layer, may realize a Josephson junction.
First studies on such systems where conducted by
Buzdin and collaborators4 who predicted for example the
existence of pi-junctions. Here the oscillatory behavior
of the superconducting state wave function leaking into
the ferromagnet may lead to a reversal of the Joseph-
son current (the pi−state) with respect to the ordinary
Josephson effect (correspondingly called the 0−state) if
the thickness of the ferromagnet is chosen such that there
is a sign change of the wave function on either side of the
junction.
In a series of papers Bergeret, Efetov and Volkov,5
predicted that under certain conditions, such as for ex-
ample the presence of inhomogeneities in the magnetiza-
tion, a triplet component with non-zero spin projection
along the quantization axis,m = ±1 of the pair amplitude
might arise, even though the Cooper pairs generated in
the superconducting parts of the junction are singlets.
A similar conclusion was reached in Ref. 6. Singlet and
spin-zero triplet projection pairs (m = 0) entering a fer-
romagnet are subject to the pair breaking effect and are
thus short-range components decaying exponentially over
a few nanometers, except at every change of direction of
the magnetization where they are regenerated through
the cascade effect.7,8 In contrast, non-zero spin projection
triplet components are comparatively long range because
unaffected by magnetism and have in fact been observed
in a number of experiments (see e.g. Refs. 9–16).
The creation of such long-ranged triplet components
out of a singlet superconductor requires a rotation of the
magnetization which can be either realized via magnetic
multilayers,11,13 conical magnets as Ho10,11 or Heusler
alloys.17 On the theoretical side the conditions for which
a long range triplet component of the order parameter
can be observed in superconductor – magnetic nanojunc-
tions has been worked out in some detail in the diffusive
regime (i.e. on the basis of Eilenberger and/or Usadel
equations; see e.g. Refs.5, 7, 8, 18–22 and references
therein) and in the clean limit within the Bogoliubov-de
Gennes (BdG) approach (see e.g. Refs. 23–34).
More recently other sources for the generation of a
long-ranged triplet component have been analyzed, in
particular it has been shown that the physical mecha-
nism of the singlet- triplet conversion can be linked to
the local SU(2) invariance of magnetized systems with
spin-orbit interaction.35
In most of the studies of S/F junctions a strong fer-
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2romagnet is considered with a Ne´el temperature much
larger than Tc so that the influence of superconductiv-
ity on the magnetism is negligible. However, it was
suggested5,36 that under certain conditions for a ferro-
magnetic film attached to a S it is favorable to be in
a ’cryptoferromagnetic state’,37 i.e. a segregation of the
ferromagnet into small-size domains, smaller than the su-
perconducting coherence length.
In this paper we aim to investigate the influence of S on
the magnetism in a S/F system in the clean limit on the
basis of the Bogoliubov-de Gennes approach. We will
describe both the superconductor and the ferromagnet
on equal footing i.e. the latter is not implemented by an
external exchange field but also described by an itinerant
model with ferromagnetic exchange J between the charge
carriers (cf. also Refs. 38 and 39). Our model is therefore
implemented on a finite lattice in contrast to previous
continuum studies of proximity effects within the BdG
approach.28–34
The approach has the advantage that it allows for the
study of both proximity effects, S order parameter in the
F and ferromagnetic order parameter in the S as a func-
tion of the exchange J , thus covering the range from soft
to hard F’s. Moreover, we will investigate the inverse
proximity effect, in particular the weakening of the fer-
romagnetic order in the F close to the interface.
Previous studies of heterostructures on discrete lattices
within BdG have addressed the subgap conductance at
FS interfaces,23 the decay of d-wave correlations inside
the F within an extended Hubbard model,24 or the gen-
eration of parallel spin triplets in conical magnetizations
such as Holmium.26
Our paper is organized as follows. The next section
outlines the system, model and approximations of our
investigations. The resulting charge density, magnetiza-
tion and order parameter profiles together with the cor-
responding spectral properties are discussed in Secs. III
and IV. Finally, the findings are summarized in Sec. V.
II. MODEL AND FORMALISM
We consider a two-dimensional superconducting sys-
tem sandwiched between two ferromagnetic layers as
shown in Fig. 1. We use periodic boundary conditions
along x- and y-directions so that the S system is actually
connected to the same ferromagnet on the left and right.
Translational invariance is assumed along the y-direction.
The calculations are done at zero temperature.
Our model hamiltonian reads
H = H0 +HU +Hint, (1)
F S F
x
y
LS
Lx
Ly
FIG. 1. Sketch of the SF bilayer proximity system with pe-
riodic boundary conditions along x- and y-directions. Lx,y =
Nx,ya where a denotes the lattice constant which in the fol-
lowing is set to a ≡ 1.
where
H0 =
∑
ij,σ
tijc
†
i,σcj,σ +
∑
i,σ
(V loci − µ)c†i,σci,σ
+
∑
i,σ
hi,zσc
†
i,σci,σ (2)
is the single-particle part composed of the kinetic energy
and a local term. The latter consists of the chemical po-
tential µ and a local energy V loci which is implemented
in order to account for the local orbital energy but also
to tune the charge density in the S layer. We consider
electrons on a Nx × Ny square lattice and c(†)i,σ annihi-
lates (creates) a particle with spin σ = ±1 at site Ri;
the site index is a two-dimensional vector, i = (ix, iy).
The hopping matrix element of the first term is set to
tij = −t < 0 for nearest neighbors and tij = 0 other-
wise. We also consider a constant Zeeman term ∼ hi,z
to describe the local magnetization at site i. This com-
ponent of the Hamiltonian is used below to compare the
results for the itinerant F system studied in this paper,
with previous investigations where F was modeled with
an external exchange field h.
The second part of Eq. (1),
HU =
∑
i
Uini,↑ni,↓, (3)
is a local interaction with ni,σ = c
†
i,σci,σ. Within the
superconducting layers we take Ui ≡ US < 0, i.e. an
attractive Hubbard interaction, in order to support sin-
glet superconductivity. In the ferromagnetic layers Ui
arises as the first term in an expansion of the long-range
Coulomb interaction in Wannier functions and therefore
Ui ≡ UF ≥ 0 in these regions.
Finally, we model the magnetic interaction in the fer-
romagnetic layer as
Hint = −
∑
〈ij〉
Jij [sisj + ninj ] , (4)
where ni = ni,↑ + ni,↓, sαi =
∑
σσ′ c
†
i,στ
α
σσ′ci,σ′ with the
Pauli matrices τα, and 〈ij〉 limits the summations to
nearest neighbor sites. The interaction Eq. (4) orig-
inates from the nearest neighbor Coulomb interaction
3terms J = 〈ij|1/r|ji〉 = 〈ii|1/r|jj〉 > 0 and has been
derived in Refs. 40–42 from the expansion of the long-
range Coulomb interaction in Wannier functions. In the
expansion we have neglected a density dependent ’corre-
lated hopping’ term arising from Coulomb matrix con-
tributions 〈ii|1/r|ij〉 between sites Ri and Rj , which
has been shown to further stabilize ferromagnetism.43,44
Based on a variational Ansatz it has been argued that the
model explains the occurrence of weak metallic ferromag-
netism in materials with a partially filled nondegenerate
band, as in Sc3In
45 and metallic hydrogen.46 Note, how-
ever, that the model does not capture ferromagnetism
in transition metals, where magnetism is usually gener-
ated from localized electrons.43,46 Nevertheless, as shown
below, the theory contains many features that are also
present in double exchange models. No specific material
is considered here and Eq. (4) is chosen as a convenient
way to describe itinerant ferromagnetism.
In the heterostructure of Fig. 1, the ferromagnetic cou-
pling Jij is only finite in the F layer. Furthermore, mag-
netism and charge density solely vary along the x direc-
tion and are constant along the y direction. Therefore,
Eq. (4) is rewritten in the form
Hint = −
∑
i=(ix,iy)
Jxi [sisi+xˆ + nini+xˆ] (5)
−
∑
i=(ix,iy)
Jyi [sisi+yˆ + nini+yˆ] .
In the calculations of later sections it is assumed that
Jxi = J
y
i = J is a constant within the F layer since a
moderate anisotropy did not seem to affect the results
significantly.
Since the system is translationally invariant along the
y direction we perform the corresponding Fourier trans-
form
ci,σ =
1√
Ny
∑
ix
cix,σ(ky) exp(−ikyiy), (6)
so that the kinetic term Eq. (2) reads (t > 0)
H0 = −t
∑
ix,ky,σ
[
c†ix,σ(ky)cix+1,σ(ky) + h.c.
]
(7)
+
∑
ix,ky,σ
[−2t cos(ky)− µ] c†ix,σ(ky)cix,σ(ky).
We apply the transformation, Eq. (6), to the inter-
action terms, Eqs. (3-5). We then approximate these
terms in mean-field. This includes the anomalous singlet
(Gor’kov) correlations f0(i) = 〈ci,↓ci,↑〉 that are induced
in the S regions where Ui < 0 but leak into the F layer
due to the proximity effect. The problem then can be
diagonalized by means of the Bogoliubov-Valatin trans-
formation
cix,σ(ky) =
∑
p
[
uix,σ(p, ky)γp,ky − σv∗ix,σ(p, ky)γ†p,ky
]
,
(8)
and the integer p labels the eigenvalue. In-
troducing the basis vector ~Ψn(p, ky) =
[un,↑(p, ky), un,↓(p, ky), vn,↑(p, ky), vn,↓(p, ky)] one has to
solve the following eigenvalue problem for each value of
ky
H
ij
(ky)~Ψj(p, ky) = εp(ky)~Ψi(p, ky), (9)
where the hamiltonian is composed of a local and an
intersite part
H
ixjx
(ky) = T ix,jx
(ky) (δjx,ix+1 + δjx,ix−1)+V ix(ky)δjx,ix .
(10)
The explicit structure of these operators is given in ap-
pendix A.
III. FERROMAGNETIC SYSTEM
Before presenting the results for the SF heterostructure
we briefly discuss the homogeneous magnetic system, i.e.
Ui ≡ UF > 0 in Eq. (3) and Jxi = Jyi ≡ J in Eq.
(5). This case is instructive for the later analysis of the
competition between F and S in the interface regions. A
more extensive discussion of the magnetic system can be
found in Refs. 40–42, and 46. Details of the calculations
are provided in appendix B.
The chosen values of parameters, UF /t and J/t, are
generic but describe realistic systems. For example, UF
is up to the order of the bandwidth, while J is typically
less than UF .
40 Calculations are performed on a lattice
with Nx ×Ny = 420× 420 sites.
The model already displays rich physics for a sin-
gle magnetic layer. Depending on the parameter values
the system is paramagnetic, ferromagnetic, antiferromag-
netic or shows electronic phase separation.40–42,46
Panels (a,b) of Fig. 2 report the ground state energy
E(q) for a spiral modulation Si = S0 exp (iq ·Ri) as a
function of the spiral wave-vector q which is taken along
the diagonal direction (qx = qy). S0 is a variational pa-
rameter.
At half-filling and UF /t > 0, J/t = 0 the system shows
antiferromagnetic spin-density wave order [q = QAF =
(pi, pi)] which due to perfect nesting occurs for infinitesi-
mally small values of the repulsive interaction UF /t.
47
Upon increasing the ferromagnetic exchange J/t > 0 a
second energy minimum develops at q = (0, 0) which
above some critical J/t that depends on UF /t corre-
sponds to the ferromagnetic ground state [cf. Fig. 2(a)].
As can be seen from panel (b) of Fig. 2 the same holds for
doping away from half-filling where for sufficiently large
repulsion UF /t and J/t = 0 the commensurate AF is re-
placed by a spiral, but with some incommensurate mod-
ulation Qspiral = (q, q). In the regime of small doping
(n 1) and small UF /t (< 1/N(EF )) the system would
be a paramagnet for J/t = 0 and ferromagnetism can
be induced above some critical J/t. The corresponding
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FIG. 2. Ground state energy vs. spin-spiral modulation vec-
tor q (Si = S0 exp (iq ·Ri)) along the diagonal direction of
the Brillouin zone at half-filling (a) and density n = 0.9 (b).
Note that for other UF /t results are qualitatively similar but
energy variations decrease with decreasing UF /t. (c) Phase
diagram in the (UF /t, J/t)-plane for density n = 0.2. (d)
Chemical potential vs. density. The horizontal dotted lines
are determined by the Maxwell construction. The compress-
ibility diverges at the local extrema.
phase diagram is displayed in Fig. (2c) for concentrations
n = 0.2 and n = 0.6. Upon increasing UF /t the transi-
tion line approaches the value for the standard Stoner
criterion UF = 1/N(EF ) at J = 0 (N(EF ) is the density
of states at the Fermi energy EF ).
In Figure 2(d) we also demonstrate that the model
has an instability region with respect to phase separa-
tion which can be deduced from the dependence of the
chemical potential µ on the density n. The compressibil-
ity κ = ∂n/∂µ diverges at the local extrema of µ(n) and
becomes negative in between. The phase separation re-
gion in n is determined by the Maxwell construction (dot-
ted horizontal line). The two curves in Fig. 2d indicate
that the phase separation region decreases with decreas-
ing J/t. Note that the occurrence of phase separation is
not a peculiar feature of the present model. This phe-
nomenon also appears in double exchange models that
are for example used for the description of magnetism in
manganites (cf. Ref. 48 and references therein).
IV. SUPERCONDUCTING-MAGNETIC
HETEROSTRUCTURE
The results of this section have been obtained on lat-
tices with 120×80 sites and periodic boundary conditions
in both directions. In the S region (40 ≤ ix ≤ 80) singlet
superconductivity is generated with a negative US = −2t.
For this value the coherence length can be estimated as
ξS ≈ 4 in units of the lattice spacing, i.e. much smaller
than the linear size of the system.
The remaining sites pertain to the F region with local
onsite repulsion UF > 0 and ferromagnetic exchange in-
teractions Jxi ≡ Jx, Jyi ≡ Jy and Jx = Jy = J . This
description of the F layer will be referred to as the cor-
related ferromagnetic model (CFM). For comparison, we
also use an exchange field hz to model the F. The latter
is referred to as the exchange field model (EFM).
Since we consider an itinerant F we treat supercon-
ductivity and magnetism on equal footing. Hence, we
present in this section results for the charge density, the
magnetization and pair correlations in both the F and
the S.
In addition to the normal proximity effect, two distinct
phenomena appear in these hybrid structures: the inverse
proximity effect and phase separation. In the first, the
S correlations suppress the magnetization inside the F
near the SF interface. In general, ni 6= mi in such sit-
uation; the F is nowhere fully polarized. Moreover, the
coupling between magnetic and charge degrees of free-
dom leads to a concomitant reduction of the n near the
SF interface. By contrast, when the system undergoes
phase separation, the system is fully polarized (ni = mi)
deep in the F and the superconducting state is affected
by the itinerant electrons of the F.
1. Charge density, magnetization and pair correlations
Figure 3 reports the charge density n (panel a), mag-
netization m (panel b), and singlet pair correlations f0
(panel c) in the heterostructure for varying exchange con-
stant J/t. Since this parameter also influences the local
Hartree-potential in the F layers a change of J alters the
charge distribution between the S and F regions. To be
able to compare results for different values of J we there-
fore adjust the local potential V loc in the S regions in
such a way that the charge density is the same for all
J/t-values deep inside the S layer; hence, in panel (a) of
Fig. 3 the charge densities n overlap in S for all J/t. Since
most of the physics occurs close to the interface between
the S and the F layer, Fig. 4 zooms into this region to
show the behavior of ni, mi and f0(i). In addition, the
figure also reports the result for the EFM (dashed lines)
for hi,z = 3t. The value of hz is fixed in such a way that
it reproduces the same magnitude of the magnetization
as the CFM deep inside the F region for J/t = 0.5.
From Figs. 3 and 4 one can distinguish three differ-
ent regimes. For the parameters of the system, these are
J/t . 0.3, 0.3 . J/t . 0.55 and J/t & 0.55. At low
J/t (. 0.3) ferromagnetism disappears; this paramag-
netic regime was discussed in the previous section. Above
this transition the inverse proximity effect regime [black
open circles and red squares in panels (a-d)] is effective.
The S correlations completely suppress the magnetiza-
tion in F over a significant distance from the interface.
This regime is also characterized by a partial depletion of
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FIG. 3. Charge density (a), magnetization (b) and singlet
pair correlations (c) as a function of x and various values of
the exchange coupling J/t in the ferromagnetic region. For
all cases the local potential V loc is adjusted in such a way as
to obtain a similar charge density deep in the S layer. The
thin dashed green line reports the result within the EFM for
hi,z/t = 3 (see text). Parameters: UF /t = 2, US/t = −2,
n = 0.625.
charge density over similar depth in the F, resulting from
the coupling between charge and spin. The third regime
is the phase separation regime found at high values of
J/t & 0.55 (blue triangles and gold stars). Phase sepa-
ration was found in the homogeneous system of Sec. III
[see Fig. 2(d)]. It is characterized by full polarization
deep in the F (i.e. ni = mi) and a concomitant deple-
tion of the charge density and the magnetization in the
F over moderate distance away from the interface.
We note that for intermediate values, J/t ≈ 0.5 (green
diamonds), the charge and magnetic profiles adjust to
reach equal value already within the charge/spin corre-
lation length ∼ 1/kF (≈ 2 − 3 lattice constants) from
the SF interface. This steep rise is close to the result of
the conventional EFM (dashed green line in Figs. 3,4),
where the transition is driven by the abrupt onset of the
magnetization inside the ferromagnetic layer.
Figure 4(c) reveals the behavior of the magnetization
in the S. The magnetization decays exponentially with a
correlation length (naturally) independent of J/t. The
overall magnitude is determined by the value of mi at
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FIG. 4. Close look near the interface of the charge den-
sity (a), magnetization (b,c) and singlet pair correlations (d)
shown in Fig. 3 for various values of the exchange coupling
J/t in the F. For all cases the local potential V loc is ad-
justed as described in Fig. 3. Shown for comparison as a
thin dashed green line is also the pair correlation in the EFM
for hi,z/t = 3. The S correlations inside the F in panel d have
been fitted with Eq. (11) (light red and black lines; see text
for fitting parameters). Parameters: UF /t = 2, US/t = −2,
n = 0.625.
the interface, which is largest for intermediate values of
J/t, where mi is not suppressed by S correlations and
phase separation is not relevant (diamond green lines in
Fig. 4).
Figs. 3c and 4d display the decay of the superconduct-
ing order parameter f0(i) in the F. Panel 3(c) shows the
overall behavior of the singlet order parameter for the
same range of J/t values while the decay inside the F
is detailed in the inset, and in panel (d) of Fig. 4 on a
logarithmic scale. The latter figure shows the stark con-
trast between the inverse proximity (J/t . 0.55) and the
phase separated (J/t > 0.55) regimes. Both cases can be
modeled by the following expression
f0 ∼ e
(−x/ξN )
x
cos
(
x
ξF
)
, (11)
where ξN = vF /2piT and ξF = vF /2pim(x) are the para-
magnetic and ferromagnetic coherence lengths. A close
look at the curves in Fig. 4 shows that the magnetization
takes non-zero values from the interface on; for exam-
ple, for J/t = 0.35 the value of m(x) is small but finite
already for 80 < x ≤ 91. The above expression for f0,
Eq. (11), can be used to obtain an excellent piecewise fit
of the numerical data; one divides the space into x < x0
and x > x0 with x0 ∼ 82 (x0 ∼ 90) for J/t = 0.35
(J/t = 0.4). For J/t = 0.35 for example, the curve in
regions 80 < x ≤ x0 can be fitted with ξN > LF and
ξF = 30, whereas for x > x0 we have ξN = 33 but
ξF = 0.6. For x < x0 the pair correlation undergoes a
smooth exponential decay that is expected of a paramag-
6net (the magnitude of m(x) is very small in this region),
whereas farther away the behavior is characteristic of a
homogeneous ferromagnet. These results are consistent
with previous findings for singlet pair correlations in the
EFM, in a paramagnet (Ref. 27) and a homogeneous fer-
romagnet (see for example Ref. 4). Refs. 28 and 29 pro-
vided a complementary analysis of the decay of f0 within
the EFM. Two almost identical length scales were intro-
duced that inversely scale with the polarization of the F
and are ∼ (kF,↑ − kF,↓)−1. The oscillatory behavior is
due to the interference of up- and down excitations in
the pair amplitude.
In the opposite case of large exchange coupling J/t
(phase separation regime) the pair correlations first fol-
low the small-J/t behavior up to some distance x0 away
from the interface, followed by a much stronger decay
deeper inside the F (x > x0). The length x0 is deter-
mined by the point where the magnetization reaches full
polarization and therefore increases with J/t due to the
increasing low density domain inside the F.
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FIG. 5. Charge density (a), magnetization (b,c) and sin-
glet pair correlations (d) close to the interface as in Figs. 3,4
but for a larger value of the Coulomb potential in the F,
UF /t = 5. The phase separation regime is substantially ex-
tended when compared to Figs. 3, 4. Both pair correlations
in the F and the charge and magnetic configurations in S
are rapidly suppressed away from the interface. Parameters:
UF /t = 5, US/t = −2, n = 0.625.
The results of Figs. 3, 4 were obtained for UF /t = 2. A
larger local correlation stabilizes the F and increases the
range of values of J/t for which the F is fully polarized
(see Fig. 5). As a result, even for values of J/t ≈ 0.2
close to the onset of ferromagnetism, pair correlations
are not able to significantly suppress magnetism; the in-
verse proximity effect is almost absent. Nevertheless, this
reduction of the intermediate regime does not imply a
corresponding extension of the phase separation regime
to lower values of J/t. At J/t ∼ 0.5 one still observes a
behavior similar to the EFM. The phase separation insta-
bility for large J/t & 0.5 persists and the pair amplitude
decay is again shifted away from the interface (panel (d)
of Fig. 5). The distance from the interface over which
the magnetization is suppressed is about the same than
observed in Fig. 4. As expected, the behavior of the
magnetization in the S is unaffected by the change in
UF /t in the F.
2. Spectral properties and pair correlations
The proximity effect is also reflected in spectral prop-
erties such as the local density of states (LDOS),
ρloc(xi, ω) =
1
N
∑
p,ky,σ
[|ui,σ(p, ky)|δ(ω − εp(ky))
− |vi,σ(p, ky)|δ(ω + εp(ky))] ,
which within the BdG formalism and the EFM has
been analyzed in Refs. 28 and 29.
Fig. 6a shows the LDOS deep in the S and the F. No-
ticeable are the standard BCS coherence peaks at the
gap edges in the S (near ω = 0, black curve at x = 60);
a small numerical ’pair-breaking parameter’  = 0.02t
has been introduced for numerical reasons which is re-
sponsible for the small finite LDOS inside the gap. The
overall structure of the LDOS is otherwise characteristic
of a two-dimensional square lattice with its logarithmic
van-Hove singularity at the band center.
Deep inside the ferromagnet [red curve at x = 110 in
Fig. 6(a)] the van Hove singularity is split due to the
formation of subbands (peaks near ω/t = ±3). Note
that the apparent ”noise” in the data is not due to the
lack of precision of the calculation, but are oscillations
originating from the discreteness of the lattice.
It is instructive to investigate the dynamical singlet
pair correlations (Gor’kov function)
f0(ix, t) =
1
2
[〈cix,↑(t)cix,↓(0)〉 − 〈cix,↓(t)cix,↑(0)〉] (12)
inside the ferromagnet for different exchange parameters
J/t. The imaginary part of the Fourier transform reads
F (ix, ω) = Im
∫ ∞
−∞
dt eiωtf0(ix, t) (13)
=pi
∑
p,ky
[
ui,↑(p, ky)v∗i,↓(p, ky) + ui,↓(p, ky)v
∗
i,↑(p, ky)
]
× 〈γp,kyγ†p,ky 〉δ(ω + εp(ky))
−pi
∑
p,ky
[
ui,↑(p, ky)v∗i,↓(p, ky) + ui,↓(p, ky)v
∗
i,↑(p, ky)
]
× 〈γ†p,kyγp,ky 〉δ(ω − εp(ky)).
Figure 7 shows the position and frequency dependence
of the singlet correlations, Eq. (13), as an intensity plot
which visualizes the decay of the pair correlations inside
the ferromagnet. Note that the Gor’kov functions are
asymmetric in ω, f0(−ω) = −f0(ω), and in a clean S
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FIG. 6. Local density of states (a) inside the S (black;
x = 60) and the F (red; x = 110) for J/t = 0.5. Panels (b-f):
imaginary part of the singlet Gor’kov pair correlation F (ix, ω)
dependence on frequency at specific points in the heterostruc-
ture and for various exchange couplings as indicated in the
panels. The correlations at x = 80 are in the S while those
for x ≥ 81 are in the F. Note that the singlet order parameter
for J/t = 0.5 and x = 81 has opposite sign as compared to the
other couplings (cf. panel (c) of Fig. 3). For better compari-
son we have therefore multiplied the J/t = 0.5 in panel (c) by
−1, symbolized by the dashed line. Parameters: UF /t = 2,
US/t = −2, n = 0.625.
system show a ±1/√ω −∆ singularity at the gap edges
[∆(x) = f0(ix, t = 0) being the superconducting gap].
Only the ω < 0 part of F (ix, ω) is shown in Figs. 6 and
7.
A main difference between the inverse proximity
regime and the phase separated regime is immediately
apparent at small ω/t when comparing Figs. 7(a) and
7(b): pair correlations extend deep into the F for small
J/t [Fig. 7(a)]. The region in the F where these pair
correlations are present also shrinks with increasing ω/t.
In the region where the magnetization is suppressed, ei-
ther because of the inverse proximity effect (small J/t)
or phase separation (large J/t) the low energy F (ix, ω)
continuously extends from the S region into the F. This
is clearly visible in Fig. 7(a) at low ω/t where the inten-
sity plot shows pronounced pair correlations (indicated
by solid red color) close to the interface. By contrast,
the Gor’kov function starts oscillating within a partially
polarized region of the ferromagnet as indicated by the
alternating red-blue pattern of Fig. 7(a). Similarly, os-
cillations of F (ix, ω) are seen at fixed position ix as a
function of ω/t and we now analyze this ω-dependence
of F (ix, ω) in more detail at various distances from the
interface in the F, shown in panels (b-f) of Fig. 6.
The singlet pair correlations F (ix, ω) shown in panel
(b) of Fig. 6 are calculated at the interface, on the S side,
x = 80. The peak position, indicating the size of the S
gap is largest (and sharpest) for J/t = 0.7 in agreement
with the larger singlet order parameter (cf. panel (c) of
Fig. 3).
FIG. 7. Position and frequency dependent singlet correla-
tions, Eq. (13), for (a) J/t = 0.35 and (b) J/t = 0.7. Pair
correlations oscillate both in space and frequency and extend
deeper into the F for small J/t. Parameters US/t = −2,
UF /t = 2 n = 0.625.
On the other side of the interface, in the F (x = 81,
panel (c) of Fig. 6) one still observes a sizable gap for all
couplings, which however, is now largest for J/t = 0.35
where the magnetization is suppressed close to the in-
terface. Further away from the interface, at x = 85,
panel (d) shows that for J/t = 0.5 the magnetic sys-
tem is already completely polarized, and the pair cor-
relations are suppressed on the scale of the plot. In-
terestingly, at this same location, the phase separated
solution (J/t = 0.7) and the inverse proximity solution
(J/t = 0.35) still reveal a low energy peak and thus the
occurrence of a proximity induced gap. Moreover, at
larger energies (ω/t ∼ −0.3) a second broad peak ap-
pears with opposite sign. For J/t = 0.35 this peak turns
out to be related to the onset of frequency oscillation in
F (ix, ω) observed further away from the interface, as seen
in panels (e) and (f). In the diffusive limit and within
the EFM4,5 it was shown that the occurrence of such
oscillations in frequency is a direct consequence of the
exchange field h. Similarly, in the BdG approach they
arise from the superposition of the different excitations
in the spin-up and down bands and thus disappear when
the system is completely polarized. This explains why in
panel (e) and (f), at x = 90, 100, only pair correlations
in the inverse proximity regime (J/t = 0.35) are finite.
Note that the frequency integration of F (ix, ω) yields the
local (equal time) Gor’kov function ∆(x) = f0(ix, t = 0)
at x which vanishes in the F region and thus requires a
cancellation of the finite contributions to F (ix, ω).
Finally, we note in panels (d-f) that there are smaller
oscillations, both in magnitude and frequency, super-
posed to the large oscillation of F (ix, ω) just mentioned.
These are the same small oscillations found in all curves
of panels (b,c) and are related to the discrete spatial lat-
tice.
We used everywhere m instead of Sz so i changed it in
the following paragraph and removed the sentence that
refers to the z-axis choice. The results of this section IV
were obtained for singlet pair correlations generated in
8the S and leaking into the F. A similar behavior is also
found for the m = 0 triplet correlations brought about
in the F region. In the SF hybrid structure with periodic
boundary conditions studied here, there are no m = ±1
triplet components since the magnetic inhomogeneities
are found in the magnitude of the magnetization while its
orientation is fixed. This contrasts the magnetic and su-
perconducting inhomogeneities discussed here from those
of previous work.7,8,20–22
V. CONCLUSION
We have analyzed proximity effects in a FS het-
erostructure in which the F is described within an ex-
tended Hubbard-type model where the ferromagnetic ex-
change arises from intersite contributions of the Coulomb
interaction. Such a description allows the self-consistent
treatment of both superconducting and magnetic order
parameters which gives rise to features not present in ap-
proaches where the exchange field is fixed inside the F. In
particular, we have found that for small exchange inter-
actions and onsite correlations the magnetization close
to the interface may be suppressed by the S correlations
which significantly alters the decay of the pair correla-
tions inside the F. Similar for large exchange couplings
the system shows an instability towards phase separa-
tion which is also realized close to the interface with a
concomitant suppression of the magnetization. As a con-
sequence the S correlations extend far inside the phase
separated region and only get suppressed when the mag-
netization recovers at some distance from the interface.
The correlations leak much deeper than for the effec-
tive field model; this may significantly affect the Joseph-
son current and is being investigated. Such an instabil-
ity towards phase separation is also inherent in double-
exchange models for ferromagnetism which are usually
considered to be appropriate for transition metals48.
Therefore, we expect that these aspects of our results
are also valid in such systems and are planned in future
investigations. In the present paper we have restricted
ourselves to collinear magnetic structures. However, mi-
croscopic magnetic models usually show also more com-
plex magnetic structures in some part of the phase di-
agram, as for example the antiferromagnetic spirals in
panel (b) of Fig. 2 for J/t = 0.1. A heterostructure where
the ferromagnet displays a spiral rotation would also in-
duce m = 1 triplet components inside the F. As a result,
we expect that the pair correlations inside the F have a
pronounced influence on the periodicity of such magnetic
structures. Work in this direction is in progress.
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Appendix A
The matrices defined in Eq. (10) are given by
T
i,i+x
(ky) =

−t+ 2Jxi (kxi,↑ + kxi,↓)∗ 0 0 2Jxi px(i)
0 −t+ 2Jxi (kxi,↑ + kxi,↓)∗ 2Jxi px(i+ x) 0
0 2Jxi p
x(i) t− 2Jxi (kxi,↑ + kxi,↓) 0
2Jxi p
x(i+ x) 0 0 t− 2Jxi (kxi,↑ + kxi,↓)
 (A1)
and
V
i
(ky) =

−2t cos(ky) + v↑,↑(i) v↑,↓(i) 0 Uif0(i) + 2Jyi py(i)
v↓,↑(i) −2t cos(ky) + v↓,↓(i) Uif0(i) + 2Jyi py(i) 0
0 Ui∆
∗
i + 2J
y
i [p
y(i)]∗ 2t cos(ky)− v↑,↑(i) v∗↑,↓(i)
Ui∆
∗
i + 2J
y
i [p
y(i)]∗ 0 v∗↓,↑(i) 2t cos(ky)− v↓,↓(i)
 (A2)
with the following abbreviations
vσ,σ(i) =
Ui
2
(ni − σmi) + V loci − µ+ hi,zσ
− Jxi−x(ni−x + σmi−x)− Jxi (ni+x + σmi+x)
− 2Jyi (ni + σmi) + 4Jyi Re[(kyi,↑ + kyi,↓)eiky ]
v↑,↓(i) = −Ui〈S−i 〉 − 2Jxi−x〈S−i−x〉 − 2Jxi 〈S−i+x〉
− 4Jyi 〈S−i 〉
ni =
∑
σ
〈ni,σ〉
mi =
∑
σ
σ〈ni,σ〉 (σ = ±1)
〈S−i 〉 = 〈c†i,↓ci,↑〉 =
1
Ny
∑
ky
〈c†i,↓(ky)ci,↑(ky)〉
kxi,σ = 〈c†i,σci+x,σ〉 =
1
Ny
∑
ky
〈c†i,σ(ky)ci+x,σ(ky)〉
kyi,σ = 〈c†i,σci+y,σ〉 =
1
Ny
∑
ky
e−iky 〈c†i,σ(ky)ci,σ(ky)〉
px(i) = 〈ci,↓ci+x,↑〉 = 1
Ny
∑
ky
〈ci,↓(ky)ci+x,↑(ky)〉
py(i) = 〈ci,↓ci+y,↑〉e−iky + 〈ci+y,↓ci,↑〉eiky .
9Appendix B
In Sec. III we discuss the magnetic state of the F alone,
in the correlated single band model, Eq. (9). Spiral mag-
netic solutions with the Ansatz 〈S±i 〉 = S0 exp(±iqRi)
are obtained by factorizing Eqs. (3, 4) with respect to
the operators
S+(−)q =
∑
k
c†k+q↑(↓)ck↓(↑) .
Since the charge density for these solutions is constant
Hartree terms are neglected as they only shift the en-
ergy by a constant value. For a given momentum q the
resulting energy is given by
E(q) =
N∑
k
〈(
c†k+q↑c
†
k↓
)
H
(
ck+q↑
ck↓
)〉
+ 4JNS20(cos(qx) + cos(qy))− 2JN(v2x + v2y) + UNS20 , (B1)
where
H =
(
εk+q +
2J
t [vx cos(kx + qx) + vy cos(ky + qy)] − 4JS0t [cos(qx) + cos(qy)]− US0t
− 4JS0t [cos(qx) + cos(qy)]− US0t εk + 2Jt [vx cos(kx) + vy cos(ky)]
)
. (B2)
The quantities
vx/y =
1
N
∑
kσ
cos(kx/y)〈nkσ〉 .
renormalize the kinetic energy via the magnetic interac-
tion and have to be determined self-consistently.
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