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Abstract
A graph is integral if the spectrum (of its adjacency matrix) consists entirely of integers.
In this paper, we begin the search of those integral graphs which are nonregular, bipartite and
have maximum degree 4. Here, we investigate the structure of these graphs, and provide many
properties which facilitate a computer search. Among others, we have shown that any graph in
question has not more than 78 vertices. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Graph spectrum; Integral graphs; Spectral moments
0. Introduction
We shall consider only simple graphs (i.e. undirected graphs without loops or mul-
tiple edges). Given a graph G = (V (G); E(G)), its adjacency matrix A(G) = [aij] is
a (0; 1)-matrix with aij = 1 if and only if the corresponding vertices i; j are adjacent.
The spectrum of A(G) is also called the spectrum of G. We shall assume that the
eigenvalues of G
	1(G)¿	2(G)¿ · · ·¿	n(G) (n= |V (G)|)
are given in nonincreasing order. The corresponding set of eigenvalues is denoted
by Sp(G). For a given 	∈Sp(G), m(	) denotes its multiplicity. Mk(G) =
∑n
i=1 	i(G)
k
(k¿0) is the spectral moment of the kth order.
Given U ⊆V (G), G−U denotes the subgraph of G obtained by deleting the vertices
from U ; G〈U 〉= G − U ′, where U ′ = V (G) \ U , i.e. it is a subgraph (of G) induced
by U . If U = {u}, we simply write G− u instead of G−{u}. For a pair of vertices u
and v, d(u; v;G) denotes their distance (i.e. the length of a shortest path between them).
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We also have: Vi(v;G) = {u : d(v; u;G) = i} (the ith neighbourhood of v — for i= 0,
we have V0(v;G) = {v}; for i=1, we write V1(v;G) =(v;G)); deg(v;G) = |(v;G)|
(the degree of v); (G)=max{deg(v;G) : v∈V (G)} (the maximum (vertex) degree);
ecc(v;G) = max{i : Vi(v;G) = ∅} (the eccentricity of v); diam(G) = max{ecc(v;G) :
v∈V (G)} (the diameter).
Let us consider the following partition of the vertex set of a graph with respect
to a Ixed vertex. Given G and r ∈V (G) (the root of the partition), then V (G) =⋃
i¿0 Vi(r;G). This partition will be called a distance partition of G (with respect
to r). Let G6i(r;G) = G〈
⋃
h6i Vh(r;G)〉, whereas G¿i(r;G) = G〈
⋃
h¿i Vh(r;G)〉. If
v∈Vi(r;G), then Jdeg(v;G; r) = |(v;G) ∩ Vi−1(r;G)| and deg(v;G; r) = |(v;G) ∩
Vi+1(r;G)| (to be called up-degree and down-degree of v, respectively, of course, with
respect to r). Clearly, deg(v;G)=deg(v;G; r)+ Jdeg(v;G; r) if G is bipartite. Whenever
possible, we shall use to suppress the graph name in the adopted notation (the same
applies for the root in the distance partition).
For all other facts on graph spectra (or terminology) see [5] and=or [7] (resp. [9]).
A graph is integral if its spectrum is integral (in other words, all its eigenvalues are
integers). The Irst observations on integral graphs were made by Harary and Schwenk
[10]. So far, there are many results on some particular classes of integral graphs, such
as: trees [19,18,11]; graphs with maximum degree 3 [6]; cubic graphs [3,4,15]; graphs
with maximum degree 4 [12,16] (see also [1,2]); 3-complete graphs [14] (general
problem seems to be intractable).
1. Preliminaries
Let S denote the set of all (connected) integral graphs which are nonregular, bipartite
and have the maximum degree 4. Here, we Irst give some useful results from spectral
graph theory and=or matrix theory, and then deduce some elementary facts about graphs
from S.
The Irst result is known as an interlacing theorem, see, for example, [5, p. 19].
(Recall, the eigenvalues of any graph and=or matrix are given in nonincreasing order.)
Theorem 1.1. Let A be a real symmetric matrix of order n; and let B be one of its
principal submatrices of order m. Then 	n−m+i(A)6	i(B)6	i(A); where i = 1; : : : ; m.
Theorem 1.2. Let G be a connected graph. Then the following holds:
1. 	1(G)¿	2(G) (cf. Theorem 0:3 [5; p. 18]);
2. 	1(G)¿	1(H); for any (proper) induced subgraph H of G (cf. Theorem 0:6
[5; p. 19];
3. Jd6	1(G)6 (here Jd is the average (vertex) degree of G) — the equality holds
on any side and=or both sides if and only if G is regular (cf. Theorems 3:6 and
3:8 [5; pp. 83–84]).
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Fig. 1.
The next result is due to Smith [17] (see also [5, p. 79]); it completely characterizes
those graphs whose index (i.e. the largest eigenvalue) does not exceed 2.
Theorem 1.3. Let 	1(G) be the index of a graph G. Then 	1(G)62 (	1(G)¡ 2) if
and only if each component of G is a subgraph (resp. proper subgraph) of one of
the graphs shown in Fig. 1; all of which have index equal to 2.
The graphs of Fig. 1 will be referred to subsequently as Smith graphs (n stands for
the number of vertices). The next result is taken from [13] (cf. Theorem 3:2).
Theorem 1.4. Let G be a (connected) graph having v as a cut-vertex. Then we have:
1. if at least two components of G−v have indices greater than 2; or if one component
has an index greater than 2 while some other has an index equal to 2; then
	2(G)¿ 2;
2. if at least two components of G − v have indices equal to 2 and all other have
indices less than 2; then 	2(G) = 2;
3. if at most one component of G − v has an index equal to 2 and all other have
indices less than 2; then 	2(G)¡ 2.
Theorem 1.5. If G is a bipartite graph; then:
1. M2(G) = 2m;
2. M4(G) = 2m+ 4f + 8q;
3. M6(G) = 2m+ 12f + 12g+ 48q+ 12e + 12h+ 6p;
where the above parameters denote the number of subgraphs of G equal to the graphs
of Fig. 2 (a label below some graph refers to the corresponding parameter).
Proof. It is well known that Mk(G) is (for any graph) equal to the trace of the kth
power of its adjacency matrix, and hence to the total number of closed walks of length
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k in G. Hence, if G is bipartite and k odd, then Mk(G) = 0. If k64 is even, then
parts 1 and 2 follow by direct checking. For k = 6, all subgraphs of G that can be
traced by closed walks of length 6 are shown in Fig. 2 (the labels at vertices denote
the number of closed walks of length 6 starting and terminating at the corresponding
vertex). Now part 3 follows by a simple counting.
We shall now deduce some elementary facts about graphs from S.
Fact 1. If G ∈S; then Sp(G)⊆{−3;−2;−1; 0; 1; 2; 3}. In addition; if 3 ∈Sp(G); then
G = K1;4.
Recall G is nonregular and thus 	1(G)¡ 4 (see Theorem 1.2(3)). If 	1(G)62, then
(by Theorem 1.3) we get G = K1;4. Notice also, since G is bipartite, its spectrum
(regarded as a set of points on the real axis) is symmetric with respect to the origin
(see Theorem 3:11 [5, p. 87]).
Fact 2. If G ∈S; then diam(G)66.
Recall diam(G)6d− 1, where d= |Sp(G)| (see Theorem 3:13 [5, p. 88]).
Remark 1.1. It was proved in [8] (cf. Theorem 5:2) that ecc(v;G)6|{i : Piev = 0}|−1,
where Pi is the projection matrix (in the spectral decomposition A=
∑d
i=1 $iPi of the
adjacency matrix of the graph G) corresponding to ith eigenspace, while ev is the vth
unit vector from the standard basis which corresponds to the vertex v of G (see [7]
for more details).
From the two facts above we immediately get that S is a Inite set, but possibly
with very large graphs as members (the bound on n is not below 1000 vertices).
Fact 3. If G ∈S; and if H is a proper (induced) subgraph of G; then 	1(H)¡ 3.
This follows from the interlacing theorem and Theorem 1.2(2). The next fact follows
only from the interlacing theorem.
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Fact 4. If G ∈S; and if H is a proper (induced) subgraph of G; then 	2(H)62.
We now introduce some more notation. Let n(a; b;U ) be the number of eigenvalues
(counting the multiplicities) of G−U which belong to interval (a; b). Then we have:
Lemma 1.6. Under the above assumptions; n(a; b;U )6n(a; b; ∅) + |U |.
Proof. By induction on cardinality of U . Namely, by making use of the interlacing
theorem, we easily get that n(a; b;U ′)6n(a; b;U )+1, where U ′=U ∪{u}(u ∈U ). So
the proof follows at once.
Thus we have:
Fact 5. If G ∈S; then the following holds: (i) n(0; 1;U )6|U |; (ii) n(1; 2;U )6|U |;
(iii) n(2; 3;U )61.
(Notice that (iii) from above follows directly from the interlacing theorem.)
2. Structural considerations
Assume G ∈S, and as well G = K1;4 (see Fact 1 of Section 1). If not mentioned
otherwise, let r be a Ixed vertex of G whose degree is equal to 4. For the sake of
brevity, we put GA = G62(r) and GB = G¿3(r).
We consider Irst the structure of GA. Since the list of all possible candidates is not
too short, we shall oLer here only some details regarding up-degrees of vertices from
the second layer, i.e. V2(r). For this aim, deIne ni = |{u∈V2 : Jdeg(u) = i}. Now we
have:
Proposition 2.1. Under the above assumptions;
∑4
i=0 i ni612. In addition; it holds:
1. n461 (if n4 = 1; then n164; n2 = n3 = 0);
2. n362 (if n3 = 2; then n2 = 0; if n3 = 1; then n262);
3. n264.
Proof. The Irst inequality is obvious (i.e. the number of edges between vertices from
V1 and V2 is at most 12). Other restrictions are computational ones (they are based on
Facts 3 or 4 of Section 1).
Consider now the structure of GB.
Proposition 2.2. Under the notation from above, if G ∈S; then:
1. the index of GB is at most 2;
2. if H is any component of GB whose index is equal to 2; then any vertex from V2
is adjacent to at least one vertex from H .
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Proof. We shall prove only part 1 (part 2 is proved quite similarly). Assume there
is a component of GB, say H , whose index is greater than 2. Let x∈V2 be a vertex
adjacent to any vertex of H . Now x is a cut-vertex in the subgraph (of G) induced by
the vertices from V0 ∪ V1 ∪ {x} ∪ V (H). But then, by Theorem 1.4(1) and interlacing
theorem, we get 	2(G)¿ 2, a contradiction.
From the above proposition (part 1), it follows that each component of GB is a
subgraph of some Smith graph. From part 2, it follows that GB can have at most 3
components which are Smith graphs (recall, the maximum degree of G is 4). In what
follows, let s(r) denote the number of components which are Smith graphs.
Proposition 2.3. If G ∈S; then
|V (G)|6


36 if s(r) = 3;
52 if s(r) = 2;
68 if s(r) = 1;
84 if s(r) = 0:
Proof. Let a; b; c be the multiplicities of ±2;±1; 0 as the eigenvalues of G, respectively
(clearly, the multiplicity of ±3 is 1). Let m= |E(G)|, and put l=m− n+ 1 (i.e. it is
the number of independent cycles of G). 1 By Theorem 1.5 we have
n= 2 + 2a+ 2b+ c; m= 9 + 4a+ b
Therefrom, we get
n= 6a+ 18− 2l− c: (1)
Case 1: s(r) = 3
Now we have: a6|V2|+ 2. To see this, delete all vertices from V2 except one and
also just one vertex from each component of GB which is equal to some of Smith
graphs (in fact, now all components are Smith graphs — follows from Proposition
2.2(2)). Then the claim follows from Theorem 1.4(3) — also recall that the deletion
of any vertex decreases the multiplicity of some eigenvalue at most by one. Next
l¿3(|V2|−1) (as can be easily seen by making use of Proposition 2.2(2)). Therefrom
we get n636− c.
Case 2: s(r) = 2
Now a6|V2|+1 and l¿2(|V2|−1) (see Case 1). Therefrom we get n62|V2|+28−c.
Since |V2|612, we get n652− c.
1 Notice also that l (with respect to any distance partition) can be expressed via up-degrees in the following
way:
l =
n∑
i=1
( Jdeg(vi)− 1):
Namely, each time we add an edge between the vertex from lower layer to the upper one we form (exactly)
one independent cycle.
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Case 3: s(r) = 1
Now a6|V2| and l¿|V2| − 1 (see Case 1). Therefrom we get n64|V2| + 20 − c.
Since |V2|612, we get n668− c.
Case 4: s(r) = 0
Now a6|V2| − 1, and thus n66|V2| + 12 − 2l − c. Since |V2|612, we get
n684− c.
Remark 2.1. The above bounds can be further improved. For example, it can be shown
that whenever |V2(r)|= 12, there is an other root r′ (of course of degree 4) such that
|V2(r′)|611. In particular, this implies that the largest bound equal to 84 becomes 78.
More can be done by taking l and c into consideration.
Now we shall show that the eccentricity of a root (of degree 4) is at most 5.
Proposition 2.4. Let G ∈S. Then
1. if G has the form given in Fig. 3((a) or (b); then deg(u) = 4;
2. G cannot have the form as shown in Fig. 3(c) or (d).
Proof. Clearly, we can assume ±3∈Sp(G). Also, we can assume that ±1;±2∈Sp(G);
otherwise, we are done (see [1]). So we may assume that ±3;±2;±1; 0 are the eigen-
values of G of multiplicities 1; a; b; c, respectively.
Let G′ = G − r (r is as shown in Fig. 3). The tentative eigenvalues of G′ are
	1; 2; 	2; 1; 	3; 0;−	3;−1;−	2;−2;−	1;
with multiplicities
1; a′; 1; b′; 1; c′; 1; b′; 1; a′; 1;
respectively. By the interlacing theorem we have: 	1 ∈ (2; 3), 	2 ∈ (1; 2) and 	3 ∈ (0; 1)
provided these eigenvalues exist. It is also well known that |a−a′|61, |b−b′|61 and
|c − c′|61 (see, for example, [7, p. 153]). For convenience, let us deIne:
NMk = Mk(G) − Mk(G′) (k ∈N), ) = a − a′, * = b − b′ and + = c − c′. By using
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Theorem 1.5 we get
NM2 = 2
(
9 + 4)+ * −
∑
i
	2i
)
= 2(m− m′);
NM4 = 2
(
81 + 16)+ * −
∑
i
	4i
)
= 2(m− m′) + 4(f − f′) + 8(q− q′);
NM6 = 2
(
729 + 64)+ * −
∑
i
	6i
)
= 2(m− m′) + 12(f − f′) + 12(g− g′) + 48(q− q′) + 12(e − e′)
+12(h− h′) + 6(p− p′):
Since the proofs of all statements are quite similar, we shall consider only the graph
from Fig. 3(b). Then we have∑
i
	2i = 4)+ * + 8; (2)
∑
i
	4i = 16)+ * + 76; (3)
∑
i
	6i = 64)+ * + 710− 3(p− p′): (4)
Assume Irst that )=−1. Then from (2) we obtain ∑i 	2i65, and thus ∑i 	4i625.
On the other hand, from (3) it follows
∑
i 	
4
i¿59 — a contradiction.
Assume next that ) = 0. If *60, then we get a contradiction in the same way as
above. So let * = 1. Then from (2) and (3) we Irst get∑
i; j
	2i 	
2
j = 2: (5)
By making use of identity
∑
i
	6i = 3
(∏
i
	2i
)
+
∑
i
	2i
(∑
i
	4i −
∑
i; j
	2i 	
2
j
)
; (6)
we easily get from (2)–(5) that 12 =
∏
i 	
2
i + (p − p′). Since p − p′ ∈{1; 2; 3}, we
in fact have that 	21; 	
2
2; 	
2
3 are the roots of cubic equations t
3 + a1t2 + a2t + a3 = 0,
where a1 =−9; a2 =2; a3 ∈{9; 10; 11}. Now a contradiction appears since each of the
corresponding equations has a root which is not a real number.
Finally, assume that )=1. If *=−1 (or *=0) from (2) and (3) we get∑i; j 	2i 	2j=15
(resp.
∑
i; j 	
2
i 	
2
j = 26). Proceeding then as above, by making use of (4) and (5), we
get a contradiction, namely that (
∏
i 	
2
i )¡ 0. So it remains to take * = 1. But then
from (2) and (3) we get
∑
i; j 	
2
i 	
2
j = 38, and by invoking (4) and (5), we get that
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20 =
∏
i 	
2
i + (p−p′). Since, p−p′ ∈{1; 2; 3}, we get that 	21; 	22; 	23 are the roots of
cubic equations t3 + a1t2 + a2t + a3 = 0, where a1 = −13; a2 = 38; a3 ∈{17; 18; 19}.
Now, a contradiction appears for a3 = 17 (for a3 = 18 the largest root is 9; for
a3 = 19 the largest root is greater than 9). So, when p− p′ = 3, we have deg(u) = 4,
as claimed.
Remark 2.2. If G ∈S; then G can be of the form described in Fig. 3(a); see, for
example, the graphs S11, S12 and S16 (of Fig. 4).
Assume G ∈S. Then we have:
Proposition 2.5. If deg(r) = 4; ecc(r)65.
Proof. Assume to the contrary that ecc(r) = 6 (it cannot be bigger than 6 by Fact 2).
So V6 is nonempty. Let GB(x) (x∈V6) be the component of GB (=G¿3) containing x.
In what follows, we will show that the index of GB(x) is in all allowed situations
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greater than 2 — a contradiction by Proposition 2.2. In other words, we shall identify
at least one of Smith graphs (see Fig. 1) which appears in GB(x) as a proper subgraph.
Assume Irst that 36deg(x)64. Accordingly we have: if deg(x)=4, then T6 appears
(in GB(x)); otherwise, if deg(x) = 3, we get T1(4) or T5.
Assume next that deg(x)=2. Let y1 and y2 be the neighbours of x (which are clearly
in V5), and let Z1 =(y1)∩V4 and Z2 =(y2)∩V4 (both sets are nonempty by virtue
of distance partitions). If Z1 and Z2 are not disjoint we are done: we get T1(4). The
same holds if |Z1|¿ 1 or |Z2|¿ 1 (then we get at least one of the graphs: T1(4), T1(6)
and T5). Now let Z1 = {z1} and Z2 = {z2}. Notice Irst that deg(y1) = deg(y2) = 2 is
not allowed due to Proposition 2.4(2), see Fig. 3(c). We can also exclude the situation
when deg(y1) = deg(y2) = 3 (then we get T1(4) or T2(3)), and as well the situations
when deg(y1) or deg(y2) is equal to 4 (then T6 appears). So it remains to assume that,
say, deg(y1)=2 and deg(y2)=3. Now if deg(z1) = 2 we are done (then we get T1(4)
or T2(3)). Otherwise, if deg(z1)= 2, we are done by Proposition 2.4(2), see Fig. 3(c).
Finally, assume that deg(x) = 1. Let y be the neighbour of x (clearly x∈V5), and
let Z =(y)∩V4. If |Z |=3, then we get T1(4) or T6. If |Z |=2, i.e. Z = {z1; z2}, then
we are done by the following reasons: if z1 and z2 have a common neighbour other
than y, then T1(4) appears; if deg(z1) or deg(z2) is greater than 2, then T2(2) appears;
if deg(z1) = deg(z2) = 2, then we get a contradiction by Proposition 2.4(2) — see
Fig. 3(d). So, in what remains, |Z |= 1, i.e. Z = {z}. By Proposition 2.4(1), we have
that deg(z) = 4, but then we get T6.
Remark 2.3. The statement of Proposition 2.5 is best possible in the sense that there
exists a graph from S such that ecc(r) = 5 (see, for example, S11 of Fig. 4).
3. Some examples of graphs from S
Several graphs from S can be constructed from smaller integral graphs using two
operations: graph sum and graph product — both are the special cases of NEPS (see [5,
p. 65]) with respect to bases {(0; 1); (1; 0)} and {(1; 1)}, respectively. By using graph
sum for any (nonregular) integral graph with maximum degree 3 (see [6]) and K2, we
get a (nonregular) integral graph with maximum degree 4 (see, for example, graphs
S8 and S10 of Fig. 4). Also, by taking any (nonregular and nonbipartite) integral graph
with maximum degree 4 (see [16]) and multiplying it by K2, we get a (nonregular
and bipartite) integral graph with maximum degree 4. The latter construction applies
in general: it enables a construction of a bipartite integral graph (of Ixed maximum
degree) from the nonbipartite one of the same maximum degree (see [15]). More
details on this can be found in our forthcoming paper [1] (note that the graph of Fig. 5
can be obtained in this way).
Another way of obtaining graphs from S is by applying a brute force algorithm.
Graphs with the number of vertices up to 16 have been generated using this method.
They are shown in Fig. 4.
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Fig. 5.
In Fig. 5 we give a graph from S with 26 vertices — the largest one known so far.
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