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Abstract
In most error correction coding (ECC) frameworks, the typical error
metric is the bit error rate (BER) which measures the number of bit errors.
For this metric, the positions of the bits are not relevant to the decoding,
and in many noise models, not relevant to the BER either. In many
applications this is unsatisfactory as typically all bits are not equal and
have different significance. We look at ECC from a Bayesian perspective
and introduce Bayes estimators with general loss functions to take into
account the bit significance. We propose ECC schemes that optimize
this error metric. As the problem is highly nonlinear, traditional ECC
construction techniques are not applicable. Using exhaustive search is cost
prohibitive, and thus we use iterative improvement search techniques to
find good codebooks. We optimize both general codebooks and linear codes.
We provide numerical experiments to show that they can be superior to
classical linear block codes such as Hamming codes and decoding methods
such as minimum distance decoding.
1 Introduction
The information bit error rate (BER) in classical error coding is based on
the Hamming distance, i.e. the number of bits that are different between
the symbols at the transmitter and the decoded symbols at the receiver. For
this metric, the positions of the source bits where the error occurred are not
significant. This is unsatisfactory since in many scenarios all source bits are
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not equal and have different significance. For instance, representing an integer
in binary, the bits will have different significance with the difference increasing
exponentially with its position, and an error in the most significant bit is
much more problematic than an error in the least significant bit. Furthermore,
the relationship between the difference |i − j| of two integers i and j and the
Hamming distance when expressed as bitstrings is nonlinear and nonmonotonic.
For instance, the numerical difference between the numbers 8 and 7 is 1, but
expressed as bits, their Hamming distance is 4. On the other hand, the difference
between 0 and 2k is 2k, but have a Hamming distance of 1. In image compression
[1], the discrete cosine transform (DCT) coefficients for lower frequencies are more
important than the higher frequencies coefficients and luminance coefficients
are more important than chrominance coefficients as the human visual system
exhibits low-pass behavior and is more sensitive to luminance changes. In stored-
program computers, where both program data and instruction data are stored
in memory, the program instruction code is more critical than program data as
an erroneous instruction can cause the machine to crash whereas incorrect data
typically leads to incorrect results, but not cause a machine to crash [2].
The purpose of this paper is to consider some approaches to take into account
the difference in significance of the source bits in the context of communication
systems or storage systems where error correcting codes are used to combat
channel noise.
2 Notation and setup
For an integer in the range 0 ≤ n < 2k, let bk(n) denote the k-bit representation
of n, e.g. b4(9) = 1001. Let us denote the bijection between symbols s ∈ S
(also called information or source symbols) and codewords c ∈ C by Φ. We
assume that each symbol in S occurs with equal probability in the data stream,
i.e. ∀s ∈ S, p(s) = 1|S| . The standard setup [3] is shown in Fig. 1, where each
symbol s is mapped to the corresponding codeword c = Φ(s) via the codebook
Φ and transmitted through the channel1. The act of the codewords moving
through the channel incurs errors because of the noisy channel. This channel
can be physical space in the case of communication channels or time in the case
of storage systems. At the receiver, the received noisy word c′ is decoded as
D(c′) = c∗ ∈ C and the decoded symbol is retrieved2 as s∗ = Φ−1(c∗).
source data
codeword cΦ channel decoder decodedsymbol s*noisy word
        c'
codebook
symbol s decoded
codeword c*
Φ-1D
Figure 1: Communication system setup
1As we focus on ECC, we will ignore channel modulation/demodulation for now.
2The mapping Φ−1 can be efficiently implemented via a hash table which is indexed by
codewords and maps codewords to symbols.
2
3 Ideal observer, maximum likelihood and min-
imum distance decoding
Given a transmitted codeword c and a received word c′ (that may or may not be
a codeword in C), the ideal observer decoding [4] returns the codeword c∗ such
that c∗ = argmaxw∈Cp(w|c′) where p(w|c′) is the probability that codeword w
is sent given that c′ (which is not necessarily a codeword) is received. Given our
assumption of a uniform prior distribution for codewords c, this is equivalent to
maximum likelihood decoding. For certain channel models (e.g. binary symmetric
channel with p < 0.5), this is equivalent to minimum distance decoding.
4 Error rate in source symbol space
To take into account the difference in significance of the bits of the source
symbols, instead of BER, we need an error metric that measures the dif-
ference between source symbols. Let us consider the following error rate:
eδ = limN→∞ 1N
∑N
i=1 δ(s(i), s
∗(i)) where s(i) is the i-th source symbol and
s∗(i) is the i-th decoded symbol. The function δ measures the difference between
the transmitted symbol and the decoded symbol in the source symbol space.
In our example of comparing integers, we define the following two functions:
δ1 = |b−1k (s)− b−1k (s∗)| and δ2 = (b−1k (s)− b−1k (s∗))2 , i.e. the difference (resp.
squared difference) between s and s∗ when expressed as integers.
In order to minimize this error rate, we optimize both the decoding method
D and the codebook Φ. We will look at the optimization of each of these in turn.
5 Bayes estimator
In Bayesian estimation theory [5], the Bayes estimator c∗ minimizes the expected
loss E(L(s∗, s)|c′), where L(s∗, s) is a loss function measuring the difference
between the decoded source symbol s∗ and the transmitted source symbol s.
For example, let ai(x) denote the i-th bit of x, then one possible loss function is
L(s∗, s) =
∑
i αi|ai(s∗)− ai(s)|. If we choose αi = 2i, then L(s∗, s) is equal to
the numerical value of the bitwise XOR of s∗ and s.
Consider the posterior distribution p(s|c′). For the additive white Gaussian
noise (AWGN) channel, p(s|c′) is proportional to g(µ,σ)(c′ − Φ(s)) where g is
the multivariate Gaussian pdf with mean µ and variance σ2. For a general
loss function on a finite discrete symbol space, the Bayes estimator can be
implemented by comparing all possible codebook candidates given the received
word. For the case when s is a scalar quantity and for some special forms of the
loss function, the following simple explicit forms of the Bayes estimator are well
known and lead to efficient implementations of the Bayes estimator:
• If the loss function is the 0-1 loss function, i.e. L(s∗, s) = 0 if s∗ = s
and 1 otherwise, then the Bayes estimator is the mode of the posterior
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distribution and is equivalent to the maximum-a-posteriori estimate or the
ideal observer.
• If the loss function is the squared error loss function, i.e. L(s∗, s) = (s∗−s)2,
then the Bayes estimator is the mean of the posterior distribution.
• If the loss function is the absolute value loss function, i.e. L(s∗, s) = |s∗−s|,
then the Bayes estimator is the median of the posterior distribution.
The Bayes risk is defined as Epi(L(s
∗, s)), where pi is the prior distribution of
s and the Bayes estimator is the estimator that minimizes the Bayes risk. Since pi
is the uniform distribution by our assumption, 1N
∑
i L(s
∗(i), s(i)) is an unbiased
estimator of the Bayes risk. Thus the Bayes estimator is the appropriate choice
in order to minimize 1N
∑
i L(s
∗(i), s(i)), which is equal to eδ if
L(s∗, s) = δ(s, s∗) (1)
This analysis shows that we should choose the loss function according to Eq.
(1).
6 An iterative improvement approach to finding
good codebooks
In the previous section we have determined the optimal decoding scheme for a
specific eδ and a specific codebook. Next we need to find an optimal codebook
Φ that minimizes eδ further. While Shannon’s channel coding theorems show
the existence of an optimal codebook asymptotically, finding a good codebook
for arbitrary lengths has proven to be a difficult task. If the error metric
is for instance a Hamming distance in the codeword space, then traditional
coding constructions (e.g. Hamming codes, block codes) can generate codebooks
efficiently via linear algebraic techniques, although ther performance is poor as
the codeword length grows. In fact, even for the Hamming distance metric, a
general construction of optimal code does not exist. In our case, the error is a
general error in the source symbol space and such techniques are not applicable
anymore. On the other hand, solving it via exhaustive search is not feasible for
codebooks of large lengths.
For many optimization problems where there is no gradient or the gradient
is difficult to compute, gradient-based nonlinear programming algorithms are
not applicable. In this case, AI-based optimization heuristics have proven to be
useful to find good and near-optimal solutions to such problems in much less time
than an exhaustive search would entail. In [6] such techniques have been used to
find codebooks minimizing the Hamming distance for small codebooks. One of
the contributions of this paper is to explore whether such AI-based optimization
methods can be used to construct a good codebook based on the bit-dependent
error metric.
To this end, we use the following heuristic. We find a codebook that min-
imizes the objective function v =
∑
i 6=j δ(si, sj)pc(Φ(si)|Φ(sj)) where pc(x|y)
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for x, y ∈ C is the probability of receiving codeword x when codeword y is
transmitted. The reason for choosing v in this form is that for a fixed symbol
s, the quantity
∑
si 6=s δ(si, s)pc(Φ(si)|Φ(s)) is an estimate of the mean error
between the transmitted symbol and received symbol when s is transmitted by
sampling only on the codebook and thus v is an estimate of the mean error
when the source symbols are transmitted with equal probability. For the AWGN
channel with zero mean and variance σ2, pc(x|y) is proportional to e−
dH (x,y)
2σ2
where dH is the Hamming distance. Thus we get
v =
∑
i 6=j
δ(si, sj)e
− dH (Φ(si),Φ(sj)))
2σ2 .
We use several search algorithms including genetic algorithm [7], and various
types of hill-climbing algorithms [8] to find codebooks that minimizes v. To
ensure the codewords are distinct, we add a penalty term to the fitness or
objective function whenever a candidate codebook satisfies dH(Φ(si),Φ(sj)) = 0
for some i 6= j. Note that the optimal notebook depends on the error function
eδ and the channel probability pc. For the genetic algorithm, the codebook
as a whole can be represented as a binary string forming a chromosome. Our
experiments found that a simple genetic algorithm with one point crossover and
swap mutation performs better than hill-climbing in minimizing v.
7 Comparison with related work
In unequal error protection (UEP), different classes of messages are assigned
different priorities and different ECC methods are applied to each class [9, 10].
While there are similarities in the sense that data of higher importance should
have more protection against communication errors, there are some differences
between UEP and the current approach. In particular, in most prior UEP
frameworks, the data is classified into multiple priority classes and different
ECC schemes are applied independently to each class and the errors between
the different classes do not trade off against each other. On the other hand, in
the current approach the bits have different significance and they all contribute
to the same objective (e.g. contributing to the value of an integer) and thus
their error correction should be treated holistically. To do this, we formulate
an optimization problem where the objective function combines the various bits
with different significances and thus such a trade off is possible. Furthermore,
a Bayes optimal decoder is proposed here which for certain objective functions
has a simple form and implementation.
While ML approaches have been applied to classical ECC code design (e.g.
[6]), it has not been applied to code design with different bit significance. Also,
in contrast to [6], the current approach can be a data-driven approach and
extendable to use information extracted from empirical channel data (see Section
8).
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8 Numerical results
In this section, we illustrate this framework by comparing the optimized code-
books and Bayes decoding with some well known linear block codes and decoding
methods. To show that this error metric is different from the traditional Ham-
ming distance metric, we show that codes optimized for this metric perform
better than Hamming codes under this metric. Note that Hamming codes are
perfects codes achieving the Hamming bound and thus are optimal under the
Hamming distance metric.
8.1 Block code of rate 4/7
In this case k = 4. Let the symbols be 0, 1, . . . , 15 and each symbol is mapped
to a length 7 binary string. We constructed an optimized codebook assuming an
AWGN channel with σ = 1. We simulate the performance of this codebook and
that of the Hamming (7,4) code [11]. We choose Hamming codes as a baseline as
they are perfect codes and achieve the Hamming sphere-packing bound. However,
as our experiments show, even though the Hamming code is optimal with respect
to the Hamming distance, it is not optimal when considering other types of error
metrics. We consider 3 decoding schemes:
1. Hard decoding: the received signal is quantized to a binary word and the
decoded codeword is the closest codeword with respect to the Hamming
distance.
2. Soft decoding: the decoded codeword is the nearest codeword with
respect to the Euclidean distance.
3. Bayes decoding, as described above. For an AWGN channel the received
noisy word is c′ = c + n and the Bayes estimator requires knowing (or
estimating) the variance of the noise. With the assumption that the
codewords are equiprobable, the variance of the codewords bits can be
easily computed as the population variance of the bits of codebook Φ.
Since the noise is uncorrelated with the codewords, the variance of the
noise can be estimated by subtracting the variance of the codewords bits
from the estimated variance of the received noisy bits.
We consider both error metrics eδ1 and eδ2 . As described earlier, the Bayes
estimator is simply the median and mean of the posterior distribution in the
symbol space S respectively. Furthermore, the codebook used is optimized by
minimizing v using a genetic algorithm for eδ1 resp. eδ2 . In particular, for eδ1 ,
an optimized codebook found by the genetic algorithm is:
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0 1 1 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 1 0 0 0
0 1 0 1 0 1 0
0 1 0 1 1 1 0
1 1 0 1 1 0 0
1 1 0 1 1 0 1
1 1 1 1 1 0 1
1 1 1 1 0 1 1
1 0 1 1 0 1 1
0 0 1 1 1 1 1
1 0 1 1 1 1 1
1 0 1 0 1 1 1
1 0 1 0 1 1 0
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where each row is a codeword and the first codeword corresponds to source
symbol 0 and the last codeword corresponds to source symbol 15. Because of
the additive white noise assumption, permuting the columns of this codebook
will not affect the error rate. On the other hand, permuting the rows of the
codebook (which corresponds to permuting the codewords) will affect the error
rate. This is in contrast to the Hamming distance error metric (for which the
Hamming code is optimized for) which does not change under permutation of
the codewords.
As the error metric measures the difference between symbols as integers, the
Hamming distance of the codewords in this optimized codebook are correlated
with the difference of the symbols as integers, not as bitstrings. For instance,
recall that 7 and 8 differ by 1 as integers but has a Hamming distance of 4 as
bitstrings. In this codebook the Hamming distance between the codewords for
7 and 8 is 1. Similarly, 8 and 0 differ by 8 as integers but have a Hamming
distance of 1 as bitstrings. In the codebook, the codewords for 0 and 8 have
a Hamming distance of 5. This is further illustrated in Fig. 2, where we show
a plot of the Hamming distance of the codewords ci and cj for i and j versus
|i− j|. Ideally, we want a linear relationship between the Hamming distance of
the codewords for i and j and log |i − j|, i.e., numbers that are further apart
numerically should have corresponding codewords with larger Hamming distance.
We see that the optimized codebook does a much better job at satisfying this
requirement than the Hamming (7, 4) code whose codewords only have a pairwise
Hamming distance of 3, 4 or 7.
For eδ2 , an optimized codebook is:
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Figure 2: Hamming distance of codewords of i and j versus |i− j| for rate 4/7.
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0 0 1 0 1 1 1
0 0 1 0 0 1 1
1 0 1 0 1 1 1
0 0 1 0 1 1 0
1 0 1 0 0 1 1
1 0 1 0 0 1 0
1 0 1 1 0 1 0
1 0 0 0 0 1 0
1 1 1 0 0 0 0
1 1 0 0 0 0 1
1 1 0 1 0 0 1
1 1 0 1 0 0 0
1 1 0 1 1 0 1
1 1 0 1 1 0 0
0 1 0 1 0 0 0
0 1 0 1 1 0 0
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To test the performance of the optimized codebooks and the various decoding
methods, we simulated the system using 106 random symbols encoded with the
codebook, modulated with baseband BPSK and transmitted through an AWGN
channel at various signal-to-noise ratios (SNR). We estimate the variance of the
noise as described above by using 104 samples at the receiver. The results of eδ1
and eδ2 versus SNR are shown in Figs. 3 and 4 using the respective optimized
codebook and Bayes decoder optimized for SNR = 0 db. We observe the following
in both figures: hard decoding is worse than soft decoding which is worse than
Bayes decoding. In all three decoding schemes, the optimized codebook performs
better than the Hamming code. For eδ1 , soft decoding performs almost as well
as Bayes decoding. For hard decoding, the optimized codebook can be worse
than the Hamming code for large SNR. This is because the codebook is tuned for
a specific noise SNR, and the performance improvement over the Hamming code
decreases (and can become inferior) as the SNR deviates from the tuned SNR (of
0 db in our examples). For eδ2 , using both an optimized codebook with Bayes
decoder results in an error that is about a third smaller than Hamming (7,4)
code with hard decoding. Finally, the benefits of using the optimized codebook
and Bayes decoding are more significant for eδ2 than for eδ1 .
8.2 Block code of rate 3/8
We repeated the same experiment with k = 3 and 8-bit codewords and compared
the optimized codebook with the Hadamard (8,3) code. The simulation results
for δ2 are shown in Fig. 5 which have similar trends as Fig. 4.
8.3 Block code of rate 8/12
Next, we consider a rate 8/12 code that maps 8-bit integers to 12-bit codewords
and compare an optimized codebook with the modified Hamming (12, 8) code.
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Figure 3: eδ1 versus SNR for the rate 4/7 optimized code compared with
Hamming (7,4) code.
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Figure 4: eδ2 versus SNR for the rate 4/7 optimized code compared with
Hamming (7,4) code.
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Figure 5: eδ2 versus SNR for the rate 3/8 optimized code compared with
Hadamard (8,3) code.
The simulation results for δ2 are shown in Fig. 6 which again have similar trends
as Fig. 4.On the other hand, because of the slow convergence time, the resulting
optimized obtained after a finite stopping time is far from optimal (as we will
see in Section 8.4)
Analogous to Fig. 2, we plot the Hamming distance of codewords of i and j
versus |i− j| in Fig. 7 and again the Hamming code is clustered around a few
Hamming distance.
8.4 Linear block codes
Searching the entire set of (n, k) block codes for an optimal codebook corresponds
to searching the space of 2k by n 0-1 matrices. In this section we restrict ourselves
to the set of linear block codes 3 which are defined by a k by n generator 0-1
matrix G. In this case, for a symbol expressed as a 1 by k row vector x of 0’s
and 1’s, the corresponding codeword is the 1 by n row vector given by xG where
the arithmetic is done in the field F2. Since the space of generator matrices
is much smaller than the space of block codes, the search can be done more
efficiently and the suboptimality of searching the subspace of linear codes is
compensated by faster convergence, in particular when the size of the codebook
is large. We find an optimized linear block code by using a genetic algorithm
to search the space of generator matrices. We show in Fig. 8 the rate 4/7
linear block code optimized for δ2. Compared with Fig. 4, we see that this code
performs worse that the code optimized over all codebooks, but it still performs
better than the Hamming (7,4) code over a range of SNR. The generator matrix
3of which the Hamming codes are an example of.
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Figure 6: eδ2 versus SNR for the rate 8/12 optimized code compared with
Hamming (12, 8) code.
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Figure 7: Hamming distance of codewords of i and j versus |i− j| for rate 8/12.
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G (in nonstandard form) is given by:
G =

0 1 0 1 0 1 1
0 0 0 0 1 0 0
0 0 1 0 0 0 0
1 0 0 0 0 0 0

On the other hand, when we consider the optimized linear block code for
rate 8/12 and comparing it with a Hamming (12,8) code, the conclusions are
different. Because of the size of the codebook, searching the codebook space is
much slower and after a similar number of generations of running the genetic
algorithm, optimizing the linear code (Fig. 8) results in a better codebook than
searching over the codebook space (Fig. 6). This indicates that the codebook
obtained by searching the codebook space is far from optimal.The generator
matrix of the optimized linear code is given by:
G =

0 1 1 0 1 0 0 1 0 1 0 0
1 0 0 1 0 1 1 1 1 0 1 1
1 0 0 0 0 0 1 0 1 0 1 1
1 0 0 0 0 0 0 0 1 0 1 0
1 0 0 1 0 0 1 0 1 0 0 1
1 0 0 1 0 0 1 0 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 1 0

In Fig. 10 we also plot the Hamming distance of two codewords ci and cj
versus |i− j| for the optimized linear rate 8/12 code. When compared with Fig.
7 this is another indication that the optimized linear code is better than the
optimized codebook due to the faster convergence and the finite stopping time.
9 Signed integers in two’s complement format
So far we have considered nonnegative integers represented as bitstrings. The
same approach can be applied to signed integers. Of course, the optimal codebook
can be very different in this case. Consider the case of representing positive and
negative integers −2k−1 ≤ i < 2k−1 in k-bit 2’s complement format. Note that
in this case the Hamming distance between 0 and −1 is k. For the case k = 4,
rate 4/7, the optimized codebook for eδ2 is:
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Figure 8: eδ2 versus SNR for the rate 4/7 optimized linear code compared with
Hamming (7,4) code.
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Figure 9: eδ2 versus SNR for the rate 8/12 optimized linear code compared with
Hamming (12,8) code.
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Figure 10: Hamming distance of codewords of i and j versus |i− j| for rate 8/12.
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
0 0 0 1 0 1 1
0 0 0 0 1 1 1
0 0 0 1 1 1 1
1 0 0 1 1 1 1
0 1 0 1 1 1 1
1 1 0 0 1 1 1
1 1 0 1 1 1 1
1 1 1 1 1 1 1
1 1 1 0 0 0 0
0 1 1 0 0 0 0
1 0 1 0 0 0 0
0 0 1 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 1 1 0 0

where the first, 8-th, 9-th, and last row corresponds to s = 0, s = 7, s = −8, and
s = −1, respectively. The numerical results are shown in Fig. 11 which again
are very similar trendwise to Fig. 4.
      










Figure 11: eδ2 versus SNR where the source symbols are represented in 2’s
complement format.
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10 Concluding remarks
We proposed a framework for error correction coding that takes into account the
difference in bit significance in the source symbols by using an appropriate error
metric and minimizing it using a Bayes decoder and an optimized codebook
derived from iterative improvement search techniques. We show that the Bayes
decoder performs better than standard soft and hard minimum distance decoding
and that the optimized codebook performs better than classical linear block
codes such as Hamming codes.
The error metric based on the difference |i − j| is similar to assigning an
exponential weight 2d to the d-th bit. The same approach can be applied to
other ways of assigning significance to the various bits in the source bit stream
by defining δ appropriately. In addition, even though we have been discussing
the bits to be independent in terms of their significance, the loss function L
described above is more general in the sense that it compares two different source
symbols as a whole, not just comparing them bitwise, and thus can take into
account the correlation among bits.
Furthermore, we have considered the AWGN channel model in this paper,
but the Bayes estimator can be defined and the codebook can be optimized for
other channel models (such as BSC) as well. In such cases, deep neural networks
can be used to estimate the unknown channel and noise characteristics [12].
For instance, a data-driven approach can be used to estimate the probabilities
pc(Φ(si)|Φ(sj)) in the definition of v.
In the examples above, the symbol space S has size 2k. This is not a necessary
requirement; the optimized codebook can be built to map any number of m
symbols to n-bit codewords, resulting in a rate log2(m)/n code, thus providing
a more flexible tradeoff between rate and distortion.
The cases of a nonuniform prior distribution for the source symbols or the
addition of source (entropy) coding result in a more complicated source symbol
posterior distribution, Bayes estimator and the function v used in the heuristic.
In addition, the function v can be amended to optimize for multiple noise
SNR’s. Furthermore, noise models and parameters can be estimated by sending
intermittent probe bits through the channel [13]. Finally, different codebooks
can be used (and the codebook choice communicated between the transmitter
and the receiver) based on the (estimated) noise models and/or parameters.
In order to use a single codebook minimizing a specific objective function v,
we assume the same semantics for the data that is being transmitted. This is a
reasonable assumption especially for the data transfer of large scale data sets
where nearly all of the data are of the same type. For instance, in the transmission
of speech or other multimedia information, various header information is sent
to allow the receiver to know what type of data (e.g. DCT coefficients, ASCII,
etc.) are being sent and different codebooks can be used depending on the type
of data that is being sent.
These topics will be discussed in a future paper.
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