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ABSTRACT 
The purpose of the study was to gather validity evidence for a South African developed 
instrument designed to measure individual and contextual factors associated with adolescent 
substance use in low socio-economic status communities in the Western Cape, South Africa. 
Studies report high rates of substance use in these communities. This possibly points towards the 
impact of typical post-apartheid contextual factors on the development of adolescent substance 
use. The South African Substance Use Contextual Risk Questionnaire (SASUCRQ) measures 
adolescents’ subjective experiences of their own psycho-social and their communities’ 
functioning. The current study is located within a larger study which began the process of 
developing the SASUCRQ. The content validation and item writing processes were concluded in 
the larger study. Interviews conducted with various role-players in the relevant communities 
informed the development of the instrument while Bronfenbrenner’s ecological theoretical 
framework was used to conceptualise the instrument around a range of factors and later to 
organise the results into systems levels. One hundred and fourty seven items were written for the 
original 23 scales. The items were written in English and translated into Afrikaans. Four 
response categories were developed, namely “always”, “often”, “seldom” and “never”. The 
current study followed on from the larger study with a pilot study in order to pilot the items and 
format of the questionnaire. The instrument was then administered to Afrikaans and English 
home language-speaking school-going adolescents, ages 12 to 21 years. Item selection 
procedures were conducted on the Afrikaans version of the instrument and these results were 
applied to the English version. Iterative exploratory factor analysis was used at the item and scale 
levels to select and reassign items and scales. Second order factors were explored to evaluate the 
extent to which the instrument measures the hypothesised systems levels of the theoretical 
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framework. Twenty of the original scales were retained along with most of their items. The 
results of the second order factor analysis seemed to indicate that the instrument is measuring 
four constructs that were named the Micro_Individual Protective-Type, the Micro_Individual 
Risk-Type, the Macro-level and the Meso-level factors. It was possible to explain these second 
order factors in terms of the ecological theoretical framework in combination with a risk and 
protection theoretical model. External evidence procedures were used to evaluate the extent to 
which the instrument could discriminate between substance users and non-users. Hotelling’s    
tests demonstrated that 50% of the scales discriminated between the groups for both versions of 
the instrument.  For the Afrikaans version of the instrument, all four second-order factors 
discriminated between users and non-users, while two of the second-order factors discriminated 
between users and non-users in the English version. The construct equivalence of the two 
language versions of the SASUCRQ was explored using equality of reliabilities, tucker’s phi 
coefficients and identity plots. The study was not able to confirm construct equivalence at this 
stage and recommendations for further research in this regard were made.  
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CHAPTER 1 
INTRODUCTION 
1.1 INTRODUCTION AND BACKGROUND 
This study is concerned with factors that are contributing to the development of substance use 
amongst adolescents, specifically factors related to their psycho-social and their 
communities’ functioning. More specifically the purpose of the study is to validate an 
instrument to measure the subjective experiences and perceptions of individual and 
contextual factors that have an impact on the development of adolescents in low socio-
economic status Western Cape communities. While it is possible, and probably easier, to 
measure objective contextual indicators of these influences such as access to adequate 
housing or exposure to violence, this study’s main focus is the measurement of adolescents’ 
subjective experience of their own psycho-social and their communities’ functioning, and to 
validate the instrument that was developed for this purpose. 
The underlying question in the current study is thus whether the instrument being developed 
through this study is a reliable and valid measure of the individual and contextual factors as 
subjectively experienced by adolescents that are associated with adolescent substance use. 
Based on a review of the literature, a need for an instrument of this nature was identified in 
order to contribute towards an understanding of why it is that adolescents from the same 
communities with the same influences make different decisions regarding substance use. The 
thinking is that if we know what the possible factors are, then we may be able to identify the 
factors to be targeted in preventative interventions. This has been referred to as “prevention 
science” (Hawkins, van Horn & Arthur, 2004).  
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1.1.1 Study setting 
The reported extent of adolescent substance use in the Western Cape, compared to other 
regions in South Africa, and its impact on public health and crime rates in this region 
(Plűddemann, Parry, Bhana, Dada & Fourie, 2009a; United Nations office on drugs and 
crime [UNODC], 2009), demonstrate the need for a focus on this problem. Many studies 
discussed below report high prevalence rates amongst adolescents from low socio-economic 
status communities in Cape Town which point towards the impact of context on substance 
use.  
During the apartheid era all “black”1 and “coloured” people were forcibly removed from the 
urban areas designated for “white” people in accordance with the Group Areas Act (1966). 
Based on this law, individuals were segregated into areas allocated for specific races. People 
of colour were relocated to townships on the Cape Flats. Even now – post apartheid – history, 
language, economics and ethnic politics still contribute to homogeneity in these areas. Most 
“coloured” people still live on the Cape Flats in communities that remain poverty-stricken, 
and have to deal with serious social problems such as a high rate of unemployment and 
disturbing levels of gang activity and crime (Ratele & Duncan, 2003; Seekings & Nattrass, 
2006).  
Most of the residents in these disadvantaged areas are unemployed and live in poverty, which 
leads to high levels of criminal activity, gangsterism and trading in illicit substances as well 
as the use of these substances. Substance addiction, in turn, leads to more criminal activity to 
support the habit (Sauls, 2005; Vium, 2006). Because of these conditions, the South African 
government has earmarked these communities as nodal areas in need of urgent attention. 
                                                 
1
 The terms “black”, “coloured” and “white” were used as race classifications in apartheid South Africa to 
distinguish individuals according to different races. 
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These disadvantaged communities have been classified as having low socio-economic status 
schools, as discussed under sample selection in Chapter 5 (section 5.3.2.1.1). 
The identity development of the adolescents growing up in this climate is negatively affected 
by these conditions. This particular group of adolescents can relate to the experience of 
apartheid because it was recent enough for them to be conscious of the impact and its long-
term effects. On the other hand, it was long enough ago for them to expect more 
transformation in their personal circumstances (particularly since most of them were born 
post-apartheid – referred to as “born frees”). These adolescents often live with a sense of 
hopelessness and alienation which affects their development and subsequent choices. 
 
1.1.2 Extent of the problem 
Though the country is going through major social and economic transformation, the social 
injustices of the past have had a lingering effect on the health of previously disadvantaged 
people. This, along with social liberation, has led to public-health challenges such as the 
substance use crisis in South Africa. Flisher, Parry, Evans, Muller and Lombard, (2003) argue 
that the rates of substance use has increased because of demographic shifts, political and 
economic changes such as a new democratic government, the HIV/AIDS epidemic, changes 
in global production and the distribution and marketing of drugs. The tightening of laws in 
other countries has resulted in dealers looking for new markets to exploit in this country. The 
borders are also more open after apartheid, allowing for easier trade. Visser and Moleko 
(1999) agree that socio-economic and political changes affect risk behaviour. 
The reported extent of adolescent substance use in the Western Cape, compared to other 
regions in South Africa, and its impact on public health and crime rates in this region 
(Plűddemann et al., 2009a; UNODC, 2009), demonstrates the need for a focus on this 
problem. Substance use in the Western Cape poses an ever-increasing threat to public health 
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as well as apparently having a noticeable effect on the crime rate in this region. The 
“Coloured” communities in Cape Town are a huge concern since this is where the prevalence 
has increased the fastest over the last few years (Sylvester, 2010; De Vries, 2008; Myers, 
Louw & Fakier, 2008; Ward, et al., 2008; Wechsberg et al., 2008). The use of substances 
often leads to criminal behaviour (Myers, Louw & Fakier, 2007; Parry, Morojele, Saban & 
Flisher, 2004a; Parry & Pithey, 2006), as well as risky sexual behaviour and possible HIV 
infection (Needle, Kroeger, Belani & Hegle, 2006; Parry & Pithey, 2006; Parry, Plűddemann 
& Myers, 2007; Plűddemann, Parry, Flisher & Jordaan, 2008a; Simbayi, et al., 2006; 
Wechsberg et al., 2008). It also results in conflict in families and in many cases to psychotic 
and violent anti-social behaviour (Plűddemann, Parry, Myers & Bhana, 2004), along with a 
range of health consequences for the substance user. Kulis, Marsiglia, Sicotte & Nieri (2007) 
point out that substance use affects the brain, mental and social development as well as the 
academic progress of the adolescent.  
According to the South African Community Epidemiological Network on Drug Use 
(SACENDU) in a biannual report compiled by the Alcohol and Drug Research Unit of the 
Medical Research Council (MRC), 16 percent of patients treated for substance use in Cape 
Town were under the age of 20 years during the second half of 2011. The mean age for 
cannabis abuse was 20 years, for methamphetamine and heroin 25 years and for alcohol 38 
years (Plűddemann et al., 2009b). The report also suggested that the increase in heroin use by 
patients under 20 years in the Western Cape would be carefully monitored. In 2009 
SACENDU recommended a specific focus on prevention programmes for adolescents at risk 
of becoming involved with substances (Plűddemann et al., 2009b).  
Police statistics show a steady increase in substance-related crime in the Western Cape, from 
19,940 in 2003/2004 to 52,781 in 2008/2009. This comes to almost half of the national figure 
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for substance-related crimes, which rose from 62,689 in 2003/2004 to 117,172 in 2008/2009. 
Gie (2009) argues that this increase was due to depressed socio-economic conditions in the 
Cape Flats areas, but also due to the sharp increase in substance use in these areas over the 
last few years. Because of the physiological effect that substances have on the body, they 
affect not only levels of violence and crime, but also sexual risk behaviour, which in turn can 
lead to HIV infection. The sharing of needles (a common mode of heroin ingestion) can also 
contribute to the spread of HIV/AIDS. There is a considerable amount of research that has 
looked at the link between substance use and HIV infection in the Western Cape (Morris & 
Parry, 2006; Needle et al., 2006; Parry, Plűddemann & Myers, 2007; Parry & Pithey, 2006; 
Plűddemann, Flisher, Mathews, Carney & Lombard, 2008a; Simbayi, et al., 2006; Wechsberg 
et al., 2008). Generally speaking, substance use has an impact on the nation’s physical, social 
and economic health through lost productivity, overloaded legal and criminal justice systems, 
disproportionate shares of health care services, and the impact on families and schools, 
homelessness, physical and mental and social development as well as endangering the 
transition from adolescence to adulthood (Blanken, 1993). According to Brook et al. (2001) 
substance use by adolescents impedes psychological growth and functioning, works against a 
healthy lifestyle and manifests in violence and other illegal activities. 
 
1.1.3 Definition of terms 
The term “substance abuse” refers to the chronic or habitual use of any chemical substance to 
alter states of body or mind for other than medically warranted purposes (O’Brien, 1996). 
“Addiction” is defined as the continuing, compulsive nature of use of a drug despite physical 
and/or psychological harm to the user and society, and includes both licit and illicit drugs. 
The term "substance abuse" is now frequently used because of the broad range of substances 
(including alcohol and inhalants) that can fit the addictive profile (Morris & Parry, 2006). 
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Definitions of drug abuse and addiction are subjective, and are infused with the political and 
moral values of a society or culture. For example, the stimulant caffeine in coffee and tea is a 
drug used by millions of people, but because of its relatively mild stimulatory effects and 
because caffeine does not generally trigger antisocial behaviour in users, the drinking of 
coffee and tea, despite the fact that caffeine is physically addictive, is not generally 
considered drug abuse. On the other hand, Visser and Routledge (2007) point out that, in 
addition to illegal drugs, the use of soft drugs, such as cigarettes and alcohol, by adolescents 
(under 18 in South Africa) can also be defined as substance abuse. These soft drugs, while 
legal, have age restrictions which preclude use by adolescents. The current study will thus 
refer to the phenomenon as “substance use”. 
“Adolescence” is defined as the period of physical and psychological development from the 
onset of puberty to maturity - a transitional period between childhood and adulthood (Arnett, 
2007). During this period of transition, young people tend to be impulsive, reckless, non-
conforming and ecocentric, and have higher levels of perceived invulnerability (Visser & 
Routledge, 2007). In the adolescent peer group, risky behaviour is often acceptable (Chassin, 
Knight, Vargas-Chanes, Losoya and Naranjo, 2009; Farrington, 2003; Simons-Morton & 
Chen, 2005; Steinberg, 2008). Difficulties arise when experimentation has long-term effects. 
Randolph (2004) concurs that adolescence is a vulnerable period, especially with regard to 
problem behaviour. There is an increase in violence, delinquency, academic failure and 
substance abuse during this period (Jessor, 1998). Of these, substance abuse is the most 
serious because of the impact it has on their social development, educational attainment and 
future adult outcomes. Substance use co-occurs with other problem behaviours, and is a key 
marker for delinquency.  
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Winters (2003) states that the pattern of use and the development of substance abuse 
disorders is different in adolescents from that of adults. Adolescents are more likely to abuse 
other substances with alcohol, whereas adults are more likely to present with alcohol 
dependency. This is evident in South African statistics on substance use where the average 
age of alcohol addicts in treatment is 38 as opposed to the average age of methamphetamine 
addicts, which is 25 (SACENDU, 2011). Adolescents also reach the dependency status more 
quickly, namely a year or two of use, while adults take longer to reach this state (Martin, 
Kaczynski, Maisto, Bukstein & Moss, 1995).  
In developing the Gateway Theory, Kandel (2002) asserts that it is normal for adolescents to 
experiment with alcohol and cigarettes (the gateway drugs), but warns that this 
experimentation can lead to the use of harder drugs. Most adolescents will stop using after a 
brief experimentation, a few will progress to regular, heavier use, and even fewer will 
develop a dependency disorder during adolescence (Yamaguchi & Kandel, 1984a; 1984b). 
The experimentation does not necessarily lead to dependence in adulthood. 
Some of the withdrawal symptoms and related medical problems that contribute to the DSM-
IV diagnosis of substance dependence disorder will only emerge after years of use, which 
makes diagnosis of adolescent substance use problematic. Some of the main reasons that 
adolescents give for using drugs are for recreational purposes, social conformity, mood 
enhancement, and coping with stress (Maseko et al., 2003). Those who are dependent tend to 
assign more importance to social conformity and mood enhancement.  
 
1.2 BRIEF OVERVIEW OF SUBSTANCE USE RESEARCH 
The literature consulted for this study, discussed comprehensively in Chapters 3 (review of 
the factors that affect adolescent substance use) and Chapter 4 (review of the methodological 
issues in instrument development) will be briefly summarised here.  
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Recent research has paid very little attention to the reasons for, and factors affecting, the use 
of substances as a specific community-related problem (Brook, Morojele, Pahl & Brook, 
2006; Flisher et al.; 2003; Parry et al., 2004a; Madu & Matla, 2003). Prevalence and correlate 
studies done on South African adolescents yield varied results depending on their timing in 
relation to the surge of substance use in South Africa over the last ten years. Most of these 
studies have either developed their own scales (Brook et al., 2006; Flisher et al., 2003; Gana 
2004; Parry et al., 2004a; Visser & Routledge, 2007; Ward et al., 2008) or else analysed 
qualitative data (Swartz-Fillies, 2007). A lack of reliable and valid measuring instruments has 
limited the scope of these investigations. Much of the research conducted was focused on 
tertiary prevention, and most instruments in the substance abuse arena were designed to 
screen at a tertiary level. Much less research and instrumentation has focused on substance 
use of adolescents from a preventative angle.   
Many of the studies reviewed focus exclusively or partially on objective measures of the 
factors associated with substance use. While objective measures are important in 
understanding the context better, Gephart (1997) argues that these types of measures cannot 
explain the link between the context and the individual outcomes as well as the subjective 
measures can. While objective measures are recorded from an outsider’s perspective, such as 
the number of people in a residence, subjective measures constitute the affected individual’s 
perspective of the construct being measured. 
Few studies have been conducted in South Africa on contextual factors that contribute to 
substance use (Brook et al., 2006; Flisher et al., 2003; Gana, 2004; Parry et al., 2004a; 
Swartz-Fillies, 2007; Visser & Routledge, 2007; Ward et al., 2008). Many of these look 
partly at risk and protective factors such as gender, race and age (Flisher et al., 2003; Parry et 
al., 2004a; Visser & Routledge, 2007; Ward et al., 2008) while others focus exclusively on 
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the risk and protective factors that contribute a demographic profile of adolescent substance 
users (Maseko et al., 2003; Wechsberg et al., 2008). Studies have repeatedly stressed a need 
to emphasise contextual factors when studying adolescent substance use (Dew, Elifson & 
Dozier, 2007; Visser & Routledge, 2007). 
Many international studies focus on contextual predictors of substance use, such as family 
support, assertiveness and the environment (Rhodes & Jason, 1990); context, family 
management, peer process and personal characteristics (Dishion, Capaldi & Yoerger, 1999); 
parents’ involvement; exposure to peer deviance; peer conflicts and level of family stress 
(Dishion, Kavanagh & Kiesner in Ashery, Robertson & Kumpfer; 1998) and risk behaviours 
in the social and cultural context (Goodman, Wandersman, Chinman, Imm & Morrissey, 
1996). Some make use of the ecological theoretical framework (Dishion, Capaldi & Yoerger, 
1999; Dishion, Kavanagh & Kiesner in Ashery, Robertson & Kumpfer; 1998; Goodman 
et.al., 1996; Rhodes and Jason, 1990) while many studies employ the risk and protection 
framework (Bogenshneider, 1996; Coie et al., 1993; Kirby & Fraser, 1997), and some studies 
adress risk and protection within the ecological framework (Corcoran & Nichols-Casebolt, 
2004; Jordahl & Lohman, 2009; Olson & Goddard, 2010). The current study employs the 
ecological theoretical framework in the validation of the instrument, but the analysis indicates 
that the results of the study also need to be interpreted in light of the risk and protection 
model (see Chapter 7). 
In the South African context there is a lack of research on the whole range of contextual 
factors that have an impact on adolescent substance use. This is possibly because there is no 
existing instrument to measure this whole range of factors in the different levels of influence. 
The studies that focus on some of these factors (Brook et al., 2006; Flisher, et al.; 2003; 
Gana, 2004; Parry, et al., 2004a; Swartz-Fillies, 2007; Visser & Routledge, 2007; Ward et  
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al., 2008) do not do this within a specific theoretical framework. This demonstrates the need 
for an appropriate instrument to measure these contextual factors in the different ecological 
systems levels. 
The existing instruments discussed later in the current study (Youth Risk Behaviour Survey 
and Communities That Care Survey – see section 3.5.1), though adapted and used in the 
South African context (Morojele et al., 2002; Reddy et al., 2010), would not be appropriate 
for use in the larger study (discussed in the next section) for which the instrument in the 
current study is being developed. These instruments were designed for purposes other than 
prevention and cannot be used to identify adolescents or communities at risk for substance 
use, which is the main purpose of the instrument in the current study.  
 
1.3 RATIONALE OF THE STUDY 
Mason, Cheung and Walker (2004) believe that we need a more complete understanding of 
the etiology, trajectory, social and environmental factors of adolescent substance use. A 
better understanding of these interactions could help us to target preventative interventions 
for specific groups (Sussman, Dent & Leu, 2000). Once identified, developmental trajectories 
can be predicted and manipulated to affect the outcome. Sutherland and Shepherd (2001) 
confirm that more needs to be done to understand the nature of the relationship between risk 
and protective factors and adolescent substance use. They argue that instruments are needed 
to measure a range of factors so that the relationships can be scrutinised. This information is 
also needed to inform policies and plans. The information will be more complete if studies 
are more comparable, which is possible if the same instrument is used on different samples.  
The current study attempts to address the gap by providing a measure of the individual and 
contextual factors that are associated with substance use amongst adolescents. In this study 
the factors are measured from the subjective perspective of the adolescents. The items are 
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phrased in a way that taps into how they are “making sense” of their context both cognitively 
and affectively. In addition, the instrument is designed to tap the whole range of individual 
and contextual factors and processes that form part of all the systems levels in 
Bronfenbrenner’s ecological systems theoretical framework. The instrument is also designed 
to test why some adolescents decide to use substances and others do not, even though their 
contexts are the same. 
A number of studies have explored the risk and protective factors from a contextual 
perspective to gain an understanding of individual behaviour, but not to inform intervention. 
There is a need to close the gap in knowledge with regards to how to enhance protection and 
reduce risk. This instrument can shed light on this gap. Corcoran and Nichols-Casebolt 
(2004) observe that there is a continuing need for empirically validated interventions. 
Interventions that target risk and protection across ecological levels have been shown to be 
most effective (Durlak, 1998; Smokowski, 1998). In studies on the developmental etiology of 
adolescent substance use, simultaneous measurement of multiple factors in different domains 
can be used to explore interactions amongst the factors. This will lead to a better 
understanding of the multiple pathways to adolescent substance use, and can be used to 
explain differences between groups with regard to the prevalence of substance use. Randolph 
(2004) comments that the relations are dynamic, especially during adolescence. 
Studies of this nature must be conducted repeatedly to ensure the contemporaneousness of the 
data regarding the factors that are hypothesised to be associated with adolescent substance 
use. Flisher et al. (2003) point out that this is important for intervention and policy. These 
correlate studies are necessary to identify groups that are at risk of substance use, and to point 
to risk factors that are modifiable.  
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The current study is intervention-orientated in that the instrument will be used to gather 
information to inform interventions. This instrument will therefore measure risk and 
protective contextual processes that are amenable to intervention. This is in line with the 
purpose of this study which aims to develop and validate an instrument that will yield 
information about a community that can be used to inform the development of interventions 
to target that particular community. Furthermore, the instrument aims to measure risk and 
protective processes because, while factors provide general information about where to focus 
interventions, processes provide more information about what to do to change the situation. 
Borgenschneider (1996) maintains that the more proximal processes have a more direct 
impact on the adolescent, and are also more readily amenable to intervention. These terms 
will be explored in more depth in Chapter 2, section 2.3.3. 
Once finalised, the instrument under development in the current study will be able to measure 
the level and prevalence of exposure to factors associated with adolescent substance use in 
schools or communities. Secondly, it will be able to identify groups reporting either high risk 
or low protection with regard to adolescent substance use. Lastly, it will also be able to 
identify elevated risk and depressed protective factors if these are present in particular 
groups. 
South African studies have not examined the factors within a theoretical framework such as 
the ecological systems theoretical framework which was used in this case. Some international 
studies have made use of the framework to some extent (Dishion, Capaldi & Yoerger, 1999; 
Dishion, Kavanagh & Kiesner in Ashery, Robertson & Kumpfer; 1998; Goodman et al., 
1996; Rhodes and Jason, 1990), but none of these studies have done so in the way of the 
current study, which is to explore all the systems of the theoretical framework in relation to 
adolescent substance abuse. Their understanding of how these factors have an impact is also 
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not comparable with the present context, which demonstrates a peculiar pattern of substance 
abuse trends amongst the local adolescents.  
The current study aligns itself with the National Drug Master Plan (NDMP) developed by the 
Central Drug Authority (CDA) to address the substance abuse problem in South Africa. This 
plan is revised every five years, and its primary vision is to work towards a substance abuse 
free South Africa. The 2012-2016 Plan aims to achieve this by focusing on the following 
three strategies: 1) demand reduction, 2) supply reduction and 3) harm reduction. The current 
project is aligned with the demand reduction strategy of the NDMP (2012-2016).  
Following international trends by organisations like the United Nations Office on Drugs and 
Crime (UNODC) and the World Health Organisation (WHO), the NDMP (2012-2016) has 
shifted its focus to primary prevention, in an attempt to gain a more balanced approach to the 
problem of substance use in some South African communities. Its focus has shifted to 
intervening with potential users to reduce the need preventatively. The shift from a supply 
reduction approach to a demand reduction approach with the emphasis on primary 
prevention, is based on a host of factors such as the globalisation of drug use and trade, the 
trend in some countries to legalise illicit drugs, the change in patterns of use, cheaper 
production and easier access to certain drugs, increased insight into the nature of addiction, 
and the need for targeted solutions. The instrument that is being developed in the current 
study can feed into this approach by informing the preventative interventions. This project 
offers a unique angle to preventative care in the area of substance use by focusing on the 
contextual aspects. 
This study will therefore extend previous research by developing an instrument that measures 
a complete set of variables including process factors, in all the ecological levels, according to 
the ecological theoretical framework. It will measure these factors from the subjective 
 
 
 
 
 14 
  
perspective of adolescents, and will serve the purpose of screening for at-risk adolescents and 
communities as well as for further research into the factors that impact on adolescent 
substance use. 
 
1.4 OVERVIEW OF THE LARGER STUDY 
This study is located within a larger study that has qualitatively explored the impact of 
contextual factors on methamphetamine use amongst adolescents in a low socio-economic 
status community in the Cape Metropole. This larger study ultimately aims to test 
quantitatively whether there is a difference between adolescents who use substances and 
those who do not, with regard to subjective experiences of individual and contextual factors, 
in one particular context, as described above. The research conducted so far on this project 
has highlighted the need for an appropriate instrument to measure and investigate these 
factors. The instrument, called the South African Substance Use Contextual Risk 
Questionnaire (SASUCRQ) is the focus of the current study. 
The larger study thus far has informed the content validity of this instrument by exploring 
what the possible factors are that are associated with adolescent substance use, whether the 
target population agrees that these are relevant factors, and how these constructs can be 
accurately measured (i.e. the items). Figure 1 below graphically demonstrates what 
contribution the current study will make to the larger study. 
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Figure 1.1: Flow diagram to illustrate the flow of information between the larger study 
and the current study 
 
The steps in the development of the instrument and their relation to the larger study are 
outlined in full in Chapter 5. The steps include: the identification of the factors/construct 
domains; the development of the blueprint; the assessment of the relevance and 
representation of the construct domains and the writing of items; and also validation. The first 
steps, up to the writing of the items, were conducted in the larger study. These processes were 
informed by qualitative data collected in the relevant communities to access the community’s 
perceptions of the factors that have an impact on adolescent substance use. Focus group 
discussions were conducted with different sections of the communities, and factors included 
in the blueprint of the instrument were based on a thematic analysis of these focus group 
discussions. The themes were presented to the relevant community members to confirm 
accurate interpretation of the discussions. The blueprint included all these factors, which were 
organised into the systems levels of the ecological theoretical framework, and constituted the 
Further validation of the instrument: 
Aim 1: Pilot 
Aim 2: Item selection 
Aim 3: Structural validation procedures 
Aim 4: External validation procedures 
Aim 5: Construct equivalence 
Phase 3: Quantitatively exploring 
the association between adolescent 
substance use and perceived 
individual and contextual factors 
using the instrument developed to 
gather the information. 
Phase 2: Development of a measure of 
individual and contextual factors that 
impact on adolescent substance use based 
on the information gathered in phase 1. 
Steps included in this phase were: the 
development of the blueprint, content 
validation and item writing. 
 
Phase 4: Development of 
preventative interventions for at-
risk adolescents and communities 
based on associations explored in 
phase 3. 
Phase 1: Qualitative exploration of 
perceived individual and contextual factors 
that impact on adolescent substance use. 
CURRENT STUDY 
LARGER STUDY 
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scales of the instrument. The operational definitions of the factors and the item content were 
based on the data from the focus group discussions. The relevance and representation of the 
themes/scales were assessed as content evidence towards the validity of the instrument.  
The current study is concerned with the piloting of the items and the further validation of the 
instrument. It applies construct validity procedures to the instrument to assess its 
appropriateness for the target population. This instrument will then be used for further 
research in the larger study. 
 
1.5 AIMS OF THE CURRENT STUDY 
The overall purpose of this study is to contribute further to the validation of an instrument to 
measure perceived individual and contextual factors in adolescents from low-socio economic 
status communities in Cape Town.  
The specific aims are as follows: 
1. To pilot the items and format of the instrument;  
2. To select the best items based on item characteristics; 
3. To assess the construct validity of the instrument, using procedures of structural 
evidence; 
4. To assess the construct validity of the instrument, using procedures of external 
evidence; 
5. To explore the construct equivalence of the Afrikaans and English versions of the 
instrument. 
Together with evidence from the larger study, these aims will all contribute towards evidence 
for the validity argument for the newly developed instrument in answer to the central question 
of this study, which is whether the instrument measures what it is intended to measure. 
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1.6 OVERVIEW OF THE THESIS 
Validity theory has guided the current study in its purpose to validate a newly developed 
instrument. The guidelines given by this theory were used in the building of a validity 
argument for the SASUCRQ. Some of the validation processes were supported by the 
ecological theoretical framework. This framework was used to conceptualise the scales in its 
systems levels as well as in the empirical analysis towards structural evidence for the 
instrument. The following chapter (2) will thoroughly describe these theoretical frameworks 
and will also demonstrate fully how they have been applied in the current study. 
Chapter 3 will report on local and international studies that have explored individual and 
contextual factors associated with adolescent substance use, in order to unpack the constructs 
explored in these studies, some of which are relevant to the current study. The literature 
explored in this chapter informed some of the processes in the larger study (i.e. the 
operationalisation of the scales, relevance and representation of the scales and item content). In 
the current study it was used to inform the selection of items for the SASUCRQ. 
Chapter 4 will critically discuss the methodological issues to be considered when conducting 
instrument development studies, in order to demonstrate how other such studies have made 
decisions regarding the appropriate techniques to use. The discussion will include a theoretical 
discussion of the applicability of these techniques as well as the trends in recent instrument 
development research and how effective the techniques have been in those studies. An 
argument in support of the techniques employed in the current study will be formulated in this 
chapter based on reports in the studies reviewed. A full description of all the methods and 
techniques employed in the current study to validate the SASUCRQ will then be presented in 
Chapter 5.  
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Chapter 6 presents the empirical findings of the current study. These findings, along with the 
literature explored in Chapter 3 on the factors associated with adolescent substance use, will 
contribute to the validity argument for the SASUCRQ, and inform decisions regarding its 
usefulness and further development. The findings are summarised and discussed in the last 
chapter (7) along with the limitations of the study and some recommendations for further 
research.   
 
 
 
 
 19 
  
CHAPTER 2 
VALIDITY AND ECOLOGICAL THEORETICAL FRAMEWORKS 
2.1 INTRODUCTION 
The previous chapter highlighted the lack of a valid measuring instrument that can be used to 
identify adolescents at risk of substance use. An instrument of this nature, valid for a South 
African sample of adolescents, that views substance use as a contextual problem and that 
measures a broad range of ecological systems levels factors from the subjective perspective 
of the adolescents, has not been identified in the literature. Because the ultimate aim of this 
study was to assess the construct validity of a newly developed instrument, validity theory 
was used to guide the procedures of construct validation throughout the development and 
validation of the instrument as discussed hereafter. The ecological theory was used as a 
framework for identifying the dimensions to be included in the questionnaire and to guide the 
analysis and interpretation of the data. The ecological theory provided a framework within 
which to explore the construction of a valid instrument to do internally valid research. It also 
provided a framework within which to organise the themes extracted from the qualitative data 
as well as for the examination of the loadings in the factor analysis (to be discussed in detail 
later). The construct relevance and representation of the dimensions selected for the 
instrument could be measured against the components of the ecological theoretical 
framework. Both theories are thus crucial for the development and validation of this 
instrument, in that construct validation (framed by validity theory) measured whether the 
scales did measure the theoretical construct (framed by the ecological theoretical framework).  
As discussed under section 2.3 below, the ecological theoretical framework has undergone 
several name changes in order to reflect the development of the theory, and is currently 
referred to as the Person-Process-Context-Time model. While the most mature version of the 
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theory was applied in this study, the generic name (Ecological theoretical framework) was 
used throughout this thesis for the sake of convenience. 
This chapter will include a discussion of both theories, beginning with the validity theory 
since this is the core framework for the study. It will also motivate the relevance of these 
theories and demonstrate how the theories were applied throughout the study. 
 
2.2 VALIDITY THEORY 
Until the middle of the twentieth century an instrument was regarded as valid for whatever it 
correlated with (Cronbach & Meehl, 1955). The focus was on the instrument as a whole, and 
only criterion-related (the correlation between the instrument scores and the criterion 
variable) and content validity (an assessment of whether the entire content domain is being 
measured) were assessed to establish the validity of an instrument (Goodwin, 2000). It was, 
however, found that these procedures of validity are difficult to assess if the constructs are 
difficult to define, which is frequently the case with social constructs. The constructs are 
generally not directly observable, but instead are theoretical entities that are hypothesised or 
inferred. It was concluded that the construct validity is only as adequate as the acceptability 
of the construct. This realisation led to the next phase in the understanding of validity 
assessment. 
The validity of an instrument, for a specific purpose, with a specific population, within a 
specific setting, became important (Goodwin, 2000).  Construct validity was introduced and 
defined as the extent to which operationalisations of a construct or the instrument which is 
based on a theoretical framework actually measure what the theory says they should 
(Cronbach & Meehl, 1955). Multiple approaches to assessing construct validity were also 
introduced during this period (Campbell & Fiske, 1959). They introduced convergent validity 
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(the extent to which a measure correlates with other measures that it is theoretically predicted 
to correlate with) and discriminant validity (the extent to which a measure does not correlate 
with a measure that it is theoretically predicted not to correlate with). Convergent and 
discriminant validity were both introduced as components of construct validity. After this, 
Messick and Cronbach (in Wainer & Braun, 2013) introduced modified definitions of validity 
that point towards the inferences drawn from instrument scores. They argued that inferences 
drawn from instrument scores require different procedures of validity evidence, not different 
types of validities. 
While validity was traditionally divided into content, construct and criterion-related validity 
(Cronbach & Meehl, 1955; Dellinger & Leech, 2007; Kitto, 2006) and Messick (in his 
seminal article of 1989) proposed instead that validity should be conceptualised as a unitary 
concept, namely, construct validity, which refers to the extent to which the scores of an 
instrument can be used for the purposes that were proposed for it.  All the above procedures 
should therefore be seen as aspects of construct validity, and we now refer to procedures of 
construct validity instead of types of validity. Goodwin and Leech (2003) argue that the 
traditional notion of validity masks the unitary nature of validity, compartmentalises thinking 
about validity, and promotes the incorrect notion that all procedures of validity are equal. 
According to Messick (1989), construct validity includes content relevance and 
representativeness, as well as criterion-related validity procedures. Information about the 
content domain of reference and about specific criterion behaviours predicted by the 
instrument score clearly contributes to score interpretation, and thus construct validity. Thus, 
construct validity embraces all forms of validity evidence, since all of these contribute to the 
understanding and accurate measurement of the construct that the instrument is assumed to be 
measuring (Messick, 1995). They are all sources of evidence that support the meaning and 
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interpretation of scores as well as actions taken on such interpretations. Validity therefore 
includes any evidence that bears on the interpretation and meaning of scores. 
Messick (1989) introduced six aspects of validity or procedures of validity evidence, namely: 
1) content (construct relevance and representativeness); 2) structure (the internal structure of 
the instrument has to be consistent with the internal structure of the construct domain); 3) 
external factors (the extent to which the relationship between the instrument score and other 
measures or behaviours reflects relations in the construct); 4) generalisability (representative 
coverage of the content and processes of the content domain); 5) substantive (appropriate 
domain content and processes), and 6) consequential aspects of validity (accumulation of 
evidence in support of positive consequences). Messick (1995) maintains that these aspects 
function as general validity criteria for educational and psychological measurements, and 
they are set out in The Standards for Educational and Psychological Testing (American 
Educational Research Association [AERA], American Psychological Association [APA] & 
National Council on Measurement in Education [NCME], 1999).  These aspects ensure that 
all the bases are touched. In validity studies arguments have to be provided for not touching 
any of these bases. 
These interdependent and complementary forms of evidence are gathered to support the 
construct validity of an instrument. The different processes address the issue of the 
approximate truth of the conclusion that the operationalisation accurately reflects its construct 
in various ways. This evidence is then integrated into the validity argument to demonstrate 
the extent to which the instrument is or is not a valid measure of the construct. Procedures are 
used based on whether they yield evidence for or against the validity of the instrument. The 
quality of the evidence gathered is more important for the argument than the quantity. 
According to Messick (1989), not all the procedures mentioned below can be employed in 
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every validation study or even every group of studies. Only relevant procedures should be 
selected to gather evidence for or against the proposed use and interpretation of the 
instrument. However, the Standards warn that strong evidence in support of one procedure of 
validity evidence does not diminish the need for other sources of support, and multiple 
sources of evidence are preferred (AERA, APA & NCME, 1999). Cook and Beckman (2006) 
also warn that instruments that demonstrate evidence from limited sources should be used 
with caution.  
The process of validating an instrument exists to seek and gather evidence and then use this 
as a basis for arguments to discount threats to construct validity. Messick (1996) argues that 
the process is scientific and rhetorical in that it requires evidence and argument. Scientific 
enquiry and rational argument are combined to justify score interpretation and use (Messick, 
1995). A validity argument may call for a revision of the instrument, of the administration of 
the instrument, or of the theoretical construct underlying the interpretation. If any revisions 
are made, the instrument must be further validated, thus making the process iterative, an 
ongoing cycle of assessing and revising different aspects of instrument interpretation. An 
instrument can become more and more valid as adjustments are made, but it will never be 
perfectly valid as validity can never be proven; one can only provide arguments towards 
validity (Cook & Beckman, 2006). More validity evidence is needed for high-stakes tests. 
Different types of instruments will rely more heavily on certain categories of validity 
evidence. Evidence for measures of observable behaviours is also gathered differently from 
evidence for measures of latent or theoretical traits. The responsibility for this continuous 
validation of instruments is the responsibility of all instrument users, not as previously 
understood, only that of the instrument developer (Cook & Beckman, 2006).  
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2.2.1 Procedures of validity evidence 
Generally, construct validity refers to the extent to which the operationalisation of a construct 
measures what the theory says it does. It is the assessment of the theoretical and applied 
usefulness of a measure. The theory and the measure are assessed concurrently to determine 
the adequacy of the measure in relation to the theory, since the construct is rooted in the 
theory. Construct validity includes all types of measurement-related evidence as well as all 
other validity evidence, including design-related validity evidence and statistical inference 
validity evidence (Dellinger & Leech, 2007).  
The Standards for Educational and Psychological Testing (AERA, APA & NCME, 1999) 
emphasise the shift from interpretations of the instruments themselves to interpretations of 
instrument scores required by proposed users. Thus validity is a property of the inferences, 
not the measure itself (Cook & Beckman, 2006). We validate the meaning derived from the 
instrument score. Messick (1996) explains this through the example of instrument preparation 
and couching. He points out that coaching can improve instrument scores without improving 
the skill being assessed. This kind of coaching would not compromise the validity of the 
instrument, but would jeopardise the interpretation and use of the instrument scores. On the 
other hand, instrument familiarisation and anxiety reduction might increase validity by 
decreasing irrelevant variance. To clarify the difference between procedures of validity 
evidence and types of validity, the Standards define validity as “...... the degree to which all 
of the accumulated evidence supports the intended interpretation of the instrument scores for 
the intended purpose” (p. 11).  
 
2.2.1.1 Content evidence 
These procedures of validity evidence include a test of whether or not the operationalisation 
of the construct is a good reflection of that construct that is to say, the extent to which the 
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content of the instrument matches the content of the domain associated with the construct. 
This match between the content of the instrument and the content of the domain is the 
essence of content evidence and a major contribution to the construct validity of an 
instrument. 
Content evidence is based on the subjective judgements of experts in the field with regards to 
the degree of relevance of the constructs in the instrument (Bowman, Lannin, Cook & 
McCluskey 2009). Content evidence gathering is generally a non-statistical systematic 
examination of content to determine whether it covers the psychological domain of the 
construct being measured; however, expert or target population reviews of content relevance 
and representation have also been conducted quantitatively, using frequency distributions to 
analyse the data (Carels, 2012). Instrument reviewers test for sufficiency, clarity, relevance, 
match between items, the definition of the construct, and often even bias. Bias is the extent to 
which the instrument measures more or less than the proposed construct will give an unfair 
advantage to some users (Haynes, Richard & Kubany, 1995). This procedure of validity 
evidence is crucial to the validity argument of almost all measures. 
Most instrument development studies employ experts to assess the content validity of the 
dimensions of the instrument before writing the items (Barret, Plotnikoff, Raine & Anderson, 
2005; Butt et al., 2009; Dückers, Wagner & Groenewegen, 2008; Guyonnet et al., 2008). 
Some have even employed a content validity index (a measure of the proportion of items 
judged to be valid) to assess the relevance and representativeness of these dimensions in their 
respective instruments (Bowman et al., 2009; Cramer, Atwood & Stoner, 2006). Very few 
studies have consulted the target population in their assessment of content validity (Ullman & 
Forbes, 2006; Zillich, Doucette, Carter & Kreiter, 2005). Content validity involves 
systematically examining the content of a measure to determine whether the items adequately 
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represent the construct being measured; this means whether the measure taps all aspects of 
the construct to ensure coverage of the content domain (Anastasi & Urbina, 1997). Typically, 
subject matter experts are employed to evaluate the items against the instrument 
specifications. Before valid items can be written to measure a certain construct, a thorough 
examination of the subject domain is necessary. This will improve the content validity of the 
instrument by ensuring that the items cover a representative sample of the item domain 
(Foxcroft, 2004). 
This aspect of validity assumes a good, detailed definition of the construct, and the ability to 
check the operationalisation against this definition. The operationalisation is measured 
against a relevant content domain. For some constructs, it is difficult to decide on the criteria 
(or definition of the construct) that constitutes the content domain. 
The technical quality of the instrument forms part of this procedure of validity evidence, 
namely: formats, phrasing, reading level, guidelines regarding administration, and scoring. 
These were traditionally evaluated as part of the face validity of an instrument. Face validity 
refers to whether the operationalisation seems like a good translation of the construct. It is the 
appearance of validity in the absence of empirical evidence. It is a relatively weak measure of 
construct validity because it relies on subjective judgements, but if systematically done, it can 
make a valuable contribution to construct validity. 
 
2.2.1.2 Structural evidence 
With regard to structural evidence, the internal structure of the measure is examined to see 
whether it is consistent with the theory which it is hypothesised to represent that is, whether 
the internal components of the measure match the construct. The theory should guide the 
selection of items as well as the development of scoring criteria. Scoring should be guided by 
the knowledge of how the processes underlying a behaviour combine to produce an effect. 
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Structural evidence is gathered by looking at the relationships between the items as well as 
the relationships between the items and the scale totals. The internal structure of the 
instrument must resemble the internal structure of the construct domain in order for the 
instrument to be valid. 
When a number of related constructs measuring an underlying construct are included in a 
measure, correlational methods such as factor analysis, path analysis and structural equation 
modelling are employed to examine the internal structure of the measure (Messick, 1989). 
Path analysis and structural equation modelling assess the direct contributions of one variable 
to another in correlational analyses. Exploratory factor analysis tests a limited number of 
underlying component variables while confirmatory factor analysis derives a postulated 
pattern of item loadings on hypothesised factors based on theory (Kitto, 2006). 
Cook and Beckman (2006) argue that reliability, which can be measured by examining the 
internal consistency amongst the items as discussed above, while essential to the validity 
argument, is not sufficient evidence on its own. Used on different samples, the instrument can 
demonstrate variations in reliability.  
Instrument development studies use exploratory and confirmatory factor analysis to first 
assess the factor structure and then confirm it (Bowman et al., 2009; Haidet et al., 2008; 
Zillich et al., 2005). Many studies use principal components analysis for item selection as 
well, to assess the factor structure (Fok & Tsang, 2005; Guyonnet et al., 2008; Kristjansson et 
al., 2007; Maclellan-Wright et al., 2007).  
 
2.2.1.2.1 Equivalence as validity evidence 
Equivalence can be considered a form of structural evidence because it considers the equality 
of the structure of the instrument across different groups. Meiring, van de Vijver, Rothman & 
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Barrick (2005) consider that construct equivalence across groups is an indication of universal 
validity of the underlying construct. Assessments must provide equivalent measurements 
across groups in order for scores to be comparable across these groups. Van de Vijver and 
Tanzer (2004) are of the opinion that the relations between the instrument scores and the 
constructs being measured have to be identical across the groups. Respondents with the same 
ability should perform the same, regardless of which group they belong to. In South Africa, 
all assessment measures are prohibited, according to the Equity Act 55 of 1998, unless they 
are reliable, valid for use in diverse groups, fair and unbiased (van de Vijver & Rothman, 
2004). The validity of a measure therefore includes equivalence across groups (van de Vijver, 
1998).  
In order to establish equivalence, we have to demonstrate that the instrument is not biased. 
Only then will we be able to compare results across groups (Hambleton & Kanjee, 1995). 
Sireci, Bastari, Xing, Allalouf and Fitzgerald (1998) contend that the construct has to be 
measured with equal reliability in all research groups in order for the instrument to be 
construct equivalent. In their study on equivalence in monolingual language proficiency tests 
across English- and isiXhosa- first-language speakers, Haupt and Koch (2012) employ 
equality of reliabilities as proposed by van de Vijver and Leung (1997). 
According to Kamata and Vaughn (2004), factor analysis can also be employed to assess 
construct bias, as well as proportionality coefficients. In a study to assess equivalence across 
12 South African cultures on cognitive and personality tests, Meiring et al. (2005) employed 
exploratory factor analysis. The factors obtained for each of the groups were compared to the 
factors derived from a pooled covariance matrix (a combination of covariance matrices from 
the different groups). Tucker’s Phi congruence coefficients were then calculated to assess 
agreement between these factors. 
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According to van de Vijver and Tanzer (2004), convergent and discriminant validity studies 
can contribute towards the assessment of equivalence. Sireci et al. (1998) assert that the 
dimensional structure has to be consistent across groups. According to Tanzer and Sim 
(1999), the conceptual definition and the internal structure of the construct to be measured 
must be generalisable across all groups of interest in order for the inferences drawn from the 
instrument scores to be equivalent across groups. 
Bias has to be reduced in order to ensure equivalence, because equivalence is threatened by 
any bias in the measure (van de Vijver, 1998). Bias refers to any nuisance factors present in 
the instrument items. Construct bias occurs when the construct being measured is not 
identical across groups (van de Vijver & Rothman, 2004). This often happens when 
constructs are context-specific. Method bias is the bias associated with methodological 
procedures such as sampling, instrument administration issues, and instrument differences. 
These will result in different scores depending on group affiliation, not the construct being 
measured. Item bias refers to bias at an item level, and includes poor phrasing, culturally-
biased items and poor translation of items (van de Vijver & Hambleton, 1996). Van de Vijver 
(1998) points out that bias increases the cultural/linguistic distance to be bridged by a 
measure. Measures that are more culture-specific are more likely to display bias. Item bias 
can be examined using Delta Plots, Analysis of variance (ANOVA), the Mantel-Haenszel 
method or logistic regression (Kamata & Vaughn, 2004). 
Differential item functioning (DIF) is often used to explore the presence of bias, by checking 
whether the items function differently across groups with the same “ability”. DIF is present 
when respondents with the same ability, belonging to different groups, have different chances 
of success on an item (Goodwin & Leech, 2003). If an instrument is not able to measure 
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constructs equally well across different groups, different items will be necessary to measure 
the same constructs in the different groups (Gottfredson & Koper, 1997).  
2.2.1.3 External evidence  
These procedures of validity evidence refer to the external patterns of correlations accounted 
for by the construct (Kitto, 2006). The operationalisation should function in predictable ways 
in relation to other operationalisations based on the same theory. The performance of the 
operationalisation is tested by evaluating the correlation between the instrument total and a 
criterion variable (Hubley & Zumbo, 2011). Messick (1995) explains that these procedures of 
validity evidence include the traditional criterion-related validity (concurrent and predictive 
validity) as well as traditional aspects of construct validity (convergent and discriminant 
validity).  
Concurrent validity refers to the ability of operationalization’s to distinguish between groups 
between which it can theoretically differentiate between (Foxcroft & Roodt, 2009). For 
example, children in different grades are expected to perform differently on a reading 
comprehension test. Stronger concurrent validity will demonstrate that the measure can 
distinguish between groups that are very similar. Predictive validity refers to the ability of 
operationalisation’s to predict what it should theoretically be able to predict (Foxcroft & 
Roodt, 2009). For example candidates scoring high on an aptitude test with regard to a 
particular skill should perform well in the related profession. If there is a high correlation 
between the scale score and the criteria, this serves as evidence of predictive validity.  
Convergent validity refers to the extent to which a measure correlates with other measures 
with which it is theoretically predicted to correlate. High correlations are evidence of 
convergent validity. Discriminant validity refers to the extent to which the measure does not 
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correlate with constructs with which it is not theoretically expected to correlate. Low 
correlations are evidence of discriminant validity (Messick, 1995). 
Group comparison studies are used to test hypotheses about the differences in scores across 
groups that are theoretically predicted to perform differently on a scale (Messick, 1989). 
ANOVAs were used by Van Heerden and Roodt (2007) to assess differential validity across 
genders, ages and job levels, for a measure of high performance culture. Guyonnet et al. 
(2008) used Kruskal-Wallis and Mann-Whitney Wilcoxon tests. Correlational studies are 
used to test whether there is a relationship between scores and external variables (concurrent 
and predictive) or between scores and results from other measures that measure either similar 
(convergent) or different (discriminant) constructs. Spearman’s correlation was used to assess 
the concurrent validity of the Food benefits assessment questionnaire with dimensions of the 
SF36 (Guyonnet et al., 2008). Zillich et al. (2005) also used Spearman correlations with a 
previous measure of collaborative care to assist with testing convergent validity of a measure 
of physician-pharmacist collaboration. 
Messick (1989) cautions that it is not advisable to use one indicator as a point of comparison. 
He suggests that the process employs multi-measures (when instrument scores are compared 
to different construct scores, but using the same method of measurement) or multi-methods 
(when instrument scores are compared to different construct scores using different methods 
of measurement). These methods are used to discount threats to validity. Discriminant 
validity is useful in discounting rival alternatives to construct interpretation. Empirical proof 
of these associations serves as evidence for using the scores for the applied purpose. 
 
2.2.1.4 Generalisability evidence 
These procedures of validity evidence involve the representative coverage of content and 
processes of the content domain, meaning the degree to which the assessed tasks/items 
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represent the range of tasks/items in the broader domain. In order to make the scores 
generalisable to the broader domain, coverage should not be limited to the sample of items 
included in the measure. Generalisability can be defined as the reliability consistency 
performance across tasks/items, settings, occasions or raters that are representative of the 
broader domain (Brualdi, 1999). Scales with fewer items may have higher reliability, but the 
restriction on items may compromise the validity of the measure. The conflict between the 
depth and the breadth of coverage creates a trade-off between reliability and validity. Messick 
(1995) states that this concept underlies traditional reliability concerns and operates across 
occasions and raters.  
Generalizability evidence relies on the correlation of assessed tasks with other tasks that 
represent the construct. Group comparison tests are employed to investigate the differences in 
instrument structure and processes over time or across groups or settings (Messick, 1989). 
Messick notes that test-retest analyses also show changes over time. This is examined to 
ensure that instrument scores show the same degree of stability as the construct being 
measured. Exploratory factor analysis can also be employed to assess generalisability. 
 
2.2.1.5 Substantive evidence 
These procedures of validity evidence involve verification of the domain processes and 
generally come from an analysis of the test takers’ responses. Substantive evidence involves 
an evaluation of the extent to which the tasks or types of responses required match the 
construct (Messick, 1995). This ensures appropriate sampling of domain processes in 
addition to traditional coverage of domain content. An example of domain processes would 
be scoring criteria and rubrics. The scoring model should be in line with the structural 
relations inherent in the behavioural manifestations of the construct (Embretson, 1984; 
Messick, 1996). Engagement of these must be confirmed by accumulation of empirical 
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evidence. A theoretical rationale for the observed performance is needed along with the 
empirical evidence that response competencies and performance regularities reflect the 
domain processes.  
Evidence is obtained by observing respondents as they perform the tasks, or by interviewing 
them to determine why they responded as they did, or what their performance strategies are, 
or any other evidence of process such as think-aloud protocols (respondents think aloud as 
they respond to items and these are recorded), eye movement records (to track direction and 
duration of visual attention) and correlational patterns amongst part scores. When observers 
are involved in recording responses, an investigation of how raters use the criteria to evaluate 
and record performance is needed in order to check that criteria are being applied as intended, 
without the addition of irrelevant and extraneous factors. Substantive evidence, like content 
evidence, also involves representative sampling, but in this case it is of the domain processes. 
This is done by the correct choice of tasks to simulate the construct’s engagement. By using 
experimental controls or correlational studies, Messick (1989) concludes that empirical 
research can show the differences between scores based on instruments using different kinds 
of response formats, scoring keys, administration procedures and measurement contexts. 
Discourse analysis is generally conducted on verbal reports.     
 
2.2.1.6 Consequential evidence 
Messick (1989) postulates that validity studies must take into account the social 
consequences of an instrument for the user. He defines validity as the extent to which 
empirical evidence and theory have an impact on the valid interpretation (and action taken as 
a result) of instrument scores, meaning how useful and appropriate the information is that the 
instrument score provides. This approach gives weight to the theoretical and applied 
usefulness of the instrument score and thus of the instrument. It asks the question “what 
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deductions are we able to make based on the instrument score?” which in turn speaks to the 
purpose of the instrument. It is thus what we can infer about the instrument scores with 
regard to real-world phenomena that tells us how valid the instrument is. The measure must 
embrace the study of the social context of the instrument user. Because social context 
contributes to the meaning of the instrument scores, it affects construct validity.  
These procedures of validity evidence take into account both positive and negative, short- and 
long term, anticipated and unanticipated consequences of measurement. This aspect of 
validity is especially important with regard to bias in instrument scoring and interpretation 
and the unfair use of instruments. According to Messick (1989) the appraisal of value 
implications and the social consequences of interpreting and using scores in a specific way 
are methods of gathering empirical data to support consequential evidence of validity. 
 
2.2.2 Threats to construct validity 
Although there are a number of threats to construct validity, Messick (1989) states that they 
fall into two major types. The first is referred to as construct under-representation, which is 
defined as the inability of the instrument to tap all aspects of the construct. The second type is 
referred to as construct irrelevance, which can be defined as the nuisance variance in an 
instrument. Both of these depend on precise knowledge of the psychological domain of the 
construct and a clear operational definition of each characteristic being measured. 
Establishing construct representativeness and relevance is the first step towards the 
development of a valid measure. Both of these threats are present in all assessments to some 
degree. In the validation process, evidence is gathered to counter these two threats to 
construct validity. 
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2.2.2.1 Construct under-representation  
This refers to the instrument construct being too narrowly defined and conceptualised, and 
failing to include important dimensions or facets (Messick, 1995). If this happens, the 
instrument will not be a true and accurate measure of the construct and will be unlikely to 
reveal true “ability”. Construct representativeness specifies the attributes to be revealed by 
the measure. The boundaries and structure of the construct are based on the domain theory. 
The nature of the domain processes and how these combine to produce an effect have to be 
well understood. An adequate sample of domain processes has to be selected for inclusion in 
the measure. When an instrument score does not thoroughly sample the instrument content, 
engage all the psychological processes, or elicit certain ways of responding, this narrows the 
meaning of the instrument score (Kitto, 2006). Validation involves careful consideration of 
these possible distortions.  
 
2.2.2.2 Construct irrelevance 
Construct irrelevance refers to the inclusion of excess variables in an instrument (some of 
which are irrelevant to the interpretation of the construct) or to systematic influence of 
components that do not form part of the construct. Reading ability, for example, can affect 
performance in items that measure other skills not related to reading ability, such as 
numeracy skills. When the variance differs systematically across the groups, the instrument 
can be regarded as biased. These are the factors that produce variance in instrument scores 
that are irrelevant to the construct being measured, in other words, when the variance in the 
instrument scores is irrelevant to the construct being measured. In Messick’s view (1989) 
construct-irrelevant instrument variance constitutes a contaminant with respect to score 
interpretation but not necessarily with respect to criterion prediction. Criterion prediction 
refers to a user or instrument constructor relying on instrument content to provide validation 
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evidence. Construct irrelevance includes things like response sets and guessing propensity 
(Messick, 1996). A respondent could answer an item without having given serious 
consideration to the actual content of the item, for instance, in deciding to answer consecutive 
items in a certain pattern. 
Construct irrelevant ease or difficulty refers to the extraneous clues that could be present in 
items that permit some individuals or groups to respond appropriately (easy) or 
inappropriately (difficult) in ways that are irrelevant to the construct being assessed. These 
extraneous clues could cause respondents to score higher (easy) or lower (difficult) than they 
would under normal circumstances. An example of construct irrelevant difficulty is the 
reading ability of respondents, since this can affect the responses in a way that is not relevant 
to the construct being measured. This is, however, not the case if reading ability is part of 
what is being assessed. Construct irrelevance is a major source of bias in scoring and 
interpretation and of unfairness in instrument use. Messick (1995) warns that construct 
irrelevant variance is important in richly contextualised assessments because of the 
contextual clues present in the items. These clues could be construct relevant, but could also 
represent construct irrelevant difficulty or ease. 
 
2.3 ECOLOGICAL THEORETICAL FRAMEWORK 
Based on empirical research findings, it is clear that there are factors in a child’s 
environment that influence his or her development which in turn affects his or her behaviour 
(Bronfenbrenner, 1986, 1995, 2005). The ecological theoretical framework holds that a 
child’s biological disposition and environmental systems levels, as well as the interaction 
between these two components, shape the child’s development. This theory presents a 
framework within which to study the impact of these systems levels on the child’s 
development and subsequent behaviours. Another component of the framework is time, with 
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regard to the child’s own development, but also with reference to the context, for instance 
historical developments in the setting. The child is nested in an environment that is made up 
of concentric circles of influence with the child as the smallest circle in the centre. So the 
child is nested within the systems levels, but the systems levels are also nested within each 
other. It is also important to note that the influence is bi-directional in that the child’s 
behaviour also has an impact on the systems level (Bronfenbrenner, 2001; Bronfenbrenner, 
Morris, Damon & Lerner, 1998; Lerner, 2002).  
Bronfenbrenner’s ecological theoretical framework of human development has undergone 
several revisions for more than half a century (Bronfenbrenner, 2005). Bronfenbrenner 
attributes most of his understanding of developmental theory to the work of Kurt Lewin 
(1935). He describes Lewin as someone who was a “lover of human diversity in groups” and 
observes that in their debates, whenever Lewin spoke, it was to place behaviour in context – 
situationally, interpersonally, sociologically, culturally, historically and especially 
theoretically (Bronfenbrenner, 1977). Lewin introduced the idea of motivational forces 
coming from the environment that affect the behaviour of the individual.  
Cairns and Cairns (1994) report that Bronfenbrenner’s earliest writings, though not focused 
on it, discussed social development as a product of the individual’s social status and the 
structure of the group, and argued that influence without and within affected development 
simultaneously. He described group structure as the frequency, strength, pattern and basis of 
the interrelationships that bind a group and give it character. The insights expressed in his 
1940’s writings, were picked up by other theorists decades later, and are still relevant in the 
field of developmental psychology.  
This emphasis on the role of social ecology has changed the discipline of developmental 
psychology. According to Bronfenbrenner (1973) developmental psychology was 
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traditionally very narrow in four respects, namely: research usually only included the 
experimenter and the child; the process was seen as unidirectional; the experimenter was a 
stranger to the child; and this two person system was treated as though it existed in isolation. 
This kind of research, he argued, limits what we can learn about human development. 
Based on Lewin’s concepts, Bronfenbrenner developed a conceptual theoretical framework 
of the social ecology of human development. This framework of understanding the 
interaction of systems levels that influence development is not predictive because it 
emphasises interactions and relations between varieties of systems levels that contribute to 
an outcome, and is thus descriptive. This theoretical framework suggests the potential 
relevance of many systems levels and not “what causes what”. Amongst the various 
constructs he developed, is the concept that “action is in the interaction.”  
The work of Bronfenbrenner over decades from the mid 1970’s reports the development of 
this ecological framework in two general phases (Tudge, Mokrova, Hatfield & Karnik, 
2008). The first phase focuses on the contextual aspects that influence a child’s development 
(Bronfenbrenner, 1974, 1976, 1977, 1979). These aspects include the systems levels (micro-, 
meso-, macro-, exo- and chrono-systems levels) that will be discussed in full under section 
2.3.1. By 1983 the idea of the processes between the developing individual and the context 
playing a role in development was added to the theory (Bronfenbrenner, 1983, 1988). The 
second phase began in 1989 when the role of the processes mentioned above became 
prominent in the theory (Bronfenbrenner, 1989, 1999). By 1994 this process, called the 
proximal process, was seen as a key factor in this theory (Bronfenbrenner & Ceci, 1994; 
Bronfenbrenner, 1995; Bronfenbrenner & Morris, 1998). This led to the mature form of the 
theory known as the Person-Process-Context-Time (PPCT) model (Bronfenbrenner & 
Evans, 2000; Bronfenbrenner, 2005; Bronfenbrenner & Morris, 2006).  
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The current study will engage the most mature version of the theory, namely the PPCT 
model. PPCT “models an active person enmeshed in an active, dynamic, social-ecological 
system.” (Bronfenbrenner, 2005, p. 258). This model encourages a deep understanding of 
the influence of context as opposed to group labelling of communities. While the ecological 
theoretical framework has been operating as a theory for decades in its current state, it is 
referred to as a “model” in order to allow for ongoing revisions. 
The model proposes that the following four components are interrelated, namely: 
1. Process – fused and dynamic relations of the individual and the context; 
2. Person – biological, cognitive, emotional and behavioural characteristics; 
3. Context – the four nested levels (described above) micro-, meso-, macro-, and exo-
systems levels; 
4. Time – change across time in individual and context. 
 
The following diagram illustrates the groups of systems levels in a child’s environment that 
can potentially affect their development and subsequent behavioural outcomes. In the 
discussion that follows, each of these systems levels will be discussed in more detail with 
regard to the contextual and individual systems levels, as well as the processes between 
these two. The contextual systems levels include all of the systems levels that made up the 
original version of the theoretical framework (i.e. the micro-, meso-, macro- and exo-
systems levels) as well as the chrono-systems level that was added later to account for the 
influence of time on the child’s development. The individual systems levels and the process 
aspect were also added later in the development of the theory, as pointed out earlier. 
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                     Transfer of energy 
 
 
Figure 2.1 Diagram to illustrate influences on development 
 
2.3.1 Contextual influences on development 
Right from the start, Bronfenbrenner’s focus was on studying development in the natural 
setting as opposed to a laboratory setting, as was the norm in the 1970’s. He argued that 
children should be studied in their homes, schools and playgrounds. This focus on an 
ecologically valid setting initially led to an emphasis on the environmental influences on 
development, with the introduction of the micro-, meso-, macro-, and exo-systems levels (to 
be described below) being used to explain the impact that context has on a child’s 
development.  
 
2.3.1.1 Micro-systems level 
This systems level consists of the child’s most immediate environment, and consists of those 
people in close relationship to the child for a substantial amount of time, such as parents and 
teachers (Berk, 2000). It makes up the child’s initial and most intimate learning context, 
which then becomes his/her reference point (Swick & Williams, 2006). Developing trust and 
mutuality in this systems level, most likely through the family, is important, and caring 
relationships can lead to healthy personality development.  
Most of the empirical research happens in this systems level. The degree of influence of each 
environment varies with the age of the child (Kulis et al., 2007). While younger children are 
mostly influenced by family and school, adolescents are also influenced by their peers and 
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the neighbourhood in which they are developing. Family and school tend to shrink in their 
importance during the adolescent developmental stage. The micro-systems levels that affect 
younger and older adolescents also differ slightly in this regard. 
 
2.3.1.2 Meso-systems level 
The meso-systems level refers to the relations among the micro-systems which the child is 
part of during a given period of development, such as home, school or child-care facilities, 
peers and the neighbourhood (Berk, 2000; Boemmel & Briscoe, 2001). This systems level 
can also be described as a system of micro-systems. The interactions between the micro-
systems permeate the child’s life in every dimension and foster his/her development.  
The interaction of the micro systems within this systems level is key in this theory. There are 
several types of interactions that take place in this level. The most basic type of interaction is 
referred to as the ecological transition, which is when the child moves into a new or different 
context such as starting school, going camping, graduating, first job, and so on. Each of 
these transitions has developmental consequences, for example developing independence 
when away from home for the first time (Berk, 2000). 
 
2.3.1.3 Exo-systems level 
The exo-systems level does not include the child, but events that occur here affect the 
settings that do contain the child. This systems level refers to settings such as the parents’ 
workplace, the school attended by an older sibling or health/educational services in the 
community (Bronfenbrenner, 1977; Boemmel & Briscoe, 2001). This systems level is seen 
as an extension of the meso-systems level. These levels (formal or informal) can involve 
significant others or not, and usually includes any institution that makes decisions that affect 
family life, the consequences of which can be far-reaching and often unintentional. An 
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example of this would be the way the parents’ work schedules affect their availability to the 
child, or how it (the work schedule) affects the parents’ interaction with the school. These 
influences can be empowering or degrading.  
2.3.1.4 Macro-systems level 
This superordinate systems level includes patterns of stability at the cultural or sub-cultural 
level and includes beliefs, norms, customs, political trends, lifestyles, laws and community 
practices (Berk, 2000; Boemmel & Briscoe, 2001). All the other systems levels are 
influenced by the principles that are defined by the components of this systems level. This 
systems level influences how, what and where we carry out our relationships. They help to 
hold together the threads of our lives and create an umbrella of beliefs, services and support. 
Thus the experiences of children in the same context will be similar. Children develop as a 
function of the character of the micro-, meso- and exo-systems levels that operate in the sub-
culture. 
Bronfenbrenner (1977) proposes that research should be focused on a description of the 
environment and the way in which it influences the relationship between children and 
parents. He discourages the study of cultural differences by comparing outcomes. He 
stresses that we should not see elements such as class, ethnicity and religion as 
characteristics of the individual, but rather as elements of the environment that foster or 
inhibit development. Transforming experiments are recommended that question or alter 
beliefs or practices in the macro-systems level, in order to understand them and modify them 
towards the enhanced development of the individual and the group. 
 
2.3.1.5 Chrono-systems level 
Though it was not one of the systems levels originally introduced, Bronfenbrenner came to 
realize that time and timing also affect development and so have an impact on certain 
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outcomes. The time factor refers not only to the stages of the child’s development, but also 
to what is happening around them, and how the systems levels are affected by the historical 
climate in the child’s context. He thus introduced a fifth systems level, namely the chrono-
systems level. This systems level refers to the historical context as it occurs within the 
different systems levels and the changes that take place throughout the child’s development. 
These changes can be internal (natural maturation in the child as they age) or environmental, 
such as the history of family dynamics that can explain a parent-child relationship. It also 
refers to historical influences in the macro-systems level that can have an impact on the 
family’s responses to stressors. In his earlier writings already, Bronfenbrenner proposed the 
notion that as individuals grow and develop, so do their societies, communities, networks, 
families and relationships. He suggested that research was needed to track this simultaneous 
development and to be aware of the interrelations among them. 
The chrono-systems level includes multiple dimensions of temporality, namely 
micro/ontogenic time, meso/family time and macro/historical time (Bronfenbrenner, 2005). 
Micro/ontogenic time refers to continuity and discontinuity within ongoing episodes of 
proximal processes, while meso/family time refers to the periodicity of episodes across 
intervals (e.g. days/weeks) and macro/historical time refers to the changing expectations and 
events in larger society as they affect and are affected by processes and outcomes. These 
three dimensions moderate change across the individual’s lifespan.  
With the over-emphasis on contextual influences, the child’s own personality characteristics 
were not considered sufficiently in the initial theory. The personality influences were added 
to the theory once this became evident. This aspect of the theory will be discussed in the 
next section. 
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2.3.2 Personality influences on development  
In the initial version of the theory, the focus on context instead of laboratory studies which 
was the norm at the time, overemphasised context to the neglect of individual characteristics 
that affect development. In the late 1980’s Bronfenbrenner recognised the omission of the 
levels of the individual structures and functions that affect development, namely the biology, 
psychology and behaviour of the individual. Bronfenbrenner, his colleagues and students 
worked for more than a decade to include the features of the developing individual into the 
theory (Bronfenbrenner, 1986, 1995, 2005).  
There are three types of person characteristics that most influence the direction and power of 
the proximal processes (to be discussed in more detail later), namely: 
1. Force – can set proximal processes in motion and sustain them. Force refers to 
characteristics like temperament, motivation, persistence, and so on. Children who have 
access to the same resources may have very different outcomes, depending on the 
presence or absence of these characteristics; 
2. Bio-ecological resources – mental and emotional resources such as ability, experience, 
knowledge and skill for effective management of proximal processes, as well as social 
and material resources such as housing, education, and so on; 
3. Demand – characteristics that are immediately observable, that influences the initial 
interaction after first impressions and invite or discourage reactions from the social 
environment, such as age, gender or appearance. These can foster or disrupt the 
operation of proximal processes. 
Individual differentiation of these three types of characteristics leads to their combination in 
patterns of person structure which make up their personality (Berk, 2000; Boemmel & 
Briscoe, 2001). The patterns of person structure can further account for the differences in 
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direction and power of the proximal process and resultant behaviour outcomes. Personal 
characteristics have a double effect in that they influence the power, content and direction of 
the proximal process, but also by way of the behavioural outcome which result from the 
interactive effects of the components of the model (Bronfenbrenner, 2005).  
2.3.3 Processes between the personality and the context that influence development 
In the latest revision of the theory, the emphasis was shifted from the individual and 
contextual systems levels operating separately, to the processes that occur between these 
individual and contextual systems levels. The heart of this model lies in person-context 
relational processes which Bronfenbrenner refers to as the proximal processes.  
Proximal processes are defined as the interaction between the person and the environment 
over time that influences their development (Bronfenbrenner, 2005). The influences of these 
processes vary depending on:  
1) the person characteristics;  
2) the characteristics of the context; 
3) the time period in which the process took place. 
Drilliens (1965) comments that the proximal process is a key component of development 
and can offer a richer understanding than the additive effects of person and environmental 
contributors. Other earlier studies also point to the need for an emphasis on process (Kohn & 
Schooler, 1969; Riksen-Walraven, 1978).  
 
2.4 APPLICATION OF THE THEORIES   
2.4.1 Application of validity theory  
Validity theory was appropriate for this study as the study aimed to assess the extent to 
which validity evidence, based on empirical evidence and theory, supports the interpretation 
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of the instrument score for this measure. Because modern validity theory reorganised 
classical validities into procedures of validity evidence, this study has collected evidence in 
support of a validity argument in line with validity theory. According to Cook and Beckman 
(2006), validity theory informs the development and use of instruments. The current study 
has used validity theory to frame all the stages of the development and validation of the 
instrument by employing procedures of construct validation, according to Messick’s 
understanding (1989).  
The conceptual exploration as well as the defining and operationalising of the constructs and 
the writing of the items was informed by validity theory. The theory holds that the validity 
of an instrument depends on the clarity of the theoretical construct as well as a good 
description of the content domain. Validity theory guided the translation of the construct 
(embedded in ecological theoretical framework) into an operationalisation. This was done to 
ensure representation of the full range of the construct domain. An assessment of the content 
validity of the dimensions was conducted to ensure content relevance and representation. 
Construct irrelevance was controlled by making sure that reading level and language use in 
the questionnaire were understandable for the average grade 8 learner. A pilot study was 
conducted to support the argument for content evidence.  
The internal structure of the instrument was assessed to confirm whether the structure of the 
instrument represents the structure of the construct being measured. These procedures should 
confirm the adequacy of the instrument in relation to the ecological theoretical framework if 
the instrument is validly measuring the construct it is assumed to be measuring. The extent to 
which the measure is consistent across the language groups was assessed to determine 
whether the translation of the instrument did not bias either of the groups. This was an 
evaluation of the equivalence of the internal structure of the two versions of the instrument. 
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External validity evidence was assessed by testing the association between substance use and 
the factors measured by the instrument.  
Substantive evidence was not collected owing to the limited time allowed for data collection. 
One class period proved to be just enough for the completion of the questionnaire for most of 
the respondents, so no time was allowed for an analysis of their responses to the items. 
Consequential evidence could also not be gathered for this study because the instrument is 
still under construction. At this point in the development of the instrument, generalisability 
evidence could also not be assessed.  
Validity theory has informed the choice of the ecological theoretical framework for the 
identification and operationalisation of the dimensions of the instrument and to ensure 
construct relevance and representativeness of these dimensions (Carels, 2012). Research in 
the area of adolescent substance use does not often take context into account, possibly 
because of a lack of instrumentation to measure these factors. The ecological theoretical 
framework was therefore employed to attempt to address this gap by ensuring that all 
aspects of the adolescents’ environment are taken into account when developing this 
instrument. 
Throughout the construct validity procedures, relevant literature and theory were consulted to 
assess the extent to which the scales of the instrument include the relevant domains of the 
ecological theoretical framework. A clear understanding of the psychological domain of the 
construct that this instrument measures was guided by the ecological theoretical framework 
as discussed earlier in this chapter. It is important to note that the results of the different 
analyses conducted for this study are meaningless on their own, but together they build 
towards evidence for the validity argument. 
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2.4.2 Application of the ecological theoretical framework 
The ecological theoretical framework has proved useful in several studies done in the area of 
drug abuse internationally (Dishion, Capaldi & Yoerger, 1999; Dishion, Kavanagh & Kiesner 
in Ashery, Robertson & Kumpfer; 1998; Goodman et al., 1996; Rhodes & Jason, 1990). In 
their study on developing parenting practice interventions to address early drug use in at-risk 
youth, Dishion, Kavanagh and Kiesner in Ashery, Robertson and Kumpfer (1998) also make 
use of an ecological theoretical framework to understand the risk of problem behaviour and 
the development of interventions across developmental stages. The ecological theoretical 
framework was also used by Goodman et al. (1996) to assess community-based interventions 
to prevent substance use. They assessed the potential for changing risk behaviours in the 
social and cultural context in which they occur. 
Another study that used the ecological theoretical framework in relation to drug use in the 
United States of America (USA) is the study by Swick and Williams (2006) which looks at 
the effects of homelessness, violence and chemical dependence on the family system. They 
found that while the abuse of drugs is an individual act, it is embedded within social 
structures and can distort the entire micro-systems level, which consists of the child’s 
immediate environment. The problems in the micro-systems level then typically expand to 
the exo-systems level and the meso-systems level. 
Dishion, Capaldi and Yoerger (1999) used structural equation modelling to determine what 
factors predict early drug use. They divided the factors into contextual risk factors, family 
management predictors, peer process and personal characteristics. They conclude that the 
ecological theoretical framework assists in selecting and organising the predictive constructs, 
and also that it emphasises the influence of interpersonal events in the child’s development 
which, in turn, are affected by contextual factors. 
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While the family interaction model is useful in the American context, the ecological 
framework is likely to work best in the South African context (Brook et al., 2006). Caldwell 
et al. (2004) argue that understanding vulnerability, risk and prevention must be framed by a 
developmental systems perspective. Vulnerability is influenced by multi-level factors, 
namely personal, interpersonal and environmental (Blum, Mc Neely & Nonnemaker, 2002; 
Flay, 2002). 
Using the ecological theoretical framework, Visser and Moleko (1999) investigated 
individual, social and community factors to see if they have an impact on substance use and 
sexual behaviour of grade 6s and 7s in Pretoria. Bogg and Finn (2008) report that while 
alcohol consumption decision-making is definitely influenced by meso-, exo- and macro-
systems levels, the decisions are made in the micro-systems level. 
In this theory, development is defined as: 
the phenomenon of continuity and change in the bio-psychological 
characteristics of human beings both as individuals and as groups. The 
phenomenon extends over the life course across successive generations 
and through historical time, both past and present. (Bronfenbrenner, 
2001, p.3). 
The focus is on the enhancement of life course and healthy development. The idea is that an 
understanding of these processes can feed into intervention and policy, to promote healthy 
development. Weisner (2008) argues that this conceptual model can be used for designing 
research that studies human development through behavioural outcome, in the case of the 
current study, adolescent substance use. 
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Bronfenbrenner (1977) maintains that, since all the elements of the PPCT model affect 
human development, research that attempts to understand human development should 
investigate the role of all these elements. He adds that research is needed to understand the 
elements (and the interaction between them) that shape behaviour and development, and he 
tested the ideas in a joint project with Britain, Israel, Sweden and West Germany. The study 
focused on the comparative ecology of human development by way of the impact of support 
systems on family functioning. He concluded that research should discover what role the 
components of the setting play at each level of the model, and encouraged researchers to 
look at the connections in and across the levels.  
An instrument that is based on the ecological model above must include all four components 
of the model, namely: process, person, context and time, as well as considing all the nuances 
of the four different components with an emphasis on the interaction between the individual 
and the context. The current study considered the whole range of individual and contextual 
systems levels that form part of all the systems levels and processes in the latest version of 
Bronfenbrenner’s ecological theoretical framework (the PPCT model). The history of 
apartheid has had a major impact on the functioning of the target community. Young people 
in this community still feel the effects of apartheid, such as poverty, even though most of 
them have been born in the new democracy (Bray et al., 2010). 
Brook et al. (2006) find that the developmental family interactional perspective derived from 
American studies is less appropriate in our context. They recommend that an ecological 
theoretical framework be used to better describe the influences of the associated factors in a 
South African context. Wechsberg et al. (2008) also suggest that intervention be grounded in 
social psychological theory, which is focused on understanding and explaining social 
behaviour. This theory is generally centred on specific social phenomena, including group 
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behaviour, pro-social behaviour and social influence. This points to the need to explore the 
problem of substance use in the South African context in terms of an ecological theoretical 
framework, in that there could be factors at the different systems levels (i.e. personal, family, 
community, cultural, societal, political and historical) that influence the prevalence of 
substance use in low socio-economic areas. 
If a child’s close relationships are dysfunctional, the child will be ill-equipped to explore the 
broader environment. When the affection that children crave is not forthcoming from the 
family, they will look for it in, for example, a peer group. The peer group, in many cases, is 
where they get introduced to pro-social behaviours such as substance use. The legacy of 
apartheid has affected the lives of adolescents in low socio-economic status communities in 
South Africa. Almost two decades into a democracy, more change and less inequality was 
expected. The fact that these young people have lived their whole lives post-apartheid, but 
still in such adverse conditions, affects their individual development, as many of them 
internalise their inability to rise above their circumstances. 
In the communities included in this study, poverty and unemployment undermine family life. 
Where parents are employed, often both parents work long hours. They battle with the 
pressure to earn a living and nurture family relationships at the same time (Bray et al., 2010). 
More often than not, these adolescents are unsupervised, and spend their time with peers 
(Dietrich et al., 2011). In the current study, the ecological theoretical framework framed the 
search for which factors (systems levels and processes) are associated with substance use 
amongst these adolescents, and how these can be measured for this study. It informed the 
inclusion of the dimensions and items in the study in an attempt to ensure construct 
representation and relevance. 
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2.5 CONCLUSION 
This chapter introduced the two theories that frame the development and validation of the 
SASUCRQ. It discussed the different types of evidence that can be gathered for the building 
of a validity argument, and gave ideas of how these are usually measured. The chapter also 
demonstrated how validity theory was applied in the study. The ecological theoretical 
framework was also expounded on in this chapter with a discussion of all the systems levels 
and components. Thereafter it was demonstrated how the ecological theoretical framework 
fitted into the process of gathering validity evidence. The conceptualisation of the constructs 
as well as the empirical analyses conducted to gather validity evidence were organised 
around the ecological theoretical framework and the systems levels within it. 
The next chapter (3) will explore the literature on studies that examined the factors associated 
with adolescent substance use nationally and internationally. These factors are discussed 
within the systems levels of the ecological theoretical framework. This chapter will also 
explore the use of instruments in the substance use arena with special emphasis on two 
instruments that are most similar to the SASUCRQ and that have been applied in the South 
African context. 
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CHAPTER 3 
REVIEW OF LITERATURE ON FACTORS THAT AFFECT ADOLESCENT 
SUBSTANCE USE 
3.1 INTRODUCTION 
This chapter will review the most relevant and recent South African and international studies 
that have explored the individual and contextual factors believed to be associated with 
adolescent substance use. This discussion will attempt to clarify these factors, some of which 
have been identified in the larger study by the relevant communities as factors that contribute 
to adolescent substance use in those communities, as discussed in Chapter 1 and detailed in 
chapter 5.  
The factors arising from the communities’ perceptions were considered for inclusion in the 
SASUCRQ. These factors were identified through focus group discussions in the relevant 
communities. The discussions were considered in the articulation and refinement of the 
construct domains to be included in the SASUCRQ and assisted in the formulation of the 
operational definitions for each of the constructs domains that made up the sub-scales of the 
SASUCRQ. The information gathered in these focus group discussions was used as content 
evidence in support of construct validity for the SASUCRQ – see Carels (2012) for a full 
report on the content evidence. All of this was conducted in the larger study described in 
Chapter 1 and will be detailed in Chapter 5. The current chapter will show how these factors 
were defined and discussed in the literature as well as how they were measured in some 
studies. This review also allowed for an investigation of the existing scales in order to 
confirm that an appropriate scale does not already exist.  
An understanding of the factors as represented in the literature informed the selection of 
items (see section 5.6.2.2.1 in Chapter 5) and assisted in the argument about the construct 
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validity of the SASUCRQ. In order to select the best fitting items in this phase of the process, 
a clear understanding of the constructs was needed. Because the instrument is being 
developed within the framework of ecological theory (presented in the previous chapter), it is 
also necessary to have an understanding from the literature of how the factors fit into the 
systems levels of the theoretical framework, as well as the extent to which the systems levels 
have been explored in the literature.  
The factors as presented in the literature will therefore be discussed within the ecological 
theoretical framework in this chapter. These sections include individual factors (person 
aspects of the theory) and all the contextual factors (context aspects of the theory). Studies 
that report on factors that demonstrate the time aspect of the ecological framework will be 
reported under the Chrono-systems level, which is discussed with the rest of the contextual 
factors. Studies that report on processes associated with adolescent substance use are limited 
(Caldwell & Darling, 1999). These were woven into discussions of the factors between which 
these processes occur (process aspect of the theory). International studies will be discussed 
first, followed by a review of relevant South African studies.  
The studies reviewed below typically refer to the factors contributing to substance use as risk, 
and protective factors associated with adolescent substance use. There are also studies that 
combine the risk and protective framework with ecological theory and therefore discussed the 
different risk and protective factors within the systems of the ecological theory 
(Bogenschneider, 1996; Corcoran & Nichols-Casebolt, 2004; Jordahl & Lohman, 2009; 
Maring & Braun, 2006; Olson & Goddard, 2010). Maring and Braun (2006) consider that 
while human development is influenced by a host of processes at different levels of the 
human ecology, these can all be grouped into risk and protective factors. This literature 
review will therefore, refer to the factors as risk and protective factors associated with 
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adolescent substance use, albeit within the systems of the ecological theoretical framework. 
The importance of understanding the theory both in terms of the levels of the ecological 
theoretical framework and as risk and protective factors, will be made clear in the discussion 
of the results (Chapter 6) and the conclusion (Chapter 7). 
 
3.2 INTERNATIONAL STUDIES 
A constellation of factors related to adolescent substance use have been presented in studies 
worldwide. Most of these studies are focussed on understanding the association between risk 
and protective factors and adolescent problem behaviours such as substance use. The 
rationale is that an understanding of these factors can be built into preventative interventions 
that will arrest the development of these problem behaviours before they take hold. 
Preventative interventions for adolescent substance use have become a public health priority 
because these behaviours lead to health consequences that end up costing the respective states 
exorbitant amounts of money. The current study is, however, not concerned with the 
associations, but rather the measurement of these factors. The associations cannot be studied 
successfully if the factors are not validly measured.  This section will discuss the factors in 
the international literature that have been deemed necessary to be measured and examined. 
The discussion will focus on how these factors have been defined and explored, and in some 
cases how they have been measured. 
Sutherland and Shepherd (2001) explained that risk and protective factors cannot be 
considered in isolation, and a biopsychosocial approach is needed to make sense of them. 
They added that there could be genetic, personality or social differences between adolescents 
who use substances and those who do not. Though the precise nature of the social differences 
between users and non-users is unclear, research has clearly demonstrated that these 
differences/associations are consistent across various populations within different domains.  
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Different studies have focused on different factors or groups of factors. Most of the research 
reported here focussed on one or two of the domains of factors associated with substance use; 
few focussed on all. Some considered complex interactions between multiple factors (Collins, 
Pan, Johnson, Courser & Shamblen, 2008; Embry, Hankins, Biglan & Boles, 2009; Hong, 
Huang, Sabri & Kim, 2011; Russell et al. 2008) while others reflected on combinations of 
factors (Lopez, 2009; Cleveland, Feinberg, Bontempo & Greenberg, 2010; Sutherland & 
Shepherd, 2001) or the influence of environmental factors on adolescent development which 
leads to problem behaviour (Eastman, 2004). The study by Randolph (2004) considered 
broader social systems as a risk factor, and he reported that most of the studies explored 
individual, family, peer, school and neighbourhood factors. In these studies, the instruments 
used to measure the factors were context-specific and thus not applicable for use in the South 
African context. 
 
3.2.1 Individual factors 
In a systematic review of longitudinal studies, Macleod et al. (2004) focused on educational 
attainment, psychological health and antisocial behaviour in cannabis-using adolescents. 
They pointed to three alternative explanations for these associations, namely, drug use as a 
consequence, association as an artefact of the study methodology, and the influence of other 
associated factors that predispose the adolescents to psychosocial problems.  
In their ecological assessment of alcohol-consumption decision making, Bogg and Finn 
(2008) found a link between personality and situational factors that lead to alcohol use in 
specific settings (i.e. place, time, conditions, people). Jaffee and D’Zurilla (2009) focused 
their study on problem-solving behaviour. They wanted to see whether problem-solving 
behaviour would mediate or moderate the relationship between personality and substance use 
that is, whether personality influences substance use through its effect on problem solving, or 
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whether the effects of personality on substance use are influenced by problem-solving ability. 
Support was found for the hypothesis that problem-solving skill can mediate the relationship 
between personality and substance use, but not for the hypothesis that problem-solving skills 
moderate the relationship between personality and substance use. 
Rhodes and Jason (1990) did a quantitative analysis of the factors that have an impact on 
drug use in two underprivileged schools in America. They found that substance abuse is 
strongly correlated with family support and assertiveness. Their focus was not only on 
personal factors, but also, and more importantly, on the role that the environment plays in the 
likelihood of adolescents using drugs. This study used the social stress model which provides 
a framework that detects protective factors in adolescents who are able to resist engaging in 
substance abuse despite peer pressure to do so. According to this model, the use of drugs by 
adolescents is a long-term outcome of their experiences with significant others and social 
systems from birth and that substances are used as a mechanism for coping with family, 
school, peer and community stressors.  
Other individual factors explored in research are self-esteem and depression (Hong et al., 
2011), machismo and unconventional behaviour (Brook et al., 2001) and religion as a 
protective factor (Dew, Elifson & Dozier, 2007; Sutherland & Shepherd, 2001). An emphasis 
on religion offers protection in that it promotes prosocial outcomes. 
 
3.2.2 Micro-system factors 
3.2.2.1 Family factors 
The quality of the relationship between parent and child plays a big role in adolescent 
development and anti-social outcomes (Lindle & Hogue in Wagner & Waldon, 2001). 
Adolescents with parents who provide praise, encouragement and support, and who set clear 
and consistent boundaries, are less likely to use substances, whereas those who perceive their 
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parents to have inconsistent boundaries, to be emotionally unavailable, and to respond only to 
negative behaviour, are more likely to use substances. Family communication, sanctions and 
involvement were the factors identified by Scheer, Borden and Donnermeyer (2000). They 
found that substance use almost always involves family and community factors, and that 
when adolescents are faced with the decision to use or not to use, a positive relationship with 
their parents acts as a protection for some adolescents.  
Dew, Elifson and Dozier (2007) found that multigenerational families offer more support and 
sharing of resources. Brook et al. (2001) reported on the association between adolescent 
substance use and intrapersonal, interpersonal and environmental factors in a sample of 
Columbian youth. The factors that they found were risks for illegal drug use, were violence, 
drug availability, machismo, substance use by members of the adolescent’s family, the 
parent-child relationship, and unconventional behaviour of the adolescents. The study also 
examined the role of protective environmental factors on the relationship between drug use 
by family members and adolescent drug use.  It demonstrated that the adverse effects of 
family drug use can be buffered by parent-child practices. The specific practices that they 
found to have a moderating role were maternal satisfaction with the development of the 
adolescent (i.e. physical, intellectual, emotional, moral and social development), the 
adolescent’s identification with the father, and adolescent and mother church attendance. 
Fergusson, Boden and Horwood (2008) studied a wide range of risk factors assessed from 
birth to age 25 in a sample of New Zealanders. They found that parental involvement in 
crime and substance use were related to adjustment problems in children. These could have 
been transferred either genetically or socially or simply through their exposure to an unstable 
home environment. 
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3.2.2.2 Peer factors 
Susceptibility to peer influence was explored by Urberg, Luo, Pilgrim and Degirmendogla 
(2003). They looked at friendship selection and behaviour change in order to conform. They 
concluded that adolescents select peers who have something in common with them, and then 
adapt to the differences by either conforming or not. Relative peer standing in school-based 
groups and power relationships in the groups were also found to play a role in adolescent 
substance use (Killeya-Jones, Nakajima & Costanzo, 2007). Urberg et al. (2003) suggested 
that risk factors such as value attached to school achievement or time spent with parents, 
increase susceptibility to peer influence. They reported that high peer acceptance and high 
friendship quality makes adolescents more likely to be influenced by peer substance use.  
De Haan and Trageton (2001) were of the opinion that the association between peer 
attachment and substance use was partly the result of a lack of recreation and boredom 
amongst the 7
th
 and 8
th
 graders in their study. In a New Zealand study, Fergusson, Boden and 
Horwood (2008) argued that substance-using peers contributed to adolescent substance use 
by providing a source of information about drugs, providing a supply of drugs, and/or 
providing a social system that encourages the use of illicit drugs. Added to this, Beyers, 
Toumbourou, Catalano, Arthur & Hawkins (2004) observed that drug-using peers give 
adolescents the opportunity to observe drug-using models. Jenkins (2001) reported that non-
using adolescents view peer pressure as an impediment to remaining abstinent. 
 
3.2.2.3 School factors 
Mason (2010) found that the impact of school problems on substance use can be mediated by 
protective social networks, meaning that the level of risk in a community can mediate the 
effects of school problems on substance use. On the other hand, greater school sports and 
extramural involvement were shown to protect against substance use in adolescents (de Haan 
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& Trageton, 2001; Paige, Kitzis & Wolfe, 2003). Other studies also recommend that school 
should be explored as a factor that is associated with adolescent substance use (Collins et al., 
2008; Hong et al., 2011). 
 
3.2.2.4 Neighbourhood factors 
A study was done by Kilpatrick et al. (2000) to test whether familial substance use is related 
to adolescent substance use. This study also considered physical and sexual assault, exposure 
to violence and post-traumatic stress disorder (PTSD). They found correlations between 
adolescent substance use and violence, familial substance use, and PTSD. The study 
demonstrated that both experienced and observed violence elevated the adolescents’ risk of 
problem substance use. Snedker, Herting and Walton (2009) examined the role of 
neighbourhood context on substance use amongst adolescents sampled in schools in Seattle. 
They found a direct effect of neighbourhood, but also that neighbourhood can moderate 
deviant peer effects. 
Using ecological interviews, Mason, Cheung and Walker (2004) explored the impact of 
physical and social characteristics of neighbourhood on substance use and other mental 
disorders. They found that these and, more specifically, the meanings that adolescents attach 
to activities in these settings, are strong predictors of substance use. These perceptions are 
affected by environmental characteristics, and these differ between substance users and non-
users. In rural communities, families often extend into the communities at large. In small 
communities, the lack of anonymity, interdependence and shared histories offer protection for 
adolescents against substance use (Dew, Elifson & Dozier, 2007). 
Mason, Cheung and Walker (2004) studied the social ecology of adolescent substance use. 
They explored the social networks and settings where adolescents socialise in order to 
determine whether these were related to substance use amongst these adolescents. They used 
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the adolescents’ subjective ratings as well as objective environmental risk data. Adolescents 
identified settings as safe, neutral, or risky. The study found that, for users, the distances 
between their homes and their safe places were on average, three times as long as the 
distances between their homes and their risky places. They concluded that low-income 
neighbourhoods provide more opportunities for risk experimentation than for constructive 
expression. This is due to the physical layout of these communities. Studies also point to 
accessibility of drugs to adolescents as a contributing factor (Brook et al., 2001; Collins et al., 
2008). 
 
3.2.2.5 Combinations of micro-system factors 
Most recent studies that focus on factors associated with adolescent substance use have honed 
in on family and peer factors as the primary influencing forces. In a study with 8
th
 and 11
th
 
graders in Oregon, Embry et al. (2009) studied individual, peer and parenting factors. They 
found that methamphetamine use amongst adolescents in their sample was associated with 
having deviant and drug-using peers, with parents who displayed favourable attitudes towards 
drugs, were poor monitors of their adolescent’s behaviour, and where there was much 
conflict in the family. The study also showed that methamphetamine use is related to other 
problem behaviours and that the amount of the substance used by an adolescent rises 
significantly as the number of other problem behaviours increases. They used items from 
different instruments to measure these factors, including the Youth Risk Behaviour Survey 
(YRBS) and the Communities That Care Survey (CTC) which will both be discussed in detail 
later in this chapter (see section 3.5.1). 
Collins et al. (2008) examined data from a large scale survey of 8
th
 graders in Kentucky, in an 
attempt to understand the relationship between individual and contextual factors and inhalant 
use amongst these adolescents. They found that family conflict, peer drug use, perceived drug 
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availability, and parents’ favourable attitude towards drugs were strong predictors of 
adolescent inhalant use. The relationships were similar for inhalant use and other drugs with 
regard to the protective factors, but not for the risk factors. 
In a systematic review of the literature, Hong et al. (2011) looked at the impact of a host of 
factors on substance use in Asian American youth. They discussed these studies in the levels 
of the ecological model. The factors highlighted in this study were depression and self-esteem 
at the individual level, family and peer influences along with academic achievement at the 
micro level, the interaction between families and peers at the meso-level, and cultural and 
economic stress at the more macro-social levels.  
Another systematic review of the literature by Russell et al. (2008) was carried out on risk 
factors for methamphetamine use by adolescents. They identified a host of factors that were 
associated with methamphetamine use amongst adolescents, including parental monitoring as 
a protective factor, but family history of substance use and crime, disruptive parenting and 
substance-using peers as risk factors. The rest of the factors explored were social indicators. 
The cross-sectional nature of most of the studies reviewed by Russell made it impossible to 
conclude whether these factors precede or follow methamphetamine use. 
Bahr, Hoffmann and Yang (2005) examined the effects of peer and family factors on risk of 
substance use in a sample of 7
th
 to 12
th
 graders. They found peer substance use to have a 
stronger effect than any of the family factors. The three social learning family factors (i.e. 
parental tolerance of drugs, sibling substance use, and parental substance use) had a 
significant direct effect on risk of substance use in these adolescents. Peer substance use 
mediated an indirect effect between these variables and adolescent substance use. The social 
control variables (i.e parental monitoring, attachment to mother and attachment to father) had 
a significant, but small association with adolescent substance use.  
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3.2.3 Meso-system factors 
Lopez (2009) considered family-peer and family-school interactions along with school as a 
factor. The study was framed by the eco-developmental theory which is a blend of 
Bronfenbrenner’s ecological theory and social interaction theory. He found that perceived 
peer use of substances had the greatest influence on early initiation of substance use. 
Sutherland and Shepherd (2001) found that substance-using adolescents are more likely to 
value peer opinions over those of their families. The negative relationship between parental 
monitoring and peer substance use found by Bahr, Hoffmann and Yang (2005) implies that 
family interactions may affect the choice of peers. Amongst a sample of grades 6, 8, 10 and 
12, Cleveland et al. (2010) found that families offer less protection to adolescents in high-risk 
school contexts. They wanted to determine whether the influence of family factors on 
substance use varied across schools. Hong et al. (2011) also examined the interaction 
between family and peers, as well as between family and school. 
 
3.3 SOUTH AFRICAN STUDIES 
Little is known about the effects of contextual factors on substance use behaviour in South 
African adolescents. Of the studies that do examine these factors, none of them measure these 
from the subjective perspectives of the adolescent. Relatively few studies have been 
conducted in South Africa on contextual factors that contribute to substance use (Brook et al., 
2006; Flisher et al.; 2003; Gana, 2004; Parry et al., 2004a; Swartz-Fillies, 2007; Visser & 
Routledge, 2007; Ward et  al., 2008). Many of these look partially at risk and protective 
indicators such as gender, race and age (Flisher et al., 2003; Parry et al., 2004a; Florence & 
Koch, 2011; Reddy et al., 2007; Visser & Routledge, 2007; Ward et al., 2008) while others 
focus exclusively on these risk and protective indicators. These more epidemiologically 
orientated studies make a valuable contribution towards a demographic profile of adolescent 
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substance users (Maseko et al., 2003; Moodley, Matjila & Moosa, 2012; Weschberg et al., 
2008).  
The majority of the South African studies done recently straddle the different systems of the 
bioecological systems theoretical framework. Some of them include macro-social aspects 
(Brook, Rubenstone, Zhang, Morojele & Brook, 2011; Flisher et al., 2003) and some meso-
system interactions (Brook et al., 2006; Swartz-Fillies, 2007), but most of them focus on 
individual and micro-system (mainly family) factors (Gana, 2004; Parry et al., 2004b) that are 
associated with adolescent substance use. 
 
3.3.1 Individual factors 
There are studies that show that having some kind of religious involvement is negatively 
associated with substance use (Gana, 2004; Parry et al., 2004b; Ward et al., 2008). This is an 
example of an individual factor. Within the social control framework, Gana (2004) believes 
that substance use and other deviant behaviour amongst adolescents is a result of the erosion 
of ties between the adolescent and important agents of socialisation such as family, school 
and church, whose role it is to shape the behaviour of the adolescent. She argues that 
religious affiliation offers the adolescent social support, insulation from substance use 
behaviours, a sense of meaning and purpose, and a reinforcement of their personal beliefs 
about the harmfulness of drugs. 
Other individual factors include feelings of hopelessness, depressive symptoms, addiction, 
and so on (Brook et al., 2006; Florence & Koch, 2011; Swartz-Fillies, 2007, Ward et al., 
2008). Visser and Moleko (1999) found that children as young as twelve use alcohol to forget 
their problems, and feel good as well as boosting their feelings of self-acceptance especially 
when they experience little support from family and friends. Some children find the school 
environment very stressful and, more often than not, do not get the necessary support for 
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dealing with this stress. These internal conflicts, insecurities and anxieties can trigger the use 
of substances (Bezuidenhoud, 2002).  
Visser and Routledge (2007) examined the relationship between psychological well-being 
and substance use in Tshwane adolescents (12-19 years old). The study revealed that the 
influence can be bidirectional in that the substance use can be as a result of the low well-
being and satisfaction, or they can be as a result of the substance use. Items were selected 
from the Bar-On EQ1 (Bar-On, 1988) and Diener’s Life Satisfaction Scale (Diener, Sandvik 
& Pavot, 1991) along with some items written specifically for the study, to measure these 
variables. Though this study explored individual factors, Visser and Routledge (2007), argue 
that the individual state is influenced by many factors in an individual’s context. They argue 
that these contextual factors need to be taken into account in order to understand the nature 
and aetiology of adolescent substance use.  
A study conducted in Cape Town by Florence and Koch (2011) explored subjective well-
being in a sample of grade 10 and 11 learners. The Kidscreen 52 was used to measure 
subjective well-being. Scores on 4 of the 10 sub-scales were significantly different for the 
substance users and non-users (namely feelings, general mood, family and home life, school 
and learning). The study concluded that adolescent substance users in this sample 
experienced more negative feelings about themselves generally than did non-users. They also 
reported that while girls in the sample consistently reported lower levels of general mood, 
they were still less likely to use substances. The instrument was designed to identify at-risk 
children and adolescents with regard to their subjective health, in the European context. 
Cronbach’s alphas on the Afrikaans version ranged from .68 to .87 per sub-scale (Florence & 
Koch, 2011). Internal consistency of the English version of the measure was shown to be 
acceptable to good, with Cronbach’s alpha values ranging from .76 to .81 for the 10 scales, 
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but not all subscales were as valid in the South African context as they were in the European 
context (Taliep & Florence, 2012). This instrument was, however, designed to measure the 
impact of chronic disease on children and adolescents, and not factors contributing to anti-
social behaviours such as substance use.  
 
3.3.2 Micro-system factors 
3.3.2.1 Family factors 
Amoateng, Barber and Erikson (2006) studied family predictors of tobacco and alcohol use 
amongst 14-17-year-old Cape Town youth. They found that parental behavioural control, 
monitoring and setting limits, are all associated with adolescent substance use along with 
marital relations and family stress. This study further explored the relationships between the 
parenting variables. They found that higher family stress was related to lower parental 
support and knowledge, and also to higher levels of parental psychological control. Higher 
overt marital hostility, according to Amoateng, Barber and Erikson (2006), was related to 
lower parental connection, knowledge and limit setting and higher parental psychological 
control. This study suggested that limit setting may be an intrusive component that parental 
knowledge does not share. They based this conclusion on the fact that they found parental 
connections and knowledge to be negatively associated with psychological control, but 
positively associated with limit setting as well as a positive association between covert 
marital hostility and limit setting. This study used a combination of items from scales that 
were developed in the USA. They reported that these were translated for the target 
population. No psychometric properties were reported in this article, however.  
In a study by Swartz-Fillies (2007), methamphetamine-using adolescents cited instability in 
the family as an issue contributing to their substance-use behaviour. In this qualitative 
exploration of the experiences of these methamphetamine users, adolescents reported that the 
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instability in their families left them feeling hopeless, depressed and moody. Swartz-Fillies 
suggested that these family interactions and resulting emotions are what make adolescents 
more vulnerable to peer influence, which in turn leads to experimentation with substances in 
communities where substances are readily available. 
The study by Brook et al. (2006) demonstrated that parental substance use serves as a model 
and encourages substance use in adolescents. They also researched the impact of children’s 
attachment to their parents and found that those who had affectionate relationships with their 
parents and identified with their parents were less likely to use substances. Parental marital 
status was found to be associated with adolescent alcohol consumption (Hoque & Ghuman, 
2012). This study examined adolescents’ perceptions of their parents’ practices in relation to 
the children’s use of alcohol. They developed their own instrument to measure these 
perceptions, but did not report any of the psychometric properties of this instrument. They 
found that adolescents who had seen their parents use alcohol were more likely to use it too. 
Another interesting finding of this study is that parents were concerned with the use of other 
drugs by their adolescents, but were not concerned about their alcohol use. Kandel (2003) 
found that the use of soft drugs, such as alcohol and cannabis, during adolescence, are strong 
predictors of the use of harder drugs later in life. She referred to these as gateway drugs. 
Fraser (in Bezuidenhoud, 2002) found that poor attachments between parents and children 
often lead to a lack of commitment by adolescents to conventional activities. 
A qualitative study was conducted within the framework of reasoned action theory to explore 
adolescents’ motivation for using substances (Patrick et al., 2010). The theory of reasoned 
action purports that the choice of behaviour is based on the weighing up of the individual’s 
perceived reasons for and against that behaviour (Goldberg, Halpern-Felsher & Millstein, 
2002). They explored risk factors such as parental modelling of substance-use behaviour on 
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the one hand and parental disapproval as a protective factor on the other hand. In a sample of 
grade 6 and 7 learners from a disadvantaged urban area in Pretoria, Visser and Moleko (1999) 
found that exposure to drug use in their homes was associated with alcohol use. They 
attributed substance use amongst such young learners (all under 15) to the lack of positive 
family support. They developed an instrument to measure these factors, but reported none of 
the psychometric properties of the instrument. 
 
3.3.2.2 Peer factors 
Adolescents are more likely to give in to peer pressure if they have a strong need to belong to 
the peer group (Dietrich et al., 2011). Peers influence adolescents to use drugs by making it 
acceptable, normative and even attractive (Mrug, Gaines, Su & Windle, 2010). Brook et al. 
(2006) suggest that adolescents’ predisposition to substance use can lead them to choose 
deviant peers. Earlier studies also cite peer influence as a major predictor of adolescent 
substance use (Hawkins, Catalano & Miller, 1992; Dishion, Capaldi & Yoerger, 1999). Durr, 
Small and Dunlap (2010) suggested that in addition to family dynamics, we look at the role 
of neighbourhood and social context in adolescent substance-use behaviour. 
 
3.3.2.3 School factors 
In a South African study looking at youth risk behaviour, Reddy et al. (2008) reported that 
substances are readily available in South African public schools. A study by Reddy and 
colleagues (2007) used an adapted version of the YRBS to measure the association between 
educational performance (and other social indicators) and substance use. They compared 
findings of a South African sample of adolescents with that of an American sample of 
adolescents (grades 9-11), and they found that academic performance offered protection from 
substance use for both samples. Other studies that consider school as a factor that contributes 
to adolescent substance use are Swartz-Fillies (2007) and Bezuidenhoud (2002). 
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Flisher et al. (2003) found that learners from single parent homes were more likely to use 
cigarettes if they were “black” or “coloured”, alcohol if they were “coloured” and cannabis if 
they were “female”. The study recommended that the factors that protect adolescents from 
substance use should be identified. They found that recent use of substances was associated 
with days absent from school, repeating a grade, and also the number of years’ living in a 
city.  
 
3.3.2.4 Neighbourhood factors 
The study by Brook et al. (2011) examined the interaction between alcohol and tobacco use 
and factors such as violence victimisation, economic deprivation, and substance availability. 
This study looked at how physical and psychological well-being might help to explain the 
association between these factors and the outcome of tobacco or alcohol use. They found a 
direct association between the factors and alcohol and tobacco use. The study used selected 
sub-scales from a variety of different instruments to measure these factors. Barbarin and 
Richter (2001) suggested that neighbourhood characteristics such as substance availability 
and violence are stronger predictors of physical and psychological outcomes than socio-
economic status per se. Ward in Burton (2007) commented that these adversities coexist in 
neighbourhoods exposing adolescents to multiple stressors.  Sharp et al. (2011) found that 
changes in leisure experience predicted changes in substance-use behaviour over time. They 
used subscales of the Leisure Experiences Battery for Adolescents, which has proved to be 
valid and reliable in the South African context (Caldwell, Smith & Weissinger, 1992).  
  
3.3.2.5 Combinations of micro-system factors  
The factors included in a study by Parry et al. (2004b) were peer influence, neighbourhood 
and recreational activities, crime and violence, living conditions and family-related factors. 
These were measured using subscales from a variety of instruments. They examined social 
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and neighbourhood correlates for drinking amongst adolescents. No reference is given as to 
which instruments were used, and no psychometric properties are reported in this article. 
Using logit analysis, they found that having friends who use alcohol, as well as being 
exposed to public drunkness significantly predicted drunkenness in these Cape Town 
adolescents (11-17 years). 
Brook et al. (2006) measured culturally-specific environmental stressors, parental drug-use, 
child-rearing practices, personality attributes, and peer factors in 12-17-year-old adolescents 
from Cape Town and Durban. This study employed the family interactional model to explain 
how weak family-child bonds related to intra-psychic distress. They used a range of scales 
and items borrowed from instruments developed in the USA along with some items that they 
constructed themselves. These scales were adapted and piloted on South African adolescents 
to ensure linguistic and cultural relevance for the South African sample. The results of the 
pilot were, however, not reported in this study. 
Gana (2004) examined the impact of peer, religious and community influences on alcohol 
and tobacco use amongst learners (14-17 years) in Cape Town schools. She found that 
adolescents most at risk of substance use were those who were closely connected to their peer 
groups and those who came from single-parent families. Gana (2004) used social control 
theory, which argues that adolescents’ behaviour is shaped by the meeting of their needs and 
the monitoring of their behaviour. This study employed a European-based instrument that 
was translated into Afrikaans and Xhosa. No psychometric properties were reported in the 
study.  
The community influences highlighted by the methamphetamine-using adolescents in 
Swartz-Fillies’ (2007) study were gansterism, availability of drugs in their communities, and 
peer influence. She maintained that the availability of drugs not only exposes adolescents to 
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the drugs, but also serves to sustain the habit once they start using. A study by Maseko et al. 
(2003) touches on peer influence and community tolerance of drugs, which they measured 
using an instrument designed specifically for that study. The instrument was piloted in 
Pretoria schools and revised before being used in this study. None of the revisions or 
psychometric properties of the instrument were reported in the article. In that study, the 
adolescents reported that they viewed experimentation with drugs as fun, particularly because 
it was illegal, and they did it to keep up with their friends. The study reported that these 
adolescents see substance use as a norm and do not recognise all the risks associated with it. 
Qualitative studies that specifically explored the factors that are associated with adolescent 
substance use were done in low socio-economic status communities in Cape Town 
(Abrahams, 2009; Jantjies, 2011; Rule, 2010; Patrick et al., 2010; Swarts, 2009; Swartz-
Filies, 2007; Toefy, 2011). The factors that were identified as precursors to 
methamphetamine use in the qualitative interviews were: the historical identity of the 
community; the role of the local community and its perceived tolerance of the practice of 
drug use; the identity of the family and its limited ability to support drug users as well as 
gangsterism; parental substance use; peer pressure; poverty and disillusionment amongst 
adolescents. Swarts (2009) stressed that the components of poverty in the impoverished 
communities studied are what erode the individual’s ability to make sound choices. These 
components include unemployment, resource deprivation, disempowerment, indignity, lack 
of opportunities, and a segregated self. 
In a study by Caldwell and Darling (1999) processes, though not directly measured, were 
examined by testing for the moderator effects of peer influence on the relationship between 
socialising, valuing friends, parental monitoring and adolescent substance use. They found 
positive relationships between these factors and substance use in this sample of adolescents, 
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but only for those who were susceptible to peer pressure. They observed that the resistance to 
peer pressure moderated the effects between these factors and substance use for these 
adolescents.  
 
3.3.3 Meso-system factors 
In her exploration of the experiences of methamphetamine-using adolescents aged 13-17 
years with regard to their personal, social and environmental conditions, Swartz-Fillies 
(2007) qualitatively explored the role of the school in substance abuse interventions. She 
argued that since an adolescent’s role as a scholar fulfils a recognizable position in society, 
maintaining the role could act as a deterrent to substance use. This can be seen as an example 
of a meso-systems level factor. Brook et al. (2006) found that adolescents who use drugs are 
more likely to have parents who use drugs, and that parents of non-users report more warmth 
than conflict in the relationships with their children. They further reported an overlap of 
parental and peer factors in that adolescents of parents who do not use drugs and have better 
relationships with their children are less likely to associate with substance-using peers.  
More recently, studies have moved their focus away from individual, family and peer factors 
towards broader social and environmental factors (Boardman, Finch, Ellison, Williams & 
Jackson, 2001; Crum, Lillie-Blanton & Anthony, 1996; Galea et al., 2003). The following 
section will report on some of these studies. 
3.4 MACRO-, EXO- AND CHRONO-SYSTEMS LEVEL FACTORS 
Few local and international studies have focused on the macro-, exo- and chrono-systems 
level factors that are associated with adolescent substance use. The main reason for this is 
that these factors are difficult to measure from the adolescents’ perspective. 
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3.4.1 International studies 
Using census data linked with survey data, Sunder, Grady and Wu (2007) found that 
perceived neighbourhood problems and peer tolerance of substance use increased the odds of 
substance use amongst 18-31-year-olds in Texas. They found that, where neighbourhood 
socio-economic status was associated with substance use, the association was stronger for 
those earning lower incomes. Boardman et al. (2001) concluded that neighbourhood 
disadvantage is linked to substance use along different pathways. One of these is that drugs 
are used as a response to high stress levels which are common in these communities. Another 
is that neighbourhood disadvantage has a negative impact on personal, psychological and 
emotional resources. 
The ecological model was used by Lo (2009) to explore the associations between familial and 
socio-economic factors and adolescent use of tobacco, alcohol and marijuana. They found 
that the exo-system factors moderated the effects of family variables (conflict, income and 
parental education) on marijuana use.  
In their exploration of the social and environmental factors that influence substance use in 
rural America, Dew, Elifson and Dozier (2007) considered that little attention is given in the 
literature to social and community contextual factors that contribute to drug-use trends. They 
pointed out that, while the traditional rural multigenerational family structure and community 
contain elements that protect against substance use, declining economic conditions and 
population changes have made these communities more vulnerable. This is due to the 
increases in unemployment rates, divorce, single parenting, and more mothers entering the 
workforce, all of which affects parent-child bonds and parental monitoring. These lead to 
increased domestic violence in these communities, together with depression, anxiety and 
substance abuse. 
 
 
 
 
 74 
  
At the chrono-systems level, advanced physical maturity was found to be associated with risk 
behaviour in adolescence (Hulpern, Kaestle, & Hallfars, 2007). This study also considered 
the implications of these behaviours for adulthood. Sutherland and Shepherd (2001) studied 
the influence exerted by different factors at different ages. They used the risk approach which 
involves multiple factors, many of which overlap, to influence substance-use behaviour. In 
this study they found that substance-using adolescents were more likely to come from non-
intact families, to lack religious faith, to value peer opinions over that of their families, to 
have lower academic achievement and expectations, and were more likely to be delinquent. 
These relationships were age-sensitive in that the associations were stronger for older 
adolescents in this sample.  
Durr, Small and Dunlap (2010) did a qualitative analysis of how stress-producing, trauma-
filled homes that offer little social support to adolescents can affect substance-use behaviour 
in these adolescents. They found that these adolescents use substances to alleviate stress and 
to escape the family pathology. In a review of longitudinal studies on how the influence of 
risk changes over time, Randolph (2004) identified five time-related mechanisms that affect 
changes in these risk factors over time. These time-related mechanisms are: risk-related 
norms or expectations tied to a certain historical period; the specific stage of development; 
the progression of substance choice over time from less to more harmful drugs; the chain of 
influence that begins in early or middle childhood, and cumulative risk.  
3.4.2 South African studies 
Generally, macro-social factors are discussed in very few South African studies (Brook et al., 
2011; Kalichman et al., 2006; Seager et al., 1999). A quantitative study by Flisher et al. 
(2003) investigated whether cigarettes, alcohol and cannabis use is associated with psych-
social correlates such as urbanisation, high school drop-out rates, absenteeism, economic 
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disadvantage, poor scholastic progress and family structure in Cape Town youth (grades 8-
11). They noted that rapid urbanisation is often accompanied by housing issues, crime, 
poverty, unemployment and separation from extended family, which in turn can lead to 
substance use. They developed an instrument to measure these factors. This instrument was 
also used in previous studies (Flisher & Charlton, 2001a; Flisher & Charlton, 2001b; Flisher, 
Ziervogel, Chalton, Leger & Robertson, 1993) and was extensively piloted. Test-retest 
reliability was satisfactory for the substance use items, but no psychometric properties were 
reported in this article for the items measuring the potential correlates of substance use 
amongst these adolescents.  
Ward et al. (2008) suggest that protective factors should be thoroughly researched for 
inclusion in intervention efforts. They looked at the likelihood of tobacco, alcohol and other 
substances being  used at hazardous levels amongst a sample of adolescent patients (18-24 
years) attending primary health care clinics in Cape Town. They also examined the factors 
associated with this misuse. They developed their own instrument to measure a host of 
factors, such as, employment and socio-economic status, religious involvement, depression 
and anxiety. Items and lists from other instruments were employed in this study, for example, 
The Patient Health Questionnaire (Spitzer, Kroenke & Williams, 1999), International 
Classification of Primary Care, Second Edition – ICPC-2 lists (ICPC-2, 1998), and the 
ASSIST (WHO ASSIST working group, 2002). They found that religious involvement both 
discouraged drinking and improved coping and social support. 
Culturally specific environmental stressors have also been a focus of South African research 
(Brook et al., 2006). In a 2008 study, Ward and colleagues decided, contrary to international 
studies, that employment was positively related to substance use amongst a sample of young 
adults. This notion was also explored by Reddy et al. (2007) who found that black and female 
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South African learners are more protected from substance use than their American 
counterparts. They suggested that the difference is related to access to disposable income 
since their study was also able to show that black and female South African learners had less 
access to disposable income than did American learners, and were also less likely to use 
substances. A study by Gana (2004) confirmed that adolescents from more affluent families 
are more likely to use alcohol and tobacco. 
The exo- and chrono-systems levels are important for this study because the target 
community has a particular political history that has shaped the way that they function today. 
It is important to examine the impact of this history of inequality, poverty and violence on the 
development of the youth and their perceptions of it, that could lead to delinquent behaviours 
like substance use. Brook et al. (2006) has found that adolescent substance use is affected by 
production, population distribution and marketing groups. Studies agree that socio-economic 
and political changes in a country have an impact on high-risk behaviour (Rocha-Silva, 
Mokoko & Malaka, 1998; Simon, 1998; Visser & Moleko, 1999; Visser & Routledge, 2007).  
In their study, Brook et al. (2006) confirm that South African youth are more likely to model 
delinquent attitudes and associate with deviant peers because of the levels of violence and 
discrimination that they have been exposed to. These, as well as the economic difficulties in 
some South African communities, are some of the factors that affect the adjustment and 
development of children and adolescents, along with the social changes since the end of 
apartheid, namely: increased violence and crime, unemployment, technological development, 
the impact of HIV/AIDS. Other changes that have an impact in this context are demographic, 
economic and political changes as well as changes in the production, distribution and 
marketing of drugs in South Africa. Ward et al. (2008) also refer to these high levels of 
environmental stress in some South African communities, but, this has not been thoroughly 
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explored in South African research on substance use. Richter et al. (2006) believe that the 
problem of substance use will continue to escalate in South Africa because the country is still 
going through transition. 
The following section will discuss the trends in measurement related to substance use, and 
will point to the lack of tools for measuring factors that contribute to substance use amongst 
adolescents. Two similar instruments (the Youth Risk Behavior Survey – YRBS and the 
Communities That Care Youth Survey – CTC-YS) will be discussed in terms of their 
development, validation and application. These instruments measure some of the same 
domains that the SASUCRQ was designed to measure and were also designed to identify at-
risk youth, though not specifically for substance use.  
 
3.5 MEASUREMENT IN SUBSTANCE USE RESEARCH 
Winters (2003) identified different classes of substance use assessment tools, namely: 
screening tools, comprehensive measures, expectancy measures, and measures of problem 
recognition and readiness for change. He divides the comprehensive measures into diagnostic 
interviews, problem-focused interviews and multi-scale instruments.  
The review by Winters (2003) identified the need for accurate measures of the psycho-social 
factors associated with substance use because existing tools do not distinguish between 
possible contributory factors and consequences of substance use. In addition, they usually do 
not translate easily into interventions. The associations between some of these factors have 
been made evident through research, but the directions of the relationships are unclear 
because much of the research conducted to date has been done cross-sectionally. Meyers et 
al. (1999) suggest recording the age of onset of substance use in the adolescent, in order to 
differentiate between the contributing factors and the consequences of adolescent substance 
use. 
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The Adolescent Diagnostic Interview (ADI) (Winters & Henly, 1993) explores psycho-social 
stressors. Many of the problem-focused interviews also include a measure of psychosocial 
factors (e.g. The Adolescent Drug Abuse Diagnosis (ADAD) (Friedman & Utada, 1989), the 
Comprehensive Addiction Severity Index for Adolescents (CASI-A) (Meyers, McLellan, 
Jaeger & Pettinati, 1995), the Global Appraisal of Individual Needs (GAIN) (Dennis, 1999), 
the Teen Addiction Severity Index (T-ASI) (Kaminer, Blitz, Burleson & Sussman, 1998).  
However, most of them are used more as diagnostic instruments for substance use rather than 
for identification of risk for prevention. The Personal Experience Inventory (PEI) (Winters & 
Henly, 1989) is a multi-scale measure that identifies the psycho-social risk associated with 
substance use along with the chemical involvement problem severity scale.  
Meyers et al. (1999) provide five stages to assessment in the arena of adolescent substance 
use namely: 1) screening to distinguish between experimentation and abuse; 2) screening to 
distinguish between users and addicts; 3) level or care determination to match the adolescent 
to the right treatment; 4) identification of treatment needs which would help to design a 
specific treatment plan, and 5) concurrent measurements used to monitor, manage and assess 
treatment outcomes. These assessments are employed in tertiary interventions, but also 
include some assessment of the psychosocial profile of the adolescent, for example in Stages 
3 and 4.  
3.5.1 Measuring risk and protection in adolescents 
Because instruments similar to the one under construction in this study, have been developed 
and used in different contexts (Arthur, Hawkins, Pollard, Catalano & Baglioni, 2002; Kolbe, 
Kann & Collins, 1993), it was decided that these instrument development studies should form 
part of this review. This section of the chapter highlights some of the procedures conducted in 
these studies for the development and validation of these instruments and also demonstrates 
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how they have been used in South Africa. These studies will be reviewed against the 
background of validity theory as outlined in the previous chapter. 
Most of the South African studies reported have either developed their own measures (Brook 
et al., 2006; Flisher et al., 2003; Gana, 2004; Parry et al., 2004a; Visser & Routlegde, 2007; 
Ward et al., 2008), analysed qualitative data (Swartz-Fillies, 2007) or have adapted 
instruments that were developed and validated in different contexts (Morojele et al., 2002; 
Reddy et al., 2003; Reddy et al., 2010).  
 
3.5.1.1 The Youth Risk Behaviour Survey 
The Youth Risk Behaviour Survey System (YRBSS) is an epidemiological surveillance 
system that was developed in 1990 in the USA. The development was initiated by the Centre 
for Disease Control and Prevention (CDC) to monitor health risk behaviours that contribute 
to mortality and morbidity and social problems amongst youth and adults. The idea was to 
focus attention on the behaviours of youth that cause the biggest risk to their health, and 
affect their adult lives. These behaviours start in youth, but either extends into adulthood or 
have implications for adulthood. Kolbe, Kann and Collins (1993) demonstrated how health 
problems amongst youth are due to preventable behaviours. Alcohol and drug use are 
associated with much of the leading causes of mortality and morbidity (Perrine, Peck & Fell, 
1988).  
A survey instrument was designed to measure incidence and prevalence rates of risk 
behaviour established during youth that contribute to major health problems. It has been used 
for planning, implementing and evaluating interventions to reduce risk (Kolbe, Kann and 
Collins; 1993). Panels of experts who monitored a range of risk behaviours were formed to 
identify the areas that needed the most attention. They were tasked with identifying the risk 
behaviours with the highest priority in each category. These decisions were motivated by the 
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outcome resulting from the behaviour and the health objective relevant to the category. 
Highest priority health behaviours were identified for inclusion in the instrument, and items 
were written for each of the domains. The objectives identified were injury (unintentional – 
Waxweiler, Harel  & O'Carroll (1993) and intentional – O'Carroll, Harel & Waxweiler 
(1993)); tobacco use (Marcus, Giovino, Pierce & Harel, 1993), sexual behaviour (Morris, 
Warren & Aral, 1993); dietary behaviour (Trowbridge & Collins, 1993); physical activity 
(Heath, Pate & Pratt, 1993), and alcohol and other drug use (Blanken, 1993).  
The instrument originally consisted of 75 items, was pitched at a 7th grade reading level, and 
was designed to be self-administered. A pilot study was conducted in 1990 (Kolbe, Kann & 
Collins; 1993). Items were then reworded, a recall period was set, and response categories 
were identified. A school based survey was conducted on a sample of grades 9-12 learners 
(Kann et al. 1993). These were done locally, nationally and statewide. Questions could be 
added, deleted or modified as needed in the different contexts. A household-based survey of 
12-21-year-olds was also conducted. School-aged youth not attending school were over-
sampled in this survey.  The survey was conducted every two years on grades 9-12 learners in 
the USA. This data can then be used to design and evaluate programmes to combat the effects 
of high-risk behaviour. It has, for example, been used to address unintentional injuries in one 
state, to support a school health improvement act in another, and to raise funds for a school 
health clinic.  
The panel that wrote the items for the alcohol and other drugs domain were motivated by the 
impact that substance use has on the nation’s physical, social and economic health. Blanken 
(1993) pointed out that substance use endangers the transition from adolescence to adulthood. 
Short and long-term health outcomes associated with adolescent substance use were 
identified. The dimensions included in this subscale were: type of drug used, frequency and 
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chronicity of drug use, age at onset, use in relation to other risk behaviours, dependent use, 
and amount consumed. These choices were based on their contribution to adverse health 
outcomes and the desire to obtain data that is comparable to those from other studies.  
To assess the test-retest reliability of the YRBS the same group of adolescents completed the 
instrument on two occasions two weeks apart (Brener et al., 2002). They found no differences 
by gender, grade or race/ethnicity on the two occasions. Some of the same items showed 
different prevalence estimates on the two occasions. They suggested that these items either be 
revised or deleted. Two other studies had previously come to the same conclusion (Brener, 
Collins & Kann, 1995; Klein et al., 1999). In their reliability study, Brener, Collins and Kann 
(1995) found that younger respondents reported less consistent responses. The instrument 
was further modified based on these results. In testing the reliability of the items that measure 
non-medical use of prescription drugs, Howard, Weiler and Haddox (2009) found that only 
one of the eighteen items demonstrated poor reliability. 
A South African version of the YRBS was used for nationwide surveys of youth risk 
behaviours in 2002 (Reddy et al., 2003) and 2008 (Reddy et al., 2010). Some questions were 
added to the American version of the instrument and others were changed to improve its 
relevance for South African youth in terms of specific risk behaviours and contextual 
exposure. The recall period was shortened from 12 months to 6 months because it was 
administered at schools in the eighth month of the school year. Words that the South African 
adolescents found difficult to understand were rephrased. Response options were changed to 
include a combination of qualitative (e.g. seldom or often) and quantitative (e.g. 6-7 times per 
week) response options. Only closed-ended questions were used for this sample and the lists 
of response options on some items were collapsed. The English version of the revised 
instrument was pre-tested for face and content validity and then translated into the other ten 
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official languages. Further adaptations were made after the instrument was piloted in all 
official languages on grade 8s in 2002. The instrument was again adapted after it was 
administered countrywide in 2008. None of the psychometric properties for the South African 
YRBS are recorded in these reports. 
Blanken (1993), however, states that the YRBS does not provide in-depth descriptions of 
drug use and that the instrument is more useful in assessing the relationships between 
different risk behaviours. The instrument also focuses more on substance use and other risky 
health related behaviours instead of on specific contextually related risks for adolescent 
substance use, which is what the current study is interested in. 
 
3.5.1.2 The Communities that Care Survey 
Using a risk-and-protection-focused prevention approach, Arthur et al. (2002) developed a 
self-report instrument to measure risk and protective factors associated with anti-social 
behaviour in American adolescents aged 11-18 years. The “Communities that Care” grouping 
worked within the prevention science paradigm, from the premise that an understanding of 
risk and protective factors would help to target preventative interventions. The prevention 
science paradigm involves the identification of risk and protective factors as well as the 
development of interventions that reduce problem behaviour, by addressing the risk and 
protective factors associated with problem behaviours. A social development model was 
employed as the theoretical lens through which the study was conceptualised (Catalano & 
Hawkins, 1996). 
Measures are needed to assess the epidemiology of risk and protective factors in 
communities. Glaser, Horn, Arthur, Hawkins & Catalano (2005) explain that these 
instruments can be used to identify communities that are at-risk, and so show where 
interventions (especially preventatively) are most needed. These measures can also assist in 
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identifying the correct interventions for a given community (or developing an appropriate one 
where necessary) to address their specific needs. 
Studies suggest that the number of risk factors that an adolescent is exposed to is a stronger 
predictor of anti-social behaviour than any individual factor (Newcomb, Maddahian & 
Bentler, 1986; Pollard et al., 1999; Rutter, 1979; Sameroff, Bartko, Baldwin, Baldwin & 
Seifer, 1998). Arthur et al. (2002) add that it is important to measure an array of factors that 
could be associated with anti-social behaviour in adolescents in order to be able to explore 
the cumulative effect of the factors on the health and behaviour of the adolescent. Sameroff 
and Gutman (2004) therefore identified the need for valid and reliable measures of individual 
and environmental risk and protective factors.  
The domains of the CTC-YS included community, school, family, peer and individual factors 
as well as behavioural outcomes such as substance use, delinquency, school dropout, teen 
pregnancy, and violence. An instrument of this nature can identify at-risk individuals and 
communities, and it can highlight the factors that require urgent intervention and thus inform 
preventative interventions (Glaser et al., 2005). The development of the instrument started in 
the mid-nineties and was refined through a series of processes, namely: 1) item selection; 2) 
cognitive pretesting of items; 3) pilot testing; 4) reduction and reworking of items, and 5) 
assessing reliability and validity of the instrument.  
They selected the factors for inclusion in the instrument based on longitudinal studies that 
showed an association between these factors and anti-social behavioural outcomes such as 
substance use (Hawkins, Catalano & Miller, 1992; Hawkins, Arthur & Catalano, 1995; 
Hawkins, Catalano & Brewer, 1995; Hawkins, 1999; Herrenkohl et al., 2000; Mrazek & 
Haggerty, 1994). The factors that were selected for inclusion in the instrument were those 
that were found to predict substance use and delinquent behaviour in adolescents in at least 
 
 
 
 
 84 
  
two different longitudinal studies. The other criterion was that the factors had to be measured 
prior to the outcome that was being predicted.  
Some of the factors identified in the longitudinal studies were never included in the 
instrument (opportunities for pro-social involvement, pro-social peer involvement and peer 
rejection) and others were deleted during the process of validating the instrument (extreme 
economic deprivation, resilient temperament, impulsiveness, and sociability). Extreme 
economic deprivation was not included because of their concern about measuring it 
accurately from the adolescent’s perspective, while the others were never included because 
no existing scales were found to model them from. The items were selected from other 
similar instruments for each of the scales in the instrument. These items were modified and 
new items were developed whenever necessary.  
The study by Authur et al. (2002) found support for reliability and construct validity of the 
instrument as well as significant relationships between the scales and substance abuse as an 
outcome amongst 11 000 Oregon public school learners. Because they developed 333 items 
in the original version of the instrument, many of the respondents, especially in the younger 
grades, did not complete the questionnaire. Principal components analysis (PCA) with 
oblimin rotations was conducted on the items per scale to assess the unidimensionality of 
each of the scales. Most of the scales were found to be unidimensional. The K>1 criterion 
together with the interpretability of the factor structure was used to confirm that each scale 
was measuring only one construct. Items were removed if they compromised the 
interpretability of the factor structure or if they contributed negatively to the internal 
consistency of the scale. Multi-level logistic regression was employed to measure the 
predictive validity of all the scales. All the 22 risk and 9 protective factors had been shown to 
predict substance use or other problem behaviours in adolescents (Arthur et al., 2002; 
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Hawkins, Catalano & Miller, 1992; Hawkins, Arthur & Catalano, 1995; Pollard, Hawkins & 
Arthur, 1999). Arthur et al. (2002) also conducted separate PCAs by grade and gender 
combinations, and found few differences in the reliability of the scales across gender and age. 
Relationships between the risk and protective factors and substance use were found across 
age, gender and ethnic group, using this instrument (Glaser et al., 2005; Hawkins, Arthur & 
Catalano, 1997). Confirmatory factor analysis was done to confirm the findings of this 
exploratory factor analysis (EFA). 
A follow-up study was done to confirm the factor structure of the risk and protective scales of 
the CTC-Youth Survey (Glaser et al., 2005). Minor modifications were needed to the 
measurement models for community, family and school domains. This study also assessed 
the equivalence of the factor models across ethnic group, school grade and gender. The 
models that assessed the invariance of the covariance matrices across the school grades, 
however, did not provide a good fit to the data. Glaser et al. (2005) consider that this is due to 
the increased exposure to risk factors and a drop in protective factors as the adolescents 
mature. Mrazek et al. (1994) refer to this as the developmental trajectory of risk and 
protection. 
Initially the mean of the sample was reported in standard score units computed in relation to 
the state-wide mean (Arthur & Blitz, 2000; Hawkins, 1999). Attention was given to scales for 
which the average scores were above or below the state average. Concern was raised about 
whether this was a relevant comparison group since the communities were so varied in 
character and size. To remedy this problem, it was decided to dichotomise each factor as 
present or absent for each respondent. This way it was possible to report the percentage of 
respondents reporting elevated risk in a community. Cut points were developed to distinguish 
those at high risk from those at low risk for involvement in problem behaviours (Arthur et al., 
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2007). These cut points indicated what proportion of the participants experienced risk or 
protection on each of the outcomes, thus highlighting which factors to focus on in 
interventions in a given community. In validating these cut points, they were found to have 
sufficient sensitivity and selectivity for each of the scales. 
It was later discovered that 31 risk and protective scales were impractical to work with either 
in research or as a means of informing interventions. The large numbers of scales produced 
too much data and were likely to be highly correlated within the four domains, presenting the 
problem of multi-collinearity. The high number of scales posed a problem for communities 
who used the instrument to self-assess their needs. They tended to use the data selectively, 
based on their interests. It was also confusing for them when scales in the same domain 
demonstrated different levels of risk. Feinberg, Ridenour and Greenberg (2007) used factor 
analysis and internal consistency to reduce the number of scales to a smaller number of 
aggregated indices. This would allow for easier comparison across the domains, and 
consequently a simpler way of identifying which domains to prioritise in the interventions for 
a particular community. Feinberg, Ridenour & Greenberg (2007) used this opportunity to also 
ensure that the scales were assigned to the correct domains and to test the predictive validity 
of the new indices. They reduced the scales to eight indices (community cohesion, 
community availability/norms regarding drugs and firearms, school pro-social environment, 
family cohesion, family risk, peer anti-social behaviour, risky attitudes and risky behavioural 
tendencies) each of which showed comparable if not higher correlations with problem 
behaviour than the original scales. 
The main limitation of the larger CTC study is that the samples are not even nationally 
representative for the USA, let alone internationally. They recommend prospective 
longitudinal studies in order to test the predictive validity of the instrument. The CTC-Survey 
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was administered to South African youth (Morojele et al., 2002). The study tested the internal 
consistency and test-retest reliability of the instrument on a sample of grade 8-11 learners. In 
some of the subscales items were deleted to increase the internal consistency, but subscales 
with alphas that were too low were deleted. Subscales were excluded from each of the four 
domains, namely: “transition and mobility” from the community domain; “opportunity for 
involvement” from the school domain; “family conflict” from the family domain, and both 
“early initiation of anti-social behaviour” and “skills for interaction and involvement” from 
the peer-individual domain. Internal consistency was relatively similar to that found in an 
American sample (Pollard, Hawkins & Arthur, 1999), at least for the subscales that had 
alphas of more than 0.60.  
Morojele et al., (2002) report that relatively consistent scores were found across the two 
administrations. No test-retest reliability studies were done in America to compare these 
results to. Each domain predicted outcomes of substance use and other delinquent behaviour 
which is evidence of criterion-related validity. The family domain, however, was not 
associated with any of the drugs. From these results it is obvious that some of the items lack 
face validity for the South African sample. Only adolescents attending private schools in the 
Cape Peninsula were sampled for this study. The study reported this as a limitation in two 
ways, namely, that in-school youth and particularly those in these types of schools are more 
protected from substance use owing to a variety of factors. They also reported that the sample 
size (123 adolescents) limited the scope of the study. While Morojele (2002) accepts the use 
of this instrument for a South African sample (after some revision) based on these findings, it 
was decided that this would not be appropriate for the current study because of the difference 
in demographics of the target sample. The decision was also made in the current study to rely 
on inputs from the targeted communities to inform the inclusion of domains and the writing 
of items. 
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3.6 LIMITATIONS OF PREVIOUS STUDIES 
The international studies reviewed, while yielding useful information, do not adequately 
address the problem of substance use specific to low socio-economic status communities in 
South Africa. While some of the international studies do address the factors in the 
environment that affect drug use, these are relevant to their particular context and not to the 
communities considered in this study which is vastly different in terms of history, culture, 
and other societal factors and functioning. Of the studies reviewed, some aim to inform 
interventions, much like the current study, but not only are the measurement tools used in 
those studies inappropriate in the South African context, but these instruments do not cover 
the  whole spectrum of factors that have been highlighted by the relevant communities in the 
current study as contributing factors. 
Recent local and international research has paid very little attention to the reasons for, and 
factors affecting, the use of drugs as a specific community-related problem (Brook et al., 
2006; Flisher et al., 2003; Madu & Matla, 2003; Morojele et al., 2002; Parry et al., 2004a; 
Parry et al., 2004b). In addition these studies generally do not examine these factors from the 
subjective perspectives of the adolescents themselves. Brook et al. (2006) agree that there are 
few multivariate South African studies that examine a range of factors that are associated 
with adolescent substance use. 
Amoateng, Barber and Erikson (2006) point out that most of the literature either studies the 
nature and prevalence of substance use amongst South African adolescents or are 
epidemiological studies of the social indicators that lead to the development of a profile of a 
typical user. More of the malleable correlates of substance-use behaviour amongst 
adolescents have to be explored in order to strengthen future preventative interventions. Few 
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South African studies make a contribution towards understanding the aetiology of adolescent 
substance use in the South African context.  
This could be because it is so difficult to reliably and validly measure these risk and 
protective processes. The way in which the instrument that Gana (2004) used in her study 
measured community influence, was described as a limitation of the study. Community 
influence was measured as the reaction of the neighbours to disrespectful behaviours by 
adolescents. She reflects that, had she rather measured social disorganisation, crime and 
accessibility to substances, she might have found an association between these and alcohol 
and tobacco use amongst adolescents. 
In their 2003 study, Flisher et al. suggested that few South African studies had moved past 
prevalence analysis to look at correlates of substance use amongst adolescents. They added 
that those that did, touched on a limited range of potential correlates. They emphasised the 
need for these studies in order to identify at-risk youth and also to point to risk factors in 
communities that are modifiable through intervention. More has been done recently, 
especially with the surge of substance use in the last decade, but we still do not have 
sufficient clarity with regard to factors that contribute to adolescent substance use. 
Mostly individual and micro-systems level factors have been explored in the literature 
because tools are available to measure them, which is not the case with the macro-social 
factors. Studies are reporting on factors that they are able to measure and that can easily be 
addressed in follow-up interventions since some factors are more amenable to intervention. 
According to the literature and the theory, these are also the factors that have the greatest 
impact on adolescent behaviour. The reason for this conclusion could be that these are the 
associations that are better understood and more thoroughly explored. 
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Brook et al. (2006) propose that the contributions of the more proximal factors are more 
useful in informing interventions than are the distal factors. In their hierarchical regression 
analysis they prioritised the more distal factors, commenting that the context prescribes this 
because of the high levels of environmental stressors. They suggest that future research 
should include other aspects of environmental stress in order to assess the relationships 
between these and problem behaviour outcomes such as substance use in adolescents. Other 
studies confirm the need to explore broader macro-social factors in the South African context 
that affect adolescent substance-use behaviour (Dew, Elifson & Dosier, 2007; Visser & 
Routledge, 2007). 
Though the study by Maseko et al. (2003) considers the patterns of substance use amongst 
adolescents (grades 7, 10 and 11) in Pretoria, the writers point out that substance use is due to 
a combination of factors. They suggest that the focus on individual and family factors should 
be broadened to include social and environmental factors, and that the population group 
variable cannot be separated from the other environmental, social and personal factors. 
Amoateng, Barber and Erikson (2006) argue that unique political, historical, ethnic and 
cultural distinctions between the South African context and others make the study of 
adolescent substance use interesting at this time. These factors need to be measured and 
explored.  
Studies that do explore these factors do so in small specific populations with not much 
external validity, so that the findings are often not generalisable to other South African youth 
(Morojele et al., 2002). There are also differences in the age ranges of the participants (e.g. 
Ward et al., 2008: – 18-24; Visser & Routledge, 2007: – 12-19 are almost mutually 
exclusive); differences in the range of substances (mostly tobacco, alcohol and cannabis or 
combinations of these); different theoretical orientations; different factors explored and 
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different techniques used for measuring the factors. Many of them do not include any 
examination of the theoretical reasoning behind the associations. Where theoretical 
frameworks are employed, the factors explored are often dictated by the theoretical 
orientations as well as the tools available to measure the factors. For the most part, the results 
of these studies are not comparable. It is important to be able to replicate studies and compare 
findings, preferably using the same measures that are based on reputable theoretical 
frameworks. 
Some studies employ qualitative methods. Others use subscales or items of different 
instruments, most of which have not been validated for the sample on which they are being 
applied. Others use instruments that have been developed specifically for the study, but more 
often than not, do not test their psychometric properties. No South African instrument has 
been identified that will adequately represent all the construct domains identified for the 
SASUCRQ.  
 
3.7 CONCLUSION 
This chapter reviewed studies that examined a range of factors that affect adolescent 
behavioural outcomes such as substance use. The studies discussed confirmed the need to 
include these factors in an instrument designed to measure the influence of context on 
adolescent substance use. The discussion informed the selection of items for the SASUCRQ 
as well as the theoretical assignment of scales to the systems level of the ecological 
theoretical framework. 
Different factors examined across the different studies were discussed within the framework 
of the ecological theory. Many of the studies reviewed focused on individual and micro-
systems level factors, and only a few included factors that represent the whole context that 
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affects the adolescent. The lack of emphasis on other contextual influences could be due to 
the difficulties experienced with measuring these factors.  
Most existing instruments in the area of substance use were developed for use in tertiary 
interventions, not primary interventions as is the case with the instrument being developed in 
this study. The SASUCRQ can inform interventions at any stage of the process, but is 
specifically designed to assess risk as a preventative measure. Some of the studies reviewed 
in this chapter report on the methods and techniques applied in the development and 
validation of instruments, and specifically measures of substance use constructs with special 
emphasis on instruments used to identify youth at-risk.  This review, however, confirms that 
there is no existing instrument to measure all the contextual influences that have an impact on 
substance use and are appropriate for South African adolescents. 
The following chapter will unpack the methodological concerns involved with conducting 
instrument development and validation studies.  
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CHAPTER 4 
METHODOLOGICAL CONSIDERATIONS IN INSTRUMENT DEVELOPMENT 
4.1 INTRODUCTION 
While the previous chapter discussed the construct to be measured by the SASUCRQ, this 
chapter will focus on methodological issues and concerns to be taken into account when 
planning, developing and validating an instrument. Various steps in the construction of 
instruments have been documented in order to ensure that the instruments are valid measures 
of the construct (Walsh & Betz, 2001). These processes include planning, item writing, and 
piloting of the initial version of the instrument (Foxcroft & Roodt, 2005). Thereafter the 
instrument is administered to a representative sample in order to analyse the items and assess 
the validity, and finally norms are established for the instrument where necessary (Allen & 
Yen, 1979).  
Most studies on instrument development do not report all the steps in the process, partly 
because many instruments have not been so thoroughly constructed (Benson & Clark, 1982) 
or because validation is an ongoing process that happens across studies over an extended 
period of time (Clark & Watson, 1995). These studies also generally do not address any of 
the methodological concerns that need to be taken into consideration in these types of studies. 
This chapter will discuss all the phases relevant to this study, namely planning, item writing 
and refinement, item analysis and validation, in the process of instrument construction, with 
special emphasis on the validation process since this is the main aim of the current study. The 
methodological considerations will be linked to empirical studies to demonstrate either 
appropriate or inappropriate application of the decisions involved in these instrument 
development studies. 
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4.2 PLANNING PHASE 
During the planning phase of instrument development the overall plan for the instrument is 
identified. This plan, referred to as the blueprint, will serve as a guide for the rest of the 
phases in the construction of the instrument. Allen and Yen (1979) explain that this blueprint 
should include a systematic layout of all the processes to be followed. Apart from identifying 
the purpose and rationale for the instrument, McIntire and Miller (2007) state that the 
blueprint should also specify the target population, and define the content domain, the 
instrument and item formats and all other specifications including the administration and 
scoring methods. Foxcroft (2004) points out that possible test bias can be addressed already 
during this phase, along with other design issues. 
It is important to have a clear understanding of the construct before developing a blueprint 
(DeVellis, 2003). This clarity can be reached with the aid of an appropriate theoretical 
framework (Gregory, 1996). Clark and Watson (1995) maintain that there can be no construct 
validity without an articulated theoretical framework, referred to as “the nomological net” by 
Cronbach and Meehl (1955). The theoretical framework allows instrument developers to 
think about the data in advance and also to justify their selection of items. Instrument 
development studies use the theoretical model to inform the development of the domains to 
be included in the instrument (van Heerden & Roodt, 2007; Zillich et al., 2005) while some 
use it for the domains and the item writing (Bowman et al., 2009) and reducing the number of 
items (Anderson et al., 2004) 
After this, operational assessment areas are identified and clearly defined in the blueprint 
based on the theoretical framework selected (Delport, De Vos, Fouché & Strydom, 2005). 
These constructs are thoroughly conceptualised by a process of refinement and are then 
operationalised. The operationalisation of the construct includes defining the independent 
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variable in terms of the procedures that will be performed to facilitate the measuring process. 
Items are then content validated against these operational definitions. 
Clark and Watson (1995) state that the scope of the construct is the key issue during this 
phase of development, and that a precise and detailed conceptualisation of the construct and 
its theoretical context is needed. They suggest writing out a formal description in order to 
crystallise the conceptual model. Benson and Clark (1982) agree that a statement of this 
nature is necessary, and that it should include a specification of the construct to be measured 
as well as the target population for which it is intended. 
A review of literature can be examined to see how the construct has been defined and 
measured and can be used to assist in articulating the conceptual boundaries of the construct. 
The review involves an investigation of existing scales and concepts expected to be related to 
the construct. It has also been suggested that this review can help to ensure that an 
appropriate instrument does not already exist (Benson & Clark, 1982; Clark & Watson, 1995; 
Maclellan-Wright et al., 2007). The literature review also assists in the formulation of 
operational definitions, which involves the spelling out of the components necessary to 
measure the construct. It can also help to identify the most appropriate types of items to 
measure a particular construct.  
Most instrument development studies consult the literature to examine, refine and ultimately 
define the construct (Anderson et al., 2004; de Bruin & de Bruin, 2011; Kristjansson et al., 
2007; Zillich et al., 2005). In some studies, the domains of the construct are also defined 
using literature (De Bruin & Taylor, 2006; Fok & Tsang, 2005; Ullman & Forbes, 2006). 
Representativeness and relevance of the construct domains are measured in consultation with 
the literature (Guyonnet et al., 2008).  
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In most studies the content and face validity of the instrument are also assessed, using expert 
reviews (Barret et al., 2005; Bowman et al., 2009; Dückers, Wagner & Groenewegen, 2008; 
Maclellan-Wright et al., 2007), while some studies make use of expert and target population 
reviews to do the assessment (Guyonnet et al., 2008; Ullman & Forbes, 2006; Zillich et al., 
2005). Bowman et al., (2009) use the content validity index which measures the proportion of 
items judged to be content-valid. 
 
4.3 ITEM WRITING PHASE 
Items should be carefully worded since there are no techniques for remedying deficiencies in 
the item pool. The point during this phase is to systematically sample all potential content 
that is relevant to the construct. Experts in the field are assembled for this purpose and trained 
when necessary. Surveys, interviews or workshops are conducted with these experts for the 
writing of items (Fok & Tsang, 2005; Ullman & Forbes, 2006).  
Clark and Watson (1995) suggest that the construct should be oversampled. They argue that 
the pool should be broader than the theoretical view of the construct, and should include 
items that are barely related or even unrelated to the construct. The reason for this is that 
analyses can pick up items that are weak, but can not detect items that should have been 
included but were omitted. While there are definite disadvantages to developing too many 
items for a scale, scales with too few items will not display adequate reliability. When writing 
items for the initial version of the scale, it must be kept in mind that the number of items will 
be reduced through the process of validating the instrument. 
It is important to ensure that each of the major content domains has an adequate sample of 
items. This will guard against under-representation of that content domain in the final 
instrument. Comrey (1988) suggests that subscales be created within instruments to represent 
these content domains. 
 
 
 
 
 97 
  
The pool of items is reviewed by the writers to determine whether items are clearly stated and 
they conform to the selected format, that response options are plausible, and the wording is 
appropriate for the target population. At the item writing stage it is important to have 
sufficient knowledge about the target population since this will affect the format that will be 
chosen for the items. Issues such as reading ability, the length of time that the respondents 
will be able to focus or whether they are able to give written responses to items, should be 
taken into account. Items should be based on literature, self-descriptions, educational 
curriculums and anecdotal evidence (Foxcroft & Roodt, 2005). The specifications outlined in 
the blueprint should guide the writing of these items in terms of the content, the quality and 
the format of the items (Linn & Gronlund, 2000). Additional items should be written to allow 
for reduction. Items should be clear, succinct and unambiguous so that they are easy for 
respondents to interpret. The language usage should be appropriate for the target population 
(De Coster, 2000). Biased language should be avoided and items should not be structured in a 
way that would point toward a particular response. The language and format must remain 
neutral. 
Multiple choice items are particularly difficult to construct since the distracters should be as 
attractive as the correct responses, and negative expressions should be avoided. Linn and 
Gronlund (2000) suggest that three distracters per item are enough, with even less for 
children. Generally De Coster (2000) argues that items should be written in such a way that 
respondents require minimal instruction in order to answer an item. 
 
4.3.1 Piloting of initial items 
Once the initial set of items is written, these are piloted. Piloting may include informal 
opinions from colleagues, but generally involves the more formal testing processes. Foxcroft 
and Roodt (2005) advise that this process should include both a quantitative and a qualitative 
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collection of information regarding the performance of each item. This information should be 
used in the refinement of and the selection of items. Qualitative data can be collected by the 
administrators of the instrument with regard to the items that respondents generally struggle 
with. In piloting, the instrument is actually administered to respondents to determine how 
long it takes to complete the instrument, whether the items and instructions are clear, and to 
give respondents the opportunity to comment on the overall quality of the instrument (Benson 
& Clark, 1982). They recommend that the pilot be followed up with a qualitative debriefing 
to give respondents the opportunity to comment on the appropriateness of the instrument. 
Piloting provides the opportunity to try out techniques and specific instructions for the 
administration of the instrument. The appropriateness and clarity of the item wording is also 
measured through this process. Maclellan-Wright et al. (2007) conducted a pilot study to 
further assess the face and content validity of the Community Capacity To Address Health 
Issues measure, by using interviews with experts and the target population, while Beglar 
(2010) used a pilot study to assess representativeness and technical quality of the Vocabulary 
Size Test. Mischel, Shoda and Peake (1988) indicate that some rounds of item analysis and 
validation can also be conducted iteratively during this phase. Items can then be revised 
based on these results. Rattray and Jones (2005) agree that item analysis is one way to pilot 
an instrument, assuming that the sample is big enough to perform certain analyses on. 
 
4.4 ITEM ANALYSIS AND VALIDATION PHASE 
There are different procedures for validating an instrument. Chapters 2 (Section 2.2.1) and 5 
(Section 5.6.2.2) include exhaustive discussions on these procedures. This section will 
highlight some of the considerations raised in the literature with regard to some of these 
procedures. This discussion will be structured in line with the aims of the current study (see 
Chapter 1 Section 1.5) namely: Aim 2: Item selection; Aim 3: Structural evidence towards 
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construct validity; Aim 4: External evidence towards construct validity, and Aim 5: Construct 
equivalence procedures. Aim 1: Piloting of the instrument was discussed above in the item 
writing phase under Section 4.3.1.  
 
4.4.1 Item selection 
Item analysis involves a quantitative analysis to determine whether each of the items serves 
the intended purpose of the scale (Izard, 2005). It measures the interaction between the items 
in a scale. This process highlights items that are not performing satisfactorily. The 
characteristics of each item are examined in terms of their difficulty and discrimination 
power (see Section 5.6.2.2.1 in Chapter 5 for a more detailed explanation of these). Item 
difficulty is indicated by the spread of scores on an item. An appropriate difficulty level is 
indicated by an even distribution of scores instead of mostly high, low or neutral responses to 
an item (Walsh & Beltz, 2001). Item discrimination refers to how well an item distinguishes 
between high and low scorers. This is calculated by measuring the correlation between the 
item and scale scores. The higher this value, the better the item is able to distinguish between 
high and low scorers (Foxcroft & Roodt, 2009).  
In addition to using the items’ characteristics for item selection, many studies also use 
exploratory factor analysis (EFA) to select items. However, according to Gorsuch (1997) 
there are several problems that can arise when using factor analysis at an item level for item 
selection because these methods were developed for the analysis of scale data. He argues that 
we construct scales because they are more reliable than individual items. As a result, scales 
will show higher intercorrelations than items because correlations can only be high if the two 
variables have similar distributions. This is less likely with items than scales. Items with 
similar distributions also tend to load together in a factor analysis despite their content (de 
Bruin, 2004). In addition, with psychological tests, de Bruin (2004) obseves that the item 
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level data often fails to meet the assumptions of linearity and normality. Floyd and Widaman 
(1995) also caution that when items are measured using likert-type scales, the data that they 
yield cannot be considered continuous and is non-normally distributed because of this. Item 
scores are more likely to be ordered categories as opposed to continuous scores like scale 
totals, leading to lower intercorrelations because the number of response categories of items 
have an impact on the item distribution. The most likely explanation that Gorsuch (1997) puts 
forward is that items can contain confounding factors that, though unrelated to the item, may 
affect the respondent’s interpretation of the item. While these are averaged out in scales, they 
can have a profound impact on the performance of individual items.  
In these cases, de Bruin (2004) recommends item response theory as an alternative because it 
was designed for use with non-linear relationships between ordinal variables. Rasch 
modelling was employed to reduce the items of a brief South African instrument to measure 
learner self-directedness in the workplace, developed by de Bruin and de Bruin (2011). 
Kristjansson et al. (2007) developed a scale to measure the skills and attitudes of an effective 
musculoskeletal consumer. Items were reduced in several stages using content experts, 
pretesting and piloting of the instrument, and finally item response theory.  
Meads et al. (2009) also used Rasch analysis to reduce items and assess dimensionality of the 
Fatigue impact scale. They claim that Rasch analysis is a useful tool in the development and 
improvement of scales, more so than factor analysis and classical test theory. A combination 
of Rasch analysis and structural equation modelling was employed by Forkmann et al. (2009) 
in the development of a depression screening tool. Items were excluded from the model based 
on indicator reliabilities and modification indices until good model fit was achieved. 
There are some studies that use only item characteristics to select items (Butt et al., 2009). In 
order to reduce items for the newly developed Parental Satisfaction Scale, the target 
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population rated items according to their importance. Items were retained if 75% or more 
indicated that they were either very important or extremely important. Items were further 
reduced using a representative sample of the target population. Items with endorsement 
frequencies of more than 0.80 were eliminated. One of two items was removed if they 
correlated too highly (i.e. > 0.90). They also measured how items correlated with scale totals 
(with items removed). Items were removed if they had correlations of ≤ 0.30 with the scale 
total. If an item was found to be more highly correlated with a total for another of the scales, 
it was either moved or eliminated. 
Should one decide to go the route of factor analysis in item selection, as was the case with 
many studies, it is ideal to conduct factor analysis in conjunction with an exploration of the 
item characteristics. Many studies do item selection using item characteristics before and 
during the factor analysis. Using EFA, Berger, Ferrans and Lashley (2001) reduced items 
based on Comrey and Lee’s (1992) guidelines for the quality of item-factor correlations. 
Items with loadings of < 0.50 (explaining 25% of variance) for every factor across a set of 
solutions were removed. While item response theory is more appropriate for analysis of 
ordinal level data, it is not as widely used as one would expect. Instead factor analysis is still 
popular in item and scale level analysis (Butt et al., 2009; Bowman et al., 2009; Van Heerden 
& Roodt, 2007). Younossi, Guyatt, Kiwi, Boparai and King (1999) used factor analysis in the 
item reduction phase of the development of a measure of health related quality of life for use 
with liver disease patients. PCAs were conducted in conjunction with other item reduction 
criteria such as impact scores. The target population was asked to rate items based on their 
importance. The impact score is the proportion of respondents who felt the item was 
important. Items that were endorsed by more than 50% of respondents were retained and later 
factor analysed. 
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General considerations in factor analysis will be discussed in more detail in the next section. 
 
4.4.2 Structural evidence 
Recent literature has has brought to light several concerns with the way in which validity 
studies are conducted. Empirical studies have employed a host of techniques and have made 
different decisions regarding the application of these techniques. Factor analysis is used in 
many studies for both item selection (as discussed in the previous section) and exploring and 
confirming the nomological networks proposed in the theories informing the construct.  For 
the purpose of this study, the focus will be on the methodological considerations relevant to 
the use of factor analysis, whether as a method to gather internal or structural validity 
evidence or item selection. The terms “internal and structural evidence” will be used 
interchangeably throughout the thesis to refer to procedures that examine the internal 
structure of a scale or the instrument as a whole. 
The following considerations will be discussed: 1) selection of a factor extraction method; 
and 2) criteria used to decide on the number of factors to retain when using factor analysis. 
Other issues are mentioned in the literature such as rotation methods in factor analysis, 
sample size, and so forth, but this discussion will be limited to the two major issues listed 
above.  
Many studies have reviewed and evaluated the use of factor analysis in measurement research 
(Conway and Huffcutt, 2003; Cook and Beckman, 2006; Costello and Osborne, 2005; 
Fabrigar, Wegener, MacCallum & Strahan, 1999; Floyd and Widaman, 1995; Ford, 
McCallum and Tait, 1986; Henson and Roberts, 2006; Laher 2010; Reise, Waller and 
Comrey, 2000), but few have affected good practice. Most of these studies attribute this to the 
overuse of default settings in statistical packages referred to as the “Little Jiffy”. These 
decisions leave researchers unable to generalise factor structures across samples.  
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Factor analysis involves a series of decisions that affect the interpretation of the results. This 
multi-step process has few absolute guidelines and several options at each of the stages. 
Subjectivity creeps into the process when these decisions are made by a researcher because 
different decisions yield different results. Researchers argue that informed decisions need to 
be made, and recommend good practice at each of the stages (Henson & Roberts, 2006; 
Rattray & Jones, 2005).  
In reviewing the use of EFA in instrument development, it became clear that, most studies 
use EFA to reduce items (Berger, Ferrans & Lashley, 2001; Hills and Argyle, 2001; Milfont 
& Duckitt, 2004), while a few studies have employed the technique at a second-order level to 
explore nomological networks (de Bruin, 2006; de Young, Peterson & Higgins, 2001). 
Studies are much more likely to employ confirmatory factor analysis at this level (Butt et al., 
2009; Gotay Blaine, Haynes, Holup & Pagano, 2002). When a theoretical framework is 
applied for the first time, however, it is advisable to employ EFA at first to determine 
whether the factors do load as hypothesised according to the selected framework. EFA is 
used to identify inter-relationships between items that form part of a unified construct. In 
EFA, no a priori assumptions are made with regard to these relationships. Confirmatory 
factor analysis, on the other hand determines the number of factors as well as how items will 
load on these factors, before the analysis is done, in an attempt to confirm the appropriateness 
of the theory on which the constructs are based (DeVellis, 2003).  
As was pointed out before, in performing EFA, informed decisions must be made about the 
extraction method and the criteria used to decide on the number of factors to retain. The 
considerations in making these decisions in EFA will be discussed next. 
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4.4.2.1 Selection of a factor extraction method in factor analysis 
Gorsuch (1983) categorises most factor extraction models into either a common factors 
model or a components model. The distinction will be made clear in the next paragraph. The 
most common components model is principal components analysis (PCA) while the most 
popular common factor analysis (CFA) models are principal axis factoring (PAF) and 
maximum likelihood. Some researchers do not consider PCA as factor analysis (Costello & 
Osborne, 2005) while others argue that there is no difference and that in fact PCA is more 
suited to instrument development research than CFA (Rattray & Jones, 2005). Velicer and 
Jackson (1990) are of the opinion that PCA can be used to examine the latent construct and 
will yield almost identical results. They argue that PCA can be successfully used to reduce 
items (through a process of iterative analyses) as well as to identify underlying domains in a 
set of items.  
PCA and CFA differ with regard to their purpose and how they conceptualise sources of 
variance (Conway & Huffcutt, 2003). While CFA only analyses shared variance, components 
methods such as PCA do not discriminate between shared and unique variance (Kline, 1994). 
Studies caution that this can lead to inflated estimates of variance accounted for by 
components when using PCA (Gorsuch, 1997; Reise, Waller and Comrey, 2000). When used 
at an item level, these inflations can make items look better than they actually are, which 
necessitates combining the use of EFA with, for example, item characteristics, or the 
contribution of items to internal consistency (Berger, Ferrans & Lashley, 2001).  
Generally, PCA is recommended for item reduction, though, and CFA for understanding the 
latent structure of a set of variables. Fabrigar et al. (1999) analysed different datasets using 
CFA and PCA. Although they found that most of the results were similar, another study 
demonstrated that the two methods could make a significant difference to the outcome of the 
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analysis. Widaman (1993) demonstrated that when items have low communalities and factors 
have few salient loadings, the results of PCA and CFA can differ substantially. According to 
Gorsuch (1983) the difference in results yielded by PCA and CFA is minimal when there are 
enough variables in the analysis and when the communalities are high. Floyd and Widaman 
(1995), however, caution that items tend to have low communalities, so marked differences 
can be expected when applying PCA as opposed to CFA to item level data. When the focus is 
on the latent construct, these authors conclude that CFA is the more accurate method of factor 
extraction. 
In systematic reviews of the literature to evaluate the use of EFA in research, Ford et al., 
(1986) as well as Fabrigar et al. (1999) reported that PCA was over-used in research between 
1975 and 1995, and recommended greater use of CFA. Part of their explanation for this trend 
was the limited capacity in EFA technology and computing power during that period since 
CFA requires greater computing power. In a later review by Conway and Huffcutt (2003), 
they reported no real shift in the extraction methods employed by researchers, and urged 
researchers to make greater use of common factor models. They also claimed that researchers 
rely too heavily on the default settings in statistical packages owing to a lack of training in 
the appropriate use of EFA. For this and other reasons, few studies use CFA in the 
development of instruments.  
CFA was, however, used to examine the higher-order structure of learner self-directedness in 
the workplace scale (de Bruin & de Bruin, 2011).  This analysis was performed using PAF as 
the extraction method. Van Heerden and Roodt (2007) also used CFA to assess the internal 
structure of an instrument to measure high performance culture. The instrument was 
developed around a twelve dimension theoretical model of the construct that was based on 
literature. PAF was performed on the items as well as on the dimension scores. De Bruin and 
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Taylor (2006) developed the sources of work stress inventory. The items were subjected to 
CFA using maximum likelihood extraction. Bowman et al. (2009) developed an instrument to 
measure clinicians’ readiness to measure outcomes. The dimensions and items were based on 
the stages of the trans-theoretical model. Items were selected using CFA with the maximum 
likelihood extraction method. EFA and confirmatory factor analysis were used to assess the 
factor structure of the items. 
PCA, however, is still more commonly used in measurement research. Anderson et al. (2004) 
developed a scale to measure beliefs, confidence, prior action and desire to promote health. 
PCAs were conducted on the items of each of the dimensions to verify the dimensionality of 
these theoretically predetermined scales and to reduce items. Barret et al. (2005) used PCA to 
assess dimensionality of theoretically determined scales for a measure of organisational 
leadership for health promotion. The factor structure of a measure of belief and attitudes of 
Chinese adolescents towards substance use was explored using PCA (Fok & Tsang, 2005).  
PCA was also used to assess the factor structure and underlying dimensions of the measure of 
physician-pharmacist collaboration based on a conceptual model (Zillich et al., 2005). 
Confirmatory factor analysis followed to evaluate model fit. Dückers, Wagner and 
Groenewegen (2008) used PCA to assess the dimensionality of a measure of conditions for 
successful implementation of quality improvement collaboration. Guyonnet et al. (2008) used 
PCA for item selection and factor structure in the development of a food benefits assessment 
questionnaire that assessed the impact of food on health related quality of life domains. This 
process led to the development of a conceptual framework which was further validated by 
experts in the field.  
A measure of community capacity to address health issues was developed by Maclellan-
Wright et al. (2007). Scale dimensionality was assessed using PCA. Forbes, While and 
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Ullman (2006) developed a measure of learning needs assessment to be used for the 
continuing professional development of specialist nurses. Correlational analysis was used for 
the analysis of the items because the sample was small. PCA was done on pairs of domains to 
get a sense of the underlying structure.  
As demonstrated above, both PCA and CFA have been used at both item and scale level. The 
trend, however, seems to be to use PCA at an item level (with some caution around its use) 
while using CFA at the scale level to assess dimensionality and nomological networks 
 
4.4.2.2 Criteria used to decide on the number of factors to retain in factor analysis 
The next point at which informed decision making is important, is when the researcher has to 
decide about the number of factors to retain. Fabrigar et al. (1999) showed that the technique 
used to decide on the number of factors to retain can lead to different results. The aim of 
factor extraction is to identify the number of latent dimensions needed to account for the 
common variance amongst a set of items. Too few factors can cause the researcher to miss 
important distinctions between the items, while too many can cause some factors to be ill-
defined with too few salient loadings (Reise, Waller & Comrey, 2000). The more popular 
techniques will be discussed. 
 
4.4.2.2.1 Kaiser-Guttman criterion (K>1) 
Each component or factor in EFA has an eigenvalue, which is the variance accounted for by 
that component. Generally the rule of thumb is to retain the number of factors with an 
eigenvalue greater than one; this is called the Kaiser-Guttman criterion (K>1). However, this 
criterion was intended to be upperbounds for the number of factors to retain, and not a 
criterion to determine the exact number of factors to retain. It is thus arbitrary in the sense 
that values just below one are not considered stable using this “criterion” (Laher, 2010). As a 
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result, Henson and Roberts (2006) recommend that the eigenvalue for the first factor that is 
not retained when using this method should be reported as well. Gorsuch (1997) and Reise, 
Waller and Comrey (2000) agree that this criterion tends to lead to the retention of too many 
factors. Most studies agree that this is the most inaccurate method of deciding on the number 
of factors to retain (Costello & Osborne, 2005). Other researchers argue that the logic of this 
criterion is based on PCA, not CFA, and is influenced by the number of variables in the 
analysis (Floyd & Widaman, 1995; Reise, Waller & Comrey, 2000). As a result they warn 
against an over-reliance on K>1 and recommend multiple criteria and reasoned reflection 
when making this important decision (Henson and Roberts, 2006; Laher, 2010). 
The K>1 rule is, however, widely applied in research. It was applied to decide on the number 
of factors to extract in each PCA for the beliefs, confidence, prior action and desire to 
promote health scale developed by Anderson et al. (2004). It was also used by Haidet et al. 
(2008) in their development of a measure of the salient aspects of explanatory models of 
illness, and by Guyonnet et al. (2008) to develop the food benefits assessment questionnaire 
that assesses the impact of food on health related quality of life domains.  
 
4.4.2.2.2 Scree test 
The scree test is used when the eigenvalues of the unrotated factors are plotted and the slope 
of the line connecting the plots is examined. The point at which the slope approaches zero is 
the cut-off point for retaining factors. Factors after that point are discarded as they are seen as 
not containing significant variance. Scree plots involve eyeballing for sharp demarcations 
between eigenvalues.  
Laher (2010) remarks that these demarcations do not always exist, or sometimes more than 
one exists. Rattray and Jones (2005) agree that there is a degree of subjectivity in the 
interpretation of the scree plot. The scree plot, however, comes highly recommended by 
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Costello and Roberts (2005). Along with Floyd and Widaman (1995) they recommend that, if 
the scree plot is unclear, different iterations should be attempted around the number that it 
seems to suggest, until an interpretable factor solution is reached.  
In assessing the internal structure of the sources of work stress inventory, de Bruin and 
Taylor (2006) used factor structure interpretability and scree tests to decide on the number of 
factors to retain. Conway and Huffcutt (2003) further suggested that the examination of 
multiple solutions until an interpretable solution is found, should be used in conjunction with 
a combination of other techniques. Interpretability of the factor structure is thus another 
criterion for determining the number of factors to retain.  
 
 4.4.2.2.3 Multiple methods 
As mentioned, a number of earlier studies recommend a combination of different techniques 
for ensuring that the correct numbers of factors are retained (Fabrigar et al., 1999; Ford et al., 
1986). Fabrigar et al. (1999) reported slightly more use of multiple methods for the period 
1991 to 1995 than Ford et al. (1986) for 1975 to 1984. Conway and Huffcutt (2003) reported 
even more use of multiple criteria to decide on the number of factors to retain, in studies done 
between 1985 and 1999. This indicates a trend towards the use of multiple methods to decide 
on the number of factors to retain in a factor analysis. 
In a study focussed on best practice for the use of EFA to assess construct validity and 
equivalence in objective personality tests, Laher (2010) recommended that parallel analysis 
and Velicer’s minimum average partial (MAP) be used along with scree plots and K >1 to 
decide on the number of factors to extract. Other studies agreed with this suggestion and 
further commented that these techniques are underutilised in research (Floyd & Widaman, 
1995; Henson & Roberts, 2006). Costello and Osborne (2005), however, pointed out that the 
reason for this is that these are not easy to calculate, and that statistical packages are not 
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readily available. MAP can also only be applied in PCA, not CFA. This method considers the 
difference between elements in the original correlation matrix and the model reproduced 
correlation matrix. Reise, Waller and Comrey (2000) also recommend residual analysis. 
Some studies argue that the theoretical specifications of the instrument also have a role to 
play in the decision of the number of factors to retain (Laher, 2010; Preacher, Zhang, Kim & 
Mels, 2013). 
In their study on the development of an instrument to measure learner self-directedness in the 
workplace, de Bruin and de Bruin (2011) used scree tests and the K>1 criteria to decide on 
the number of factors to retain. Other studies that have made use of this combination of 
criteria are Dückers, Wagner and Groenewegen (2008) in their development of a measure of 
conditions for successful implementation of quality improvement collaboration. Zillich et al. 
(2005) used these criteria in the development of a measure of physician-pharmacist 
collaboration based on a conceptual model. Barret et al. (2005) also used the K>1 rule in 
combination with the scree test to develop a measure of organisational leadership for health 
promotion. 
 
4.4.3 External evidence 
External validity procedures include criterion-related validity procedures such as concurrent 
and predictive validity as well as construct validity procedures such as convergent and 
discriminant validity. These were discussed in full in Section 2.2.1.3 of the theory chapter. 
Smith and McCarthy (1995) proposed that convergent and discriminant correlation patterns 
should be present in a valid instrument. They suggested that this was important to measure in 
the initial stages as well as later in the process.  
A number of studies used external procedures of validity evidence. For example, convergent 
validity was assessed using Spearman correlations for a measure of physician-pharmacist 
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collaboration with a previous measure of collaborative care (Zillich et al., 2005). Concurrent 
validity of this instrument was assessed using Spearman’s correlation with the dimensions of 
the SF36. Known group validity was assessed using Kruskal-Wallis and Mann-Whitney 
Wilcoxon tests for a food benefits assessment questionnaire developed by Guyonnet et al. 
(2008). 
Studies that have assessed the predictive validity of instruments have used either comparative 
methods such as analysis of variance (van Heerden & Roodt, 2007) or correlational methods 
such as regression (de Bruin, de Bruin, Dercksen & Cilliers-Hartslief, 2005; de Bruin & 
Taylor, 2005). In their study, van Heerden and Roodt (2007) developed a High Performance 
Organisational Culture scale. Among other tests to assess face and content validity, they used 
ANOVAs to assess whether there were any differences between genders, age groups and job 
levels on the scale. No significant differences were found, and they concluded that the scale 
lacks differential validity. 
De Bruin et al. (2005) assessed whether scores on an intelligence test (The Raven’s 
Progressive Matrices – RPM) and scores on a personality questionnaire (The Five Factor 
Non-verbal Personality Questionnaire – FF-NPQ) could predict practical and academic 
performance in an adult basic education programme that catered for adults with limited 
reading skills. These intelligence and personality tests were selected because they both 
require limited reading skill. The study found that the RPM correlated significantly with the 
practical and academic components of the training programme. Only one of the five scales of 
the FF-NPQ correlated with the practical component of the programme only, while none of 
these scales correlated with the academic components of the programme. 
De Bruin and de Bruin (2011) discussed the absence of external evidence of the validity 
argument for learner self-directedness in the workplace scale as a limitation, and 
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recommended further research on the predictive, discriminant and convergent validity of the 
instrument. The study on the initial validation of the sources of work stress inventory also 
recommended that the external validity of this scale be assessed in follow-up studies (De 
Bruin & Taylor, 2006). 
The advantage of including external validity evidence in a validity argument is that it can 
demonstrate that the constructs represented in the instrument account for the external pattern 
of correlations. In this way the meaning of the scores is substantiated externally by assessing 
the degree to which relationships with other measures are consistent with that meaning. The 
construct is expected to operate in a predictable way in relation to constructs based on the 
same theory. 
 
4.4.4 Construct equivalence  
The concept of equivalence as validity evidence was discussed fully in Chapter 2, Section 
2.2.1.2.1. In this section, different procedures to explore the construct equivalence of 
different language versions of an instrument, and some considerations related to them, will be 
discussed briefly. The main emphasis will fall on the use of EFA and reliability. 
Laher (2010) discusses the use of EFA to assess the construct validity and equivalence of trait 
based instruments. Coefficients of congruence are employed to assess the similarity of factors 
across samples. Laher adds that there are a number of congruence coefficients reported in the 
literature (the identity coefficient, the additivity coefficient, the linearity coefficient and the 
Tucker’s Phi coefficient), but that the Tucker’s Phi coefficient is the most widely used. The 
identity coefficient is influenced by additive and multiplicative transformations and is 
calculated using the following formula: 
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(4.1) 
The additivity coefficient is not influenced by additive transformations, but it is influenced by 
multiplicative transformations and is calculated using the following formula: 
      
    
       
 
(4.2) 
The linearity coefficient is not influenced by either additive or multiplicative transformations 
and is calculated using the following formula: 
     
   
    
 
(4.3) 
The Tucker’s Phi coefficient is influenced by additive transformations, but is not influenced 
by multiplicative transformations. Also referred to as a proportionality coefficient, the 
Tucker’s Phi coefficient of congruence is an index that measures the identity of different 
factors, up to a positive, multiplying constant (Welkenhuysen-Gybels & van de Vijver). It 
yields an index of how similar the patterns of factors are across the groups. It is defined as:  
     
∑    
√∑  
   
 
 
(4.4) 
and the values can range from 0 to 1. A coefficient of .95 or higher indicates substantial 
congruence while anything lower than .85 indicates non-negligible incongruencies (van de 
Vijver & Poortinga, 1994). In the case of the latter, bias analyses should be carried out to 
evaluate the appropriateness of the items in the scale (Pienaar & van Wyk, 2007). 
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De Bruin (2006) used the Tucker’s Phi coefficient to assess the equivalence between 
employees at higher education institutions and employees at a chemical company, across the 
factors yielded by an EFA on the General Work Stress scale. Tucker’s Phi coefficients were 
also employed by Saayman et al. (2008) to assess construct equivalence across South African 
and Flemish exporters on Competitive Intelligence. 
However, de Bruin (2009) warns that an acceptable coefficient of more than .95 can over-
estimate the extent of the factor congruency, as it may well be the case that factor loadings 
correlate, but are systematically lower in the one group than the other group.  The identity 
plot helps the researcher identify this. He therefore recommends that the Tucker’s Phi be used 
in combination with an identity plot. 
Identity plots are used to assess equivalence graphically across samples (de Bruin, 2009). 
These cross-plots of the factor pattern coefficients are a representation of the equivalence 
between samples. Section 5.6.2.4.1 in Chapter 5 explains how these plots are interpreted.  
Identity plots were employed by Ismail (2010) to establish equivalence of the English version 
of the verbal analogies scale of the Woodcock Muñoz Language Survey across English and 
isiXhosa speakers. Roomaney (2010) also used identity plots to assist with establishing the 
equivalence across the isiXhosa and English versions of the Woodcok Muñoz Language 
Survey. 
The equality of reliabilities coefficients are another way of exploring equivalence across 
samples (van de Vijver & Leung, 1997). Laher (2010) proposes that this method be used to 
explore group differences with regard to the Cronbach’s alphas across samples as a first step 
in the assessment of equivalence. This method is discussed in more detail in Section 5.6.2.4.1 
in the methodology chapter. The method was used by Koch (2009) to assess linguistic 
equivalence across two versions (English and isiXhosa) of a bilingual test of cognitive 
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academic language proficiency. Haupt and Koch (2012) also employed this method to 
investigate equivalence across language groups (English and isiXhosa) on the subscales of a 
monolingual language test.  
 
4.5 CONCLUSION 
Recommendations made in the reported studies have informed decisions for all five of the 
aims. The following chapter will highlight how the current study addressed the concerns 
raised in the discussion above, as well as describing all the methods and procedures used to 
develop and validate the SASUCRQ. 
  
 
 
 
 
 116 
  
CHAPTER 5 
METHODOLOGY 
5.1 INTRODUCTION 
This study is located in the field of measurement and validity theory. It specifically focuses 
on the development of a valid instrument (the South Africa Substance Use Contextual risk 
questionnaire - SASUCRQ) that can be used to identify adolescents at risk of substance use. 
The ecological theory was used to guide the conceptualisation of the scales for the 
instrument, within the systems levels of the theory. Empirical research and literature 
determined the operationalisation of the scales of the instruments as well as the items for each 
of the scales. Chapter one of this thesis describes how this took place as part of the larger 
study. These procedures also contributed to content evidence as an aspect of the construct 
validity of the instrument. 
This study focuses on the further exploration of the construct validity of the instrument. The 
overall purpose of the study was therefore to further explore and assess the validity of the 
SASUCRQ. The specific aims of the study were as follows: 
Aim 1: To pilot the items and instrument format 
To refine the item content, the response categories, and the format of the instrument. 
Aim 2: To select items 
To select the best items based on their discrimination value, and factor stability criteria, as 
well as their relationships to other items in the theoretically defined systems levels and to the 
total of the scales in which they were originally place.  
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Aim 3: To assess the construct validity of the instrument using structural validity 
evidence 
To assess the validity of the instrument using procedures of internal construct validation, as 
well as to assess the internal consistency of the components of the instrument. 
Aim 4: To assess the construct validity of the instrument using external validity 
evidence 
To compare substance users and non-users, to see whether they perform significantly 
differently on the scales and on the factor scores. 
Aim 5: To explore the construct equivalence of the two language versions of the 
instrument 
To explore the construct equivalence of the scales and the second-order factors across the 
two language versions of the instrument, as well as to compare the reliabilities of the two 
versions.  
Each of the above aims contributes to the argument for the construct validity of this 
instrument. This argument is understood to be the evidence that has to be produced to 
demonstrate that the instrument can be used for the purpose for which it was developed. The 
methodology employed in the study will be discussed under each research aim. 
 
5.2 RESEARCH DESIGN  
The study is mainly quantitative in nature and is located within measurement construction 
theory, specifically validity theory. The nature of the study was largely descriptive and 
exploratory, but it also made use of correlational and comparative statistical techniques. 
Where necessary, hypotheses were formulated as a requirement of the techniques used. 
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Descriptive techniques were used to explore the items by examining the item discrimination 
and distribution. The study used correlational and comparative techniques (item-total 
correlations, factor analysis, Hotelling’s T² tests) to select items and to assess structural and 
external validity. Correlational techniques were also used to explore the construct 
equivalence across the two language versions of the SASUCRQ. The piloting of the items 
and instrument format involved a more qualitative approach using discussion groups of 
adolescents from two schools. 
 
5.3 SAMPLE AND SAMPLING PROCEDURES 
The section to follow will describe the two samples that participated in this study after 
discussing the procedures used to select the participants. This will be done per sample, first 
for the participants involved in piloting the items and the format of the instrument, and then 
for the participants involved in the rest of the aims since this data was used to address Aims 
2-5. This will be followed by a discussion of the missing value analysis that describes how 
the samples (Afrikaans- and English- mother-tongue speakers) were reduced to make up the 
final samples that were analysed for Aims 2-5.  
A multistage sampling design was used for the main part of the study as well as for the 
piloting of the instrument. This design is appropriate for this study because, while it leads to 
the eventual selection of learners for the sample, it does not require a listing of all learners in 
the province (Gravetter & Frozano, 2009). Multistage sampling involves the repetition of two 
steps, namely, listing and sampling.  
A form of non-probability purposive sampling was used to select the educational districts (the 
primary sampling unit) from the Western Cape Education Department (WCED) from which 
schools (the secondary sampling unit) were selected, and from which learners (the final 
sampling unit also referred to as the elements) were sampled.  The study is not intended to 
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make generalisations to a larger population than the schools or districts which participated in 
the study, but instead to evaluate the newly developed instrument against theoretical 
constructs. Mouton and Babbie (2001) support the notion of basing a sampling procedure on 
the purpose of a study. They are of the opinion that non-probability sampling is especially 
useful in the initial design and evaluation of an instrument since problems in the instrument 
can be picked up this way even if the findings do not represent the population.  
Three districts were selected. It was decided that rural and urban schools would be included 
in the sample, thus one rural district was selected. The districts were chosen based on their 
representation of low socio-economic status schools, because the prevalence of adolescent 
substance use is highest in the low socio-economic communities in the Western Cape. An 
analysis was done to determine which of the eight metro districts in the Western Cape housed 
the most low socio-economic status schools. This was determined using the National Quintile 
for each school.  
The quintile system was first developed in 2006 in an attempt to equalise the availability of 
resources to public schools (Hall & Giese, 2008/2009). It is a system of rating these schools 
based on the characteristics of the area surrounding the school. Census data for the school’s 
catchment area was used to decide on a quintile rank for each school. The data used included 
the average income of households in the area, unemployment rates, and average level of 
education. The rationale was to be able to provide proportionally more resources for schools 
that are historically more disadvantaged. The idea was that quintile one schools (i.e. the most 
resource-poor public schools) would get a bigger allocation of funds per learner than quintile 
five schools (i.e. the well-resourced public schools – typically the ex-model C schools). There 
was some debate about whether schools had been correctly ranked and whether there were 
significant differences between quintile 2, 3, and 4 schools. A new system has been adopted 
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since the sampling for this study whereby schools are divided into no-fee schools and fee-
paying schools (Mtshali, July 25 2013; Gadebe, 23 November 2006). 
The sampling frame was based on information regarding all schools in the Western Cape, 
which was requested from the WCED research unit. This list included school names and 
contact details, school phase (primary or secondary), educational district, school quintile, 
number of learners, and medium of instruction. The sampling frame was narrowed down to 
include only secondary quintile one to three schools since the target group was grade eight to 
twelve learners in these schools. This sampling frame was then used to define the study 
population. Mouton and Babbie (2001) explain that existing sampling frames, such as the list 
received from the WCED, can be used to define the sampling frame. 
 
5.3.1 Aim 1: Piloting of items and instrument format 
5.3.1.1  Sampling procedures 
5.3.1.1.1 Selection of districts, schools and learners 
Two qualifying schools were selected from two of the three districts selected for the survey. 
For logistical reasons the rural district was excluded from this part of the study. The two 
schools selected for the pilot study were excluded from the rest of the study. Convenience 
sampling was used for the selection of the learners. Teachers were asked to recruit a learner 
from each of the grades who would be able to comment as expected for the pilot of the 
instrument. Only English mother-tongue speakers were selected for this sample since the 
instrument was only available in English at that stage. 
 
5.3.1.2  Description of sample 
Groups of five learners made up the two focus groups at the two schools. These focus groups 
included one learner from each of the five grades.  
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Table 5.1: Crosstabulations of gender and grade 
Grade 8 9 10 11 12 
Female 2 2 1 1 1 
Male 0 0 1 1 1 
 
5.3.2 Aim 2 - 5: Item selection, assessment of construct validity using structural and 
external evidence and exploration of construct equivalence of the two language 
versions  
The same data was used for all four of these aims, thus the sample and sampling described 
below pertain to all these aims. 
 
5.3.2.1  Sampling procedures 
5.3.2.1.1 Selection of districts and schools 
Three districts were selected based on the sampling frame discussed in Section 5.3 above. 
Non-probability purposive sampling was employed to select schools in the selected districts. 
The researcher ensured that the selected 26 schools proportionally reflected the district in 
terms of size. The names of the schools were sent to the WCED to obtain permission for the 
research to be conducted.  
For this part of the study, a deciding factor in the selection of the districts for inclusion in the 
sample was whether the district catered for enough Afrikaans- and English- mother-tongue 
speakers. The reason for this consideration is that the instrument was only available in 
Afrikaans and English at the time when this part of the study was conducted. Ensuring that 
only Afrikaans- and English-speakers were included in the sample helped to control for the 
effects of language on the validation process. Two samples were selected – Afrikaans 
mother-tongue speakers to validate the Afrikaans version of the instrument, and English 
mother-tongue speakers to validate the English version. The schools selected had to include 
adequate numbers of Afrikaans- and English-learners so that roughly equal numbers of each 
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could be selected for the two samples. Records of the number of learners at the schools with 
availability of Afrikaans- and English- mother-tongue speakers were used to determine 
which schools from the three districts within quintiles 1-3 to include in the samples. 
Although current records were not available, records from the previous year assisted in 
identifying the schools in these quintiles that would yield the largest number of these 
speakers. An attempt was made to include schools of different sizes in the two samples. This 
was done to ensure that different types of schools were included in the sample. 
Table 5.2: Number of Afrikaans and English schools per district and size of school 
 Afrikaans schools English schools 
Size of 
school 
Metro 
Central 
Metro 
North 
Winelands 
(rural) 
Total Metro 
Central 
Metro 
North 
Winelands 
(rural) 
Total 
250-500 - - - 0 - 2 - 2 
501-750 1 - 1 2 3 - - 3 
751-1000 2 1 1 4 1 2 - 3 
1001-1250 - 2 1 3 1 - 1 2 
1251-1500 1 1 1 3 - 2 - 2 
1501-1750 - - - 0 - 1 1 2 
Totals 4 4 4 12 5 7 2 14 
 
While the Afrikaans mother-tongue sample included an equal number of schools from each 
of the three districts, most of the schools in the English mother-tongue sample were from the 
Metro North district followed by the Metro Central district. Only two schools in the 
Winelands district were selected because most of the schools in this district were Afrikaans 
medium schools. The two schools that were selected were dual-medium schools that catered 
for a small percentage of English mother-tongue speakers in this district. 
 
5.3.2.1.2 Selection of Learners  
Within the selected schools, learners were sampled using convenience cluster sampling 
depending on the number of learners available in each of the grades at the respective schools. 
Gravetter and Frozano (2009) explain that cluster sampling involves the sampling of groups 
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of elements, in this case, the classes of learners. Cluster sampling is used when it is 
impossible or impractical to compile a complete list of all the elements in the study 
population. The Education Management Information System was used was used to select the 
classes (subpopulations) at the chosen schools since these were readily available online. In 
addition to this, selecting whole classes at a time was the only way to ensure efficient data 
collection during the school day without too much disruption of their learning programme. 
Learners were made available for the data collection at the schools’ convenience.  
In both the Afrikaans- and the English-samples, grades 8-12 learners were included in an 
attempt to ensure that all the age groups were represented. Current information about the 
home languages of the learners was not obtainable from the Education Department and so 
had to be obtained directly from the participating schools. Afrikaans-learners were selected 
from Afrikaans and dual-medium schools, and English-learners were selected from English 
and dual-medium schools. Care was taken to ensure that 50% of Afrikaans-learners were 
selected from rural schools and 50% from urban schools.  
In most cases only one grade level was selected per participating school. This was done to 
avoid too much disruption since the same grade usually has the same or a similar programme. 
In cases where two or three different grades were selected, this was either at the school’s 
request or to in some way ensure that the data collection process was not too disruptive to the 
learning programme at the school. Different grades were randomly selected from different 
schools to ensure that all age groups were represented in both the Afrikaans- and English-
samples.  
There were far more grade 8 and 9 learners in all the participating schools than in grades 10, 
11 and 12. The uneven ratio of younger grades to older grades was common across all the 
schools. This is the case because of the dropout rate at most public secondary schools 
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(Klinck, March 2013). Since it is compulsory in South African law for children to attend 
school until the last school day of the year in which they turn 15 or the end of grade 9, 
whichever occurs first (South African Schools Act, No. 84, 1996), many learners leave 
shortly after that age. The researcher therefore tended to select grade 10, 11 and 12 learners 
from the bigger schools to ensure adequate representation of the older age groups. 
 
5.3.2.2  Description of sample 
The instrument was administered to grade 8 to 12 learners from selected secondary schools in 
three metro districts in the Western Cape. The Afrikaans- mother-tongue sample was selected 
from 12 schools and the English- mother-tongue sample from 14 other schools, both across 
the three districts. 
After a missing value analysis (see Section 5.3.3), the final sample met the minimum 
requirement of at least 5 participants per variable, that is, at least 5 cases per item for each of 
the 147 items = 735 per sample of Afrikaans- and English learners (Bryman & Cramer, 
1997). The size of the final sample was 1063 Afrikaans learners and 896 English learners, 
which is adequate to obtain a robust factor solution. Cases with 50% or more values missing 
on any of the scales were deleted from the original sample. The process of deleting these 
cases is described in detail in Section 5.3.3. Learners who indicated that they were not 
Afrikaans- or English-speakers, were also deleted from the respective datasets before the 
analysis commenced. The final samples (after deleting cases) are presented in Tables 5.3 
(number and percentages of schools per size) and 5.4 (number and percentage of total 
learners per grade). 
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Table 5.3: Number and percentage of schools selected in school size categories   
 Afrikaans schools English schools 
 Count Percentage Count Percentage 
250-500 0 - 2 14% 
501-750 2 17% 3 22% 
751-1000 4 33% 3 22% 
1001-1250 3 25% 2 14% 
1251-1500 3 25% 2 14% 
1501-1750 0 - 2 14% 
 
The English-sample included more schools in the two categories of smaller schools (250-750 
learners - 36%) than the Afrikaans-sample in these categories (17%). The Afrikaans-sample, 
on the other hand, included more schools in categories from 751-1500 (83%) than the 
English-sample (50%). Fewer schools were included from the smallest and largest school 
categories in the three districts, especially for the Afrikaans-sample. 
 
Table 5.4: Participants per grade, language and gender: number and percentage 
 Afrikaans sample English sample 
Female Male Total Female Male Total 
Count % Count % Count % Count % Count % Count % 
Grade 8 146 51 140 49 286 27 88 50 88 50 176 20 
Grade 9 206 63 122 37 328 31 152 53 136 47 288 32 
Grade 10 122 59 84 41 206 19 123 64 68 36 191 21 
Grade 11 48 55 40 45 88 8 68 57 52 43 120 14 
Grade 12 105 70 44 30 149 15 63 55 51 45 114 13 
Total 627 60 430 40 1057 100 494 56 395 44 889 100 
 
With regard to the Afrikaans learners, the grade 8s and 9s made up almost 60% of the 
sample, while just over 20% were in grades 11 and 12. The trend was similar in the English- 
sample where over 50% of the sample consisted of grades 8 and 9, while the grades 11 and 
12 made up just over 25% of this sample. Both the Afrikaans and English samples contained 
more female than male learners in each of the grades. 
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5.3.3 Missing value analysis  
A missing value analysis was conducted to establish whether all the cases in the sample could 
be included in the analysis and whether it was possible to impute values to some of the cases. 
The following table explains the steps in the process of the missing value analysis. 
Table 5.5: Steps in missing value analysis 
Steps Techniques 
1) Calculate the extent of 
missing values 
Examine the univariate statistics for percentages of missing 
values per variable 
Examine the data patterns for percentages of missing values 
per case 
2) Diagnose the randomness of 
the missing values 
Calculate frequencies and cross-tabs on the demographic 
and item level data and examine these for patterns in the 
cases with missing values 
3) Decide on handling of cases 
with missing values 
Based on the extent of and randomness of the missing 
values 
4) Identify cases to delete Examine the patterns in the missing value patterns output 
5) Impute values in remaining 
cases 
Microsoft excel (2010) IF function 
 
This analysis resulted in the following changes to the sample size from the original sample to 
the eventual number of cases that were used for the data analyses for the two respective 
samples. 
Table 5.6: Results of missing value analysis 
 Afrikaans 
mother-
tongue sample 
Percentage 
of total 
English 
mother-
tongue 
sample 
Percentage 
of total 
Total sample collected 
 
1371 100% 1418 100% 
Number of cases with 
complete values 
437 31.87% 799 56.35% 
Number of cases with some 
missing values 
934 68.13% 619 43.65% 
Number of cases with more 
than 50% missing  
262 19.11% 162 11.42% 
 
An analysis of the missing values revealed no patterns in the missing values.  The data 
appeared to be missing purely due to non-response or attrition. It was thus concluded that the 
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missing values were missing completely at random. The percentages of cases with missing 
values on any of the important variables (the items of the SASUCRQ) were less than 10%, 
ranging from 2.0% to 8.6% for the Afrikaans version and from 2.1% to 5.8% for the English 
version. It was, therefore, possible to impute the missing values using any method.  
The method adopted for dealing with the missing values was a combination of deleting cases 
and imputing mean scores. Cases with 50% or more missing values on any of the scales were 
deleted from the samples (19% of the Afrikaans speakers and 11% of the English speakers – 
see Table 5.6 above). Of the remaining cases, only one case, the case with the most missing 
values, had 12.2% (for the Afrikaans-sample) and 8.2% (for the English-sample) data missing 
on the items of the SASUCRQ. The missing values in all the remaining cases were imputed 
using the mean for the scales.  
Table 5.7: Final sample for analysis  
 Afrikaans 
mother-
tongue 
sample 
Percentage 
of total 
English 
mother-
tongue 
sample 
Percentage 
of total 
Total sample collected 
 
1371 100% 1418 100% 
Number of complete cases 
 
437 31.87% 799 56.35% 
Number of cases with values 
imputed 
672 49.02% 457 32.23% 
Number of cases without 
Afrikaans or English as MT 
46 3.36% 360 25.39% 
Number of cases deleted 
 
308 22.47% 522 36.81% 
Number of cases in final 
sample 
1063 77.53% 896 63.19% 
 
Values were imputed for 49% of cases for the Afrikaans speakers and 32% of cases for the 
English speakers (see Table 5.7 above). The imputations were done on different combinations 
of items. Values were missing across all items since participants were given different 
arrangements of the same scales (see Section 5.5.2 for below). Three different formats of 
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each of the language versions of the instrument were used in the data collection (3 Afrikaans 
and 3 English). Each format had a different arrangement of the subscales so that the 
instruments, while containing the same subscales, did not begin and end with the same 
subscales. This was done in an attempt to ensure that, in cases where participants did not 
complete the items due to fatigue, the missing values would not all be on the same scales. 
  
5.4 MEASURES 
This section will describe the three instruments used to measure relevant demographic 
information about the participants, their substance-use behaviours, and the risk and protective 
factors believed to be associated with adolescent substance use (SASUCRQ). The 
demographics instrument will be discussed first, followed by the Substance Use instrument 
(SUI). Thereafter the initial steps in the development of the SASUCRQ conducted in the 
larger project, will be discussed (see Chapter 1 for more details). These steps, though not part 
of the current study, contributed to the construct validity of the SASUCRQ by adding to the 
argument for content evidence. It is important to note that the main focus of this study is the 
SASUCRQ, and not the validation of the SUI. This last instrument will therefore only be 
described. 
  
5.4.1 Demographic information 
On the demographic instrument, participants were asked to tick off their gender, home 
language and grade. These were coded and recorded. Home language included English, 
Afrikaans, IsiXhosa, and a space to fill in any other languages they might speak at home. The 
home language variable was used to ensure that the participants filled in the instrument in 
their mother tongue. They were asked to fill in their ages, the areas where they lived, and 
their religion (see Appendix 1). Their ages were asked for to ensure that the participants were 
in fact adolescents and were recorded as such. The home area was asked for to ensure that the 
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participants did reside in low socio-economic status communities. Codes were developed to 
represent the different religions and areas. These questions were developed by the researcher. 
All of these variables were used in the missing value analysis to determine whether there 
were any patterns in the missing values.  
 
5.4.2 Substance use instrument (SUI) 
For this instrument the researcher developed questions to assess the use of substances that are 
commonly used by adolescents in the Western Cape, that is to say, alcohol, cannabis, 
methamphetamine, methaqualone, heroin and ecstasy (see Appendix 1). Space was provided 
on the instrument for participants to include any other substances they might use. Participants 
were asked to tick “yes” or “no” to whether they had ever used or were currently using any of 
the substances. Participants who indicated that they did not use any substances were asked to 
leave the rest of this section blank. The participants who indicated that they did use a 
substance were asked to tick off whether they used it “daily”, “weekly” or “seldom” for each 
of the substances. Participants were asked to fill in, in years, at what age they first used these 
substances. They were asked to indicate what combinations of substances they used and 
whether they had been exposed to any treatment for use of any of the substances. Whereas 
codes were assigned to most of the questions before the coding began, codes were developed 
for the “Combination” and “Treatment” questions as the options presented during the coding 
process. For these two questions each drug was assigned a number (e.g. alcohol = 1, cannabis 
= 2) and the code for each respondent was a combination of the number assigned to each of 
the drugs that they selected (e.g. alcohol and cannabis = 12). This method of coding was used 
because it was impossible to predict the combinations of the drugs that respondents would 
select for these questions. 
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The substance-use information allowed the researcher to divide the adolescents into two 
groups – those who used substances and those who did not. This was done to assess 
construct validity using external evidence as described in Section 5.6.2.2.3. Reise, Waller 
and Comrey (2000) assert that it is necessary to include a marker variable, since this makes it 
possible to measure discriminant and convergent validity. At the time the data was collected, 
the researcher was not able to access an appropriate instrument for the measurement of 
substance use amongst South African adolescents. Most of the research reviewed either used 
instruments that had been developed for use with adults (Peltzer, Pengpid & Skaal, 2012; 
Pengpid, Peltzer, Skaal, van der Heever & van Hal, 2012; Ward et al., 2008), developed their 
own measure, or used qualitative methods (Flisher, Townsend, Chikobvu, Lombard & King, 
2010; Morojele, Brook & Kachieng, 2006). Because substance use amongst adolescents in 
particular is such a complex issue, the researcher felt the need to attempt to measure this 
construct as accurately as possible, using an instrument that she developed for this purpose 
with the particular sample in mind. 
 
5.4.3 The South African Substance Use Contextual risk questionnaire (SASUCRQ) 
5.4.3.1 Steps in the development of the SASUCRQ 
As was pointed out in Chapter 1, this study forms part of a larger project on substance abuse 
amongst adolescents. In this project, the research team embarked on the development of an 
instrument that can be used to capture the contextual realities that affect the use of substances 
by adolescents. The steps in the development of this instrument are described in Table 5.8 
below. 
  
 
 
 
 
 131 
  
Table 5.8: Steps followed in the development of the SASUCRQ  
 Steps Procedures 
1.  Identifying the community’s perceptions 
of factors contributing to substance abuse 
Thematic analysis of focus group interviews  
2.  Categorising the themes into the systems 
levels of the ecological theory 
Identifying the systems level that each theme 
represents 
3.  Developing the blueprint Identifying scales and the number of items per 
scale 
4.  Evaluating the relevance of the blueprint Excluding irrelevant and including important 
factors 
5.  Writing the items 
 
Developing and deciding on the inclusion of 
each item  
6.  Piloting the items 
 
Discussion groups with adolescents 
7.  Continuing validation Structural and external validity evidence 
 
The first six steps dealt with the content validity procedures while the last step dealt with the 
structural and external evidence that contributed to the validity argument for this instrument. 
The last two steps are the main focus for the current study. In the section that follows, the 
first five steps in the development of the instrument will be described. The last two steps will 
be explicated under the data analysis section of this chapter, and the results for these analyses 
will be presented in the results and discussion chapter to follow. 
  
5.4.3.2 Development of the blueprint of the SASUCRQ: Content validity 
procedures 
The findings of the larger project (see Abrahams, 2009; Jantjies, 2011; Rule, 2010; Swarts, 
2009; Toefy, 2012) were used to inform the identification of scales for the instrument in line 
with the systems levels of the ecological theory. Items were also written in the larger project. 
Permission was given by the co-researchers from this research team for the blueprint, scales 
and items to be used in the current study.  
People working for the Local Drug Action Committee (LDAC) were engaged as informants 
in the initial stages of the data collection in order to identify the community’s perception of 
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factors contributing to substance use. This was the first step towards the gathering of content 
evidence to support the argument for construct validity of the SASUCRQ. The LDACs were 
set up by the Western Cape Department of Social Services and consisted of local community 
leaders committed to ridding the community of substance abuse. These committees included 
representatives from governmental organisations (Police Service, Social Services, the Health 
Department and the Education Department), Non-Governmental Organisations, Non-profit 
organisations, businesses, the religious sector and other volunteers. Through contact with 
these LDACs, other community leaders and participants were purposively sampled for the 
focus group discussions. These samples included parents of adolescents, as well as 
adolescents who either attended school or did not, some of whom were substance users. 
Themes extracted from the focus group discussions were examined and compared to the 
systems levels of the ecological theory to determine which scales should be included in the 
instrument. These scales were presented to selected community leaders for their consideration 
and comment. 
Themes extracted from the focus group discussions included the historical identity of the 
community; the role of the community and its perceived tolerance for substance abuse; the 
identity of the family and their limited ability to support drug users; gangsterism; poverty; 
disillusionment, and so forth (Abrahams, 2009; Jantjies, 2011; Rule, 2010; Swarts, 2009; 
Toefy, 2011). The themes were organised as scales into the systems levels of the ecological 
theory (i.e. individual level, micro-systems level, meso-systems level, macro-systems level, 
exo-systems level and chrono-systems level) and included in a blueprint for the instrument. 
The blueprint also included operational definitions of each of the themes (that is, the different 
scales of the instrument as well as an estimated number of items for each of these scales). 
This blueprint provided the structure for the item writing (Table 5.9). 
 
 
 
 
 
 133 
  
Table 5.9: Operational definition of themes for the blueprint of the SASUCRQ 
Systems levels Themes Scales No. 
of 
items 
Individual The long-term effects of apartheid (i.e. how they 
live now as well as a knowledge of the oppression 
and domination in the apartheid era) has impacted 
on the development of these adolescents and 
continues to impact on their  well-being seventeen 
years post-apartheid. They feel alienated from 
things, people (their own and others) and worst of 
all themselves. They are left with the inability to 
settle on an authentic (social [others] or self) 
identity. 
Self-identity 3 
Social identity 7 
Citizenship 3 
Sense of 
belonging 
7 
The adolescents feel that getting involved with 
drugs is inevitable. This leads them to believe that 
they lack the individual strength to resist it. 
Self-efficacy 8 
These adolescents are struggling to cope with their 
reality of dysfunctional homes, low academic 
functioning, hopelessness, etc. 
Coping 7 
Users desire the effects of high energy and sense of 
well-being, mastery, power, euphoria, confidence, 
purpose, etc. 
Effects of drugs 6 
Micro-systems 
 
Violence and conflict 
Divorce and step-parenting 
Family dysfunction includes domestic violence, 
divorce and step-parenting.  
Conflict in families leads to stress which leads to 
substance use. 
Parental criminal activity 
Single parenting 
Parental involvement in gang and other criminal 
activities is common, leading to incarceration in 
some cases and consequent single parenting. 
Family 
functioning 
8 
These parents give-in to the negative influences in 
the community and do not think engaging with their 
children will have the desired effect. 
Parental 
monitoring 
8 
This then leads to a lack of social support for and 
monitoring of adolescents by parents, as well as 
limited opportunities to negotiate values with their 
children.  
Communication 
and social 
support in the 
family 
6 
Parents are also pre-occupied with earning a living 
because many of them live on the breadline and 
have to work long hours in challenging conditions, 
assuming they have a job. 
Economic 
pressure in 
family 
8 
Owing to the family difficulties, peer group 
acceptance is important to these adolescents. They 
want to keep their peers happy so that they can feel 
part of the group and enjoy the interest and support 
Peer support  5 
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that they do not get from their family. There is no 
real pressure to conform, but a need to fit in is what 
drives these adolescents to initiate drug use. Peer 
groups generally engage in anti-social behaviour. 
Peers prick adolescents’ curiosity about the effects 
of the drugs. 
Peer influence 5 
As supportive 
As a stressor 
Because schools are poorly resourced and have no 
extra-mural activities, learners who are not 
academically strong eventually drop out. This is the 
group that is most vulnerable to drug use and trade. 
Schools have zero tolerance for delinquent 
behaviour in order to protect learners. For this 
reason troubled youth leave schools due to pressure 
from school leadership. 
School as a 
support 
6 
School as a 
stressor 
6 
Community was originally designed not to include 
recreational activities. Facilities that have become 
available are often not accessible at the right times.  
Boredom 
This lack of access to recreational facilities leads to 
boredom which in turn can lead to drug use 
amongst the youth while they are hanging around 
the drug-infested neighbourhood. 
Neighbourhood 9 
Meso-systems Drug trade  
Parents use substances and are involved with drugs 
and crime. These young people have been 
desensitised. 
Confusion based on desensitisation 
The disjuncture between what the children learn at 
school and what they see at home confuses them. 
Children feel conflicted because parents and 
neighbours are doing what schools/community 
organisations are telling them not to do. 
Mixed 
messages 
9 
Macro-
systems 
They adapt to the environment by tolerating 
substance use because they feel it is inevitable, and 
they are disempowered by peers/gang activity. 
Feelings about community gang activity. 
Gangs form around the trading of drugs, and the 
threat of violence is used to protect the industry. 
Community members also stand to gain financially 
from organised crime so gangs are protected. This 
way gangsterism forms part of the community’s 
identity along with drug trade.  
Feelings about community tolerance of drugs. 
Community tacitly or explicitly tolerate drug trade 
and consequently drug use as an adaptive measure. 
Officials known to collude in drug trade. 
Community do not see alcohol and cannabis use as 
a problem. Use of these drugs is a common and 
Tolerance for 
soft drugs 
8 
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acceptable practice in this community. 
Contradictory values  
Community complain about drug use when it 
becomes a problem i.e. leads to psychosis, crime, 
etc. but embrace the use of soft drugs. 
The high unemployment rates and general low 
socio-economic status leave them feeling hopeless 
and desperate. 
Economic 
pressure in the 
community 
4 
Exo-systems Lack of attempts to deal adequately with the salient 
issues of economic difficulties and social 
integration. 
Ease of access and affordability 
Exposure to trade 
Because of overcrowding and poor infrastructure, 
children spend most of their time on the streets. The 
typology of the community (with its series of lanes 
etc.) makes it easy to use and trade in drugs without 
getting caught. In addition to this, drugs are being 
manufactured locally, making it affordable and 
accessible to everyone. 
Social systems 4 
Chrono-
systems 
Poverty has led to drug trade as a survival 
mechanism. Accessibility, affordability and 
addiction of users sustain the trade. 
Historical 
context 
6 
Adolescents set low standards for future careers 
because they are not exposed to and motivated by 
healthy role models. 
Since there has been no real advancement in the 
community as a whole, there is a feeling of being 
alienated and left out completely. 
Hope for the 
future 
9 
 
5.4.3.3 Evaluation of the relevance of the themes and scales: continuation of content 
validity procedures 
This stage in the development of the SASUCRQ was also conducted in the larger project and 
complete results are reported in Carels (2012). Participants were purposively selected by the 
LDACs in two participating communities. They had to be community leaders who were 
somehow involved with substance use prevention in these two communities. 
To confirm the construct relevance of the scales, two focus groups were conducted and an 
instrument was administered. The focus group discussions consisted of questions about the 
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factors that had been identified by the communities and whether these were an adequate 
representation. The data of the interviews was thematically analysed. 
The instrument provided the opportunity for the community members to indicate the extent to 
which the scales (representing factors contributing to substance use) were considered to be 
important in their context or not. The scales listed in the blueprint (see Table 5.9) were 
included. The researcher also included some factors from the literature and open-ended 
questions that gave the respondents the opportunity to add factors that they felt were 
associated with adolescent substance abuse in their communities. Participants were asked to 
fill in, on a five-point scale (ranging from “not important” to “extremely important”); whether 
they thought the scales listed were important with regard to substance use in their 
communities. They were also asked to add any scales that might have been omitted. 
Frequency distributions were used to describe the quantitative data that confirmed the 
relevance of the scales in the instrument. 
The results of the frequency analyses as well as the thematic analysis confirmed the relevance 
of the factors selected for inclusion in the instrument (Carels, 2012). The community leaders 
agreed that the factors identified were all factors that were associated with adolescent 
substance use in their communities.  Respondents all agreed that the micro-systems are the 
most important associated factors and that the family factors are the really key factors. This is 
in line with the theoretical framework that argues that the family is the biggest influence in a 
child’s development (Bronfenbrenner, 2005). Many studies confirm this finding (Bryant, 
Schulenberg, O’Malley, Flisher et al. 2003; Hallfors et al., 2002; Harker et al., 2008; Russell 
et al., 2008).  
The respondents added the following possible contributing factors: religiosity, academic 
performance, genetics, affluence, physical fitness, assertiveness, moods and emotions, and 
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resilience to the factors via the factors added from the literature or the open-ended questions. 
The only one of these factors that was notably mentioned was religiosity. While “religiosity” 
was added to the instrument, the others were not because these were only mentioned once or 
twice and because there is no local literature to support their inclusion. It was thus decided to 
include a scale for religiosity in the instrument since the literature also points to religiosity as 
a factor that protects adolescents against substance use (Gana, 2004).  
 
5.4.3.4 Item writing and item format: continuation of content validity procedures 
Items for inclusion in each of the scales were written by an item writing panel (see examples 
in Table 5.10). The panel consisted of six psychologists. All the members of the team had had 
various levels of experience with substance use research, substance use intervention, youth 
development in low socio-economic status South African communities, measurement 
construction, and working within the ecological theory framework. The scales were divided 
between team members based on their experience and expertise regarding these areas. Items 
were constructed for each of the scales by the different team members, based on the content 
of the thematic analysis as well as literature and other similar instruments. Similar 
instruments were sourced to get an idea of how to construct items to be included in the 
different scales. The content and wording of the items were, however, based on the 
qualitative data in Step 1 of the development process. Items were then discussed by the team 
and refined iteratively in a series of workshops.  
Questions were phrased so as to get the subjective perspective of the respondent. Care was 
taken to ensure that some of the questions captured the processes between the individual and 
the systems levels of the theoretical framework. This is in line with the more recent emphasis 
that the ecological theory puts forward with regard to the importance of these processes in the 
development of the child/adolescent (Bronfenbrenner, 2005). Cognitive and affective aspects 
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of their experiences and perspectives were tapped into with these questions. This notion is 
supported by Bronfenbrenner’s argument that subjective experiences can be divided into how 
the environment is perceived and subjective feelings relating to the self and significant others 
(Bronfenbrenner & Morris, 1998). 
Responses to items were initially on a five-point likert response scale, namely “always”, 
“frequently”, “occasionally”, “seldom” and “never”. However, after the pilot study, only four 
response categories remained, namely “always”, “often”, “seldom” and “never” (see Section 
5.1 in the next chapter). “Always” was defined as 100% of the time, “often” as more than 
50% of the time, “seldom” as less than 50% of the time, and “never” as 0% of the time. 
Respondents were asked to think back over the last thirty days in reference to each of the 
questions. This was done to ensure a standard recall period for all participants.  
Most of the items were positively phrased, so that a high score on that item would mean that 
the adolescent is functioning well in the area that the item represents (scoring from 1-4 and 
“not applicable” where necessary). The few items that were negatively phrased were reverse 
scored. Both the meaning of the response category and the reminder to think back over the 
last thirty days was repeated at the beginning of each scale. 
An option of “not applicable” was added to 7 of the items. This was necessary when the 
question referred to substance use, since some of the participants had never used substances. 
The “Not applicable” option was scored 5 in the seven items mentioned above, which is the 
maximum score for any of the items. The adolescents who chose this option were the ones 
who were most likely to not be using drugs. They would therefore score highly on that aspect 
of the questionnaire. An example of such a question would be question 104 from the 
“Neighbourhood” scale: “I found that drugs were a cheaper option than any other activity I 
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wanted to do.” A respondent who answered “always” to this question would score 1 on the 
opposite end of the continuum. 
All the items were written in English initially and then translated into Afrikaans, since this is 
the dominant language in the communities of interest. According to the guidelines for 
translating and adapting tests (International Test Commission, 2010) the items should have 
been constructed in Afrikaans. This was, however, not possible since the researcher and most 
of the members of the item-writing team were not proficient enough in Afrikaans to be able 
to do so confidently. A translator was employed to translate the instrument from English into 
Afrikaans. Care was taken to ensure that the translator had a good grasp of the colloquialisms 
used in these communities so as to make the translation relevant and understandable to the 
target population. The translated version of the questionnaire was given to Afrikaans-mother-
tongue members of the research team to revise and check for quality and meaning. The 
statistical equivalence of the two language versions forms part of the current study. 
One hundred and fourty-seven items were written in the 23 scales developed under the 
systems levels of the ecological theory. See the table below for a list of the systems levels, 
the scales in each systems level, and examples of the items in each of the scales. 
 
Table 5.10: Examples of items per scale 
Systems levels Scales Example of an items 
Individual Self-identity I felt certain about who I really am. 
Social identity I was comfortable with the traditions that my 
community practises. 
Citizenship I felt the need to operate within South African 
law. 
Sense of belonging I felt left out of things that others in my 
community were doing. 
Self-efficacy I was in control of all my actions. 
Coping I was capable of solving the problems that came 
up in my life. 
Effects of drugs I considered using drugs to improve my 
functioning. 
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Micro-systems 
level 
 
Family functioning Everyone in my family understood the family 
rules. 
Parental monitoring My parent(s)/guardian(s) usually knew where I 
was and what I was doing. 
Communication and 
social support 
My family could talk to each other about how we 
feel. 
Economic pressure 
in family 
My family had enough money to pay bills. 
Peer support  My friends were good listeners. 
Peer influence I have changed my mind about something 
because of how my friends responded to it. 
School as a support I had teachers who I could talk to. 
School as a stressor Children at school made fun of me. 
Neighbourhood I found the facilities that are available to me after 
school very useful. 
Meso-systems 
level 
Mixed messages The people in my community sent the wrong 
message to young people by selling drugs. 
Macro-systems 
level 
Tolerance for soft 
drugs 
It bothered me that it was common to see people 
in my community drinking alcohol in public. 
Economic pressure 
in the community 
I felt that serious attention was given to uplifting 
my community. 
Exo-systems 
level 
Social systems I felt that the unemployment rate in my 
community would improve. 
Chrono-
systems level 
Historical context I felt that drugs are more common in poorer 
communities due to poverty. 
Hope for the future I felt that I am going to be able to get out of my 
circumstances. 
 
5.5 DATA COLLECTION PROCEDURES 
The section to follow will describe the procedures employed in the collection of data for the 
piloting of the instrument as well as for the larger data collection to address Aims 2-5. Ethical 
issues considered throughout these procedures are also highlighted in this section. 
The Education Department was approached for permission to do the data collection at the 
schools in the selected educational districts. Once permission was granted (see Appendix 2), 
permission was requested from the district managers of the three districts selected.  
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5.5.1 Aim 1: Piloting of items and instrument format 
Foxcroft and Roodt (2009) contend that the administration of the initial version of the 
instrument is necessary to ascertain its appropriateness. As was discussed under Section 5.3 
on the sample and sampling procedures, focus group discussions were set up at schools and 
conducted with small groups of learners to get a sense of how they understood and related to 
the items and the format of the instrument. These adolescents commented on the English 
version of the instrument. More specifically, they were asked to comment on the 
appropriateness of the instrument in general for the intended population as well as on the 
items and other issues pertaining to the instrument, such as the answering key. 
During the focus group interviews, the instrument was handed out to all participants and each 
item was read aloud by the researcher. Participants indicated whether they understood, could 
relate to the questions, and would be able to answer them. They were also given the 
opportunity to make any other comments about any of the items, the instructions, the layout, 
or any other aspect of the instrument. Learners were encouraged to respond from their 
perspective, as adolescents. Permission was requested from the learners for their responses to 
be recorded. The researcher noted down these responses, which were later analysed (see 
Section 5.6.1). 
 
5.5.2 Aims 2-5: Item selection, assessment of construct validity using structural and 
external evidence and exploration of construct equivalence of the two language 
versions  
School Principals were approached to request permission to conduct the research at their 
schools with the selected classes of learners. For the collection of data for Aims 2-5, 
arrangements were then made with the relevant teachers (either Grade Heads or Life 
Orientation teachers) for an initial visit during which the learners were informed about the 
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study and given information letters and consent forms for their parents. Times were 
confirmed for the collection of the parental consent forms and for the administration of the 
instruments to the selected classes. Only learners who had returned the parental consent 
forms were included in the study.  
During the actual administration of the instrument, the study was introduced and the 
instrument explained to the learners. The instruments were handed out in class time to those 
who had signed assent as well as signed consent from their parents. These were then 
completed and collected at the same sitting. 
In addition a standardised set of instructions was given to the learners during the data 
collection along with information about the project. Only the researcher herself and trained 
fieldworkers were allowed to administer the instrument. The teachers were asked to excuse 
themselves from the class while the learners filled in the instrument.  
Teachers were informed that the reason for asking that they leave was to ensure that the 
learners felt confident that their answers remained confidential so that they would answer all 
the questions honestly, particularly those regarding their use of substances. The learners not 
involved in the study were asked to read or work quietly and not to engage with those filling 
in the instrument, so as to ensure confidentiality. 
In an attempt to randomise possible missing values (as a result of possible fatigue), three 
different formats of the instrument were printed, each with a different starting point, even 
though all of the versions contained all the same items. This was done to avoid missing 
values on the same items repeatedly, on the last few scales because of fatigue or attrition. The 
different versions of the instrument were randomly assigned to participants. The version 
given to each of the participants was recorded for future analysis.  
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Most of the learners took less than 45 minutes to complete the instrument which is the 
average length of a class period at most secondary schools. While most of the participants 
were able to fit it into a period, thus causing minimal disruption, the reading ability of some 
of the learners was a challenge because they took longer to complete it. Where learners were 
expected to need more time to complete the instrument (mostly grade 8 and 9 learners), 
arrangements were made with the teachers to schedule the data collection before an interval 
or at the end of the day. In this way, many of these learners were able to complete the 
instrument even though they needed more than 45 minutes to do so. Some learners who were 
not able to concentrate for the required time or who were not prepared to stay longer than the 
allocated class time, were not forced to complete the instrument. Learners were discouraged 
from filling in a response if they had not read and considered the question, but were rather 
allowed to hand it back incomplete. They were, however, informed of the purpose of the 
study and the value of their responses. As a result most of them did make an attempt to 
complete the instrument. 
 
5.5.3  Ethical considerations 
This project was ethically cleared by the University of the Western Cape Research Grants and 
Ethics Committee. Permission was requested from the WCED to conduct the research in the 
selected schools. Schools were not obliged to participate in the study even though permission 
was granted by the WCED and the district offices. Three schools that were approached 
declined and were replaced. Permission was granted from the Department to replace these 
schools with schools that were similar in terms of size, language make-up and from the same 
districts. Feedback was given to all participating schools as well as the WCED with regard to 
the findings of the study. 
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Information sheets (see Appendixes 3 and 4) were issued to all the participants as well as to 
the parents of participants. Assent forms (see Appendix 5) were issued to participants and 
signed as proof of their permission to be involved in the project. Consent forms (see 
Appendix 6) were issued to the parents of adolescents to be signed as proof of the parents 
giving permission for the children to participate in the study. The information sheets and 
assent and consent forms were translated into Afrikaans (see Appendixes 3-6) before being 
used in the relevant communities. Instruments remained anonymous and information will be 
kept confidential. Throughout the study participants were informed of their rights not to 
answer any of the questions and to withdraw from the process if they wished at any stage 
without any consequences. The instruments were stored securely in locked cabinets 
throughout the analysis of this data. Information regarding substance use trends was fed back 
to the respective schools according to the arrangements made at data collection. This 
information was deemed useful for schools to get an idea of the extent of the problem at their 
respective schools. 
 
5.6 DATA ANALYSIS  
This section will outline the analyses applied in each aim of the study. The table under 
section 5.6.1.2 serves as a summary of all the quantitative techniques and procedures applied 
in Aims 2-5 of this study. Aims 2-4 will be discussed separately for the Afrikaans and 
English versions of the instrument since these analyses were conducted separately. 
 
5.6.1 Aim 1: Piloting of items and instrument format 
The item-writing panel described under Section 5.4.2.4 above was reconvened to discuss 
feedback given by the adolescents during the piloting of the instrument. Suggestions made by 
the adolescents were compared across the two discussion groups at the two schools 
introduced in Section 5.3.1.1.1 to see whether there was consensus. All suggestions made 
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were considered in light of the discussions that took place in the focus groups with the 
adolescents. Decisions about whether to effect the changes suggested were based on the 
original intent of each item highlighted by the adolescents as well as the overall purpose of 
the instrument. 
 
5.6.2 Aims 2-5: Item selection, assessment of construct validity using structural and 
external evidence and exploration of construct equivalence of the two language 
versions  
This section will outline the steps followed in analysing the quantitative data for Aims 2-5. 
The table below lists all the steps and techniques applied under each of these aims per 
language version of the questionnaire. This is followed by a discussion of each of these steps.  
5.6.2.1 Steps and techniques for Aims 2-5 
Data for the Afrikaans- and English- versions of the SASUCRQ which were analysed 
separately according to the steps as presented in Tables 5.11 to 5.13. 
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Table 5.11: Steps and techniques in Aims 2 – 4 for the Afrikaans version of the 
SASUCRQ 
Aims Steps Techniques 
Aim 2: Item 
selection  
1) Explored items using internal 
consistency and item 
characteristics 
1. Item-total correlation  
2. Item distributions (item 
“difficulty”) 
2) Examined factorability of data 
and applied iterative process of 
selecting and reassigning items 
1. KMO measure of sampling 
adequacy 
2. Bartlett’s test of sphericity 
3. Item and scale distributions   
4. Exploratory Factor Analysis: 
(Principal Components Analysis) 
using  Principal Components  
extraction and direct oblimin 
rotation 
5. Factor stability criteria 
6. Item total correlations and item 
distribution 
 3) Finalised and renamed scales 1. Exploratory Factors Analysis 
with final number of items 
2. Named scales using item 
content and theory 
4) Calculated reliability 
coefficients and totalled scale 
scores 
1. Cronbach’s alpha 
2. Summed scores per scale 
Aim 3: Construct 
validity using 
structural 
evidence 
1) Examined factorability of data 
at scale level 
1. KMO measure of sampling 
adequacy 
2. Bartlett’s test of sphericity 
2) Explored the second order 
factors at scale level 
1. Exploratory factor analysis 
(Common Factor Analysis) using 
Principal Axis Factoring 
extraction and direct oblimin 
rotation  
2) Selected final scales and final 
second order factors 
1. Iterative Exploratory Factor 
Analysis (Common Factor 
Analysis) using factor stability 
criteria  
3) Named the second order factors 1. Theory and literature 
Aim 4: Construct 
validity using 
external evidence 
1) Assess external validity 
evidence: 
- whether substance users and non-
users score significantly 
differently on the scales 
- whether substance users and non-
users score significantly 
differently on the factor scores 
1. Hotelling’s T² tests 
2. Post Hoc tests 
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Table 5.12: Steps and techniques in Aims 2 – 4 for the English version of the SASUCRQ 
Aims Steps Techniques 
Aim 2: Item 
selection 
1) Assessed internal consistency of 
final scales from analysis of 
Afrikaans version 
1. Cronbach’s Alphas 
2) Totalled scale scores 1. Summed scores per scale 
Aim 3: Construct 
validity using 
structural 
evidence 
1) Examined factorability of data 
at scale level 
1. KMO measure of sampling 
adequacy 
2. Bartlett’s test of sphericity 
2) Explored the second-order 
factors at scale level 
1. Exploratory factor analysis 
(Common Factor Analysis) using 
Principal Axis Factoring 
extraction and direct oblimin 
rotation 
2) Specify number of factors 
based on findings from analysis 
with Afrikaans version.  
3) Named the second-order factors 1. Theory and literature 
Aim 4: Construct 
validity using 
external evidence 
1) Assess external validity 
evidence: 
- whether substance users and non-
users score significantly 
differently on the scales 
- whether substance users and non-
users score significantly 
differently on the second-order 
factor scores 
1. Hotelling’s T² tests 
2. Post Hoc tests 
 
Table 5.13: Steps and techniques in Aim 5 - Equivalence of the two versions of the 
SASUCRQ 
Aims Steps Techniques 
Aim 5: Construct 
validity exploring 
the  construct 
equivalence across 
the two language 
versions 
1) Calculate equality of 
reliabilities for the two language 
versions  
1. Cronbach’s Alphas of the 
scales of the two language 
versions 
2. Compared reliabilities of the 
scales 
2) Explored the construct 
equivalence of the scales  
1. Tucker’s Phi 
 
3) Explored the construct 
equivalence of the second-order 
factors 
1. Tucker’s Phi 
2. Identity line   
 
The data was analysed according to the steps and techniques presented above. These steps 
and techniques will be discussed in detail under the next section. All these analyses involved 
descriptive and inferential statistics using SPSS 20 (SPSS Inc., 2012), Microsoft Excel (2010) 
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and the Marley Watkin’s Rc freeware software programme. The data on the Afrikaans 
version of the instrument was analysed first, followed by an analysis of the English version. 
The evaluation of the equivalence of the two language versions of the instrument was 
conducted last. 
 
5.6.2.2 Analysis of Afrikaans version of the SASUCRQ 
The analysis of the Afrikaans version of the instrument will now be described fully – see 
Table 5.11 for a summary of the steps discussed below.  
 
5.6.2.2.1 Aim 2: Item selection 
Step 1: Exploration of items 
Item characteristics were explored using three exploratory approaches, namely item-total 
correlations as a measure of item discrimination (using the Cronbach’s alpha coefficient to 
calculate and evaluate this), item distribution as a measure of item difficulty, and exploratory 
factor analysis (EFA) as a measure of item contributions to the proposed scales (Allen & 
Yen, 1979). An attempt was made to ensure that: 1) items that distinguish well between high 
and low scorers on a scale (value of > .3) be retained as well as; 2) items with an even 
distribution of scores (meaning that respondents did not only agree or disagree). 
Item discrimination is a measure of how well the item correlates with the scale total. The 
higher the correlation, the higher the level of discrimination value of the item. It is a measure 
of whether an item discriminates between those who score high on the scale and those who 
score low. A good item should discriminate well between the high and low scorers on a scale. 
Positive item-total correlations indicate strong discriminatory power, while a negative item-
total correlation score indicates a lack of discriminatory power (Foxcroft & Roodt, 2009). 
Item distribution involves an investigation of the shape of the score distribution per item and 
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per scale. Even distributions of scores indicate appropriate difficulty levels, meaning that 
respondents were not likely to respond primarily in the extremes or on the neutral option, but 
there will be a spread of answers for the item - see Step 1 of Aim 2 in Table 5.11 above 
(Walsh & Beltz, 2001). Kaplan and Saccuzzo (2009) comment that item analyses of this 
nature can be considered one of the most important aspects of test construction because they 
help to select the items that discriminate best between the high and low scorers. Items that did 
this were retained in the SASUCRQ. 
Cronbach’s alpha coefficient analyses were used to explore the contribution of individual 
items to the total scores of the scales. Cronbach’s Alpha coefficients demonstrate to what 
extent items in a scale are positively related to each other, as well as to the total for that scale, 
by testing the intercorrelations between items in each of the scales (Allen & Yen, 2002; 
DeVellis, 2003). Internal consistency is the consistency between the items in a scale. Cook 
and Beckman (2006) state that if the items are all measuring the same construct they should 
be highly correlated. Cronbach’s alpha coefficients not only allow for multi-level responses, 
but also take into account the size of the sample and the number of potential responses to an 
item. Iterative item analysis was conducted to produce Cronbach alphas that are an indication 
of the internal consistency of the different scales of the instrument to confirm that the items 
are measuring a similar construct (Mouton & Babbie, 2001; Walsh & Betz, 2001).  
While it has largely been accepted that a Cronbach’s alpha of 0.70 or more indicates good 
internal consistency (Nunnally, 1978), there are other factors that affect this interpretation. 
Cortina (1993) argues that because the equation includes the number of items squared in the 
top half of the formula, the number of items in the scale affects the value of the Cronbach’s 
alpha. She suggests that this be kept in mind when interpreting alpha, especially if further 
scale modifications are going to be made, which is the case with the SASUCRQ. Kline 
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(1999) also warns that alphas have to be interpreted with this in mind, and that it has to be 
interpreted in context (purpose of the test) and in consultation with relevant literature. The 
impact that each item had on the Cronbach’s alpha of the scale of the SASUCRQ was one of 
the considerations whether to delete an item or not.  
Studies warn that a large alpha does not mean that a test is unidimensional (Cortina, 1993; 
Gliem & Gliem, 2003). Miller (1995) agrees that a test that is undimensional will be 
internally consistent, but just because it is internally consistent does not make it 
unidimensional. They recommend that a factor analysis be conducted first to establish 
whether the scale is unidimensional or not. Alpha can then be used as confirmation of the 
unidimensionality or as a measure of the strength of the dimension. The current study has 
made use of Cronbach’s alpha in this way.  
The alpha coefficient ranges from 0 to 1. The closer the value is to 1, the greater the internal 
consistency of the items. Once corrected using the following formula: 
  
   (   )  
 
           (5.1) 
(where k is the number of items and r is the mean of the inter-item correlations) George and 
Mallery (2003) recommend the following rule of thumb: > 0.90 excellent; > 0.80 good; > 
0.70 acceptable; > 0.60 questionable; > 0.50 poor, and < 0.50 unacceptable (p. 231). Gliem 
and Gliem (2003) conclude that 0.80 is a reasonable Cronbach’s alpha. Anastasi and Urbina 
(1997) believe that satisfactory Cronbach alphas should range between 0.80 and 0.90.  
 
Step 2: Selection of items 
The selection of items consisted of two phases: first, the examination of the factorability at 
item level and second, iterative EFA to select and reassign the items. The techniques and 
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processes involved in these steps will be described next. The factor analysis was run 
separately for each systems level. At the micro-systems level, separate factor analyses were 
run for the scales related to family (referred to henceforth as micro [family] systems levels) 
and those related to community (referred to henceforth as micro [community] systems levels 
– see blueprint in Table 5.9).  
Phase 1: Before the final set of data (after the missing value analysis and imputations 
discussed in Section 5.3.3) were analysed, it was examined to establish that conditions and 
design requirements and assumptions had been met for EFA at item and scale level. A 
Kaiser-Meyer Olkin measure of sampling adequacy (KMO) was calculated. The KMO is a 
measure of the amount of variance in the data that can be explained by the factors (Brace, 
Kemp & Snelgar, 2003). A KMO of at least .50 is acceptable; up to .70 is mediocre; between 
.70 and .80 is good; .80 to .90 is outstanding, and higher than .90 is superb (Hair, Black, 
Babin & Anderson, 2010; van Heerden and Roodt, 2007). The Bartlett’s test of sphericity, 
which tests multicollinearity, was also conducted. This is a measure of the significance of the 
correlations between at least some of the variables. It tests the null hypothesis that the 
correlation matrix is not an identity matrix (a matrix where all the correlation coefficients are 
1 and the partial correlations are 0) (Hair et al., 2010; DeVellis, 2003). The distribution of 
scores on each of the items as well as on the scale totals, was examined to test whether these 
scores were normally distributed (see descriptive statistics for item in Appendix 7 and 
descriptive statistics for scale totals in Table 6.40). 
Phase 2: During this phase EFA procedures were used in an iterative manner to select items. 
Important theoretical considerations in factor analysis will be discussed first, after which the 
procedures used in this study will be explained. Factor analysis assesses the extent to which 
the measure is related to criteria derived from an established theory or construct. The steps in 
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the process are: specifying a factor extraction method; deciding on the number of factors to 
retain; deciding on the rotation method; interpreting the factor matrix; factor model re-
specification, and naming the extracted factors (Hair et al., 2010). Factor analysis is typically 
used to explore the internal structure of an instrument which, according to validity theory, 
contributes to the structural evidence of the construct validity of an instrument (see Chapter 2 
Section 2.2.1.2). The theory holds that the internal structure of an instrument must closely 
resemble the internal structure of the theoretical construct being measured (Messick, 1989; 
Cook and Beckman, 2006).  
EFA can be used to understand the structure of a set of variables, construct an instrument to 
measure an underlying variable, or reduce a dataset (DeVellis, 2003). It is used to identify 
inter-relationships among items and groups of items that form part of a unified construct. No 
a priori assumptions are made about these relationships as in confirmatory factor analysis. 
While confirmatory factor analysis determines the number of factors and which factor each 
item will load on before the analysis as a way of confirming or rejecting the theory on which 
it is based, EFA draws this information from the statistics (de Vet, Adèr, Terwee & Pouwer, 
2005). When EFA is conducted at an item level, problematic items will either not have salient 
loadings on any of the factors, or will load on the same factor with items that have factor 
loadings that indicate opposite directions, that is, positive and negative loadings on the same 
factor (Hair et al., 2010).  
EFA extraction methods can be divided into either common factor analysis (CFA) or 
principal components analysis (PCA) methods (Hair et al., 2010). The decision to use one or 
the other should be based on the reason for conducting the factor analysis and the amount of 
prior knowledge about the variance in the observations. PCA is used to summarise the 
original observations into a minimal number of factors, whereas CFA is used to identify the 
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underlying factor that reflects what the observations have in common. The main difference 
between these two methods lies in the use of the explained versus the unexplained variance. 
If we know that the specific and error variance represent a small portion of the total variance, 
then PCA is more appropriate, but if the researcher lacks information about the number of 
specific and error variances, CFA will be more appropriate since it will eliminate this 
variance (Hair et al., 2010). In CFA, factors are estimated based on a mathematical model, 
whereas in PCA the data is organised into a set of linear variates (DeVellis, 2003). 
PCA considers total variance and derives factors that contain unique and error variance. The 
factors are the effects of the correlations between the items (Reise, Waller & Comrey, 2000). 
A PCA analysis starts with a correlation matrix of the relationships between all the items.  In 
order for all the variance of the observed variables to be represented in the factor matrix, 
unities (1.0s) are inserted on the main diagonal of the correlation matrix (Floyd & Widaman, 
1995). 
CFA, on the other hand, seeks the least number of factors which can account for the common 
variance of a set of observed variables. In CFA the latent (hypothetical) variable is the cause 
of the item scores. In this case, the factor thus represents the cause, not the effect, of the item 
scores (DeVellis, 2003). The method searches for joint variations among observed variables 
that reflect the variation in fewer unobserved variables. Linear combinations of the observed 
variables and error terms are produced. Regression modelling techniques are used to test 
hypotheses producing error terms. The application of CFA in the current study will be 
discussed under Aim 3 (Section 5.6.2.2.2 – Construct validity using structural evidence – 
Exploration and selection of the final scales and second-order factors) in order to demonstrate 
how the data was analysed at scale level using this technique. CFA uses different 
communality estimates to PCA and sometimes yields communalities that are out of range (> 
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1 or < 0). Communalities are a measure of the variance that variables share with the latent 
variable underlying a set of observed measures. In this case, the variable cannot be included 
in the analysis. The factor model produced by CFA also does not yield a single, unique 
solution for any individual respondents. This is due to factor indeterminacy in CFA, which 
refers to the fact that the factors are not uniquely constructed. The indeterminate nature of the 
scores makes it possible to compute infinite scores for the same individual all of which would 
be consistent with the pattern coefficients (Mulaik & McDonald, 1978). 
For this study, EFA using the PCA extraction method was used to explore the number of 
factors represented by the items in each of the theoretically defined systems levels of the 
ecological theory. It was also used to explore the contribution of items to the scales and 
reducing the number of items. The items to represent each of the scales were selected 
according to the factor-loading patterns. Allen and Yen (1979) point out that factor analysis 
can be used in this way to establish whether a set of items are unidimensional. Hair et al. 
(2010) agree that PCA is helpful in reducing items in this manner.  
In factor analysis eigenvalues, scree plots and residuals are used to decide on the number of 
factors to specify and retain. Conway and Huffcutt (2003) recommend that more than one 
criterion be used to determine how many factors to extract.  
Eigenvalues represent the substantive importance of a factor. Eigenvalues are a measure of 
the condensed variance in a correlation matrix. Different criteria have been recommended for 
determining whether or not to retain a factor (Velicer & Jackson, 1990). Kaiser (1960) 
recommend that factors with eigenvalues greater than one be retained, whereas Jolliffe (1972, 
1986) recommends 0.70. Factors that affect which criteria to apply are – the number of 
variables, the sample size and the average communalities. When communalities are low, the 
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sample size is small and there are few variables loading on each of the factors, the more 
stringent criterion should be applied. 
A scree plot is a graphic representation of each eigenvalue against the factor with which the 
specific variable is associated. This demonstrates the relative importance of each factor. The 
scree plot is also affected by sample size. Stevens (2002) recommends that scree plots be 
used for samples of more than 200.  
With regard to residuals analysis, fewer non-redundant residuals with absolute values more 
than 0.05 are an indication that the model is a good fit, which implies that the correct number 
of factors have been specified. The residuals are the difference between the observed 
correlations and the correlations predicted by the model. The rule of thumb is that less than 
50% non-redundant residuals with absolute values more than 0.05 is an indication of a good 
fit (Floyd & Widaman, 1995). The theoretical underpinnings of the constructs that are being 
measured also contribute to the decision- making about the number of factors to retain 
(Laher, 2010; Preacher, Zhang, Kim & Mels, 2013).  
The following procedures were used to determine the number of factors per systems level 
after using theory to specify the number of factors per systems level (see the blueprint in 
Section 5.4.3.2 table 5.9). The residuals were examined as a first step to judging if they meet 
the criterion of less than 50% non-redundant residuals with absolute values greater than 0.05. 
If the percentage of non-redundant residuals is more than 50%, scree plots and eigenvalues 
would be used to determine how many factors to specify. During this process, the eigenvalue-
more-than-one rule of thumb was used. The patterns of salient factor loadings also assisted in 
determining how many factors to specify in subsequent iterative analyses.  
In addition to the criteria mentioned above, the current study made use of relevant theoretical 
knowledge to inform the decision of the number of factors to extract as a point of departure. 
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This included the ecological theory as well as the relevant community’s theorising (see 
Section 5.4.3.2) about the number of contributing factors at each of the systems levels of the 
ecological theory. Preacher, Zhang, Kim and Mels (2013) maintain that deciding on the 
optimal number of factors should be approached as a model selection problem that should be 
guided by theory. The number of factors specified in the initial PCA was based on theoretical 
knowledge, after which the statistical criteria (eigenvalues, scree plots and residuals) were 
considered in the follow-up iterations in order to ensure a good model fit. The ecological 
theory was employed in this way in the initial CFA as well (see the section on the second-
order factor analysis, Section 5.6.2.2.2). The interpretability of the factor structure was the 
final consideration in deciding on the number of factors to retain.  
Direct oblimin rotations were used as a rotation method. Reise, Waller and Comrey (2000) 
consider that oblique rotation is a more realistic modelling of psychological phenomena as it 
allows for factors to be correlated. Generally, rotation methods are employed to achieve more 
interpretable and theoretically meaningful solutions. Rotation involves the turning of the 
reference axes about the origin. The purpose of the rotation is the redistribution of the 
variance from earlier factors to later ones since the first factor accounts for most of the 
variance, with the rest based on the residual variance. 
In the interpretation of the factor matrix and the decision- making about re-specification, 
there are also guidelines regarding the factor loadings of items (the measure) on the factor. 
These guidelines are used to select and/or reassign items, and played a role in the decision 
about the final items. The guidelines are that: 1) a factor is only stable if it includes sufficient 
significant factor loadings; 2) the researcher is able to give a name to the factor; and 3) the 
communalities are sufficient (Hair et al., 2010). If an interpretable solution is reached, 
decisions must be made about whether any variables should be deleted, whether the correct 
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number of factors have been specified, and if the correct rotation method was employed. Re-
specification is then based on these decisions.  
Factor loading refers to the means of interpreting the role that each variable plays in defining 
each factor (DeVellis, 2003). It is the correlation of each variable with the factor. Therefore, 
the higher the factor loading the better the variable representation of the factor. 
Communalities refer to the variance that the variables share with the latent variable. The 
following procedures guided the item selection and selection of the final scales. The patterns 
of factor loadings assisted with item selection using factor stability criteria (see discussion in 
Section 5.6.2.2.1 p.40). Items with loadings of less than .30 on any of the factors were deleted 
(Hair et al., 2010). A variable with too many high factor loadings on different factors should 
be deleted as well as a variable that does not have a salient factor loading on any of the 
factors. Variables that have salient factor loadings on more than one of the factors can be 
problematic when the factors are uncorrelated. When the factors are correlated, these cross 
loadings are not unexpected, though there should be a distinct difference between the 
loadings. Anderson et al. (2004) argue that the item should be retained if the difference 
between the loadings is at least 0.2. However, in addition to using factor stability criteria to 
decide about deleting an item, the researcher also examined the distribution of scores on the 
items and the contribution of the item to the reliability of the scale (discussed under Step 1 
above). Items that demonstrated a more even distribution of scores or higher discrimination 
values were more likely to be retained, as well as items that were positively correlated with 
the scale totals. 
Items were also reassigned to different scales based on an examination of their factor 
solutions. When items loaded on a factor that was different from the proposed scale, they 
were moved to the other scale if it made sense in terms of their content and the literature. In 
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addition, the item analysis results (mainly item total correlations, also called item 
discrimination using a discrimination value of 0.3) and internal consistency calculations were 
used. As a final step, the content of the reassigned items was examined to decide if they had 
anything in common with the other items in the scale.  
Step 3: Finalisation and naming of scales 
In finalising the scales, a final PCA at item level on the selected and reassigned items was 
conducted. This was done in order to accept the final factor structure of the remaining items 
in each of the systems levels and to assist with the naming of the factors (now the scales). 
Again, the direct oblimin rotation method was used; the number of factors was specified 
based on the iterations conducted in the previous step. Again, factor stability criteria were 
used to assess the factor solution at this level of analysis.  
Using the content of the items as well as theory, the scales were renamed. Where items from 
different scales were reassigned and combined, scales were examined for common content 
which was used to inform the naming of the scales; the content of  the items with the highest 
loadings in addition to theory, were used to guide this process.  
Step 4: Reliability of scale scores 
Cronbach Alphas were calculated for the final scales as an indication of their psychometric 
property. Based on this information, a decision was made that the scores on the items per 
scale could be summed up to produce the scale scores used in Aim 3 of the study. 
 
5.6.2.2.2 Aim 3: Construct validity using structural evidence 
Exploration and selection of the final scales and second-order factors 
As mentioned in Chapter 2, construct validity procedures include the identification of the 
internal patterns relating to the construct to be measured by the instrument (Messick, 1989; 
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Cook & Beckman, 2006). In instrument development, EFA is often used as a construct 
validity procedure technique in support of structural evidence (see discussion in Chapter 2). 
The scales from Aim 2 were expected to load together according to the five systems levels of 
the ecological theory (see the blueprint in Section 5.4.3.2 Table 5.9). This level of analysis is 
regarded as a “second-order” analysis. The expectation was in line with the ecological theory 
and because the scales were developed within these systems levels. While many researchers 
regard confirmatory factor analysis as more appropriate at the level of theory testing, 
according to Henson and Roberts (2006), confirmatory factor analysis is only employed when 
the rationale regarding what factors should be represented and what variables should define 
each factor is sufficiently strong.  EFA was therefore regarded as the appropriate technique to 
use for this aim of this study because, although there was some conceptualisation of what 
factors should be present in the different systems levels, there were no definite theoretical 
expectations regarding the structure of the data, as this has not been tested previously.  
Exploratory factor analysis using CFA was employed for the identification of the latent 
variable (the second-order factors – systems levels) that underlies the responses to the 
manifest variables, in this case the scales. CFA is the appropriate method for this study since 
it can be used to identify the underlying common factors among the variables (Hair et al., 
2010).  
The distribution of total scores on each of the scales was examined for multivariate normality 
(see Section 5.6.2.2.1 for a discussion of the reasons why). Principal axis factoring (PAF) 
was employed as the common factor analysis extraction method because the scores on most 
of the scales were not normally distributed. Floyd and Widaman (1995) state that PAF does 
not require the assumption of multivariate normality. Hu, Bentler and Kano (1992) observe 
that the violation of normality is only problematic when other assumptions such as sample 
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size and independence of variates and errors are also violated. The data should also be 
examined for factorability and discriminatory power.  All these considerations formed part of 
the current study and have been considered in the choice of techniques for the analysis of the 
data – (see Chapter 6 for a discussion of the results).  
Since the second-order factors were expected to be correlated, direct oblimin rotations were 
employed. Factor stability criteria were again used to evaluate these results (see discussion in 
Section 5.6.2.2.1 p.40). Only the scales that contributed to stable (second-order) factors (at 
least two salient factor loadings) were retained (Hair, 2010). For this aim of the study, the 
number of factors was initially specified in line with the five systems levels identified by the 
ecological theoretical framework. As for the PCA at item level (see section 5.6.2.2.1), residuals 
were then examined to establish whether the correct number of factors was specified. If the 
residuals indicated that the model was not a good fit, scree plots and eigenvalues were 
examined to establish how many factors should have been specified. Subsequent iterative 
analyses were conducted until an acceptable pattern of loadings was achieved. 
In interpreting the results of this analysis, the content of the scales and information about the 
coding of items was used. After deleting some scales, another CFA was conducted without 
these scales. Again, PAF was used as an extraction method, while the rotation method was 
oblimin rotation. With reference to relevant literature (see Chapter 3 Section 3.2) and theory 
(see Chapter 2) these second-order factors were named based on the content of the scales 
(Step 3 – see Table 5.11).  
 
5.6.2.2.3 Aim 4: Construct validity using external evidence 
 Step 1: Difference between users and non-users on scales 
A comparative technique (Hotellings T² test) was used for the external validity procedures of 
the study (Messick, 1989; van Heerden & Roodt, 2007). The Hotelling’s T² test is the 
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multivariate equivalent of the univariate t-test. It also compares two groups (or two levels of 
the treatment variable), but compares them on more than one dependent variable. The 
Hotelling’s T² test is used to control for family-wise error (i.e. the inflation in type 1 error 
that results from repeated univariate testing), in this case t-tests. On the one hand, this test is 
an extension of the univariate t-test, while on the other hand it can be seen as a specialised 
form of the MANOVA in that it tests the effects on several dependent variables as the 
MANOVA does, but is limited to two groups on the independent variable, as is the univariate 
t-test.  
The Hotelling’s T² tests the hypothesis of equality of vectors of means on several dependent 
variables across two groups. The technique makes use of variates to test for equality. A 
variate is a basic building block in multivariate analysis and forms the focal point of this 
analysis. It consists of a linear combination of variables formed by calculating weights on the 
dependent variables for each respondent (Hair et al., 2010). It assigns a weight to each 
variable and then multiplies that weight by each score on that variable. These weighted scores 
on each variable are then added together to give each respondent a combined score. The mean 
combined scores for the two groups are then compared. The variables are specified by the 
researcher, but the weights are assigned by the programme to maximise the differences 
between groups. Each variable contributes to the overall variate effect. The variate score for 
each respondent =                  ………. +      where    is the weight 
assigned and    is the observed variable score. The result represents the most discriminating 
linear combination of the dependent variables. It is an expression of the discriminant function 
between groups that if squared, produces the Hotelling’s T² statistic (Morrison, 1990). 
Hotelling’s T² test is a statistical test of the variates formed from the dependent variables 
which produce the greatest group differences. To test for significance of the Hotelling’s T² 
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statistic, an F distribution is followed with degrees of freedom of           and p 
(number of dependent variables).       is used to compute        using the formula  
       =  
 (       )
         
         (Hair et al., 2010). 
(5.2) 
where p refers to the parameters and N to the sample sizes. If a discriminant function 
produces a significant T² for the two groups, then the two groups are considered significantly 
different across the mean vectors. 
The Hotelling’s T² test was used to assess whether there was a significant difference between 
substance-using and non-using adolescents on any of the scales using the scale totals. An 
instrument asking about the participants’ substance use was included in the data collection 
(see Section 5.4.1). This data was transformed into a grouping variable that indicated whether 
the participant had ever used any of the substances listed or not. The Hotelling’s T² test was 
considered the appropriate multivariate test to use since there were two groups (substance 
users and non-users) and several dependent variables, namely, the scale totals of the 
SASUCRQ. The technique forms linear combinations of the dependent variables (scales of 
the SASUCRQ) which best discriminate amongst the groups in the independent variable 
(substance users and non-users). The hypothesis tested was: there is no significant difference 
between substance using and non-using adolescents with regard to the scale totals of the 
SASUCRQ. 
 
Cohen’s D will be used to measure the effect size of the differences between the groups of 
substance using and non-using adolescents. This method is appropriate when comparing two 
or more independent groups. It is a standardized effect size that measures the number of 
standard deviations that the means differ by (Cohen, 2013). It is calculated using the 
following formula:  
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d = 
 ̅   ̅ 
 
    
(5.3) 
where  ̅  is the mean for group 1,   ̅  is the mean for group 2, and S is the pooled standard 
deviations. 
 
 Step 2: Difference between users and non-users on second-order factor scores 
The second-order factor scores were also used to assess whether there was a significant 
difference between substance using and non-using adolescents on these factor scores, again 
using the Hotelling’s T² test as a technique. The null hypothesis was: there is no significant 
difference between substance using and non-using adolescents with regard to factor scores 
yielded by the second-order factor analysis conducted using the Afrikaans version of the 
SASUCRQ. 
Both of these analyses serve as evidence for the external validity of the instrument which, 
according to Messick (1989), forms part of the construct validity. In line with validity theory 
(see Chapter 2 Section 2.2.1.3), criterion-related validity contributes towards the external 
evidence for the construct validity of the SASUCRQ. Group comparison studies are 
commonly used to test for differences in scores across groups that are theoretically predicted 
to differ on a factor. 
 
5.6.2.3 Analysis of English version of the SASUCRQ 
The analysis of the English version of the instrument will now be described fully – (see Table 
5.12 for a summary of the steps discussed below).  
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5.6.2.3.1 Aim 2: Selection of items  
The instrument was originally developed in English and was translated into Afrikaans after 
the piloting process (described in Section 5.5.1). In the analysis of the data, the psychometric 
properties of the Afrikaans version were assessed first. The properties of the English version 
of the instrument were assessed against those of the Afrikaans version. Items were selected 
for both versions based on the analysis done at item level on the Afrikaans version. The 
Afrikaans version was used for the item and scale selection process, as the target community 
for this research is mainly Afrikaans-speaking. In addition, as the research team is interested 
in developing equivalent language versions of the instrument, the decision was to base the 
assessment of the English version on the final scales of the Afrikaans version. 
As a result, the only item analysis done on the English version was for the calculation of the 
reliability coefficients of the final revised scales according to the Afrikaans analysis. Using 
Cronbach Alphas, the internal consistency of each of the scales was assessed on the revised 
items that were selected for the final Afrikaans version of the instrument (see Section 
5.6.2.2.1 above). Cronbach Alphas were used to examine the impact of the reduction and 
reassignment of items on the internal consistency of the reworked scales for this sample. 
  
5.6.2.3.2 Aim 3: Construct validity using structural evidence 
As with the Afrikaans version of the instrument, a CFA with principal axis factoring analysis 
using a direct oblimin rotation method was performed on the scale totals of the final scales 
that were obtained in the analyses of the Afrikaans version, in order to examine the second-
order factor structure.  
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5.6.2.3.3 Aim 4: Construct validity using external evidence 
A Hotelling’s T² test was conducted to assess the external validity of this version of the 
instrument. As was the case for the Afrikaans version, this comparative test was first used to 
establish whether the scales of the instrument distinguished between substance-using and 
non-using adolescents, and then whether the second order factors (using factor scores saved 
during the second-order factor analysis) distinguished between these two groups of learners. 
 
5.6.2.4 Aim 5: Construct equivalence analysis of the two language versions of the 
SASUCRQ 
5.6.2.4.1 Exploration of the construct equivalence of the two language versions  
Any instrument that is available in more than one language must be able to measure the 
factors equally well across the language groups (Glaser et al., 2005). It is important to be able 
to assess the extent to which the measure is consistent across the groups as these groups exist 
together in the same communities, and interventions, particularly preventative interventions, 
will be administered to whole communities once identified or developed based on the 
information gathered from the instrument. Without equivalent measurement models, different 
items would be necessary to measure the same factors in the different language groups (van 
de Vijver & Tanzer, 2004). 
Cronbach alphas for the Afrikaans and English versions were examined to see how they 
compared for both the scales and second-order factors. The statistical significance of the 
group differences on all of the scales’ reliabilities were evaluated using the following 
formula: 
        
        
 
           (5.4) 
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where        refers to the Cronbach’s alpha for the first sample and        to the 
Cronbach’s alpha for the second sample. This formula was introduced by van de Vijver and 
Leung (1997). It tests the hypothesis that there are no significant differences in the Cronbach 
alphas between the Afrikaans and English versions for each of the scales in the revised 
versions of the instrument. The differences follow an F distribution with      and      
degrees of freedom. In this study, the critical value at p = 0.01 was 1.23. The null hypothesis 
was: there are no significant differences between the Cronbach alphas for the scales of the 
two language versions of the SASUCRQ. 
The Marley Watkin’s Rc Programme was used to calculate a Tucker’s Phi Coefficient of 
congruence, which assessed how the factor loadings at item and scale level compared across 
the Afrikaans and English versions of the instrument (see Section 4.4.4 in Chapter 4 for full 
discussion). A Tucker’s Phi was calculated for each of the 20 final scales as well as for all 
four second-order factors across the Afrikaans and English versions of the SASUCRQ. 
Identity lines were used to cross-validate the findings of the congruency test at least for the 
four factors. These are cross-plots of the factor pattern coefficients for the two groups. 
According to De Bruin (2009) the factors are congruent across the groups if the points on 
these plots fall close to the identity line. 
 
5.7 CONCLUSION 
This chapter outlined the methodological procedures used this study. The sections were 
discussed in line with the aims of the study. The next chapter will present the findings of the 
analyses presented above, along with a discussion of these findings. These will be discussed 
in relation to relevant literature presented in Chapter 3 and 4, as well as the theory presented 
in Chapter 2.  
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CHAPTER 6 
RESULTS 
6.1 INTRODUCTION 
This chapter will report the results yielded by the analyses described in the previous chapter. 
A discussion of these results will be included in this chapter as well. It will begin with the 
results of the pilot study (Aim 1), followed by the results for aims 2-4 (item selection  and 
assessment of construct validity using procedures of structural and external validity evidence) 
first for the Afrikaans version of the instrument then for the English version. The results for 
the fifth aim, which examined the construct equivalence across the two versions, will be 
reported last. A discussion of the results will be built in under each of the aims for both 
versions of the SASUCRQ. 
  
6.2 PILOTING OF ITEMS AND INSTRUMENT FORMAT 
This section will report and discuss the results for Aim 1 of the study, which includes the 
piloting of the items and format of the instrument. The results will be presented around the 
following themes: response categories (reduction, simplification and explanation); repetitive 
format of some questions; language usage; building in reminders of the answering key and 
recall period; adding a “not applicable” option to some items; reduction of instructions; 
deletion of similar items, and suggestion for adding another factor. Table 6.1 is a summary of 
the concerns raised by the adolescents during the piloting of the instrument and the changes 
made to the questionnaire based on these concerns.  
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Table 6.1: Suggested changes to instrument  
Concerns highlighted by 
adolescents 
Changes made based on concerns 
Too many response 
categories  
Categories reduced from five to four 
Response categories too 
complicated 
“Frequently” was changed to “often” and “occasionally” was 
removed 
Monotonous format at the 
beginning of some items 
The format was changed on some of the items to break the 
monotony  
Language usage too 
sophisticated at times 
Words that were identified as too complex were changed to 
more easily understood words 
Too many instructions The instructions were reduced to a minimum 
Need for reminders regarding 
answering key 
Reminders were included at the beginning of each scale 
Some items too similar Where items were identified as too similar these were 
changed or the differences were highlighted 
Lack of items related to 
relationship trouble 
It was decided not to add this as a separate scale, but rather to 
ensure that it was addressed in the “Coping” scale 
Need for reminder regarding 
recall period 
Reminders were included at the beginning of each scale 
Need for “not applicable” 
option for some items 
A N/A option was added to some of the items 
 
Learners found the response key too complicated and suggested that a three-point scale 
would be cognitively less challenging for them. They said that they could not distinguish 
between the options “seldom” and “occasionally” and suggested that “occasionally” be 
removed from the key. Their suggestions for response categories were “always”, “seldom” 
and “never”. It was decided to remove “occasionally” as suggested, but to retain a fourth 
category, namely “frequently” and to reword it as “often”. The literature repeatedly states that 
the ideal number of response categories is between four and seven (Lozano, Garcia-Cueto & 
Muñiz, 2008; Preston & Colman, 2000; Weng, 2004). The instrument for the study thus 
included four response categories, namely “always”, “often”, “seldom” and “never”.  It was 
also decided to explain the categories further by including percentage ranges for each of the 
categories. This was done in an attempt to ensure that the respondents all interpret the key the 
same way and use it in a more uniform way. 
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The repetitive format of some of the questions was described as monotonous by some of the 
learners (i.e. many of the questions began with the phrase “I felt that ……….”). They warned 
that many respondents would stop reading the questions and just randomly select options if it 
becomes too monotonous. Wherever possible, the wording of the items was changed to 
relieve the monotony. 
Learners felt that some of the words used in a few of the items were too sophisticated for 
most learners, and suggested alternatives. These words were changed to more easily 
understood words. 
Instructions on the cover page were reduced to a minimum to include only the purpose of the 
data collection, ethical concerns, and basic instructions. Learners felt that the cover page 
contained too much information, and that this should be shortened and made more accessible 
since the learners were unlikely to read so much by way of instructions and background 
information. 
The response key which originally contained circles that the learners were expected to shade, 
proved to be problematic for these learners. They argued that not only were they unsure about 
how to respond in these circles, but also some respondents might spend time and get bogged 
down with colouring the circles neatly. They suggested blocks that they could tick, since this 
would be the fastest way to respond to the items. The format was changed as suggested. 
They also suggested that clearer reference should be made to the blocks mentioned above 
when the key is explained at the beginning of the instrument. A clearer link was made by 
repeating the instruction to tick the block on page 3 where the key is introduced, and by 
repeating the percentage range with the response categories at the beginning of every scale. 
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Learners felt that some of the questions were too similar, and  found this perceived 
repetitiveness annoying, again warning of the chance that they might stop reading the items 
and just answer randomly, thus making their responses invalid. Where items were too similar, 
one of the items was removed. Where there was a definite distinction between the two items, 
the distinguishing words were highlighted to show the distinction more clearly.  
They highlighted the issue of relationships and argued that relationships (either romantic or 
friendly), when in trouble could lead to substance abuse in adolescents. After some 
discussion with them, it was concluded that this issue could be addressed in the coping scale. 
Additional items were written for the coping scale that included a gauge of how these 
adolescents handled relationship difficulties. 
A suggestion was made that they be reminded regularly throughout the instrument that they 
are required to think back over the last 30 days when responding to a question. This reminder 
was then repeated at the beginning of each scale. 
They pointed out that some items were not applicable for those who do not use substances, 
and they were uncertain how these respondents would answer these items on the scale 
provided. A “not applicable” option was added for these items in order to accommodate these 
respondents. 
Once the instrument was adapted based on the input from the adolescents as described above, 
two language versions it were administered to a large sample of adolescents as described in 
Chapter 5 (Section 5.5.2). The rest of this chapter reports the results of the analyses done on 
the data yielded. 
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6.3 AFRIKAANS VERSION OF THE SASUCRQ 
Data collected with the two versions of the SASUCRQ were analysed separately in slightly 
different ways. Item selection (Aim 2 – see section 6.2.1.2 below) was performed using only 
the Afrikaans version of the instrument. Decisions made in these steps were applied to the 
data for the English version of the SASUCRQ. 
 
6.3.1 Item selection 
This section deals with Aim 2, namely the selection of items. It will report on an exploration 
of all the items including the factorability, reliability and other characteristics of the items. It 
will then report on the EFA for the selection of items for each of the systems levels of the 
ecological theory. This section will end with the reporting of the reliability coefficients of the 
revised scales. 
 
6.3.1.1 Exploration of items 
The data was examined to assess its factorability at item level with regard to sampling 
adequacy, multicollinearity, and item characteristics. The Cronbach’s alphas of the proposed 
scales were also explored. These results are presented below. The characteristics of all the 
items are presented in Appendix 7. 
 
6.3.1.1.1 Factorability and reliability 
Conditions of multicollinearity and sampling adequacy were tested using respectively the 
Barlett’s test of sphericity and the KMO measure of sampling adequacy. The results are 
reported in the table below along with Cronbach’s Alphas for each of the scales. The 
Cronbach’s Alpha is an indication of the intercorrelations between items in each of the scales 
(see Section 5.6.2.2.1 Aim 2 Step 2 in the previous chapter). At the micro systems level, 
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results are presented separately for family type scales and those scales dealing with 
community (see the motivation for this in Chapter 5 Section 5.6.2.2.1). 
  
Table 6.2: Factorability and internal consistency statistics 
Systems 
levels 
Scales 
 
Original 
item 
numbers 
KMO Bartlett’s 
test 
df 
Sig. Cronbach’s 
alphas 
Individual 
systems level 
Self-identity 1-3 .619 3 .000  -.243 
Social identity 4-10 .704 21 .000 .356 
Citizenship 11-13 .668 3 .000 .686 
Sense of belonging 14-20 .805 21 .000 .170 
Self-efficacy  21-28 .765 28 .000 .473 
Coping 29-35 .804 21 .000 .675 
Effects of drugs 36-41 .910 15 .000 .922 
Religiosity 42-46 .808 10 .000 .771 
Micro 
(family) 
systems level 
Family functioning 47-54 .867 28 .000 .785 
Parental monitoring 55-62 .864 28 .000 .772 
Communication and 
support 
63-68 .836 15 .000 .817 
Economic pressure in 
family 
69-76 .900 28 .000 .864 
Micro 
(community) 
systems level 
Peer support  77-81 .771 10 .000 .741 
Peer influence  82-86 .883 10 .000 .812 
School as a support 87-92 .784 15 .000 .706 
School as a stressor 93-98 .766 15 .000 .666 
Neighbourhood 99-107 .701 36 .000 .605 
Meso-
systems level 
Mixed messages 108-116 .857 36 .000 .847 
Macro-
systems level 
Tolerance for soft 
drugs 
117-124 .841 28 .000 .848 
Community 
economic status  
125-128 .719 6 .000 -.448 
Exo-systems 
level 
Social systems 129-132 .623 6 .000 .723 
Chrono-
systems level 
Historical context 133-138 .754 15 .000 .425 
Hope for the future 139-147 .800 36 .000 .663 
*Low Cronbach’s alphas (< .70) are indicated in bold in the last column of this table 
 
Only two of the individual systems level scales in the original version of the instrument 
displayed adequate internal consistency, namely “Effects of drugs” and “Religiosity”. Careful 
revision of the rest of these scales will make them more applicable for the target population. 
All of the micro (family) systems level scales and most of the micro (community) systems 
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level scales displayed adequate internal consistency, with the exceptions being “School as a 
stressor” and “Neighbourhood”. At the other systems levels, “Mixed messages”, “Tolerance 
for soft drugs” and “Social systems” all displayed acceptable levels of internal consistency, 
while “Community economic status” (macro-systems levels) and both chrono-systems levels 
scales did not. Two of the scales displayed negative Cronbach’s alphas, namely “Self-
identity” and “Community economic status”. The reason for this is not clear since the items 
were all scored in the same direction with higher scores indicating a positive perception. This 
is an indication of possible problems with these items. 
The other statistics in the table above demonstrate that the item level data for this version of 
the SASUCRQ was factorable, meaning that the patterns of correlations were relatively 
compact and that the data should yield distinct factors (Field, 2009). Most of the KMO 
measures of sampling adequacy were either “good” (.7 to .8) or outstanding (.8 to .9) with 
two scales demonstrating superb KMO (above .9) and only three of the 23 scales 
demonstrating mediocre KMO’s. The results of the Bartlett’s test of sphericity yielded highly 
significant results for all the variables (p < .001). This is a clear indication that the correlation 
matrix differs significantly from an identity matrix for all these variables. Since there is 
sufficient intercorrelation and common variance amongst the variables, this analysis has 
proved that the data for the Afrikaans version of the SASUCRQ was adequate for EFA.  
 
6.3.1.1.2 Item characteristics 
Appendix 7 presents the statistics for each of the original items of the instrument with regard 
to their means, standard deviation, skewness, kurtosis, and item total correlations. 
Most of the items in the instrument had skewed distributions for this sample. Only 27% were 
relatively evenly distributed (i.e. had skewness values between -.5 and +.5) while 63% were 
negatively skewed and the other 9% were positively skewed. In other words, most of the 
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respondents reported positive perceptions of the measured contextual factors. Skewness 
values of close to zero are an indication that the scores on that item are close to normal.  
Skewness values of less than zero indicate that for those items most scores cluster lower than 
the mean, and more than zero, that most scores cluster higher than the mean. The scales with 
the most skewed items were “Citizenship” and “Parental monitoring”.  All the items in these 
two scales were heavily negatively skewed. Since a smaller percentage of items had even 
distributions of scores, the researcher tried to retain the items with the even distributions in 
decision making during the subsequent analyses. 
 
6.3.1.2 Selection of items 
This section will report the results of the principal components analysis (PCA). These results 
will be discussed under each of the systems levels of the ecological theory. The item factor 
loadings will be discussed along with the decisions made about the items based on these item 
loadings as well as other criteria. Table 6.3 presents a summary of the procedures followed in 
the selection of items. 
Table 6.3: Procedures in item selection 
 Procedures 
1. Explored item total correlations 
2. Examined item distributions 
3. Explored factor structure and factor loadings using EFA  
4. Examined contributions of items to scale reliability 
 
As discussed in Chapter 5, the criteria used to decide on the number of factors to specify at 
each of the systems levels include mainly theory, percentage of non-redundant residuals 
greater than 0.05, eigenvalues, scree plots, and interpretability of factor loading patterns. The 
number of factors specified for the initial EFA of the items at each of the systems levels was 
based on theory. The theory of what constructs should be included in the instrument was 
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tested using content validity procedures (see Sections 5.4.3.2 and 5.4.3.3 in the previous 
chapter).  
The decision whether to delete items that did not load on any of the factors, or that had 
positive and negative loadings on the same factor (even though all items were scored in the 
same direction) was based on a combination of their impact on the reliability of the scale, the 
discrimination value of the items, and the distribution of scores on these items (see Chapter 5, 
Section 5.6.2.2.1 for the decision-making criteria). In each of the sections a short description 
of this process is provided.  
The rest of this section will present the findings of the PCA for the items of each of the 
systems levels separately. The process of deciding on the number of factors to extract at each 
of these levels will be presented by first reporting the findings of the analysis based on 
content theory as described earlier in this section. Thereafter the results of subsequent 
iterations based on the percentage of non-redundant residuals greater than 0.05, eigenvalues, 
scree plots and interpretability of factor loading patterns, will be presented. The number of 
iterations and the statistics reported will depend on the results yielded at each of the systems 
levels. These will differ from one systems level to the next, but will all be based on: 1) the 
initial PCA according to content theory, and 2) subsequent PCAs based on statistics yielded 
by the initial PCA and the interpretability of subsequent PCAs. 
 
6.3.1.2.1 Individual systems level scales 
This section will thus present the results of the initial PCA done on the individual systems 
level items that was based on the content theory (see Tables 6.4, 6.5 and Fig. 6.1). This will 
be followed by a report of the results for the follow-up PCA based on the statistics yielded by 
the initial PCA (see Table 6.6) and then by the results of the final PCA after items have been 
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removed from the analysis (see Tables 6.7 and 6.8). Decisions made regarding the items that 
did not perform as expected in these analyses will also be reported (see Table 6.9). 
The item loadings for the original items of the individual systems level scales are reported in 
the following table. Eight factors were specified since eight scales were written for the 
individual systems level, according to the content theory as described in the section above.  
 
Table 6.4: Eight-factor structure for original individual systems level items 
  
Component 
1 2 3 4 5 6 7 8 
Self-identity1         
Self-identity2   .425      
Self-identity3   .542      
Social identity4 .826        
Social identity5 .758        
Social identity6 .642        
Social identity7   -.432      
Social identity8   .571      
Social identity9   .622      
Social identity10   .527     -.342 
Citizenship11        -.619 
Citizenship12        -.636 
Citizenship13        -.716 
Sense of belonging14 .525        
Sense of belonging15   .304      
Sense of belonging16   -.403      
Sense of belonging17 .508        
Sense of belonging18   .457      
Sense of belonging19 .357        
Sense of belonging20         
Self-efficacy21      .623   
Self-efficacy22      .610   
Self-efficacy23      .502   
Self-efficacy24      .452   
Self-efficacy25      .643   
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Self-efficacy26       -.651  
Self-efficacy27       -.718  
Self-efficacy28       -.724  
Coping29     -.325    
Coping30     -.500    
Coping31     -.608    
Coping32     -.537    
Coping33       -.514  
Coping34     -.666    
Coping35     -.640    
Effect of drugs36  .382     -.310  
Effect of drugs37  .906       
Effect of drugs38  .901       
Effect of drugs39  .919       
Effect of drugs40  .928       
Effect of drugs41  .922       
Religiosity42    -.720     
Religiosity43    -.745     
Religiosity44    -.792     
Religiosity45    -.709     
Religiosity46    -.637     
 
Most of the items loaded on at least one of the eight factors specified, but items 1 and 20 did 
not have salient loadings on any of the eight factors in this solution. There were positive and 
negative loadings on the same factor for factor 3 – items 7 and 16 loaded negatively with 
“Self-identity”, “Social identity” and “Sense of belonging” items. 
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Table 6.5: Eigenvalues, variance explained and non-redundant residuals for original 
individual systems level factors 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 8.549 18.584 18.584 8.549 18.584 18.584 4.130 
2 5.190 11.282 29.866 5.190 11.282 29.866 5.036 
3 2.052 4.460 34.327 2.052 4.460 34.327 3.831 
4 1.839 3.998 38.325 1.839 3.998 38.325 4.428 
5 1.747 3.798 42.123 1.747 3.798 42.123 5.272 
6 1.273 2.768 44.891 1.273 2.768 44.891 4.120 
7 1.165 2.532 47.423 1.165 2.532 47.423 3.050 
8 1.116 2.426 49.849 1.116 2.426 49.849 3.654 
9 1.108 2.409 52.257         
10 .992 2.157 54.414         
Non-redundant residuals with absolute values greater than 0.05 190  18.0% 
 
Though this model had only 18% non-redundant residuals with absolute values greater than 
.05, which is an indication of good model fit, there were nine eigenvalues greater than one, 
though the scree plot seems to indicate five factors represented in the data. 
 
 
Figure 6.1: Scree plot for individual systems level factors 
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Based on the scree plot presented above, it was decided to re-specify five factors in a follow-
up PCA of all individual systems level items. The results of this PCA are presented below. 
 
Table 6.6: Five-factor structure for original individual systems level items 
  
Component 
1 2 3 4 5 
Self-identity1         .408 
Self-identity2         -.335 
Self-identity3     .342     
Social identity4         .717 
Social identity5         .661 
Social identity6         .537 
Social identity7     -.388     
Social identity8     .599     
Social identity9     .658     
Social identity10     .631     
Citizenship11         .588 
Citizenship12         .514 
Citizenship13         .494 
Sense of belonging14         .688 
Sense of belonging15         -.372 
Sense of belonging16         .344 
Sense of belonging17         .565 
Sense of belonging18     .408     
Sense of belonging19         .339 
Sense of belonging20 .304       .315 
Self-efficacy21 .520         
Self-efficacy22 .623         
Self-efficacy23 .658         
Self-efficacy24 .578         
Self-efficacy25 .501         
Self-efficacy26     .564     
Self-efficacy27     .552     
Self-efficacy28     .520     
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Coping29 .492         
Coping30 .651         
Coping31 .575         
Coping32 .432         
Coping33     .477     
Coping34 .592         
Coping35 .597         
Effect of drugs36   .425 .336     
Effect of drugs37   .904       
Effect of drugs38   .901       
Effect of drugs39   .917       
Effect of drugs40   .924       
Effect of drugs41   .919       
Religiosity42       -.700   
Religiosity43       -.720   
Religiosity44       -.773   
Religiosity45       -.699   
Religiosity46       -.631   
 
In this solution, three of the items (2, 7 and 15) loaded negatively with other items with 
positive loadings on the same factors. The item characteristics of these items were examined. 
Because of their low discrimination values (see Appendix 7), it was decided to delete these 
items and run the PCA without them, while still specifying five factors.  
The PCA for the remaining individual systems level items is presented next. Five factors 
were retained based on the percentage of non-redundant residuals greater than 0.05, the scree 
plot and the factor loadings yielded by the previous PCA. They are presented with their 
names. 
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Table 6.7: Final five-factor structure for revised individual systems level items 
  
Component 
Self -
efficacy 
Effects of 
drugs 
Social 
identity 
Religiosity Sense of 
belonging 
Self-identity1         .397 
Self-identity3     .340     
Social identity4         .721 
Social identity5         .664 
Social identity6         .529 
Social identity8     .593     
Social identity9     .664     
Social identity10     .632     
Citizenship11         .589 
Citizenship12         .514 
Citizenship13         .487 
Sense of belonging14         .669 
Sense of belonging16         .324 
Sense of belonging17         .567 
Sense of belonging18     .408     
Sense of belonging19         .349 
Sense of belonging20 .305       .316 
Self-efficacy21 .515         
Self-efficacy22 .618         
Self-efficacy23 .656         
Self-efficacy24 .574         
Self-efficacy25 .490         
Self-efficacy26     .579     
Self-efficacy27     .559     
Self-efficacy28     .530     
Coping29 .493         
Coping30 .655         
Coping31 .583         
Coping32 .437         
Coping33     .499     
Coping34 .597         
Coping35 .600         
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Effect of drugs36   .413 .348     
Effect of drugs37   .905       
Effect of drugs38   .904       
Effect of drugs39   .919       
Effect of drugs40   .927       
Effect of drugs41   .921       
Religiosity42       -.700   
Religiosity43       -.719   
Religiosity44       -.772   
Religiosity45       -.695   
Religiosity46       -.629   
 
 
The variances explained by the five factors extracted are reported below, along with the 
percentage of non-redundant residuals with absolute values greater than 0.05 and the 
eigenvalues for the remaining individual systems level items. 
 
Table 6.8: Eigenvalues, variance explained and non-redundant residuals for revised 
individual systems level factors 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
 Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 7.879 18.322 18.322 7.879 18.322 18.322 5.842 
2 5.085 11.825 30.147 5.085 11.825 30.147 4.778 
3 2.515 5.849 35.996 2.515 5.849 35.996 3.912 
4 1.833 4.264 40.260 1.833 4.264 40.260 4.079 
5 1.709 3.974 44.234 1.709 3.974 44.234 5.674 
6 1.221 2.839 47.073         
7 1.126 2.619 49.691         
8 1.108 2.576 52.267         
9 1.038 2.414 54.681         
10 1.008 2.344 57.024         
11 .932 2.168 59.193         
12 .882 2.052 61.245         
Non-redundant residuals with absolute values greater than 0.05 153  19.0% 
 
Among the remaining individual systems level items there are 19.0% non-redundant residuals 
with absolute values greater than 0.05 – see Table 6.9. This is an indication of a good fitting 
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model (less than 50% non-redundant residuals with absolute values > 0.05). Since most of 
these non-redundant residuals were small, there was no need to extract more than the five 
factors. 
The items that did not load as expected are presented in the table below, along with the 
decisions made regarding these items for all the individual systems level items. 
 
Table 6.9: Problematic items in individual systems level scales 
Scales Problematic 
items 
Problems with items How problems 
were dealt with 
Self-
identity 
1 Loaded with “Sense of belonging” items Moved to 
“Sense of 
belonging” scale 
2 Negative loading, low discrimination value, 
did not make a positive contribution to the 
internal consistency of the new scale and did 
not have even distributions.  
Item deleted 
3 Loaded with “Social identity” items Moved to 
“Social identity” 
scale 
Social 
identity 
4-6 Loaded with “Sense of belonging” items Moved to 
“Sense of 
belonging” scale 
Social 
identity 
7 Negative loading, low discrimination value, 
did not make a positive contribution to the 
internal consistency of the new scale and did 
not have even distributions. 
Item deleted 
Citizenship 11-13 Loaded with “Sense of belonging” items Moved to 
“Sense of 
belonging” scale 
Sense of 
belonging 
15 Negative loading, low discrimination value, 
did not make a positive contribution to the 
internal consistency of the new scale and did 
not have even distributions. 
Item deleted 
 18 Loaded with “Social identity” items Moved to 
“Social identity” 
scale 
Self-
efficacy 
26-28 Loaded with “Social identity” items Moved to 
“Social identity” 
scale 
Coping 33 Loaded with “Social identity” items Moved to 
“Social identity” 
scale 
Coping 29-32, 34, 35 Loaded with “Self-efficacy” items Moved to “Self-
efficacy” scale 
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Of the eight original individual-level scales (Self-identity, Social identity, Citizenship, Sense 
of belonging, Self-efficacy, Coping, Effects of drugs and Religiosity), only five were 
retained. One of the factors was not stable – “Self-identity” – which was not retained at all. 
The only individual scales that remained unchanged were “Effects of drugs” and 
“Religiosity” which were also the two individual-level scales that demonstrated reasonable 
internal consistency in the original version of the instrument as reported above (see Table 6.2 
above; α =.922 for “Effects of drugs” and α = .771 for “Religiosity”). These scales retained 
all their items and remained as is, because the items in both of these scales loaded each on 
one factor by themselves.  
Of the other six scales, only three were retained (i.e. “Social identity”, “Sense of belonging” 
and “Self-efficacy”). The scales “Self-identity”, “Citizenship” and “Coping” were removed 
and most of these items were moved into the other three scales mentioned above. These items 
were rearranged because some of them did not load as expected with the other items in the 
original scales. All the “Self-identity” and “Citizenship” items loaded on the same factors as 
either the “Social identity” items or the “Sense of belonging” items. “Social identity” was 
reconstructed to consist of most of its original items (i.e. items 8, 9 and 10) in addition to 
item 3 from “Self-identity” and item 18 from “Sense of belonging”. Items 26, 27 and 28 from 
“Self efficacy” and item 33 from “Coping” also loaded with the “Social identity” items. The 
revised “Social identity” scale had a Cronbach’s alpha of .735 (see Table 6.54).  
The revised “Sense of belonging” scale consists of most of its original items (i.e. items 14, 
16, 17, 19 and 20) along with item 1 from “Self-identity”, items 4, 5 and 6 from “Social 
identity” and items 11, 12 and 13 from “Citizenship”. These items loaded together on a 
factor. The items in this new scale display an acceptable Cronbach’s alpha of .813.  
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Two of the scales, namely “Self-efficacy” and “Coping” were merged, since most of the 
items of these two scales loaded together. The revised “Self-efficacy” scale displayed 
acceptable internal consistency with α = .839. 
All the “Self-efficacy” items loaded on factor one, and this factor therefore retained the name 
“Self-efficacy”. Factor 2 included all the “Effects of drug” items, and therefore also retained 
the name “Effects of drugs”. Most of the “Sense of belonging” items loaded on factor 3. All 
of the “Religiosity” items loaded on factor 4 and all the “Social identity” items loaded on 
factor 5. The five individual systems level scales that were thus retained in the revised 
version of the SASUCRQ are “Social identity”, “Sense of belonging”, “Self-efficacy”, 
“Effects of drug” and “Religiosity”. 
See Table 6.38 in Section 6.3.1.3 below for a summary of which items were retained in each 
of these scales. 
 
6.3.1.2.2 Micro (family) systems level scales  
This section will report the findings of the initial four-factor PCA for the micro (family) 
systems level items based on content theory (see Tables 6.10, 6.11 and Fig. 6.2), followed by 
a five-factor iteration based on the findings of the initial PCA (see Table 6.12) and lastly the 
final PCA which was conducted without items 47 and 55 (see Table 6.14 and 6.15). 
Decisions regarding items that did not load as expected are presented in Table 6.13. 
As explained under Section 5.6.2.2.1 in the previous chapter, the Micro-systems level scales 
were split into two groups, namely: 1) those pertaining to the family (“Family functioning”, 
“Communication and social support”, “Parental monitoring” and “Economic pressure in the 
family”) and 2) the rest, pertaining to the community (“Peer support”, “Peer influence”, 
“School as a support”, “School as a stressor” and “Neighbourhood”).  
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Table 6.10: Four-factor structure for original micro (family) systems level items 
 Component 
1 2 3 4 
Family functioning47     
Family functioning48    .700 
Family functioning49    .659 
Family functioning50    .633 
Family functioning51    .701 
Family functioning52    .620 
Family functioning53 .359  .543 
Family functioning54 .435   .475 
Parental monitoring55     
Parental monitoring56   .582  
Parental monitoring57 .422  .368  
Parental monitoring58   .686  
Parental monitoring59   .657  
Parental monitoring60   .593  
Parental monitoring61   .622  
Parental monitoring62 .400  .437  
Communication and social support63 .678    
Communication and social support64 .508    
Communication and social support65 .641    
Communication and social support66 .642    
Communication and social support67 .499    
Communication and social support68 .463  .360  
Economic pressure in family69  -.738   
Economic pressure in family70  -.620   
Economic pressure in family71  -.763   
Economic pressure in family72  -.732   
Economic pressure in family73  -.647   
Economic pressure in family74  -.624   
Economic pressure in family75  -.756   
Economic pressure in family76  -.750   
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Table 6.10 presents the four-factor structure for the original items in the micro (family) 
systems-level scales. According to content theory, four factors were specified. Except for 
items 47 and 55, all items had salient loadings on at least one of the four factors specified in 
the initial PCA.  
Table 6.11: Eigenvalues, variance explained and non-redundant residuals for original 
micro (family) systems level factors 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 8.916 29.719 29.719 8.916 29.719 29.719 5.426 
2 2.303 7.677 37.396 2.303 7.677 37.396 6.133 
3 1.780 5.933 43.328 1.780 5.933 43.328 4.330 
4 1.321 4.403 47.732 1.321 4.403 47.732 5.307 
5 1.182 3.942 51.674         
6 .990 3.301 54.975         
7 .901 3.004 57.979         
Non-redundant residuals with absolute values greater than 0.05 120  27.0% 
 
 
The four-factor solution yielded 27% non-redundant residuals with absolute values greater 
than 0.05, but there were five eigenvalues greater than one, and the scree plot also indicated 
that there were five factors represented in the data. 
 
Figure 6.2: Scree plot for micro (family) systems level factors 
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Table 6.12: Five-factor structure for original micro (family) systems level items 
 Component 
1 2 3 4 5 
Family functioning47     .735 
Family functioning48    .720  
Family functioning49    .545 -.456 
Family functioning50    .675  
Family functioning51    .689  
Family functioning52    .630  
Family functioning53    .571  
Family functioning54 .382   .496  
Parental monitoring55     -.478 
Parental monitoring56   .610   
Parental monitoring57 .460  .309   
Parental monitoring58   .690   
Parental monitoring59   .643   
Parental monitoring60   .586   
Parental monitoring61   .634   
Parental monitoring62 .433  .380   
Communication and social support63 .753     
Communication and social support64 .507     
Communication and social support65 .715     
Communication and social support66 .681     
Communication and social support67 .631     
Communication and social support68 .473  .311   
Economic pressure in family69  -.736    
Economic pressure in family70  -.609    
Economic pressure in family71  -.755    
Economic pressure in family72  -.727    
Economic pressure in family73  -.644    
Economic pressure in family74  -.618    
Economic pressure in family75  -.755    
Economic pressure in family76  -.746    
 
 
 
 
 
 189 
  
Based on the eigenvalues and scree plots, the PCA was repeated with 5 factors specified – see 
the solution in Table 6.12 above. 
 
Though all the items had salient loadings on at least one of the five factors in this solution, 
factor 5 contained positive and negative loadings on the same factor and did not represent a 
stable factor. A four-factor solution was attempted without the problematic items highlighted 
in table 6.15; – the results are presented below. These factors were named. 
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Table 6.13: Final four-factor structure for revised micro (family) systems level items 
  
Component 
Communication 
and social 
support 
Economic 
pressure 
in the 
family 
Parental 
monitoring 
Family 
functioning  
Family functioning48       .731 
Family functioning49       .617 
Family functioning50       .665 
Family functioning51       .705 
Family functioning52       .633 
Family functioning53 .319     .559 
Family functioning54 .407     .484 
Parental monitoring56     .586   
Parental monitoring57 .467   .303   
Parental monitoring58     .686   
Parental monitoring59     .655   
Parental monitoring60     .611   
Parental monitoring61     .622   
Parental monitoring62 .440   .375   
Communication and social support63 .741       
Communication and social support64 .519       
Communication and social support65 .704       
Communication and social support66 .685       
Communication and social support67 .603       
Communication and social support68 .489       
Economic pressure in family69   -.734     
Economic pressure in family70   -.608     
Economic pressure in family71   -.757     
Economic pressure in family72   -.730     
Economic pressure in family73   -.644     
Economic pressure in family74   -.617     
Economic pressure in family75   -.757     
Economic pressure in family76   -.749     
 
Table 6.14 below reports the eigenvalues, variance explained by the four factors extracted 
and the percentage of non-redundant residuals with absolute values greater than 0.05 for the 
remaining items of the micro (family) systems level scales.  
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Table 6.14: Eigenvalues, variance explained and non-redundant residuals for revised 
Micro (family) systems level items 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 8.892 30.663 30.663 8.892 30.663 30.663 6.206 
2 2.301 7.935 38.598 2.301 7.935 38.598 6.064 
3 1.771 6.106 44.704 1.771 6.106 44.704 4.231 
4 1.313 4.529 49.233 1.313 4.529 49.233 5.277 
5 1.023 3.527 52.760         
6 .990 3.414 56.174         
7 .870 2.999 59.173         
Non-redundant residuals with absolute values greater than 0.05 113  27.0% 
 
 
There are 27.0% non-redundant residuals with absolute values greater than 0.05, indicating 
that the model is a good fit (less than 50% non-redundant residuals with absolute values > 
0.05), and that the four factors extracted are adequate. 
All the items in the micro (family) systems level scales that did not load as expected are 
presented in Table 6.15 below. The table also includes the decisions made regarding these 
items.  
 
Table 6.15: Problematic items in Micro (family) systems level scales 
Scales Items Problems with items How problems were 
dealt with 
Family 
functioning 
47 No salient loading, low discrimination 
value 
Item deleted  
Parental 
monitoring 
55 No salient loading, attempted to retained 
due to high discrimination value, but 
item not loading in final solution either 
Item deleted 
57, 
62 
Loaded with “Communication and social 
support” items 
Moved to 
“Communication and 
social support” scale 
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Amongst the Micro-systems levels scales pertaining to the family, “Family functioning”, 
“Communication and support” and “Economic pressure in the family” retained all their 
original items since these all loaded on a factor by themselves. These factors had acceptable 
Cronbach’s alphas of .816, .844 and .884 respectively. 
Items 56, 58, 59, 60 and 61 were retained under “Parental monitoring”, but items 57 and 62 
were moved to “Communication and social support” since they loaded with these items. The 
rest of the parental monitoring items (56, 58, 59, 60 and 61) loaded together on a factor. It 
displayed a Cronbach’s alpha of .721. 
All four the original scales in this systems level were retained and each of them retained their 
original names (“Family functioning”, “Parental monitoring”, “Communication and social 
support” and “Economic pressure in family”) based on the content of the items allocated to 
each. Table 6.38 in section 6.3.1.3 reports the final scales. 
 
6.3.1.2.3 Micro (community) systems level scales 
The results of the initial PCA (specified initially based on content theory) conducted on the 
micro (community) systems level items are presented in Tables 6.16 and 6.17 below, while 
the results of the final PCA for these items are presented in Tables 6.19 and 6.20. Items that 
did not load as expected are presented in Table 6.18 along with the decision made regarding 
these items. The following table presents the factor structure of the original items that form 
part of the scales in the micro (community) systems level. In this initial PCA five factors 
were extracted based on content theory. 
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Table 6.16: Five-factor structure for original micro (community) systems level items 
  
Components  
1 2 3 4 5 
Peer support77   .661       
Peer support78   .799       
Peer support79   .681       
Peer support80   .807       
Peer support81   .479       
Peer influence82 .765         
Peer influence83 .795         
Peer influence84 .788         
Peer influence85 .548         
Peer influence86 .765         
School as a support87         .655 
School as a support88         .564 
School as a support89   .546       
School as a support90         .721 
School as a support91         .668 
School as a support92         .539 
School as a stressor93       .613   
School as a stressor94       .529   
School as a stressor95       .586   
School as a stressor96       .576   
School as a stressor97       .608   
School as a stressor98       .676   
Neighbourhood99         .359 
Neighbourhood100         .345 
Neighbourhood101           
Neighbourhood102 .313   .514     
Neighbourhood103     .767     
Neighbourhood104     .610     
Neighbourhood105     .749     
Neighbourhood106     .392     
Neighbourhood107     .694     
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Except for item 101, all items had salient loadings on at least one of the five factors extracted 
in this PCA. 
 
Table 6.17: Eigenvalues, variance explained and non-redundant residuals for original 
micro (community) systems level items 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 4.773 15.396 15.396 4.773 15.396 15.396 3.696 
2 3.666 11.826 27.222 3.666 11.826 27.222 3.314 
3 2.009 6.481 33.703 2.009 6.481 33.703 2.988 
4 1.711 5.518 39.221 1.711 5.518 39.221 2.918 
5 1.543 4.977 44.198 1.543 4.977 44.198 3.076 
6 1.229 3.964 48.162         
7 1.076 3.471 51.633         
8 1.004 3.239 54.872         
Non-redundant residuals with absolute values greater than 0.05. 129  27.0% 
 
This solution yielded 27% non-redundant residuals with absolute values greater than 0.05. 
There were 8 eigenvalues greater than 1, but the scree plot (see Fig. 6.2 above) demonstrated 
that there were 5 factors represented in the data. The PCA was repeated with five factors 
specified, based on the scree plot, but without item 101 because it did not load in the previous 
five-factor solution. These factors were named. 
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Table 6.18: Final five-factor structure for revised micro (community) systems level 
items 
  
Components 
Peer 
influence 
Peer 
support 
Neighbourhood School as 
a stressor 
School as 
a support 
Peer support77   .665       
Peer support78   .797       
Peer support79   .687       
Peer support80   .806       
Peer support81   .482       
Peer influence82 .764         
Peer influence83 .793         
Peer influence84 .786         
Peer influence85 .547         
Peer influence86 .763         
School as a support87         .656 
School as a support88         .567 
School as a support89   .542       
School as a support90         .719 
School as a support91         .673 
School as a support92         .535 
School as a stressor93       .612   
School as a stressor94       .530   
School as a stressor95       .583   
School as a stressor96       .580   
School as a stressor97       .609   
School as a stressor98       .675   
Neighbourhood99         .361 
Neighbourhood100         .346 
Neighbourhood102 .318   .510     
Neighbourhood103     .762     
Neighbourhood104     .610     
Neighbourhood105     .746     
Neighbourhood106     .398     
Neighbourhood107     .696     
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All the remaining items had salient loadings on at least one of the five factors extracted in 
this PCA. The eigenvalues, variance explained by each of the factors, and percentage of non-
redundant residuals with absolute values greater than 0.05 are presented in the following 
table. 
Table 6.19: Eigenvalues, variance explained and non-redundant residuals for revised 
micro (community) systems level factors 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
 Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 4.677 15.591 15.591 4.677 15.591 15.591 3.652 
2 3.658 12.193 27.783 3.658 12.193 27.783 3.322 
3 1.994 6.646 34.430 1.994 6.646 34.430 2.844 
4 1.702 5.672 40.102 1.702 5.672 40.102 2.849 
5 1.542 5.140 45.241 1.542 5.140 45.241 3.067 
6 1.225 4.084 49.326     
7 1.076 3.586 52.912     
8 .981 3.271 56.182     
9 .940 3.134 59.316     
Non-redundant residuals with absolute values greater than 0.05. 118  27.0% 
 
There are 27% non-redundant residuals with absolute values greater than 0.05 reported in 
appendix 8. This indicates that the model is a good fit since most of the non-redundant 
residuals are small (> 0.05). It is therefore not necessary to extract further factors at the micro 
(community) systems level. The following table demonstrates how the items of the micro 
(community) systems level that did not load as expected, were dealt with. 
Table 6.20: Problematic items in Micro (community) systems level scales 
Scales Items Problems with items How problems 
were dealt with 
School as a support 89 Loaded with “Peer support” items Moved to “Peer 
support” scale 
Neighbourhood 99, 
100 
Loaded with “School as a support” items Moved to “School 
as a support” scale 
101 No salient loading, low discrimination 
value 
Item deleted 
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Item 89 of the “School as a support” scale was moved to the “Peer support” scale since it 
loaded with the rest of the “Peer support” items. Items 99 and 100 did not load with the rest 
of the “Neighbourhood” items and were thus moved to the “School as a support” scale since 
they loaded with the items on this scale. The revised “Neighbourhood” scale in the Micro 
(community) systems level had a Cronbach’s alpha of .751. “Peer support” and “Peer 
influence” displayed Cronbach’s alphas of .782 and .845 respectively while “School as a 
support” with a Cronbach’s alpha of .646 and “School as a stressor” with a Cronbach’s Alpha 
of .639 are likely to improve with the addition of more items. 
The five factors extracted represent the five original scales of the micro (community) systems 
levels (i.e. “Peer support”, “Peers influence”, “School as a support”, “School as a stressor” 
and “Neighbourhood”). The names of these scales were therefore retained. Most of the items 
were also retained in their original scales since they loaded together each on one of the five 
different factors. 
The final scales are presented in Table 6.38 in Section 6.1.3.1 below.  
 
6.3.1.2.4 Meso-systems level scales 
This section presents the findings of the initial PCA for the meso-systems level items (see 
Tables 6.21, 6.22 and Fig. 6.3) as well as the findings for the final PCA in Table 6.23. 
Based on content theory, one factor was extracted for the initial PCA of the meso-systems 
level items.  
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Table 6.21: One-factor structure for original meso-systems level items 
 Component 
1 
Mixmes108 .556 
Mixmes109 .558 
Mixmes110 .698 
Mixmes111 .713 
Mixmes112 .614 
Mixmes113 .599 
Mixmes114 .758 
Mixmes115 .767 
Mixmes116 .767 
 
All items had salient loadings on the one factor extracted. The reproduced matrix reported the 
non-redundant residual in Appendix 8. The table below reports the percentage of non-
redundant residuals with absolute values greater than 0.05 as well as the eigenvalues and 
variances explained by the factor extracted. 
 
Table 6.22: Eigenvalues, variance explained and non-redundant residuals for original 
meso-systems level factors 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
 Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 4.105 45.611 45.611 4.105 45.611 45.611 1 
2 1.230 13.667 59.278    2 
3 .808 8.976 68.254    3 
4 .688 7.648 75.902    4 
Non-redundant residuals with absolute values greater than 0.05. 31 (86%) 
 
There are 86.0% non-redundant residuals with absolute values greater than 0.05. Since such a 
high percentage of non-redundant residuals are reported to be higher than 0.05, this model 
does not appear to be a good fit. This is possibly because only one factor was extracted.  
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Figure 6.3: Scree plot for meso-systems level factors 
 
There were two eigenvalues greater than one, and the scree plot also indicated that there were 
two factors represented in the data. Based on the eigenvalues and the scree plot, two factors 
were extracted. The solution is presented in Table 6.23 below. The factors are named. 
Table 6.23: Final two-factor structure for meso-system level items 
  
Components  
Mixed 
messages 
Contradictions 
Mixmes108   .888 
Mixmes109   .890 
Mixmes110 .656   
Mixmes111 .676   
Mixmes112 .437 .304 
Mixmes113 .632   
Mixmes114 .821   
Mixmes115 .860   
Mixmes116 .824   
 
This solution yielded 55% non-redundant residuals with absolute values greater than 0.05 
(see reproduced correlations in Appendix 8).  Factor two is generally not considered a stable 
 
 
 
 
 200 
  
factor because, apart from item 112 which is cross loading on the two factors, only two other 
items have loaded on this factor. The two items that load on that factor, however, have high 
discrimination values and are only slightly skewed (see item characteristics in Appendix 7). 
For this reason it was decided that these items would be retained. 
The Cronbach’s alphas for these factors were .846 for factor 1 (items 110-116) and .770 for 
the rest of the “Mixed messages” items (items 108 and 109) which is an acceptable amount of 
internal consistency. The name “Mixed messages” was retained for factor one, which 
contained the bulk of the original items written for this scale, while factor 2 was named 
“Contradictions”.  
Table 6.38 in Section 6.3.1.3 reports the final scales. 
 
6.3.1.2.5 Macro-systems level scales 
The following section presents the findings for the PCA for the macro-systems level items. 
The results of the PCA based on content theory will be presented first (see Tables 6.24, 6.25 
and Fig. 6.4), followed by the results of a second PCA based on the findings of the first (see 
Tables 6.26, 6.27 and Fig. 6.5) and lastly a final PCA with only the items that were retained 
in this systems level (see Table 6.8). 
Table 6.24 presents the factor structure for the original items of the scales in the macro-
systems level.  According to content theory, two factors were extracted.  
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Table 6.24: Two-factor structure for original macro-systems level items 
  
Components  
1 2 
Tolerns117 .741   
Tolerns118 .765   
Tolerns119 .642   
Tolerns120 .624   
Tolerns121 .706   
Tolerns122 .797   
Tolerns123 .772   
Tolerns124 .461   
Ecocom129   -.644 
Ecocom130   .567 
Ecocom131   .623 
Ecocom132   -.646 
 
The “Tolerance for soft drugs” items all loaded as expected. All the items of “Economic 
pressure in the community” loaded on the same factor, but had positive and negative loadings 
on the same factor even though the items were all scored in the same direction. All four of 
these items display negative item total correlations (see item characteristics in Appendix 7). 
As a result this scale displayed a negative reliability coefficient of -.448. It was thus decided 
that this scale would be excluded from any further analysis. The following table presents the 
eigenvalues, variances explained by the extracted factors and percentage of non-redundant 
residuals with absolute values greater than 0.05. 
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Table 6.25: Eigenvalues, variance explained and non-redundant residuals for original 
macro-systems level factors 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 4.225 35.211 35.211 4.225 35.211 35.211 4.114 
2 1.360 11.331 46.542 1.360 11.331 46.542 2.071 
3 1.027 8.558 55.100         
4 .984 8.203 63.302         
5 .809 6.744 70.046         
Non-redundant residuals with absolute values greater than 0.05 35  53.0% 
 
This solution yielded 53% non-redundant residuals with absolute values greater than 0.05.  
There were 3 eigenvalues greater than one and the scree plot indicated that there were two 
factors. 
 
Figure 6.4: Scree plot for macro-systems level factors 
After this, one factor was extracted without the “Economic pressure in the community” items 
– see the solution in Table 6.26 below.  
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Table 6.26: One-factor structure for revised macro-systems level items 
  
Component 
1 
Tolerns117 .720 
Tolerns118 .727 
Tolerns119 .687 
Tolerns120 .675 
Tolerns121 .727 
Tolerns122 .752 
Tolerns123 .742 
Tolerns124 .546 
 
While of the items had salient loadings on the one factor, most of the non-redundant residuals 
(71.0%) had absolute values greater than 0.05, indicating that the model was not a good fit – 
see Table 6.27 below. This is possibly because only one factor was extracted. 
 
Table 6.27: Eigenvalues, variance explained and non-redundant residuals for revised 
macro-systems level factors 
Component 
Initial Eigenvalues 
Extraction Sums of Squared 
Loadings 
Total 
% of 
Variance Cumulative % Total 
% of 
Variance 
Cumulative 
% 
1 3.916 48.954 48.954 3.916 48.954 48.954 
2 .984 12.304 61.258       
3 .827 10.338 71.596       
Non-redundant residuals with absolute values greater than 0.05 20 (71%) 
 
Though there was one eigenvalue greater than one, and the scree plot indicated that there is 
one factor represented in the data, it was decided to attempt a two-factor solution to improve 
the model fit. 
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Figure 6.5: Scree plot for revised macro-systems level factors 
 
The following table presents the two-factor solution for the remaining items of the macro-
systems level. 
 
Table 6.28: Final two-factor structure for revised macro-systems level items 
 Component 
Tolerance for 
child and 
adolescent drug 
use 
Tolerance for 
soft drugs 
Tolerance for soft drugs117 .708   
Tolerance for soft drugs118 .691   
Tolerance for soft drugs119   .876 
Tolerance for soft drugs120   .912 
Tolerance for soft drugs121 .649   
Tolerance for soft drugs122 .860   
Tolerance for soft drugs123 .875   
Tolerance for soft drugs124   .483 
 
All items loaded saliently on one of the two factors extracted with 57% non-redundant 
residuals with absolute values greater than 0.05. Even though this cannot be interpreted as a 
good model fit, it appears to be the most interpretable solution for these items. The two 
factors displayed Cronbach’s alphas of .847 for factor 1 and .681 for factor 2. Adding more 
items to factor 2 will improve the reliability of this scale. Based on the content of the items, 
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the scales were named “Tolerance for child and adolescent drug use” (factor 1 – items 117, 
118, 121, 122 and 123) while the name “Tolerance for soft drugs” was retained for factor 2 
(items 119, 120 and 124). 
Table 6.38 in section 6.3.1.3 reports the final scales. 
 
6.3.1.2.6 Exo-systems level scales 
This section presents the results of the initial PCA conducted with the exo-systems level 
items (see Tables 6.29, 6.30 and Fig. 6.6). No follow-up iterations are reported because it was 
decided to exclude this systems level from the rest of the analysis due to poor model fit – see 
discussion below.  
Table 6.29 below reports the factor structure for the items of the “Social systems” scale at the 
exo-systems level. One factor was extracted based on content theory.  
 
Table 6.29: One-factor structure for original exo-systems level items 
  
Components  
Social 
systems 
Socsys125 .719 
Socsys126 .744 
Socsys127 .748 
Socsys128 .748 
 
All of the items loaded strongly on the one factor that was specified with loadings ranging 
from .719 to .748.  
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Table 6.30: Eigenvalues, variance explained and non-redundant residuals for original 
exo-systems level factors 
Component 
Initial Eigenvalues 
Extraction Sums of Squared 
Loadings 
Total 
% of 
Variance Cumulative % Total 
% of 
Variance 
Cumulative 
% 
1 2.187 54.687 54.687 2.187 54.687 54.687 
2 .772 19.305   73.992       
3 .552 13.802 87.794       
Non-redundant residuals with absolute values greater than 0.05  6   100.0% 
 
All six non-redundant residuals had absolute values greater than 0.05 (see Appendix 8) 
indicating that the model was not a good fit. This is possibly due to the fact that only one 
factor was extracted.  
 
 
Figure 6.6: Scree plot for exo-systems level factors 
 
Because there was only one scale in this systems level that contained only 4 items, re-
specification was not an option. Even though this scale displays a Cronbach’s alpha of .723 
this scale will need to be restructured, and was thus excluded from the analysis in the rest of 
the study. 
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6.3.1.2.7 Chrono-systems level scales 
This section presents the findings of the PCAs for the chrono-systems level items. The results 
of the initial PCA based on content theory is presented first (see Tables 6.31, 6.32 and Fig. 
6.7), followed by a second PCA based on the results of the first (see Table 6.33) and lastly 
the results of the final PCA conducted on the remaining items (see Tables 6.35 and 6.36). 
Items that did not load as expected in this systems level are highlighted in Table 6.34. 
The following table presents the factor structure for the original items of the scales in the 
chrono-systems level. Based on content theory, two factors were specified.  
 
Table 6.31: Two-factor structure for original chrono-systems level items 
  
Components  
1 2 
Historical context133   .432 
Historical context134 .302   
Historical context135   .423 
Historical context136   .518 
Historical context137   .606 
Historical context138     
Hope for the future139 .623   
Hope for the future140 .760   
Hope for the future141 .695   
Hope for the future142 .733   
Hope for the future143   .741 
Hope for the future144 .508   
Hope for the future145 .305 .718 
Hope for the future146 .710   
Hope for the future147 .369   
 
Except for item 138, all other items in these two scales have salient loadings on one of the 
two factors extracted in this analysis. 
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Table 6.32: Eigenvalues, variance explained and non-redundant residuals for original 
chrono-systems level factors 
Component 
Initial Eigenvalues 
Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total 
% of 
Variance 
Cumulative 
% Total 
% of 
Variance 
Cumulative 
% Total 
1 3.580 23.870 23.870 3.580 23.870 23.870 3.424 
2 1.974 13.160 37.030 1.974 13.160 37.030 2.426 
3 1.280 8.530 45.560         
4 .969 6.460 52.020         
5 .922 6.144 58.164         
Non-redundant residuals with absolute values greater than 0.05  57   54.0% 
 
This structure yielded 54% non-redundant residuals with absolute values greater than 0.05. 
There were 3 eigenvalues greater than one, and the scree plot indicated that three factors are 
represented in the data. 
 
 
Figure 6.7: Scree plot for chrono-systems level factors 
  
The PCA was repeated with 3 factors specified, based on the eigenvalues and scree plot 
presented above. The solution with the named factors is presented in Table 6.33 below. 
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Table 6.33: Three-factor structure for original chrono-systems level items 
  
Component 
Hope for 
the future 
Hopelessness 
individual 
Hopelessness 
community 
Historical context133     .651 
Historical context134       
Historical context135     .595 
Historical context136     .663 
Historical context137   .481   
Historical context138     .654 
Hope for the future139 .607     
Hope for the future140 .741     
Hope for the future141 .648     
Hope for the future142 .729     
Hope for the future143   .806   
Hope for the future144 .562     
Hope for the future145   .795   
Hope for the future146 .694     
Hope for the future147 .541 -.418   
 
When three factors were specified, the percentage of non-redundant residuals with absolute 
values greater than 0.05 was reduced to 45%. In this structure, item 134 did not load. On 
closer examination it was found that this item had a negative item total correlation, and it was 
decided to delete this item from any further analysis. A third PCA was conducted without 
item 134 in which three factors were specified – see Table 6.35. 
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Table 6.34: Final three-factor structure for revised chrono-systems level items  
 Components 
Hope for the 
future 
Hopelessness 
individual 
Hopelessness 
community 
Historical context133     .650 
Historical context135     .594 
Historical context136     .665 
Historical context137   .482 .303 
Historical context138     .652 
Hope for the future139 .606     
Hope for the future140 .738     
Hope for the future141 .652     
Hope for the future142 .726     
Hope for the future143   .808   
Hope for the future144 .569     
Hope for the future145   .801   
Hope for the future146 .694     
Hope for the future147 .529 -.411  
 
All items loaded on at least one of three stable factors. Most of the items in “Hope for the 
future” loaded on one factor. Two of the items from this scale (items 143 and 145), however, 
loaded on another factor. Item 137 of “Historical context” loaded with these two items on 
factor 2 while all other “Historical context” items loaded on factor 3. Item 147 loaded on 
factors one and two, but in opposite direction which is expected based on the nature of the 
items that loaded on these two factors. Since the factors are correlated, some items are 
expected to cross load. This item was assigned to factor one since it loaded more heavily on 
that factor and also based on the content of the item. The eigenvalues, variance explained by 
each of the three factors and the percentage of non-redundant residuals with absolute values 
greater than 0.05 are presented in the following table.  
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Table 6.35: Eigenvalues, variance explained and non-redundant residuals for revised 
chrono-systems level factors 
Component 
Initial Eigenvalues 
Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total 
% of 
Variance 
Cumulative 
% Total 
% of 
Variance 
Cumulative 
% Total 
1 3.455 24.676 24.676 3.455 24.676 24.676 3.183 
2 1.968 14.056 38.732 1.968 14.056 38.732 1.862 
3 1.279 9.136 47.868 1.279 9.136 47.868 2.167 
4 .922 6.587 54.455         
5 .805 5.753 60.208         
Non-redundant residuals with absolute values greater than 0.05 40  43.0% 
 
 
Just under half (43.0%) of the non-redundant residuals reported in table 6.36 above have 
absolute values greater than 0.05. This qualifies as good model fit.  
Table 6.34 below presents the decisions made regarding the items at the chrono-systems 
levels that did not load as expected in the PCA. 
 
Table 6.36: Problematic items in chrono-systems level scales 
Scales Problematic 
items 
Problems with items How problems were 
dealt with 
Historical context 134 No salient loading, 
negative item total 
correlation 
Item deleted 
137 Loaded on a separate 
factor 
Created a new scale 
Hope for the future 143, 145 Loaded on a separate 
factor 
Created a new scale  
 
A new scale was created to accommodate the third factor at this systems-level. This scale was 
called “Hopelessness Individual” while the rest of “Historical Context” items were renamed 
“Hopelessness Community”. The Cronbach’s alphas for the three scales were .618 for 
“Hopelessness Individual”, 586 for “Hopelessness Community” and .762 for “Hope for the 
future” which retained its name.  “Hopelessness Community” was later excluded from the 
 
 
 
 
 212 
  
rest of the analysis due to the scales performance in the second order factor analysis (see 
section 6.3.2.1). 
Table 6.38 in section 6.3.1.3 reports the final scales. 
 
6.3.1.3  Final scales, items and reliability coefficients 
Twenty one of the 23 original scales remained in the revised version of the instrument which 
included a total of 132 of the 147 original items. Only three of the systems levels retained 
their number of factors though some items were moved between scales even within these 
levels based on their factor loadings as well as the appropriateness of their content. The 
deviations from the expected item loadings were mainly at the individual systems level 
(specifically the identity scales), macro-, and exo-systems levels with slight deviation at the 
micro-, meso- and chrono-systems levels.  
The following table presents a summary of the decisions made regarding the number of 
factors extracted in the PCAs discussed above as well as the criteria that these decisions were 
based on.  
 
Table 6.37: Decisions regarding number of factors extracted 
Systems 
levels 
No. of 
factors 
Decision for no. of factors based on Number 
and 
percentage 
of non-
redundant 
residuals 
Individual 
systems level 
5 Less than 50% non-redundant residuals with absolute 
values > 0.05. Though there are nine eigenvalues 
greater than 1, the scree plot seems to indicate that the 
data represents five factors. All remaining items had 
salient loadings on at least one of the five factors. 
153 (19%) 
Micro 
(family) 
systems level 
4 Less than 50% non-redundant residuals with absolute 
values > 0.05. Factor loading patterns – most items had 
salient loadings on at least one of the four factors. 
Items that did not load (47 and 55) on these factors also 
113 (27%) 
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did not load when the number of factors was increased. 
There were 5 eigenvalues greater than 1 and the scree 
plot indicated that the data represented five factors. In 
the five-factor structure, however, factor five was not a 
stable factor and also contained positive and negative 
loadings on the same factor. 
Micro 
(community) 
systems level 
5 Less than 50% non-redundant residuals with absolute 
values > 0.05. Factor loading patterns – most items had 
salient loadings on at least one of the five factors. The 
one item that did not load (101) on any of these factors 
also did not load when the number of factors was 
increased. There were 8 eigenvalues greater than 1 and 
the scree plot indicated that the data represents five 
factors. 
118 (27%) 
Meso-systems 
level 
2 Though there were slightly more than 50% non-
redundant residuals with absolute values > 0.05, all 
items had salient loadings on at least one of the two 
factors. There were 2 eigenvalues greater than 1 and 
the scree plot also indicated that the data represents 2 
factors. The one-factor solution yielded 86% non-
redundant residuals with absolute values > 0.05. 
20 (55%) 
Macro-
systems level 
2 Though there were slightly more than 50% non-
redundant residuals with absolute values > 0.05, all of 
the items loaded on two factors. There were 3 
eigenvalues greater than 1 and the scree plot indicated 
that the data represented 2 factors. The one-factor 
solution yielded 71% non-redundant residuals with 
absolute values > 0.05. 
16 (57%) 
Exo-systems 
level 
1 Though there were 100% non-redundant residuals with 
absolute values > 0.05, all of the items loaded as 
expected on one factor. Because this systems level 
contained only one scale with only 4 items, the number 
of factors could not be re-specified. 
6 (100%) 
Chrono-
systems level 
3 There were less than 50% non-redundant residuals with 
absolute values > 0.05. There were 3 eigenvalues 
greater than 1 and the scree plot also indicated that the 
data represented 3 factors. The two-factor solution 
yielded 54% non-redundant residuals with absolute 
values > 0.05. The three-factor structure was 
interpretable in that all of the remaining items loaded 
on one of the three factors.  
40 (43%) 
 
 
The following table presents the remaining 132 items as they have been reorganized into the 
remaining 21 scales after the revisions discussed above. This table also contains the 
Cronbach’s alphas for each of these revised scales. 
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Table 6.38: Scale contents and reliability coefficients 
Systems 
levels 
Scales 
(21) 
Original 
items 
Items in revised 
scales 
(132) 
Max 
score 
Cronbach 
alphas 
Individual 
systems level 
Social identity 4-10 9(3,8,9,10,18,26,27,
28,33) 
36 .744 
Sense of belonging 14-20 12(1,4,5,6,11,12,13,
14,16,17,19,20) 
48 .829 
Self-efficacy  21-28 11(21,22,23,24,25,2
9,30,31,32,34,35) 
44 .817 
Effects of drugs 36-41 6(36-41) 29 .922 
Religiosity 42-46 5(42-46) 20 .771 
Micro 
(family) 
systems 
levels 
 
Family functioning 47-54 7(48-54) 28 .816 
Parental monitoring 55-62 5(56,58-61) 20 .721 
Communication and social 
support 
63-68 8(57,62-68) 32 .844 
Economic pressure in family 69-76 8(69-76) 32 .864 
Micro 
(community) 
systems 
levels 
Peer support  77-81 6(77-81,89) 24 .772 
Peer influence  82-86 5(82-86) 20 .812 
School as a support 87-92 7(87,88,90-
92,99,100) 
28 .682 
School as a stressor 93-98 6(93-98) 24 .666 
Neighbourhood 99-107 6(102-107) 26 .726 
Meso-
systems 
levels 
Contradictions 108-116 2(108-109)  8 .770 
Mixed messages 7(110-116) 28 .846 
Macro-
systems 
levels 
Tolerance for child and 
adolescent drug use 
117-124 5(117-118,121-123) 20 .832 
Tolerance for soft drugs 3(119-120,124)  .697 
Chrono-
systems 
levels 
Hopelessness individual 133-138 3(137,143,145) 28 .618 
Hopelessness community 4(133,135-136,138) 28 .586 
Hope for the future 139-147 7(139-
142,144,146,147) 
 .762 
*Low Cronbach’s alphas (< .70) are indicated in bold in the last column of this table 
The item numbers reflected in table 6.38 above are the numbers from the original instrument. 
These numbers will be changed in the revised version of the SASUCRQ so that items follow 
consecutively. The total number of items per scale ranged from 2 to 12. Most of the 
remaining scales display reliability coefficients of at least .70 except for “School as a 
support” (.682), “School as a stressor” (.666) “Tolerance for soft drugs” (.697), 
“Hopelessness individual” (.618) and “Hopelessness community” (.586). The lower 
reliabilities on these scales are probably due to the fact that these scales have fewer items (see 
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discussion in section 5.6.2.2.1 of the chapter 5). These scales might require revision, 
depending on the final results of the study. The Cronbach’s alphas for the remaining 21 scales 
thus ranged from .586 to .922. 
Once the strongest items were selected for inclusion in the instrument, a second order EFA 
was performed at the scale level. The results of this factor analysis are reported in section 
6.3.2 below. 
 
6.3.2 Assessment of construct validity using structural evidence  
This section deals with Aim 3, namely to assess the construct validity of the instrument using 
procedures of construct validity. According to Messick (1989), factor analysis is commonly 
employed as a way of demonstrating that items in a scale are inter-related when gathering 
structural evidence in support of construct validity (see section 2.2.1.2 in chapter 2). This 
section will present the results of the CFA using principal axis factoring to determine which 
of the scales loaded on the systems levels as hypothesised in theory. Bronfenbrenner (2005) 
argues that there are six systems levels (individual-, micro-, meso-, macro-, exo- and chrono-
systems levels) in a child’s context that can influence their development (see section 2.3 in 
chapter 2). Because the scales of the SASUCRQ were developed in these six systems levels, 
the scales were hypothesised to load on certain systems levels. 
The Bartlett’s test of sphericity was employed to assess the assumption of multicollinearity at 
the scale level and the KMO measure of sampling adequacy was employed to test the 
adequacy of the sample at this level. The following table presents the results of these tests for 
the Afrikaans version of the SASUCRQ. 
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Table 6.39: Factorability of scale data 
KMO Bartlett’s 
test df 
Significance 
of Bartlett’s 
.852 190 .000 
 
These results indicate that the data for this version of the instrument were factorable at scale 
level. The KMO is considered outstanding (between .8 and .9) and the Bartlett’s test of 
sphericity was significant at a .001 level. This proves that the data is adequate for EFA at this 
level. The following table reports the descriptive statistics for the scale totals of the Afrikaans 
version of the SASUCRQ.  
 
Table 6.40: Descriptive statistics for scale totals 
Systems levels Scales 
(21) Mean 
Std. 
Deviation Skewness Kurtosis 
Individual 
systems level 
Social identity 23.54 5.796 -.231 -.373 
Sense of belonging 37.50 6.938 -.861 .727 
Self-efficacy  34.64 6.249 -.962 1.307 
Effects of drugs 21.10 6.607 -.531 -.780 
Religiosity 16.25 3.421 -1.004 .700 
Micro (family) 
systems levels 
Family functioning 25.35 5.515 -.920 .412 
Parental monitoring 21.82 4.916 -.860 .346 
Communication and social support 17.19 3.070 -1.449 2.266 
Economic pressure in family 25.31 5.258 -.863 .404 
Micro 
(community) 
systems levels 
Peer support  19.16 3.933 -.914 .482 
Peer influence  14.65 4.203 -.510 -.741 
School as a support 21.36 4.290 -.647 .278 
School as a stressor 16.27 4.052 -.252 -.212 
Neighbourhood 16.87 4.496 -.320 -.485 
Meso-systems 
levels 
Contradictions 4.80 2.116 .178 -1.268 
Mixed messages 14.61 5.687 .691 -.366 
Macro-systems 
levels 
Tolerance for child and adolescent 
drug use 
15.38 4.133 -.732 -.343 
Tolerance for soft drugs 8.65 2.636 -.520 -.608 
Chrono-
systems levels 
Hopelessness individual 8.16 2.643 -.265 -.897 
Hopelessness community 8.56 2.820 .404 -.252 
Hope for the future 23.04 4.271 -1.156 1.498 
 
The scale totals are not normally distributed. Most of the distributions are negatively skewed 
with most scores clustering higher than the mean. This demonstrates a trend for most of the 
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adolescents in this sample to score high on these scales. The only scales that have positively 
skewed totals are “Contradictions”, “Mixed messages” and “Hopelessness community”. Data 
collected using likert-type items, as in the SASUCRQ, are unlikely to be normally distributed 
(Floyd & Widaman, 1995). The reason for this is that the total for the scales do not 
necessarily represent true metric data since they are composed of ordinal data collected on 
each of the items that contribute to the totals. The violation of the assumption of normality is 
discussed in more detail in the previous chapter (see section 5.6.2.2.2). 
 
6.3.2.1 Common Factor Analysis with principal axis factoring 
The remaining 21 scales were explored using common factor analysis (CFA) with principal 
axis factoring. The results of the CFA will be presented in steps starting with the initial CFA 
based on the ecological theory (see tables 6.40, 6.41 and fig. 6.8). This will be followed by 
iterations based on the finding of the initial CFA. Two iterations were presented (see tables 
6.42 – 6.45) ending with the final second order factor structure for the revised scales of the 
SASUCRQ. 
In line with the ecological theory five factors were extracted in the initial CFA. These 
represent the Individual systems level as well as the Micro-, Meso-, Macro- and Chrono-
systems levels. Since it was decided to exclude “Social systems” from the analysis (see 
section 6.3.1.2.6), the Exo-systems level was not represented in the second-order factor 
analysis. Table 6.40 presents the initial factor structure for these scales. 
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Table 6.41: Initial factor structure for the scales of the SASUCRQ 
Systems 
levels 
Scales Factor 
1 2 3 4 5 
Individual 
systems level 
Social identity   .623       
Sense of belonging .312       .531 
Self-efficacy .337       .546 
Effects of drugs   .385       
Religiosity .320         
Micro 
(family) 
systems level 
Family functioning .847         
Communication and social 
support 
.697         
Parental monitoring .535         
Economic pressure in 
family 
.675         
Micro 
(community) 
systems level 
Peer support .499         
Peer influence   .586       
School as a support .471         
School as a stressor   .521       
Neighbourhood   .364   .331   
Meso-
systems level 
Contradictions       .648   
Mixed messages     -.308 .534   
Macro-
systems level 
Tolerance for child and 
adolescent drug use 
    .884     
Tolerance for soft drugs     .553     
Chrono-
systems level 
Hopelessness individual   .564        
Hopelessness community          
Hope for the future         .531 
 
In this solution all the scales had salient loadings on at least one of the five factors except for 
“Hopelessness community” which did not load on any of the four factors. 
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Table 6.42: Eigenvalues, variance explained and non-redundant residuals for second 
order factors 
Factor Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 5.366 25.551 25.551 4.865 23.169 23.169 3.832 
2 2.665 12.691 38.242 2.070 9.856 33.025 2.074 
3 1.736 8.266 46.507 1.219 5.806 38.830 2.426 
4 1.206 5.745 52.253 .663 3.155 41.986 1.593 
5 .975 4.643 56.895 .481 2.290 44.276 2.971 
6 .870 4.145 61.040         
Non-redundant residuals with absolute values greater than 0.05 12  5.0% 
 
Though there were only 5% non-redundant residuals with absolute values greater than 0.05, 
there were only four eigenvalues greater than 1 and the scree plot also indicated that the data 
represents four factors. 
 
Figure 6.8: Scree plot for second order factors 
 
Based on the eigenvalues and scree plot, it was decided that the CFA would be repeated with 
four factors specified – see table 6.42 below. 
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Table 6.43: Four-factor structure for all revised scales of the SASUCRQ 
 Factor 
1 2 3 4 
Social identity   .661     
Sense of belonging .541       
Self-efficacy .573       
Effects of drugs   .456     
Religiosity .446       
Family functioning .813       
Communication and social support .710       
Parental monitoring .585       
Economic pressure in family .694       
Peer support .548       
Peer influence   .549     
School as a support .540       
School as a stressor   .485     
Neighbourhood   .447     
Contradictions       .579 
Mixed messages     -.476 .438 
Tolerance for child and adolescent drug use     .740   
Tolerance for soft drugs     .632   
Hopeless individual    .557     
Hopeless community    -.468    
Hope for the future .426   .376   
Non-redundant residuals with absolute values greater than 0.05 19  9.0% 
 
This model displayed 9% non-redundant residuals with absolute values greater than 0.05 
indicating that it is a good fit. However two of the scales (“Mixed messages” and 
“Hopelessness Community”) loaded negatively with other positive loadings on factor 3. It 
was decided that “Mixed messages” would be retained since it had a cross loading on factor 
4. “Hopelessness Community” was, however, excluded from the rest of the analysis.  
Historical context, which is the original construct for which the “Hopelessness community” 
items were written, has been a consideration in many South African research studies (Brook 
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et al., 2006; Richter et al., 2006; Visser & Routledge, 2007; Ward et al., 2008). These studies 
point towards the impact of socio-economic and political changes on risk behaviour. They 
argue that deviant behaviour amongst South African youth is associated with the high levels 
of environmental stress such as crime, violence and discrimination that they are exposed to 
on a daily basis. They also cite other influences such as unemployment, technological 
development and the impact of HIV/AIDS as contributors to delinquent behaviours such as 
substance use amongst South African adolescents. This construct (“Historical context”) has to 
be examined with a thorough understanding of the impact that Apartheid and the current 
stage of transformation of South African society has on the lives of these adolescents 
especially since most of them do not enjoy a better quality of life despite having been raised 
in a “New Democracy”. Table 6.43 presents the means scores for each of the items of this 
scale.  
Table 6.44: Means for items of the “Hopelessness Community” scale  
Items numbers in 
original instrument 
Means 
Historical context133 1.99 
Historical context135 2.24 
Historical context136 2.27 
Historical context138 2.06 
 
The learners generally gave neutral responses to the items on this scale. Bronfenbrenner 
(1943) discusses the challenge of studying the development of the individual in the group 
context. He argued that these constructs should be measured both subjectively and 
objectively and emphasises that these two forces can be equally influential. While this scale 
therefore represents an important factor that contributes to adolescent substance use in these 
communities, the SASUCRQ was not able to measure it successfully at this stage. It cannot, 
however, be concluded that it should not be measured on the basis of this study.  
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A third CFA was conducted without the “Hopelessness community” scale with the same 
number of factors specified i.e. four. The following table thus demonstrates the simple factor 
structure for the remaining scales of the SASUCRQ; the factors are named. 
 
Table 6.45: Final factor structure for revised scales of the SASUCRQ 
Systems levels Scales Factors 
Micro_ 
Individual 
Protective-
Type factor 
Micro_ 
Individual 
Risk-Type 
factor 
Macro-
level 
factor 
Meso-
level 
factor 
Individual systems 
level 
Social identity   .672     
Sense of belonging .544       
Self-efficacy .584       
Effects of drugs   .443     
Religiosity .447       
Micro (family) 
systems level 
Family functioning .812       
Communication and 
social support 
.712       
Parental monitoring .590       
Economic pressure in the 
family 
.691       
Micro 
(community) 
systems level 
Peer support .547       
Peer influence   .541     
School as a support .536       
School as a stressor   .487     
Neighbourhood   .433   .303 
Meso-systems level Contradictions       .610 
Mixed messages     -.409 .487  
Macro-systems 
level 
Tolerance for child and 
adolescent drug use 
    .750   
Tolerance for soft drugs     .613   
Chrono-systems 
level 
Hopelessness individual   .568     
Hope for the future .437   .344   
 
In this solution, all remaining scales have salient loadings on at least one of the four factors. 
While factor 3 and 4 have only two scales loading on each, “Hope for the future” was cross 
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loading on factors 1 and 3 and “Neighbourhood” was cross loading on factors 2 and 4. These 
can be considered stable factors, especially at a scale level, and based on the content theory 
discussed earlier in this chapter (see 6.3.1.2). “Mixed messages” loaded on factors 3 and 4, 
but in opposite directions. This is expected based on the nature of the scales that loaded on 
factors 3 and 4. “Mixed messages” was assigned to factor 4 since it loaded more heavily on 
that factor, but also based on the items in this scale. 
The above pattern matrix shows the simplicity of the solution i.e. that each of the remaining 
20 scales load highly on one of four factors, thus demonstrating a simple solution and four 
stable factors (DeVellis, 2003). The following table presents the, eigenvalues, variance 
explained and percentage of non-redundant residuals greater than 0.05 for the four factors 
extracted in this CFA. 
 
Table 6.46: Eigenvalues, variance explained and non-redundant residuals for second 
order factors (four-factor structure) 
Factor Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
          
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 5.181 25.906 25.906 4.641 23.206 23.206 4.191 
2 2.551 12.755 38.661 1.931 9.653 32.860 2.075 
3 1.661 8.307 46.968 1.115 5.575 38.435 2.498 
4 1.205 6.023 52.991 .630 3.149 41.583 1.070 
5 .968 4.839 57.830         
6 .866 4.331 62.161         
Non-redundant residuals with absolute values greater than 0.05 22  11.0% 
 
Eleven percent non-redundant residuals with absolute values greater than 0.05 was reported 
in the reproduced correlation matrix, that is, the percentage of acceptable residuals (the 
difference between the observed correlations and the ones predicted from the model). This 
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demonstrates that the final four-factor model is a good fit and that it was not necessary to 
extract more factors. 
The four factors extracted in the CFA described above will be discussed in the next section 
(6.3.2.1.1) under the four headings which indicate the names assigned to the four factors i.e. 
the Micro_Individual Protective-Type factor, the Micro_Individual Risk-Type factor, the 
Macro-level factor and the Meso-level factor. 
 
6.3.2.1.1 Naming the extracted factors  
Micro_Individual Protective-Type factor  
All four of the micro (family) systems levels scales (i.e. “Family functioning”, 
“Communication and social support”, “Parental monitoring” and “Economic pressure in the 
family”) loaded on factor one along with the individual systems level scales “Sense of 
belonging”, “Self-efficacy” and “Religiosity”, with “Peer support” and “School as a support” 
from the micro (community) systems levels scales, as well as with the chrono-systems level 
scale “Hope for the future”.  
On close examination of these scales these seem to be more protective-type scales thus this 
factor will, henceforth, be referred to as the Micro_Individual Protective-Type factor. As 
reported in the literature (Amoateng, Barber & Erikson, 2006; Brook et al., 2006; Swartz-
Fillies, 2007) the biggest influence on a child’s behavior lies in the systems that are closest to 
them that they have daily interaction with. Bronfenbrenner’s ecological theoretical 
framework also argues that adolescent’s relationships with those closest to them have been 
shown to impact most on their behavioural outcomes (Bronfenbrenner, 2001; Bronfenbrenner 
& Morris, 1998; Damon & Lerner, 1998; Lerner, 2002). This notion is confirmed by the 
construct relevance testing for the scales of this instrument (Carels, 2012).  
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 Micro_Individual Risk-Type factor 
The micro (community) systems level scales (“Peer influence”, “School as a stressor” and 
“Neighbourhood”) along with two of the individual systems level scales (Social identity”, 
“Effects of drugs”) and “Hopelessness individual” from the chrono-systems level loaded 
together on factor two. This factor seems to include the more risk-type scales at the micro- 
and individual systems levels and will thus be referred to as the Micro_Individual Risk-Type 
factor.  
Macro-level factor 
“Tolerance for child and adolescent drug use” and “Tolerance for soft drugs” load on the 
third factor. These scales represent the macro-systems level and will thus be referred to as the 
Macro-level factor. “Tolerance for soft drugs” items measured how the adolescents felt about 
the community’s tolerance for drugs such as alcohol and dagga and whether they approved of 
this perceived tolerance or not. The distribution of scores on all of these items were 
negatively skewed with mean scores ranging from 2.81 to 3.21 (items scored from 1-4). The 
wording of all of these items speaks to the adolescent’s displeasure with this perceived 
tolerance. 
 
 Meso-level factor 
Factor 4 consisted of the two meso-systems level scales (“Contradictions” and “Mixed 
messages”) and will thus henceforth be referred to as the Meso-level factor. These include the 
more process type items that measure the interactions between the micro-systems, 
specifically the school and the community. 
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6.3.2.1.2 Summary 
While the meso- and macro-systems level scales loaded as expected, all the individual, 
micro- and chrono-systems level scales loaded onto either the protective-type factor or the 
risk-type factor.  This is an indication that the SASUCRQ is measuring four constructs at the 
expected systems levels, but that should be interpreted together with the risk and protection 
model, which will be discussed in more detail in the following chapter. 
 
6.3.2.1.3 Correlations between the extracted factors 
The following correlation matrix shows the relationships between the factors extracted in the 
CFA above. 
Table 6.47: Correlation between factors 
Factor Micro_ 
Individual 
Protective-
Type factor 
 
Micro_ 
Individual 
Risk-Type 
factor 
Macro-
level factor 
Meso-level 
factor 
 
Micro_Individual Protective-
Type factor 
1.000 -.104 .358 -.064 
Micro_Individual Risk-Type 
factor 
-.104 1.000 -.154 .187 
Macro-level factor 
 
.358 -.154 1.000 -.131 
Meso-level factor 
 
-.064 .187 -.131 1.000 
 
The factor analysis showed negligible relationships between most of the second-order factors. 
The Micro_Individual Risk-Type and Micro_Individual Protective-Type factors correlate 
negatively with each other as expected. The correlation is very slight however. There is only 
one moderate correlation between the Micro_Individual Protective-Type and the Macro-level 
factors where r = .358. This is an indication that the SASUCRQ is measuring four underlying 
constructs and that scores cannot be combined into a score for one contextual factor.  
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6.3.3 Assessment of construct validity using external evidence  
This section presents the results for Aim 4 – the construct validity of the Afrikaans version of 
the instrument using external validity evidence. The criterion under consideration is 
substance use by adolescents in both the samples. For the purposes of this study a substance 
user was defined as anyone who had ever used any of the following drugs: alcohol, cannabis, 
methamphetamine, methaqualone, heroin and ecstasy.  The following table demonstrates that 
the sample consisted of more substance users than non-users in each of the age categories. 
The percentage of users ranges from 55% (13-year-olds) to 100% (21-year-olds). The 
percentage of users generally increased as the adolescents got older. Roughly 30% of the 
sample fell in the age category 12-14 years, 55% in the category 15-17, and 15% in the 
category 18-21 (see Table 6.48 below).  
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Table 6.48: Age by Substance use Cross tabulation 
 
Substance use 
Total Non-users Users 
Age 12 Count 2 3 5 
% within Age 40.0% 60.0% 100.0% 
% within Subsuse .8% .4% .5% 
13 Count 44 55 99 
% within Age 44.4% 55.6% 100.0% 
% within Subsuse 17.3% 7.3% 9.9% 
14 Count 73 122 195 
% within Age 37.4% 62.6% 100.0% 
% within Subsuse 28.6% 16.3% 19.4% 
15 Count 47 168 215 
% within Age 21.9% 78.1% 100.0% 
% within Subsuse 18.4% 22.4% 21.4% 
16 Count 48 125 173 
% within Age 27.7% 72.3% 100.0% 
% within Subsuse 18.8% 16.7% 17.2% 
 
17 Count 26 148 174 
% within Age 14.9% 85.1% 100.0% 
% within Subsuse 10.2% 19.7% 17.3% 
18 Count 9 100 109 
% within Age 8.3% 91.7% 100.0% 
% within Subsuse 3.5% 13.3% 10.8% 
19 Count 5 26 31 
% within Age 16.1% 83.9% 100.0% 
% within Subsuse 2.0% 3.5% 3.1% 
 
20 Count 1 2 3 
% within Age 33.3% 66.7% 100.0% 
% within Subsuse .4% .3% .3% 
21 Count 0 1 1 
% within Age 0.0% 100.0% 100.0% 
% within Subsuse 0.0% .1% .1% 
Total Count 255 750 *1005 
% within Age 25.4% 74.6% 100.0% 
% within Subsuse 100.0% 100.0% 100.0% 
*The totals differs from the total reported in the previous chapter for this sample (n=1063) because some 
learners did not fill in their age on the demographic instrument. 
 
 
 
 
 229 
  
The table below (6.49) shows the breakdown of users and non-users by gender.  The 
percentages of users were higher than 70% for male and female learners. There was a slightly 
higher percentage of male users than female users in this sample. 
 
Table 6.49: Gender by Substance use Cross tabulation 
 
Substance use 
Total Non-users Users 
Gender F Count 158 469 627 
% within Gender 25.2% 74.8% 100.0% 
% within Subsuse 59.6% 59.2% 59.3% 
M Count 107 323 430 
% within Gender 24.9% 75.1% 100.0% 
% within Subsuse 40.4% 40.8% 40.7% 
Total Count 265 792 *1057 
% within Gender 25.1% 74.9% 100.0% 
% within Subsuse 100.0% 100.0% 100.0% 
*The totals differs from the total reported in the previous chapter for this sample (n=1063) because some 
learners did not fill in their gender on the demographic instrument. 
 
It was decided to conduct a Hotelling’s    test to establish whether 1) the scale totals and 
then 2) the saved factor scores would discriminate between substance using and non-using 
adolescents in both samples. Tables 6.50 to 6.54 below present the results of the Hotelling’s 
   tests for the Afrikaans version of the instrument.  
 
Table 6.50: Overall Hotelling’s    results for all scales 
Effect Value F Hypothesis 
df 
Error df Sig. 
Subsuse 
Pillai's Trace .481 48.212
b
 20.000 1042.000 .000 
Wilks' Lambda .519 48.212
b
  20.000 1042.000 .000 
Hotelling's Trace .925 48.212
b
  20.000 1042.000 .000 
Roy's Largest Root .925 48.212
b
  20.000 1042.000 .000 
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There is a significant difference between substance using and non-using adolescents 
generally in terms of the contextual factors measured by the SASUCRQ (Hotelling’s    = 
48.212, p < 0.01). 
Table 6.51: Hotelling’s    for scales 
 
Source: Substance use Type III 
Sum of  
Squares df 
Mean 
Square F Sig. 
Effect 
size -
Cohen’s 
D 
Systems 
levels 
Scales 
Individual 
systems level 
Social identity 88.568 1 88.568 2.640 .104 - 
Sense of belonging 838.205 1 838.205 17.689 .000 0.30 
Self-efficacy 39.127 1 39.127 1.002 .317 - 
Effects of drugs 19339.253 1 19339.253 759.473 .000 1.95 
Religiosity 89.387 1 89.387 7.684 .006 0.20 
Micro 
(family) 
systems level 
Family functioning 291.238 1 291.238 9.653 .002 0.22 
Communication and social 
support 112.875 1 112.875 4.686 .031 0.15 
Parental monitoring 20.976 1 20.976 2.228 .136 - 
Economic pressure in 
family 156.013 1 156.013 5.668 .017 0.17 
Micro 
(community) 
systems level 
Peer support .000 1 .000 .000 .997 - 
Peer influence 7.106 1 7.106 .402 .526 - 
School as a support 143.779 1 143.779 7.861 .005 0.20 
School as a stressor 29.391 1 29.391 1.791 .181 - 
Neighbourhood 311.756 1 311.756 15.635 .000 0.28 
Meso-
systems level 
Contradictions 13.523 1 13.523 3.026 .082 - 
Mixed messages 194.081 1 194.081 6.030 .014 0.17 
Macro-
systems level 
Tolerance for child and 
adolescent drug use 298.444 1 298.444 17.743 .000 0.30 
Tolerance for soft drugs .558 1 .558 .080 .777 - 
Chrono-
systems level 
Hopelessness individual .019 1 .019 .003 .958 - 
Hope for the future 17.235 1 17.235 .945 .331 - 
 
There were significant differences between substance using and non-using adolescents on the 
following scales: “Sense of belonging”, “Effects of drugs” and “Religiosity” at the individual 
systems level; “Family functioning”, “Communication and social support” and “Economic 
pressure in family” at the micro (family) systems level; “School as a support”, 
“Neighbourhood” at the micro (community) systems level; “Mixed messages” at the meso-
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systems level, and “Tolerance for child and adolescent drug use” at the macro-systems level. 
The null hypothesis of no difference would thus be rejected for these scales. 
Effect sizes were calculated for the scales that discriminated significantly between substance 
users and non-users. These effect sizes were, however, generally fairly small ranging from 
0.15 to 0.30, with the exception of “Effects of drugs” for this sample. This scale 
demonstrated a high effect size of d = 1.95 indicating that the mean of the users are at the 
97.4% percentile of the non-users for this scale. This can be expected because of the nature of 
the items in this scale which would elicit very different responses from users and non-users 
since they pertain to substance use behaviours specifically. 
Table 6.52 below reports the descriptive statistics for users and non-users on each of the 
revised scales of the SASUCRQ. 
 
Table 6.52: Descriptive Statistics 
Systems levels Scale Substance 
use 
Means Std. Dev. N 
Individual systems 
level 
Social identity Non-user 24.04 6.611 267 
User 23.38 5.490 796 
Sense of belonging Non-user 39.03 6.998 267 
User 36.99 6.845 796 
Self-efficacy Non-user 34.97 6.312 267 
User 34.53 6.228 796 
Effects of drugs Non-user 28.47 1.070 267 
User 18.63 5.797 796 
Religiosity Non-user 16.75 3.405 267 
User 16.08 3.413 796 
Micro (family) 
systems level 
Family functioning Non-user 26.26 5.284 267 
User 25.05 5.561 796 
Communication and 
social support 
Non-user 22.38 5.048 267 
User 21.63 4.860 796 
Parental monitoring Non-user 17.43 3.236 267 
User 17.11 3.010 796 
Economic pressure in 
family 
Non-user 25.97 5.261 267 
User 25.09 5.242 796 
Micro (community) 
systems level 
Peer support Non-user 19.16 4.279 267 
User 19.16 3.813 796 
Peer influence Non-user 14.79 4.416 267 
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User 14.60 4.130 796 
School as a support Non-user 22.00 4.463 267 
User 21.15 4.212 796 
School as a stressor Non-user 16.56 4.346 267 
User 16.18 3.947 796 
Neighbourhood Non-user 17.81 4.657 267 
User 16.56 4.399 796 
Meso-systems level Contradictions Non-user 5.00 2.135 267 
User 4.74 2.107 796 
Mixed messages Non-user 15.35 6.270 267 
User 14.36 5.459 796 
Macro-systems level Tolerance for child and 
adolescent drug use 
Non-user 16.30 3.918 267 
User 15.07 4.161 796 
Tolerance for soft drugs Non-user 8.61 2.819 267 
User 8.66 2.573 796 
Chrono-systems level Hopelessness individual Non-user 8.15 2.786 267 
User 8.16 2.595 796 
Hope for the future Non-user 23.26 4.430 267 
User 22.96 4.217 796 
The mean scores demonstrate that substance users scored lower than non-users on all the 
scales where significant differences were found between users and non-users. Though 
significant differences were found on only half (10) of the scales, users scored lower on 17 of 
20 scales.  
The Hotellings    test was also used to test whether there were significant differences 
between substance-using and non-using adolescents on the four second-order factors 
extracted in the final CFA in Section 6.3.2.1. Table 6.53 reports the overall results of this test. 
 
Table 6.53: Overall Hotellings    results for factor scores 
Effect Value F Hypothesis df Error df Sig. 
Subsuse Pillai's Trace .099 28.985
b
 4.000 1058.000 .000 
Wilks' Lambda .901 28.985
b
 4.000 1058.000 .000 
Hotelling's Trace .110 28.985
b
 4.000 1058.000 .000 
Roy's Largest Root .110 28.985
b
 4.000 1058.000 .000 
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A significant difference was found between substance-using and non-using adolescents in 
terms of the factors represented by the scales of the SASUCRQ (Hotelling’s    = 28.985, p < 
0.01). The following table reports on which of the factors significant differences were found. 
 
Table 6.54: Hotelling’s    for factor scores 
Source: Substance use 
Type II 
Sum of 
Squares df 
Mean 
Square F Sig. 
Micro_Individual Protective-Type factor 9.991 1 9.991 11.504 .001 
Micro_Individual Risk-Type factor 20.942 1 20.942 28.665 .000 
Macro-level factor 11.614 1 11.614 15.448 .000 
Meso-level factor 27.042 1 27.042 47.111 .000 
 
Significant differences were found between substance-using and non-using adolescents for all 
four factors (the Micro_Individual Protective-Type, the Micro_Individual Risk-Type, the 
Macro-level and the Meso-level factors) as demonstrated in Table 6.54. These results 
demonstrate that the instrument is in fact discriminating between substance-using and non-
using adolescents on half of the 20 scales as well as on all four second-order factors 
represented. 
 
6.4 ENGLISH VERSION OF THE SASUCRQ 
Since only the Afrikaans version of the instrument was used for the item selection, most of 
these results are reported and discussed under Section 6.3.1. Only the statistics regarding the 
reliabilities of the original and final scales of this version of the instrument will be reported 
under this section. 
6.4.1 Internal consistency reliability 
6.4.1.1 Reliability of the original scales 
The table below presents the statistics with regard to the reliability coefficients of the original 
scales. 
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Table 6.55: Internal consistency coefficients 
Systems levels Scales 
 
Original 
item 
numbers 
Cronbach’s 
Alphas 
Individual systems level Self-identity 1-3 -.067 
Social identity 4-10 .420 
Citizenship 11-13 .659 
Sense of belonging 14-20 .274 
Self-efficacy  21-28 .633 
Coping 29-35 .713 
Effects of drugs 36-41 .929 
Religiosity 42-46 .820 
Micro (family) systems level Family functioning 47-54 .828 
Parental monitoring 55-62 .770 
Communication and support 63-68 .862 
Economic pressure in family 69-76 .884 
Micro (community) systems 
level 
Peer support  77-81 .771 
Peer influence  82-86 .845 
School as a support 87-92 .689 
School as a stressor 93-98 .639 
Neighbourhood 99-107 .671 
Meso-systems level Mixed messages 108-116 .870 
Macro-systems level Tolerance for soft drugs 117-124 .852 
Community economic status  125-128 -.220 
Exo-systems level Social systems 129-132 .792 
Chrono-systems level Historical context 133-138 .454 
Hope for the future 139-147 .622 
*Low Cronbach’s alphas (< .70) are indicated in bold in the last column of this table 
 
For the English version of the instrument, three of the individual systems level scales in the 
original version of the instrument displayed adequate internal consistency namely 
“Coping”,“Effects of drugs” and “Religiosity”. All of the micro (family) systems level scales 
and two of the micro (community) systems level scales displayed adequate internal 
consistency. The micro (community) systems level scales that did not display adequate 
internal consistency were “School as a support”, “School as a stressor” and 
“Neighbourhood”. For this version, “Mixed messages”, “Tolerance for soft drugs” and 
“Social systems” all displayed acceptable levels of internal consistency, but “Community 
economic status” (macro-systems levels) and both chrono-systems levels scales did not. 
These results are almost identical to those for the Afrikaans version of the instrument (see 
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Section 6.3.1.1.1) except for the individual systems level scale, “Coping” (α = .675 in the 
original Afrikaans version) and the micro (community) systems level scale “School as a 
support” (α = .706 in the original Afrikaans version).  
 
6.4.1.2 Reliability of the revised scales 
Cronbach’s alphas were calculated for each of the scales in the original and revised version of 
the instrument to assess whether these changes were positive or not with regard to the internal 
consistency of the scales. Table 6.56 reports which items were retained in each of the scales, 
which scales were retained, and which items were re-assigned to each of these scales.  
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Table 6.56: Scale contents and reliability coefficients 
Systems 
levels 
Scales 
(21) 
Original 
items 
Items in revised 
scales 
(132) 
Max 
scores 
Cronbach 
Alphas 
Individual 
systems level 
Social identity 4-10 9(3,8,9,10,18,26,27,
28,33) 
36 .735 
Sense of belonging 14-20 12(1,4,5,6,11,12,13,
14,16,17,19,20) 
48 .813 
Self-efficacy  21-28 11(21,22,23,24,25,2
9,30,31,32,34,35) 
44 .839 
Effects of drugs 36-41 6(36-41) 29 .929 
Religiosity 42-46 5(42-46) 20 .820 
Micro 
(family) 
systems 
levels 
 
Family functioning 47-54 8(57,62-68) 32 .859 
Communication and social 
support 
- 7(48-54) 28 .847 
Parental monitoring 55-62 5(56,58-61) 20 .746 
Economic pressure in family 69-76 8(69-76) 32 .884 
Micro 
(community) 
systems 
levels 
Peer support  77-81 6(77-81,89) 24 .782 
Peer influence  82-86 5(82-86) 20 .845 
School as a support 87-92 7(87,88,90-
92,99,100) 
28 .646 
School as a stressor 93-98 6(93-98) 24 .639 
Neighbourhood 99-107 6(102-107) 26 .751 
Meso-
systems 
levels 
Contradictions 108-116 2(108-109)  8 .882 
Mixed messages 7(110-116) 28 .860 
Macro-
systems 
levels 
Tolerance for child and 
adolescent drug use 
117-124 5(117-118,121-123) 20 .847 
Tolerance for soft drugs 3(119-120,124)  .681 
Chrono-
systems 
levels 
Hopelessness individual 133-138 3(137,143,145) 28 .491 
Hopelessness community 4(133,135-136,138) 28 .628 
Hope for the future 139-147 7(139-
142,144,146,147) 
 .630 
*Low Cronbach’s alphas (< .70) are indicated in bold in the last column of this table 
The Cronbach’s alphas for most of the revised scales are at an acceptable level. Most of these 
had improved after the adjustments made to the scale. However, the reliability decreased for 
“Parental monitoring”, “School as a support” and “Tolerance for soft drugs”. The Cronbach’s 
alpha for “Parental monitoring” is still acceptable for the revised scale, but the Cronbach’s 
alphas of “School as a support” and “Tolerance for soft drugs” are not acceptable in the 
revised version. There are also slight decreases from the original scales in the Cronbach’s 
alphas for “Communication and social support” and “Mixed messages” in the English version 
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of the instrument; however, both of these scales still display high alphas in the revised 
version. The drop in reliability is possibly because the number of items has been reduced in 
most of these scales. The scales with low reliabilities will need to be revised. Some of them 
will require revision of the items and some will require additional items. 
The results of the second-order exploratory factor analysis using CFA will be reported in the 
next section. 
 
6.4.2 Assessment of construct validity using structural evidence 
This section deals with Aim 3, namely to assess the construct validity of the instrument using 
structural evidence. The results of the CFA will be presented here, indicating which of the 
scales loaded on the systems levels of the ecological theory as hypothesised. 
The Bartlett’s test of sphericity and the KMO measure of sampling adequacy were employed 
to assess the assumptions of multicollinearity and to test the adequacy of the sample at the 
scale level for the English version of the SASUCRQ. The table below presents the results of 
these tests for this version of the instrument. 
 
Table 6.57: Factorability of scale data 
KMO Bartlett’s 
test df 
Significance 
of Bartlett’s 
.809 190 .000 
 
The above results indicate that the scale level data for this version of the instrument was 
factorable. The KMO is considered outstanding (between .8 and .9) and the Bartlett’s test of 
sphericity was significant, proving that this data is adequate for EFA. The following table 
presents the descriptive statistics for the scales of the English version of the SASUCRQ. 
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Table 6.58: Descriptive statistics for scale totals 
Systems levels Scales 
(21) Mean 
Std. 
Deviation Skewness Kurtosis 
Individual 
systems level 
Social identity 26.43 5.227 -.589 .117 
Sense of belonging 36.04 6.615 -.582 .320 
Self-efficacy  35.81 5.880 -.994 1.390 
Effects of drugs 22.98 5.763 -.885 -.013 
Religiosity 16.43 3.299 -1.067 .901 
Micro (family) 
systems levels 
Family functioning 25.01 5.479 -.755 -.053 
Parental monitoring 22.62 4.697 -.955 .331 
Communication and social support 17.95 2.635 -1.813 3.869 
Economic pressure in family 26.26 4.741 -.910 .613 
Micro 
(community) 
systems levels 
Peer support  20.26 3.332 -1.108 1.153 
Peer influence  15.89 3.892 -.890 -.076 
School as a support 19.81 4.114 -.302 -.238 
School as a stressor 17.36 3.609 -.472 .182 
Neighbourhood 17.37 4.533 -.247 -.693 
Meso-systems 
levels 
Contradictions 4.36 2.076 .405 -1.120 
Mixed messages 14.65 5.750 .566 -.561 
Macro-systems 
levels 
Tolerance for child and adolescent 
drug use 
14.56 4.298 -.492 -.809 
Tolerance for soft drugs 8.41 2.583 -.298 -.821 
Chrono-
systems levels 
Hopelessness individual 9.26 2.203 -.822 .242 
Hopelessness community 8.18 2.719 .568 .052 
Hope for the future 16.12 2.702 -.570 -.066 
 
As with the Afrikaans data, the distributions of scale totals are negatively skewed for most of 
the scales with the exception of “Contradictions”, “Mixed messages” and “Hopelessness 
community”. The violation of this assumption is discussed in Chapter 5 (Section 5.6.2.2.2).  
 
6.4.2.1 Principal axis factoring 
The 20 scales selected for the final second-order factor analysis of the Afrikaans version of 
the instrument were selected for the analysis of the English version as well. The CFA on this 
data yielded a similar factor structure to that of the Afrikaans version of the instrument when 
four factors were specified. The following table demonstrates the simple factor structure for 
the English version of the SASUCRQ. The names of the second order factors for the 
Afrikaans solution will be used here as well. 
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Table 6.59: Final factor structure for revised scales of the SASUCRQ 
Systems 
levels 
Scales Factors 
Micro_ 
Individual 
Protective-
Type 
factor 
Micro_ 
Individual 
Risk-Type 
factor 
Macro-level 
factor 
Meso-level 
factor 
Individual 
systems level 
Social identity   .546     
Sense of belonging .638       
Self-efficacy .618       
Effects of drugs       -.565 
Religiosity .487       
Micro 
(family) 
systems level 
Family functioning .727       
Communication and 
social support 
.703 
      
Parental monitoring .464       
Economic pressure in the 
family 
.543 
      
Micro 
(community) 
systems level 
Peer support .406       
Peer influence   .619     
School as a support .520       
School as a stressor   .469     
Neighbourhood       -.573 
Meso-
systems level 
Contradictions     -.583   
Mixed messages     -.598   
Macro-
systems level 
Tolerance for child and 
adolescent drug use 
  
  .744 -.327 
Tolerance for soft drugs     .630   
Chrono-
systems level 
Hopelessness individual   .489     
Hope for the future .429       
Non-redundant residuals with absolute values greater than 
0.05 
21  11.0% 
 
All the revised (according to the results of the Afrikaans version) 20 scales loaded on at least 
one of the four factors for the English version. According to the results of the Afrikaans 
version, these four factors were named: the Micro_Individual Protective-Type, the 
Micro_Individual Risk-Type, the Macro-level and the Meso-level factors. The Macro-level 
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factor displays positive and negative loadings on the same factor. The Meso-level factor has 
only two loadings with a cross loading on the Macro-level factor for “Tolerance for child and 
adolescent drug use”. All ten of the Micro_Individual Protective-Type scales loaded on factor 
one, which is identical to factor one in the Afrikaans version. The four Micro_Individual 
Risk-Type scales that loaded on factor 2 for this version are identical to those that loaded 
together on factor 2 in the Afrikaans version. The Micro_Individual Risk-Type scales that did 
not load in the same way as for the Afrikaans version of the instrument are the “Effects of 
drugs” and “Neighbourhood” scales which loaded on a separate factor (the meso-level factor)  
instead of with the other risk-type scales, as with the Afrikaans version. The first two factors 
were thus similar across the two language versions, but factors 3 (the Macro-level factor) and 
4 (the Meso-level factor) loaded differently for this version of the instrument. The macro-
systems level scales both loaded on factor 3 (the Macro-level factor) as they did in the 
Afrikaans version. The two meso-systems level scales which loaded on their own in the 
Afrikaans version loaded with the macro-systems level scales for this version of the 
instrument. They do, however, load negatively with these scales. The following table presents 
the eigenvalues, variance explained by the four factors that were extracted in this CFA as 
well as the percentage of non-redundant residuals with absolute values greater than 0.05. 
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Table 6.60: Eigenvalues, variance explained and non-redundant residuals for second-
order factors 
Factor 
Initial Eigenvalues 
Extraction Sums of Squared 
Loadings 
Rotation 
Sums of 
Squared 
Loadings
a
 
Total 
% of 
Variance 
Cumulative 
% Total 
% of 
Variance 
Cumulative 
% Total 
1 4.287 21.434 21.434 3.708 18.542 18.542 3.490 
2 2.890 14.451 35.884 2.321 11.603 30.145 1.757 
3 1.559 7.794 43.679 1.023 5.113 35.259 2.060 
4 1.405 7.023 50.702 .821 4.103 39.361 1.501 
5 1.089 5.447 56.149         
6 .904 4.519 60.668         
7 .877 4.385 65.053         
Non-redundant residuals with absolute values greater than 0.05 29  15.0% 
 
While 15% non-redundant residuals with absolute values greater than 0.05 indicates that the 
model is a good fit, the eigenvalues and scree plot indicate that there are five factors 
represented in the data (see Table 6.60 above and Fig. 6.9 below).  
 
Figure 6.9: Scree plot for second order factors 
 
When five factors were specified, this did not improve the factor solution.  
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6.4.2.1.1 Correlations between the extracted factors 
The following table presents the correlations between the factors extracted in the CFA for the 
English version of the SASUCRQ. 
 
Table 6.61: Correlation between factors 
Factor Micro_ 
Individual 
Protective-
Type factor 
Micro_ 
Individual 
Risk-Type 
factor 
Macro-
level 
factor 
Meso-
level 
factor 
 
Micro_Individual Protective-Type 
factor 
1.000 .056 .246 -.004 
Micro_Individual Risk-Type factor .056 1.000 -.137 .247 
Macro-level factor .246 -.137 1.000 -.110 
Meso-level factor -.004 .247 -.110 1.000 
 
 
Negligible correlations were found between all the factors for this version of the instrument 
except for the Micro_ Individual Protective-Type factor and the Macro-level factor (r = .246). 
This was also the case for the Afrikaans version. This indicates that the English version of the 
SASUCRQ is also measuring more than one underlying construct. 
The following section reports the external validity analysis which was done using the 
Hotelling’s    test. 
 
6.4.3 Assessment of construct validity using external evidence 
This section will present the results of Aim 4 for the English version of the SASUCRQ, that 
is, the construct validity of the instrument using procedures of external validity evidence 
based on the criteria of substance use.  The following table demonstrates that the sample 
consisted of more substance users than non-users in each of the age categories. This sample 
showed a similar trend to that of the Afrikaans sample with a range of 51% (13-year-olds) to 
100% (20-year-olds) substance users. The percentage of users generally increased as the 
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adolescents got older. Similar to the Afrikaans-mother tongue sample, the sample consisted 
of 25% 12-14-year-olds, 65% 15-17-year-olds and 10% 18-21-year-olds (see Table 6.62).  
 
Table 6.62: Age by Substance use Cross tabulation 
 
Substance use 
Total Non-users Users 
Age 13 Count 27 29 56 
% within Age 48.2% 51.8% 100.0% 
% within Subsuse 13.4% 4.4% 6.5% 
14 Count 45 119 164 
% within Age 27.4% 72.6% 100.0% 
% within Subsuse 22.3% 18.1% 19.1% 
15 Count 42 199 241 
% within Age 17.4% 82.6% 100.0% 
% within Subsuse 20.8% 30.2% 28.0% 
16 Count 40 150 190 
% within Age 21.1% 78.9% 100.0% 
% within Subsuse 19.8% 22.8% 22.1% 
17 Count 30 96 126 
% within Age 23.8% 76.2% 100.0% 
% within Subsuse 14.9% 14.6% 14.7% 
18 Count 18 56 74 
% within Age 24.3% 75.7% 100.0% 
% within Subsuse 8.9% 8.5% 8.6% 
19 Count 0 8 8 
% within Age 0.0% 100.0% 100.0% 
% within Subsuse 0.0% 1.2% .9% 
20 Count 0 1 1 
% within Age 0.0% 100.0% 100.0% 
% within Subsuse 0.0% .2% .1% 
Total Count 202 658 *860 
% within Age 23.5% 76.5% 100.0% 
% within Subsuse 100.0% 100.0% 100.0% 
*The totals differs from the total reported in the previous chapter for this sample (n=896) because some 
learners did not fill in their age on the demographic instrument. 
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The table below (6.63) shows the breakdown of users and non-users by gender.  As for the 
Afrikaans sample, the percentage of users was higher than 70% for male and female learners. 
There is a larger percentage of female than male users in this sample, with the female users 
just short of 80%. 
 
Table 6.63: Gender by Substance use Crosstabulation 
 
Substance use 
Total Non-users Users 
Gender F Count 100 396 496 
% within Gender 20.2% 79.8% 100.0% 
% within Subsuse 47.4% 58.1% 55.5% 
M Count 111 286 397 
% within Gender 28.0% 72.0% 100.0% 
% within Subsuse 52.6% 41.9% 44.5% 
Total Count 211 682 *893 
% within Gender 23.6% 76.4% 100.0% 
% within Subsuse 100.0% 100.0% 100.0% 
*The totals differs from the total reported in the previous chapter for this sample (n=896) because some 
learners did not fill in their gender on the demographic instrument. 
 
The Hotellings    test was performed on this data to determine whether: 1) the revised scales 
and, 2) the extracted factors, could discriminate between substance-using and non-using 
adolescents as in the Afrikaans sample. The results of the Hotelling’s    test are reported in 
Tables 6.64 to 6.68 below.  
 
Table 6.64: Overall Hotellings    results for revised scales 
Effect Value F Hypothesis 
df 
Error df Sig. 
Subsuse 
Pillai's Trace .347 23.263
b
 20.000 875.000 .000 
Wilks' Lambda .653 23.263
b
 20.000 875.000 .000 
Hotelling's Trace .532 23.263
b
 20.000 875.000 .000 
Roy's Largest Root .532 23.263
b
 20.000 875.000 .000 
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A significant difference was found between users and non-users with regard to the contextual 
factors measured by the SASUCRQ (Hotelling’s    = 23.263, p < 0.01). 
 
Table 6.65: Hotelling’s    for revised scales 
 
Source: Substance use Type III 
Sum of  
Squares df 
Mean 
Square F Sig. 
Effect 
size -
Cohen’s 
D 
Systems 
levels 
Scales 
Individual 
systems level 
Social identity 256.903 1 256.903 9.491 .002 0.24 
Sense of belonging 73.265 1 73.265 1.675 .196 - 
Self-efficacy 52.366 1 52.366 1.516 .219 - 
Effects of drugs 9317.905 1 9317.905 408.208 .000 1.61 
Religiosity 121.578 1 121.578 11.301 .001 0.27 
Micro 
(family) 
systems level 
Family functioning 161.037 1 161.037 5.390 .020 0.18 
Communication and social 
support 23.656 1 23.656 1.072 .301 - 
Parental monitoring 3.232 1 3.232 .465 .495 - 
Economic pressure in family .295 1 .295 .013 .909 - 
Micro 
(community) 
systems level 
Peer support 182.995 1 182.995 16.770 .000 0.32 
Peer influence 76.164 1 76.164 5.050 .025 0.18 
School as a support .763 1 .763 .045 .832 - 
School as a stressor 7.541 1 7.541 .579 .447 - 
Neighbourhood 1484.103 1 1484.103 78.488 .000 0.70 
Meso-
systems level 
Contradictions 76.213 1 76.213 18.019 .000 0.33 
Mixed messages 316.474 1 316.474 9.665 .002 0.24 
Macro-
systems level 
Tolerance for adolescent 
drug use 146.607 1 146.607 8.000 .005 0.22 
Tolerance for soft drugs 21.676 1 21.676 3.258 .071 - 
Chrono-
systems level 
Hopelessness individual 22.196 1 22.196 4.590 .032 0.17 
Hope for the future .024 1 .024 .003 .954 - 
 
 
There were significant differences between users and non-users on the following scales: 
“Social identity”, “Effects of drugs”, “Religiosity” in the individual systems level; “Family 
functioning” in the micro (family) systems level; “Peer support”,  “Peer influence”, 
“Neighbourhood” in the micro (community) systems level;  “Contradictions”, “Mixed 
messages” in the meso-systems level; “Tolerance for child and adolescent drug use” in the 
macro-systems level, and “Hopelessness individual” in the chrono-systems level. The null 
hypothesis was thus rejected for these scales.  
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The effect sizes for the scales that discriminated significantly between substance users and 
non-users for this sample were also mostly small, ranging from 0.17 to 0.33 with the 
exception of “Effects of drugs” and “Neighbourhood”. These scales demonstrated high (d = 
1.61) and medium (d = 0.70) effect sizes respectively. As with the “Effects of drugs” scale 
for both the Afrikaans and English samples, the items in the “Neighbourhood” scale also all 
pertained to substance use (see section 6.3.3 – for Afrikaans sample). This is a possible 
explanation for the larger effect size for this scale. 
 
The descriptive statistics for users and non-users are presented in Table 6.66 below. 
 
Table 6.66: Descriptive Statistics 
Systems levels Scale Substance 
use 
Means Std. Dev. N 
Individual systems 
level 
Social identity Non-user 27.39 5.253 211 
User 26.13 5.187 685 
Sense of belonging Non-user 35.53 7.465 211 
User 36.20 6.328 685 
Self-efficacy Non-user 35.38 6.759 211 
User 35.95 5.580 685 
Effects of drugs Non-user 28.79 .726 211 
User 21.19 5.447 685 
Religiosity Non-user 17.09 3.263 211 
User 16.22 3.285 685 
Micro (family) 
systems level 
Family functioning Non-user 25.78 5.528 211 
User 24.78 5.447 685 
Communication and 
social support 
Non-user 22.91 4.841 211 
User 22.53 4.652 685 
Parental monitoring Non-user 18.06 2.751 211 
User 17.92 2.600 685 
Economic pressure in 
family 
Non-user 26.29 4.792 211 
User 26.25 4.728 685 
Micro (community) 
systems level 
Peer support Non-user 19.45 3.675 211 
User 20.52 3.181 685 
Peer influence Non-user 16.42 3.476 211 
User 15.73 4.001 685 
School as a support Non-user 19.87 4.031 211 
User 19.80 4.142 685 
School as a stressor Non-user 17.52 3.575 211 
User 17.31 3.621 685 
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Neighbourhood Non-user 19.69 4.046 211 
User 16.65 4.437 685 
Meso-systems level Contradictions Non-user 4.88 2.238 211 
User 4.19 1.998 685 
Mixed messages Non-user 15.72 6.372 211 
User 14.32 5.507 685 
Macro-systems level Tolerance for child and 
adolescent drug use 
Non-user 15.29 4.367 211 
User 14.34 4.254 685 
Tolerance for soft 
drugs 
Non-user 8.13 2.842 211 
User 8.50 2.493 685 
Chrono-systems level Hopelessness individual Non-user 9.54 2.123 211 
User 9.17 2.222 685 
Hope for the future Non-user 16.11 2.798 211 
User 16.12 2.673 685 
Users scored lower than non-users on all these scales that displayed significant differences, 
except for the “Peer support” scale. Of the 20 remaining scales, users scored lower than non-
users on 14 scales. The scales on which the users scored higher were “Peer support”, “Sense 
of belonging”, “Self-efficacy”, “Tolerance for soft drugs”, “Hopelessness individual” and 
“Hope for the future”. The differences were, however, not significant for these scales. 
Substance-using and non-using adolescents were also compared to see if they differed on the 
factors extracted by the CFA in section 6.4.2.1. These results are presented in Tables 6.67 and 
6.68 below. 
 
Table 6.67: Overall Hotellings    results for second order factor scores 
Effect Value F Hypothesis df Error df Sig. 
Subsuse Pillai's Trace .179 48.491
b
 4.000 891.000 .000 
Wilks' Lambda .821 48.491
b
 4.000 891.000 .000 
Hotelling's Trace .218 48.491
b
 4.000 891.000 .000 
Roy's Largest Root .218 48.491
b
 4.000 891.000 .000 
 
Table 6.67 reports that there is a significant difference between substance-using and non-
using adolescents with regards to the factors extracted by the second-order CFA conducted 
on the remaining 20 scales (Hotelling’s    = 48.491, p < 0.01). 
 
Table 6.68: Hotelling’s    for factor scores 
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Source: Substance use 
Type II 
Sum of 
Squares df 
Mean 
Square F Sig. 
Micro_Individual Protective-Type factor  .032 1 .032 .037 .847 
Micro_Individual Risk-Type factor  17.345 1 17.345 24.920 .000 
Macro-level factor  1.771 1 1.771 2.209 .138 
Meso-level factor 103.544 1 103.544 174.841 .000 
 
This table reports that a significant difference was found between substance-using and non-
using adolescents on the Micro_Individual Risk-Type and the Meso-level factors, but not 
with regard to the Micro_Individual Protective-Type and the Macro-level factors for this 
version of the SASUCRQ. The null hypothesis was thus rejected for the Micro_Individual 
Risk-Type and the Meso-level factors, but not rejected for the other two factors.  
The English version of the SASUCRQ is thus able to discriminate between users and non-
users, for most of the scales (11) and half of the second-order factors.  
 
6.5 CONSTRUCT EQUIVALENCE 
The following section will present the results for Aim 5, which is to explore the construct 
equivalence of the two language versions of the instrument. This section will include the 
results of the equality of reliabilities tests for the scales (Table 6.69), the Tucker’s Phi 
coefficients for the scales (Table 6.70) and the factors (Table 6.71), as well as the identity 
lines for the scales and the factors (Appendix 9). 
The results of the equality of reliabilities at the scale level across the Afrikaans and English 
versions of the SASUCRQ are presented in the following table. 
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Table 6.69: Equality of reliabilities of the scales of the SASUCRQ 
Systems 
levels 
Scales 
(20) 
Cronbach’s alphas Differences 
between 
alphas 
Significance 
of differences 
(α=.01,      = 1.23) 
Afrikaans English 
Individual 
systems level 
Social identity .744 .735 1.04 Not sig. 
Sense of belonging .829 .813 1.09 Not sig. 
Self-efficacy  .817 .839 1.14 Not sig. 
Effects of drugs .922 .929 1.10 Not sig. 
Religiosity .771 .820 1.27 Sig. 
Micro 
(family) 
systems 
levels 
 
Family functioning .844 .859 1.11 Not sig. 
Communication and 
social support 
.816 .847 1.20 Not sig. 
Parental monitoring .721 .746 1.10 Not sig. 
Economic pressure in 
family 
.864 .884 1.17 Not sig. 
Micro 
(community) 
systems level 
Peer support  .772 .782 1.05 Not sig. 
Peer influence  .812 .845 1.21 Not sig. 
School as a support .682 .646 1.11 Not sig. 
School as a stressor .666 .639 1.08 Not sig. 
Neighbourhood .726 .751 1.10 Not sig. 
Meso-
systems 
levels 
Contradictions .770 .882 1.95 Sig. 
Mixed messages .846 .860 1.10 Not sig. 
Macro-
systems 
levels 
Tolerance for child and  
adolescent drug use 
.832 .847 1.10 Not sig. 
Tolerance for soft drugs .697 .681 1.05 Not sig. 
Chrono-
systems 
levels 
Hopelessness individual .618 .491 1.33 Sig. 
Hope for the future .762 .630 1.55 Sig. 
 
This table indicates that the null hypothesis of no difference was rejected for 4 of the 20 
scales ( “Religiosity”, “Contradictions”, “Hopelessness individual” and “Hope for the 
furture”) indicating that there were significant differences between the Cronbach’s alphas for 
the Afrikaans and English versions of these scales (α=.01,      = 1.23). This points to 
inequivalence between the English and Afrikaans versions of the SASUCRQ with regard to 
these four scales. These scales might require revision depending on the final results of the 
study. There were no significant differences between the Cronbach’s alphas for the Afrikaans 
and English versions of the remaining 16 scales.  
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The following table presents the Tucker’s Phi coefficients for each of the 20 remaining scales 
in the revised SASUCRQ. 
Table 6.70: Tucker’s Phi coefficients for scales of the SASUCRQ 
Systems levels Scales 
(20) 
Tucker’s Phi 
Individual 
systems level 
Social identity 0.9523 
Sense of belonging 0.9545 
Self-efficacy  0.9641 
Effects of drugs 0.9835 
Religiosity 0.9718 
Micro (family) 
systems levels 
 
Family functioning 0.9693 
Communication and social support 0.9831 
Parental monitoring 0.9694 
Economic pressure in family 0.9920 
Micro 
(community) 
systems level 
Peer support  0.9822 
Peer influence  0.9694 
School as a support 0.3719 
School as a stressor 0.3215 
Neighbourhood 0.9572 
Meso-systems 
levels 
Contradictions 0.9461 
Mixed messages 0.9768 
Macro-systems 
levels 
Tolerance for child and adolescent drug use 0.9853 
Tolerance for soft drugs 0.9530 
Chrono-systems 
levels 
Hopelessness individual 0.9630  
Hope for the future 0.9470 
*Coefficients that display non-negligible incongruence are indicated in bold in the last column of this 
table 
 
Two of the 20 scales (“School as a support”, “School as a stressor”) display non-negligible 
incongruence, as demonstrated by the Tucker’s Phi coefficients in the table above. The rest of 
the coefficients indicate that these 18 scales at a scale level display structural equivalence 
across the Afrikaans and English versions of these scales. While the test of equality of 
reliabilities in the previous section indicated significant differences between the Afrikaans 
and English versions on four of the scales (“Religiosity”, “Contradictions”, “Hopelessness 
individual” and “Hope for the furture”), these differences did not have an impact on construct 
level; the Tucker’s Phi coefficients indicated that the scores were equivalent for all four of 
these scales. 
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The identity line plots in Appendix 9 Figures 6.10 to 6.15 illustrate the relations of each of 
the factor loadings across the Afrikaans and English versions for each of the scales. These 
plots reveal that the scatter plots fall close to the identity line for most of the scales. The 
exceptions are for “School as a support” and “School as a stressor” – see Fig. 6.12. This 
supports the findings of the Tucker’s Phi for all the scales where r = 0.3719 for “School as a 
support” and r = 0.3215 for “School as a stressor”. We can thus conclude that we have 
structural equivalence across the two language versions for the other 18 scales, all of which 
have most plots close to the identity lines and Tucker’s Phi coefficients ranging from 0.95 to 
0.99.  
The table below presents the Tucker’s Phi coefficients for each of the four second-order 
factors for the Afrikaans (see Section 6.3.2.1) and English (see Section 6.4.2.1) versions of 
the SASUCRQ. 
Table 6.71: The Tucker’s Phi coefficient per factor 
Factors Tucker’s Phi 
coefficient (r) 
Factor 1: Micro_Individual Protective-Type factor .99 
Factor 2: Micro_Individual Risk-Type factor .95 
Factor 3: Macro-level factor  .92 
Factor 4: Meso-level factor .79 
 
 
For factors 1 (the Micro_Individual Protective-Type factor) and 2 (the Micro_Individual 
Risk-Type factor), the coefficients of congruence indicate that the factors appear to be 
equivalent across the two language versions of the instrument. Factor 3 (the Macro-level 
factor) is also somewhat equivalent across the language versions, but factor 4 (the Meso-level 
factor) is not. 
For the Micro_Individual Protective-Type factor, most of the factor loadings across the two 
versions appear to be closely aligned to the identity line (see Fig. 6.16 in Appendix 9). This is 
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an indication that the Afrikaans and English versions of the instrument are proportionally 
similar for this factor. This confirms the result of the Tucker’s Phi (r = .99). We can thus 
conclude that the Micro_Individual Protective-Type factor is structurally equivalent across 
the two language versions. 
Many of the factor loadings across the two versions appear to be closely aligned to the 
identity line for the Micro_Individual Risk-Type factor (see Fig. 6.16 in Appendix 9). The 
plot indicates that the two versions of the instrument are proportionally similar enough for 
this factor which confirms the result of the Tucker’s Phi (r = .95). We can thus conclude that 
this factor is structurally equivalent across the two language versions.  
Most of the factor loadings across the two versions appear to be closely aligned to the identity 
line for the Macro-level factor, while some do deviate slightly (see Fig. 6.16 in Appendix 9). 
This is an indication that the two versions of the instrument are proportionally similar for this 
factor, which confirms the result of the Tucker’s Phi (r = .92). We can thus conclude that this 
factor is structurally equivalent across the two language versions.  
For the Meso-level factor, some of the factor loadings across the two versions appear to be 
closely aligned to the identity line (see Fig. 6.16 in Appendix 9). However, there are points 
that deviate from the line. This is an indication that the Afrikaans and English versions of the 
instrument are not proportionally similar for this factor. This confirms the result of the 
Tucker’s Phi (r = .79). We can thus conclude that this factor is not structurally equivalent 
across the two language versions.  
6.6 SUMMARY 
The best items were selected for the SASUCRQ based on their item total correlations, item 
distributions, their factor loadings in the PCA, and their contribution to scale reliability (see 
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Section 6.3.1.2). Of the original 147 items, 132 were retained within 21 (of the original 23) 
scales which formed part of six of the seven systems levels (see Table 6.38). A second-order 
CFA was performed on the totals of these scales to assess the dimensionality of the 
instrument. This analysis yielded four factors, and the items and scales were further reduced 
based on this factor structure (128 items in 20 scales). While the scales did not load into the 
systems levels as expected according to the ecological theoretical framework (see Table 
6.45), it is clear that the factors seem to divide into risk- and protective-type factors, which 
seems to indicate a measure of process and the interaction of different levels as risk or 
protective factors. The SASUCRQ thus does not appear to be measuring one construct 
(contextual factors that have an impact on adolescent substance use) nor does it appear to be 
measuring the systems levels of the ecological theoretical framework as hypothesised.  
Both versions of the instrument discriminated between adolescent substance users and non-
users (see Table 6.49 and 6.62). Users and non-users scored differently on about half the 
scales in these two versions (see Tables 6.50 and 6.63) as well as on all the factors in the 
Afrikaans version (see Table 6.53). This was the case for two of the four factors in the 
English version (see Table 6.66). This points to the concurrent validity of the Afrikaans 
version of the instrument, but possible problems with the English version, as well as possible 
problems with equivalence.  
With regard to equivalence across the two versions of the SASUCRQ, Cronbach’s alphas for 
most of the scales of the Afrikaans- and English- version were similar (see Section 6.3.1.3 
Table 6.38 and Section 6.4.1.1 Table 6.55). There were no significant differences between the 
Cronbach’s alphas for 16 of the 20 scales (see Table 6.67). The coefficients of congruence for 
18 of the 20 scales (see Table 6.68) as well as for three second-order factors were acceptable 
across the Afrikaans- and English versions of the instrument (see Table 6.69 below).  
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Using the results of the Afrikaans version, full construct validity for the English version and 
equivalence of the two versions of the SASUCRQ were thus not confirmed in this study. The 
next chapter will formulate the conclusion of the study and recommend further research. 
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CHAPTER 7 
DISCUSSION AND CONCLUSION 
7.1 INTRODUCTION 
This study focused on the further validation, beyond its content validity, of an instrument that 
was developed to measure the contextual factors that are associated with adolescent substance 
use from a subjective point of view in low socio-economic status communities in the Western 
Cape, South Africa. The literature clearly pointed to a need for an instrument of this nature 
(see Chapter 3) that will provide information that can assist in researching the factors further 
as well as in identifying at-risk youth and communities to be able to inform interventions to 
prevent the use of substances by these adolescents.  
All the validity evidence collected in this study has been presented in full in the previous 
chapter along with a discussion of these findings and the concluding argument about the 
validity of the SASUCRQ. This chapter will present a summary and discussion of the 
findings. It will also highlight the limitations of the study and make recommendations for 
further improvement of the instrument for further research in the area, as well as preliminary 
recommendations for interventions in the target populations.  
 
7.2 SUMMARY AND DISCUSSION OF FINDINGS 
This summary will be structured according to the evidence that was collected to use in an 
argument about the validity of the SASUCRQ, namely the content, structural and external 
evidence. 
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7.2.1 Content evidence 
The main evidence on the content validity of the SASUCRQ is discussed elsewhere (Carels, 
2012). Also see Chapter 5 (Section 5.4.3) which discusses aspects of content validity 
evidence for the SASUCRQ related mainly to its conceptualisation and planning. Most of the 
content evidence for the validation of the SASUCRQ was collected in the larger study prior 
to the commencement of the current study (see Chapter 1 Section 1.4). In these studies and 
the overview of the steps that were followed, it is clear that the instrument includes all 
relevant content domains. Information gathered qualitatively in the larger study was 
summarised into themes which were fed back to relevant community members to confirm the 
relevance and representation of the content domains.  
The current study contributed to the content validity evidence for the SASUCRQ through the 
piloting of the instrument (Aim 1). The piloting reacted qualitatively on the validity of the 
SASUCRQ through the improvements to the readability of the instrument before it was 
administered (see Section 6.2). Changes were made with regard to the response categories, 
wording of the items and the instructions. Items were deleted and reminders were added with 
regard to the answering key and the recall period. 
 
7.2.2 Structural evidence 
7.2.2.1 Item selection and second-order factor analysis 
Structural evidence was gathered for the SASUCRQ through Aims 2 (item selection), 3 
(procedures of construct validation) and 5 (construct equivalence) of the current study. The 
findings for these three aims are presented in full in the previous chapter, but will be 
summarised below. 
For Aim 2 of the study (item selection) several items were found to load with other scale 
items across the scales, to cross load on more than one factor or not to load at all. These items 
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were shifted or deleted in order to improve the validity of the relevant scales. Both theory and 
a combination of empirical methods were used to decide about the items and the scales. The 
Cronbach’s alpha results of most of the scales in the Afrikaans version ended up as 
satisfactory and provided provisional support for the scores in the scales to be summed (this 
will be discussed in more depth under the limitations of the study). 
With regard to Aim 3 of the study (construct validation), four of the twenty scales of the 
Afrikaans version of the SASUCRQ loaded at the expected levels of the ecological 
theoretical framework, namely at the meso- and macro-systems levels (i.e. “Contradictions”, 
“Mixed messages”, “Tolerance for child and adolescent drug use” and “Tolerance for soft 
drugs”). This was, however, not the case with the English version of the instrument, where all 
these scales loaded together on one factor, but with opposite loadings.  
The rest of the scales loaded together on two factors which appear to resemble risk-type (six 
in the Afrikaans version and four in the English version) and protective-type factors (the 
same ten individual and micro-systems level scales in the Afrikaans and English versions). In 
the English version two of the risk-type scales loaded on a separate factor. The names of the 
“risk” and “protective” factors were typified as Micro_Individual Protective or 
Micro_Individual Risk “type” only because there is not enough evidence that these factors 
are indeed “risk” or “protective” factors.  From the literature it seems to be the case (Maring 
& Braun, 2006) , but further research in the larger study will provide the ultimate evidence 
for this, and also possibly demonstrate the mediating and moderating effect of the proposed 
protective factors in the presence of the risk factors. At this point, it remains only speculation. 
The above results can be explained in the following way. This instrument focused on the 
contextual factors as well as some individual factors on their own, but more importantly it 
also aimed to measure the interaction between the individual and contextual factors, that is 
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process. According to the ecological theoretical framework, these processes are strong 
contributors to behavioural outcomes (such as substance use) in adolescents. The results 
repeatedly showed a pattern of interaction between the individual, the micro-systems level, 
and to some extent the chrono-systems level of the theory. The results at a second-order level 
and even the item level seemed to be indicating therefore that the SASUCRQ is measuring 
the processes between these levels in line with the ecological theoretical framework in its 
most mature form. It must also be kept in mind that this instrument does not assess individual 
personality and/or temperament, but rather the adolescents’ perceptions of themselves in a 
context or in relation to others, for example in terms of social identity or self-efficacy. A 
pattern of interrelationships between the individual and the other systems-levels can therefore 
be expected. 
The latest revision of the theory takes the emphasis away from the individual and contextual 
factors on their own, that affect children’s development and shifts it to the processes between 
these systems. The heart of the new model (the Person-Process-Context-Time model – see the 
discussion in Chapter 2) lies in the person-context relational processes (Bronfenbrenner, 
1993, 1995; Bronfenbrenner & Ceci 1994; Bronfenbrenner & Morris, 1998; Bronfenbrenner, 
2005). These processes are defined as the interaction between the person and the environment 
over time that influences their development. The results of the study at a scale level are thus 
very much in line with the ecological theoretical framework, and can prove very useful in 
informing interventions to address these risk- and protective-type factors in these 
communities, especially once further research demonstrates the actual moderating and 
mediating relationships between the measured factors and substance use and abuse. 
Bronfenbrenner (2005) maintains that a child’s development is a direct result of these 
processes in that the participation in these processes develops their abilities, knowledge, 
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motivation and skill to engage in this way with themselves and with others, thereby becoming 
agents of their own development. 
The explicit link with the current risk and protective models in the literature to extend the 
argument that these results are pointing in the direction of the structural validity of the 
instrument will be provided in subsections 7.2.2.1 and 7.2.2.2. 
As was found in the literature, the individual and micro-systems level factors were easier to 
measure using the SASUCRQ than the other systems levels of the ecological theoretical 
framework. The literature illustrates that this is particularly difficult to do from the subjective 
perspective of adolescents (Brook et al., 2006). The communities, however, indicated clearly 
that there are factors at these levels that affect adolescent behaviour such as substance use. 
The fact that the researcher had to delete some of these scales from the instrument during the 
analysis does not mean that they are not important, but only that they were not measured 
successfully. The instrument will have to include these levels after reworking the items and 
scales that did not prove to be valid measures of these systems levels.  
The intercorrelations of second-order factors included only one moderate correlation 
coefficient with the rest indicating very slight correlations (see Tables 6.47 and 6.61). This is 
an indication that the SASUCRQ is measuring different underlying constructs, and not any 
that can be called Contextual Factors. The moderate correlation was between the 
Micro_Individual Protective-Type and the Macro-level factors which could indicate that in 
this sample tolerance of substance use is somehow related to protection. Swarts (2009) 
reports that impoverished communities, like the one in the current study, are often tolerant of 
substance use because they view the trading of substances as a means of survival. Swarts 
concludes that “the legacy of poverty … requires its people to find a way, adaptively so, to 
survive” (p. 106). She argues that they frequently do this by supporting or tolerating drug use and 
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drug trade in their communities. These tolerance-based scales could therefore be positively 
related to the protective-type scales in the SASUCRQ. 
7.2.2.2 Implications for the argument about the structural validity of the SASUCRQ 
In this study, risk and protective processes were included in the instrument at different levels 
of the ecological theoretical framework and based on the perceptions of the members of the 
target community (see Chapter 5). This was done to ensure complete representation of the 
construct being measured so that complete information could be made available to inform 
interventions. The risk and protective factor approach is useful in predicting outcomes for 
whole communities and not just individuals, because the factors serve as probability 
indicators for the likelihood of a problem behaviour or health situation occurring (Durlak, 
1997).  
While the ecological risk and protection model (to be introduced under Section 7.3.1 below) 
was not used to frame the current study either methodologically or in relation to any of the 
stages of the validation process, it has proved useful in the interpretation of the results yielded 
by the CFA conducted. The ecological systems theoretical framework, together with the 
research presented in Chapter 3 on the factors associated with adolescent substance use, 
provide evidence that an interaction of factors at various levels make up risk and protection 
which points to the structural validity of the instrument. 
7.2.2.3 Construct equivalence as structural evidence 
As was seen from the literature and from theory, assessment of the construct equivalence 
across the language versions of the SASUCRQ (Aim 5) also contributed to the structural 
evidence for the validity argument. Using equality of reliabilities, the coefficient of 
congruence (Tucker’s phi) and identity lines, the researcher was not able to provide sufficient 
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evidence of the construct equivalence of the two versions of the SASUCRQ. These methods 
have proved useful in studies with similar aims, as discussed in Chapter 4.  
At this point, the two language versions of the SASUCRQ cannot be used to make the same 
statements about adolescents across these language groups.  While the scales with sufficient 
psychometric properties can be used to make statements within the language groups, only 
those scales that demonstrated adequate construct equivalence can be used to make 
comparisons across the groups. The English version proved to be more problematic than the 
Afrikaans version of the instrument when basing the selection of items and scales on the 
results for the Afrikaans version. This was especially the case with the following scales: 
“Religiosity”, “School as a support”, “School as a stressor”, “Contradictions”, “Hopelessness 
individual” and “Hope for the furture”. The reasons for this could be that the items were not 
accurately translated, that there were fewer missing values in the English data, or that the 
item selection was based on only the Afrikaans version instead of both simultaneously.  
 
7.2.3 External evidence 
The external evidence for the validity argument of the SASUCRQ was assessed in Aim 4 of 
the study. This was done by using procedures of concurrent validity using Hotelling’s T² tests 
on the scaled scores as well as the second-order factor scores to see if they would 
discriminate between substance users and non-users. About half of the scales in both versions 
discriminated between substance users and non-users, however, the effect sizes for most of 
these were relatively small – further recommendations will be made in this regard (see 
section 7.6 below). All the second-order factors in the Afrikaans version discriminated 
significantly between substance using and non-using adolescents, but only two factors in the 
English version of the SASUCRQ.  
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The scales that discriminated between substance users and non-users across both versions of 
the SASUCRQ were “Effects of drugs” and “Religiosity” at the individual level, “Family 
functioning” at the micro (family) systems level, “Neighbourhood” at the micro (community) 
systems level, “Mixed messages” at the meso-systems level, and “Tolerance for child and 
adolescent drug use” at the macro-systems level. These results point to support for the 
external validity at least for these scales of the SASUCRQ. There is thus support for external 
validity at five of the seven levels (all but the exo- and chrono-systems levels) of the 
ecological systems theoretical framework. This could be expected because of the difficulties 
experienced with measuring factors at these levels (Gana, 2004). 
Given the results that some of the scales loaded in a pattern that seemed to indicate risk and 
protection as an interaction of levels of systems, a brief discussion of a theoretical model of 
risk and protection will now follow. 
 
7.3 RISK AND PROTECTION MODELS 
The risk concept was born in the medical field in the 1980’s, specifically in epidemiology, 
which investigates the causes of epidemics and diseases. They investigated what factors 
increased the risk of contracting a disease and then either eliminated the factor or acted to 
mitigate its effect. This approach later became useful in understanding human development 
(Hawkins, Catalano & Miller, 1992; Segal, 1983). The Social Sciences define risk factors as 
individual and environmental markers that are associated with an increased individual 
vulnerability to future negative developmental outcomes (Bogenshneider, 1996; Coie et al. 
1993; Kirby & Fraser, 1997). Studies cannot confirm a causal relationship between risk 
processes and outcomes, but they can demonstrate that the presence of a risk factor increases 
the likelihood that an outcome will occur (Brook et al., 2011; Flisher et al, 2003; Hong et al., 
2011; Werner & Smith, 1992). Studies have consistently shown that it is the accumulation of 
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risk factors that makes an individual vulnerable to an outcome, not just one, and that the risk 
increases as the number of factors increases (Sameroff, Seifer, Barocas, Zax & Greenspan, 
1987; Small & Luster, 1994).  
The main critique of the risk-focused approach is that it is a one-sided approach taking into 
account only the dangers that affect the likelihood of an outcome occurring. Magnusson 
(1995) concludes that this makes a negative outcome inevitable. This approach also does not 
consider the adaptive processes that affect an outcome (Segal, 1983). Moore and Glei (1995) 
point out that youth development is about more than just avoiding problems, and is also about 
developing a positive identity. Much the same as being disease-free does not equal good 
health, so too, Pittman, Irby, Tolman, Ferber and Yohalem (2011) argue that risk-free 
adolescents are not necessarily well prepared for adulthood. 
The protective factor etiological perspective, on the other hand, holds that children exhibit 
resilience even when faced with multiple risk factors. This approach is based on the strengths 
perspective which argues that, instead of simply enduring difficult circumstances, people are 
capable of triumphing over them (Corcoran & Nichols-Casebolt, 2004). Bernard (1993a, 
1993b, 1993c) asserts that there is a need to focus on the positive in addition to reducing risk. 
Protective processes are defined as individual and environmental safeguards that enhance the 
developing individual’s ability to resist stressful events and promote adaptation. 
(Bogenshneider, 1996; Rutter, 1987).  
Protective factors do not lead directly to an outcome, but only come into play when a risk 
factor is present (Rutter, 1987; Werner & Smith, 1982). Small and Memmo (2004) point out 
that, while lack of resources relates directly in children to a failure to thrive, it is indirectly 
related to problem behaviour. In addition positive features that are absent in poorer 
communities are often replaced by conditions that generate risk (Garbarino, 1995). It is thus 
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the presence of risk, not the lack of resources per se that leads to problem behaviour. Youth 
who have access to resources may also exhibit problem behaviour if risk processes are 
present. 
A limitation of this approach is that a protective factor could simply be the flipside of a risk 
factor. The focus in research is very often only on the individual and not the environmental 
protective processes, therefore not touching on community risk. Often the focus is on all 
youth, while the benefit is really more for those who face many risks. It is also difficult to get 
commitment from communities when promoting protective processes rather than tackling 
risks. 
  
7.3.1 Ecological risk and protection model 
Bogenschneider (1996) states that adolescent development is too complex to be studied 
through one lens and recommends that the risk, protective and ecological models be 
combined when studying the impact that these factors have on behavioural outcomes. She 
suggests that the combination helps to overcome some of the limitations discussed above. 
Many studies have adopted this approach to study phenomena such as goal formation 
(Corcoran & Nichols-Casebolt, 2004), early sexual intercourse (Jordahl & Lohman, 2009) 
and depressive symptoms in adolescents (Olson & Goddard, 2010). 
While human development is influenced by a host of processes at different levels of the 
human ecology, they can all be grouped into risk and protective processes (Maring & Braun, 
2006). The focus would be to reduce risk while at the same time bolstering protective 
processes for youth exposed to risk. Reducing risk means they need less protection, while 
increasing protection helps them to deal with more risk. According to Corcoran and Nichols-
Casebolt (2004), the framework looks at the balance between risk and protective processes 
that interact with and have an impact on the functioning of the individual. The ecological 
 
 
 
 
 265 
  
slant expands the risk and protection beyond the individual to a host of processes including 
context and time aspects that can either protect adolescents or put them in harm’s way. The 
combined model offers a balanced view of the systems in the ecology by looking at risk as 
well as protective processes. In doing so, it recognises the complexity of adolescent 
development. 
Though some studies that have used this combined approach have termed the combination 
The Ecological Risk and Resilience Model (Corcoran & Nichols-Casebolt, 2004), the word 
“resilience” was avoided in the current study. Preference is given to protective processes 
because resilience is a rather individual concept that will not adequately describe what the 
instrument in this study will be measuring. Risk and protective processes instead of risk and 
protective factors is a more accurate description of what the instrument measures, 
specifically since the mature version of the ecological theory (the PPCT model) includes the 
concept of processes between systems as a very important component in human 
development. With regard to the contribution that this study ultimately hopes to make, 
which is, to inform interventions, processes provide more insight as to what to do to change 
a situation, while factors merely provide general information about where to focus attention. 
Since the rationale for this study is to provide a tool that will inform substance abuse 
interventions, this combined model will meet the aims of this research project. A solid 
appropriate model is needed to guide research into action. 
While the risk-focused model is useful for all youth, the protective model is especially useful 
when dealing with youth at-risk. The current study is intended to provide a tool to identify 
individual and environmental risk processes within the domains of ecological theoretical 
framework, experienced by youth who face a host of risk factors daily. Corcoran and 
Nichols-Casebolt (2004) declare that this model is ideal for assessment and intervention 
 
 
 
 
 266 
  
planning. It prioritises protective processes for the individual and the environment, and 
identifies risks to be dealt with in the different systems. 
Other studies have confirmed that ecological theory complements their research on resilience 
(Gore & Eckenrode, 1994; Rutter, 1995). In his work, Bronfenbrenner, on the other hand 
refers to research on resilience (1986, 2005). This blend of the two frameworks is useful 
because risk and protection can be defined within the individual’s immediate environment 
and also in the larger context. 
 
7.4 CONCLUDING VALIDITY ARGUMENT FOR THE SASUCRQ 
The findings of this study have contributed to the validity argument for the SASUCRQ in 
terms of content, as well as structural and external evidence. Content evidence for the 
instrument was gathered through a pilot study that assessed how well adolescents from the 
target population understood and could relate to the items and format of the instrument. 
Improvements were made to the instrument based on the findings in this pilot study. Content 
evidence was further demonstrated based on the feedback from the relevant communities 
(Carels, 2012).  
With regard to structural evidence, the approach used for the selection and reassignment of 
items has been widely used in research demonstrating support for the techniques employed. 
Multiple methods were used in this process along with a strong theoretical basis. The same 
set of criteria were used for the selection of scales at the second-order level of analysis. One 
of the scales (“hopelessness community”) was excluded at this stage, and the rest did not all 
load as expected. While scales were expected to load according to the systems levels of the 
ecological theoretical framework, loadings on only two of the second-order factors acted 
according to expectation, while the loadings on two factors seemed to be according to the 
processes, interactions within the individual and micro-systems levels. These appear to be 
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loading according to the risk and protective aspects of the ecological theoretical framework. 
The SASUCRQ has thus proved to be theoretically coherent in relation to the ecological risk 
and protection model described in Section 7.3 above. However, it has to be kept in mind that 
important scales (in the light of the community’s feedback as well as the literature) had to be 
deleted, and that these scales need to be rewritten and re-introduced into the instrument at a 
later stage. 
External evidence for the instrument was demonstrated for the Afrikaans version of the 
SASUCRQ in that it discriminated significantly between substance-using and non-using 
adolescents on all four factors yielded by the common factor analysis conducted at a second-
order level. Construct equivalence across the language versions was adequate for some of the 
scales, allowing for comparisons across the groups at least for these scales. 
Based on this evidence, exploratory research can be conducted using the current Afrikaans 
version of the instrument. This version can be used to identify adolescents at risk for 
substance use, it can point out the presence of risk in certain communities, and it can be used 
to collect information that will prove useful in the development of preventative interventions 
in the relevant communities. 
The scale level results of the English version were promising when regarded in itself.  At a 
scale level, this version seems to display construct validity and one might be able to use the 
scale scores to do research in communities of interest.  However, the results of the second-
order factor analysis for the English version differed from the Afrikaans version.  These 
results were difficult to interpret, and also pointed in the direction of the inequivalence of the 
two versions of the SASUCRQ.  It is clear that while the first two second-order factors and  
the scales loading on those factors seem to be equivalent and with the same underlying 
meaning, the scales loading on the last two second-order factors cannot be assumed to be 
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measuring the same underlying construct as the Afrikaans version. Recommendations for 
further research on this version of the instrument will follow. 
7.5 LIMITATIONS OF THE STUDY 
Having only school learners in a study that plans to measure substance use as a variable, does 
not constitute a representative sample. Users and the more disadvantaged youth from the 
more dysfunctional families were more likely to be absent from school more often or have 
dropped out of school all together. Responses of users may have been missed because cross-
sectional studies rely on all learners to be present at school on the day of the data collection. 
Out-of-school youth should have formed part of the sample in order to make it more 
representative and so not compromise the internal validity of the study. Local media report 
that of the children who started in South African schools in 2000, less than half wrote the 
grade 12 exam in 2012 (Bauer, 2 January 2013). In the current study, attempts were made to 
access the out-of-school cohort, but these attempts did not adequately capture out-of-school 
youth in the correct age group. Of the adolescents targeted through community organisations, 
most were either in schools or not of school-going age. The school-aged out-of-school youth 
proved impossible to access through the community organisations identified. Substance users 
were, however, adequately represented in the sample of school learners, as can been seen in 
the description of the sample in Chapter 5.   
Simultaneous development is an alternative approach mentioned in the literature, to develop 
different language versions of an instrument, and might be regarded as a more appropriate 
approach than the approach followed in this study (Tanzer, 2005; Tanzer & Sim, 1999). 
Following this approach might have contributed to an instrument with more equivalence. 
However, the adaptation/translation method used in this study is widely used, while the 
statistical methods used to explore the equivalence are recommended and supported by the 
 
 
 
 
 269 
  
literature (Laher, 2010; de Bruin, 2009; Geisinger, 1994; Vijver & Leung, 1997). Further 
research on equivalence will be addressed in the recommendations in the next section. 
The levels of missing data reported in Chapter 5 could have compromised the quality of the 
analysis. Average scores were imputed for missing values when scales had less than 50% 
values missing. These imputations were therefore based on the responses to most of the items 
in a given scale. However, as was discussed, the replaced missing values were random, and 
constituted very low percentages of the overall responses. 
Rasch modelling was not employed in the selection of items for the SASUCRQ or to produce 
evidence of the interval level of the scale scores. For the current study, the scale totals at this 
stage can therefore not be considered interval level data, as they are based on the tally of 
likert-type item scores. Summing the item scores on scales with acceptable levels of interval 
consistency is a widely used approach in the literature, but it is understood that the results of 
this study will have to be complemented with Rasch modelling analyses. The results will thus 
be considered preliminary, and recommendations will be made for further research in this 
regard. 
It might have been unrealistic to expect the second order factors to load exactly according to 
the systems levels of the ecological theoretical framework. While this framework proved 
useful in ensuring that a wide range of factors were included in the SASUCRQ, it did not 
prove useful in framing the expected second order factors. This is also evidenced by the fact 
that the second order factors that emerged seemed to be more closely aligned to the 
Ecological Risk and Protection Model described in section 7.3.1 above. The macro systems 
level factors were likely to exert an influence on the factors representing the lower systems 
levels of the ecological theoretical framework (e.g. in the micro and meso systems levels). 
One should thus have expected a more complex rather than a simple structure to emerge. The 
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content of the scales rather than the ecological theoretical framework should have shaped the 
expectations with regard to the second order factors of the SASUCRQ. The Ecological Risk 
and Protection Model was thus employed as a theoretical framework in the interpretation of 
the second order factors that emerged as structural evidence for the validity argument for the 
SASUCRQ. 
 
7.6 RECOMMENDATION FOR FURTHER RESEARCH 
It is recommended that the out-of-school youth be accessed through street intercept methods 
in follow-up research to assess the validity of the SASUCRQ for this sample of adolescents.  
A DIF analysis is recommended on the scales that proved to be not equivalent across the two 
language versions of the instrument.  
Scales that proved to be problematic, specifically in the macro-, exo- and chrono-systems 
levels, must be redeveloped and reintroduced. 
Following the EFA done at item level, it is also recommended that Rasch modelling be 
conducted on the scales of the SASUCRQ after the recommended revisions have been 
effected. Following this, steps need to be taken towards norming and/or cutscore 
development for the Afrikaans version. 
The study did not show convincing external evidence towards the validity argument for the 
SASUCRQ and would thus like to recommend that this be further investigated using 
discriminant analysis. An analysis of this nature will complement the findings of the 
Hotelling’s T² statistics by demonstrating with what accuracy the instrument can classify the 
adolescents as substance users or non-users. 
 
 
 
 
 
 271 
  
7.7 CONCLUSION 
In conclusion, content, structural and external validity evidence have been provided for the 
SASUCRQ by this study. While further revisions of both versions are necessary as stated in 
section 7.6 above, the Afrikaans version of the instrument can be employed in the meanwhile 
to identify adolescents at risk of substance use, to identify communities at risk and to inform 
preventative interventions.  
The validation of the instrument is an iterative process which was not completed through this 
study. The validation process will continue until it is clear that both language versions of the 
SASUCRQ are measuring the content domains that they were intended to measure and in so 
doing to fill the gap in research identified in Chapters 3 and 4. Instrument development 
studies generally recommend the further development of an instrument through the revision 
and reformulation of items (de Bruin & Lew, 2000). 
 
7.8 SIGNIFICANCE OF THE STUDY 
The SASUCRQ can measure the level and prevalence of exposure to factors associated with 
adolescent substance use in certain schools or communities. It can identify groups reporting 
high risk or low protection with regard to certain factors. It can also highlight elevated risk 
and depressed protective factors where these are present in these schools or communities. 
Because of the effect that substance use has on society as a whole, not only on individuals, it 
is necessary to identify these associated factors in order to examine the dynamics between 
these factors and substance use. This is especially true for adolescents since it is at this stage 
of their development that most people are introduced to drugs in such communities. The 
instrument can be used to identify youth in low-socio-economic status South African 
communities who are at risk of substance use. In this way the problem can be addressed 
preventatively, which is ideal because of the highly addictive nature of the substances that are 
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most prevalent in these areas, and also because of the difficulty that these adolescents have in 
accessing tertiary interventions. Primary, secondary and tertiary interventions can also be 
targeted more accurately if there is a clearer understanding of the dynamics between 
substance use and the factors that influence behaviours such as substance use in these 
adolescents.  
Once the SASUCRQ has been further validated for the communities that have been identified 
for this study, it can be applied in other similar communities where substance use is prevalent 
amongst the adolescents.  Addressing some of these associated factors will also have an 
effect on the general well-being of adolescents in these communities, and so directly and 
indirectly affect crime rates, the spread of HIV/AIDS, and other social and public health 
problems that are also prevalent in these communities. This instrument can also be useful in 
other similar research to understand the contribution that these factors make to problem 
behaviour in general in South African adolescents. 
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APPENDIX 1: QUESTIONNAIRES 
 
                                  A   (Slegs vir amptelike gebruik)  
 
FAKTORE WAT MET DWELMGEBRUIK GEASSOSIEER 
WORD 
 
1. Hierdie vraelys sal gebruik word om uit te vind watter faktore in jou 
gemeenskap aanleiding kan gee tot alkohol en dwelmgebruik. 
 
2. Jou antwoorde is belangrik vir hierdie studie, of jy nou alkohol en/of 
dwelms gebruik, of nie. 
 
3. Dit behoort ongeveer 40-50 minute te neem om die vraelys te voltooi. 
 
4. Daar is GEEN REGTE OF VERKEERDE ANTWOORDE NIE. 
 
5. Kies die opsie wat jou antwoord die beste pas en merk (√) in die 
ooreenstemmende blokkie. 
 
6. Jy hoef nie jou naam op die vraelys te skryf of jou antwoorde aan enige 
iemand te wys nie. 
 
7. Wanneer jy klaar alles ingevul het, sal niemand wat jou ken, toegelaat word 
om jou antwoorde te sien nie. 
 
8. Jy word toegelaat om enige tyd van die studie te onttrek, ook terwyl ons 
besig is daarmee. 
 
9. Lees asb die vrae noukeurig deur en antwoord so eerlik as moontlik. 
 
10. Party vrae mag soos ander vrae klink – antwoord hulle asb in elk geval. 
 
 
Jou samewerking met die vraelys word baie waardeer. 
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Die volgende vrae handel oor jou gebruik van alkohol en dwelms of nie.   
Dit is belangrik dat jy hierdie vrae so eerlik moontlik sal beantwoord. 
Onthou dat niemand sal weet dat hierdie jou vraelys is nie. 
 
Merk (√) by die opsies wat op jou van toepassing is OF skryf jou antwoord in die spasie wat voorsien word. 
 
 
 Alkohol Dagga 
(Cannabis) 
Tik 
(Methamphetamine) 
Buttons 
(Mandrax) 
Unga 
(Heroin) 
E 
(Ecstasy) 
Ander 
Spesifiseer: 
 
1) Het jy al ooit enige van die 
volgende gebruik? 
Ja Nee Ja Nee Ja Nee Ja Nee Ja Nee Ja Nee Ja Nee  
B-H 
2) Gebruik jy nog steeds enige 
van die volgende?  
Ja Nee Ja Nee Ja Nee Ja Nee Ja Nee Ja Nee Ja Nee 
 
 
 
I-O 
Antwoord die res van die vrae op hierdie blaai SLEGS as jy JA geantwoord het op enige van die dwelms wat hierbo in vraag 1 genoem is.  Indien nie, gaan asb 
voort met die vraelys wat op die volgende bladsy begin. 
 
3) Hoe gereeld gebruik/het jy 
die dwelms gebruik? 
Alkohol Dagga 
 
Tik 
 
Buttons 
 
Unga 
 
E 
 
Ander 
Spesifiseer: 
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4) Hoe oud was jy toe jy die 
eerste keer die volgende   
gebruik het? 
 
Alkohol Dagga Tik Buttons Unga E Ander  
 
W-AC        
5) Indien jy per dag meer as 
een dwelm gebruik/gebruik 
het, merk die dwelms wat jy 
saam gebruik of gebruik het. 
Alkohol Dagga 
(Cannabis) 
Tik 
(Methamphetamine) 
Buttons 
(Mandrax) 
Unga 
(Heroin) 
E 
(Ecstasy) 
Ander 
Spesifiseer: 
 
 
AD 
6) Is jy al ooit vir enige van die 
volgende dwelms behandel vir 
misbruik of verslawing? 
Alkohol Dagga 
(Cannabis) 
Tik 
(Methamphetamine) 
Buttons 
(Mandrax) 
Unga 
(Heroin) 
E 
(Ecstasy) 
Ander 
Spesifiseer: 
 
AE  
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Vul asb hier die volgende agtergrondsinligting in. Merk (√) by een van die opsies  
OF skryf jou antwoord in die spasie wat voorsien word 
 
Wat is jou geslag? 
 
Vroulik Manlik  
AF 
Hoe oud is jy?  
 
 
AG 
Wat is jou 
huistaal/huistale? 
Engels Afrikaans Eng. en 
Afr. 
Xhosa Ander  
spesifiseer: 
 
 
AH 
In watter graad is jy? 
 
8 9 10 11 12  
AI 
In watter area woon 
jy? 
 
 
 
AJ 
Wat is jou 
geloof/godsdiens? 
 
 
 
AK 
 
Om die res van die vrae te antwoord, dink oor die afgelope 30 dae na en gebruik 
dan die volgende riglyn om die opsie wat jou antwoord die beste pas (√) te merk:  
 
Altyd 
 
Dikwels 
 
Selde 
 
Nooit 
Nie van 
toepassing 
(Nvt) 
(100% van 
die tyd) 
(Meer as 50% 
van die tyd) 
(Tot 50%  
van die tyd) 
(0% van 
die tyd) 
Nie op jou 
van 
toepassing 
nie 
(slegs vir items 37-41, 
103 en 104) 
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                                     A   (For official use only)  
 
 
 
 
FACTORS ASSOCIATED WITH DRUG USE 
 
1. This questionnaire will be used to find out what factors could lead to 
alcohol and drug use in your community. 
 
2. Your answers are important for this study whether you use alcohol and/or 
drugs or not. 
 
3. It should take around 40-50 minutes to complete this questionnaire. 
 
4. There are NO RIGHT OR WRONG ANSWERS. 
 
5. Choose the option that fits your answer best and tick (√) it in the blocks 
provided.  
 
6. You do not have to write your name on the questionnaire or show your 
answers to anybody.  
 
7. Nobody who knows you will look at your answers once you have finished it. 
 
8. You are free to withdraw from the study at anytime, during the process.  
 
9. Please read every question carefully and answer the questions honestly.  
 
10. Some questions will sound the same – please answer them anyway. 
 
 
Your cooperation with the completion of this questionnaire is 
highly appreciated. 
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The following questions are about whether you use alcohol and drugs or not. 
It is important that you answer these questions honestly. 
Remember that no one will know that this is your questionnaire. 
 
Tick (√) by the option that applies to you OR write your answer in the space provided. 
 
 
 Alcohol Dagga 
(Cannabis) 
Tik 
(Methamphetamine) 
Buttons 
(Mandrax) 
Unga 
(Heroin) 
E 
(Ecstasy) 
Other 
Specify: 
 
1) Have you ever used any of 
the following? 
 
Yes No Yes No Yes No Yes No Yes No Yes No Yes No  
B-H 
2) Are you still using any of 
the following? 
 
Yes No Yes No Yes No Yes No Yes No Yes No Yes No  
I-O 
Answer the rest of the questions ONLY if you have answered YES to question 1) for any of the drugs listed in question 1 above. If you’ve answered NO to question 
1) above then proceed to the next page and answer the rest of the questionnaire. 
 
3) How regularly do/did you 
use the following? 
 
Alcohol Dagga 
 
Tik Buttons Unga E 
 
Other 
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4) How old were you when 
you first used the following? 
 
Alcohol Dagga Tik Buttons Unga E Other  
 
 
W-AC 
       
5) If you use(d) more than one 
type of drug on the same day 
(including alcohol) tick the 
drugs that you would use or 
would have used together. 
Alcohol Dagga Tik Buttons Unga E Other  
 
AD 
6) Have you ever been treated 
for use, abuse, or addiction to 
any of the following? 
Alcohol Dagga Tik Buttons Unga E Other  
AE 
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Please provide us with the following background information. Either tick (√) one of 
the options OR fill in your answer in the space provided. 
 
Are you female or male? 
 
Female Male  
AF 
How old are you?  
 
 
AG 
What is your home 
language? 
English Afrikaans Eng. & 
Afr. 
Xhosa Other: specify 
 
 
 
AH 
What grade are you in? 
 
8 9 10 11 12  
AI 
What area do you live in? 
 
  
AJ 
What is your religion?  
 
 
AK 
 
To answer the rest of the questions, think about the past 30 days, then use the 
following key to tick (√) the option that matches your answer:  
 
Always 
 
Often 
 
Seldom 
 
Never 
Not 
applicable 
(N/A) 
(100% of  
the time) 
(More than 
50% of  
the time) 
(Up to  
50% of  
the time) 
(0% of  
the time) 
Not relevant 
for you  
(only for questions  
37-41, 103 & 104) 
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APPENDIX 2: RESEARCH APPROVAL LETTER 
    Directorate: Research 
 
 
Audrey.wyngaard2@pgwc.gov.za  
tel: +27 021 467 9272  
Fax:  0865902282 
Private Bag x9114, Cape Town, 8000 
wced.wcape.gov.za 
REFERENCE: 20120413-0048 
ENQUIRIES:   Dr A T Wyngaard 
 
Ms Maria Florence 
Psychology Department 
UWC 
 
Dear Ms Maria Florence 
 
RESEARCH PROPOSAL: ADOLESCENT SUBSTANCE ABUSE: A MODEL OF PERCIEVED 
INDIVIDUAL AND CONTEXTUAL WELLNESS FACTORS  
Your application to conduct the above-mentioned research in schools in the Western Cape has been 
approved subject to the following conditions: 
1. Principals, educators and learners are under no obligation to assist you in your investigation. 
2. Principals, educators, learners and schools should not be identifiable in any way from the results 
of the investigation. 
3. You make all the arrangements concerning your investigation. 
4. Approval for projects should be conveyed to the District Director of the schools where the project 
will be conducted. 
5. Educators’ programmes are not to be interrupted. 
6. The Study is to be conducted from 16 July 2012 till 28 September 2012  
7. No research can be conducted during the fourth term as schools are preparing and finalizing 
syllabi for examinations (October to December). 
8. Should you wish to extend the period of your survey, please contact Dr A.T Wyngaard at the 
contact numbers above quoting the reference number?  
9. A photocopy of this letter is submitted to the principal where the intended research is to be 
conducted. 
10. Your research will be limited to the list of schools as forwarded to the Western Cape Education 
Department. 
11. A brief summary of the content, findings and recommendations is provided to the Director:  
Research Services. 
12. The Department receives a copy of the completed report/dissertation/thesis addressed to: 
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          The Director: Research Services 
Western Cape Education Department 
Private Bag X9114 
CAPE TOWN 
8000 
We wish you success in your research. 
 
Kind regards. 
Signed: Dr Audrey T Wyngaard 
for: HEAD: EDUCATION 
DATE: 04 June 2012 
Lower Parliament Street, Cape Town, 8001 Private Bag X9114, Cape Town, 8000 
tel: +27 21 467 2000    fax: +27 21 467 2996    Employment and salary enquiries: 0861 92 33 22  
Safe Schools: 0800 45 46 47 www.westerncape.gov.za 
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APPENDIX 3: INFORMATION SHEETS – PARENTS 
UNIVERSITEIT VAN WES-KAAPLAND 
Privaatsak X17, Bellville 7535 
Tel: 021-959 2283, Faks: 021-959 3515 
 
Titel van navorsingsprojek: Adolessente se gebruik van dwelmmiddels: Die ontwikkeling 
en evaluering van die geldigheid van ‘n vraelys oor adolessente se persepsies van 
faktore wat bydra tot indiwiduele en kontekstuele welsyn. 
Waaroor gaan die studie? 
Hierdie navorsingsprojek staan onder leiding van Maria Florence van die Sielkunde 
Departement by die Universiteit van Wes-Kaapland. Die projek was goedgekeur deur die 
Senaat se  Navorsings- en Etiese Komitee by die Universiteit van Wes-Kaapland. Omdat u kind 
tussen die ouderdom van 13 en 18 jaar is en in die Wes Kaap woon, word hy/sy uitgenooi om 
aan die navorinsgsprojek deel te neem. Die doel van die studie is om ‘n instrument te ontwikkel 
wat ons sal help om vas te stel watter faktore in die gemeenskap bydra tot die gebruik van 
dwelmmiddels deur adolessente. Hierdie navorsing sal bydra tot ‘n beter begrip van dié problem 
in die Wes-Kaap en kan dus bydra tot die implimentering van beter voorkomings- en 
behandelingsprogramme. 
Wat word verlang van die kind indien hy/sy instem om deel te neem? 
Dit word van u kind verlang om die vrae in die vraelys te beantwoord. ’n Voorbeeld van die tipe 
vraag wat gevra sal word is, bv. “Hoe dikwels het jy die gevoel dat jy jou 
omstandighede/situasie kan verbeter?”.  Die vraelys sal aan u kind oorhandig word deur 
opgeleide navorsingsassistente gedurende die klastyd (toestemming is vooraf van die 
onderwysers en skoolprinsipaal bekom).  Daar sal dus tyd wees om die vraelys gedurende 
klastyd te voltooi en dan ook in te handig. Deelname aan die navorsing is nie ‘n vereiste van die 
klas wat hy/sy sal bywoon nie en hy/sy sal nie ekstra punte ontvang vir die voltooing van die 
vraelys nie. 
 
Sal my kind se deelname aan hierdie studie vertroulik hanteer word? 
Ons verseker u dat u kind se persoonlike inligting vetroulik hanteer sal word. Ons verlang 
inligting soos ouderdom en geslag, maar u kind se naam sal nie verskyn op die vraelys nie. Die 
navorsers sal die enigste mense wees met toegang tot die inligting. Indien ons ‘n artikel of 
verslag skryf wat gegrond is op hierdie navorsing, sal u kind se identiteit, asook die naam van 
die skool en gemeenskap, beskerm word. 
 
Wat is die risikos van die navorsing? 
Daar word geen risikos geassosieer aan u kind se deelname aan hierdie navorsingsprojek nie. 
Ons doen nie navorsing wat u kind op enige manier sal affekteer nie. Dit word slegs van u kind 
verlang om ‘n vraelys te voltooi wat sal bydra tot die insameling van inligting met betrekking tot 
die gebruik van dwelmmiddels in die algemeen.  Op hierdie stadium is ons net geïnteresseerd in 
die ontwikkeling van die vraelys en die inligting word versamel om seker te maak dat die vraelys 
‘n geldige vraelys is. 
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Moet my kind deel neem aan dié navorsing en kan hy/sy enigetyd onttrek? 
Indien u kind besluit om deel te neem aan hierdie navorsing, kan hy/sy enigetyd onttrek. Indien 
u kind besluit om nie deel te neem aan hierdie navorsingsprojek nie (of u gee nie toestemming 
vir u kind se deelname nie) of sy/haar deelname onttrek, sal daar geen nagevolge wees nie.  
 
Is daar enige hulp beskikbaar indien my kind negatief geraak word as gevolg van sy/haar 
deelname aan hierdie studie? 
Indien u kind negatief geaffekteer word deur hiedie navorsing, kan u gerus vir Maria Florence 
kontak. Sy sal dus haar bes probeer om u of u kind te verwys, sodat u of u kind die nodige hulp 
en ondersteuning kan kry. 
 
Wat as ek vrae het? 
Indien u  enige vrae het met betrekking tot die studie, kontak gerus vir Maria Florence (021-
9592827) mflorence@uwc.ac.za. Indien u enige vrae het in verband met u regte as ‘n 
deelnemer in die studie asook die rapportering van probleme wat u ondervind het, kontak gerus: 
Die Hoof van die Sielkunde Departement: Prof K. Mwaba (021-959 2839) 
kmwaba@uwc.ac.za OF Die Dekaan van die Fakulteit van Gemeenskaps en Gesondheids 
Wetenskappe: Prof H. Klopper (021-959 2631) hklopper@uwc.ac.za. 
 
 
UNIVERSITY OF THE WESTERN CAPE 
Private Bag X17, Bellville 7535 
Tel: 021-959 2283, Fax: 021-959 3515 
Title of Research Project: Adolescent substance use: The development and validation of a 
measure of perceived individual and contextual wellness factors. 
What is this study about?  
This research is being conducted by Maria Florence of the Psychology Department at the 
University of the Western Cape.  This project has been approved by the University of the 
Western Cape’s Senate Research and Ethics Committee. Your child has been invited to 
participate in the research because s/he is between the ages of 13 and 18 years and living 
in the Western Cape.  The purpose of this research is to develop a questionnaire that will 
help us find out what factors in the community could lead to drug and alcohol use amongst 
young people.  This will contribute to a better understanding of the problem in this area of 
the Western Cape, and could lead to better programmes being implemented.  
What will your child be asked to do if s/he agrees to participate? 
Your child will be asked to answer questions on a questionnaire.  The kind of questions that 
will be asked is, for example, “How often have you felt like you are able to improve your own 
situation?”. Your child will be given the questionnaire by trained researchers during class 
time (previously arranged with teachers and the school principal), and s/he will be given a 
chance to fill in the questionnaire and hand it back during that session. Participation in the 
research is NOT a requirement of the class that s/he would have attended in this slot.  
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Would my child’s participation in this study be kept confidential? 
We will ensure that your child’s personal information is kept confidential.  We will need to 
record information like his/her age and gender, but his/her name will not appear on the 
questionnaire or the record that will be kept of the information. The researchers will be the 
only people who will have access to the results.  If we write a report or article about this 
research, your child’s identity (as well as the name of the school and community) will be 
protected.   
 
What are the risks of this research? 
There are no known risks associated with participating in this research.  We are not doing 
research on your child as a person or to affect her/him in any way.   Your child is filling in 
this questionnaire so that we can collect information about drug and alcohol use in general. 
At this stage we are only interested in the development of the questionnaire so the 
information that will be collected will be used to ensure that it is a valid questionnaire. 
 
Does my child have to be in this research and may s/he stop participating at any 
time?   
If your child decides to participate in this research, s/he may stop at any time.  If your child 
decides not to participate in this research (or you decide not to grant permission for him/her 
to participate in the research) or if s/he stops participating at any time, there will not be any 
consequences. 
 
Is any assistance available if my child is negatively affected by participating in this 
study? 
Should your child be negatively affected by this research, you can contact Maria Florence 
who will do everything possible to refer you for support and assistance.  
 
What if I have questions? 
If you have any questions about the research itself, please contact Maria Florence (021-
9592827) mflorence@uwc.ac.za. Should you have any questions regarding this research 
and your child’s rights as a research participant or if you wish to report any problems you 
have experienced related to the research, please contact: The Head of the Psychology 
Department: Prof K. Mwaba (021-959 2839) kmwaba@uwc.ac.za OR The Dean of the 
Faculty of Community and Health Sciences: Prof H. Klopper (021-959 2631) 
hklopper@uwc.ac.za 
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APPENDIX 4: INFORMATION SHEETS - LEARNERS 
UNIVERSITEIT VAN WES-KAAPLAND 
Privaatsak X17, Bellville 7535 
Tel: 021-959 2283, Faks: 021-959 3515 
 
Titel van navorsingsprojek: Adolessente se gebruik van dwelmmiddels: Die ontwikkeling 
en evaluering van die geldigheid van ‘n vraelys oor adolessente se persepsies van 
faktore wat bydra tot indiwiduele en kontekstuele welsyn. 
Waaroor gaan die studie? 
Hierdie navorsingsprojek staan onder leiding van Maria Florence van die Sielkunde 
Departement by die Universiteit van Wes-Kaapland. Die projek was goedgekeur deur die 
Senaat se  Navorsings- en Etiese Komitee by die Universiteit van Wes-Kaapland. Omdat u 
tussen die ouderdom van 13 en 18 jaar is en in die Wes Kaap woon, word u uitgenooi om aan 
die navorinsgsprojek deel te neem. Die doel van die studie is om ‘n instrument te ontwikkel wat 
ons sal help om vas te stel watter faktore in die gemeenskap bydra tot die gebruik van 
dwelmmiddels deur adolessente. Hierdie navorsing sal bydra tot ‘n beter begrip van dié problem 
in die Wes-Kaap en kan dus bydra tot die implimentering van beter voorkomings- en 
behandelingsprogramme. 
Wat word verlang van u indien u instem om deel te neem? 
Dit word van u verlang om die vrae in die vraelys te beantwoord. ’n Voorbeeld van die tipe vraag 
wat gevra sal word is, bv. “Hoe dikwels het jy die gevoel dat jy jou omstandighede/situasie kan 
verbeter?”.  Die vraelys sal aan u oorhandig word deur opgeleide navorsingsassistente 
gedurende die klastyd (toestemming is vooraf van die onderwysers en skoolprinsipaal bekom).  
Daar sal dus tyd wees om die vraelys gedurende klastyd te voltooi en dan ook in te handig. 
Deelname aan die navorsing is nie ‘n vereiste van die klas wat u sal bywoon nie en u sal nie 
ekstra punte ontvang vir die voltooing van die vraelys nie. 
 
Sal my deelname aan hierdie studie vertroulik hanteer word? 
Ons verseker u dat u persoonlike inligting vetroulik hanteer sal word. Ons verlang inligting soos 
ouderdom en geslag, maar u naam sal nie verskyn op die vraelys nie. Die navorsers sal die 
enigste mense wees met toegang tot die inligting. Indien ons ‘n artikel of verslag skryf wat 
gegrond is op hierdie navorsing, sal u identiteit, asook die naam van die skool en gemeenskap, 
beskerm word. 
 
Wat is die risikos van die navorsing? 
Daar word geen risikos geassosieer aan u deelname aan hierdie navorsingsprojek nie. Ons 
doen nie navorsing wat u op enige manier sal affekteer nie. Dit word slegs van u verlang om ‘n 
vraelys te voltooi wat sal bydra tot die insameling van inligting met betrekking tot die gebruik van 
dwelmmiddels in die algemeen.  Op hierdie stadium is ons net geïnteresseerd in die 
ontwikkeling van die vraelys en die inligting word versamel om seker te maak dat die vraelys ‘n 
geldige vraelys is. 
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Moet ek deel neem aan dié navorsing en kan ek enigetyd onttrek? 
Indien u besluit om deel te neem aan hierdie navorsing, kan u enigetyd onttrek. Indien u besluit 
om nie deel te neem aan hierdie navorsingsprojek nie of u deelname onttrek, sal daar geen 
nagevolge wees nie.  
 
Is daar enige hulp beskikbaar indien ek negatief geraak word as gevolg van my deelname 
aan hierdie studie? 
Indien u negatief geaffekteer word deur hiedie navorsing, kan u gerus vir Maria Florence kontak. 
Sy sal dus haar bes probeer om u te verwys, sodat u die nodige hulp en ondersteuning kan kry. 
 
Wat as ek vrae het? 
Indien u  enige vrae het met betrekking tot die studie, kontak gerus vir Maria Florence (021-
9592827) mflorence@uwc.ac.za. Indien u enige vrae het in verband met u regte as ‘n 
deelnemer in die studie asook die rapportering van probleme wat u ondervind het, kontak gerus: 
Die Hoof van die Sielkunde Departement: Prof K. Mwaba (021-959 2839) 
kmwaba@uwc.ac.za OF Die Dekaan van die Fakulteit van Gemeenskaps en Gesondheids 
Wetenskappe: Prof H. Klopper (021-959 2631) hklopper@uwc.ac.za. 
 
 
UNIVERSITY OF THE WESTERN CAPE 
Private Bag X17, Bellville 7535 
Tel: 021-959 2283, Fax: 021-959 3515 
Title of Research Project: Adolescent substance use: The development and validation of a 
measure of perceived individual and contextual wellness factors. 
What is this study about?  
This research is being conducted by Maria Florence of the Psychology Department at the 
University of the Western Cape.  This project has been approved by the University of the 
Western Cape’s Senate Research and Ethics Committee. You have been invited to 
participate in the research because you are between the ages of 13 and 18 years and living 
in the Western Cape.  The purpose of this research is to develop a questionnaire that will 
help us find out what factors in the community could lead to drug and alcohol use amongst 
young people.  This will contribute to a better understanding of the problem in this area of 
the Western Cape, and could lead to better programmes being implemented.  
What will you be asked to do if you agree to participate? 
You will be asked to answer questions on a questionnaire.  The kind of questions that will 
be asked is, for example, “How often have you felt like you are able to improve your own 
situation?”. You will be given the questionnaire by trained researchers during class time 
(previously arranged with teachers and the school principal), and you will be given a chance 
to fill in the questionnaire and hand it back during that session. Participation in the research 
is NOT a requirement of the class that you would have attended in this slot.  
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Would your participation in this study be kept confidential? 
We will ensure that your personal information is kept confidential.  We will need to record 
information like your age and gender, but your name will not appear on the questionnaire or 
the record that will be kept of the information. The researchers will be the only people who 
will have access to the results.  If we write a report or article about this research, your 
identity (as well as the name of the school and community) will be protected.   
 
What are the risks of this research? 
There are no known risks associated with participating in this research.  We are not doing 
research on you as a person or to affect you in any way.  You are filling in this questionnaire 
so that we can collect information about drug and alcohol use in general.  At this stage we 
are only interested in the development of the questionnaire so the information that will be 
collected will be used to ensure that it is a valid questionnaire. 
 
Do I have to be in this research and may I stop participating at any time?   
If you decide to participate in this research, you may stop at any time.  If you decide not to 
participate in this research or if you stop participating at any time, there will not be any 
consequences. 
 
Is any assistance available if I am negatively affected by participating in this study? 
Should you be negatively affected by this research, you can contact Maria Florence who will 
do everything possible to refer you for support and assistance.  
 
What if I have questions? 
If you have any questions about the research itself, please contact Maria Florence (021-
9592827) mflorence@uwc.ac.za. Should you have any questions regarding this research 
and your rights as a research participant or if you wish to report any problems you have 
experienced related to the study, please contact: The Head of the Psychology Department: 
Prof K. Mwaba (021-959 2839) kmwaba@uwc.ac.za OR The Dean of the Faculty of 
Community and Health Sciences: Prof H. Klopper (021-959 2631) hklopper@uwc.ac.za. 
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APPENDIX 5: ASSENT FORMS 
UNIVERSITEIT VAN WES-KAAPLAND 
Privaatsak X17, Bellville 7535 
Tel: 021-959 2283, Faks: 021-959 3515 
 
Titel van navorsingsprojek: Adolessente se gebruik van dwelmmiddels: Die 
ontwikkeling en evaluering van die geldigheid van ‘n vraelys oor adolessente se 
persepsies van faktore wat bydra tot indiwiduele en kontekstuele welsyn. 
Hierdie studie is aan beskryf in ‘n taal wat ek verstaan.  Ek stem vrywillig en sonder 
dwang in om deel te neem.  My vrae oor die studie is beantwoord.  Ek verstaan dat my 
identiteit nie bekend gemaak sal word nie en dat ek kan onttrek van die studie sonder 
om ‘n rede te verskaf en sonder dat dit my sal benadeel. 
 
Deelnemer se naam……………………….. 
   
Deelnemer se handtekening…………………………. 
 
Datum……………………. 
 
Getuie se naam………………………………………… 
 
Getuie se handtekening………………………………… 
 
Datum……………………………. 
 
Indien u enige vrae met betrekking tot die studie het of dalk enige negatiewe ervaringe 
met betrekking tot die studie wil rapporteer, kontak asseblief die koőrdineerder van die 
studie: 
Studiekoőrdineerder: Maria Florence 
Universiteit van Wes-Kaapland 
Privaatsak, Bellville 7535 
Tel: (021)959-2283/2453/2827 
Fax: (021)959-3515 
Epos: mflorence@uwc.ac.za 
☻BAIE DANKIE VIR U BYDRAE TOT HIERDIE NAVORSING ☻ 
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UNIVERSITY OF THE WESTERN CAPE 
Private Bag X17, Bellville 7535 
Tel: 021-959 2283, Fax: 021-959 3515 
 
Title of Research Project: Adolescent substance use: The development and validation 
of a measure of perceived individual and contextual wellness factors. 
The research has been described to me in language that I understand and I freely and 
voluntarily agree to participate. My questions about the research have been answered. I 
understand that my identity will not be disclosed and that I may withdraw from the 
research at any time without giving a reason and this will not negatively affect me in any 
way.   
Participant’s name……………………….. 
 
Participant’s signature……………………………….                                   
 
Date……………………… 
 
Witness’ name:…………………………………….. 
 
Witness’ signature: ………………………………………… 
 
Date: ……………………………. 
 
 
Should you have any questions regarding this research or wish to report any problems 
you have experienced related to the research, please contact the research coordinator: 
Research Coordinator’s Name: Maria Florence 
University of the Western Cape 
Private Bag X17, Bellville 7535 
Telephone: (021)959-2283/2453/2827 
Fax: (021)959-3515 
Email: mflorence@uwc.ac.za 
 
☻THANK YOU FOR YOUR CONTRIBUTION TO THIS RESEARCH☻ 
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APPENDIX 6: CONSENT FORMS 
UNIVERSITEIT VAN WES-KAAPLAND 
Privaatsak X17, Bellville 7535 
                                        Tel: 021-959 2283, Faks: 021-959 3515 
 
Titel van navorsingsprojek: Adolessente se gebruik van dwelmmiddels: Die ontwikkeling 
en evaluering van die geldigheid van ‘n vraelys oor adolessente se persepsies van faktore 
wat bydra tot indiwiduele en kontekstuele welsyn. 
Die studie is aan my verduidelik in ‘n taal wat ek verstaan.  Ek gee hiermee vrywillig en 
sonder dwang toestemming dat my kind mag deelneem. My vrae oor die studie is 
beantwoord.  Ek verstaan dat my kind se identiteit nie bekend gemaak sal word nie en dat 
my kind kan onttrek van die studie sonder om ‘n rede te verskaf en sonder dat dit hom/haar 
sal benadeel. 
Deelneme/kind se naam:………………………………………… 
Ouer/voog se handtekening:……………………………. 
Datum: ……………………………. 
Getuie se naam:………………………………………… 
Getuie se handtekening:……………………………. 
Datum: ……………………………. 
 
Indien u enige vrae met betrekking tot die studie het of dalk enige negatiewe ervaringe met 
betrekking tot die studie wil rapporteer, kontak asseblief die koőrdineerder van die studie: 
 
Studiekoőrdineerder: Maria Florence 
Universiteit van Wes-Kaapland 
Privaatsak X17, Bellville 7535 
Telefoon: (021)959-2283/2453/2827 
Faks: (021)959-3515 
Epos: mflorence@uwc.ac.za 
 
☻BAIE DANKIE VIR U BYDRAE TOT HIERDIE NAVORSING ☻ 
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UNIVERSITY OF THE WESTERN CAPE 
Private Bag X17, Bellville 7535 
Tel: 021-959 2283, Fax: 021-959 3515 
 
Title of Research Project: Adolescent substance use: The development and validation of a 
measure of perceived individual and contextual wellness factors. 
The research has been described to me in language that I understand and I freely and 
voluntarily give permission for my child to participate. My questions about the research have 
been answered. I understand that my child’s identity will not be disclosed and that s/he may 
withdraw from the research at any time without giving a reason and this will not negatively 
affect him/her in any way.   
 
Participant/child’s name……………………….. 
Parent/guardian’s signature……………………………….                                  
Date……………………… 
Witness’ name:…………………………………….. 
Witness’ signature: ………………………………………… 
Date: ……………………………. 
 
Should you have any questions regarding this research or wish to report any problems you 
have experienced related to the research, please contact the research coordinator: 
 
Research Coordinator’s Name: Maria Florence 
University of the Western Cape 
Private Bag X17, Bellville 7535 
Telephone: (021)959-2283/2453/2827 
Fax: (021)959-3515 
Email: mflorence@uwc.ac.za 
 
☻THANK YOU FOR YOUR CONTRIBUTION TO THIS RESEARCH☻ 
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APPENDIX 7: DESCRIPTIVE STATISTICS FOR ITEM 
Systems levels Items Means Std dev. Skewness Kurtosis Item total 
correlations 
Individual level Self-identity1 3.43 .892 -1.499 1.235 -.343 
Self-identity2 1.87 .958 .902 -.176 .032 
Self-identity3 2.16 1.032 .441 -.973 .060 
Social identity4 2.99 1.015 -.653 -.723 .260 
Social identity5 2.88 1.006 -.413 -.976 .278 
Social identity6 3.21 .941 -.920 -.243 .293 
Social identity7 2.62 1.025 -.134 -1.114 -.041 
Social identity8 2.55 1.155 -.048 -1.442 .108 
Social identity9 2.61 1.222 -.115 -1.571 .091 
Social identity10 2.71 1.124 -.268 -1.312 .145 
Citizenship11 3.52 .871 -1.775 2.016 .489 
Citizenship12 3.25 .924 -1.032 .049 .516 
Citizenship13 3.37 .933 -1.296 .492 .495 
Sense of belonging14 3.26 .948 -1.078 .069 .326 
Sense of belonging15 2.08 1.044 .570 -.887 -.402 
Sense of belonging16 2.69 1.120 -.244 -1.314 .160 
Sense of belonging17 2.84 1.040 -.396 -1.056 .278 
Sense of belonging18 2.57 1.021 -.023 -1.128 -.291 
Sense of belonging19 3.00 1.036 -.612 -.877 .308 
Sense of belonging20 3.08 1.018 -.743 -.680 .320 
Self-efficacy21 3.43 .885 -1.481 1.187 .314 
Self-efficacy22 3.13 .930 -.843 -.203 .334 
Self-efficacy23 3.07 .901 -.712 -.292 .320 
Self-efficacy24 2.98 .966 -.572 -.702 .195 
Self-efficacy25 2.98 1.055 -.640 -.863 .238 
Self-efficacy26 2.94 1.152 -.584 -1.168 .171 
Self-efficacy27 2.46 1.108 .050 -1.335 .076 
Self-efficacy28 2.48 1.135 .030 -1.396 .116 
Coping29 3.42 .900 -1.451 1.052 .402 
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Items Means Std dev. Skewness Kurtosis Item total 
correlations 
Coping30 3.17 .890 -.795 -.274 .534 
Coping31 3.26 .973 -1.066 -.076 .474 
Coping32 2.91 1.026 -.547 -.858 .438 
Coping33 3.07 1.153 -.771 -.981 .035 
Coping34 3.21 .946 -.959 -.145 .488 
Coping35 3.11 1.023 -.803 -.610 .432 
Effect of drugs36 3.25 1.135 -1.129 -.381 .597 
Effect of drugs37 3.23 1.194 -.679 -.713 .768 
Effect of drugs38 3.26 1.216 -.741 -.702 .784 
Effect of drugs39 3.26 1.199 -.723 -.660 .804 
Effect of drugs40 3.17 1.252 -.577 -.946 .767 
Effect of drugs41 3.19 1.246 -.638 -.890 .777 
Religiosity42 3.14 .948 -.788 -.459 .514 
Religiosity43 3.45 .846 -1.430 1.077 .640 
Religiosity44 3.20 .947 -.864 -.415 .629 
Religiosity45 3.42 .864 -1.382 .954 .570 
Religiosity46 3.04 1.106 -.761 -.849 .409 
Micro (family) 
systems level 
Family functioning47 2.63 1.009 -.220 -1.030 .128 
Family functioning48 3.25 1.046 -1.104 -.193 .525 
Family functioning49 2.94 1.047 -.611 -.849 .376 
Family functioning50 3.03 1.041 -.659 -.857 .568 
Family functioning51 3.16 .985 -.913 -.315 .568 
Family functioning52 3.24 .943 -1.019 -.051 .567 
Family functioning53 3.08 1.035 -.778 -.667 .626 
Family functioning54 3.10 1.031 -.818 -.597 .597 
Parental monitoring55 3.05 1.055 -.727 -.783 .273 
Parental monitoring56 3.66 .736 -2.253 4.346 .552 
Parental monitoring57 3.19 .947 -.975 -.063 .552 
Parental monitoring58 3.39 .907 -1.327 .643 .545 
Parental monitoring59 3.33 .947 -1.223 .306 .502 
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Items Means Std dev. Skewness Kurtosis Item total 
correlations 
Parental monitoring60 3.30 1.018 -1.202 .063 .375 
Parental monitoring61 3.51 .830 -1.664 1.858 .558 
Parental monitoring62 3.24 1.008 -1.101 -.047 .502 
Communication and social support63 3.11 1.001 -.837 -.456 .598 
Communication and social support64 3.25 .911 -1.024 .074 .546 
Communication and social support65 3.12 .966 -.797 -.460 .628 
Communication and social support66 3.01 1.011 -.663 -.717 .618 
Communication and social support67 3.09 1.111 -.826 -.789 .550 
Communication and social support68 3.34 1.005 -1.305 .330 .551 
Economic pressure in family69 3.21 .892 -.958 .087 .614 
Economic pressure in family70 3.51 .812 -1.608 1.713 .557 
Economic pressure in family71 3.36 .855 -1.184 .510 .681 
Economic pressure in family72 2.97 .951 -.591 -.606 .676 
Economic pressure in family73 2.82 .981 -.338 -.945 .553 
Economic pressure in family74 3.41 .856 -1.347 .908 .526 
Economic pressure in family75 3.05 .979 -.715 -.566 .653 
Economic pressure in family76 2.97 .997 -.554 -.840 .657 
Micro 
(community) 
systems level 
Peer support77 3.34 .854 -1.164 .537 .486 
Peer support78 3.10 .978 -.800 -.451 .570 
Peer support79 3.32 .930 -1.207 .375 .514 
Peer support80 3.13 .973 -.831 -.420 .603 
Peer support81 3.13 1.013 -.871 -.467 .365 
Peer influence82 3.11 1.111 -.860 -.747 .634 
Peer influence83 3.03 1.103 -.657 -1.019 .647 
Peer influence84 2.93 1.097 -.539 -1.093 .669 
Peer influence85 2.57 1.134 -.098 -1.386 .428 
Peer influence86 3.01 1.116 -.655 -1.032 .636 
School as a support87 3.24 .958 -.999 -.152 .504 
School as a support88 2.89 1.169 -.533 -1.235 .432 
School as a support89 3.13 .996 -.800 -.585 .406 
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Items Means Std dev. Skewness Kurtosis Item total 
correlations 
School as a support90 3.43 .899 -1.450 .984 .520 
School as a support91 3.30 .979 -1.201 .219 .470 
School as a support92 2.86 1.146 -.456 -1.258 .332 
School as a stressor93 2.53 .964 -.064 -.954 .379 
School as a stressor94 1.89 1.023 .834 -.540 .384 
School as a stressor95 2.42 1.133 .036 -1.403 .402 
School as a stressor96 1.88 1.117 .848 -.798 .462 
School as a stressor97 2.57 1.158 -.072 -1.447 .355 
School as a stressor98 2.43 1.210 .079 -1.551 .394 
Neighbourhood99 2.94 1.117 -.557 -1.121 -.035 
Neighbourhood100 2.72 1.021 -.225 -1.093 -.010 
Neighbourhood101 2.37 1.138 .198 -1.366 .194 
Neighbourhood102 3.31 1.040 -1.230 .054 .412 
Neighbourhood103 2.86 1.284 -.348 -1.397 .480 
Neighbourhood104 3.16 1.206 -1.142 -.063 .370 
Neighbourhood105 2.48 1.192 .022 -1.520 .453 
Neighbourhood106 2.58 1.103 -.103 -1.314 .223 
Neighbourhood107 2.32 1.184 .206 -1.476 .376 
Meso-systems 
levels 
Mixed messages108 2.63 1.205 -.174 -1.520 .470 
Mixed messages109 2.57 1.141 -.107 -1.400 .476 
Mixed messages110 2.82 1.183 -.442 -1.335 .588 
Mixed messages111 2.91 1.143 -.579 -1.128 .605 
Mixed messages112 2.61 1.069 -.163 -1.215 .511 
Mixed messages113 3.17 1.131 -.970 -.628 .484 
Mixed messages114 2.92 1.150 -.568 -1.165 .643 
Mixed messages115 3.04 1.094 -.708 -.914 .653 
Mixed messages116 2.93 1.120 -.590 -1.071 .654 
Macro-systems 
levels 
Tolerance for soft drugs117 2.06 1.131 .596 -1.100 .602 
Tolerance for soft drugs118 1.86 1.057 .871 -.611 .614 
Tolerance for soft drugs119 2.19 1.118 .418 -1.206 .583 
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Items Means Std dev. Skewness Kurtosis Item total 
correlations 
Tolerance for soft drugs120 2.15 1.112 .463 -1.163 .570 
Tolerance for soft drugs121 1.79 1.009 1.000 -.279 .617 
Tolerance for soft drugs122 1.93 1.081 .767 -.809 .639 
Tolerance for soft drugs123 1.99 1.066 .648 -.919 .630 
Tolerance for soft drugs124 2.00 1.110 .673 -.970 .436 
Exo-systems levels Social systems125 2.77 1.053 -.356 -1.083 .487 
Social systems126 2.68 1.032 -.211 -1.112 .516 
Social systems127 2.76 1.143 -.308 -1.346 .522 
Social systems128 3.01 1.074 -.665 -.903 .524 
Macro-systems 
levels 
Community Economic status129 2.89 1.100 -.521 -1.084 -.123 
Community Economic status130 1.70 .917 1.142 .274 -.204 
Community Economic status131 2.55 1.183 -.050 -1.499 -.181 
Community Economic status132 3.12 1.039 -.864 -.541 -.135 
Chrono-systems 
levels 
Historical context133 1.99 1.072 .714 -.808 .337 
Historical context134 2.99 1.010 -.618 -.781 -.242 
Historical context135 2.24 1.031 .330 -1.048 .295 
Historical context136 2.27 1.015 .291 -1.023 .383 
Historical context137 2.47 1.114 .053 -1.346 .234 
Historical context138 2.06 1.103 .569 -1.073 .304 
Hope for the future139 3.54 .871 -1.884 2.446 .408 
Hope for the future140 3.48 .817 -1.582 1.744 .544 
Hope for the future141 3.36 .909 -1.297 .642 .472 
Hope for the future142 3.38 .869 -1.304 .812 .530 
Hope for the future143 2.75 1.195 -.294 -1.468 .103 
Hope for the future144 3.11 1.107 -.855 -.737 .345 
Hope for the future145 2.94 1.200 -.540 -1.329 .153 
Hope for the future146 3.28 .956 -1.118 .099 .506 
Hope for the future147 2.89 1.085 -.461 -1.141 .217 
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APPENDIX 8: RESIDUAL MATRICES FOR SYSTEMS LEVELS AND SECOND ORDER FACTORS 
Table 6.73: INDIVIDUAL SYSTEMS LEVEL ITEMS - 8 FACTORS SPECIFIED 
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0
9
 
.0
1
1
 
.0
2
3
 
-.
0
1
9
 
.0
1
7
 
-.
0
5
1
 
-.
0
1
3
 
Coping
33 
-.
0
1
2
 
.0
4
2
 
-.
0
1
2
 
.0
0
7
 
.0
1
4
 
.0
1
5
 
.0
4
5
 
-.
0
0
9
 
-.
0
1
4
 
-.
0
4
3
 
.0
2
8
 
.0
1
5
 
-.
0
0
3
 
-.
0
0
8
 
-.
0
6
0
 
.0
0
8
 
.0
0
3
 
.0
0
5
 
.0
2
2
 
-.
0
3
6
 
-.
0
3
1
 
-.
0
3
7
 
-.
0
2
1
 
.0
0
4
 
-.
0
2
7
 
-.
0
8
4
 
-.
1
2
6
 
-.
1
6
6
 
-.
0
3
4
 
-.
0
0
9
 
-.
0
4
4
 
-.
0
2
0
   
-.
0
1
7
 
-.
0
5
1
 
-.
0
0
2
 
-.
0
1
5
 
-.
0
5
0
 
-.
0
0
5
 
-.
0
3
2
 
-.
0
1
4
 
.0
2
5
 
.0
0
0
 
-.
0
1
0
 
.0
3
3
 
.0
1
1
 
Coping
34 .0
7
9
 
-.
0
4
3
 
-.
0
5
5
 
.0
1
2
 
.0
2
8
 
-.
0
0
2
 
.0
2
5
 
.0
3
6
 
.0
3
5
 
.0
1
2
 
-.
0
1
5
 
-.
0
2
8
 
-.
0
5
1
 
.0
0
9
 
.0
8
5
 
-.
0
5
3
 
.0
2
8
 
-.
0
2
6
 
-.
0
5
7
 
-.
0
5
3
 
.0
2
5
 
-.
0
0
2
 
-.
0
5
0
 
-.
0
4
3
 
.0
0
6
 
-.
0
2
4
 
-.
0
2
2
 
-.
0
0
2
 
-.
0
7
0
 
-.
0
7
2
 
-.
1
4
4
 
-.
0
4
7
 
-.
0
1
7
   
-.
0
7
0
 
-.
0
2
1
 
-.
0
0
3
 
.0
0
2
 
.0
0
7
 
-.
0
0
3
 
.0
2
3
 
.0
5
9
 
-.
0
0
3
 
-.
0
1
7
 
.0
1
8
 
-.
0
0
7
 
Coping
35 .0
4
3
 
-.
0
4
0
 
-.
0
3
7
 
.0
4
7
 
.0
5
2
 
-.
0
1
6
 
.0
3
1
 
-.
0
3
8
 
.0
3
7
 
.0
2
3
 
-.
0
2
5
 
-.
0
3
1
 
-.
0
2
6
 
-.
0
2
4
 
.0
4
9
 
-.
0
2
0
 
.0
0
2
 
.0
0
8
 
-.
0
1
8
 
-.
0
4
7
 
.0
3
4
 
-.
0
2
4
 
-.
0
1
2
 
-.
0
7
6
 
.0
3
6
 
.0
0
8
 
.0
4
3
 
.0
5
0
 
-.
0
5
7
 
-.
1
0
0
 
-.
0
7
7
 
-.
1
1
9
 
-.
0
5
1
 
-.
0
7
0
   
-.
0
2
8
 
-.
0
0
9
 
.0
0
9
 
.0
0
3
 
.0
2
3
 
.0
1
5
 
.0
1
8
 
.0
1
2
 
.0
5
5
 
-.
0
3
2
 
-.
0
0
9
 
Effects
ofdrug
s36 
-.
0
3
2
 
-.
0
0
8
 
-.
0
3
1
 
.0
1
0
 
.0
6
0
 
.0
7
3
 
.0
2
8
 
-.
0
1
8
 
.0
0
0
 
-.
0
2
8
 
-.
0
0
2
 
-.
0
2
7
 
-.
0
1
5
 
.0
1
0
 
-.
0
1
8
 
.0
0
5
 
.0
1
2
 
-.
0
1
4
 
.0
1
8
 
.0
2
1
 
-.
0
1
0
 
-.
0
1
3
 
-.
0
2
7
 
.0
3
3
 
.0
1
8
 
-.
0
2
7
 
-.
0
8
7
 
-.
1
2
3
 
-.
0
8
4
 
-.
0
2
5
 
-.
0
4
3
 
-.
0
7
7
 
-.
0
0
2
 
-.
0
2
1
 
-.
0
2
8
   
-.
0
2
3
 
-.
0
4
4
 
-.
0
3
8
 
-.
0
6
1
 
-.
0
7
4
 
-.
0
2
6
 
.0
4
3
 
.0
0
9
 
-.
0
0
4
 
-.
0
0
9
 
Effects
ofdrug
s37 
-.
0
0
9
 
.0
2
1
 
-.
0
1
1
 
.0
0
2
 
-.
0
0
2
 
-.
0
0
5
 
-.
0
0
5
 
.0
1
7
 
.0
1
3
 
-.
0
0
2
 
.0
1
2
 
-.
0
1
2
 
-.
0
0
6
 
-.
0
0
9
 
-.
0
0
6
 
.0
4
2
 
.0
0
7
 
.0
0
5
 
.0
0
0
 
-.
0
0
8
 
.0
0
9
 
.0
0
6
 
.0
1
4
 
-.
0
0
8
 
.0
1
6
 
.0
0
1
 
.0
1
7
 
.0
0
5
 
-.
0
0
3
 
-.
0
1
9
 
.0
0
1
 
.0
1
2
 
-.
0
1
5
 
-.
0
0
3
 
-.
0
0
9
 
-.
0
2
3
   
-.
0
4
8
 
-.
0
2
2
 
-.
0
5
3
 
-.
0
5
2
 
-.
0
0
9
 
-.
0
1
8
 
-.
0
0
3
 
.0
3
4
 
.0
0
0
 
Effects
ofdrug
s38 
-.
0
0
4
 
.0
0
4
 
.0
0
9
 
-.
0
0
8
 
-.
0
2
0
 
-.
0
0
6
 
-.
0
2
0
 
-.
0
0
1
 
-.
0
0
1
 
.0
1
4
 
.0
0
1
 
-.
0
1
8
 
.0
0
6
 
.0
0
9
 
.0
1
8
 
.0
0
7
 
.0
0
4
 
-.
0
2
1
 
.0
1
9
 
.0
1
1
 
.0
1
4
 
.0
2
1
 
.0
0
0
 
.0
0
7
 
-.
0
2
5
 
.0
1
1
 
.0
2
0
 
.0
2
7
 
.0
2
2
 
.0
0
9
 
-.
0
1
3
 
.0
0
2
 
-.
0
5
0
 
.0
0
2
 
.0
0
9
 
-.
0
4
4
 
-.
0
4
8
   
-.
0
3
7
 
-.
0
2
5
 
-.
0
4
6
 
.0
0
9
 
-.
0
1
5
 
.0
0
8
 
-.
0
2
0
 
.0
1
4
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Effects
ofdrug
s39 
-.
0
0
3
 
.0
1
5
 
.0
0
0
 
.0
0
5
 
-.
0
1
4
 
-.
0
0
3
 
-.
0
0
3
 
.0
1
1
 
.0
0
7
 
.0
0
1
 
-.
0
0
9
 
.0
1
5
 
-.
0
1
1
 
.0
1
7
 
-.
0
0
9
 
.0
1
1
 
-.
0
0
6
 
-.
0
1
6
 
-.
0
0
6
 
-.
0
1
5
 
-.
0
0
3
 
.0
0
5
 
.0
2
0
 
-.
0
0
4
 
-.
0
0
5
 
-.
0
0
7
 
.0
1
1
 
.0
2
0
 
.0
2
1
 
.0
0
9
 
-.
0
2
4
 
-.
0
0
7
 
-.
0
0
5
 
.0
0
7
 
.0
0
3
 
-.
0
3
8
 
-.
0
2
2
 
-.
0
3
7
   
-.
0
5
1
 
-.
0
3
3
 
-.
0
0
1
 
-.
0
0
3
 
-.
0
1
1
 
.0
0
8
 
.0
1
0
 
Effects
ofdrug
s40 
.0
0
4
 
-.
0
0
7
 
.0
0
4
 
-.
0
1
7
 
-.
0
0
7
 
.0
0
6
 
.0
0
6
 
-.
0
0
6
 
.0
2
0
 
.0
1
1
 
-.
0
0
1
 
.0
0
1
 
-.
0
1
2
 
-.
0
0
3
 
.0
1
3
 
.0
0
3
 
.0
0
2
 
-.
0
0
2
 
-.
0
0
7
 
.0
0
2
 
.0
0
9
 
.0
1
4
 
-.
0
1
5
 
-.
0
0
4
 
-.
0
0
5
 
-.
0
0
9
 
.0
2
6
 
.0
2
9
 
.0
1
1
 
.0
0
9
 
.0
1
8
 
.0
0
9
 
-.
0
3
2
 
-.
0
0
3
 
.0
2
3
 
-.
0
6
1
 
-.
0
5
3
 
-.
0
2
5
 
-.
0
5
1
   
.0
0
0
 
.0
0
7
 
.0
0
1
 
.0
0
2
 
-.
0
2
4
 
.0
0
5
 
Effects
ofdrug
s41 
.0
1
5
 
.0
1
6
 
.0
0
5
 
-.
0
1
4
 
-.
0
1
9
 
-.
0
2
9
 
-.
0
0
1
 
.0
1
9
 
.0
1
6
 
.0
1
8
 
-.
0
0
1
 
-.
0
1
2
 
-.
0
2
1
 
-.
0
0
1
 
-.
0
2
7
 
.0
0
6
 
.0
3
7
 
-.
0
1
2
 
-.
0
1
5
 
.0
0
2
 
.0
0
7
 
.0
1
3
 
.0
0
2
 
-.
0
0
1
 
.0
0
5
 
.0
0
5
 
.0
0
2
 
.0
3
4
 
.0
0
7
 
-.
0
1
3
 
-.
0
0
6
 
.0
1
1
 
-.
0
1
4
 
.0
2
3
 
.0
1
5
 
-.
0
7
4
 
-.
0
5
2
 
-.
0
4
6
 
-.
0
3
3
 
.0
0
0
   
.0
0
8
 
.0
0
7
 
.0
0
9
 
-.
0
1
3
 
.0
0
1
 
Religio
sity42 
-.
0
3
0
 
.0
4
3
 
.0
1
6
 
.0
1
5
 
-.
0
3
9
 
-.
0
5
0
 
.0
0
3
 
.0
0
2
 
-.
0
4
5
 
.0
2
6
 
-.
0
3
9
 
-.
0
0
8
 
-.
0
2
1
 
-.
0
1
9
 
-.
0
1
9
 
.0
1
3
 
.0
2
2
 
.0
1
0
 
.0
1
6
 
-.
0
0
3
 
.0
3
0
 
.0
1
6
 
.0
0
7
 
.0
2
7
 
-.
0
2
3
 
.0
0
1
 
.0
0
4
 
.0
2
5
 
.0
3
4
 
.0
1
9
 
-.
0
0
4
 
.0
2
3
 
.0
2
5
 
.0
5
9
 
.0
1
8
 
-.
0
2
6
 
-.
0
0
9
 
.0
0
9
 
-.
0
0
1
 
.0
0
7
 
.0
0
8
   
-.
0
8
0
 
-.
0
8
3
 
-.
1
4
9
 
-.
1
5
0
 
Religio
sity43 
-.
0
2
5
 
.0
3
6
 
-.
0
0
1
 
.0
1
0
 
.0
1
5
 
-.
0
2
1
 
.0
1
8
 
-.
0
2
4
 
-.
0
2
9
 
-.
0
0
6
 
-.
0
0
3
 
-.
0
0
2
 
.0
4
5
 
-.
0
1
4
 
-.
0
0
3
 
.0
0
7
 
.0
0
3
 
-.
0
2
1
 
-.
0
0
4
 
-.
0
5
1
 
-.
0
3
1
 
.0
0
0
 
.0
3
4
 
-.
0
0
9
 
.0
2
8
 
-.
0
1
4
 
-.
0
2
7
 
.0
0
6
 
-.
0
3
6
 
-.
0
4
8
 
-.
0
0
5
 
-.
0
1
9
 
.0
0
0
 
-.
0
0
3
 
.0
1
2
 
.0
4
3
 
-.
0
1
8
 
-.
0
1
5
 
-.
0
0
3
 
.0
0
1
 
.0
0
7
 
-.
0
8
0
   
-.
0
9
4
 
-.
0
5
8
 
-.
0
8
6
 
Religio
sity44 
-.
0
2
8
 
-.
0
2
0
 
-.
0
3
2
 
.0
1
6
 
.0
1
4
 
-.
0
2
6
 
.0
1
3
 
.0
1
7
 
.0
1
7
 
.0
1
6
 
.0
0
0
 
-.
0
1
3
 
-.
0
3
1
 
-.
0
4
4
 
.0
2
0
 
.0
1
1
 
-.
0
0
7
 
-.
0
3
9
 
-.
0
1
4
 
-.
0
0
7
 
-.
0
0
3
 
.0
1
6
 
.0
1
1
 
.0
1
1
 
.0
0
7
 -
3
.1
5
8
E
-
0
5
 
.0
2
0
 
.0
1
3
 
-.
0
4
7
 
.0
2
2
 
.0
0
4
 
.0
1
7
 
-.
0
1
0
 
-.
0
1
7
 
.0
5
5
 
.0
0
9
 
-.
0
0
3
 
.0
0
8
 
-.
0
1
1
 
.0
0
2
 
.0
0
9
 
-.
0
8
3
 
-.
0
9
4
   
-.
0
6
1
 
-.
1
4
2
 
Religio
sity45 
-.
0
3
5
 
-.
0
0
7
 
-.
0
3
5
 
-.
0
0
7
 
.0
1
3
 
.0
2
1
 
.0
0
1
 
.0
1
4
 
.0
2
3
 
.0
0
9
 
.0
0
3
 
-.
0
0
9
 
.0
3
9
 
.0
1
3
 
-.
0
1
5
 
.0
1
8
 
-.
0
1
4
 
-.
0
4
3
 
-.
0
3
1
 
-.
0
0
5
 
-.
0
0
9
 
-.
0
2
1
 
.0
0
2
 
.0
0
9
 
.0
6
4
 
-.
0
1
6
 
-.
0
2
2
 
-.
0
3
6
 
-.
0
4
3
 
-.
0
5
3
 
-.
0
5
4
 
-.
0
5
1
 
.0
3
3
 
.0
1
8
 
-.
0
3
2
 
-.
0
0
4
 
.0
3
4
 
-.
0
2
0
 
.0
0
8
 
-.
0
2
4
 
-.
0
1
3
 
-.
1
4
9
 
-.
0
5
8
 
-.
0
6
1
   
-.
1
1
0
 
Religio
sity46 
-.
0
2
2
 
-.
0
0
8
 
.0
5
8
 
.0
2
0
 
.0
3
9
 
.0
2
6
 
-.
0
2
2
 
.0
4
1
 
-.
0
0
3
 
.0
3
8
 
-.
0
0
9
 
-.
0
2
4
 
.0
0
2
 
.0
5
1
 
.0
0
2
 
.0
2
9
 
.0
2
1
 
-.
0
0
6
 
.0
5
8
 
.0
1
3
 
.0
3
1
 
-.
0
0
2
 
.0
2
2
 
.0
3
2
 
-.
0
2
1
 
.0
4
3
 
.0
3
4
 
.0
2
0
 
-.
0
0
1
 
-.
0
3
2
 
-.
0
0
8
 
-.
0
1
3
 
.0
1
1
 
-.
0
0
7
 
-.
0
0
9
 
-.
0
0
9
 
.0
0
0
 
.0
1
4
 
.0
1
0
 
.0
0
5
 
.0
0
1
 
-.
1
5
0
 
-.
0
8
6
 
-.
1
4
2
 
-.
1
1
0
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Table 6.74: INDIVIDUAL SYSTEMS LEVEL - 5 FACTORS SPECIFIED (ITEMS 2, 7 AND 15 EXCLUDED) 
 
S
e
lf
-I
d
e
n
ti
ty
1
 
S
e
lf
-I
d
e
n
ti
ty
2
 
S
e
lf
-I
d
e
n
ti
ty
3
 
S
e
lf
-I
d
e
n
ti
ty
4
 
S
e
lf
-I
d
e
n
ti
ty
5
 
S
o
c
ia
lI
d
e
n
ti
ty
6
 
S
o
c
ia
lI
d
e
n
ti
ty
7
 
S
o
c
ia
lI
d
e
n
ti
ty
8
 
S
o
c
ia
lI
d
e
n
ti
ty
9
 
S
o
c
ia
lI
d
e
n
ti
ty
1
0
 
C
it
iz
e
n
sh
ip
1
1
 
C
it
iz
e
n
sh
ip
1
2
 
C
it
iz
e
n
sh
ip
1
3
 
S
e
n
se
 o
f 
B
e
l.
1
4
 
S
e
n
se
 o
f 
B
e
l.
1
5
 
S
e
n
se
 o
f 
B
e
l.
1
6
 
S
e
n
se
 o
f 
B
e
l.
1
7
 
S
e
n
se
 o
f 
B
e
l.
1
8
 
S
e
n
se
 o
f 
B
e
l.
1
9
 
S
e
n
se
 o
f 
B
e
l.
2
0
 
S
e
lf
-e
ff
ic
a
cy
2
1
 
S
e
lf
-e
ff
ic
a
cy
2
2
 
S
e
lf
-e
ff
ic
a
cy
2
3
 
S
e
lf
-e
ff
ic
a
cy
2
4
 
S
e
lf
-e
ff
ic
a
cy
2
5
 
S
e
lf
-e
ff
ic
a
cy
2
6
 
S
e
lf
-e
ff
ic
a
cy
2
7
 
S
e
lf
-e
ff
ic
a
cy
2
8
 
C
o
p
in
g
2
9
 
C
o
p
in
g
3
0
 
C
o
p
in
g
3
1
 
C
o
p
in
g
3
2
 
C
o
p
in
g
3
3
 
C
o
p
in
g
3
4
 
C
o
p
in
g
3
5
 
E
ff
e
c
ts
o
fd
r
u
g
s3
6
 
E
ff
e
c
ts
o
fd
r
u
g
s3
7
 
E
ff
e
c
ts
o
fd
r
u
g
s3
8
 
E
ff
e
c
ts
o
fd
r
u
g
s3
9
 
E
ff
e
c
ts
o
fd
r
u
g
s4
0
 
E
ff
e
c
ts
o
fd
r
u
g
s4
1
 
R
e
li
g
io
si
ty
4
2
 
R
e
li
g
io
si
ty
4
3
 
R
e
li
g
io
si
ty
4
4
 
R
e
li
g
io
si
ty
4
5
 
R
e
li
g
io
si
ty
4
6
 
Self-
Identity
1   -
.0
9
1
 
-.
0
3
0
 
-.
0
2
4
 
-.
0
8
6
 
.0
0
1
 
-.
0
0
2
 
-.
0
3
6
 
-.
0
3
2
 
-.
1
0
6
 
-.
0
4
9
 
-.
0
5
0
 
-.
0
4
6
 
-.
0
4
0
 
.0
5
5
 
-.
0
5
7
 
-.
0
2
1
 
.0
0
6
 
-.
0
0
6
 
-.
0
1
1
 
-.
0
4
3
 
.0
5
2
 
.0
1
7
 
-.
0
2
3
 
-.
0
0
6
 
.0
2
6
 
-.
0
1
0
 
-.
0
2
7
 
.0
0
6
 
.0
3
1
 
-.
0
0
5
 
-.
0
4
6
 
-.
0
3
8
 
-.
0
0
8
 
-.
0
0
4
 
-.
0
0
3
 
-.
0
0
3
 
.0
1
5
 
-.
0
1
3
 
-.
0
1
4
 
-.
0
3
4
 
-.
0
5
4
 
-.
0
2
1
 
  -
.0
9
1
 
-.
0
3
0
 
Self-
Identity
2 -
.0
9
1
 
  
.0
5
9
 
.0
1
7
 
.0
2
2
 
-.
0
6
9
 
-.
0
5
2
 
-.
0
2
7
 
-.
0
0
5
 
.0
2
0
 
-.
0
3
1
 
.0
4
1
 
.0
4
1
 
.0
5
6
 
.0
5
0
 
.0
7
2
 
.0
3
8
 
.0
1
5
 
.0
0
6
 
.0
0
1
 
-.
0
0
1
 
-.
0
2
1
 
-.
0
6
7
 
-.
0
6
3
 
-.
0
1
2
 
.0
0
1
 
.0
5
5
 
-.
0
1
8
 
.0
3
7
 
-.
0
7
5
 
-.
0
0
5
 
.0
2
0
 
-.
0
6
2
 
-.
0
0
7
 
.0
2
2
 
.0
1
3
 
.0
1
7
 
.0
1
8
 
.0
0
8
 
.0
2
2
 
-.
0
0
6
 
.0
1
6
 
.0
4
6
 
-.
0
9
1
 
  
.0
5
9
 
Self-
Identity
3 -
.0
3
0
 
.0
5
9
 
  
.0
6
9
 
.0
0
2
 
.0
1
4
 
.0
0
4
 
-.
0
4
2
 
-.
1
0
4
 
-.
1
1
3
 
-.
1
4
1
 
-.
0
8
2
 
-.
0
7
8
 
-.
0
6
2
 
.0
8
8
 
-.
0
8
5
 
-.
0
5
6
 
.0
2
0
 
-.
0
1
4
 
.0
0
5
 
-.
0
0
9
 
-.
0
0
3
 
.0
0
4
 
.0
0
6
 
.0
2
0
 
.0
0
6
 
.0
4
0
 
.0
5
0
 
.0
2
8
 
.0
1
1
 
.0
0
0
 
.0
2
8
 
-.
0
1
4
 
-.
0
0
1
 
-.
0
0
2
 
.0
1
3
 
-.
0
1
4
 
-.
0
0
4
 
.0
1
1
 
.0
4
5
 
.0
3
2
 
.0
3
8
 
-.
0
0
5
 
-.
0
3
0
 
.0
5
9
 
  
Self-
Identity
4 -
.0
2
4
 
.0
1
7
 
.0
6
9
 
  
.0
2
8
 
.0
1
5
 
.0
0
8
 
-.
0
6
0
 
-.
1
2
0
 
-.
0
8
6
 
-.
1
2
8
 
-.
0
7
4
 
-.
0
4
8
 
-.
0
9
1
 
.0
6
4
 
-.
0
6
4
 
-.
0
5
2
 
-.
0
3
1
 
-.
0
2
2
 
-.
0
1
7
 
.0
1
4
 
-.
0
0
7
 
.0
2
6
 
-.
0
1
3
 
.0
2
2
 
-.
0
2
0
 
.0
2
1
 
.0
3
0
 
-.
0
2
1
 
.0
3
1
 
.0
2
0
 
.0
3
3
 
.0
4
4
 
-.
0
0
7
 
-.
0
1
6
 
-.
0
1
0
 
-.
0
0
7
 
-.
0
1
2
 
-.
0
4
6
 
.0
4
5
 
.0
2
4
 
.0
5
4
 
.0
1
2
 
-.
0
2
4
 
.0
1
7
 
.0
6
9
 
Self-
Identity
5 -
.0
8
6
 
.0
2
2
 
.0
0
2
 
.0
2
8
 
  -
.0
4
9
 
.0
3
0
 
-.
0
5
5
 
-.
0
9
4
 
-.
1
1
5
 
-.
1
1
5
 
-.
0
0
6
 
-.
0
2
3
 
-.
0
6
8
 
.0
5
9
 
-.
0
1
5
 
-.
0
2
0
 
-.
0
5
1
 
-.
0
1
9
 
-.
0
0
1
 
-.
0
3
4
 
-.
0
1
6
 
.0
2
7
 
-.
0
3
5
 
-.
0
6
0
 
-.
0
2
7
 
-.
0
1
0
 
.0
4
3
 
-.
0
3
2
 
.0
2
7
 
.0
0
2
 
-.
0
2
5
 
.0
5
7
 
-.
0
0
9
 
-.
0
0
2
 
.0
0
2
 
.0
0
7
 
-.
0
2
2
 
-.
0
5
8
 
.0
0
7
 
-.
0
1
6
 
.0
6
1
 
-.
0
0
1
 
-.
0
8
6
 
.0
2
2
 
.0
0
2
 
SocialI
dentity
6 
.0
0
1
 
-.
0
6
9
 
.0
1
4
 
.0
1
5
 
-.
0
4
9
 
  -
.0
1
5
 
-.
0
0
6
 
-.
0
4
7
 
-.
0
5
5
 
-.
0
6
0
 
-.
0
3
4
 
.0
2
9
 
.0
3
2
 
-.
0
5
5
 
.0
0
7
 
-.
0
5
8
 
-.
0
1
5
 
-.
0
2
4
 
.0
0
2
 
.0
4
8
 
-.
0
3
4
 
-.
1
3
0
 
-.
1
3
2
 
-.
1
1
4
 
.0
2
6
 
.0
3
0
 
.0
3
3
 
.0
0
5
 
-.
0
7
2
 
.0
2
4
 
-.
0
3
1
 
-.
0
5
0
 
.0
3
1
 
.0
1
4
 
.0
2
6
 
.0
1
1
 
.0
3
3
 
.0
1
9
 
-.
0
1
5
 
.0
3
9
 
.0
2
1
 
.0
5
3
 
.0
0
1
 
-.
0
6
9
 
.0
1
4
 
SocialI
dentity
7 
-.
0
0
2
 
-.
0
5
2
 
.0
0
4
 
.0
0
8
 
.0
3
0
 
-.
0
1
5
 
  
-.
0
1
9
 
.0
0
1
 
-.
0
1
8
 
-.
0
6
8
 
-.
0
0
6
 
-.
0
3
6
 
.0
2
0
 
-.
0
7
4
 
-.
0
4
4
 
-.
0
4
7
 
.0
4
1
 
.0
0
4
 
-.
0
0
9
 
.0
0
2
 
.0
3
4
 
-.
1
5
5
 
-.
1
2
8
 
-.
1
4
7
 
.0
1
7
 
-.
0
2
0
 
-.
0
4
9
 
-.
0
3
4
 
-.
0
8
9
 
-.
0
2
9
 
.0
0
3
 
-.
0
4
8
 
.0
3
5
 
.0
1
9
 
.0
2
8
 
.0
4
1
 
.0
3
6
 
-.
0
0
9
 
-.
0
1
5
 
.0
4
4
 
.0
1
4
 
.0
2
2
 
-.
0
0
2
 
-.
0
5
2
 
.0
0
4
 
SocialI
dentity
8 
-.
0
3
6
 
-.
0
2
7
 
-.
0
4
2
 
-.
0
6
0
 
-.
0
5
5
 
-.
0
0
6
 
-.
0
1
9
 
  
-.
0
6
5
 
-.
0
7
7
 
.0
0
3
 
-.
0
2
4
 
.0
4
3
 
.0
2
1
 
-.
0
7
2
 
-.
0
0
7
 
-.
0
1
1
 
-.
0
2
0
 
.0
0
3
 
.0
1
7
 
.0
5
0
 
.0
2
1
 
-.
1
0
9
 
-.
1
3
3
 
-.
1
2
1
 
-7
.9
4
4
E
-
0
5
 
.0
0
9
 
.0
0
9
 
.0
0
8
 
-.
1
1
1
 
.0
0
8
 
.0
4
3
 
-.
0
4
9
 
.0
1
3
 
.0
2
5
 
.0
1
3
 
.0
2
7
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2
9
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4
2
 
-.
0
1
4
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3
2
 
-.
0
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1
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6
2
 
-.
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-.
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4
2
 
SocialI
dentity
9 
-.
0
3
2
 
-.
0
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5
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1
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-.
1
2
0
 
-.
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9
4
 
-.
0
4
7
 
.0
0
1
 
-.
0
6
5
 
  
.0
4
9
 
.0
2
8
 
-.
0
8
1
 
-.
0
0
5
 
-.
0
6
0
 
-.
0
1
2
 
-.
0
7
5
 
-.
0
6
7
 
-.
0
0
9
 
.0
0
3
 
-.
0
4
6
 
-.
0
2
7
 
-.
0
1
3
 
-.
0
1
9
 
-.
0
3
3
 
-.
0
9
5
 
.0
3
3
 
-.
0
1
2
 
.0
1
3
 
.0
0
4
 
-.
0
1
1
 
.0
1
2
 
.0
2
5
 
.0
1
7
 
.0
1
8
 
-.
0
0
5
 
-.
0
1
2
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0
3
 
-.
0
0
5
 
-.
0
3
8
 
-.
0
4
2
 
-.
0
0
5
 
-.
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9
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2
 
-.
0
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-.
0
0
5
 
-.
1
0
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1
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1
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1
4
1
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Citizen
ship12 
-.
0
5
0
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4
1
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8
2
 
-.
0
7
4
 
-.
0
0
6
 
-.
0
3
4
 
-.
0
0
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-.
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4
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1
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2
 
-.
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4
5
 
  
.0
0
2
 
-.
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4
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2
6
 
-.
0
2
9
 
-.
0
2
0
 
-.
0
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9
 
-.
0
2
7
 
-.
0
1
1
 
.0
1
1
 
-.
0
0
7
 
.0
3
8
 
-.
0
0
1
 
.0
2
5
 
.0
3
2
 
.0
1
3
 
.0
2
8
 
-.
0
2
2
 
.0
1
8
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3
5
 
-.
0
0
9
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2
7
 
-.
0
1
7
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0
2
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1
0
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8
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6
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0
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1
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1
 
-.
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5
0
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1
 
-.
0
8
2
 
Citizen
ship13 
-.
0
4
6
 
.0
4
1
 
-.
0
7
8
 
-.
0
4
8
 
-.
0
2
3
 
.0
2
9
 
-.
0
3
6
 
.0
4
3
 
-.
0
0
5
 
-.
0
6
9
 
-.
0
2
9
 
.0
0
2
 
  
.0
0
7
 
.0
1
1
 
-.
0
6
6
 
-.
0
1
4
 
-.
0
1
5
 
-.
0
3
7
 
-.
0
1
1
 
-.
0
0
5
 
-.
0
4
9
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6
1
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6
9
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9
4
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5
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4
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7
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1
0
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7
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8
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1
 
-.
0
7
8
 
Sense 
of 
Bel.14 -
.0
4
0
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6
 
-.
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2
 
-.
0
9
1
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8
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2
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2
0
 
.0
2
1
 
-.
0
6
0
 
-.
0
8
5
 
-.
0
8
2
 
-.
0
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4
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7
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.0
0
2
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0
1
7
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1
7
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3
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1
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0
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4
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9
4
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6
 
-.
0
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2
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.0
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5
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5
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8
8
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4
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1
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2
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7
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4
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1
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3
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1
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0
4
6
 
-.
0
4
0
 
.0
5
5
 
-.
0
5
7
 
-.
0
2
1
 
.0
0
6
 
-.
0
0
6
 
-.
0
1
1
 
-.
0
4
3
 
.0
5
2
 
.0
1
7
 
-.
0
2
3
 
-.
0
0
6
 
.0
2
6
 
-.
0
1
0
 
-.
0
2
7
 
.0
0
6
 
.0
3
1
 
-.
0
0
5
 
-.
0
4
6
 
-.
0
3
8
 
-.
0
0
8
 
-.
0
0
4
 
-.
0
0
3
 
-.
0
0
3
 
.0
1
5
 
-.
0
1
3
 
-.
0
1
4
 
-.
0
3
4
 
-.
0
5
4
 
-.
0
2
1
 
  
-.
0
9
1
 
-.
0
3
0
 
Religio
sity45 
-.
0
9
1
 
  
.0
5
9
 
.0
1
7
 
.0
2
2
 
-.
0
6
9
 
-.
0
5
2
 
-.
0
2
7
 
-.
0
0
5
 
.0
2
0
 
-.
0
3
1
 
.0
4
1
 
.0
4
1
 
.0
5
6
 
.0
5
0
 
.0
7
2
 
.0
3
8
 
.0
1
5
 
.0
0
6
 
.0
0
1
 
-.
0
0
1
 
-.
0
2
1
 
-.
0
6
7
 
-.
0
6
3
 
-.
0
1
2
 
.0
0
1
 
.0
5
5
 
-.
0
1
8
 
.0
3
7
 
-.
0
7
5
 
-.
0
0
5
 
.0
2
0
 
-.
0
6
2
 
-.
0
0
7
 
.0
2
2
 
.0
1
3
 
.0
1
7
 
.0
1
8
 
.0
0
8
 
.0
2
2
 
-.
0
0
6
 
.0
1
6
 
.0
4
6
 
-.
0
9
1
 
  
.0
5
9
 
Religio
sity46 
-.
0
3
0
 
.0
5
9
 
  
.0
6
9
 
.0
0
2
 
.0
1
4
 
.0
0
4
 
-.
0
4
2
 
-.
1
0
4
 
-.
1
1
3
 
-.
1
4
1
 
-.
0
8
2
 
-.
0
7
8
 
-.
0
6
2
 
.0
8
8
 
-.
0
8
5
 
-.
0
5
6
 
.0
2
0
 
-.
0
1
4
 
.0
0
5
 
-.
0
0
9
 
-.
0
0
3
 
.0
0
4
 
.0
0
6
 
.0
2
0
 
.0
0
6
 
.0
4
0
 
.0
5
0
 
.0
2
8
 
.0
1
1
 
.0
0
0
 
.0
2
8
 
-.
0
1
4
 
-.
0
0
1
 
-.
0
0
2
 
.0
1
3
 
-.
0
1
4
 
-.
0
0
4
 
.0
1
1
 
.0
4
5
 
.0
3
2
 
.0
3
8
 
-.
0
0
5
 
-.
0
3
0
 
.0
5
9
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Table 6.75: MICRO (FAMILY) SYSTEMS LEVEL - 4 FACTORS SPECIFIED 
 
F
a
m
il
y
 f
u
n
c.
4
7
 
F
a
m
il
y
 f
u
n
c.
4
8
 
F
a
m
il
y
 f
u
n
c.
4
9
 
F
a
m
il
y
 f
u
n
c.
5
0
 
F
a
m
il
y
 f
u
n
c.
5
1
 
F
a
m
il
y
 f
u
n
c.
5
2
 
F
a
m
il
y
 f
u
n
c.
5
3
 
F
a
m
il
y
 f
u
n
c.
5
4
 
P
a
re
n
t 
 m
o
n
.5
5
 
P
a
re
n
t 
 m
o
n
.5
6
 
P
a
re
n
t 
 m
o
n
.5
7
 
P
a
re
n
t 
 m
o
n
.5
8
 
P
a
re
n
t 
 m
o
n
.5
9
 
P
a
re
n
t 
 m
o
n
.6
0
 
P
a
re
n
t 
 m
o
n
.6
1
 
P
a
re
n
t 
 m
o
n
.6
2
 
C
o
m
.&
su
p
.6
3
 
C
o
m
.&
su
p
.6
4
 
C
o
m
.&
su
p
.6
5
 
C
o
m
.&
su
p
.6
6
 
C
o
m
.&
su
p
.6
7
 
C
o
m
.&
su
p
.6
8
 
E
co
n
. 
F
a
m
.6
9
 
E
co
n
. 
F
a
m
.7
0
 
E
co
n
. 
F
a
m
.7
1
 
E
co
n
. 
F
a
m
.7
2
 
E
co
n
. 
F
a
m
.7
3
 
E
co
n
. 
F
a
m
.7
4
 
E
co
n
. 
F
a
m
.7
5
 
E
co
n
. 
F
a
m
.7
6
 
Family 
func.47 
  
.0
5
5
 
-.
0
8
1
 
.0
7
5
 
.0
0
9
 
.0
3
8
 
.0
0
9
 
-.
0
3
4
 
-.
0
2
0
 
.0
5
5
 
-.
0
1
2
 
.0
5
9
 
.0
4
3
 
.0
4
4
 
.0
6
0
 
-.
0
2
2
 
-.
1
2
0
 
-.
0
2
9
 
-.
1
0
9
 
-.
0
5
5
 
-.
1
1
4
 
-.
0
1
0
 
-.
0
1
1
 
.0
6
4
 
.0
2
3
 
.0
0
8
 
-.
0
5
8
 
-.
0
0
5
 
-.
0
0
8
 
-.
0
5
9
 
Family 
func.48 .0
5
5
 
  -
.1
0
7
 
-.
1
1
0
 
-.
1
0
1
 
-.
0
8
6
 
-.
0
5
8
 
-.
0
4
3
 
-.
1
1
9
 
.0
3
9
 
.0
0
9
 
.0
0
5
 
-.
0
3
5
 
-.
0
2
8
 
-.
0
1
4
 
-.
0
0
1
 
.0
2
1
 
.0
1
0
 
-.
0
5
3
 
-.
0
1
8
 
.0
5
3
 
.0
9
1
 
-.
0
0
8
 
.0
0
6
 
-.
0
0
1
 
.0
3
2
 
-.
0
5
5
 
.0
0
8
 
.0
0
6
 
.0
0
0
 
Family 
func.49 
-.
0
8
1
 
-.
1
0
7
 
  -
.1
0
6
 
-.
1
1
2
 
-.
1
1
3
 
-.
1
0
2
 
-.
1
0
0
 
-.
0
1
7
 
-.
0
8
7
 
-.
0
0
8
 
-.
0
0
9
 
-.
0
2
8
 
.0
2
6
 
-.
0
2
1
 
.0
3
7
 
.0
6
9
 
.0
7
2
 
.0
7
8
 
.0
4
3
 
.0
9
9
 
.0
4
2
 
-.
0
1
8
 
.0
2
5
 
-.
0
3
7
 
-.
0
1
5
 
.0
0
9
 
-.
0
3
8
 
-.
0
0
7
 
-.
0
0
7
 
Family 
func.50 .0
7
5
 
-.
1
1
0
 
-.
1
0
6
 
  -
.0
7
6
 
-.
0
8
1
 
-.
0
5
5
 
-.
0
3
1
 
-.
0
8
0
 
.0
3
2
 
-.
0
3
6
 
.0
3
4
 
.0
1
5
 
.0
2
2
 
.0
6
2
 
.0
2
8
 
-.
0
3
8
 
.0
0
3
 
-.
0
3
4
 
-.
0
0
9
 
-.
0
3
8
 
-.
0
3
2
 
-.
0
0
9
 
-.
0
0
5
 
-.
0
0
1
 
-.
0
0
7
 
.0
0
9
 
.0
0
3
 
-.
0
1
8
 
.0
1
1
 
Family 
func.51 .0
0
9
 
-.
1
0
1
 
-.
1
1
2
 
-.
0
7
6
 
  -
.0
7
3
 
-.
0
4
9
 
-.
0
7
3
 
-.
0
4
9
 
-.
0
1
4
 
-.
0
4
6
 
-.
0
1
0
 
.0
0
4
 
-.
0
0
8
 
.0
1
6
 
.0
3
2
 
-.
0
2
1
 
-.
0
0
2
 
-.
0
0
1
 
.0
3
2
 
.0
3
7
 
.0
0
9
 
-.
0
1
6
 
.0
2
0
 
.0
2
5
 
.0
0
3
 
-.
0
0
5
 
-.
0
3
6
 
.0
0
2
 
-.
0
0
6
 
Family 
func.52 .0
3
8
 
-.
0
8
6
 
-.
1
1
3
 
-.
0
8
1
 
-.
0
7
3
 
  -
.0
4
7
 
-.
0
3
7
 
-.
0
5
9
 
-.
0
2
2
 
.0
0
6
 
-.
0
2
6
 
-.
0
0
1
 
.0
1
3
 
-.
0
0
6
 
-.
0
1
3
 
-.
0
2
9
 
-.
0
2
1
 
-.
0
3
2
 
-.
0
2
2
 
-.
0
1
5
 
.0
3
4
 
-.
0
1
2
 
.0
1
4
 
.0
2
3
 
.0
1
0
 
.0
1
7
 
-.
0
1
0
 
-.
0
0
4
 
.0
1
5
 
Family 
func.53 .0
0
9
 
-.
0
5
8
 
-.
1
0
2
 
-.
0
5
5
 
-.
0
4
9
 
-.
0
4
7
 
  
.0
3
9
 
-.
0
5
0
 
-.
0
0
8
 
-.
0
3
8
 
.0
1
7
 
.0
1
4
 
.0
1
3
 
.0
1
0
 
.0
1
1
 
-.
0
9
6
 
-.
0
5
0
 
-.
0
6
0
 
-.
0
2
3
 
-.
0
6
5
 
.0
0
5
 
-.
0
2
3
 
.0
1
9
 
.0
1
2
 
.0
0
3
 
-.
0
1
2
 
.0
3
6
 
.0
1
2
 
.0
1
5
 
Family 
func.54 
-.
0
3
4
 
-.
0
4
3
 
-.
1
0
0
 
-.
0
3
1
 
-.
0
7
3
 
-.
0
3
7
 
.0
3
9
 
  -
.0
2
8
 
.0
1
4
 
-.
0
3
7
 
.0
4
1
 
-.
0
1
0
 
.0
3
9
 
.0
3
6
 
-.
0
0
8
 
-.
0
6
0
 
-.
0
4
4
 
-.
0
6
0
 
-.
0
5
5
 
-.
0
6
6
 
-.
0
4
9
 
-.
0
1
3
 
.0
0
4
 
.0
3
7
 
-.
0
1
1
 
.0
0
3
 
.0
0
4
 
-.
0
0
4
 
.0
1
9
 
Parent  
mon.55 
-.
0
2
0
 
-.
1
1
9
 
-.
0
1
7
 
-.
0
8
0
 
-.
0
4
9
 
-.
0
5
9
 
-.
0
5
0
 
-.
0
2
8
 
  -
.0
4
8
 
.0
3
0
 
-.
0
6
2
 
-.
0
3
9
 
-.
1
0
5
 
-.
0
9
2
 
-.
0
1
1
 
.0
5
5
 
-.
0
2
4
 
.0
4
4
 
.0
4
4
 
.0
7
7
 
-.
0
1
1
 
.0
3
2
 
-.
0
6
1
 
-.
0
2
0
 
-.
0
0
6
 
.0
3
3
 
.0
1
4
 
.0
1
8
 
-.
0
1
1
 
Parent  
mon.56 .0
5
5
 
.0
3
9
 
-.
0
8
7
 
.0
3
2
 
-.
0
1
4
 
-.
0
2
2
 
-.
0
0
8
 
.0
1
4
 
-.
0
4
8
 
  
.0
0
9
 
-.
0
5
3
 
-.
1
1
0
 
-.
1
2
1
 
-.
0
5
8
 
-.
0
8
2
 
-.
0
0
2
 
.0
0
5
 
-.
0
2
5
 
-.
0
3
5
 
-.
0
9
2
 
-.
0
3
2
 
-.
0
1
2
 
.0
2
4
 
.0
1
7
 
.0
2
6
 
-.
0
4
0
 
.0
0
7
 
.0
0
8
 
.0
0
9
 
Parent  
mon.57 
-.
0
1
2
 
.0
0
9
 
-.
0
0
8
 
-.
0
3
6
 
-.
0
4
6
 
.0
0
6
 
-.
0
3
8
 
-.
0
3
7
 
.0
3
0
 
.0
0
9
 
  -
.0
5
4
 
-.
0
0
8
 
-.
0
2
8
 
-.
0
5
0
 
-.
0
4
1
 
-.
0
0
7
 
-.
1
0
6
 
.0
1
6
 
-.
0
5
3
 
-.
0
5
5
 
-.
0
9
3
 
.0
0
3
 
-.
0
7
1
 
.0
0
4
 
.0
2
8
 
.0
2
7
 
-.
0
0
4
 
.0
2
3
 
.0
2
6
 
Parent  
mon.58 .0
5
9
 
.0
0
5
 
-.
0
0
9
 
.0
3
4
 
-.
0
1
0
 
-.
0
2
6
 
.0
1
7
 
.0
4
1
 
-.
0
6
2
 
-.
0
5
3
 
-.
0
5
4
 
  -
.0
6
5
 
-.
1
1
5
 
-.
1
0
9
 
-.
0
5
6
 
.0
0
1
 
.0
2
5
 
-.
0
0
2
 
.0
2
5
 
-.
0
7
2
 
-.
0
5
0
 
.0
1
4
 
-.
0
4
7
 
-.
0
1
4
 
.0
2
0
 
.0
1
1
 
-.
0
2
0
 
.0
1
1
 
.0
2
4
 
 
 
 
 
 339 
 
Parent  
mon.59 .0
4
3
 
-.
0
3
5
 
-.
0
2
8
 
.0
1
5
 
.0
0
4
 
-.
0
0
1
 
.0
1
4
 
-.
0
1
0
 
-.
0
3
9
 
-.
1
1
0
 
-.
0
0
8
 
-.
0
6
5
 
  -
.1
2
5
 
-.
1
1
7
 
-.
0
5
7
 
.0
5
4
 
-.
0
2
1
 
.0
4
9
 
.0
4
1
 
-.
0
2
1
 
-.
0
4
3
 
.0
0
7
 
-.
0
4
2
 
-.
0
2
0
 
.0
3
8
 
.0
4
1
 
-.
0
5
9
 
-.
0
0
1
 
-.
0
0
5
 
Parent  
mon.60 .0
4
4
 
-.
0
2
8
 
.0
2
6
 
.0
2
2
 
-.
0
0
8
 
.0
1
3
 
.0
1
3
 
.0
3
9
 
-.
1
0
5
 
-.
1
2
1
 
-.
0
2
8
 
-.
1
1
5
 
-.
1
2
5
 
  -
.0
5
1
 
-.
0
3
3
 
.0
4
9
 
.0
2
0
 
.0
4
0
 
.0
6
9
 
-.
0
1
0
 
-.
0
6
6
 
-.
0
3
9
 
-.
0
8
8
 
-.
0
4
8
 
-.
0
1
6
 
.0
4
7
 
-.
0
2
1
 
.0
4
0
 
.0
3
7
 
Parent  
mon.61 .0
6
0
 
-.
0
1
4
 
-.
0
2
1
 
.0
6
2
 
.0
1
6
 
-.
0
0
6
 
.0
1
0
 
.0
3
6
 
-.
0
9
2
 
-.
0
5
8
 
-.
0
5
0
 
-.
1
0
9
 
-.
1
1
7
 
-.
0
5
1
 
  
.0
1
8
 
-.
0
2
3
 
-.
0
2
5
 
-.
0
2
5
 
-.
0
4
5
 
-.
0
6
4
 
-.
0
6
3
 
-.
0
0
5
 
-.
0
0
5
 
.0
0
3
 
-.
0
1
0
 
-.
0
0
4
 
.0
1
8
 
.0
2
9
 
.0
1
6
 
Parent  
mon.62 
-.
0
2
2
 
-.
0
0
1
 
.0
3
7
 
.0
2
8
 
.0
3
2
 
-.
0
1
3
 
.0
1
1
 
-.
0
0
8
 
-.
0
1
1
 
-.
0
8
2
 
-.
0
4
1
 
-.
0
5
6
 
-.
0
5
7
 
-.
0
3
3
 
.0
1
8
 
  -
.0
1
1
 
-.
0
9
2
 
-.
0
5
3
 
-.
0
4
2
 
-.
0
7
4
 
-.
0
9
8
 
.0
0
6
 
-.
0
5
6
 
-.
0
4
8
 
-.
0
0
4
 
.0
3
4
 
.0
2
7
 
.0
2
9
 
.0
2
2
 
Com.&sup.
63 
-.
1
2
0
 
.0
2
1
 
.0
6
9
 
-.
0
3
8
 
-.
0
2
1
 
-.
0
2
9
 
-.
0
9
6
 
-.
0
6
0
 
.0
5
5
 
-.
0
0
2
 
-.
0
0
7
 
.0
0
1
 
.0
5
4
 
.0
4
9
 
-.
0
2
3
 
-.
0
1
1
 
  -
.0
2
8
 
-.
0
2
0
 
-.
0
7
5
 
-.
0
4
2
 
-.
0
7
9
 
.0
6
1
 
-.
0
0
7
 
-.
0
3
7
 
-.
0
2
6
 
-.
0
0
6
 
.0
4
5
 
-.
0
2
3
 
-.
0
1
7
 
Com.&sup.
64 
-.
0
2
9
 
.0
1
0
 
.0
7
2
 
.0
0
3
 
-.
0
0
2
 
-.
0
2
1
 
-.
0
5
0
 
-.
0
4
4
 
-.
0
2
4
 
.0
0
5
 
-.
1
0
6
 
.0
2
5
 
-.
0
2
1
 
.0
2
0
 
-.
0
2
5
 
-.
0
9
2
 
-.
0
2
8
 
  -
.0
4
4
 
-.
0
6
1
 
-.
0
6
5
 
-.
0
3
9
 
.0
1
8
 
.0
4
5
 
.0
0
4
 
-.
0
3
9
 
-.
0
2
2
 
.0
0
5
 
-.
0
0
2
 
-.
0
4
8
 
Com.&sup.
65 
-.
1
0
9
 
-.
0
5
3
 
.0
7
8
 
-.
0
3
4
 
-.
0
0
1
 
-.
0
3
2
 
-.
0
6
0
 
-.
0
6
0
 
.0
4
4
 
-.
0
2
5
 
.0
1
6
 
-.
0
0
2
 
.0
4
9
 
.0
4
0
 
-.
0
2
5
 
-.
0
5
3
 
-.
0
2
0
 
-.
0
4
4
 
  -
.0
0
8
 
-.
0
6
8
 
-.
1
0
5
 
.0
1
7
 
.0
2
6
 
-.
0
0
1
 
-.
0
2
9
 
.0
2
1
 
.0
2
1
 
-.
0
2
4
 
-.
0
3
1
 
Com.&sup.
66 
-.
0
5
5
 
-.
0
1
8
 
.0
4
3
 
-.
0
0
9
 
.0
3
2
 
-.
0
2
2
 
-.
0
2
3
 
-.
0
5
5
 
.0
4
4
 
-.
0
3
5
 
-.
0
5
3
 
.0
2
5
 
.0
4
1
 
.0
6
9
 
-.
0
4
5
 
-.
0
4
2
 
-.
0
7
5
 
-.
0
6
1
 
-.
0
0
8
 
  -
.0
7
1
 
-.
0
6
3
 
-.
0
1
1
 
-.
0
3
0
 
-.
0
1
2
 
-.
0
0
3
 
.0
1
0
 
.0
1
1
 
-.
0
0
6
 
-.
0
1
2
 
Com.&sup.
67 
-.
1
1
4
 
.0
5
3
 
.0
9
9
 
-.
0
3
8
 
.0
3
7
 
-.
0
1
5
 
-.
0
6
5
 
-.
0
6
6
 
.0
7
7
 
-.
0
9
2
 
-.
0
5
5
 
-.
0
7
2
 
-.
0
2
1
 
-.
0
1
0
 
-.
0
6
4
 
-.
0
7
4
 
-.
0
4
2
 
-.
0
6
5
 
-.
0
6
8
 
-.
0
7
1
 
  
.1
1
3
 
.0
2
4
 
-.
0
0
1
 
.0
0
8
 
-.
0
3
8
 
.0
1
7
 
-.
0
1
6
 
-.
0
0
7
 
-.
0
0
6
 
Com.&sup.
68 
-.
0
1
0
 
.0
9
1
 
.0
4
2
 
-.
0
3
2
 
.0
0
9
 
.0
3
4
 
.0
0
5
 
-.
0
4
9
 
-.
0
1
1
 
-.
0
3
2
 
-.
0
9
3
 
-.
0
5
0
 
-.
0
4
3
 
-.
0
6
6
 
-.
0
6
3
 
-.
0
9
8
 
-.
0
7
9
 
-.
0
3
9
 
-.
1
0
5
 
-.
0
6
3
 
.1
1
3
 
  
.0
1
7
 
.0
5
9
 
.0
1
9
 
.0
1
3
 
-.
0
7
5
 
-.
0
3
7
 
-.
0
1
6
 
-.
0
0
7
 
Econ. 
Fam.69 
-.
0
1
1
 
-.
0
0
8
 
-.
0
1
8
 
-.
0
0
9
 
-.
0
1
6
 
-.
0
1
2
 
-.
0
2
3
 
-.
0
1
3
 
.0
3
2
 
-.
0
1
2
 
.0
0
3
 
.0
1
4
 
.0
0
7
 
-.
0
3
9
 
-.
0
0
5
 
.0
0
6
 
.0
6
1
 
.0
1
8
 
.0
1
7
 
-.
0
1
1
 
.0
2
4
 
.0
1
7
 
  -
.0
2
6
 
-.
0
1
8
 
-.
0
9
5
 
-.
0
8
3
 
-.
0
5
8
 
-.
0
9
1
 
-.
1
1
4
 
Econ. 
Fam.70 .0
6
4
 
.0
0
6
 
.0
2
5
 
-.
0
0
5
 
.0
2
0
 
.0
1
4
 
.0
1
9
 
.0
0
4
 
-.
0
6
1
 
.0
2
4
 
-.
0
7
1
 
-.
0
4
7
 
-.
0
4
2
 
-.
0
8
8
 
-.
0
0
5
 
-.
0
5
6
 
-.
0
0
7
 
.0
4
5
 
.0
2
6
 
-.
0
3
0
 
-.
0
0
1
 
.0
5
9
 
-.
0
2
6
 
  
.0
2
8
 
-.
0
6
8
 
-.
1
1
6
 
-.
0
6
4
 
-.
0
8
7
 
-.
1
1
6
 
Econ. 
Fam.71 .0
2
3
 
-.
0
0
1
 
-.
0
3
7
 
-.
0
0
1
 
.0
2
5
 
.0
2
3
 
.0
1
2
 
.0
3
7
 
-.
0
2
0
 
.0
1
7
 
.0
0
4
 
-.
0
1
4
 
-.
0
2
0
 
-.
0
4
8
 
.0
0
3
 
-.
0
4
8
 
-.
0
3
7
 
.0
0
4
 
-.
0
0
1
 
-.
0
1
2
 
.0
0
8
 
.0
1
9
 
-.
0
1
8
 
.0
2
8
 
  -
.0
5
0
 
-.
0
9
1
 
-.
0
9
9
 
-.
0
7
6
 
-.
1
0
3
 
Econ. 
Fam.72 .0
0
8
 
.0
3
2
 
-.
0
1
5
 
-.
0
0
7
 
.0
0
3
 
.0
1
0
 
.0
0
3
 
-.
0
1
1
 
-.
0
0
6
 
.0
2
6
 
.0
2
8
 
.0
2
0
 
.0
3
8
 
-.
0
1
6
 
-.
0
1
0
 
-.
0
0
4
 
-.
0
2
6
 
-.
0
3
9
 
-.
0
2
9
 
-.
0
0
3
 
-.
0
3
8
 
.0
1
3
 
-.
0
9
5
 
-.
0
6
8
 
-.
0
5
0
 
  -
.0
2
4
 
-.
1
2
6
 
-.
0
6
1
 
.0
0
2
 
Econ. 
Fam.73 
-.
0
5
8
 
-.
0
5
5
 
.0
0
9
 
.0
0
9
 
-.
0
0
5
 
.0
1
7
 
-.
0
1
2
 
.0
0
3
 
.0
3
3
 
-.
0
4
0
 
.0
2
7
 
.0
1
1
 
.0
4
1
 
.0
4
7
 
-.
0
0
4
 
.0
3
4
 
-.
0
0
6
 
-.
0
2
2
 
.0
2
1
 
.0
1
0
 
.0
1
7
 
-.
0
7
5
 
-.
0
8
3
 
-.
1
1
6
 
-.
0
9
1
 
-.
0
2
4
 
  -
.0
2
3
 
-.
0
9
2
 
-.
0
7
7
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Econ. 
Fam.74 
-.
0
0
5
 
.0
0
8
 
-.
0
3
8
 
.0
0
3
 
-.
0
3
6
 
-.
0
1
0
 
.0
3
6
 
.0
0
4
 
.0
1
4
 
.0
0
7
 
-.
0
0
4
 
-.
0
2
0
 
-.
0
5
9
 
-.
0
2
1
 
.0
1
8
 
.0
2
7
 
.0
4
5
 
.0
0
5
 
.0
2
1
 
.0
1
1
 
-.
0
1
6
 
-.
0
3
7
 
-.
0
5
8
 
-.
0
6
4
 
-.
0
9
9
 
-.
1
2
6
 
-.
0
2
3
 
  -
.0
6
8
 
-.
0
6
0
 
Econ. 
Fam.75 
-.
0
0
8
 
.0
0
6
 
-.
0
0
7
 
-.
0
1
8
 
.0
0
2
 
-.
0
0
4
 
.0
1
2
 
-.
0
0
4
 
.0
1
8
 
.0
0
8
 
.0
2
3
 
.0
1
1
 
-.
0
0
1
 
.0
4
0
 
.0
2
9
 
.0
2
9
 
-.
0
2
3
 
-.
0
0
2
 
-.
0
2
4
 
-.
0
0
6
 
-.
0
0
7
 
-.
0
1
6
 
-.
0
9
1
 
-.
0
8
7
 
-.
0
7
6
 
-.
0
6
1
 
-.
0
9
2
 
-.
0
6
8
 
  
.0
1
6
 
Econ. 
Fam.76 
-.
0
5
9
 
.0
0
0
 
-.
0
0
7
 
.0
1
1
 
-.
0
0
6
 
.0
1
5
 
.0
1
5
 
.0
1
9
 
-.
0
1
1
 
.0
0
9
 
.0
2
6
 
.0
2
4
 
-.
0
0
5
 
.0
3
7
 
.0
1
6
 
.0
2
2
 
-.
0
1
7
 
-.
0
4
8
 
-.
0
3
1
 
-.
0
1
2
 
-.
0
0
6
 
-.
0
0
7
 
-.
1
1
4
 
-.
1
1
6
 
-.
1
0
3
 
.0
0
2
 
-.
0
7
7
 
-.
0
6
0
 
.0
1
6
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Table 6.76: MICRO (FAMILY) SYSTEMS LEVEL - 4 FACTORS SPECIFIED – (ITEMS 47 AND 55 EXCLUDED) 
 
F
a
m
il
y
 f
u
n
c.
4
7
 
F
a
m
il
y
 f
u
n
c.
4
8
 
F
a
m
il
y
 f
u
n
c.
4
9
 
F
a
m
il
y
 f
u
n
c.
5
0
 
F
a
m
il
y
 f
u
n
c.
5
1
 
F
a
m
il
y
 f
u
n
c.
5
2
 
F
a
m
il
y
 f
u
n
c.
5
3
 
F
a
m
il
y
 f
u
n
c.
5
4
 
P
a
re
n
t 
 m
o
n
.5
5
 
P
a
re
n
t 
 m
o
n
.5
6
 
P
a
re
n
t 
 m
o
n
.5
7
 
P
a
re
n
t 
 m
o
n
.5
8
 
P
a
re
n
t 
 m
o
n
.5
9
 
P
a
re
n
t 
 m
o
n
.6
0
 
P
a
re
n
t 
 m
o
n
.6
1
 
P
a
re
n
t 
 m
o
n
.6
2
 
C
o
m
.&
su
p
.6
3
 
C
o
m
.&
su
p
.6
4
 
C
o
m
.&
su
p
.6
5
 
C
o
m
.&
su
p
.6
6
 
C
o
m
.&
su
p
.6
7
 
C
o
m
.&
su
p
.6
8
 
E
co
n
. 
F
a
m
.6
9
 
E
co
n
. 
F
a
m
.7
0
 
E
co
n
. 
F
a
m
.7
1
 
E
co
n
. 
F
a
m
.7
2
 
E
co
n
. 
F
a
m
.7
3
 
E
co
n
. 
F
a
m
.7
4
 
E
co
n
. 
F
a
m
.7
5
 
E
co
n
. 
F
a
m
.7
6
 
Family 
func.47 
  -
.0
8
9
 
-.
1
3
3
 
-.
1
1
0
 
-.
1
0
0
 
-.
0
7
3
 
-.
0
5
3
 
.0
1
8
 
.0
1
6
 
-.
0
1
0
 
-.
0
3
9
 
-.
0
4
2
 
-.
0
3
7
 -
4
.6
0
2
E
-0
6
 
.0
4
4
 
.0
0
7
 
-.
0
3
3
 
-.
0
0
5
 
.0
8
2
 
.0
9
0
 
-.
0
0
2
 
-.
0
1
1
 
-.
0
1
0
 
.0
2
9
 
-.
0
3
9
 
.0
1
0
 
.0
0
8
 
.0
0
1
 
  -
.0
8
9
 
Family 
func.48 
-.
0
8
9
 
  -
.1
0
9
 
-.
0
8
9
 
-.
1
0
3
 
-.
1
1
5
 
-.
1
2
0
 
-.
0
8
0
 
-.
0
0
7
 
.0
1
0
 
.0
1
0
 
.0
5
5
 
-.
0
2
0
 
.0
2
9
 
.0
4
0
 
.0
4
4
 
.0
5
6
 
.0
1
4
 
.0
9
7
 
.0
2
4
 
-.
0
0
4
 
.0
2
5
 
-.
0
4
1
 
-.
0
2
6
 
.0
1
5
 
-.
0
2
4
 
-.
0
1
3
 
-.
0
1
5
 
-.
0
8
9
 
  
Family 
func.49 
-.
1
3
3
 
-.
1
0
9
 
  -
.0
8
9
 
-.
0
9
4
 
-.
0
6
2
 
-.
0
3
2
 
.0
1
4
 
-.
0
2
9
 
.0
1
7
 
.0
0
1
 
.0
0
2
 
.0
4
4
 
.0
3
2
 
-.
0
1
2
 
.0
0
9
 
-.
0
1
2
 
.0
1
0
 
-.
0
1
5
 
-.
0
2
7
 
-.
0
0
7
 
-.
0
1
7
 
-.
0
0
6
 
-.
0
0
6
 
.0
1
9
 
.0
0
1
 
-.
0
1
4
 
.0
1
4
 
-.
1
3
3
 
-.
1
0
9
 
Family 
func.50 
-.
1
1
0
 
-.
0
8
9
 
-.
0
8
9
 
  -
.0
7
8
 
-.
0
5
9
 
-.
0
8
3
 
-.
0
2
3
 
-.
0
4
0
 
-.
0
1
3
 
.0
1
2
 
-.
0
0
9
 
.0
0
4
 
.0
3
2
 
-.
0
1
5
 
-.
0
0
9
 
.0
0
6
 
.0
3
4
 
.0
5
3
 
.0
0
5
 
-.
0
0
9
 
.0
1
0
 
.0
1
9
 
-.
0
0
2
 
.0
0
5
 
-.
0
3
2
 
.0
0
1
 
-.
0
0
9
 
-.
1
1
0
 
-.
0
8
9
 
Family 
func.51 
-.
1
0
0
 
-.
1
0
3
 
-.
0
9
4
 
-.
0
7
8
 
  -
.0
5
5
 
-.
0
4
3
 
-.
0
3
4
 
.0
1
2
 
-.
0
3
5
 
-.
0
0
3
 
.0
0
5
 
-.
0
2
0
 
-.
0
1
2
 
-.
0
1
5
 
-.
0
2
2
 
-.
0
1
9
 
-.
0
1
3
 
.0
0
3
 
.0
3
3
 
-.
0
0
7
 
.0
0
3
 
.0
1
8
 
.0
0
8
 
.0
2
6
 
-.
0
0
8
 
-.
0
0
3
 
.0
1
5
 
-.
1
0
0
 
-.
1
0
3
 
Family 
func.52 
-.
0
7
3
 
-.
1
1
5
 
-.
0
6
2
 
-.
0
5
9
 
-.
0
5
5
 
  
.0
4
0
 
-.
0
1
6
 
-.
0
3
5
 
.0
0
7
 
.0
0
3
 
-.
0
0
2
 
.0
0
2
 
.0
1
3
 
-.
0
8
2
 
-.
0
4
5
 
-.
0
4
9
 
-.
0
1
1
 
-.
0
5
6
 
.0
0
9
 
-.
0
2
5
 
.0
1
3
 
.0
1
0
 
.0
0
5
 
-.
0
0
9
 
.0
3
3
 
.0
1
5
 
.0
1
5
 
-.
0
7
3
 
-.
1
1
5
 
Family 
func.53 
-.
0
5
3
 
-.
1
2
0
 
-.
0
3
2
 
-.
0
8
3
 
-.
0
4
3
 
.0
4
0
 
  
.0
1
2
 
-.
0
3
6
 
.0
3
6
 
-.
0
2
1
 
.0
2
8
 
.0
3
4
 
-.
0
0
6
 
-.
0
5
4
 
-.
0
3
9
 
-.
0
5
6
 
-.
0
4
7
 
-.
0
6
5
 
-.
0
4
4
 
-.
0
1
6
 
.0
0
3
 
.0
3
7
 
-.
0
0
8
 
.0
0
0
 
.0
0
0
 
-.
0
0
2
 
.0
1
9
 
-.
0
5
3
 
-.
1
2
0
 
Family 
func.54 .0
1
8
 
-.
0
8
0
 
.0
1
4
 
-.
0
2
3
 
-.
0
3
4
 
-.
0
1
6
 
.0
1
2
 
  
.0
1
7
 
-.
0
6
6
 
-.
1
1
8
 
-.
1
3
6
 
-.
0
7
5
 
-.
0
7
8
 
.0
2
3
 
.0
0
9
 
-.
0
0
3
 
-.
0
1
9
 
-.
0
6
6
 
-.
0
2
9
 
-.
0
1
0
 
.0
1
0
 
.0
1
0
 
.0
2
4
 
-.
0
2
9
 
.0
0
6
 
.0
0
9
 
.0
1
1
 
.0
1
8
 
-.
0
8
0
 
Parent  
mon.55 .0
1
6
 
-.
0
0
7
 
-.
0
2
9
 
-.
0
4
0
 
.0
1
2
 
-.
0
3
5
 
-.
0
3
6
 
.0
1
7
 
  -
.0
4
8
 
-.
0
0
2
 
-.
0
2
4
 
-.
0
4
4
 
-.
0
4
2
 
-.
0
1
7
 
-.
1
0
9
 
.0
0
8
 
-.
0
6
0
 
-.
0
6
3
 
-.
0
9
5
 
.0
0
5
 
-.
0
6
7
 
.0
0
6
 
.0
2
7
 
.0
2
3
 
-.
0
0
2
 
.0
2
2
 
.0
2
3
 
.0
1
6
 
-.
0
0
7
 
Parent  
mon.56 
-.
0
1
0
 
.0
1
0
 
.0
1
7
 
-.
0
1
3
 
-.
0
3
5
 
.0
0
7
 
.0
3
6
 
-.
0
6
6
 
-.
0
4
8
 
  -
.0
6
5
 
-.
1
2
3
 
-.
1
2
5
 
-.
0
5
5
 
.0
1
8
 
.0
2
3
 
.0
1
3
 
.0
3
3
 
-.
0
4
9
 
-.
0
5
1
 
.0
2
0
 
-.
0
6
0
 
-.
0
2
1
 
.0
1
6
 
.0
2
3
 
-.
0
1
7
 
.0
1
1
 
.0
2
5
 
-.
0
1
0
 
.0
1
0
 
Parent  
mon.57 
-.
0
3
9
 
.0
1
0
 
.0
0
1
 
.0
1
2
 
-.
0
0
3
 
.0
0
3
 
-.
0
2
1
 
-.
1
1
8
 
-.
0
0
2
 
-.
0
6
5
 
  -
.1
2
0
 
-.
1
2
9
 
-.
0
5
8
 
.0
5
8
 
-.
0
3
3
 
.0
5
4
 
.0
3
7
 
-.
0
0
3
 
-.
0
5
0
 
.0
1
6
 
-.
0
5
3
 
-.
0
2
7
 
.0
3
1
 
.0
5
4
 
-.
0
5
1
 
-.
0
0
3
 
-.
0
0
6
 
-.
0
3
9
 
.0
1
0
 
Parent  
mon.58 
-.
0
4
2
 
.0
5
5
 
.0
0
2
 
-.
0
0
9
 
.0
0
5
 
-.
0
0
2
 
.0
2
8
 
-.
1
3
6
 
-.
0
2
4
 
-.
1
2
3
 
-.
1
2
0
 
  -
.0
6
8
 
-.
0
3
4
 
.0
5
9
 
.0
1
1
 
.0
5
0
 
.0
7
0
 
.0
1
2
 
-.
0
7
2
 
-.
0
3
1
 
-.
1
0
1
 
-.
0
5
5
 
-.
0
2
1
 
.0
6
1
 
-.
0
1
5
 
.0
4
0
 
.0
3
8
 
-.
0
4
2
 
.0
5
5
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Parent  
mon.59 
-.
0
3
7
 
-.
0
2
0
 
.0
4
4
 
.0
0
4
 
-.
0
2
0
 
.0
0
2
 
.0
3
4
 
-.
0
7
5
 
-.
0
4
4
 
-.
1
2
5
 
-.
1
2
9
 
-.
0
6
8
 
  
.0
2
1
 
.0
0
1
 
-.
0
2
1
 
-.
0
0
5
 
-.
0
2
9
 
-.
0
4
1
 
-.
0
6
0
 
-.
0
0
3
 
-.
0
1
9
 
-.
0
0
3
 
-.
0
1
1
 
.0
0
6
 
.0
1
7
 
.0
3
2
 
.0
2
0
 
-.
0
3
7
 
-.
0
2
0
 
Parent  
mon.60 
-
4
.6
0
2
E
-0
6
 
.0
2
9
 
.0
3
2
 
.0
3
2
 
-.
0
1
2
 
.0
1
3
 
-.
0
0
6
 
-.
0
7
8
 
-.
0
4
2
 
-.
0
5
5
 
-.
0
5
8
 
-.
0
3
4
 
.0
2
1
 
  -
.0
1
6
 
-.
0
9
2
 
-.
0
5
8
 
-.
0
4
4
 
-.
0
8
1
 
-.
0
9
9
 
.0
0
5
 
-.
0
5
3
 
-.
0
4
6
 
-.
0
0
3
 
.0
3
0
 
.0
2
7
 
.0
2
9
 
.0
2
2
 -
4
.6
0
2
E
-0
6
 
.0
2
9
 
Parent  
mon.61 .0
4
4
 
.0
4
0
 
-.
0
1
2
 
-.
0
1
5
 
-.
0
1
5
 
-.
0
8
2
 
-.
0
5
4
 
.0
2
3
 
-.
0
1
7
 
.0
1
8
 
.0
5
8
 
.0
5
9
 
.0
0
1
 
-.
0
1
6
 
  -
.0
2
9
 
-.
0
4
9
 
-.
0
9
3
 
-.
0
8
1
 
-.
0
8
0
 
.0
5
5
 
.0
1
3
 
-.
0
2
6
 
-.
0
2
1
 
-.
0
2
6
 
.0
4
3
 
-.
0
2
4
 
-.
0
2
2
 
.0
4
4
 
.0
4
0
 
Parent  
mon.62 .0
0
7
 
.0
4
4
 
.0
0
9
 
-.
0
0
9
 
-.
0
2
2
 
-.
0
4
5
 
-.
0
3
9
 
.0
0
9
 
-.
1
0
9
 
.0
2
3
 
-.
0
3
3
 
.0
1
1
 
-.
0
2
1
 
-.
0
9
2
 
-.
0
2
9
 
  -
.0
4
7
 
-.
0
5
7
 
-.
0
7
6
 
-.
0
3
5
 
.0
1
4
 
.0
5
0
 
.0
0
9
 
-.
0
3
5
 
-.
0
3
0
 
.0
0
1
 
.0
0
1
 
-.
0
4
7
 
.0
0
7
 
.0
4
4
 
Com.&sup.
63 
-.
0
3
3
 
.0
5
6
 
-.
0
1
2
 
.0
0
6
 
-.
0
1
9
 
-.
0
4
9
 
-.
0
5
6
 
-.
0
0
3
 
.0
0
8
 
.0
1
3
 
.0
5
4
 
.0
5
0
 
-.
0
0
5
 
-.
0
5
8
 
-.
0
4
9
 
-.
0
4
7
 
  -
.0
2
5
 
-.
1
0
0
 
-.
1
0
7
 
.0
1
3
 
.0
4
3
 
.0
0
9
 
-.
0
2
7
 
.0
0
4
 
.0
2
0
 
-.
0
2
6
 
-.
0
3
6
 
-.
0
3
3
 
.0
5
6
 
Com.&sup.
64 
-.
0
0
5
 
.0
1
4
 
.0
1
0
 
.0
3
4
 
-.
0
1
3
 
-.
0
1
1
 
-.
0
4
7
 
-.
0
1
9
 
-.
0
6
0
 
.0
3
3
 
.0
3
7
 
.0
7
0
 
-.
0
2
9
 
-.
0
4
4
 
-.
0
9
3
 
-.
0
5
7
 
-.
0
2
5
 
  -
.0
9
8
 
-.
0
6
1
 
-.
0
1
7
 
-.
0
1
5
 
-.
0
0
3
 
.0
0
2
 
-.
0
0
5
 
.0
0
7
 
-.
0
0
5
 
-.
0
1
4
 
-.
0
0
5
 
.0
1
4
 
Com.&sup.
65 .0
8
2
 
.0
9
7
 
-.
0
1
5
 
.0
5
3
 
.0
0
3
 
-.
0
5
6
 
-.
0
6
5
 
-.
0
6
6
 
-.
0
6
3
 
-.
0
4
9
 
-.
0
0
3
 
.0
1
2
 
-.
0
4
1
 
-.
0
8
1
 
-.
0
8
1
 
-.
0
7
6
 
-.
1
0
0
 
-.
0
9
8
 
  
.1
0
6
 
.0
2
4
 
.0
1
7
 
.0
1
6
 
-.
0
3
8
 
.0
0
2
 
-.
0
1
2
 
-.
0
1
1
 
-.
0
1
3
 
.0
8
2
 
.0
9
7
 
Com.&sup.
66 .0
9
0
 
.0
2
4
 
-.
0
2
7
 
.0
0
5
 
.0
3
3
 
.0
0
9
 
-.
0
4
4
 
-.
0
2
9
 
-.
0
9
5
 
-.
0
5
1
 
-.
0
5
0
 
-.
0
7
2
 
-.
0
6
0
 
-.
0
9
9
 
-.
0
8
0
 
-.
0
3
5
 
-.
1
0
7
 
-.
0
6
1
 
.1
0
6
 
  
.0
1
4
 
.0
6
3
 
.0
2
2
 
.0
1
6
 
-.
0
8
0
 
-.
0
4
0
 
-.
0
1
4
 
-.
0
0
6
 
.0
9
0
 
.0
2
4
 
Com.&sup.
67 
-.
0
0
2
 
-.
0
0
4
 
-.
0
0
7
 
-.
0
0
9
 
-.
0
0
7
 
-.
0
2
5
 
-.
0
1
6
 
-.
0
1
0
 
.0
0
5
 
.0
2
0
 
.0
1
6
 
-.
0
3
1
 
-.
0
0
3
 
.0
0
5
 
.0
5
5
 
.0
1
4
 
.0
1
3
 
-.
0
1
7
 
.0
2
4
 
.0
1
4
 
  -
.0
2
6
 
-.
0
1
9
 
-.
0
9
8
 
-.
0
8
2
 
-.
0
5
5
 
-.
0
9
3
 
-.
1
1
7
 
-.
0
0
2
 
-.
0
0
4
 
Com.&sup.
68 
-.
0
1
1
 
.0
2
5
 
-.
0
1
7
 
.0
1
0
 
.0
0
3
 
.0
1
3
 
.0
0
3
 
.0
1
0
 
-.
0
6
7
 
-.
0
6
0
 
-.
0
5
3
 
-.
1
0
1
 
-.
0
1
9
 
-.
0
5
3
 
.0
1
3
 
.0
5
0
 
.0
4
3
 
-.
0
1
5
 
.0
1
7
 
.0
6
3
 
-.
0
2
6
 
  
.0
2
3
 
-.
0
6
7
 
-.
1
0
8
 
-.
0
6
5
 
-.
0
8
4
 
-.
1
1
3
 
-.
0
1
1
 
.0
2
5
 
Econ. 
Fam.69 
-.
0
1
0
 
-.
0
4
1
 
-.
0
0
6
 
.0
1
9
 
.0
1
8
 
.0
1
0
 
.0
3
7
 
.0
1
0
 
.0
0
6
 
-.
0
2
1
 
-.
0
2
7
 
-.
0
5
5
 
-.
0
0
3
 
-.
0
4
6
 
-.
0
2
6
 
.0
0
9
 
.0
0
9
 
-.
0
0
3
 
.0
1
6
 
.0
2
2
 
-.
0
1
9
 
.0
2
3
 
  -
.0
4
9
 
-.
0
8
8
 
-.
1
0
1
 
-.
0
7
5
 
-.
1
0
2
 
-.
0
1
0
 
-.
0
4
1
 
Econ. 
Fam.70 .0
2
9
 
-.
0
2
6
 
-.
0
0
6
 
-.
0
0
2
 
.0
0
8
 
.0
0
5
 
-.
0
0
8
 
.0
2
4
 
.0
2
7
 
.0
1
6
 
.0
3
1
 
-.
0
2
1
 
-.
0
1
1
 
-.
0
0
3
 
-.
0
2
1
 
-.
0
3
5
 
-.
0
2
7
 
.0
0
2
 
-.
0
3
8
 
.0
1
6
 
-.
0
9
8
 
-.
0
6
7
 
-.
0
4
9
 
  -
.0
2
5
 
-.
1
2
9
 
-.
0
5
9
 
.0
0
3
 
.0
2
9
 
-.
0
2
6
 
Econ. 
Fam.71 
-.
0
3
9
 
.0
1
5
 
.0
1
9
 
.0
0
5
 
.0
2
6
 
-.
0
0
9
 
.0
0
0
 
-.
0
2
9
 
.0
2
3
 
.0
2
3
 
.0
5
4
 
.0
6
1
 
.0
0
6
 
.0
3
0
 
-.
0
2
6
 
-.
0
3
0
 
.0
0
4
 
-.
0
0
5
 
.0
0
2
 
-.
0
8
0
 
-.
0
8
2
 
-.
1
0
8
 
-.
0
8
8
 
-.
0
2
5
 
  -
.0
2
0
 
-.
0
9
5
 
-.
0
8
1
 
-.
0
3
9
 
.0
1
5
 
Econ. 
Fam.72 .0
1
0
 
-.
0
2
4
 
.0
0
1
 
-.
0
3
2
 
-.
0
0
8
 
.0
3
3
 
.0
0
0
 
.0
0
6
 
-.
0
0
2
 
-.
0
1
7
 
-.
0
5
1
 
-.
0
1
5
 
.0
1
7
 
.0
2
7
 
.0
4
3
 
.0
0
1
 
.0
2
0
 
.0
0
7
 
-.
0
1
2
 
-.
0
4
0
 
-.
0
5
5
 
-.
0
6
5
 
-.
1
0
1
 
-.
1
2
9
 
-.
0
2
0
 
  -
.0
6
9
 
-.
0
6
2
 
.0
1
0
 
-.
0
2
4
 
Econ. 
Fam.73 .0
0
8
 
-.
0
1
3
 
-.
0
1
4
 
.0
0
1
 
-.
0
0
3
 
.0
1
5
 
-.
0
0
2
 
.0
0
9
 
.0
2
2
 
.0
1
1
 
-.
0
0
3
 
.0
4
0
 
.0
3
2
 
.0
2
9
 
-.
0
2
4
 
.0
0
1
 
-.
0
2
6
 
-.
0
0
5
 
-.
0
1
1
 
-.
0
1
4
 
-.
0
9
3
 
-.
0
8
4
 
-.
0
7
5
 
-.
0
5
9
 
-.
0
9
5
 
-.
0
6
9
 
  
.0
1
5
 
.0
0
8
 
-.
0
1
3
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Econ. 
Fam.74 .0
0
1
 
-.
0
1
5
 
.0
1
4
 
-.
0
0
9
 
.0
1
5
 
.0
1
5
 
.0
1
9
 
.0
1
1
 
.0
2
3
 
.0
2
5
 
-.
0
0
6
 
.0
3
8
 
.0
2
0
 
.0
2
2
 
-.
0
2
2
 
-.
0
4
7
 
-.
0
3
6
 
-.
0
1
4
 
-.
0
1
3
 
-.
0
0
6
 
-.
1
1
7
 
-.
1
1
3
 
-.
1
0
2
 
.0
0
3
 
-.
0
8
1
 
-.
0
6
2
 
.0
1
5
 
  
.0
0
1
 
-.
0
1
5
 
Econ. 
Fam.75 
  -
.0
8
9
 
-.
1
3
3
 
-.
1
1
0
 
-.
1
0
0
 
-.
0
7
3
 
-.
0
5
3
 
.0
1
8
 
.0
1
6
 
-.
0
1
0
 
-.
0
3
9
 
-.
0
4
2
 
-.
0
3
7
 -
4
.6
0
2
E
-0
6
 
.0
4
4
 
.0
0
7
 
-.
0
3
3
 
-.
0
0
5
 
.0
8
2
 
.0
9
0
 
-.
0
0
2
 
-.
0
1
1
 
-.
0
1
0
 
.0
2
9
 
-.
0
3
9
 
.0
1
0
 
.0
0
8
 
.0
0
1
 
  -
.0
8
9
 
Econ. 
Fam.76 
-.
0
8
9
 
  -
.1
0
9
 
-.
0
8
9
 
-.
1
0
3
 
-.
1
1
5
 
-.
1
2
0
 
-.
0
8
0
 
-.
0
0
7
 
.0
1
0
 
.0
1
0
 
.0
5
5
 
-.
0
2
0
 
.0
2
9
 
.0
4
0
 
.0
4
4
 
.0
5
6
 
.0
1
4
 
.0
9
7
 
.0
2
4
 
-.
0
0
4
 
.0
2
5
 
-.
0
4
1
 
-.
0
2
6
 
.0
1
5
 
-.
0
2
4
 
-.
0
1
3
 
-.
0
1
5
 
-.
0
8
9
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Table: 6.77: MICRO (COMMUNITY) SYSTEMS LEVEL - 5 FACTORS SPECIFIED 
 
P
e
e
r 
su
p
.7
7
 
P
e
e
r 
su
p
.7
8
 
P
e
e
r 
su
p
.7
9
 
P
e
e
r 
su
p
.8
0
 
P
e
e
r 
su
p
.8
1
 
P
e
e
r 
in
f.
8
2
 
P
e
e
r 
in
f.
8
3
 
P
e
e
r 
in
f.
8
4
 
P
e
e
r 
in
f.
8
5
 
P
e
e
r 
in
f.
8
6
 
S
c
h
o
o
l 
su
p
.8
7
 
S
c
h
o
o
l 
su
p
.8
8
 
S
c
h
o
o
l 
su
p
.8
9
 
S
c
h
o
o
l 
su
p
.9
0
 
S
c
h
o
o
l 
su
p
.9
1
 
S
c
h
o
o
l 
su
p
.9
2
 
S
c
h
o
o
l 
st
r
e
ss
9
3
 
S
c
h
o
o
l 
st
r
e
ss
9
4
 
S
c
h
o
o
l 
st
r
e
ss
9
5
 
S
c
h
o
o
l 
st
r
e
ss
9
6
 
S
c
h
o
o
l 
st
r
e
ss
9
7
 
S
c
h
o
o
l 
st
r
e
ss
9
8
 
N
e
ig
h
b
o
u
r
h
o
o
d
9
9
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
0
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
1
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
2
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
3
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
4
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
5
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
6
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
7
 
Peer sup.77   
-.
0
8
6
 
-.
0
8
1
 
-.
1
4
8
 
-.
0
8
5
 
7
.1
1
1
E
-0
5
 
-.
0
1
0
 
-.
0
2
3
 
.0
3
0
 
.0
2
8
 
.0
1
0
 
-.
0
2
5
 
-.
0
8
3
 
.0
0
0
 
.0
2
4
 
.0
4
3
 
.0
2
6
 
-.
0
4
6
 
-.
0
1
2
 
.0
3
5
 
.0
0
5
 
.0
2
4
 
-.
0
1
6
 
-.
0
4
7
 
-.
0
4
3
 
.0
6
3
 
.0
0
3
 
.0
0
4
 
-.
0
1
5
 
.0
2
9
 
-.
0
0
7
 
Peer sup.78 
-.
0
8
6
   
-.
1
4
1
 
-.
0
4
1
 
-.
1
5
7
 
.0
0
2
 
.0
1
6
 
.0
0
9
 
.0
3
2
 
-.
0
2
4
 
.0
3
4
 
.0
3
1
 
-.
0
5
2
 
-.
0
1
1
 
-.
0
1
3
 
.0
3
0
 
.0
0
4
 
-.
0
2
2
 
.0
3
4
 
-.
0
2
2
 
.0
1
3
 
-.
0
2
7
 
-.
0
1
7
 
-.
0
0
7
 
.0
1
5
 
.0
0
7
 
.0
2
8
 
.0
0
3
 
-.
0
0
5
 
-.
0
2
1
 
-.
0
4
1
 
Peer sup.79 
-.
0
8
1
 
-.
1
4
1
   
-.
1
0
9
 
-.
0
2
5
 
-.
0
3
3
 
-.
0
2
2
 
-.
0
4
2
 
-.
0
0
9
 
-.
0
0
8
 
.0
1
8
 
-.
0
5
3
 
-.
1
1
3
 
.0
3
2
 
.0
2
6
 
.0
4
1
 
.0
2
6
 
-.
0
3
5
 
-.
0
3
9
 
.0
0
4
 
.0
0
8
 
.0
2
1
 
-.
0
5
4
 
-.
0
4
0
 
-.
0
5
8
 
.0
5
0
 
.0
1
0
 
.0
6
0
 
-.
0
3
2
 
.0
4
8
 
-.
0
1
2
 
Peer sup.80 
-.
1
4
8
 
-.
0
4
1
 
-.
1
0
9
   
-.
0
8
0
 
.0
1
2
 
-.
0
4
4
 
-.
0
0
6
 
-.
0
0
9
 
.0
0
9
 
-.
0
1
5
 
.0
4
7
 
-.
0
5
2
 
.0
0
7
 
-.
0
1
0
 
.0
4
1
 
.0
0
1
 
.0
0
4
 
.0
4
0
 
-.
0
1
7
 
.0
1
3
 
-.
0
4
0
 
-.
0
6
3
 
-.
0
2
1
 
-.
0
0
5
 
-.
0
1
1
 
.0
3
3
 
-.
0
0
4
 
-.
0
1
3
 
-.
0
5
7
 
.0
0
1
 
Peer sup.81 
-.
0
8
5
 
-.
1
5
7
 
-.
0
2
5
 
-.
0
8
0
   
.0
1
5
 
.0
0
1
 
-.
0
2
6
 
.0
0
5
 
-.
0
2
3
 
-.
0
6
1
 
-.
0
2
7
 
-.
1
0
5
 
.0
2
1
 
-.
0
0
3
 
.0
7
0
 
.0
1
8
 
-.
0
4
1
 
-.
0
0
4
 
-.
0
2
4
 
.0
4
5
 
.0
5
2
 
-.
0
1
7
 
-.
0
5
4
 
-.
0
1
5
 
.0
1
5
 
-.
0
0
5
 
.0
2
4
 
-.
0
3
7
 
.0
2
8
 
-.
0
1
3
 
Peer inf.82 
7
.1
1
1
E
-0
5
 
.0
0
2
 
-.
0
3
3
 
.0
1
2
 
.0
1
5
   
-.
0
3
2
 
-.
0
8
7
 
-.
1
2
3
 
-.
0
7
9
 
-.
0
6
3
 
.0
0
5
 
-.
0
2
1
 
.0
0
6
 
-.
0
1
5
 
.0
4
5
 
.0
6
2
 
-.
0
1
3
 
-.
0
2
8
 
-.
0
1
9
 
.0
4
8
 
-.
0
1
5
 
.0
1
7
 
.0
2
5
 
-.
0
2
8
 
-.
0
6
6
 
.0
0
3
 
-.
0
3
8
 
-.
0
0
2
 
-.
0
1
1
 
.0
4
0
 
Peer inf.83 
-.
0
1
0
 
.0
1
6
 
-.
0
2
2
 
-.
0
4
4
 
.0
0
1
 
-.
0
3
2
   
-.
0
7
1
 
-.
0
7
6
 
-.
1
1
4
 
.0
3
1
 
.0
4
0
 
-.
0
1
1
 
-.
0
2
1
 
-.
0
2
5
 
.0
3
1
 
.0
3
8
 
-.
0
2
0
 
.0
2
3
 
-.
0
5
7
 
.0
2
5
 
.0
2
5
 
.0
3
0
 
.0
2
8
 
-.
0
0
9
 
-.
0
5
5
 
.0
0
7
 
-.
0
4
3
 
.0
4
1
 
.0
0
4
 
.0
5
9
 
Peer inf.84 
-.
0
2
3
 
.0
0
9
 
-.
0
4
2
 
-.
0
0
6
 
-.
0
2
6
 
-.
0
8
7
 
-.
0
7
1
   
-.
0
6
1
 
-.
0
4
9
 
.0
4
1
 
.0
2
6
 
.0
3
3
 
-.
0
1
4
 
-.
0
5
7
 
.0
2
9
 
-.
0
0
8
 
-.
0
2
0
 
-.
0
0
6
 
-.
0
3
9
 
.0
2
4
 
.0
5
6
 
.0
5
3
 
.0
3
1
 
-.
0
2
2
 
-.
0
5
7
 
-.
0
1
7
 
-.
0
3
5
 
.0
6
7
 
.0
0
0
 
.0
4
6
 
Peer inf.85 
.0
3
0
 
.0
3
2
 
-.
0
0
9
 
-.
0
0
9
 
.0
0
5
 
-.
1
2
3
 
-.
0
7
6
 
-.
0
6
1
   
-.
0
6
6
 
.0
7
5
 
.0
5
4
 
.0
5
6
 
-.
0
3
2
 
-.
0
1
1
 
.0
2
5
 
-.
0
0
4
 
-.
0
3
8
 
.0
4
5
 
-.
0
4
4
 
.0
2
9
 
.0
4
4
 
.0
4
3
 
.0
3
9
 
.0
0
0
 
-.
0
6
2
 
.0
1
5
 
-.
0
7
2
 
.0
6
1
 
.0
0
2
 
.0
8
4
 
Peer inf.86 
.0
2
8
 
-.
0
2
4
 
-.
0
0
8
 
.0
0
9
 
-.
0
2
3
 
-.
0
7
9
 
-.
1
1
4
 
-.
0
4
9
 
-.
0
6
6
   
.0
3
1
 
.0
3
0
 
.0
0
9
 
-.
0
0
3
 
-.
0
3
4
 
-.
0
2
3
 
-.
0
2
2
 
-.
0
1
4
 
-.
0
0
4
 
-.
0
0
5
 
.0
1
4
 
.0
3
0
 
.0
4
2
 
.0
2
6
 
-.
0
0
5
 
-.
0
5
8
 
-.
0
3
1
 
-.
0
5
2
 
.0
3
8
 
.0
0
7
 
.0
7
6
 
School sup.87 
.0
1
0
 
.0
3
4
 
.0
1
8
 
-.
0
1
5
 
-.
0
6
1
 
-.
0
6
3
 
.0
3
1
 
.0
4
1
 
.0
7
5
 
.0
3
1
   
.0
2
0
 
-.
0
1
2
 
-.
1
2
7
 
-.
1
2
7
 
-.
1
3
0
 
-.
0
2
5
 
-.
0
6
7
 
-.
0
4
1
 
.0
2
2
 
.0
1
4
 
.0
1
2
 
-.
0
8
5
 
-.
0
9
4
 
.0
1
8
 
-.
0
3
6
 
.0
1
2
 
-.
0
5
9
 
.0
5
6
 
.0
1
8
 
.0
3
0
 
School sup.88 
-.
0
2
5
 
.0
3
1
 
-.
0
5
3
 
.0
4
7
 
-.
0
2
7
 
.0
0
5
 
.0
4
0
 
.0
2
6
 
.0
5
4
 
.0
3
0
 
.0
2
0
   
-.
0
3
1
 
-.
1
4
0
 
-.
1
4
8
 
-.
0
7
7
 
-.
0
5
1
 
-.
0
3
9
 
-.
0
5
0
 
-.
0
4
3
 
.0
4
6
 
.0
2
9
 
-.
1
2
0
 
-.
0
6
7
 
.0
3
4
 
-.
0
5
0
 
-.
0
2
9
 
-.
0
2
7
 
.0
5
2
 
-.
0
0
4
 
.0
7
8
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School sup.89 
-.
0
8
3
 
-.
0
5
2
 
-.
1
1
3
 
-.
0
5
2
 
-.
1
0
5
 
-.
0
2
1
 
-.
0
1
1
 
.0
3
3
 
.0
5
6
 
.0
0
9
 
-.
0
1
2
 
-.
0
3
1
   
-.
0
3
1
 
-.
0
0
1
 
-.
0
6
7
 
.0
0
5
 
-.
0
1
2
 
-.
0
4
0
 
-.
0
2
2
 
-.
0
1
9
 
-.
0
2
6
 
-.
0
1
8
 
-.
0
7
6
 
.0
1
7
 
-.
0
2
7
 
-.
0
2
7
 
-.
0
1
2
 
.0
4
7
 
.0
1
2
 
.0
0
9
 
School sup.90 
.0
0
0
 
-.
0
1
1
 
.0
3
2
 
.0
0
7
 
.0
2
1
 
.0
0
6
 
-.
0
2
1
 
-.
0
1
4
 
-.
0
3
2
 
-.
0
0
3
 
-.
1
2
7
 
-.
1
4
0
 
-.
0
3
1
   
-.
0
5
2
 
-.
0
3
9
 
-.
0
2
0
 
-.
0
0
9
 
.0
1
4
 
-.
0
1
0
 
.0
0
1
 
-.
0
2
8
 
-.
1
0
3
 
-.
1
3
0
 
.0
1
9
 
-.
0
4
1
 
-.
0
3
1
 
-.
0
6
1
 
-.
0
0
6
 
.0
2
8
 
.0
3
1
 
School sup.91 
.0
2
4
 
-.
0
1
3
 
.0
2
6
 
-.
0
1
0
 
-.
0
0
3
 
-.
0
1
5
 
-.
0
2
5
 
-.
0
5
7
 
-.
0
1
1
 
-.
0
3
4
 
-.
1
2
7
 
-.
1
4
8
 
-.
0
0
1
 
-.
0
5
2
   
-.
0
8
5
 
.0
3
0
 
-.
0
0
6
 
-.
0
5
4
 
-.
0
1
5
 
.0
1
6
 
-.
0
0
9
 
-.
1
0
2
 
-.
0
7
3
 
.0
7
6
 
-.
0
2
4
 
-.
0
3
5
 
-.
0
1
2
 
-.
0
1
2
 
.1
1
4
 
.0
2
6
 
School sup.92 
.0
4
3
 
.0
3
0
 
.0
4
1
 
.0
4
1
 
.0
7
0
 
.0
4
5
 
.0
3
1
 
.0
2
9
 
.0
2
5
 
-.
0
2
3
 
-.
1
3
0
 
-.
0
7
7
 
-.
0
6
7
 
-.
0
3
9
 
-.
0
8
5
   
-.
0
0
2
 
.0
3
3
 -
9
.1
9
2
E
-0
5
 
-.
0
2
1
 
.0
6
7
 
.0
0
1
 
-.
1
3
6
 
-.
1
1
8
 
-.
0
2
6
 
-.
0
3
8
 
-.
0
2
7
 
-.
0
2
5
 
.0
5
1
 
.0
9
8
 
.0
5
2
 
School 
stress93 .0
2
6
 
.0
0
4
 
.0
2
6
 
.0
0
1
 
.0
1
8
 
.0
6
2
 
.0
3
8
 
-.
0
0
8
 
-.
0
0
4
 
-.
0
2
2
 
-.
0
2
5
 
-.
0
5
1
 
.0
0
5
 
-.
0
2
0
 
.0
3
0
 
-.
0
0
2
   
-.
1
0
6
 
-.
1
4
5
 
-.
1
3
6
 
-.
1
4
5
 
-.
0
8
5
 
.0
1
7
 
.0
1
1
 
-.
0
2
9
 
-.
0
2
4
 
.0
0
9
 
.0
0
6
 
.0
0
9
 
-.
0
1
4
 
-.
0
1
9
 
School stress 
94 
-.
0
4
6
 
-.
0
2
2
 
-.
0
3
5
 
.0
0
4
 
-.
0
4
1
 
-.
0
1
3
 
-.
0
2
0
 
-.
0
2
0
 
-.
0
3
8
 
-.
0
1
4
 
-.
0
6
7
 
-.
0
3
9
 
-.
0
1
2
 
-.
0
0
9
 
-.
0
0
6
 
.0
3
3
 
-.
1
0
6
   
-.
0
3
4
 
-.
0
4
9
 
-.
1
3
3
 
-.
1
7
3
 
.0
5
1
 
.0
1
4
 
-.
0
3
7
 
-.
0
3
9
 
.0
2
2
 
-.
0
4
2
 
.0
0
1
 
-.
0
0
8
 
.0
1
9
 
School stress 
95 
-.
0
1
2
 
.0
3
4
 
-.
0
3
9
 
.0
4
0
 
-.
0
0
4
 
-.
0
2
8
 
.0
2
3
 
-.
0
0
6
 
.0
4
5
 
-.
0
0
4
 
-.
0
4
1
 
-.
0
5
0
 
-.
0
4
0
 
.0
1
4
 
-.
0
5
4
 -
9
.1
9
2
E
-0
5
 
-.
1
4
5
 
-.
0
3
4
   
-.
0
4
1
 
-.
1
4
7
 
-.
1
6
0
 
.0
7
0
 
.0
6
2
 
-.
0
0
8
 
-.
0
3
3
 
.0
2
8
 
-.
0
6
0
 
.0
5
3
 
-.
0
9
0
 
-.
0
3
9
 
School stress 
96 .0
3
5
 
-.
0
2
2
 
.0
0
4
 
-.
0
1
7
 
-.
0
2
4
 
-.
0
1
9
 
-.
0
5
7
 
-.
0
3
9
 
-.
0
4
4
 
-.
0
0
5
 
.0
2
2
 
-.
0
4
3
 
-.
0
2
2
 
-.
0
1
0
 
-.
0
1
5
 
-.
0
2
1
 
-.
1
3
6
 
-.
0
4
9
 
-.
0
4
1
   
-.
1
0
3
 
-.
1
4
2
 
.0
0
2
 
.0
2
4
 
-.
0
7
8
 
-.
0
1
4
 
-.
0
2
3
 
.0
0
7
 
.0
0
3
 
.0
0
9
 
.0
0
7
 
School stress 
97 .0
0
5
 
.0
1
3
 
.0
0
8
 
.0
1
3
 
.0
4
5
 
.0
4
8
 
.0
2
5
 
.0
2
4
 
.0
2
9
 
.0
1
4
 
.0
1
4
 
.0
4
6
 
-.
0
1
9
 
.0
0
1
 
.0
1
6
 
.0
6
7
 
-.
1
4
5
 
-.
1
3
3
 
-.
1
4
7
 
-.
1
0
3
   
-.
0
7
9
 
.0
2
6
 
.0
3
8
 
-.
0
5
4
 
.0
2
1
 
.0
2
7
 
-.
0
0
3
 
.0
0
7
 
.0
1
1
 
.0
3
6
 
School stress 
98 .0
2
4
 
-.
0
2
7
 
.0
2
1
 
-.
0
4
0
 
.0
5
2
 
-.
0
1
5
 
.0
2
5
 
.0
5
6
 
.0
4
4
 
.0
3
0
 
.0
1
2
 
.0
2
9
 
-.
0
2
6
 
-.
0
2
8
 
-.
0
0
9
 
.0
0
1
 
-.
0
8
5
 
-.
1
7
3
 
-.
1
6
0
 
-.
1
4
2
 
-.
0
7
9
   
.0
2
6
 
.0
4
9
 
-.
0
4
2
 
.0
0
8
 
.0
2
7
 
.0
2
1
 
.0
4
6
 
-.
0
2
1
 
.0
1
2
 
Neighbourho
od99 
-.
0
1
6
 
-.
0
1
7
 
-.
0
5
4
 
-.
0
6
3
 
-.
0
1
7
 
.0
1
7
 
.0
3
0
 
.0
5
3
 
.0
4
3
 
.0
4
2
 
-.
0
8
5
 
-.
1
2
0
 
-.
0
1
8
 
-.
1
0
3
 
-.
1
0
2
 
-.
1
3
6
 
.0
1
7
 
.0
5
1
 
.0
7
0
 
.0
0
2
 
.0
2
6
 
.0
2
6
   
.1
9
7
 
.0
0
3
 
-.
0
0
7
 
-.
0
1
5
 
-.
0
2
6
 
.0
1
7
 
-.
0
5
8
 
-.
0
0
2
 
Neighbourho
od 100 
-.
0
4
7
 
-.
0
0
7
 
-.
0
4
0
 
-.
0
2
1
 
-.
0
5
4
 
.0
2
5
 
.0
2
8
 
.0
3
1
 
.0
3
9
 
.0
2
6
 
-.
0
9
4
 
-.
0
6
7
 
-.
0
7
6
 
-.
1
3
0
 
-.
0
7
3
 
-.
1
1
8
 
.0
1
1
 
.0
1
4
 
.0
6
2
 
.0
2
4
 
.0
3
8
 
.0
4
9
 
.1
9
7
   
.0
0
6
 
-.
0
3
4
 
-.
0
2
1
 
.0
1
4
 
-.
0
0
2
 
-.
0
3
1
 
-.
0
0
1
 
Neighbourho
od 101 
-.
0
4
3
 
.0
1
5
 
-.
0
5
8
 
-.
0
0
5
 
-.
0
1
5
 
-.
0
2
8
 
-.
0
0
9
 
-.
0
2
2
 
.0
0
0
 
-.
0
0
5
 
.0
1
8
 
.0
3
4
 
.0
1
7
 
.0
1
9
 
.0
7
6
 
-.
0
2
6
 
-.
0
2
9
 
-.
0
3
7
 
-.
0
0
8
 
-.
0
7
8
 
-.
0
5
4
 
-.
0
4
2
 
.0
0
3
 
.0
0
6
   
-.
0
2
8
 
-.
0
4
3
 
-.
0
6
5
 
-.
0
6
5
 
-.
0
7
9
 
-.
0
9
3
 
Neighbourho
od 102 .0
6
3
 
.0
0
7
 
.0
5
0
 
-.
0
1
1
 
.0
1
5
 
-.
0
6
6
 
-.
0
5
5
 
-.
0
5
7
 
-.
0
6
2
 
-.
0
5
8
 
-.
0
3
6
 
-.
0
5
0
 
-.
0
2
7
 
-.
0
4
1
 
-.
0
2
4
 
-.
0
3
8
 
-.
0
2
4
 
-.
0
3
9
 
-.
0
3
3
 
-.
0
1
4
 
.0
2
1
 
.0
0
8
 
-.
0
0
7
 
-.
0
3
4
 
-.
0
2
8
   
-.
0
6
6
 
.0
6
7
 
-.
1
6
6
 
-.
0
6
1
 
-.
1
3
6
 
Neighbourho
od 103 .0
0
3
 
.0
2
8
 
.0
1
0
 
.0
3
3
 
-.
0
0
5
 
.0
0
3
 
.0
0
7
 
-.
0
1
7
 
.0
1
5
 
-.
0
3
1
 
.0
1
2
 
-.
0
2
9
 
-.
0
2
7
 
-.
0
3
1
 
-.
0
3
5
 
-.
0
2
7
 
.0
0
9
 
.0
2
2
 
.0
2
8
 
-.
0
2
3
 
.0
2
7
 
.0
2
7
 
-.
0
1
5
 
-.
0
2
1
 
-.
0
4
3
 
-.
0
6
6
   
-.
0
6
8
 
-.
0
7
8
 
-.
1
4
5
 
-.
1
5
4
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Neighbourho
od 104 .0
0
4
 
.0
0
3
 
.0
6
0
 
-.
0
0
4
 
.0
2
4
 
-.
0
3
8
 
-.
0
4
3
 
-.
0
3
5
 
-.
0
7
2
 
-.
0
5
2
 
-.
0
5
9
 
-.
0
2
7
 
-.
0
1
2
 
-.
0
6
1
 
-.
0
1
2
 
-.
0
2
5
 
.0
0
6
 
-.
0
4
2
 
-.
0
6
0
 
.0
0
7
 
-.
0
0
3
 
.0
2
1
 
-.
0
2
6
 
.0
1
4
 
-.
0
6
5
 
.0
6
7
 
-.
0
6
8
   
-.
1
5
9
 
-.
0
5
7
 
-.
1
2
9
 
Neighbourho
od 105 
-.
0
1
5
 
-.
0
0
5
 
-.
0
3
2
 
-.
0
1
3
 
-.
0
3
7
 
-.
0
0
2
 
.0
4
1
 
.0
6
7
 
.0
6
1
 
.0
3
8
 
.0
5
6
 
.0
5
2
 
.0
4
7
 
-.
0
0
6
 
-.
0
1
2
 
.0
5
1
 
.0
0
9
 
.0
0
1
 
.0
5
3
 
.0
0
3
 
.0
0
7
 
.0
4
6
 
.0
1
7
 
-.
0
0
2
 
-.
0
6
5
 
-.
1
6
6
 
-.
0
7
8
 
-.
1
5
9
   
-.
0
9
6
 
-.
0
5
0
 
Neighbourho
od 106 .0
2
9
 
-.
0
2
1
 
.0
4
8
 
-.
0
5
7
 
.0
2
8
 
-.
0
1
1
 
.0
0
4
 
.0
0
0
 
.0
0
2
 
.0
0
7
 
.0
1
8
 
-.
0
0
4
 
.0
1
2
 
.0
2
8
 
.1
1
4
 
.0
9
8
 
-.
0
1
4
 
-.
0
0
8
 
-.
0
9
0
 
.0
0
9
 
.0
1
1
 
-.
0
2
1
 
-.
0
5
8
 
-.
0
3
1
 
-.
0
7
9
 
-.
0
6
1
 
-.
1
4
5
 
-.
0
5
7
 
-.
0
9
6
   
-.
0
1
9
 
Neighbourho
od 107 
-.
0
0
7
 
-.
0
4
1
 
-.
0
1
2
 
.0
0
1
 
-.
0
1
3
 
.0
4
0
 
.0
5
9
 
.0
4
6
 
.0
8
4
 
.0
7
6
 
.0
3
0
 
.0
7
8
 
.0
0
9
 
.0
3
1
 
.0
2
6
 
.0
5
2
 
-.
0
1
9
 
.0
1
9
 
-.
0
3
9
 
.0
0
7
 
.0
3
6
 
.0
1
2
 
-.
0
0
2
 
-.
0
0
1
 
-.
0
9
3
 
-.
1
3
6
 
-.
1
5
4
 
-.
1
2
9
 
-.
0
5
0
 
-.
0
1
9
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Table 6.78: MICRO (COMMUNITY) SYSTEMS LEVEL - 5 FACTORS SPECIFIED (ITEM 101 EXCLUDED) 
 
P
e
e
r 
su
p
.7
7
 
P
e
e
r 
su
p
.7
8
 
P
e
e
r 
su
p
.7
9
 
P
e
e
r 
su
p
.8
0
 
P
e
e
r 
su
p
.8
1
 
P
e
e
r 
in
f.
8
2
 
P
e
e
r 
in
f.
8
3
 
P
e
e
r 
in
f.
8
4
 
P
e
e
r 
in
f.
8
5
 
P
e
e
r 
in
f.
8
6
 
S
c
h
o
o
l 
su
p
.8
7
 
S
c
h
o
o
l 
su
p
.8
8
 
S
c
h
o
o
l 
su
p
.8
9
 
S
c
h
o
o
l 
su
p
.9
0
 
S
c
h
o
o
l 
su
p
.9
1
 
S
c
h
o
o
l 
su
p
.9
2
 
S
c
h
o
o
l 
st
r
e
ss
9
3
 
S
c
h
o
o
l 
st
r
e
ss
9
4
 
S
c
h
o
o
l 
st
r
e
ss
9
5
 
S
c
h
o
o
l 
st
r
e
ss
9
6
 
S
c
h
o
o
l 
st
r
e
ss
9
7
 
S
c
h
o
o
l 
st
r
e
ss
9
8
 
N
e
ig
h
b
o
u
r
h
o
o
d
9
9
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
0
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
1
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
2
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
3
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
4
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
5
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
6
 
N
e
ig
h
b
o
u
r
h
o
o
d
1
0
7
 
Peer 
sup.77 
 
-.
0
8
7
 
-.
0
8
4
 
-.
1
4
9
 
-.
0
8
7
 
-.
0
0
1
 
-.
0
1
0
 
-.
0
2
3
 
.0
3
1
 
.0
2
8
 
.0
1
2
 
-.
0
2
3
 
-.
0
8
2
 
.0
0
1
 
.0
2
8
 
.0
4
3
 
.0
2
4
 
-.
0
4
8
 
-.
0
1
3
 
.0
3
1
 
.0
0
1
 
.0
2
1
 
-.
0
1
4
 
-.
0
4
6
 
.0
6
1
 
.0
0
0
 
.0
0
0
 
-.
0
1
9
 
.0
2
3
 
-.
0
1
3
  
Peer 
sup.78 
-.
0
8
7
  
-.
1
4
3
 
-.
0
3
9
 
-.
1
5
8
 
.0
0
1
 
.0
1
6
 
.0
0
9
 
.0
3
2
 
-.
0
2
4
 
.0
3
2
 
.0
3
1
 
-.
0
5
0
 
-.
0
1
2
 
-.
0
1
4
 
.0
2
4
 
.0
0
6
 
-.
0
2
0
 
.0
3
8
 
-.
0
2
2
 
.0
1
3
 
-.
0
2
6
 
-.
0
1
8
 
-.
0
0
8
 
.0
0
9
 
.0
3
2
 
.0
0
5
 
-.
0
0
2
 
-.
0
2
2
 
-.
0
3
9
 
-.
0
8
7
 
Peer 
sup.79 
-.
0
8
4
 
-.
1
4
3
  
-.
1
1
1
 
-.
0
2
7
 
-.
0
3
4
 
-.
0
2
1
 
-.
0
4
3
 
-.
0
0
8
 
-.
0
0
7
 
.0
2
1
 
-.
0
5
0
 
-.
1
1
3
 
.0
3
4
 
.0
3
1
 
.0
4
2
 
.0
2
3
 
-.
0
3
8
 
-.
0
4
1
 
-.
0
0
1
 
.0
0
4
 
.0
1
7
 
-.
0
5
2
 
-.
0
3
8
 
.0
4
6
 
.0
0
5
 
.0
5
5
 
-.
0
3
9
 
.0
4
1
 
-.
0
2
1
 
-.
0
8
4
 
Peer 
sup.80 
-.
1
4
9
 
-.
0
3
9
 
-.
1
1
1
  
-.
0
8
1
 
.0
1
0
 
-.
0
4
5
 
-.
0
0
7
 
-.
0
0
9
 
.0
0
8
 
-.
0
1
6
 
.0
4
7
 
-.
0
5
0
 
.0
0
7
 
-.
0
0
9
 
.0
3
6
 
.0
0
2
 
.0
0
5
 
.0
4
2
 
-.
0
1
8
 
.0
1
2
 
-.
0
4
0
 
-.
0
6
3
 
-.
0
2
1
 
-.
0
1
0
 
.0
3
5
 
-.
0
0
4
 
-.
0
1
2
 
-.
0
5
9
 
.0
0
0
 
-.
1
4
9
 
Peer 
sup.81 
-.
0
8
7
 
-.
1
5
8
 
-.
0
2
7
 
-.
0
8
1
  
.0
1
5
 
.0
0
2
 
-.
0
2
5
 
.0
0
5
 
-.
0
2
2
 
-.
0
6
0
 
-.
0
2
6
 
-.
1
0
5
 
.0
2
2
 -
6
.8
8
4
E
-0
0
5
 
.0
7
0
 
.0
1
7
 
-.
0
4
2
 
-.
0
0
4
 
-.
0
2
6
 
.0
4
3
 
.0
5
0
 
-.
0
1
6
 
-.
0
5
4
 
.0
1
4
 
-.
0
0
7
 
.0
2
2
 
-.
0
3
9
 
.0
2
5
 
-.
0
1
7
 
-.
0
8
7
 
Peer 
inf.82 
-.
0
0
1
 
.0
0
1
 
-.
0
3
4
 
.0
1
0
 
.0
1
5
  
-.
0
3
2
 
-.
0
8
7
 
-.
1
2
3
 
-.
0
7
9
 
-.
0
6
2
 
.0
0
6
 
-.
0
2
2
 
.0
0
7
 
-.
0
1
2
 
.0
4
7
 
.0
6
1
 
-.
0
1
5
 
-.
0
3
0
 
-.
0
2
1
 
.0
4
6
 
-.
0
1
6
 
.0
1
7
 
.0
2
5
 
-.
0
6
8
 
.0
0
1
 
-.
0
4
0
 
-.
0
0
5
 
-.
0
1
2
 
.0
3
7
 
-.
0
0
1
 
Peer 
inf.83 
-.
0
1
0
 
.0
1
6
 
-.
0
2
1
 
-.
0
4
5
 
.0
0
2
 
-.
0
3
2
  
-.
0
7
1
 
-.
0
7
6
 
-.
1
1
4
 
.0
3
1
 
.0
4
1
 
-.
0
1
1
 
-.
0
2
0
 
-.
0
2
4
 
.0
3
3
 
.0
3
8
 
-.
0
2
0
 
.0
2
2
 
-.
0
5
7
 
.0
2
5
 
.0
2
4
 
.0
3
0
 
.0
2
8
 
-.
0
5
6
 
.0
0
6
 
-.
0
4
3
 
.0
4
0
 
.0
0
5
 
.0
5
8
 
-.
0
1
0
 
Peer 
inf.84 
-.
0
2
3
 
.0
0
9
 
-.
0
4
3
 
-.
0
0
7
 
-.
0
2
5
 
-.
0
8
7
 
-.
0
7
1
  
-.
0
6
1
 
-.
0
4
9
 
.0
4
2
 
.0
2
7
 
.0
3
3
 
-.
0
1
3
 
-.
0
5
5
 
.0
3
0
 
-.
0
0
9
 
-.
0
2
1
 
-.
0
0
8
 
-.
0
4
1
 
.0
2
3
 
.0
5
5
 
.0
5
3
 
.0
3
2
 
-.
0
5
8
 
-.
0
1
9
 
-.
0
3
7
 
.0
6
5
 
-.
0
0
1
 
.0
4
4
 
-.
0
2
3
 
Peer 
inf.85 .0
3
1
 
.0
3
2
 
-.
0
0
8
 
-.
0
0
9
 
.0
0
5
 
-.
1
2
3
 
-.
0
7
6
 
-.
0
6
1
  
-.
0
6
6
 
.0
7
5
 
.0
5
3
 
.0
5
5
 
-.
0
3
2
 
-.
0
1
1
 
.0
2
6
 
-.
0
0
4
 
-.
0
3
8
 
.0
4
4
 
-.
0
4
4
 
.0
3
0
 
.0
4
4
 
.0
4
3
 
.0
3
9
 
-.
0
6
2
 
.0
1
4
 
-.
0
7
2
 
.0
6
1
 
.0
0
3
 
.0
8
5
 
.0
3
1
 
Peer 
inf.86 .0
2
8
 
-.
0
2
4
 
-.
0
0
7
 
.0
0
8
 
-.
0
2
2
 
-.
0
7
9
 
-.
1
1
4
 
-.
0
4
9
 
-.
0
6
6
  
.0
3
1
 
.0
3
0
 
.0
0
8
 
-.
0
0
3
 
-.
0
3
3
 
-.
0
2
2
 
-.
0
2
2
 
-.
0
1
5
 
-.
0
0
5
 
-.
0
0
5
 
.0
1
4
 
.0
3
0
 
.0
4
2
 
.0
2
6
 
-.
0
5
8
 
-.
0
3
2
 
-.
0
5
3
 
.0
3
7
 
.0
0
8
 
.0
7
6
 
.0
2
8
 
School 
sup.87 .0
1
2
 
.0
3
2
 
.0
2
1
 
-.
0
1
6
 
-.
0
6
0
 
-.
0
6
2
 
.0
3
1
 
.0
4
2
 
.0
7
5
 
.0
3
1
  
.0
1
9
 
-.
0
1
4
 
-.
1
2
7
 
-.
1
3
0
 
-.
1
2
6
 
-.
0
2
5
 
-.
0
6
7
 
-.
0
4
2
 
.0
2
4
 
.0
1
6
 
.0
1
3
 
-.
0
8
6
 
-.
0
9
4
 
-.
0
3
6
 
.0
1
2
 
-.
0
5
7
 
.0
5
7
 
.0
2
2
 
.0
3
3
 
.0
1
2
 
School 
sup.88 
-.
0
2
3
 
.0
3
1
 
-.
0
5
0
 
.0
4
7
 
-.
0
2
6
 
.0
0
6
 
.0
4
1
 
.0
2
7
 
.0
5
3
 
.0
3
0
 
.0
1
9
  
-.
0
3
2
 
-.
1
4
1
 
-.
1
5
1
 
-.
0
7
5
 
-.
0
5
0
 
-.
0
3
7
 
-.
0
5
0
 
-.
0
3
9
 
.0
4
9
 
.0
3
1
 
-.
1
2
1
 
-.
0
6
8
 
-.
0
4
9
 
-.
0
2
8
 
-.
0
2
4
 
.0
5
5
 
.0
0
0
 
.0
8
2
 
-.
0
2
3
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School 
sup.89 
-.
0
8
2
 
-.
0
5
0
 
-.
1
1
3
 
-.
0
5
0
 
-.
1
0
5
 
-.
0
2
2
 
-.
0
1
1
 
.0
3
3
 
.0
5
5
 
.0
0
8
 
-.
0
1
4
 
-.
0
3
2
  
-.
0
3
3
 
-.
0
0
2
 
-.
0
7
0
 
.0
0
7
 
-.
0
1
1
 
-.
0
3
8
 
-.
0
2
1
 
-.
0
1
8
 
-.
0
2
5
 
-.
0
1
9
 
-.
0
7
7
 
-.
0
2
5
 
-.
0
2
5
 
-.
0
1
0
 
.0
5
0
 
.0
1
3
 
.0
1
1
 
-.
0
8
2
 
School 
sup.90 .0
0
1
 
-.
0
1
2
 
.0
3
4
 
.0
0
7
 
.0
2
2
 
.0
0
7
 
-.
0
2
0
 
-.
0
1
3
 
-.
0
3
2
 
-.
0
0
3
 
-.
1
2
7
 
-.
1
4
1
 
-.
0
3
3
  
-.
0
5
3
 
-.
0
3
6
 
-.
0
2
0
 
-.
0
0
9
 
.0
1
3
 
-.
0
0
8
 
.0
0
3
 
-.
0
2
7
 
-.
1
0
3
 
-.
1
3
1
 
-.
0
4
1
 
-.
0
3
1
 
-.
0
6
0
 
-.
0
0
5
 
.0
3
2
 
.0
3
3
 
.0
0
1
 
School 
sup.91 .0
2
8
 
-.
0
1
4
 
.0
3
1
 
-.
0
0
9
 -
6
.8
8
4
E
-0
0
5
 
-.
0
1
2
 
-.
0
2
4
 
-.
0
5
5
 
-.
0
1
1
 
-.
0
3
3
 
-.
1
3
0
 
-.
1
5
1
 
-.
0
0
2
 
-.
0
5
3
  
-.
0
8
3
 
.0
3
4
 
-.
0
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School 
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School 
stress93 .0
2
4
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6
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3
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7
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School 
stress 94 
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School 
stress 95 
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School 
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School 
stress 97 .0
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School 
stress 98 .0
2
1
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.0
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Neighbou
rhood99 
-.
0
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-.
0
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-.
0
1
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-.
0
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-.
0
5
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-.
0
0
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-.
0
1
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Neighbou
rhood 
100 -
.0
4
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-.
0
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-.
0
3
8
 
-.
0
2
1
 
-.
0
5
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.0
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5
 
.0
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.0
3
2
 
.0
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.0
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-.
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.0
4
9
 
.1
9
7
  
-.
0
3
5
 
-.
0
2
1
 
.0
1
5
 
-.
0
0
1
 
-.
0
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Neighbou
rhood 
101 
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-.
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-.
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-.
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-.
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-.
0
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-.
0
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-.
0
3
6
 
-.
0
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-.
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Neighbou
rhood 
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Neighbou
rhood 
103 
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Neighbou
rhood 
104 -
.0
1
9
 
-.
0
0
2
 
-.
0
3
9
 
-.
0
1
2
 
-.
0
3
9
 
-.
0
0
5
 
.0
4
0
 
.0
6
5
 
.0
6
1
 
.0
3
7
 
.0
5
7
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5
5
 
.0
5
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0
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rhood 
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106 -
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Table 6.79: MESO-SYSTEMS LEVEL - 1 FACTOR SPECIFIED 
 
M
ix
ed
 
m
es
sa
g
es
1
0
8
 
M
ix
ed
 
m
es
sa
g
es
1
0
9
 
M
ix
ed
 
m
es
sa
g
es
1
1
0
 
M
ix
ed
 
m
es
sa
g
es
1
1
1
 
M
ix
ed
 
m
es
sa
g
es
1
1
2
 
M
ix
ed
 
m
es
sa
g
es
1
1
3
 
M
ix
ed
 
m
es
sa
g
es
1
1
4
 
M
ix
ed
 
m
es
sa
g
es
1
1
5
 
M
ix
ed
 
m
es
sa
g
es
1
1
6
 
Mixed messages108  .316 -.098 -.098 -.025 -.104 -.159 -.155 -.137 
Mixed messages109 .316  -.102 -.108 -.012 -.109 -.140 -.170 -.134 
Mixed messages110 -.098 -.102  .109 -.074 -.089 -.084 -.111 -.099 
Mixed messages111 -.098 -.108 .109  -.078 -.084 -.075 -.092 -.113 
Mixed messages112 -.025 -.012 -.074 -.078  -.063 -.071 -.109 -.104 
Mixed messages113 -.104 -.109 -.089 -.084 -.063  -.054 -.027 -.056 
Mixed messages114 -.159 -.140 -.084 -.075 -.071 -.054  .028 .014 
Mixed messages115 -.155 -.170 -.111 -.092 -.109 -.027 .028  .092 
Mixed messages116 -.137 -.134 -.099 -.113 -.104 -.056 .014 .092  
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Table 6.80: MESO-SYSTEMS LEVEL - 2 FACTORS SPECIFIED 
 
M
ix
ed
 
m
es
sa
g
es
1
0
8
 
M
ix
ed
 
m
es
sa
g
es
1
0
9
 
M
ix
ed
 
m
es
sa
g
es
1
1
0
 
M
ix
ed
 
m
es
sa
g
es
1
1
1
 
M
ix
ed
 
m
es
sa
g
es
1
1
2
 
M
ix
ed
 
m
es
sa
g
es
1
1
3
 
M
ix
ed
 
m
es
sa
g
es
1
1
4
 
M
ix
ed
 
m
es
sa
g
es
1
1
5
 
M
ix
ed
 
m
es
sa
g
es
1
1
6
 
Mixed messages108   -.160 -.037 -.030 -.111 .017 .015 .050 .033 
Mixed messages109 -.160  -.041 -.040 -.099 .013 .034 .036 .036 
Mixed messages110 -.037 -.041  .100 -.063 -.105 -.107 -.137 -.121 
Mixed messages111 -.030 -.040 .100  -.065 -.102 -.100 -.121 -.137 
Mixed messages112 -.111 -.099 -.063 -.065  -.041 -.040 -.072 -.073 
Mixed messages113 .017 .013 -.105 -.102 -.041  -.098 -.079 -.099 
Mixed messages114 .015 .034 -.107 -.100 -.040 -.098  -.047 -.048 
Mixed messages115 .050 .036 -.137 -.121 -.072 -.079 -.047  .019 
Mixed messages116 .033 .036 -.121 -.137 -.073 -.099 -.048 .019  
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Table 6.81: EXO-SYSTEMS LEVEL - 1 FACTOR SPECIFIED 
 
S
o
ci
a
l 
sy
st
em
s1
2
5
 
S
o
ci
a
l 
sy
st
em
s 
1
2
6
 
S
o
ci
a
l 
sy
st
em
s 
1
2
7
 
S
o
ci
a
l 
sy
st
em
s 
1
2
8
 
Social systems125   -.071 -.183 -.212 
Social systems126 -.071   -.202 -.174 
Social systems127 -.183 -.202   -.065 
Social systems128 -.212 -.174 -.065   
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Table 6.82: MACRO-SYSTEMS LEVEL - 2 FACTORS SPECIFIED 
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
7
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
8
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
9
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
0
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
1
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
2
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
3
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
4
 
E
co
n
. 
C
o
m
.1
2
9
 
E
co
n
. 
C
o
m
.1
3
0
 
E
co
n
. 
C
o
m
.1
3
1
 
E
co
n
. 
C
o
m
.1
3
2
 
Tolerance for soft drugs117   .027 -.032 -.132 -.124 -.092 -.038 -.135 .129 .043 -.034 -.019 
Tolerance for soft drugs118 .027   -.109 -.083 -.058 -.067 -.142 -.096 .019 -.049 -.012 .028 
Tolerance for soft drugs119 -.032 -.109   .184 -.116 -.159 -.142 -.050 -.033 .074 -.039 -.081 
Tolerance for soft drugs120 -.132 -.083 .184   -.097 -.111 -.164 -.023 -.058 .051 -.006 -.067 
Tolerance for soft drugs121 -.124 -.058 -.116 -.097   -.049 -.028 -.017 -.074 -.031 .016 .023 
Tolerance for soft drugs122 -.092 -.067 -.159 -.111 -.049   .048 -.071 .076 .014 -.029 .036 
Tolerance for soft drugs123 -.038 -.142 -.142 -.164 -.028 .048   -.035 .054 .012 -.047 .009 
Tolerance for soft drugs124 -.135 -.096 -.050 -.023 -.017 -.071 -.035   -.106 .047 .059 -.041 
Econ. Com.129 .129 .019 -.033 -.058 -.074 .076 .054 -.106   .207 .145 -.191 
Econ. Com.130 .043 -.049 .074 .051 -.031 .014 .012 .047 .207   -.224 .092 
Econ. Com.131 -.034 -.012 -.039 -.006 .016 -.029 -.047 .059 .145 -.224   .243 
Econ. Com.132 -.019 .028 -.081 -.067 .023 .036 .009 -.041 -.191 .092 .243   
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Table 6.83: MACRO-SYSTEMS LEVEL - 1 FACTOR SPECIFIED (ECONOMIC PRESSURE IN THE COMMUNITY EXCLUDED) 
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
7
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
8
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
9
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
0
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
1
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
2
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
3
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
4
 
Tolerance for soft drugs117   .043 -.044 -.144 -.123 -.076 -.026 -.156 
Tolerance for soft drugs118 .043   -.119 -.095 -.054 -.042 -.123 -.120 
Tolerance for soft drugs119 -.044 -.119   .173 -.121 -.172 -.154 -.054 
Tolerance for soft drugs120 -.144 -.095 .173   -.100 -.126 -.178 -.023 
Tolerance for soft drugs121 -.123 -.054 -.121 -.100   -.047 -.026 -.018 
Tolerance for soft drugs122 -.076 -.042 -.172 -.126 -.047   .069 -.099 
Tolerance for soft drugs123 -.026 -.123 -.154 -.178 -.026 .069   -.059 
Tolerance for soft drugs124 -.156 -.120 -.054 -.023 -.018 -.099 -.059   
 
 
 
Table 6.84: MACRO-SYSTEMS LEVEL - 2 FACTOR SPECIFIED (ECONOMIC PRESSURE IN THE COMMUNITY EXCLUDED) 
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
7
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
8
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
1
9
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
0
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
1
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
2
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
3
 
T
o
le
ra
n
ce
 
fo
r 
so
ft
 
d
ru
g
s1
2
4
 
Tolerance for soft drugs117   .008 .061 -.032 -.149 -.141 -.096 -.110 
Tolerance for soft drugs118 .008   -.026 .004 -.077 -.100 -.185 -.079 
Tolerance for soft drugs119 .061 -.026   -.130 -.051 .005 .035 -.178 
Tolerance for soft drugs120 -.032 .004 -.130   -.026 .062 .024 -.156 
Tolerance for soft drugs121 -.149 -.077 -.051 -.026   -.091 -.072 .013 
Tolerance for soft drugs122 -.141 -.100 .005 .062 -.091   -.049 -.022 
Tolerance for soft drugs123 -.096 -.185 .035 .024 -.072 -.049   .025 
Tolerance for soft drugs124 -.110 -.079 -.178 -.156 .013 -.022 .025   
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Table 6.85: CHRONO-SYSTEMS LEVEL - 2 FACTORS SPECIFIED  
 
H
is
to
ri
ca
l 
co
n
t.
1
3
3
 
H
is
to
ri
ca
l 
co
n
t.
1
3
4
 
H
is
to
ri
ca
l 
co
n
t.
1
3
5
 
H
is
to
ri
ca
l 
co
n
t.
1
3
6
 
H
is
to
ri
ca
l 
co
n
t.
1
3
7
 
H
is
to
ri
ca
l 
co
n
t.
1
3
8
 
H
o
p
e 
fo
r 
fu
tu
re
1
3
9
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
0
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
1
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
2
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
3
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
4
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
5
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
6
 
H
o
p
e 
fo
r 
fu
tu
re
1
4
7
 
Historical cont.133   .040 -.019 -.010 -.069 .023 .018 .071 -.009 .057 -.172 .071 -.131 .042 .172 
Historical cont.134 .040   .034 .076 .031 .061 -.046 -.041 -.105 -.047 .061 -.107 .088 -.062 .059 
Historical cont.135 -.019 .034   .021 -.135 .014 .078 .041 .030 .031 -.150 .009 -.163 .050 .088 
Historical cont.136 -.010 .076 .021   -.141 .040 .057 .043 .039 .016 -.155 .049 -.143 -.005 .160 
Historical cont.137 -.069 .031 -.135 -.141   -.042 .002 -.013 -.019 -.015 -.125 .021 -.130 .023 .040 
Historical cont.138 .023 .061 .014 .040 -.042   .029 .041 .070 .084 -.125 .072 -.146 .070 .132 
Hope for future139 .018 -.046 .078 .057 .002 .029   -.039 -.078 -.099 -.058 -.117 -.077 -.088 -.053 
Hope for future140 .071 -.041 .041 .043 -.013 .041 -.039   -.006 -.093 -.082 -.107 -.079 -.102 -.047 
Hope for future141 -.009 -.105 .030 .039 -.019 .070 -.078 -.006   -.075 -.045 -.098 -.071 -.109 -.098 
Hope for future142 .057 -.047 .031 .016 -.015 .084 -.099 -.093 -.075   -.061 -.043 -.092 -.051 -.034 
Hope for future143 -.172 .061 -.150 -.155 -.125 -.125 -.058 -.082 -.045 -.061   -.058 -.010 -.064 -.038 
Hope for future144 .071 -.107 .009 .049 .021 .072 -.117 -.107 -.098 -.043 -.058   -.067 -.031 .034 
Hope for future145 -.131 .088 -.163 -.143 -.130 -.146 -.077 -.079 -.071 -.092 -.010 -.067   -.048 -.027 
Hope for future146 .042 -.062 .050 -.005 .023 .070 -.088 -.102 -.109 -.051 -.064 -.031 -.048   -.026 
Hope for future147 .172 .059 .088 .160 .040 .132 -.053 -.047 -.098 -.034 -.038 .034 -.027 -.026   
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Table 6.86: CHRONO-SYSTEMS LEVEL - 3 FACTORS SPECIFIED (ITEM 134 EXCLUDED) 
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Historical cont.133   -.170 -.167 -.046 -.186 -.009 .037 -.007 .011 -.027 -.014 .013 .010 -.029 
Historical cont.135 -.170   -.120 -.114 -.174 .053 .010 .031 -.011 -.018 -.067 -.033 .020 -.095 
Historical cont.136 -.167 -.120   -.123 -.155 .035 .015 .045 -.024 -.025 -.025 -.015 -.031 -.025 
Historical cont.137 -.046 -.114 -.123   -.016 .007 -.007 -.012 -.006 -.148 .042 -.156 .030 .058 
Historical cont.138 -.186 -.174 -.155 -.016   -.003 .001 .072 .028 .055 -.035 .032 .030 -.111 
Hope for future139 -.009 .053 .035 .007 -.003   -.047 -.085 -.110 -.029 -.140 -.046 -.098 -.081 
Hope for future140 .037 .010 .015 -.007 .001 -.047   -.013 -.106 -.047 -.133 -.041 -.113 -.082 
Hope for future141 -.007 .031 .045 -.012 .072 -.085 -.013   -.083 -.032 -.111 -.057 -.118 -.101 
Hope for future142 .011 -.011 -.024 -.006 .028 -.110 -.106 -.083   -.013 -.077 -.042 -.065 -.086 
Hope for future143 -.027 -.018 -.025 -.148 .055 -.029 -.047 -.032 -.013   .034 -.152 -.027 .130 
Hope for future144 -.014 -.067 -.025 .042 -.035 -.140 -.133 -.111 -.077 .034   .026 -.060 -.075 
Hope for future145 .013 -.033 -.015 -.156 .032 -.046 -.041 -.057 -.042 -.152 .026   -.008 .145 
Hope for future146 .010 .020 -.031 .030 .030 -.098 -.113 -.118 -.065 -.027 -.060 -.008   -.062 
Hope for future147 -.029 -.095 -.025 .058 -.111 -.081 -.082 -.101 -.086 .130 -.075 .145 -.062   
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Table 6.87: SECOND ORDER FACTOR ANALYSIS - AFRIKAANS VERSION – 5 FACTORS SPECIFIED 
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SOCIAL IDENTITY   -.011 .010 .043 .009 -.030 .021 -.049 -.027 .022 -.019 .044 -.031 -.052 -.007 .029 .017 -.001 .022 .065 .025 
SENSE OF BELONGING -.011   .023 .012 .002 .003 .014 -.016 -.026 -.030 -.037 .017 -.005 .024 -.014 -.021 .004 -.018 .039 .015 .012 
SELF EFFICACY .010 .023   -.006 -.004 -.009 .015 -.011 -.004 .008 .007 -.003 -.002 -.024 -.005 .025 .015 .001 -.015 .022 -.019 
EFFECTS OF DRUGS .043 .012 -.006   .020 -.007 -.009 -.027 -.009 -.003 -.007 .037 -.040 .056 -.046 .003 -.002 -.038 -.009 -.022 .016 
RELIGIOSITY .009 .002 -.004 .020   -.010 .004 -.005 .000 -.027 .010 .021 -.029 -.056 .011 -.001 .020 -.023 .026 .021 .021 
FAMILY FUNCTIONING -.030 .003 -.009 -.007 -.010   .046 .057 -.007 -.055 -4.859E-05 -.040 -.001 .029 .012 -.018 -.012 -.009 -.017 -.013 -.005 
FAMILY COHESION AND 
COMMITMENT 
.021 .014 .015 -.009 .004 .046   .008 -.012 -.032 .018 -.041 -.012 .023 -.007 .001 -.016 .003 -.020 -.044 -.023 
PARENTAL MONITORING -.049 -.016 -.011 -.027 -.005 .057 .008   .001 -.024 .031 -.056 -.009 .008 .032 -.018 -.015 .016 -.009 .019 .014 
ECONOMIC PRESSURE IN 
FAMILY 
-.027 -.026 -.004 -.009 .000 -.007 -.012 .001   .059 .008 .006 .040 -.002 -.010 .023 .009 .013 .001 -.007 -.003 
PEER SUPPORT .022 -.030 .008 -.003 -.027 -.055 -.032 -.024 .059   .000 .124 .033 -.011 -.017 .016 -.003 .025 .004 -.001 .004 
PEER INFLUENCE -.019 -.037 .007 -.007 .010 -4.859E-05 .018 .031 .008 .000   -.030 .049 .030 -.012 .008 -.010 .003 -.024 -.060 -.012 
SCHOOL AS A SUPPORT .044 .017 -.003 .037 .021 -.040 -.041 -.056 .006 .124 -.030   -.007 -.018 -.010 -.007 .019 -.015 .022 .000 .009 
SCHOOL AS A STRESSOR -.031 -.005 -.002 -.040 -.029 -.001 -.012 -.009 .040 .033 .049 -.007   .024 .004 -.004 -.006 .032 -.003 .010 -.015 
NEIGHBOURHOOD -.052 .024 -.024 .056 -.056 .029 .023 .008 -.002 -.011 .030 -.018 .024   .014 -.053 -.027 -.010 -.018 -.035 -.017 
CONTRADICTIONS -.007 -.014 -.005 -.046 .011 .012 -.007 .032 -.010 -.017 -.012 -.010 .004 .014   .029 .012 .002 -.003 .020 .019 
MIXED MESSAGES .029 -.021 .025 .003 -.001 -.018 .001 -.018 .023 .016 .008 -.007 -.004 -.053 .029   .004 .025 .013 -.006 .001 
TOLERANCE OF 
ADOLESCENT DRUG USE 
.017 .004 .015 -.002 .020 -.012 -.016 -.015 .009 -.003 -.010 .019 -.006 -.027 .012 .004   .026 .015 .032 -.016 
TOLERANCE OF CRIME -.001 -.018 .001 -.038 -.023 -.009 .003 .016 .013 .025 .003 -.015 .032 -.010 .002 .025 .026   -.004 -.011 .013 
HOPELESSNESSIN .022 .039 -.015 -.009 .026 -.017 -.020 -.009 .001 .004 -.024 .022 -.003 -.018 -.003 .013 .015 -.004   .050 -.015 
HOPELESSNESSCOM .065 .015 .022 -.022 .021 -.013 -.044 .019 -.007 -.001 -.060 .000 .010 -.035 .020 -.006 .032 -.011 .050   .010 
HOPE FOR THE FUTURE .025 .012 -.019 .016 .021 -.005 -.023 .014 -.003 .004 -.012 .009 -.015 -.017 .019 .001 -.016 .013 -.015 .010   
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Table 6.88: SECOND ORDER FACTOR ANALYSIS - AFRIKAANS VERSION – 4 FACTORS SPECIFIED (HOPELESSNESSIN EXCLUDED) 
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SOCIAL IDENTITY   -.027 -.014 .050 .008 -.013 .030 -.049 -.017 .024 -.025 .050 -.037 -.046 .001 .034 .030 .007 .064 .003 
SENSE OF BELONGING -.027   .099 -.005 .015 -.035 -.009 -.022 -.047 -.034 .000 .005 .029 .011 -.007 -.011 -.049 -.051 .020 .079 
SELF EFFICACY -.014 .099   -.029 .019 -.057 -.013 -.011 -.035 .004 .062 -.015 .044 -.045 -.014 .016 -.050 -.027 .029 .079 
EFFECTS OF DRUGS .050 -.005 -.029   .014 .010 .001 -.027 .003 .002 -.021 .043 -.052 .054 -.045 .008 .035 -.036 -.022 -.007 
RELIGIOSITY .008 .015 .019 .014   -.020 -.004 -.010 -.008 -.030 .023 .012 -.017 -.060 .013 .006 .008 -.041 .025 .040 
FAMILY FUNCTIONING -.013 -.035 -.057 .010 -.020   .082 .069 .029 -.045 -.042 -.023 -.036 .042 .011 -.020 .038 .015 -.018 -.056 
FAMILY COHESION AND COMMITMENT .030 -.009 -.013 .001 -.004 .082   .009 .003 -.031 -.007 -.034 -.033 .030 -.009 -.002 .013 .021 -.048 -.053 
PARENTAL MONITORING -.049 -.022 -.011 -.027 -.010 .069 .009   .001 -.027 .029 -.058 -.012 .008 .029 -.021 -.011 .018 .016 .013 
ECONOMIC PRESSURE IN FAMILY -.017 -.047 -.035 .003 -.008 .029 .003 .001   .059 -.017 .012 .019 .009 -.006 .023 .035 .030 -.010 -.036 
PEER SUPPORT .024 -.034 .004 .002 -.030 -.045 -.031 -.027 .059   -.005 .122 .029 -.005 -.015 .015 -.002 .031 -.003 -.002 
PEER INFLUENCE -.025 .000 .062 -.021 .023 -.042 -.007 .029 -.017 -.005   -.041 .087 .016 -.020 .003 -.043 -.017 -.046 .043 
SCHOOL AS A SUPPORT .050 .005 -.015 .043 .012 -.023 -.034 -.058 .012 .122 -.041   -.016 -.011 -.004 .000 .034 -.014 -.001 -.006 
SCHOOL AS A STRESSOR -.037 .029 .044 -.052 -.017 -.036 -.033 -.012 .019 .029 .087 -.016   .012 .000 -.004 -.048 .014 .023 .030 
NEIGHBOURHOOD -.046 .011 -.045 .054 -.060 .042 .030 .008 .009 -.005 .016 -.011 .012   .009 -.052 .004 -.007 -.032 -.038 
CONTRADICTIONS .001 -.007 -.014 -.045 .013 .011 -.009 .029 -.006 -.015 -.020 -.004 .000 .009   .033 .025 .003 .028 .009 
MIXED MESSAGES .034 -.011 .016 .008 .006 -.020 -.002 -.021 .023 .015 .003 .000 -.004 -.052 .033   -.006 .034 .002 -.007 
TOLERANCE OF ADOLESCENT DRUG USE .030 -.049 -.050 .035 .008 .038 .013 -.011 .035 -.002 -.043 .034 -.048 .004 .025 -.006   .084 .009 -.064 
TOLERANCE OF CRIME .007 -.051 -.027 -.036 -.041 .015 .021 .018 .030 .031 -.017 -.014 .014 -.007 .003 .034 .084   -.018 -.014 
HOPELESSNESSCOM .064 .020 .029 -.022 .025 -.018 -.048 .016 -.010 -.003 -.046 -.001 .023 -.032 .028 .002 .009 -.018   .017 
HOPE FOR THE FUTURE .003 .079 .079 -.007 .040 -.056 -.053 .013 -.036 -.002 .043 -.006 .030 -.038 .009 -.007 -.064 -.014 .017   
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Table 6.89: SECOND ORDER FACTOR ANALYSIS – ENGLISH VERSION – 4 FACTORS SPECIFIED 
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SOCIAL IDENTITY   -.035 -.007 .020 -.020 .018 .036 -.010 -.005 .013 -.031 .011 -.003 -.004 -.025 -.009 .003 -.021 .017 -.001 
SENSE OF BELONGING -.035   .105 -.028 .044 -.082 -.060 -.084 -.031 -.021 .027 .058 .033 .020 .046 .000 -.011 .002 -.028 .091 
SELF EFFICACY -.007 .105   .019 .047 -.056 -.042 -.048 -.016 .007 .016 -.021 -.022 -.013 .014 .041 -.016 .014 .019 .065 
EFFECTS OF DRUGS .020 -.028 .019   .051 .020 -.025 .045 .005 -.012 -.006 -.008 -.039 .038 -.055 -.017 -.002 -.046 -.006 -.055 
RELIGIOSITY -.020 .044 .047 .051   -.046 .013 -.019 -.056 -.002 .031 .016 -.027 -.011 -.002 -.017 -.016 -.048 -.016 .002 
FAMILY FUNCTIONING .018 -.082 -.056 .020 -.046   .162 .119 .049 -.071 -.024 -.055 -.020 -.026 -.045 -.027 -.008 -.002 -.007 -.059 
FAMILY COHESION AND 
COMMITMENT 
.036 -.060 -.042 -.025 .013 .162   .073 -.003 -.080 -.019 -.061 .000 -.032 -.016 -.024 4.637E-05 -.008 .003 -.057 
PARENTAL MONITORING -.010 -.084 -.048 .045 -.019 .119 .073   -.027 .024 -.003 -.016 -.063 -.035 -.025 -.023 .000 -.025 .048 -.039 
ECONOMIC PRESSURE IN 
FAMILY 
-.005 -.031 -.016 .005 -.056 .049 -.003 -.027   .081 .003 -.015 .030 .033 -.011 -.012 -.005 .027 -.045 -.006 
PEER SUPPORT .013 -.021 .007 -.012 -.002 -.071 -.080 .024 .081   .009 .121 -.015 .013 .001 .052 .027 .035 .009 .003 
PEER INFLUENCE -.031 .027 .016 -.006 .031 -.024 -.019 -.003 .003 .009   -.028 .079 -.015 .041 .003 .002 .016 -.014 -.033 
SCHOOL AS A SUPPORT .011 .058 -.021 -.008 .016 -.055 -.061 -.016 -.015 .121 -.028   .049 .008 .022 .034 .046 -.025 -.019 .023 
SCHOOL AS A STRESSOR -.003 .033 -.022 -.039 -.027 -.020 .000 -.063 .030 -.015 .079 .049   .041 -.009 -.015 .004 .012 -.042 .001 
NEIGHBOURHOOD -.004 .020 -.013 .038 -.011 -.026 -.032 -.035 .033 .013 -.015 .008 .041   .009 -.029 -.021 .002 -.030 .050 
CONTRADICTIONS -.025 .046 .014 -.055 -.002 -.045 -.016 -.025 -.011 .001 .041 .022 -.009 .009   .097 .028 .048 .025 .041 
MIXED MESSAGES -.009 .000 .041 -.017 -.017 -.027 -.024 -.023 -.012 .052 .003 .034 -.015 -.029 .097   .038 .010 .045 -.006 
TOLERANCE OF ADOLESCENT 
DRUG USE 
.003 -.011 -.016 -.002 -.016 -.008 4.637E-05 .000 -.005 .027 .002 .046 .004 -.021 .028 .038   .057 .013 -.001 
TOLERANCE OF CRIME -.021 .002 .014 -.046 -.048 -.002 -.008 -.025 .027 .035 .016 -.025 .012 .002 .048 .010 .057   .012 .019 
HOPELESSNESSCOM .017 -.028 .019 -.006 -.016 -.007 .003 .048 -.045 .009 -.014 -.019 -.042 -.030 .025 .045 .013 .012   .080 
HOPE FOR THE FUTURE -.001 .091 .065 -.055 .002 -.059 -.057 -.039 -.006 .003 -.033 .023 .001 .050 .041 -.006 -.001 .019 .080   
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APPENDIX 9: CROSS PLOTS FOR SCALES AND FACTORS 
Figure 6.10: Scatter plots of factor pattern coefficients for individual level scales 
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Figure 6.11: Scatter plots of factor pattern coefficients for micro (family) systems level scales 
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Figure 6.12: Scatter plots of factor pattern coefficients for micro (community) systems level scales 
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Figure 6.13: Scatter plots of factor pattern coefficients for meso-systems level scales 
  
 
Figure 6.14: Scatter plots of factor pattern coefficients for macro-systems level scales 
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Figure 6.15: Scatter plots of factor pattern coefficients for chrono-systems level scales 
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Figure 6.16: Scatter plots of factor pattern coefficients for second-order factors 
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