Abstract. In this work we study the properties of solutions to stochastic differential equations with Sobolev diffusion coefficients and singular drifts such as: the stability with respect to the coefficients, weak differentiability with respect to the starting point, and the Malliavin differentiability with respect to the sample path. We also establish Bismut-Elworthy-Li's formula. As applications, we use a stochastic Lagrangian representation to Navier-Stokes equations given by Constantin-Iyer [1] to prove the local well-posedness of NSEs in R d with initial values in the first order Sobolev space W
Introduction and Main Results
Consider the following stochastic differential equation (abbreviated as SDE) in R d :
It is a classical result due to Veretennikov [23] that when b is bounded and measurable, the above SDE admits a unique strong solution, and more strongly, for almost all ω, the uniqueness holds for the following random ODE (cf. Davies [3] ):
Recently, in [16] and [17] , the authors studied the Malliavin and Sobolev differentiabilities of X t (x, ω) with respect to the sample path ω and the starting point x respectively, and also applied to stochastic transport equations. Moreover, when b ∈ L q (R + ; L p (R d ) with p, q ∈ (1, ∞) and
in a remarkable paper [13] , Krylov and Röckner proved the existence and uniqueness of strong solutions for SDE (1.1) by using Girsanov's transformation and analytic estimates from PDE theory. Later, their results are extended to the case of multiplicative noises in [26] (see also [8, 24] for related results). Moreover, the Sobolev differentiability of solutions are also obtained in [6] and [21] . The interesting of studying the Soboelv differentiability for SDEs (1.1) with singular drifts is partly due to the discovery of Flandoli, Gubinelli and Priola [7] that noises can prevent the singularity in linear transport equations (see also [5] ). In this work we consider the following SDE: for given T < S with T − S 1, dX t,s = b s (X t,s )ds + σ s (X t,s )dW s , X t,t = x, T t s S , , Ω is the space of all continuous functions from [T, S ] to R d , F is the Borel-σ field, P is the Wiener measure, and H ⊂ Ω is the Cameron-Martin space. We make the following assumption on σ: 3) and for some α ∈ (0, 1),
Our main result of this paper is: Theorem 1.1. Assume (H α K ) and one of the following two conditions hold: (i) σ t (x) = σ t is independent of x and for some p, q ∈ (2, ∞) with 
Then we have the following conclusions: (A) For any (t, x) ∈ [T, S ] × R
where u is the velocity field, ν is the viscosity constant and p is the pressure of the fluid, ϕ is the initial velocity with vanishing divergence. In [1] , Constantin and Iyer provided a probabilistic representation to the above NSE as follows:
where
t is the transpose of Jacobian matrix, and P = I − ∇(−∆) −1 div is the Leray's projection onto the space of all divergence free vector fields. When d = 3, let ω = curl(u) = ∇ × u be the vorticity. Then the above second equation can be written as
In this case, the velocity u can be recovered from ω by the Biot-Savart law (cf. [15] ):
In other words, we have the following stochastic representation to vorticity:
(1.11)
Now if we substitute (1.9) and (1.10) into (1.11), then we obtain a closed equation:
where the random field {X t (y)} y∈R d is an independent copy of {X t (x)} x∈R d , andẼ denotes the expectation with respect toX t . By the change of variableX
we further have
This is just the random vortex method for Navier-Stokes equations studied in [15, Chapter 6] . Recently, in [25] and [27] , we studied a backward analogue for stochastic representation (1.8): for t s 0,
(1.12) 3 The advantage of this representation is that the inverse of stochastic flow x → X t,0 (x) does not appear. In particular, u t (x) solves the following backward Navier-Stokes equation: (1.12) . This paper is organised as follows: In Section 2, we recall some well-known results and give some preliminaries about the Sobolev differentiability of random vector fields. In Section 3, we study a class of parabolic partial differential equations with time dependent coefficients and give some necessary estimates. In Section 4, we prove Krylov's and Khasminskii's type estimates. In Section 5, we prove our main theorem 1.1 for SDEs (1.2) with b = 0. In Section 6, we prove Theorem 1.1. In Section 7, we prove Theorem 1.4 by Theorem 1.1 and a fixed point argument.
Throughout this paper, we use the following convention: C with or without subscripts will denote a positive constant, whose value may change in different places, and whose dependence on the parameters can be traced from the calculations.
Prelimiaries
We first introduce some spaces and notations. 
where ∇ k denotes the k-order gradient operator, and · p is the usual L p -norm. We also write
, and for a function f on R d and α ∈ (0, 1), 
For p > 1, let V p be the set of all continuous random fields X :
Let V 0 p ⊂ V p be the set of random fields satisfying the additional condition 
be a smooth function with support in B 1 and ̺dx = 1. For n ∈ N, define a family of mollifiers ̺ n (x) as follows:
Clearly, by Jensen's inequality we have
. (2.6) Lemma 2.3. For any X ∈ V p , we have
Proof. Let X n be defined by (2.5) . By Fatou's lemma and (2.6), we have for all x, y ∈ R d ,
, where in the first inequality, we have used the continuity of x → X(x).
Lemma 2.4. Let {X n , n ∈ N} ⊂ V p be a bounded sequence and X(x) a continuous random field.
We assume that for each x ∈ R d , X n (x) converges to X(x) in probability. Then X ∈ V p and
Moreover, for some subsequence n k , ∇X n k weakly converges to ∇X as random variables in
< ∞, by (2.6) and (2.7), we have for any R > 0,
) is weakly compact, by a diagonal argument, there are a subsequence n k and a random fieldX
In particular, for any
Since for each x ∈ R d , X n (x) converges to X(x) in probability, by (2.8) and the dominated convergence theorem, we also have
is Sobolev differentiable, and by (2.9), ∇X n k weakly converges to ∇X as random variables in
d -valued smooth random fields with compact supports and bounded derivatives.
The proof is complete.
(2.10)
then X • Y(x) is also Malliavin differentiable and
Proof. Let X n be defined by (2.5). By (2.7), we have
and
On the other hand, by the chain rule and Hölder's inequality, we have
, which, together with (2.12) and by Lemma 2.4, yields (2.10).
Similarly, since by the chain rule,
and (DX n (x), ∇X n (x)) x∈R d and (Y n (x)) x∈R d are independent, as above, we have
, which, together with (2.12) and by [18, p. 79, Lemma 1.5.3], yields (2.11).
Let P = I−∇(−∆) −1 div be the Leray's projection on the space of divergence free vector fields. It is well-known that the singular integral operator P is a bounded linear operator from L p to L p . We also need the following result (cf. [1] and [25] ).
We have the following conclusions:
Combining the above calculations, we obtain (2.14).
A study of
In the remainder of this paper, we shall fix
be a Borel measurable function, where M d is the set of all d×d-matrices. Consider the following second order differentiable operator:
Here and below, we use the convention that the repeated indices in a product will be summed automatically.
Moreover, we have the following estimates: for all x, y ∈ R d and T t < s S (cf. [14, p.376,
where C j , κ j > 0 only depend on α, K and d, and We first prove the following easy corollary of estimates (3.3). 
Proof. Without loss of generality, we assume
where P
Notice that the Gaussian heat kernel also has the property:
By Gagliardo-Nirenberg's interpolation inequality, (3.6) and (3.7), we have for p > d,
On the other hand, for γ ∈ (0, 1), we have
∞ , which gives (3.5) by combining (3.4) and (3.8).
Below, for p > 1 and f ∈ L p p (T, S ), let us consider the following backward PDE:
We have the following result.
where C = C(K, α, p, d) > 0, and u(t, x) is explicitly given by
Moreover, we have the following estimates: for p, q ∈ (1, ∞) and γ ∈ (0, 1),
Proof.
(1) First of all, we assume σ t (x) = σ t does not depend on x. In this case, by [12, Theorem
Moreover, by (3.6), (3.7) and Hölder's inequality, it is easy to see that
.
(3.14)
In particular, the estimate (3.10) holds. When σ t (x) depends on x, and is uniformly continuous in x, for p = q, the apriori estimate (3.10) follows by a standard freezing coefficients argument (cf. [11] ). As for the existence and uniqueness, it follows by a standard continuity argument.
(2) Let us now prove (3.11). Let ̺ be a nonnegative smooth function in R d+1 with support in {x ∈ R d+1 : |x| 1} and
Clearly, by (3.2) and the uniqueness of solutions to equation (3.9) in the class of C 17) and by (3.9),
which converges to zero as n → ∞ by the property of convolutions. Now taking limits for (3.17), we obtain (3.11).
(3) Next we prove (3.12). Let q * :=−1 . By (3.11) and Hölder's inequality, we have 
Theorem 3.5. Assume (H α K ) and one of the following two conditions hold: (i) σ t (x) = σ t is independent of x and for some p, q ∈ (1, ∞) with 20) and for all t ∈ [T, S ],
T, S ) with the same p, q as above, there exists a unique solution u
= u b f ∈ W 2,q p (T, S ) to PDE (3.19) with u L q p (T,S ) + ∇ 2 u L q p (T,S ) C 1 exp C 1 b q L q p (T,S ) f L q p (T,S ) ,(3.∇u(t) ∞ + [∇u(t)] β/2 C 1 (S − T ) β/2 exp C 1 (S − T ) qβ b q L q p (T,S ) f L q p (T,S ) ,(3.
21)
where β := 1 2
where S ) ). Proof. It suffices to prove the apriori estimates (3.20), (3.21) and (3.22), (3.23) . First of all, by Duhamel's formula (see (3.11)), the solution of equation (3.19) also satisfies the following integral equation:
(3.24)
. By (3.12), we have
which, by Gronwall's inequality, yields that
11
Moreover, by (3.12) again, we have
Thus, we obtain (3.21).
On the other hand, in the case of (i), by (3.13) and (3.14), we have
, which in turn gives (3.20) . In the case of (ii), by (3.12) we still have (3.20) .
By (3.24), we can write
As above, using (3.12) and (3.21), by Gronwall's inequality, we have
. The desired estimates (3.22) and (3.23) follow by (3.12) and (3.10).
Krylov and Khasminskii's estimates
The following Krylov's estimate was proved in [26, Theorem 2.1]. For the reader's convenience, we reproduce the proof here. 
T, S ), T t s S and x
where 2) and by (3.12) ,
Let u n and f n be defined as in (3.15) and (3.16) . As in the calculations in (3.18), we have 
Now using Itô's formula for u n (t, x) and by (3.16), we have for any T t s S ,
In view of sup
by Doob's optional theorem, we have
The proof is thus completed by (4.4) and letting n → ∞.
We also need the following Khasminskii's type estimate (cf. [19, Lemma 1.1]).
Lemma 4.2. Given T < S , let ξ(t), ζ(t), β(t), t ∈ [T, S ] be three measurable F t -adapted processes and η(t), α(t) two R d -valued measurable F t -adapted processes. Suppose that for any T t s S ,
where c 0 > 0 and β ∈ (0, 1), and
Then for any p > 0 and γ 1 , γ 2 , γ 3 > 1, we have By Itô's formula, one sees that
13 By (4.5) and Khasminskii's estimate (cf. [19, Lemma 1.1]), we have for any p 1,
which implies that for any p ∈ R,
is an exponential martingale. Thus, by Hölder's inequality and Doob's maximal inequality, we have for any p ∈ R,
The desired estimate now follows by (4.7), Hölder and Burkholder's inequalities.
SDEs without drifts
In this section, we consider the following SDE:
where 
for Lebesgue almost all x ∈ R d and for any p
where the constant C is increasing with respect to ∇σ L q p (T,S ) . (c) For each s t and x ∈ R d , the random variable ω → X t,s (x, ω) is Malliavin differentiable, and for any p 
(e) Assume that σ ′ satisfies the assumptions of the theorem with the same K, α and p, q, then
< ∞, where θ ∈ (0, 1) only depends on p, q, d.
Some apriori estimates.
In this section, we assume that σ satisfies (H α K ) and sup
In this case, it is well-known that the unique solution of SDE (5.1) denoted by X 
and for any h ∈ H,
We have the following apriori estimates. 
Proposition 5.2. For any p
then by (5.7) and Itô's formula, we have
By (4.1), we have for any T t s S ,
, which in turn gives the first estimate in (5.9) by (4.6).
(2) For T r s S , let J r,s solve the following linear SDE: 
with the same K, α and for some p, q ∈ (2, ∞) with 
(5.14)
Proof. Without loss of generality, we assume t = T and write X
By Itô's formula, we have
Here we have used the convention 0 0 := 0.
16 By Lemma 2.1, we have for any T t < s S ,
, and for any γ
using (4.6) with p = 1, γ 2 = γ and γ 3 = 2γ γ+1
and by Hölder's inequality, we obtain 
As in the proof of (5.16), we have for any γ > 1,
17
Using (5.9) and by Hölder's inequality, we obtain that for γ ′ > γ > 1,
, which gives (5.14) by changing γ ′ to γ.
Proof of Theorem 5.1. (a)
Under the assumptions, the pathwise uniqueness was proved in [26, Theorem 3.1] (see also the proof of (5.13)).
, where ̺ n is a mollifier in R d . Consider the following SDE:
Since σ n is uniformly bounded, it is easy to see that for any p ′ > 1,
Moreover, by (5.9) we have
and by (5.13),
Thus, by Lemma 2.4, the random field x → X t,s (x, ω) is weakly differentiable almost surely, and for some subsequence n k and any R ∈ N,
Let J t,s (x) be the solution of SDE (5.2). We need to show that ∇X t,s (x) = J t,s (x). As in the proof of (5.9), we have
Moreover, letting J n t,s (x) := ∇X n t,s (x), by (5.14) we have
By (5.15), we have for γ ∈ (1, 1/(2/q + d/p)),
where C is independent of n. 
We now prove the following Zvonkin's transformation. 
Moreover, letting β :
> 0, we have the following conclusions:
U. We have 
In the case of (3), we also have In particular, we have |u t (x) − u t (y)| |x − y|/2, t ∈ [t 0 , s 0 ], which then gives (6.2) by definition (6.1).
(1) It is obvious from (6.2).
20
(2) It follows from definition (6.1) and (3.20) , (3.21) .
(3) It follows from definition (6.1) and (3.22) , (3.23) .
(4) It follows by generalized Itô's formula (see [10] or [26] for more details). , by (2.13) and Hölder's inequality again, we have
, which, together with (7.3), and letting T 1 ∈ [T 0 , 0) be small enough, yields the estimate.
We are now in a position to give On the other hand, by (2.14), Hölder's inequality and (1.4), (7.1), we also have
The proof is finished. 23 
