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Abstract
This paper introduces a novel “all-spike” low-power solution for remote wireless inference that is based on neuromorphic
sensing, Impulse Radio (IR), and Spiking Neural Networks (SNNs). In the proposed system, event-driven neuromorphic sensors
produce asynchronous time-encoded data streams that are encoded by an SNN, whose output spiking signals are pulse modulated
via IR and transmitted over general frequence-selective channels; while the receiver’s inputs are obtained via hard detection of
the received signals and fed to an SNN for classification. We introduce an end-to-end training procedure that treats the cascade of
encoder, channel, and decoder as a probabilistic SNN-based autoencoder that implements Joint Source-Channel Coding (JSCC).
The proposed system, termed NeuroJSCC, is compared to conventional synchronous frame-based and uncoded transmissions in
terms of latency and accuracy. The experiments confirm that the proposed end-to-end neuromorphic edge architecture provides a
promising framework for efficient and low-latency remote sensing, communication, and inference.
Index Terms
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I. INTRODUCTION
A. Motivation
INTERNET of Things (IoT) networks are cyberphysical systems that carry out sensing, processing, learning, and communi-cation. An important class of IoT networks is given by edge-based systems that target the continuous sensing and processing
of video, radio, audio, or other types of physical signals, on battery-powered mobile devices for sensing and edge servers for
inference. Examples of use cases include mobile personal healthcare – data collected by wearables, such as ECG signals, are
processed at a smartphone in order to detect anomalies; and drone-based monitoring – video signals captured by unmanned
aerial vehicles are analysed at mobile ground terminals. In these systems, energy efficiency is typically of paramount importance,
and deploying a network of conventional “always-on” IoT devices that stream data through digital sensors, processors (CPUs),
and Radio Frequency (RF) transceivers, with their associated clocks, mixers, analog-to-digital and digital-to-analog converters,
and phase locked loops, may not be feasible [1], [2].
B. End-to-End Neuromorphic Wireless Systems
To tackle the inefficiency of conventional IoT mobile edge architectures, in this paper, we propose the architecture illustrated
in Fig. 1 that replaces each of the three digital blocks – sensor, CPU, and transmitter/receiver - with neuromorphic counterparts
[3], [4]. Inspired by the workings of biological brains, these blocks consume energy in an event-driven and sparse fashion, by
leveraging encoding and signalling based on temporal spikes.
In neuromorphic sensors, spikes mark the occurrence of a relevant event, e.g., a significant change in a pixel for a
neuromorphic camera [5]. Extremely low energy is consumed when the monitored scene is idle. In neuromorphic processors,
known as Spiking Neural Networks (SNNs), spiking signals are processed via dynamic neural models for the detection of
spatio-temporal patterns. SNNs have recently emerged as a biologically plausible alternative to Artificial Neural Networks
(ANNs) [6], with significant benefits in terms of energy efficiency and latency [7]. Finally, for communications, pulses, or
spikes, can encode information for radio signalling via low-power Impulse Radio (IR). Commercial products are available for
all these blocks, including DVS cameras [5], Intel’s Loihi SNN chip [8], and transceivers implementing the IEEE 802.15.4z
IR standard [9]. Beyond-5G systems based on terahertz communications may also leverage IR [10].
As seen in Fig. 1, the proposed system consists of the integration of neuromorphic sensing and processing with IR
transmission, and carries out Joint Source-Channel Coding (JSCC), as it performs source and channel coding in a single step.
The key advantages of such an “all-spike” neuromorphic solution are latency and energy efficiency: since spikes are produced
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Fig. 1. NeuroJSCC: An end-to-end spike-domain remote inference system that implements Joint Source-Channel Coding based on neuromorphic sensing,
Spiking Neural Networks (SNNs), and Impulse Radio (IR).
by the neuromorphic sensor only in the presence of changes in the monitored process, the system consumes negligible energy
when no relevant information is recorded, and it responds immediately to significant events. For all blocks, the energy spent is
essentially proportional to the number of spikes processed, with the energy per spike being as low as a few picojoules in the
case of SNNs [11] and IR [12]. This is unlike conventional frame-based sytems in which frames are produced periodically –
entailing a generally delayed response – and continuously – causing energy consumption.
Following a recent line of research [13], [14], [15], [16], we propose to train the system in Fig. 1 in an end-to-end manner.
We specifically view the overall system as an autoencoder under the assumption that the channel model is known. Furthermore,
in order to overcome the difficulties due to the non-differentiability of the activation function of deterministic SNN models
[17], we focus on a probabilistic implementation of SNNs [11]. Alternative solutions include the methods in [17]–[20].
C. Related Work
Neuromorphic sensors are commercially available and have been deployed in a number of real-world applications, including
for video surveillance, hearing aids, biomedical signal processing, and Lidar [21], [22]. IR has been proposed as a means
to communicate wirelessly digital packets between SNN chips [23]; and to transmit time-encoded analog signals, akin to
those measured by neuromorphic sensors, for biomedical applications [24]. General public IR applications include Apple’s
U1 TMKA75 Ultra Wideband chip in the latest versions of their smartphones [25]. A combination of neuromorphic sensing,
time-based computing, and IR has been used in [26] to implement a consensus method based on device-to-device local
communications for the purpose of computing the maximum of scalar observations. This work is, to the best of our knowledge,
the first attempt at considering an end-to-end neuromorphic system where sensing, communication, and processing is natively
performed in the spike domain, while taking into account the key problems of training SNNs and wireless channel impairments.
Recent work has demonstrated the potential of joint source-channel coding based on conventional (non-spiking) neural
networks. With the aim of transmitting images over wireless channels, reference [27] jointly trains encoding and decoding
convolutional neural networks (CNNs) as an autoencoder with the channel as a non-trainable middle layer under a mean
squared error loss function. More recent works adopt information-theoretic criteria, such has the maximization of the mutual
information between the input data and received noisy codeword [15], [28], or of the expected marginal likelihood of data
points at the output of the decoder [16].
II. SYSTEM MODEL
A. Overview
As illustrated in Fig. 1, we consider an edge IoT link aimed at communicating time-encoded information, e.g., sensed by a
DVS camera, to a receiver for the purpose of remote inference. In order to leverage the efficiency of neuromorphic computing
and IR, we assume that encoding, transmission, and decoding are performed using spiking signals, with the end of performing
a supervised learning task at the receiver.
The signal sensed by the neuromorphic sensor, e.g., a DVS camera, is encoded as a vector of time samples u≤T =
(u1, . . . ,uT ) across T timesteps. At each time t = 1, . . . , T , observation ut = [u1,t, . . . , udu,t] is a du× 1 vector of binary, or
spiking, signals ui,t ∈ {0, 1}. This observation is recorded in conditions that identify a given class, e.g., a hand-written digit or a
gesture displayed to the camera. Let the desired output of the decoding SNN be given by a spiking signal v≤T = (v1, . . . ,vT ),
3with vt ∈ {0, 1}dv for t = 1, . . . , T . Inference can be carried out by decoding the output signal v≤T to a class index using
standard methods for SNN-based classification [11], [29]. For example, rate decoding predicts a class by selecting the neurons
in an output layer with the largest number of spikes. The joint distribution p(u≤T ,v≤T ) of input and desired output is unknown,
and, as in standard supervised learning formulations, a data set of pairs {(u≤T ,v≤T )} is available for training.
The encoding SNN is a causal mapping that takes the spiking signals u≤T as input and outputs binary signals x≤T =
(x1, . . . ,xT ) with xt = {0, 1}dx for each time t. We define r = dx/du as the rate of the communication scheme. The signals
x≤T are modulated using T symbol periods of dx parallel IR transmissions, with each spike encoded by an IR waveform such
as a Gaussian monopulse. As we will detail in Sec. II-B, the encoding SNN defines a probabilistic mapping pθE (x≤T ||u≤T ),
where θE is a learnable parameter vector of the SNN. Here, and throughout the paper, we use the causally conditional notation
[30] pθE (x≤T ||u≤T ) =
∏T
t=1 pθE (xt|x≤t−1,u≤t) to denote the causal dependency of the output x≤T on the input u≤T .
The channel is modeled as a stochastic system with memory whose output yt at each time t = 1, . . . , T follows a probability
distribution conditional on its past inputs x≤t−1 up to time t−1. This can be expressed as the causally conditional distribution
p(y≤T ||x≤T ) =
T∏
t=1
p(yt|y≤t−1,x≤t). (1)
The channel p(yt|y≤t−1,x≤t) includes the effect of waveform generation at the transmitter, intersymbol interference, as well
as filtering and sampling at the receiver. As a result, we assume that the received signal yt ∈ {0, 1}dy is binary. For example,
a frequency-flat Gaussian channel with noise power σ2 and threshold decoding can be modelled as
yt = Q(xt + nt), (2)
where n ∼ N (0, σ2Idx); dy = dx; and Q(·) is an element-wise binary quantizer. We assume that the channel model
p(yt|y≤t−1,x≤t) is known during training, so that it can be used to draw samples from the received signal given the input.
Finally, the receiver maps the signals y≤T to the output v≤T with vt ∈ {0, 1}dv , via a decoding SNN, which defines a
probabilistic mapping pθD (v≤T ||y≤T ) with a learnable parameter vector θD. Combining all elements, the joint distribution
pθ(u≤T ,v≤T ) of the end-to-end system is parameterized by θ = {θE , θD}.
B. Probabilistic SNN Model
Both encoding and decoding SNNs operate according to the standard probabilistic Generalized Linear Model (GLM) [11].
We use superscripts S ∈ {E,D} to indicate either the encoding (E) or decoding (D) SNN. As illustrated in Fig. 2, each SNN
consists of a set N S of spiking neurons connected via an arbitrary directed graph, possibly with cycles. Each neuron i receives
the signals emitted by the subset Pi of neurons connected to it through directed links, known as synapses, which we take to
include also the exogeneous inputs. At any time-step t = 1, . . . , T , each neuron i outputs a binary signal si,t ∈ {0, 1}, with
“1” representing a the firing of a spike. We collect in vector st = (si,t : i ∈ N S) the spikes emitted by all neurons N S at
time t and denote by s≤t = (s1, . . . , st) the spike signals up to time t.
The conditional spiking probability of a neuron i ∈ NS at time t is defined as
pθSi (si,t = 1|s≤t−1) = pθSi (si,t = 1|oi,t) = σ(oi,t), (3)
with σ(·) being the sigmoid function and θSi representing the local model parameters of neuron i. In (3), the dependency on
the history s≤t−1 is mediated by the neuron’s membrane potential oi,t. As defined below, the membrane potential is obtained
as the output of spatio-temporal moving average filters with finite-duration for both synapses and self-memory. From (3),
the spiking probability (3) increases with the membrane potential and the negative log-probability corresponds to the binary
cross-entropy, i.e.,
− log pθi(si,t|oi,t) = `
(
si,t, σ(oi,t)
)
:= −si,t log
(
σ(oi,t)
)− (1− si,t) log (1− σ(oi,t)).
The joint probability of the spike signals s≤T up to time T , causally conditioned on the exogeneous inputs e≤T is defined
using the chain rule as pθS (s≤T ||e≤T ) =
∏T
t=1
∏
i∈NS pθSi (si,t|oi,t), where θS = {θSi }i∈NS is the vector of parameters of
the SNN.
To account for synaptic memory, as in [11], we define K finite-duration filters {a(k)t }Kk=1, and, for neural self-memory,
we similarly introduce a finite-duration filter bt (multiple somatic filters could also be considered). Denoting by ft ∗ gt the
convolution operator ft ∗ gt =
∑
δ>0 fδgt−δ , each (j, i) synapse between pre-synaptic neuron j and post-synaptic neuron i
computes the synaptic filtered trace
−→s (k)j,t = a(k)t ∗ sj,t, (4)
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Fig. 2. Illustration of a SNN. The solid directed links between two neurons represent synapses, while dashed arrows describe the effect of the channel.
while the soma of each neuron i computes the feedback, or self-memory, trace ←−s i,t = bt ∗ si,t. The membrane potential of
neuron i at time t is then given as the weighted sum
oi,t =
∑
j∈Pi
K∑
k=1
w
(k)
j,i
−→s (k)j,t−1 + wi←−s i,t−1 + γi, (5)
where {w(k)j,i }Kk=1 is the set of learnable synaptic weights from pre-synaptic neuron j ∈ Pi to post-synaptic neuron i; wi is the
learnable feedback weight; and γi is a learnable bias parameter, with θSi = {{{w(k)j,i }Kk=1}j∈Pi , wi, γi} being the local model
parameters for neuron i.
III. NEUROJSCC
In this section, we describe the proposed NeuroJSCC system, that implements JSCC in the system of Fig 1 by using two
SNNs: one to encode the sensed signal u≤T and the other to decode and process the signal y≤T received through the wireless
channel. The design of the two SNNs is carried out by maximizing the log-likelihood that the decoding SNN outputs desired
spiking signals v≤T in response to a given input u≤T . Mathematically, we wish to select the model parameters θ for all
encoding and decoding neurons by addressing the problem
min
θ
− log pθ(v≤T ||u≤T ). (6)
As can be seen in Fig. 2, the set NE of neurons in the encoding SNN is partitioned into the subsets X of output and HE
of internal neurons; and the set ND of neurons in the decoding SNN is partitioned into the subsets V of output and HD of
internal neurons. During training, the desired spiking signals v≤T of the output neurons in V are specified by the training data,
i.e., si,t = vi,t for i ∈ V; while the stochastic spiking signals x≤T ,hE≤T and hD≤T of the neurons in subsets X ,HE and HD
are not observed. They should be adapted during training to ensure the desired output behavior v≤T of the decoding SNN.
Considering the stochastic channel discussed in Sec. II-A, the hidden spiking signals hE≤T ,x≤T ,y≤T and h
D
≤T have to be
averaged over in order to evaluate the log-likelihood in (6) as
log pθ(v≤T ||u≤T )
= log Epθ(hE≤T ,x≤T ,y≤T ,hD≤T ||u≤T )
[
pθD (v≤T ||y≤T ,hD≤T )
]
, (7)
since the joint distribution of all variables of interest factorizes as
pθ(h
E
≤T ,x≤T ,y≤T ,h
D
≤T ||u≤T )pθD (v≤T ||y≤T ,hD≤T )
= pθE (h
E
≤T ,x≤T ||u≤T )p(y≤T ||x≤T )pθD (v≤T ,hD≤T ||y≤T ),
with p(y≤T ||u≤T ,x≤T ) being the stochastic channel, and pθE (hE≤T ,x≤T ||u≤T ) and pθD (v≤T ,hD≤T ||y≤T ) being the joint
distribution defined by the encoding and decoding SNN, respectively.
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Fig. 3. Test accuracy of NeuroJSCC as a function of the number of training iteration as compared to the case of ideal transmission (i.e., of a decoding SNN
having direct access to the data).
To address problem (6), we minimize the upper bound obtained from Jensen’s equality (see e.g., [14, Ch. 6 and Ch. 8] for
more details)
− log pθ(v≤T ||u≤T ) ≤ L(θ)
:= Eθ
[
− log pθD (v≤T ||y≤T ,hD≤T )
]
=
T∑
t=1
Eθ
[
− log pθD (vt||y≤thD≤t)
]
=
T∑
t=1
∑
i∈N
Eθ
[
`
(
vi,t, σ(oi,t)
)]
:= Eθ
[
`θ
]
, (8)
where the expectation is as in (7).
Finally, we tackle the maximization of the lower bound L(θ) via gradient descent, where the gradient is computed as [14,
Ch. 8]
∇θL(θ) = Eθ
[
∇θ`θ + `θ ·
T∑
t=1
∑
i∈HE ,X ,HD
∇θSi `
(
si,t, σ(oi,t)
)]
. (9)
Accordingly, for any neuron i ∈ HE ,X ,HD, the gradient (9) equals
∇θSi L(θ) = Eθ
[
`θ ·
T∑
t=1
∇θSi `
(
si,t, σ(oi,t)
)]
,
with si,t being hEi,t, xi,t, and h
E
i,t respectively; while for any output neuron i ∈ V , we have
∇θDi L(θ) = Eθ
[
T∑
t=1
∇θDi `
(
vi,t, σ(oi,t)
)]
.
The expectation in (9) is in practice approximated via Monte Carlo (MC) estimates by drawing a sample hE≤T ,x≤T ,y≤T ,h
D
≤T
of hidden neurons from the causally conditioned distribution pθ(hE≤T ,x≤T ,y≤T ,h
D
≤T ||u≤T ,v≤T ) and evaluating
∇θSi L(θ) ≈ `θ · ∇θSi `
(
si,t, σ(oi,t)
)
, i ∈ HE ,X ,HD,
∇θDi L(θ) ≈ ∇θDi `
(
vi,t, σ(oi,t)
)
, i ∈ V. (10)
The gradients (10) can be evaluated in an online manner by computing for each time-step t the eligibility trace ei,t =
6Algorithm 1: NeuroJSCC
Input: Exogeneous signal u≤T , desired output v≤T , and learning rates η, κ1 and κ2
Output: Learned model parameters θ
1 initialize parameters θ
2 for each time t = 1, 2, . . . do
3 generate spike outputs from the encoding SNN
hEt ,xt ∼ pθ(hEt ,xt|u≤t,hE≤t−1,x≤t−1)
4 generate outputs of the channel
yt ∼ p(yt|y≤t−1,xt)
5 generate spike outputs from the decoding SNN
hDt ∼ pθ(hDt |y≤t,hD≤t−1,v≤t)
6 a central processor at the encoder side collects the log losses `
(
vi,t, σ(oi,t)
)
= log p(vi,t|oi,t) for all output neurons
i ∈ V and computes the learning signal as
`t = κ`t−1 + (1− κ)
∑
i∈N
`
(
vi,t, σ(oi,t)
)
) (11)
for each neuron i ∈ {HE ,X ,HD,V} do
7 update the eligibility traces ei,t as
ei,t = κei,t−1 + (1− κ)∇θ log pθ(si,t|oi,t), (12)
where si,t = hEi,t if i ∈ HE , si,t = xi,t if i ∈ X , si,t = hDi,t if i ∈ HD, or si,t = vi,t if i ∈ V .
8 compute the time-averaged estimates
〈e2i,t〉 = α · 〈e2i,t−1〉+ (1− α) · e2i,t,
and 〈`t · e2i,t〉 = α · 〈`t−1 · e2i,t−1〉+ (1− α) · `t · e2i,t, (13)
and estimate the baseline bi,t as
bi,t =
〈`t · e2i,t〉
〈e2i,t〉
(14)
compute the time-averaged updates ∆i,t as
∆i,t =

κ2 ·∆i,t−1 +(1− κ2) ·
(
`t − bi,t
) · ei,t,
if i ∈ {HE ,X ,HD}
ei,t, if i ∈ {V}
(15)
9 update the local model parameters as
θSi ← θSi − η ·∆i,t (16)
10 end
11 end
∇θSi `
(
si,t, σ(oi,t)
)
of each neuron i ∈ N S [11]. The resulting algorithm is detailed in Algorithm 1, where we also introduce
the baseline bi,t as a control variate to reduce the variance of estimates [31].
IV. EXPERIMENTS
We now consider an example consisting of the remote detection of handwritten digits recorded by a neuromorphic camera.
Code is available at https://github.com/kclip. We specifically assume that the inputs u≤T are selected from the MNIST-DVS
dataset, which contains spike-encoded MNIST images captured with a DVS camera [32]. We select only examples for digits
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Fig. 4. Test accuracy as a function of the observation time-steps during inference for Uncoded transmission and NeuroJSCC schemes (SNR= −6 dB).
“0” and “7”. With the data preprocessing detailed in [33], we have T = 80 and 26× 26 images, yielding a number du = 676
of input spiking signals. We assume a frequency-flat Gaussian channel as in (2), with per-symbol transmission signal-to-noise
(SNR) ratio defined as the average symbol power the over noise power, i.e.,
(||x≤T ||1/(dxT ))/σ2, with || · ||1 counting the
number of pulses in the argument vector. For a given SNR, we adjust the noise power σ2 in order to ensure the same SNR
level for all schemes.
For NeuroJSCC, the encoding SNN has du = 676 exogeneous inputs, which are fed to all dx = rdu neurons in the output
layer for a rate r. The encoder has no hidden neurons, i.e., we have NEH = 0. The decoding SNN consists of dy = dx inputs,
NDH = dx internal neurons, and dv = 2 output neurons, corresponding to the two classes. Directed links exist from exogeneous
inputs to all neurons. For encoding and decoding SNNs, all the neurons are fully connected. Synaptic and feedback filters are
selected as in [34]. The decision of the decoding SNN is obtained via rate decoding at the output layer by choosing the neuron
with the largest number of spikes.
We compare NeuroJSCC to two benchmark schemes.
1) Uncoded transmission: The observation ut is directly transmitted through the Gaussian channel (2) using On-Off Shift
Keying (OOK), requiring rate r = 1. At the receiver side, the noisy samples are classified using the described decoding
SNN with NDH = 256 hidden neurons, which is trained using Algorithm 1 for the special case in which the encoding
SNN is not present (see [11]). The element-wise binary quantizer in (2) is chosen as
Q(x) =
{
1 if x ≥ 0.5
0 if x < 0.5
. (17)
We note that adaptive techniques to select the threshold may improve the performance of the uncoded scheme [35].
2) Separate Source-Channel Coding (SSCC): The encoder applies state-of-the-art quantization based on the Vector-Quantization
Variational Autoencoder (VQ-VAE) scheme [36], followed by LDPC encoding. Compression and LDPC code rate are
chosen so as to obtain a rate r = 1, by choosing a compression rate of 2 and a channel encoding rate of 1/2. The
scheme is applied separately to each one of F frames of size dT/F e samples of the input u≤T . At the decoder side, each
frame is decoded using the Belief Propagation algorithm, decompressed using VQ-VAE decoding, and then classified. We
consider two different classifiers, namely traditional ANN [37] and SNN [11]. VQ-VAE and classifiers are trained trained
separately using the original, noiseless, data. The SNN is defined and trained as for the uncoded scheme, while the ANN
has a single hidden layer comprised of 256 neurons. For the implementation with an ANN, we allow the output of the
VQ-VAE to be real, instead of binary as in the case of the implementation with an SNN as classifier.
In Fig. 3, we start by demonstrating the evolution of the test accuracy of NeuroJSCC over the training iterations with rates
r = 0.5, 1, and 1.5, at different SNR levels. NeuroJSCC is seen to approach the performance of ideal transmission even at an
SNR of 0 dB with a rate r = 1, and the performance is robust even at degraded SNR levels. For an SNR as low −6 dB, the
test accuracy remains higher than 88% for r = 1. We also note that increasing the transmission rate for NeuroJSCC is not
necessarily beneficial, which is likely due to overparametrization and resulting overfitting.
We then evaluate the performance during inference in terms of time to accuracy [7], i.e., in terms of test accuracy as a
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Fig. 5. Test accuracy at different SNR levels for the Uncoded, Separate SCC and NeuroJSCC schemes.
function of the number of observed time samples. We note that NeuroJSCC and Uncoded transmission have zero latency, in
the sense that a time sample is directly transmitted to the receiver without the need to form frames. In contrast, with SSCC, a
decision can only be made after transmission and processing of a frame. To allow for a fair comparison with the other schemes,
we assume that the recording and transmission of a frame is achieved after dT/F e time samples. Its classification with the
ANN takes dT/F e more time steps. The number of time samples can hence be interpreted as a measure of latency. As the
SNNs in NeuroJSCC performs online transmission and classification, the figure demonstrates a graceful trade-off between the
number of processed samples and the classification performance. It also highlights the achievable trade-offs between accuracy
and latency.
In Fig. 5, we evaluate the test accuracies at convergence obtained for different levels of SNR by considering also SSCC.
The accuracy of Uncoded transmission drops sharply at sufficiently low SNR levels. In contrast, NeuroJSCC maintains a test
accuracy of 80%, even at an SNR level as low as −8 dB. Separate SCC with an SNN as classifier suffers the most from the
degradation of the SNR. Using an ANN proves more robust to low SNR levels, since an ANN can benefit from the non binary
outputs of the VQ-VAE decoder without further loss of information due to binary quantization.
The results plotted in Fig. 5 were obtained for models trained separately at each SNR level. Separate training is compu-
tationally expensive. To evaluate the impact of a mismatch between SNR conditions between training and testing, we train
NeuroJSCC at a single SNR, and measure its test accuracy obtained at different SNR levels. In Fig. 6, we observe that
NeuroJSCC trained at a SNR of −6 dB performs well also at higher SNRs, suggesting the robustness of the scheme to an
SNR mismatch.
V. CONCLUSIONS
In this work, we have introduced a neuromorphic sensing, communication, and remote inference system, that is based on
neuromorphic sensing, Spiking Neural Networks (SNNs), and Impulse Radio (IR). The system is trained end-to-end using a
probabilistic autoencoder formulation that yields a local learning rule with global feedback. Thanks to the sparsity of computing
and communication, which directly reflects the sparsity in the input spiking data, the scheme is seen to be extremely efficient,
yielding high accuracy, larger than 80%, on standard neuromorphic data sets, even at SNRs as low as −8 dB. Future work
may include the performance analysis over multipath fading channels and the study of multi-access systems.
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