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Summary
The goal of this work is proposing a system capable of learning and performing
complex tasks based on perceptual stimuli. The system is able to learn from
demonstrations and map tasks execution to its operational space, in order to
execute them in an equivalent way. It can manage and balance its physical
limits in terms of obstructions, manipulation, vision with dynamically changing
environment elements and diﬀerent contextual situations.
In particular we tackled the problems of:
• management and integration of streams coming from diﬀerent sensors
(two cameras, two lasers, position encoders readings and information from
odometry) for generating a context and integrated navigation information,
• management of tasks information in relationship to the robot performances
and its constraints such as workspace, manipulation, obstacles
• integration with a semantic architecture that is able to optimize the exe-
cution processes.
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