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Abstract
The roots and pseudo-roots of a noncommutative polynomial satisfy relations given by the
noncommutative Vieta Theorem of Gelfand and Retakh. The quadratic algebras Qn are defined by
relations modeled on these relations for roots and pseudo-roots. We show that the algebras Qn are
Koszul algebras.
 2003 Elsevier Inc. All rights reserved.
Introduction
Let V be a vector space over a field F . As usual, we denote the tensor algebra on V
by T (V ) and denote the product in T (V ) by juxtaposition. Thus, for i  1, V i denotes
V ⊗ · · · ⊗ V (where there are i tensorands). Setting T (V )0 = F1 and T (V )i = V i for
i  1, we have that
T (V ) =
∑
i0
T (V )i
is a graded algebra.
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Then T (V )/〈W 〉 is a quadratic algebra. This algebra is said to be a Koszul algebra if, for
each k  2, the lattice of subspaces generated by
{
V iWV k−i−2 | 0 i  k − 2}
is distributive. (This is one of a number of equivalent definitions of Koszul algebras,
cf. [10].)
Let P(x) = xn − a1xn−1 + · · ·+ (−1)nan be a polynomial over a ring R. For a division
algebra R, I. Gelfand and V. Retakh [4–6] studied connections between the coefficients of
P(x) and a generic set of solutions x1, . . . , xn of the equation P(x) = 0. They showed that
for any ordering I = (i1, . . . , in) of {1, . . . , n} one can construct elements yk , k = 1, . . . , n,
depending on xi1, . . . , xik such that
a1 = y1 + y2 + · · · + yn,
a2 = ∑
i<j
yjyi,
...
an = yn · · ·y2y1.
These formulas are equivalent to the decomposition
P(t) = (t − yn) · · · (t − y2)(t − y1), (0.1)
where t is a central variable. A decomposition of P(x) for a noncommutative variable x is
more complicated (see [5]).
The element yk , which is defined to be the conjugate of xik by a Vandermonde
quasideterminant involving xi1, . . . , xik , is a rational function in xi1, . . . , xik ; it is symmetric
in xi1, . . . , xik−1 . (Quasideterminants were introduced and studied in [2,3,6]. We do not
need the explicit formula for yk here.)
It is convenient for our purposes to use the notation yk = xAk,ik where Ak =
{i1, . . . , ik−1} for k = 2, . . . , n, A1 = ∅. In the generic case there are n! decompositions
of type (0.1). Such decompositions are given by products of linear polynomials t − xA,i
where A ⊂ {1, . . . , n}, i ∈ {1, . . . , n}, i /∈ A. It is natural to call the elements xA,i pseudo-
roots of the polynomial P(x). Note that elements x∅,i = xi , i = 1, . . . , n, are roots of the
polynomial P(x).
In [7] I. Gelfand, V. Retakh and R. Wilson introduced the algebra Qn of all pseudo-roots
of a generic noncommutative polynomial, determined a basis for this algebra and studied
its structure. The algebra Qn is a quadratic algebra. (We will recall the complete definition
of Qn below.) As a quadratic algebra, Qn has a dual quadratic algebra Q!n (see [10]).
Recall that if W =∑i0 Wi is a graded vector space with dimWi finite for all i then
the Hilbert series of W is defined by
H(W, t) =
∑
(dimWi)ti .
i0
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of all products of i generators. If A is finitely generated then the subspaces Ai are finite-
dimensional and the Hilbert series H(A, t) of A is defined. Note that the Hilbert series
H(A!, t) is also defined for the dual algebra A!.
In [1] the Hilbert series of Qn and Q!n are determined:
H(Qn, t) = 1 − t1 − t (2 − t)n ,
and
H
(
Q!n, t
)= 1 + t (2 + t)n
1 + t .
In consequence,
H(Qn, t)H
(
Q!n,−t
)= 1.
Recall that if A and A! are Koszul algebras then H(A, t)H(A!,−t) = 1 (see [10]). The
converse is not true. Thus the results of [1] show that the algebras Qn satisfy this necessary
condition for Koszulity.
In this paper we will show that the algebras Qn are, in fact, Koszul algebras.
We now recall the definition of Qn. Let V {n} be the vector space with basis {v(A) |
∅ = A ⊆ {1, . . . , n}}, let v(∅) denote 0, and for A ⊆ {1, . . . , n}, b1, . . . , bk ∈ A write
A \ b1 · · · \ bk in place of A \ {b1, . . . , bk}.
Set
Q{n} = span{v(A)(v(A \ i)− v(A \ j))− (v(A \ i)− v(A \ j))v(A \ i \ j)
− v(A \ i)2 + v(A \ j)2 | i, j ∈ A ⊆ {1, . . . , n}}
and define
Qn = T
(
V {n})/〈Q{n}〉.
It is important to note that by defining
V {n}[i] = span
{
v(A) | |A| = i}
we may give
V {n} =
∑
0<in
V {n}[i]
the structure of a graded vector space.
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T (V )[0] = F1
and
T (V )[i] =
∑
j1+···+jl=i
V[j1] · · ·V[jl ]
for i  1. Then
T (V ) =
∑
i0
T (V )[i]
is a graded algebra.
Setting
V(i) =
∑
0<ji
V[j ]
and
T (V )(i) =
∑
0ji
T (V )[j ]
gives increasing filtrations of V and T (V ). We may identify grV with V and grT (V ) with
T (V ).
Recalling that W ⊆ V ⊗ V we see that grW ⊆ V ⊗ V and so
T (V )/〈grW 〉
is a quadratic algebra.
We will show directly that T (V {n})/〈grQ{n}〉 is a Koszul algebra and use this fact to
conclude that
Qn = T
(
V {n})/〈Q{n}〉
is a Koszul algebra.
Suppose
V =
∑
i>0
V[i]
is a graded vector space and that
X = {Xj | j ∈ J }
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{grXj | j ∈ J }.
Section 1 contains some preliminary results about lattices of subspaces of a vector space.
In Section 2, we will establish (Theorem 2.1) sufficient conditions for the distributivity of
the lattice generated by grX to imply the distributivity of the lattice generated by X . (For
another treatment of this, see [9].) Using this we will establish (Theorem 2.2) sufficient
conditions for the Koszulity of T (V )/〈grW 〉 to imply the Koszulity of T (V )/〈W 〉. These
sufficient conditions will involve the spaces
W(k) =
k−2⋂
j=0
V jWV k−j−2
and
(grW)(k) =
k−2⋂
j=0
V j (grW)V k−j−2.
Specializing to the algebras
T
(
V {n})/〈Q{n}〉
and
T
(
V {n})/〈grQ{n}〉,
we will determine, in Sections 3 and 4, bases for the spaces Q{n}(k) and (grQ{n})(k).
In Section 5 we will prove (Theorem 5.4) that grQn = T (V {n})/〈grQ{n}〉 is Koszul.
Finally, in Section 6 we will use Theorem 2.1, to conclude (Theorem 6.1) that Qn =
T (V {n})/〈Q{n}〉 is Koszul.
This work continues investigations begun in [7] and [1]. We thank I. Gelfand, S. Gelfand
and V. Retakh for helpful comments on this work.
1. Preliminary results
Lemma 1.1. Let V =∑i∈I V[i] be a graded vector space and {Xj | j ∈ J } be a collection
of subspaces of V . Assume that each Xj is graded, Xj =∑i∈I Xj,[i],Xj,[i] = Xj ∩ V[i].
Then {Xj | j ∈ J } generates a distributive lattice in V if and only if, for every i ∈ I, {Xj,[i] |
j ∈ J } generates a distributive lattice in V[i].
Proof. If Y and Z are any graded subspaces of V , then (Y + Z)[i] = Y[i] + Z[i] and
(Y ∩ Z)[i] = Y[i] ∩ Z[i]. Thus any subspace formed from the Xj by use of the operations
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result. 
We will need the following result which specializes a result of Musti and Buttafuoco on
distributive lattices [8] (cf. [9, p. 17]).
Theorem 1.2. Let V be a vector space and {W1, . . . ,Wl} be a set of subspaces of V . If
every proper subset of {W1, . . . ,Wl} generates a distributive lattice, and if, for each k,
2 k  l − 1,
(W1 ∩ · · · ∩Wk−1)∩ (Wk + · · · + Wl)
= (W1 ∩ · · · ∩ Wk)+ (W1 ∩ · · · ∩ Wk−1)∩ (Wk+1 + · · · + Wl)
then {W1, . . . ,Wl} generates a distributive lattice.
2. Koszulity of T (V )/〈W〉 and T (V )/〈grW〉
Let V =∑i>0 V[i] be a graded vector space. Recall that setting
V(i) =
∑
ji
V[j ]
defines an increasing filtration of V . For any collection {Xj | j ∈ J } of subspaces of V
and any K ⊆ J define XK =⋂j∈K Xj and (grX)K =⋂j∈K grXj . Write grX = {grXj |
j ∈ J }.
Theorem 2.1. Let U =∑i>0 U[i] be a graded vector space and let X = {Xj | j ∈ J } be a
collection of subspaces of U . Assume that for each K ⊆ J there is a linear map of filtered
vector spaces
φK : (grX)K → XK
such that if u ∈ XK,[i] then
φK(u)− u ∈ U(i−1).
Assume also that the lattice generated by grX is distributive. Then the lattice generated by
X is distributive.
Proof. Since the lattice generated by grX is distributive, there is a basis B for U such that,
for each K ⊆ J , B ∩ (grX)K is a basis for (grX)K . By Lemma 1.1 we may assume that B
consists of homogeneous elements.
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BK =
(B ∩ (grX)K) ∖
( ⋃
L⊃K,L =K
(B ∩ (grX)L)
)
.
Then
B =
⋃
K
BK.
For each K ⊆ {1, . . . , n} define
BK = φK
(BK).
We claim that
B =
⋃
K
BK
is a basis for U and that, for each K ,
B ∩ XK
is a basis for XK .
We first show that for each K , B ∩ XK spans XK . Let
B = {b¯l,t | b¯l,t ∈ U[l], l  0, 1 t ml}.
Then if, for some q > 0, v ∈ XK,(q) we have
v =
∑
0lq,1tml
al,t b¯l,t
for some scalars al,t with aq,t = 0 unless b¯q,t ∈ XK. To show that B ∩ XK spans XK it is
sufficient to show that v is congruent to an element of span B ∩ XK modulo U(q−1). But
since φK(b¯q,t ) ∈ XK whenever aq,t = 0 and b¯q,t − φK(b¯q,t ) ∈ U(q−1), for each t we have
v −
∑
0tmq
aq,tφK
(
b¯q,t
) ∈ XK,(q−1),
as required.
Note that U = X∅ and so we have that B spans U .
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B ∩ U(q) is linearly independent. Assume the result for q − 1 and assume that for some
scalars al,t , 0 l  q and 0 t ml , we have∑
0lq,1tml
al,tφK
(
b¯l,t
)= 0.
We must show that all aq,t = 0. Now∑
0lq,1tml
al,tφK
(
b¯l,t
)
is congruent to ∑
1tmq
aq,t b¯l,t
modulo U(q−1), so the linear independence of B completes the proof of the linear
independence of B and of the theorem. 
We are interested in applying this result to the lattice of subspaces of the tensor algebra
T (V ) generated by all
V iWV j .
Clearly this lattice is distributive if and only if the lattice generated by
Wk =
{
V iWV k−i−2, 0 i  k − 2}
is distributive for every k  2.
For L ⊆ {0,1, . . . , k − 2} set
p(L) = k − 1 − |L|,
{0, . . . , k − 2} \ L = {l1, . . . , lp(L)},
W(1) = V,
and, for t  2,
W(t) =
⋂
0it−2
V iWV t−i−2.
Then ⋂
l∈L
V lWV k−2−l = W(l1+1)W(l2−l1) · · ·W(k−1−lp(L)).
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algebra. Let W be a subspace of V ⊗ V . Assume that for each l ∈ N there is a linear
map of filtered vector spaces
φl : (grW)(l) → W(l)
such that if u ∈ W(l)[i] then
φl(u)− u ∈ T (V )(i−1).
Assume also that T (V )/〈grW 〉 is a Koszul algebra. Then T (V )/〈W 〉 is a Koszul algebra.
Proof. Fix k  2. Let L and {l1, . . . , lp(L)} be as above and define
φL :
⋂
l∈L
V l(grW)V k−2−l → V lWV k−2−l
by
φL = φl1+1 ⊗ φl2−l1 ⊗ · · · ⊗ φk−1−lp(L) .
Then the conditions of Theorem 2.1 are satisfied and the result follows. 
3. A basis forQ{n}(k)
Recall that
Q{n}(k) =
k−2⋂
i=0
V iQ{n}V k−i−2.
It will be important for us to find a basis for Q{n}(k). To do this we will use the
elements V(A : B), B ⊆ A ⊆ {1, . . . , n} defined in [1]. Let ∅ = B ⊆ A ⊆ {1, . . . , n} and
write B = {b1, . . . , bk} where b1 > b2 > · · · > bk . Let Sym(B) denote the group of all
permutations of B .
Define V(A : B) to be
∑
σ∈Sym(B)
sgn(σ )σ
{
v(A)v(A \ b1)v(A \ b1 \ b2) · · ·v(A \ b1 · · · \ bk−1)
+
k−1∑
(−1)u{v(A \ b1) · · ·v(A \ b1 · · · \ bu−1)v(A \ b1 · · · \ bu)2
u=1
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}
+ (−1)kv(A \ b1) · · ·v(A \ b1 · · · \ bk)
}
.
By Lemma 6.3 of [1], if B ⊆ A ⊆ {1, . . . , n} and |B| = k  2, then V(A : B) ∈⋂k−2
i=0 V iQ{n}V k−i−2.
We note that there are linear relations among the V(A : B) with |B| = k < |A|. If
B = {b1, . . . , bk} is as above and if bk+1 ∈ A \B , let C = B ∪ {bk+1} and let τ ∈ SymC be
the (k + 1)-cycle (b1 · · ·bk+1).
Lemma 3.1.
k∑
i=0
sgn
(
τ i
)
τ iV(A : B) −
k∑
i=0
sgn
(
τ i
)
τ iV(A \ bk+1 : B) = 0.
Proof. This expression is equal to
∑
µ∈SymC sgn(µ)µ(D) where
D =
{
v(A)v(A \ b1)v(A \ b1 \ b2) · · ·v(A \ b1 · · · \ bk−1)
+
k−1∑
u=1
(−1)u{v(A \ b1) · · ·v(A \ b1 · · · \ bu−1)v(A \ b1 · · · \ bu)2
× v(A \ b1 · · · \ bu+1) · · ·v(A \ b1 · · · \ bk−1)
}
+ (−1)kv(A \ b1) · · ·v(A \ b1 · · · \ bk)
}
−
{
v(A \ bk+1)v(A \ bk+1 \ b1)v(A \ bk+1 \ b1 \ b2) · · ·v(A \ bk+1 \ b1 · · · \ bk−1)
+
k−1∑
u=1
(−1)u{v(A \ bk+1 \ b1) · · ·v(A \ bk+1 \ b1 · · · \ bu−1)
× v(A \ bk+1 \ b1 · · · \ bu)2
× v(A \ bk+1 \ b1 · · · \ bu+1) · · ·v(A \ bk+1 \ b1 · · · \ bk−1)
}
+ (−1)kv(A \ bk+1 \ b1) · · ·v(A \ bk+1 \ b1 · · · \ bk)
}
.
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µ∈SymC sgn(µ)µ(D). Thus we may omit the summands which do not involve either
bk or bk+1 and the summands in which every factor involves both b1 and bk+1. Therefore,∑
µ∈SymC sgn(µ)µ(D) reduces to∑
µ∈SymC
sgn(µ)µ
{
(−1)kv(A \ b1) · · ·v(A \ b1 · · · \ bk)
− v(A \ bk+1)v(A \ bk+1 \ b1) · · ·v(A \ bk+1 \ b1 · · · \ bk−1)
}
.
Since τ is a (k + 1)-cycle, we have sgn τ = (−1)k , and so the sum is zero, proving the
lemma. 
Let V (k) denote span{V(A : B) | B ⊆ A ⊆ {1, . . . , n}, |B| = k}.
Corollary 3.2. V (k) = span{V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k}.
Proof. If minA /∈ B , then setting bk+1 = minA and applying Lemma 3.1 shows that
V(A : B) can be written as a linear combination of elements V(A : B ′) with minA ∈ B ′ and
elements V(A′′ : B ′′) with |A′′| < |A|. The assertion now follows by induction on |A|. 
In fact, {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} is a basis for
k−2⋂
i=0
V iQ{n}V k−i−2.
To see this, we recall, from [1], the definition of the quadratic algebra Q!n dual to
Qn. The natural pairing of V and V ∗ induces a pairing of V i and V ∗i for each i and
hence a pairing of T (V ) and T (V ∗). Then Q{n}⊥ denotes the annihilator in V ∗ ⊗ V ∗ of
Q{n} ⊂ V ⊗ V .
The quotient T (V ∗)/〈Q{n}⊥〉, denoted Q!n, is the dual algebra of Qn. Now since
V (k) ⊆
k−2⋂
i=0
V iQ{n}V k−i−2,
we have 〈
V (k),
k−2∑
i=0
V ∗iQ{n}⊥V ∗k−i−2
〉
= 0.
Hence the pairing of T (V ) and T (V ∗) induces a pairing of V (k) and Q!n,k .
Recall, from [1], that s(A) denotes the element v∗(A) + 〈Q{n}⊥〉 ∈ Q!n and that, for
B = {b1, . . . , bk} ⊆ A, b1 > · · ·> bk , s(A : B) denotes s(A)s(A \ b1) · · · s(A \ b1 · · · \ bk).
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(a) 〈V(A : B ∪ {minA}), s(A : B)〉 = 1;
(b) 〈V(C : D), s(A : B)〉 = 0 if |C| < |A| or if |C| = |A| and (C,D) = (A,B ∪ {minA}).
Proof. This is immediate from the definitions. 
Corollary 3.4.
(a) Let dC,D ∈ F for each pair (C,D) where minC ∈ D ⊆ C ⊆ {1, . . . , n}. Fix a
pair (C0,D0) with minC0 ∈ D0 ⊆ C0 ⊆ {1, . . . , n} and assume that dC,D = 0 whenever
|C| > |C0|. Then
〈∑
dC,DV(C : D), s(C0 : D0 \ minC0)
〉
= dC0,D0 .
(b) Let eA,B ∈ F for each pair (A,B) where minA /∈ B ⊆ A ⊆ {1, . . . , n}. Fix a
pair (A0,B0) with minA0 /∈ B0 ⊆ A0 ⊆ {1, . . . , n} and assume that eA,B = 0 whenever
|A| < |A0|. Then
〈
V(A0 : B0 ∪ {minA0}),∑ eA,Bs(A : B)〉= eA0,B0 .
Corollary 3.5.
(a) {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} is linearly independent.
(b) V (k) =Q{n}(k) =⋂k−2i=0 V iQ{n}V k−i−2.
(c) {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} is a basis for Q{n}(k).
Proof. (a) is immediate from part (a) of the previous corollary. By (b) of the previous
corollary, the annihilator of V (k) in Q!n,k is (0) and so the annihilator of V (k) in T (V ∗)k is∑k−2
i=0 V ∗
iQ{n}V ∗k−i−2. Hence
V (k) =
(
k−2∑
i=0
V ∗iQ{n}⊥V ∗k−i−2
)⊥
=
k−2⋂
i=0
V iQ{n}V k−i−2 =Q{n}(k)
as required.
Part (c) restates (a) and (b). 
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Recall that T (V ) has an increasing filtration
F · 1 = T (V )(0) ⊂ T (V )(1) ⊂ · · ·
where T (V )(j) = span{v(A1) · · ·v(Ai) | |A1| + · · · + |Ai |  j }. The associated graded
algebra is, in fact, isomorphic to T (V ).
For B ⊆ A ⊆ {1, . . . , n},B = {b1, . . . , bk}, b1 > · · · > bk, note that
V(A : B) ∈ T (V )(|B|(|A|−(|B|−1)/2)).
Define
V(A : B) = V(A : B) + T (V )(|B|(|A|−(|B|−1)/2)−1),
an element of grT (V ). When grT (V ) is identified with T (V ) we obtain
V(A : B) =
∑
σ∈SymB
sgn(σ )σ
{
v(A)v(A \ b1) · · ·v(A \ b1 · · · \ bk−1)
}
.
Then grQ{n} =∑i1Q{n} ∩ T (V )(i)/Q{n} ∩ T (V )(i−1) is spanned by
{V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = 2}
= {v(A)(v(A \ i)− v(A \ j))| i, j ∈ A, i < j}.
Note that the span of this set is invariant under SymA.
The following result is a restatement of Corollary 2.3 of [1].
Lemma 4.1. grQn ∼= T (V )/〈grQ{n}〉.
We will need to know a basis for the space
(
grQ{n})(k) = k−2⋂
j=0
V j
(
grQ{n})V k−j−2.
Lemma 4.2. If B ⊆ A ⊆ {1, . . . , n} and |B| = k  2, then
V(A : B) ∈
k−2⋂
j=0
V j
(
grQ{n})V k−j−2.
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σ(bj ) = bσ(j). Fix j,1 j  k − 1, and let
Ψ = {σ ∈ SymB | σ(j) < σ(j + 1)}.
Let θ denote the transposition which interchanges j and j + 1. Then SymB = Ψ ∪ Ψ θ.
Now let ψ ∈ Ψ and note that ψ(v(A)) = ψθ(v(A)) and
ψ
(
v(A \ b1 · · · \ bt )
)= ψθ(v(A \ b1 · · · \ bt ))
unless t = j .
Then
V(A : B) =
∑
σ∈SymB
sgn(σ )σ
{
v(A)v(A \ b1) · · ·v(A \ b1 · · · \ bk−1)
}
=
∑
ψ∈Ψ
sgn(ψ)ψ
{
v(A)v(A \ b1) · · ·v(A \ b1 · · · \ bj−2)
× v(A \ b1 · · · \ bj−1)
(
v(A \ b1 · · · \ bj−1 \ bj )
− v(A \ b1 · · · \ bj−1 \ bj+1)
)
× v(A \ b1 · · · \ bj−1 \ bj \ bj+1) · · ·v(A \ b1 · · · \ bk−1)
}
.
Since
v(A \ b1 · · · \ bj−1)
(
v(A \ b1 · · · \ bj−1 \ bj )− v(A \ b1 · · · \ bj−1 \ bj+1)
) ∈ grQ{n},
we have
V(A : B) ∈ V j (grQ{n})V k−j−2,
as required. 
As in the previous section, if |B| = k < |A|, we may take bk+1 ∈ A \ B , let C =
B ∪ {bk+1} and let τ ∈ SymC be the (k + 1)-cycle (b1 · · ·bk+1). Then
Lemma 4.3.
k∑
i=0
sgn
(
τ i
)
τ iV(A : B) = 0.
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σ∈SymC
sgn(σ )σ
{
v(A)v(A \ b1) · · ·v(A \ b1 · · · \ bk−1)
}
.
Since v(A)v(A\b1) · · ·v(A\b1 · · ·\bk−1) is fixed by the transposition which interchanges
bk and bk+1, the sum is 0. 
Now let V (k) denote the span of{V(A : B) | B ⊆ A ⊆ {1, . . . , n}, |B| = k}.
Corollary 4.4. {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} spans V (k).
Proof. If minA /∈ B , then setting bk+1 = minA and applying Lemma 4.3 shows thatV(A : B) can be written as a linear combination of elements V(A : B ′) with minA ∈ B ′.
In fact, {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} is a basis for (grQ{n})(k). To
see this, recall the definition of the quadratic algebra (grQn)! dual to grQn. The natural
pairing of V and V ∗ induces a pairing of V i and V ∗i for each i and hence a pairing of T (V )
and T (V ∗). Then (grQ{n})⊥ denotes the annihilator in V ∗ ⊗ V ∗ of grQ{n} ⊂ V ⊗ V .
The quotient T (V ∗)/〈(grQ{n})⊥〉, denoted (grQn)!, is the dual algebra of grQn. Now
since
V (k) ⊆
k−2⋂
i=0
V i
(
grQ{n})V k−i−2,
we have 〈
V (k),
k−2∑
i=0
V ∗i
(
grQ{n})⊥V ∗k−i−2
〉
= 0.
Hence the pairing of T (V ) and T (V ∗) induces a pairing of V (k) and (grQn)!k . 
Let s¯(A) denotes the element v∗(A)+〈(grQ{n})⊥〉 ∈ (grQn)! and, for B = {b1, . . . , bk}
⊆ A, b1 > · · · > bk, let s¯(A : B) denote s¯(A)s¯(A \ b1) · · · s¯(A \ b1 · · · \ bk).
Lemma 4.5. Let minC ∈ D ⊆ C ⊆ {1, . . . , n} and minA /∈ B ⊆ A ⊆ {1, . . . , n} Then〈V(C : D), s¯(A : B)〉= δC,AδD,B∪{minA}.
Proof. This is immediate from the definitions. 
Corollary 4.6.
(a) {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} is linearly independent.
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(c) {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = k} is a basis for (grQ{n})(k).
Proof. (a) is immediate from Lemma 4.5. For (b), Lemma 4.5 shows that the an-
nihilator of V (k) in (grQn)!k is (0) and so the annihilator of V (k) in T (V ∗)k is∑k−2
i=0 V ∗
i (grQ{n})V ∗k−i−2. Hence
V (k) =
(
k−2∑
i=0
V ∗i
(
grQ{n})⊥V ∗k−i−2
)⊥
=
k−2⋂
i=0
V i
(
grQ{n})V k−i−2 = (grQ{n})(k),
as required.
Part (c) restates (a) and (b). 
5. grQn is a Koszul algebra
To simplify notation, we will write V for V {n} and R for grQn throughout this
section. Let f :V → C be defined by f (v(B)) = 1 for all B ⊆ {1, . . . , n},B = ∅. Let
gu :V
u → V u−1 be defined by gu = f ⊗ Iu−1 where Iu−1 denotes I ⊗ · · · ⊗ I , taken
(u− 1) times. Let B ⊆ A ⊆ {1, . . . , n},B = {b1, . . . , bk}, b1 > · · · > bk.
Lemma 5.1.
gk
(V(A : B))= k∑
j=1
(−1)j−1{V(A \ bj : B \ bj )}.
Proof. This is immediate from the definition. 
For any subset A ⊆ {1, . . . , n} and any l  0 define
Sl(A) = span
{
v(A \B) | B ⊆ A, |B| = l}
and
Pl(A) = span
{
v(A \B)− v(A \C) | B,C ⊆ A, |B| = |C| = l}.
Note that Pl(A) = Sl(A) = (0) if l  |A|, that S0(A) = span{v(A)}, and that P0(A) = (0).
Note also that Pl(A) = kerf |Sl(A) and therefore Pl(A)V m = kergm+1|Sl(A)Vm for all
l,m 0.
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Pj (A)V
l+1 ∩ R(l+2) = gl+3
(
Sj−1(A)V l+2 ∩ R(l+3)
)
.
Proof. Note that (f ⊗ I)(Sj−1(A)V ∩ R) ⊆ Pj (A) and (f ⊗ I l+2)(V R(l+2)) ⊆ R(l+2).
Consequently, gl+3(Sj−1(A)V l+2 ∩R(l+3)) ⊆ Pj (A)V l+1 ∩R(l+2). To prove the reversed
inclusion let u ∈ Pj (A)V l+1 ∩ R(l+2). Then, Corollary 4.6 shows that
u =
∑
uD,EV(D,E),
where the sum is over all pairs (D,E) such that minD ∈ E ⊆ D ⊆ {1, . . . , n} and |E| =
l+2. Furthermore, since u ∈ Sj (A)V l+1, we have uD,E = 0 unless D ⊆ A, |D| = |A|− j .
Note that this expression is unique.
Order sets of integers lexicographically and pairs of sets of integers lexicographically.
If u = 0, there is some pair (D0,E0) such that uD0,E0 = 0 and uD1,E1 = 0 whenever
(D1,E1) > (D0,E0). Without loss of generality we may assume that uD0,E0 = 1.
It is sufficient to find B0,C0 such that v(B0) ∈ Sj−1(A) and
u − gl+3
(V(B0,C0))= ∑
(D,E)<(D0,E0)
u′D,EV(D,E).
If e ∈ A \ D0, e < minE0, then V(D0 ∪ {e},E0 ∪ {e}) has this property. Hence we may
assume
minA \D0 > minE0 = minD0.
Now order all monomials v(B1) · · ·v(Bl+2) lexicographically on B1, . . . , Bl+2. Then if
E0 = {e1, . . . , el+2}, e1 > · · · > el+2, the largest term in V(D0,E0) is
v¯(D0)v¯(D0 \ el+2) · · · v¯
(
D0 \ {e2, . . . , el+2}
)
.
Write
u =
∑
cB1,...,Bl+2 v¯(B1) · · · v¯(Bl+2)
=
∑
B2,...,Bl+2
dB2,...,Bl+2 v¯(B2) · · · v¯(Bl+2),
where dB2,...,Bl+2 =
∑
B1
cB1,...,Bl+2 v¯(B1). Then, for each B2, . . . ,Bl+2, dB2,...,Bl+2 ∈
Pj (A), and so, if dB2,...,Bl+2 = 0, cB1,B2,...,Bl+2 = 0 for at least two sets B1.
Consider, in particular, dD0\el+2,...,D0\e2···\el+2 . This is nonzero and is equal to
∑
cB1,D0\el+2),...,D0\e2···\el+2 v¯(B1),
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all B1 with B1 = D0 or B1 = D0 \ el+2 ∪ {h} for some h = el+2, h ∈ A \ D0. But
el+2 = minE0 = minD0. Thus h  minA \ D0 > minD0 = el+2. This contradicts the
choice of (D0,E0) and so the lemma is proved. 
Lemma 5.3. Suppose {P1(A)V k} ∪ {V iRV k−i−1 | 0  i  k − 1} is distributive for any
A ⊆ {1, . . . , n}. Then {V iRV k−i | 0 i  k} is distributive.
Proof. By Lemma 1.1 it is sufficient to prove that
{
v(A)V k+1 ∩ V iRV k−i | 0 i  k}
is distributive for all A ⊆ {1, . . . , n}. Now gk+2 restricts to an isomorphism of v(A)V k+1
onto V k+1. Since
gk+2
(
v(A)V k+1 ∩RV k)= P1(A)V k and
gk+2
(
v(A)V k+1 ∩ V i+1RV k−i−1)= V iRV k−i−1
for 0 i  k − 1, the result follows. 
Theorem 5.4. {V iRV k−1 | 0  i  k} generates a distributive lattice in T (V ). Conse-
quently, grQn is a Koszul algebra.
In view of Lemma 5.3, this will follow from
Lemma 5.5. {Pl(A)V k} ∪ {V iRV k−i−1 | 0  i  k − 1} is distributive for all k  1 and
all l > 0.
Proof. The proof is by induction on k, the result being trivial for k = 1. We assume
{Pl(A)V m} ∪ {V iRV m−i−1 | 0 i m − 1} is distributive for all m < k and all l > 0.
First note that any proper subset of {Pl(A)V k} ∪ {V iRV k−i−1 | 0  i  k − 1} is
distributive. Indeed, by Lemma 5.3, {V iRV k−i−1 | 0 i  k − 1} is distributive. Hence it
is sufficient to show that {Pl(A)V k} ∪ {V iRV k−i−1 | 0 i < j } ∪ {V iRV k−i−1 | j < i 
k − 1} is distributive for all j,0 j  k − 1}. Now let Sj,1 = {Pl(A)V j } ∪ {V iRV j−i−1 |
0  i  j − 1} and Sj,2 = {V iRV k−j−2−i | 0  i  k − j − 2}. Then Sj,1 and Sj,2
are distributive by the induction assumption. Since {Pl(A)V k} ∪ {V iRV k−i−1 | 0  i <
j } ∪ {V iRV k−i−1 | j < i  k − 1} = Sj,1V k−j ∪ V j+1Sj,2, the assertion follows. 
In view of Theorem 1.2, it is therefore sufficient to prove that
(
Pl(A)V
k ∩RV k−1 ∩ · · · ∩ V iRV k−i−1)∩ (V i+1RV k−i−2 + · · · + V k−1R)
= (Pl(A)V k ∩ RV k−1 ∩ · · · ∩ V i+1RV k−i−2)
+ (Pl(A)V k ∩RV k−1 ∩ · · · ∩ V iRV k−i−1 ∩ (V i+2RV k−i−3 + · · · + V k−1R)).
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Xi = Sl(A)V k ∩ RV k−1 ∩ · · · ∩ V iRV k−i−1,
Yi = V i+1RV k−i−2,
and
Zi = V i+2RV k−i−3 + · · · + V k−1R.
Then we need to show that
kergk+1|Xi∩(Yi+Zi) = kergk+1|Xi∩Yi + kergk+1|Xi∩Zi .
The right-hand side is contained in the left-hand side, so it is enough to prove equality
of dimensions.
Hence it is enough to prove
dimXi ∩ (Yi + Zi)− dimgk+1
(
Xi ∩ (Yi + Zi)
)
= dimXi ∩ Yi − dimgk+1(Xi ∩ Yi)+ dimXi ∩ Zi − dimgk+1(Xi ∩ Zi)
− dimXi ∩ Yi ∩ Zi + dimgk+1(Xi ∩ Yi ∩Zi).
Now, by the induction assumption and Lemma 5.3, {Xi,Yi,Zi} is distributive.
Therefore, the desired equality is equivalent to
dimgk+1
(
Xi ∩ (Yi + Zi)
)= dimgk+1(Xi ∩ Yi) + dimgk+1(Xi ∩Zi)
− dimgk+1(Xi ∩ Yi ∩Zi).
But, since {Xi,Yi,Zi} is distributive,
gk+1
(
Xi ∩ (Yi + Zi)
)= gk+1(Xi ∩ Yi + Xi ∩Zi) = gk+1(Xi ∩ Yi)+ gk+1(Xi ∩Zi).
Hence we need only show that
dimgk+1(Xi ∩ Yi)∩ gk+1(Xi ∩Zi) = dimgk+1(Xi ∩ Yi ∩ Zi).
Since
gk+1(Xi ∩ Yi ∩ Zi) ⊆ gk+1(Xi ∩ Yi)∩ gk+1(Xi ∩Zi)
this is equivalent to
gk+1(Xi ∩ Yi)∩ gk+1(Xi ∩Zi) = gk+1(Xi ∩ Yi ∩ Zi).
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Pl+1(A)V k−1 ∩RV k−2 ∩ · · · ∩ V iRV k−i−2 ∩
(
V i+1RV k−i−3 + · · · + V k−2R).
In view of the distributivity of {Sl(A)V k}∪{V tRV k−t−1 | 0 t  k−1}, which follows
from Lemma 1.1 and the induction assumption, the right-hand side of the expression may
be written as
gk+1
(
Sl(A)V
k ∩ RV k−1 ∩ · · · ∩ V i+2RV k−i−3)
+ gk+1
(
Sl(A)V
k ∩ RV k−1 ∩ · · · ∩ V i+1RV k−i−2 ∩ (V i+3RV k−i−4 + · · · + V k−1R)).
By Lemma 5.2, this is equal to
Pl+1(A)V k−1 ∩RV k−2 ∩ · · · ∩ V i+1RV k−i−3
+ Pl+1(A)V k−1 ∩RV k−2 ∩ · · · ∩ V iRV k−i−2 ∩
(
V i+2RV k−i−4 + · · · + V k−2R).
Since the two expressions are equal by the induction assumption, the proof is complete.
6. Koszulity of Qn
Theorem 6.1. Qn is a Koszul algebra.
Proof. By Corollary 4.6, {V(A : B) | minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = l} is a basis for
(grQ{n})(l). Thus we may define a linear map
φl :
(
grQ{n})(l) →Q{n}(l)
by
φl
(V(A : B))= V(A : B)
for all minA ∈ B ⊆ A ⊆ {1, . . . , n}, |B| = l. Then the φl satisfy the conditions of
Theorem 2.2, so Theorem 6.1 follows from Theorem 5.4. 
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