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We have analysed pion photoproduction imposing constraints from fixed t dispersion relations
and unitarity. Coupled integral equations for the S and P wave multipoles were derived from the
dispersion relations and solved by the method of Omne`s and Muskhelishvili. The free parameters
were determined by a fit to the most recent data for pi+ and pi0 production on the proton as well
as pi− production on the neutron, in the energy range 160 MeV ≤ Eγ ≤ 420 MeV. The lack of high
precision data on the neutron and of polarization observables leads to some limitations of our results.
Especially the multipole M1− connected with the Roper resonance P11(1440) cannot be determined
to the required precision. Our predictions for the threshold amplitudes are in good agreement with
both the data and chiral perturbation theory. In the region of the ∆(1232) we have determined
the ratio of electric quadrupole and magnetic dipole excitation. The position of the resonance pole
is obtained in excellent agreement with pion-nucleon scattering, and the complex residues of the
multipoles are determined with the speed-plot technique.
PACS numbers: 13.60.Le, 14.20.Gk, 11.55.Fv, 11.80.Et
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I. INTRODUCTION
Pion photoproduction was extensively studied both theoretically and experimentally in the sixties and seventies.
The basic theoretical approach was given by dispersion theory, especially by fixed t dispersion relations. Since
perturbative methods of quantum field theory fail in the case of the strong interactions in the resonance region,
dispersion relations seemed to be the only possible tool to treat hadronic processes on a quantitative level. Given the
technical possibilities of that time, the statistics of the data was moderate and systematical errors were large. With
the development of quantum chromodynamics (QCD) as a fundamental field theory in terms of quarks and gluons, the
theoretical understanding of strong interactions has improved at the higher energies. However our understanding of
hadron physics in the nonperturbative region at energies of the order of 1 GeV remains still unsatisfactory. Although
quark models of different kinds give some description of the baryon and meson spectra, their predictive power for
reactions is still quite poor. The only approach to infer all the symmetries of QCD into the physics at these energies
is given by chiral perturbation theory (ChPT). However, the results of ChPT can be applied only in the threshold
region. Recently, it has been investigated how to include the most prominent resonance of the nucleon, the ∆(1232),
within the framework of heavy baryon ChPT. However, the first results achieved by this technique are not yet
satisfactory. On the other side modern electron accelerators have provided a host of high precision data in the 90’s,
and will continue to do so. Beams of high current and high duty factor together with considerably improved particle
detection techniques have reduced the statistical errors to the order of a few percent, and promise to keep control of
the systematical errors at the same level. To interpret these data with respect to the most interesting features, i.e.
the threshold behaviour and the electromagnetic excitation of resonances, a partial wave analysis is mandatory. To
ensure the consistency and uniqueness of such an analysis, constraints from unitarity and dispersion relations have to
be imposed. Such concepts have proven to be quite successful in pion-nucleon scattering [1]. In comparison with that
field, the situation in pion photoproduction is considerably more complex. The spin and isospin structure leads to
twelve independent amplitudes, while in pion-nucleon scattering there are only four such amplitudes. As a consequence
a complete experiment [2] requires the use of many polarization observables. Such a complete experiment has not
yet been performed. However, the new experiments provide an ever increasing amount of precise and new data. At
present, the experimental thrust is mainly on measurements near threshold and around the ∆(1232) resonance. In
the coming years, a series of experiments at Jefferson Lab will cover the whole resonance region. Restricting our
theoretical investigations to the threshold region and the low-lying resonances, we are lead to choose the method of
Omne`s and Muskhelishvili to analyse the existing data, because it introduces a natural parametrization and fulfills
the constraints of unitarity at the same trace.
In the future, the required shift to include also higher energies will make it necessary to take account of the full
content of dispersion methods and to apply more involved techniques. At the moment, however, we obtain an excellent
representation of the analysed data by use of the method of Ref. [3]. Therefore we deem it worthwhile extending this
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method to the second resonance region as a next step.
In Sec. 2 of this contribution we briefly recall the kinematics, amplitudes and (polarization) observables of pion
photoproduction. The essential ingredients of dispersion relations at fixed t are outlined in Sec. 3. The method of
Omne`s and Muskhelishvili to solve these coupled integral equations is given in Sec. 4. In particular, we also discuss
our choice of the free parameters of that method, which are then fitted to our data basis (Sec. 5). This fit defines
the result for the multipole amplitudes, which are presented in Sec. 6. In particular we give our prediction for the
threshold production of charged and neutral pions, the ratio of electric quadrupole and magnetic dipole radiation in
the region of the ∆(1232), and the inclusive cross sections. We conclude with a short summary and outlook in Sec. 7.
II. FORMALISM
A. Kinematics and conventions
The four-momenta occuring in the reaction are denoted by q = (ω, ~q) for the photon, k = (ωπ, ~k) for the pion,
Pi = (P
0
i ,
~Pi) and Pf = (P
0
f ,
~Pf ) for the nucleon in the initial and the final state, respectively. With this notation the
conventional Mandelstam variables are
s = (Pi + q)
2 = (Pf + k)
2 = W 2, (1)
t = (k − q)2 = (Pf − Pi)2, (2)
u = (Pf − q)2 = (Pi − k)2, (3)
where W is the cm energy. Since all calculations are performed in the cm frame, we further introduce the cm energy
of the nucleons,
Ei,f = P
0,cm
i,f . (4)
In the following we will suppress the index cm for the momenta,
~q = ~q cm = − ~P cmi , (5)
~k = ~kcm = − ~P cmf , (6)
and introduce the quantity x = cos θ instead of the scattering angle θ = θcm. In the discussion of our results for the
amplitudes and observables, the photon energy is usually given in the lab frame, Eγ = E
lab
γ .
B. Amplitudes
The invariant amplitudes Ai(s, t, u) are defined according to [4]. The relativistic invariants are
1
M1 = iγ5 ε/ q/, (7)
M2 = 2iγ5(P · q k · ε− P · ε k · q), (8)
M3 = iγ5(ε/ k · q − q/ k · ε), (9)
M4 = 2iγ5(ε/P · q − q/P · ε−mN ε/ q/), (10)
where ε is the polarization vector of the photon and P = 12 (Pi + Pf ). The scattering operator T , to be evaluated
between the Dirac spinors of the nucleon, is expressed in terms of the invariants by
T =
4∑
i=1
Ai(s, t, u)Mi. (11)
The photoproduction amplitudes Ai can be decomposed in isospace according to
1For the metric and the γ matrices we adopt the conventions of Ref. [5].
2
Ai =
1
2
A
(−)
i [τα, τ0] +A
(+)
i δα0 +A
(0)
i τα, (12)
with the Pauli matrices τα acting on the isospinor of the nucleon. The behaviour of the invariant amplitudes under
crossing is
AIk(s, t, u) = ε
IξkA
I
k(u, t, s), (13)
I = +, 0,−; ξ1 = ξ2 = −ξ3 = ξ4 = 1; ε+ = ε0 = −ε− = 1.
The physical amplitudes may be expressed by the isospin combinations
A(γp→ nπ+) =
√
2(A(−) +A(0)) =
√
2(pA
( 1
2
) − 1
3
A(
3
2
)), (14)
A(γp→ pπ0) = A(+) +A(0) =p A( 12 ) + 2
3
A(
3
2
), (15)
A(γn→ pπ−) = −
√
2(A(−) −A(0)) =
√
2(nA
( 1
2
) +
1
3
A(
3
2
)), (16)
A(γn→ nπ0) = A(+) −A(0) = −nA( 12 ) + 2
3
A(
3
2
). (17)
The amplitudes A(
1
2
) and A(
3
2
) refer to final states of definite isospin (12 or
3
2 ). They are combinations of the quantities
A(+) and A(−) of Eq. (12),
A(
1
2
) = A(+) + 2A(−), A(
3
2
) = A(+) −A(−). (18)
For the isospin 12 channel it is also useful to define the combinations
pA
( 1
2
) = A(0) +
1
3
A(
1
2
), nA
( 1
2
) = A(0) − 1
3
A(
1
2
), (19)
which enter into the amplitudes of the reactions on the proton or the neutron, respectively.
Evaluating Eq. (11) between the nucleon Dirac spinors in the cm frame, expressing the result by Pauli spinors and
multiplying by a factor mN/4πW , we obtain the form [4]
F = i~σ · ~εF1 + ~σ · kˆ ~σ · (qˆ × ~ε)F2 + i~σ · qˆ kˆ · ~εF3 + i~σ · kˆ kˆ · ~εF4, (20)
where qˆ and kˆ are unit vectors in the direction of the respective momenta. The cm differential cross section can be
expressed through the CGLN amplitudes Fi defined by Eq. (20),
dσ
dΩ
=
| ~k |
| ~q | | χ
†
fFχi |2, (21)
where χf,i are nucleon spinors. The connection between the CGLN amplitudes and the invariant amplitudes is given
by
F1 = 4π
2W
(W −mN )
F1
[(Ef +mN )(Ei +mN)]
1
2
= A1 + (W −mN )A4 − t−m
2
π
2(W −mN ) (A3 −A4),
F2 = 4π
2W
(W −mN )
(
Ef +mN
Ei +mN
) 1
2 F2
| ~k |
= −A1 + (W +mN )A4 − t−m
2
π
2(W +mN )
(A3 −A4), (22)
F3 = 4π
2W
(W −mN )
F3
[(Ef +mN )(Ei +mN)]
1
2 | ~k |
= (W −mN )A2 + (A3 −A4),
F4 = 4π
2W
(W −mN )
(
Ef +mN
Ei +mN
) 1
2 F4
| ~k |2
= −(W +mN )A2 + (A3 −A4).
3
For practical calculations it is useful to introduce a matrix form for the different amplitudes,
~F = H~F , ~F = C ~A, ~A = C−1 ~F , (23)
where ~A, ~F and ~F are vectors with the four elements defined in Eqs. (11), (20) and (22) respectively. The 4 × 4
matrices C and H contain kinematical factors only and are given in appendix A.
The CGLN amplitudes are expanded into the multipoles El± and Ml± which conserve parity and total angular
momentum J ,
F1(W, θ) =
∑
l≥0
{(lMl+(W ) + El+(W ))P ′l+1(x)
+[(l + 1)Ml−(W ) + El−(W )]P ′l−1(x)},
F2(W, θ) =
∑
l≥1
[(l + 1)Ml+(W ) + lMl−(W )]P ′l (x),
F3(W, θ) =
∑
l≥1
[(El+(W )−Ml+(W ))P ′′l+1(x) (24)
+(El−(W ) +Ml−(W ))P ′′l−1(x)],
F4(W, θ) =
∑
l≥2
(Ml+(W )− El+(W )−Ml−(W )− El−(W ))P ′′l (x).
E and M denote the electric or magnetic character of the incoming photon, the indices l± describe the coupling of
the pion angular momentum l and the nucleon spin to the total angular momentum J = l ± 12 .
The 4 partial waves with angular momentum l may be written in terms of a vector,
~Ml(W )T = (El+(W ), El−(W ),Ml+(W ),Ml−(W )) , (25)
where T stands for transposed. The matrix form of the multipole expansion Eq. (24) and its inverse read
~F(W,x) =
∞∑
l=0
Gl(x) ~Ml(W ), (26)
~Ml(W ) =
1∫
−1
dxDl(x) ~F(W,x), (27)
with the 4× 4 matrices Gl and Dl given in appendix A.
The multipole amplitudes Ml± are complex functions of the cm energy W . Below inelastic threshold, the Fermi-
Watson theorem [6] allows one to express the complex phases of the multipoles by the corresponding pion-nucleon
scattering phase shifts,
MIl±(W ) =| MIl±(W ) | ei(δ
I
l±(W )+nπ), (28)
with I = 12 ,
3
2 .
C. Observables
If polarization degrees of freedom are taken into account, the differential cross section of pion photoproduction
takes the form [7]
dσ
dΩ
=
| ~k |
| ~q | {(RT + Pni,fR
ni,f
T ) + ΠT [(RTT + Pni,fR
ni,f
TT ) cos 2ϕ (29)
−(Pli,fRli,fTT + Pti,fRti,fTT ) sin 2ϕ] + ΠC(Pli,fRli,fTT ′ + Pti,fRti,fTT ′)}.
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The various response functions R may be expressed through the CGLN amplitudes. Pi are the components of the
nucleon polarization vector, ΠT is the degree of linear polarization of the photon, ϕ the angle between the reaction
plane and the photon polarization, and ΠC the degree of circular photon polarization. The observables containing
the information of the various polarization measurements are the appropriate asymmetries. In the following we will
restrict the discussion to single polarization observables only. The beam asymmetry Σ which is measured with linearly
polarized photons, perpendicular and parallel to the production plane is
Σ =
dσ⊥ − dσ‖
dσ⊥ + dσ‖
=
−RTT
RT
. (30)
The target asymmetry T and the recoil polarization P ,
T =
dσPni=1 − dσPni=−1
dσPni=1 + dσPni=−1
=
RniT
RT
, (31)
P =
dσPnf=1 − dσPnf=−1
dσPnf=1 + dσPnf=−1
=
R
nf
T
RT
, (32)
are determined with respect to the polarization of the incoming (outgoing) nucleon perpendicular to the production
plane. In appendix B the relevant response functions are given as functions of the CGLN amplitudes.
III. DISPERSION RELATIONS AT FIXED t
The starting point of our analysis are dispersion relations at fixed t for the invariant amplitudes [8],
ReAIk(s, t) = A
I,pole
k (s, t) +
1
π
P
∞∫
sthr
ds′
(
1
s′ − s +
εIξk
s′ − u
)
ImAIk(s
′, t), (33)
with I = 0,± and sthr = (mN +mπ)2. The pole term contributions A
I,pole
k can be obtained by evaluating the Born
approximation in pseudoscalar coupling,
A
I,pole
1 (s, t) =
eg
2
(
1
s−m2N
+
εI
u−m2N
)
,
A
I,pole
2 (s, t) = −
eg
t−m2π
(
1
s−m2N
+
εI
u−m2N
)
=
eg
s−m2N
(
εI − 1
t−m2π
+
εI
u−m2N
)
, (34)
A
I,pole
3 (s, t) = −
eg
2mN
κI
2
(
1
s−m2N
− ε
I
u−m2N
)
,
A
I,pole
4 (s, t) = −
eg
2mN
κI
2
(
1
s−m2N
+
εI
u−m2N
)
,
with κ(+,−) = κp− κn and κ(0) = κp+ κn, where κp and κn are the anomalous magnetic moments of the proton and
the neutron, respectively. For the pion nucleon coupling constant g we take the value g2/4π = 14.28 [1].
The next step is to apply the multipole projection to the dispersion relations (33). With the help of Eqs. (23) we
obtain
ReFI(W,x) = FI,pole(W,x) +
1
π
P
∞∫
Wthr
dW ′EI(W,W ′, x′)ImFI(W ′, x′), (35)
where x′ = cos θ′ corresponds to W ′ at fixed t. With
t−m2π = −2ωωπ + 2 | ~k || ~q | x = −2ω′ω′π + 2 | ~k′ || ~q ′ | x′ (36)
we have
5
x′ = ex+ f ; e =
| ~k || ~q |
| ~k′ || ~q ′ |
; f =
−ωωπ + ω′ω′π
| ~k′ || ~q ′ |
. (37)
The entries of the matrix EI(W,W ′, x′) are given in appendix A. Application of Eqs. (26) and (27) leads to a system
of coupled integral equations for the multipole amplitudes,
ReMIl (W ) =MI,polel (W ) +
1
π
P
∞∫
Wthr
dW ′
∞∑
l′=0
KIll′ (W,W ′)ImMIl (W ′). (38)
The integral kernels
KIll′(W,W ′) =
1∫
−1
dxDl(x)H(W )E
I(W,W ′, x′)H−1(W ′)Gl′(x′) (39)
couple the multipoles with each other. Analytic expressions of these kernels have been given in Refs. [9,10] for the
S and P waves. These kernels are regular kinematical functions except for the diagonal kernels KIll, which contain
a term ∝ 1/(W −W ′). Our further analysis is based on Eqs. (38), which may be solved by several methods. In [9]
conformal mapping techniques have been used. The work of Schwela and Weizel [3] follows the method of Omne`s
[11]. Lebedev [12] uses Pade´ approximants. Since our aim is to analyse new experimental data and not to give mere
predictions, we essentially follow the work of [3] leading to a natural parametrization of the multipoles. Before we
turn to this point in the next section, we have to make some remarks.
The dispersion relations (33) are valid for the isospin components with I = ±, 0. Since the unitarity condition (28)
will be imposed on the solutions for the multipoles, we have to work with amplitudes of definite isospin 12 or
3
2 . This
leads to a mixing of the components with I = + and I = −. The corresponding linear combinations of the integral
kernels are obtained as follows. If the kernel connecting the multipoles MI′l′ and MIl (I = 0, 12 , 32 in the following) is
denoted by KII′ll′ , Eqs. (18) lead to the relations
I ′ =
3
2
: KII′ll′ =
1
3
(
2cI+K+ll′ − cI−K−ll′
)
,
I ′ =
1
2
: KII′ll′ =
1
3
(
cI+K+ll′ + cI−K−ll′
)
, (40)
I ′ = 0 : KII′ll′ = cI0K0ll′ ,
with c
3/2
+ = c
1/2
+ = c
0
0 = 1, c
3/2
− = −1, c1/2− = 2 and all other coefficients vanishing.
In this work we restrict ourselves to the energy region up to Eγ ≈ 500 MeV. The first reason for this are possible
problems with the convergence of the partial wave expansion which might occur in the unphysical region, when the
path of the dispersion integrals leads outside of the Lehmann ellipses [13]. Furthermore, in this energy region it is
reasonable to restrict the solution of the integral equations to S, P and eventually D waves. At energies near the
second resonance region, higher partial waves have to be taken into account which will considerably complicate the
procedure. Finally our method provides the most reliable results as long as the complex phases of the partial waves
are known. This is the case below two-pion threshold. Nevertheless it can be assumed that the effects of inelasticities
remain small also at somewhat higher energies. As a consequence of these restrictions, our results will be especially
useful for the study of low energy amplitudes and the electromagnetic excitation of the ∆(1232).
IV. SOLUTION OF THE INTEGRAL EQUATIONS
On condition that the complex phases of the solutions are known, Omne`s [11] has proposed to solve the integral
equations (38) as follows. Introducing the functions
hIl (W ) = e
iφIl (W ) sinφIl (W ), (41)
with the complex phase φIl (W ) of the multipole MIl , one obtains
ImMIl (W ) = hI∗l (W )MIl (W ). (42)
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Next one defines the amplitudes
MIl (W ) = rl(W )MIl (43)
by taking out kinematical factors for the S and P wave amplitudes,
r0+ =
W
DiDf(W −mN ) ,
r1− =
WDf
| ~k | (W −mN )Di
, (44)
r1+(W ) =
W
DiDf(W −mN ) | ~k || ~q |
,
with Di,f =
√
Ei,f +mN . The coupled system of integral equations is now cast into the form
MIl (W ) = M
I,pole
l (W ) +
1
π
∞∫
Wthr
hI∗l (W
′)MIl (W
′)dW ′
W ′ −W − iε
+
1
π
∑
l′,I′
∞∫
Wthr
KII
′
ll′ (W,W
′)hI
′∗
l′ (W
′)MI
′
l′ (W
′)dW ′, (45)
where the singular term has now been treated individually and subtracted from the integral kernel,
KII
′
ll′ (W,W
′) =
rl(W )
rl(W ′)
KII′ll′ (W,W ′)−
δll′δII′
W ′ −W . (46)
In order to treat Eqs. (45), some further simplifications and assumptions are necessary. First of all, the infinite sum
over l′ has to be cut off. It can be shown that for multipoles with small complex phases in the relevant energy region,
the solutions of the integral equations are essentially given by the inhomogeneities, i. e. the pole terms. Therefore we
solve Eqs. (45) only for the S, P and D13 waves, and represent the higher partial waves by the inhomogeneities. A
study of the integral kernels shows that many of them can be neglected. This leads to further simplifications.
To solve Eqs. (45) the complex phases φIl (W ) of the multipoles have to be known over the whole range of integration.
From the Fermi-Watson theorem (28) we know that these phases are equal to the pion-nucleon scattering phase shifts
below two-pion threshold. Above the inelastic threshold, φIl (W ) is no longer uniquely determined by unitarity.
However it has been shown that the following ansatz for φIl (W ) can be motivated from the unitarity relation of the
inelastic amplitudes [3],
φIl (W ) = arctan
(
1− ηIl (W ) cos 2δIl (W )
ηIl (W ) sin 2δ
I
l (W )
)
. (47)
Below two-pion threshold the ansatz (47) leads to the πN scattering phase shifts δIl . Above this threshold the
inelasticity parameters ηIl as determined from pion-nucleon scattering enter into the formula. The ansatz (47) is
justified if both γN → nπN and πN → nπN are dominated by the same resonant intermediate state or if both
matrix elements are real (e.g. if they are both described by one particle exchange) or imaginary (e.g. in the case
of purely diffractive processes). In the case of the P13 waves the ansatz (47) would lead to an unphysical resonant
behaviour. Therefore in this case we choose the alternative ansatz
φIl (W ) = arctan
(
ηIl (W ) sin 2δ
I
l (W )
1 + ηIl (W ) cos 2δ
I
l (W )
)
(48)
which has also been derived in Ref. [3].
At higher energies, where information from pion-nucleon scattering is no longer available, certain assumptions have
to be made in order to interpolate the phases to infinity [3]. As an alternative we cut off the integrals of Eq. (45) at
W = 2 GeV and represent the high energy tails of the dispersion integrals by t-channel exchange of ρ- and ω-mesons,
leading to the contributions:
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AV1 =
λV
mV
gTV
2mN
t
t−m2V
, AV2 = −
λV
mV
gTV
2mN
1
t−m2V
,
AV3 = 0, A
V
4 = −
λV
mV
gVV
1
t−m2V
, (49)
where V stands for ω or ρ respectively, λV is taken from the radiative decay of the vector mesons and g
V,T
V are the
vector and tensor couplings at the VNN vertex. The integral equations now take the form
MIl (W ) = M
I,pole
l (W ) +
1
π
Λ∫
Wthr
hI∗l (W
′)MIl (W
′)dW ′
W ′ −W − iε (50)
+
1
π
∑
l′,I′
Λ∫
Wthr
KII
′
ll′ (W,W
′)hI
′∗
l′ (W
′)MI
′
l′ (W
′)dW ′ +MI,Vl (W ),
with a cut-off at Λ = 2 GeV. The high energy parametrization by t-channel exchange leads to a further inhomogeneity
of the integral equations, MI,Vl (W ), to be constructed according to the rules given above. In comparison with [11]
this leads to a slight modification of the solutions. As in [11] we first solve the characteristic equations
MIl (W ) = M
I,pole
l (W ) +
1
π
Λ∫
Wthr
hI∗l (W
′)MIl (W
′)dW ′
W ′ −W − iε
+MI,Vl (W ), (51)
which contain only the singular part of the integral equations. The general solutions are
MIl (W ) = M
I,pole
l (W ) +M
I,V
l (W )
+
MI,homl,0 (W )
π
Λ∫
Wthr
hIl (W
′)(MI,polel (W
′) +MI,Vl (W
′))dW ′
MI,homl,0 (W
′)(W ′ −W − iε)
+P (W )MI,homl,0 (W ), (52)
with
MI,homl,0 (W ) = exp


W
π
Λ∫
Wthr
φIl (W
′)dW ′
W ′(W ′ −W − iε)

 (53)
a solution of the homogeneous equation
MIl (W ) =
1
π
Λ∫
Wthr
hI∗l (W
′)MIl (W
′)dW ′
W ′ −W − iε , (54)
and P (W ) an arbitrary polynomial. In our calculations for this polynomial only the simplest case, i.e. a real constant,
will occur.
If the self-coupling of MIl (W ) is fully taken into account, Eq. (50) has to be transformed into an equation of the
Fredholm type,
MIl (W ) = N
I
l (W ) +
∑
l′,I′
1
π
Λ∫
Wthr
FII
′
ll′ (W,W
′)hI
′∗
l (W
′)MI
′
l′ (W
′)dW ′, (55)
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with
N Il (W ) = M
I,pole
l (W ) +M
I,V
l (W ) (56)
+
M
I,hom(W )
l,0
π
Λ∫
Wthr
hIl (W
′)(MI,polel (W
′) +MI,Vl (W
′))dW ′
MI,homl,0 (W
′)(W ′ −W − iε)
and the Fredholm kernels
F II
′
ll′ (W,W
′) = KII
′
ll′ (W,W
′)hI
′∗
l (W
′) +
MI,homl,0 (W )
π
×
Λ∫
Wthr
hI
′
l (W
′′)KII
′
ll′ (W
′′,W ′)hI∗l (W
′)dW ′′
MI,homl,0 (W
′′)(W ′′ −W − iε)
. (57)
Eq. (55) can now be solved by standard numerical methods. We mention that also the solution of Eq. (55) is not
unique. A solution of the corresponding homogeneous equation can be added in the same way as in the case of Eq. (51.
For the mathematical details of solving the homogeneous equation see Ref. [10].
Numerically we found that the self-couplings of the multipoles are given to good approximation by the singular
parts of the integral equations, except for the P33 multipoles M
( 3
2
)
1+ and E
( 3
2
)
1+ . Therefore, the Fredholm equations have
to be solved for these P -waves, while in all other cases it is quite sufficient to solve the characteristic equations. If
the couplings to other multipoles are taken into account, they enter into the equations as further inhomogeneities. If
we neglect all integral kernels giving only small contributions, we obtain the following procedure to solve the integral
equations for the S-, P - and D13-waves:
1. The amplitude M
( 3
2
)
1+ is practically independent of the other multipoles. The corresponding Fredholm equation
has to be solved.
2. Having solved the equation for M
( 3
2
)
1+ , we calculate its contribution to E
( 3
2
)
1+ entering into the corresponding
equation as a further inhomogeneity.
3. The equations for M
( 1
2
)
1− and M
( 3
2
)
1− are solved taking account of the influence of M
( 3
2
)
1+ and E
( 3
2
)
1+ .
4. For E
( 1
2
)
0+ and E
( 3
2
)
0+ also the contributions of the M1− components are important.
5. In the isospin 0 channel, only the contribution of M
(0)
1− to E
(0)
0+ has to be taken into account.
6. For all other P waves as well as the D13 multipoles we only have to solve the characteristic equations.
According to Eq. (52) we can add to each solution of the inhomogeneous equation a solution of the homogeneous
equation multiplied by an arbitrary polynomial in W . Following the arguments of [3], we restrict ourselves to the
addition of homogeneous solutions to the multipoles E
(0)
0+ , E
( 1
2
)
0+ , M
(0)
1− , M
( 1
2
)
1− , E
( 3
2
)
1+ and M
( 3
2
)
1+ multiplied by a real
constant. These six constants are determined by a fit to the data. Further parameters of our fit are the coupling
constants of the vector mesons. In [3] it is argued that vector meson exchange should not be included because of
double counting. This argument is correct because the authors evaluate the occuring integrals to infinity. From a
study of unitarity diagrams it can be seen that the integrals in fact contain the vector meson contributions. In our
case, however, the integrals run only to the cut off Λ, and only a fraction of vector meson exchange will be contained
in the integrals. The remaining part is assumed to be the dominant contribution at the higher energies, which we
represent by vector meson exchange as described with four free VNN coupling constants fitted to the data. Thus we
end up with ten free parameters.
In solving the integral equations we have to know the scattering phase shifts and inelasticity parameters of pion
nucleon scattering. They are taken from the SAID code (solution SM95 [14]).
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V. THE FIT TO THE DATA
We have determined the ten free parameters of our approach by a fit to selected photoproduction data for 160 MeV
≤ Eγ ≤ 420 MeV (see Tab. I). Most interesting for our analysis are the new data from MAMI. Differential cross
sections of π0 production off the proton near threshold [15], and differential cross sections as well as beam asymmetries
Σ for both π+ and π0 production off the proton [16,17] have been measured with high precision. Since there are no
new low energy data for π+ we include those of the data compilation [18]. We have also included the most recent data
from ELSA, differential cross sections for π+ production [19] and the target asymmetries T for π+ and π0 production
off the proton [20]. To get the full isospin decomposition we also had to include data for π− production, for which we
took the differential cross sections given in Refs. [21–25]. Altogether we have included 1751 data points. The overall
χ2 per data point of 2.8. We note that we have not renormalized the different data sets in our fit.
In Figs. 1–12 we show our results for the observables. In general we obtain a good description of the photoproduction
data. The differential cross sections and beam asymmetries for π+ production are in perfect agreement with the Mainz
experiment [16] except for the differential cross sections around 330 MeV where we find a slight discrepancy (see Fig. 3).
In our local fit (see next section) this discrepancy could not be removed which means that there is a problem either
with our parametrization or with the experiment. We stress that also at these energies the beam asymmetries, which
are less sensitive to systematical errors, are well described by our fit (see Fig. 4). From the experimental point of
view one main difficulty are measurements concerning π+ production at very low energies. Because of the short life
time of charged pions many of them decay before detection. As a consequence the existing data have large error bars.
In Fig. 1 we show the result of the fit compared to the world data. We find good agreement within the statistical
uncertainties. The differential cross sections and target asymmetries from Bonn which we included in our fit (see
Figs. 2 and 5) have larger errors than the new Mainz data. In the case of the target asymmetries our result seems to
be consistent with the data if the statistical uncertainty is taken into account, except for very low energies where the
experimental values are systematically larger than our curves. However, it can be shown that such large values of T
would require much larger imaginary parts of the partial waves than allowed by unitarity considerations.
In π0 production on the proton we find a somewhat different situation. In this case the results of recent high
precision experiments at low energies are available [15]. However, only the differential cross sections for Eγ ≥ 160
MeV were included in our fit. The description is reasonably good also for the lower energies (see Fig. 6). At higher
energies we again find a very nice description of the beam asymmetries (see Fig. 9). Also the differential cross sections
are well described except for the energies around 330 MeV (see Figs. 7 and 8). The target asymmetries are only in
semiquantitative agreement (see Fig. 10).
In pion production on the neutron the experimental situation is less satisfactory than for the proton. The most
precise experiment which has been performed at TRIUMF by studying the inverse reaction π−p→ γn [25], is restricted
to energies below the ∆ resonance. In Fig. 11 it can be seen that we fit this experiment very well. However, to take
account of a larger energy range, we had to include older data which are reasonably well described within the larger
statistical uncertainties (see Fig. 12).
The parameters determined by our fit have no direct physical interpretation. Given the integral equations, the
coefficients of the homogeneous solutions have to be determined by the boundary conditions determined by the physics.
Concerning the coupling constants of the vector mesons, we expect them to be of the same order of magnitude as
the corresponding values of other analyses. In Tab. II we compare our results with other references. The existing
differences should be attributed to the fact part of the vector meson strength is already contained in the dispersive
integral up to 2 GeV.
VI. RESULTS, PREDICTIONS AND DISCUSSION
A. S and P wave multipoles
In Figs. 13–16 we show the isospin components of the S- and P -wave multipoles with I = 0, 12 ,
3
2 . The solid
lines show the results for the real and imaginary parts of the “global fit” obtained with the complete data set. The
error bands (dashed lines) result from the errors in the parameters as determined from the covariance matrix after
normalizing χ2 to 1. Because of the relatively small number of parameters, the errors of the global fit are very small
except for the components of E0+ andM1− with I = 0, which reflects the uncertainty of the neutron data. In order to
visualize the fluctuations of the data, we also analysed them in bins of 20 MeV with the same parametrization (“local
fit”). Except for π0 production on the proton, the data basis for energies Eγ < 210 MeV is quite unsatisfactory. As
a result we find the largest error bars for all amplitudes in this region. Figs. 17–20 show the decomposition of the
isospin 12 amplitudes into proton and neutron part according to Eqs. (19). In this case, the corresponding local fit
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was obtained by first fitting the pM
( 1
2
) and M (
3
2
) components to the proton data, and then determining the nM
( 1
2
)
amplitudes by a fit to the neutron data. In the case of the proton, the local fit is in general agreement with the result
of the global fit, while we find strong fluctuations and large error bars for the neutron amplitudes. It is obvious that
more and better neutron data are needed to get full information on the amplitudes E0+ and M1− in the isospin 12
channel, which are of special interest for studies of the associated resonances S11 and P11.
Given the results for the S and P waves from our fit, we now turn to a detailed study of the threshold amplitudes
for both charged and neutral pions and to the electromagnetic excitation of the ∆(1232).
B. Low energy amplitudes
As pointed out before, our data basis does not include the threshold region. The main reason for this is that we have
to expect isospin symmetry breaking in that region due to the pion mass splitting, while our dispersion calculation
is based on the isospin symmetry of the pion-nucleon phase shifts. Therefore, the threshold S wave amplitudes given
below are a prediction, in the sense that the cross sections above Eγ = 160 MeV determine the threshold values by
continuation of the analytic functions constructed in dispersion theory [26]. Table III compares our threshold values
for the charged pion channels to the “classical” low energy theorem [27] (LET), chiral perturbation theory [28,29]
(ChPT) and experiment. Note that ChPT contains lowest order loop corrections, while LET is based on tree graphs
only. The agreement between our calculation and the experiment is excellent.
It should be noted that a larger value for E0+(π
−p), namely −34.7 ± 1.0 (here and in the following in units of
10−3/mπ), was reported [30]. However, this value derived from angular distributions was recently withdrawn [31].
Incidentally, that (wrong) value would have resulted in a difference of a1 − a3 = 0.275/mπ for the pion-nucleon
scattering lengths, while the (correct) value of Tab. III gives a smaller value of (0.253 ± 0.003)/mπ. However, the
larger value would be in much better agreement with the analysis of pion-nucleon scattering by the Karlsruhe group
[1] and recent results from pionic atoms which lead to a value of (0.276 ± 0.013)/mπ [32]. Since this cross relation
between hadronic and electromagnetic physics is only based on the well-known Panofsky ratio, σ(π−p → π0n) /
σ(π−p → γn), even the small deviation in a1 − a3 poses a problem. Fig. 21 compares our results to the angular
distributions near threshold measured at TRIUMF [31]. With the exception of the data at 165 MeV we find excellent
agreement.
Neutral pion photoproduction near threshold has been a topic of many experimental and theoretical investigations
in the 90’s. The classical LET predicted a power series expansion of the amplitude in µ = mπ/mN ≈ 1/7, leading
to a threshold value of about −2.4 plus presumably small corrections in µ3. The experimental findings at Saclay
[33], Mainz [34] and now at Saskatoon [35] are a considerably different amplitude of about half that value. The
classical LET was based on Lorentz, gauge and chiral invariance [27]. It further assumed that the amplitudes are
analytical functions, though lnµ singularities due to pion loops had been occasionally discussed in the literature.
The first consistent calculation of pion photoproduction to one-loop order in ChPT clearly showed the breakdown of
analyticity. The result is the expansion [36]
E0+(pπ
0) =
egπN
8πmπ
(
µ− µ2 3 + κp
2
− µ2 m
2
N
16f2π
+ [µ3]
)
, (58)
with the first two terms on the rhs given by the old LET, and the third term a correction due to pion loops. With
the numerical values for the anomalous moment κp, the nucleon mass mN , and the pion decay constant fπ = 93
MeV, this correction even changes the sign of the threshold amplitude. Various predictions are compared with the
experiment in Tab. III. The value given by ChPT was recently evaluated in the heavy baryon formalism up to order
p4 [29]. Our value from dispersion theory is obtained by breaking isospin symmetry explicitly by the physical masses
of the pions and by assuming that the imaginary parts of the amplitudes start at charged pion threshold and are
given by the results of our global fit, i.e. by iteration of Eq. (50) under the stated assumptions. The agreement with
experiment is astounding. Once more the data at the higher energies “predict” the threshold values with a good
accuracy. This result is particularly surprising, because the real part of E0+ obtains very large distributions from the
imaginary parts of the higher multipoles via the dispersion integrals. Altogether these contributions nearly cancel the
large contribution of the nucleon pole, which corresponds to the result of pseudoscalar coupling, leading to a total
threshold value
ReEthr0+ (pπ
0) = −7.63 + 4.15− 0.41 + 2.32 + 0.29 + 0.07 = −1.22, (59)
ReEthr0+ (nπ
0) = −5.23 + 4.15− 0.41 + 3.68− 0.93− 0.05 = 1.19, (60)
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where the individual contributions on the rhs are, in that order, the pole term, M1+, E1+, E0+,M1− and higher
multipoles. We add that the existing uncertainties for the neutron value of M1− give rise to large effects. Fig. 22
compares our results to the measured angular distributions and predicts values for the three single polarization
observables. The dotted curves are obtained by arbitrarily reducing M1− by 50 %, which demonstrates the strong
sensitivity of Σ and P with regard to that multipole. Finally, Fig. 23 shows the energy dependence of E0+ in the
threshold region. The existence of a Wigner cusp in ReE0+(pπ
0) at charged pion threshold is due to the infinite
derivative of ImE0+ at that threshold, and a reflection of the coupling to the much stronger π
+ channel. We also
calculated the threshold values for the three P waves and find agreement with the prediction of ChPT and experimental
data within 5-10 %. For a detailed discussion see Ref. [26].
C. The ratio E1+/M1+ in the ∆ region
The search for a deformation of the “elementary” particles is a longstanding issue. Such a deformation is evidence
for a strong tensor force between the constituents, originating in the case of the nucleon from the residual force of
gluon exchange between the quarks. Depending on one’s favourite model, such effects can be described by d-state
admixture in the quark wave function, tensor correlations between the pion cloud and the quark bag, or by exchange
currents accompanying the exchange of mesons between the quarks. Unfortunately, it would require a target with a
spin of at least 3/2 (e.g. ∆ matter) to observe a static deformation. The only realistic alternative is to measure the
transition quadrupole moment between the nucleon and the ∆, i.e. the amplitude E1+. While the existence of such
a transition cannot be regarded as direct proof of a deformation, it is sensitive to model parameters responsible for
possible deformations of the hadrons.
The experimental quantity of interest is the ratio REM = E1+/M1+ in the region of the ∆. The quark model with
SU(6) symmetry predicts REM = 0. Depending on the size of the hyperfine interaction and the bag radius, broken
SU(6) leads to −2% < REM < 0 [37,38]. Similar results can be obtained in the cloudy bag model [39,40], larger
effects with Skyrmions [41] (−5% < REM < −2%). Exchange currents [42] yield values of about −3.5%. The first
lattice QCD results are (+3± 9) % [43]. The analysis of the data changes by time and method, with a PDG average
of (−1.5± 0.4) % [44].
The comparison of our dispersion analysis [45] with the analysis of the Mainz data by Beck et al. [46] shows nice
agreement with the multipole M1+ but systematic differences for the quadrupole transition E1+ at energies above
the resonance. However, the ratio REM at resonance agrees quite well in both analyses (see Fig. 24). Unfortunately,
there appears to be a discrepancy of up to 15 % between the differential cross sections measured at Mainz (upon
which our analysis is largely based) and the LEGS data [47] at Brookhaven. As far as ratios of cross sections are
concerned, the data seem to be in general agreement. As an example, the ratio of the LEGS cross sections for
photons with polarization parallel and orthogonal to the scattering plane [48], is nicely described by our analysis (see
Fig. 25), though these data have not been included in our fit. In view of the importance of the quantity REM for
our understanding of the internal structure of the nucleon,the existing discrepancies between the data deserve further
studies. Based on “our” data selection we obtain a value REM = (−2.5± 0.1) % for the global fit ((−2.33± 0.17) %
for the local fit), which is close to the value derived by Beck et al. [49].
Another point of interest is the separation of resonance and background contributions. The problem in this quest
arises, because the leading tree graphs, the Born terms and the ∆ excitation, do not fulfill the requirements of unitarity
(Fermi-Watson theorem). In physical terms, the pion produced by the Born graph feels the presence of the resonance
and is reabsorbed by the nucleon to form a ∆, which altogether leads to the required phase relation of Eq. (28).
Together with the “pure” ∆, these diagrams constitute the “dressed” ∆. A technique to achieve this result is the
method of Olsson [50],
M1+ = |MB1+|eiδB + |M res1+ |eiδreseiΦ = |M1+|eiδ1+ , (61)
which combines the two contributions, unitarized individually, by a rotation of the resonance contribution in the
complex plane. The other technique is the K-matrix method [51],
K(W ) = A(W )/(Mres −W ) +B(W ), (62)
T (W ) = K(W )cosδ(W )eiδ(W ), (63)
where B(W ) is a slowly varying background, and δ(W = Mres) = π/2. It is obvious that different approaches will
give different answers to the question which part of ratio REM is due to the “pure” resonance.
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Due to the analyticity of the functions involved, dispersion theory is particularly apt to study the amplitudes in
the complex energy plane. Therefore, we have analyzed the amplitude by comparing the “speed” [52]
SP [M1+(W )] =
∣∣∣∣dM1+(W )dW
∣∣∣∣ (64)
with the speed of an ideal resonance due to a pole in the complex plane at WR =MR − iΓR/2. Such a resonance has
the amplitude
M res1+ (W ) =
reiΦΓR
MR −W − iΓR/2 , (65)
with reiΦ determining the complex residue at resonance, W = WR.
Due to the differentiation involved, the effect of a slowly varying background is much reduced, and the “experimen-
tal” speed agrees nicely with the “ideal” speed, as can be seen in Fig. 26 (left part). The same is true for the speed
vector, the complex number dM1+/dW , which has been plotted on the rhs of Fig. 26. The experimental values given
by the crosses in this figure agree quite well with the squares of the ideal resonance, except for the smallest energies
close to the origin. We note that as function of energy W the values run counter-clockwise, starting near the origin at
threshold (the “stem” of the apple-shaped structure), passing through resonance at maximum speed (the “blossom”
of the apple), and again approaching the origin for W → ∞. The fact that the “apples” for M1+ (top) and E1+
(bottom) are essentially oriented in opposite directions is related to the negative value of REM . The phases of the
complex amplitudes at resonance are defined by the angles ΦM and ΦE respectively (see Fig. 26). Table IV shows
our results for the pole position and the complex residue at the pole for both the magnetic dipole and the electric
quadrupole transitions. The complex ratio of the residues is given by
R∆EM =
reiΦ(E1+)
reiΦ(M1+)
= −0.035− 0.046i. (66)
The values for the pole position are in perfect agreement with the analysis of pion-nucleon scattering. Essentially
based on analyses of Ho¨hler et al., the PDG [44] lists MR = (1210± 1) MeV and ΓR = (100± 2) MeV. The complex
ratio R∆EM at the ∆ pole, W = MR − iΓR/2, is rather stable in comparison with the value REM on the real axis, at
W = Mres ≈ 1232 MeV. As an example, Sato et al. [53] have studied two versions of a dynamical model leading to a
difference in R∆EM of 30 % while REM differs by as much as 300 %! It is also worth noting that studies of hyperon
resonance radiative decay in the framework of ChPT have predicted values for R∆EM compatible with our results
within the error bars. Finally, Fig. 27 shows the resonance-background separation of the real and imaginary parts for
the two ∆ multipoles. Indeed, the speed-plot technique leads to a slowly varying background except for the threshold
region where the background has to cancel the “ideal” resonance shape to give the (vanishing) physical amplitude.
While the experimental amplitude E1+, particularly its real part, is quite different from a typical resonance shape,
the amplitude after background subtraction is not too far from an ideal resonance. It is in fact rather astounding
that MR can be predicted to four digits and ΓR to two digits from the E1+ amplitude, which is about half resonance
and half background (see Fig. 27).
Instead of the multipoles the electromagnetic resonance excitation is very often discussed in terms of helicity
amplitudes. In Tab. V we give the helicity matrix elements A 1
2
and A 3
2
for the transition γN → ∆ which are derived
from our results for the multipoles via the standard definitions. In that table also the ratio REM is given which is
equivalent to the result of the application of the K-matrix method.
D. Total cross sections
As a result of our fit we also obtain predictions for the total cross sections. These are shown in Fig. 28 for the
four physical reactions, together with the contributions of the leading S- and P -wave multipoles. In terms of the
multipoles, the total cross sections are
σtot = 2π
| ~k |
| ~q |
∞∑
l=0
(l + 1)2
[
(l + 2)
(| El+ |2 + |Ml+1,− |2)+ l (|Ml+ |2 + | El+1,− |2)] . (67)
with the isospin combinations of the multipoles according to Eqs. (14–17).
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A topic of much current interest is the spin structure of the total absorption cross section, which will be measured
with circularly polarized photons and nucleon target polarization in the direction of the photon momentum [54,55].
Depending on their relative direction, the spins of photon and nucleon add to spin 3/2 or subtract to spin 1/2, which
defines the helicity structure of the total cross sections, σ 3
2
and σ 1
2
, with σtot = (σ 3
2
+ σ 1
2
)/2. The difference of these
two qualities enters into the Gerasimov-Drell-Hearn (GDH) sum rule,
− κ
2
4
=
m2N
8π2α
∞∫
νthr
dν
ν
(
σ 1
2
(ν)− σ 3
2
(ν)
)
, (68)
which relates the helicity structure of the total absorption cross section of the nucleon with its ground state properties.
Our prediction for the contributions of single pion production to σ 3
2
− σ 1
2
and the GDH integral as function of its
upper limit Eγ is shown in Fig. 29.
VII. SUMMARY AND OUTLOOK
Dispersion relations at fixed t provide a useful framework to analyze pion photoproduction between threshold and
an excitation energy of about 500 MeV. After multipole projection we obtain a system of coupled integral equations
for the multipole amplitudes is whose solutions depend on 10 free parameters, which are fitted to selected experimental
data in the range of 160 MeV ≤ Eγ ≤ 420 MeV. On the basis of these amplitudes, we obtain predictions for the
threshold behaviour of pion photoproduction, including the cusp effect for neutral pion production. The results for S
and P waves agree within about 5 - 10 % with the predictions of ChPT and a direct analysis of the threshold data.
In the region of the ∆ (1232), we find a ratio of the electric quadrupole to the magnetic dipole amplitude of
REM = (−2.5 ± 0.1)% at W = Mres = 1232 MeV. The ∆ resonance pole in the complex plane can be determined
from both amplitudes, in excellent agreement with the results of pion-nucleon scattering. The ratio of the complex
residues at the pole is R∆EM = (−3.5− 4.6i)%. While REM is very model dependent, the value at the resonance pole
is relatively stable.
Since our “global fit” contains only relatively few parameters, it cannot follow all the fluctuations of the data in the
energy and angular distributions. Therefore, the overall χ2 is only 2.8 per data point. We are convinced that many of
the fluctuations of the data are due to systematical errors and, therefore, should not be reproduced by a theoretical
analysis. In order to obtain an estimate of such systematical errors, we also show the result of a “local fit” by fitting
the free parameters to, e.g., the data in 20 MeV bins individually.
As further tests of the remaining model dependence of our procedure, we are presently studying some modifications
of the parametrization. First, the high t-channel contributions to the dispersion integrals will be replaced by a Regge
model. Second, all isospin components of the S, P and D waves will be treated on the same footing by allowing
for the addition of homogeneous solutions to all of them. The explicit fit of all D wave contributions will give the
possibility to study the influence of the higher partial waves.
In conclusion we have obtained a good representation of the data in the range up to about 500 MeV. The biggest
experimental uncertainties are shown to be due to the neutron data, in particular in the case of the E0+ and M1−
amplitudes. New experiments to determine the small amplitudes by polarization observables are urgently needed,
particularly in the case of the neutron and the Roper multipoles.
APPENDIX A: MATRICES CONNECTING THE AMPLITUDES
The matrices connecting the various amplitudes defined in the text are:
H = diag


√
(Ef+mN )(Ei+mN )(W−mN )
8πW√
(Ei+mN )√
Ef+mN
(W−mN )|~k|
8πW√
(Ef+mN )(Ei+mN )(W−mN )|~k|
8πW√
Ei+mN√
Ef+mN
(W−mN )|~k|2
8πW


, (A1)
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C =


1 0 − t−m2pi2(W−mN ) W −mN +
t−m2pi
2(W−mN )
−1 0 − t−m2pi2(W+mN ) W +mN +
t−m2pi
2(W+mN )
0 W −mN 1 −1
0 −(W +mN ) 1 −1

 , (A2)
C
−1 =
1
4W 2


(C−1)11 (C−1)12 (C−1)13 (C−1)14
0 0 2W −2W
2W 2W (C−1)33 (C−1)34
2W 2W W
t−m2pi
W−mN W
t−m2pi
W+mN

 , (A3)
with
(C−1)11 = 2W (W +mN ),
(C−1)12 = −2W (W −mN ),
(C−1)13 = 2mNW
t−m2π
W −mN ,
(C−1)14 = 2mNW
t−m2π
W +mN
,
(C−1)33 = 2W
(
W +mN +
t−m2π
2(W −mN )
)
,
(C−1)34 = 2W
(
W −mN + t−m
2
π
2(W +mN )
)
.
Gl(x) =


P ′l+1(x) P
′
l−1(x) lP
′
l+1(x) (l + 1)P
′
l−1(x)
0 0 (l + 1)P ′l (x) lP
′
l (x)
P ′′l+1(x) P
′′
l−1(x) −P ′′l+1(x) P ′′l−1(x)
−P ′′l (x) −P ′′l (x) P ′′l (x) −P ′′l (x)

 , (A4)
Dl(x) =


1
2(l+1)
{Pl −Pl+1 l2l+1 (Pl−1 − Pl+1) l+12l+3 (Pl − Pl+2)}
1
2l
{Pl −Pl−1 l+12l+1 (Pl+1 − Pl−1) l2l−1 (Pl − Pl−2)}
1
2(l+1)
{Pl −Pl+1 12l+1 (Pl+1 − Pl−1) 0}
1
2l
{−Pl Pl−1 12l+1 (Pl−1 − Pl+1) 0}

 , (A5)
with the Legendre polynomials Pl as functions of x.
The entries of the matrix E are:
EI11 =
1
W ′ −W +
εI
W ′2 − u
(
W ′ +W +
t−m2π
W −mN
)
,
EI12 = −
1
W ′ +W
+
εI
W ′2 − u
(
W −W ′ + t−m
2
π
W −mN
)
,
EI13 = −
1− εI
2
t−m2π
(W ′ −mN )(W −mN ) ,
EI14 = −
1− εI
2
t−m2π
(W ′ +mN )(W −mN ) ,
EI21 = −
1
W ′ +W
+
εI
W ′2 − u
(
W −W ′ + t−m
2
π
W +mN
)
,
EI22 =
1
W ′ −W −
εI
W ′2 − u
(
W ′ +W +
t−m2π
W +mN
)
,
EI23 = −
1− εI
2
t−m2π
(W ′ −mN )(W +mN ) ,
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EI24 = −
1− εI
2
t−m2π
(W ′ +mN )(W +mN )
, (A6)
EI31 = −
2εI
W ′2 − u,
EI32 = −
2εI
W ′2 − u,
EI33 =
1
W ′ −W +
εI
W ′2 − u
(
W −W ′ − 2mN − t−m
2
π
W −mN
)
,
EI34 =
1
W ′ +W
+
εI
W ′2 − u
(
−W ′ −W + 2mN − t−m
2
π
W +mN
)
,
EI41 = −
2εI
W ′2 − u,
EI42 = −
2εI
W ′2 − u,
EI43 =
1
W ′ +W
+
εI
W ′2 − u
(
−W ′ −W − 2mN − t−m
2
π
W ′ −mN
)
,
EI44 =
1
W ′ −W +
εI
W ′2 − u
(
W −W ′ + 2mN − t−m
2
π
W ′ +mN
)
.
APPENDIX B: RESPONSE FUNCTIONS
The response functions discussed in this contribution may be expressed by the CGLN amplitudes as follows:
RT = | F1 |2 + | F2 |2 +1
2
sin2 θ (| F3 |2 + | F4 |2)
−Re{2 cos θ F∗1F2 − sin2 θ (F∗1F4 + F∗2F3 + cos θ F∗3F4)},
RniT = sin θ Im{F∗1F3 −F∗2F4 + cos θ (F∗1F4 −F∗2F3)− sin2 θ F∗3F4},
R
nf
T = − sin θ Im{2F∗1F2 + F∗1F3 −F∗2F4 + cos θ (F∗1F4 −F∗2F3)− sin2 θ F∗3F4},
RTT = sin
2 θ (
1
2
(| F3 |2 + | F4 |2) + Re{F∗1F4 + F∗2F3 + cos θ F∗3F4}).
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TABLE I. Compilation of the data included in our fit. The total number of data points is 1751.
reaction observable Eγ [MeV] number of data points reference
γp→ pi+n dσ/dΩ 162–220 152 [18]
dσ/dΩ 270–420 176 [16]
dσ/dΩ 247–452 61 [19]
Σ 270–420 176 [16]
Σ 211–267 36 [18]
T 220–425 107 [20]
γp→ pi0p dσ/dΩ 160–180 224 [15]
dσ/dΩ 270–420 107 [16]
dσ/dΩ 210–425 82 [17]
Σ 270–420 107 [16]
T 272–398 28 [20]
γn→ pi−p dσ/dΩ 190–420 189 [22]
dσ/dΩ 190–230 20 [21]
dσ/dΩ 230–420 78 [23]
dσ/dΩ 250–420 158 [24]
dσ/dΩ 194–270 50 [25]
TABLE II. Vector meson coupling constants from our fit compared to the values used for the Bonn potential [57] and a
dispersion theoretical analysis of nucleon form factors [58].
gVρ g
T
ρ g
V
ω g
T
ω
this work 4.85 15.69 6.78 -1.67
Ref. [57] 3.24 19.81 15.85 0
Ref. [58] 1.99 12.42 20.86 -3.41
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TABLE III. The S wave amplitude E0+ at threshold in units of 10
−3/mpi .
γp→ pi+n γn→ pi−p γp→ pi0p γn→ pi0n
“LET” [27] 27.5 -32.0 -2.4 0.4
ChPT [28,29] 28.2 ± .6 −32.7± .6 -1.16 2.13
this work 28.4±.2 -31.9±.2 -1.22±.16 1.19±.16
experiment 28.3± .2 [59] −31.8 ± .2 [59] -1.31±.08 [15,35]
TABLE IV. Result of the speed plot
MR (MeV) ΓR (MeV) r(10
−3/mpi) Φ (deg)
M1+ 1212± 1 99± 2 21.16 -27.5
E1+ 1211± 1 102± 2 1.23 -154.7
TABLE V. The ratio REM and the helicity amplitudes A 1
2
and A 3
2
for the γN → ∆ transition. In determining A 1
2
and A 3
2
,
for the ∆(1232) a total width of 113 MeV has been assumed.
REM (%) A 1
2
(10−3/
√
GeV ) A 3
2
(10−3/
√
GeV )
global fit -2.54±0.10 -131.2 -252.2
local fit -2.33±0.17 -129.4±1.3 -246.6±1.3
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FIG. 1. Differential cross sections for γp→ pi+n at lower energies. The data are taken from Ref. [18].
20
FIG. 2. Differential cross sections for γp→ pi+n around the ∆(1232)-resonance. The data are from Bonn [19].
21
FIG. 3. Differential cross sections for γp → pi+n around the ∆(1232)-resonance. The data are from Mainz [16] except the
data for θ = 15◦ which are from Bonn [60].
22
FIG. 4. The beam asymmetry Σ for γp→ pi+n. The data are from Mainz [16].
23
FIG. 5. The target asymmetry T for γp→ pi+n. The data are from Bonn [20].
24
FIG. 6. Differential cross sections for γp→ pi0p at low energies. The data are from Mainz [15].
25
FIG. 7. Differential cross sections for γp→ pi0p. The data are from Mainz [17].
26
FIG. 8. Differential cross sections for γp → pi0p around the ∆(1232)-resonance. The data are from Mainz [16] except the
data at the angles of 0◦ and 180◦ which are from Bonn [61].
27
FIG. 9. The beam asymmetry Σ for γp→ pi0p. The data are from Mainz [16].
28
FIG. 10. The target asymmetry T for γp→ pi0p. The data are from Bonn [20].
29
FIG. 11. Differential cross sections for γn→ pi−p. The data are from TRIUMF [25].
30
FIG. 12. Differential cross sections for γn→ pi−p. The data are from Frascati [22].
31
FIG. 13. Real (boxes) and imaginary (diamonds) parts of the isospin components of E0+ obtained with our local fit. The
solid lines are the corresponding results of the global fit, the dashed lines indicate the error band.
32
FIG. 14. Isospin components of M1−. Symbols as in Fig. 13.
33
FIG. 15. Isospin components of E1+. Symbols as in Fig. 13.
34
FIG. 16. Isospin components of M1+. Symbols as in Fig. 13.
35
FIG. 17. Decomposition of the isospin 1
2
channel of the amplitude E0+ into components for reactions off the proton and the
neutron respectively. Symbols as in Fig. 13.
36
FIG. 18. Decomposition of the isospin 1
2
channel of the amplitude M1− into components for reactions off the proton and the
neutron respectively. Symbols as in Fig. 13.
37
FIG. 19. Decomposition of the isospin 1
2
channel of the amplitude E1+ into components for reactions off the proton and the
neutron respectively. Symbols as in Fig. 13.
38
FIG. 20. Decomposition of the isospin 1
2
channel of the amplitude M1+ into components for reactions off the proton and the
neutron respectively. Symbols as in Fig. 13.
39
FIG. 21. Differential cross sections for pi− production at low energies. The results of our global fit compared to the TRIUMF
data [30] for γn→ pi−p. The data points for E0+ are also from Ref. [30].
40
FIG. 22. Differential cross section and single polarization observables for γp→ ppi0 at Eγ = 151.59 MeV compared to Mainz
data [15]. The dotted line is obtained by reducing the contribution of the M1− amplitude by 20 % (see text).
41
FIG. 23. The amplitude E0+(ppi
0) in comparison with the recent analyses of data from Mainz [15,62], open circles, and
Saskatoon [35], diamonds. The open squares are the result of an analysis of an earlier experiment at Mainz [34,7]. The dashed
line shows our prediction for ImE0+, the solid line for ReE0+ respectively. The unitarity parameter β discussed in [62] describes
the rise of ImE0+ at pi
+ threshold via ImE0+ = iβq+. In our calculation β = 4.3, to be compared with the values 3.76 ± 0.11
corresponding to the unitary fit of Ref. [62] and the ChPT value 2.78 [63], all in units of 10−3/m2
pi+
.
FIG. 24. The ratio E
( 3
2
)
1+ /M
( 3
2
)
1+ as a function of Eγ . Solid line: global fit, diamonds: local fit, circles: analysis of Krahn [16].
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FIG. 25. The ratio dσ‖/dσ⊥ for γp→ ppi0 compared to the analysis of Sandorfi et al. [48].
FIG. 26. Left: The speed of the multipoles M
( 3
2
)
1+ and E
( 3
2
)
1+ (solid line) compared to the case of an ideal resonance pole
(dotted line). Right: The speed vectors for these multipoles in the complex plane (crosses) compared to the case of an ideal
resonance pole (squares).
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FIG. 27. Separation of resonance and background contributions forM
( 3
2
)
1+ and E
( 3
2
)
1+ into full amplitude (solid lines), resonance
pole (dotted lines), background (dashed lines) and Born terms only (dashed-dotted lines).
44
FIG. 28. Prediction of our calculation for the total cross sections (solid lines). The contributions of the leading S and P
wave multipoles are also shown: M1+ (dashed lines), E0+ (dashed-dotted lines), M1− (long dashed lines), E1+ (dotted lines).
The data are from Mainz [17,64] for pi+ and pi0, and from Tokyo [65] and Frascati [66] for pi−.
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FIG. 29. Our prediction for the difference σ 1
2
− σ 3
2
on the proton (solid line) and the neutron (dashed-dotted line) and the
corresponding contributions to the GDH integral, which are evaluated as functions of the upper limit of integration. We also
indicate the predictions of the sum rule.
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