Abstract. Given a piecewise C 1+β map of the interval, possibly with critical points and discontinuities, we construct a symbolic model for invariant measures with non-uniform expansion that do not approach the critical points and discontinuities exponentially fast almost surely. More specifically, we code the lift of these measures in the natural extension of the map.
Introduction
The quadratic family {f a } 0≤a≤4 is the family of one dimensional interval maps f a : [0, 1] → [0, 1], f a (x) = ax(1 − x). Although simple to describe, it exhibits complicated dynamical behavior: for a set of parameters of positive Lebesgue measure, f a has an absolutely continuous invariant measure with positive Lyapunov exponents [Jak81, BC85, BC91] , see also [Yoc] . The idea to prove this is to construct a partition of the interval with good symbolic properties that allows to understand the orbit of the critical point x = 0.5, so that for many parameters the critical value f a (0.5) has positive Lyapunov exponent (this latter property is known as the Collet-Eckmann condition).
The present works goes in the reverse direction of the above idea: it considers piecewise C 1+β maps f : [0, 1] → [0, 1] of the interval with positive Lyapunov exponent and constructs finite-to-one symbolic extensions of the maps. We require f to satisfy the regularity conditions (A1)-(A3), that will be shortly described. These conditions allow f to have both critical points (where the first derivate vanishes) and discontinuities (where the first derivative can explode), and include the quadratic family, multimodal maps with non-flat critical points, piecewise continuous maps with discontinuities of polynomial type, and combinations of these two classes, see figure 1 for examples.
Our main result is the construction of a symbolic model for the natural extension f : [0, 1] → [0, 1] of f . See section 1.4 for the definition of the natural extension and its main properties. Let us describe which maps we consider and which measures we are able to code. For the sake of simplicity, we consider maps defined on the interval M = [0, 0.5], since this interval has diameter less than one (and so we do not need to introduce multiplicative constants in the assumptions (A1)-(A3) below). Let f : M → M be a map with discontinuity set D. We assume that f is C 1+β in the set M \D. Let C := {x ∈ M \D : df x = 0} denote the critical set of f .
Singular set: The singular set of f is S := C ∪ D. Let B(x, r) ⊂ M denote the ball with center x and radius r. We assume that f satisfies the following properties.
Regularity of f : There exist constants a, K > 1 s.t. for all x ∈ M with x, f (x) / ∈ S there is min{d(x, S ) a , d(f (x), S ) a } < r(x) < 1 s.t. for D x := B(x, 2r(x)) and E x := B(f (x), 2r(x)) the following holds: (A1) The restriction of f to D x is a diffeomorphism onto its image; the inverse branch of f taking f (x) to x is a well-defined diffeomorphism from E x onto its image. (A2) For all y ∈ D x it holds d(x, S ) a ≤ |df y | ≤ d(x, S ) −a ; for all z ∈ E x it holds d(f (x), S ) a ≤ |dg z | ≤ d(f (x), S ) −a , where g is the inverse branch of f taking f (x) to x. (A3) For all y, z ∈ D x it holds |df y − df z | ≤ K|y − z| β ; for all y, z ∈ E x it holds |dg y − dg z | ≤ K|y − z| β .
Now we describe the measures that we code. We borrow the notation from [LM] . Let µ be an f -invariant probability measure. Above, Σ # is the recurrent set of Σ; it carries all σ-invariant probability measures, see section 1.3. Therefore we are able to code simultaneously all the measures with non-uniform expansion greater than χ that do not approach the singular set exponentially fast.
Perhaps the most successful symbolic model for one dimensional maps is the one developed by Hofbauer [Hof79, Hof81] , known as Hofbauer towers. These towers provide a precise combinatorial description of one dimensional maps. In comparison to Hofbauer's methods, our method explores the non-uniform expansion of χ-expanding measures. It constitutes the first implementation, for non-invertible systems, of the recent methods of construction of symbolic dynamics for non-uniformly hyperbolic systems [Sar13, LS, LM, BO] . The novelty of the present paper is that, contrary to the Hofbauer's methods, our construction has the following advantages:
• The extension map π constructed in Theorem 1.1 above is finite-to-one on sets of full measure, while the extension induced by Hofbauer towers is not. This is perhaps the main advantage of our method, and we expect to use Theorem 1.1 to provide measurable properties such as the almost Borel structure [BB17] .
• While Hofbauer's methods only work in very specific higher dimensional cases (see Section 1.1 below), our method is more robust than Hofbauer's and it will be extended, in a forthcoming work, to higher dimensional maps such as complexvalued functions, Viana maps, and general non-uniformly hyperbolic maps.
1.1. Related literature. Symbolic models in dynamics have a longstanding history that can be traced back to the work of Hadamard on cutting sequences, see e.g. [KU07] . The late sixties and early seventies saw a great deal of development of symbolic dynamics for uniformly hyperbolic diffeomorphisms and flows, through the works of Adler & Weiss [AW67, AW70] , Sinaȋ [Sin68a, Sin68b] , Bowen [Bow70, Bow73] , Ratner [Rat69, Rat73] . Below we discuss other relevant contexts.
Hofbauer towers: Takahashi developed a combinatorial method to construct an isomorphism between a large subset X of the natural extension of β-shifts and countable topological Markov shifts [Tak73] . Hofbauer proved that X carries all measures of positive entropy and hence β-shifts have a unique measure of maximal entropy [Hof78] . Hofbauer later extended his construction to piecewise continuous interval maps [Hof79, Hof81] . The symbolic models obtained by his methods are called Hofbauer towers, and they have been extensively used to establish ergodic properties of one dimensional maps.
Higher dimensional Hofbauer towers: Buzzi constructed Hofbauer towers for piecewise expanding affine maps in any dimension [Buz97] , for perturbations of fibered products of one dimensional maps [Buz98] , and for arbitrary piecewise invertible maps whose entropy generated by the boundary of some dynamically relevant partition is less than the topological entropy of the map [Buz99]. These Hofbauer towers carry all invariant measures with entropy close enough to the topological entropy of the system. We remark that, contrary to us, Buzzi's conditions make no reference to the non-uniform hyperbolicity of the system.
Non-uniformly hyperbolic diffeomorphisms: Katok constructed horseshoes of large topological entropy for C 1+β diffeomorphisms [Kat80] . These horseshoes usually have zero measure for measures of maximal entropy. Sarig constructed a "horseshoe" of full entropy for C 1+β surface diffeomorphisms [Sar13] : for each χ > 0 there is a countable topological Markov shift that is an extension of the diffeomorphism and codes all χ-hyperbolic measures simultaneously. Ben-Ovadia extended the work of Sarig to higher dimension [BO] .
Non-uniformly hyperbolic three-dimensional flows: Lima and Sarig constructed symbolic models for non-uniformly hyperbolic three dimensional flows with positive speed [LS] . The idea is to build a "good" Poincaré section and construct a Markov partition for the Poincaré return map f .
Billiards: Dynamical billiards are maps with discontinuities. Katok and Strelcyn constructed invariant manifolds for non-uniformly hyperbolic billiard maps which include Bunimovich billiards [KSLP86] . Bunimovich, Chernov, and Sinaȋ constructed countable Markov partitions for two dimensional dispersing billiard maps [BSC90] . All these results are for Liouville measures. Lima and Matheus constructed countable Markov partitions for two dimensional billiard maps and non-uniformly hyperbolic (not necessarily Liouville) measures that are adapted to the billiard map [LM] .
1.2. Methodology. The proof of Theorem 1.1 is based on [Sar13] , [LS] and [LM] , and it follows the steps below:
(1) The derivative cocycle df induces an invertible cocycle df , defined on a fiber bundle over the natural extension space M , with the same spectrum as df . (2) If µ is f -adapted and χ-expanding, then µ-a.e. x ∈ M has a Pesin chart
In Pesin charts, the inverse branches of f are uniform contractions. y between ε-charts when an inverse branch of f can be represented in these charts by a uniform contraction and the parameter q is as large as possible. Each path of ε-charts defines an element of M , and this coding induces a cover on M . The requirement that q is as large as possible guarantees that this cover is locally finite. (6) Apply a refinement procedure to this cover. The resulting partition defines a countable topological Markov shift (Σ, σ) and a coding π : Σ → M that satisfy Theorem 1.1.
Contrary to [Sar13, LS, LM], we find no difficulty on the control of the geometry of M (all exponential maps are identities) neither with the geometry of stable and unstable directions (the stable direction is trivial). Hence the methods we use in steps (2)-(5) are more clear and more easily implemented than those in [Sar13, LS, LM] . For example, we do not make use of graph transforms. On the other hand, a difficulty for the implementation of steps (2)-(5) is that neither M nor f are smooth objects. This is not a big issue, since what we want is to control the action of f and its inverse branches, and this can be made by controlling the action of f ±1 in the zeroth coordinate.
Working with natural extensions makes step (1) heavier in notation, and step (6) more complicated to implement. For example, instead of considering s, u-admissible curves, we employ the notion of "staying in windows" to define s, u-admissible sets, see section 2.5. The notion of "staying in windows", originally defined in [Sar13] , allows to prove that s, u-admissible sets satisfy the necessary abstract requirements to apply the refinement and prove step (6).
Natural extensions have been previously used to investigate non-uniformly expanding systems. Up to the author's knowledge, the first one to use this approach was Ledrappier, in the context of absolutely continuous invariant measures of interval maps [Led81] . Other employments of this approach are [Gel10, Dob15] .
1.3. Preliminaries. Let G = (V, E) be an oriented graph, where V = vertex set and E = edge set. We denote edges by v → w, and we assume that V is countable.
Topological Markov shift (TMS):
A topological Markov shift (TMS) is a pair (Σ, σ) where
v n = v for infinitely many n > 0 v n = w for infinitely many n < 0 .
We endow Σ with the distance d(v, w) :
Write a = e ±ε b when e −ε ≤ a b ≤ e ε , and a = ±b when −|b| ≤ a ≤ |b|. Given an open set U ⊂ R n and h :
where the supremum ranges over distinct elements x, y ∈ U . If h is differentiable, let h 1 := h 0 + dh 0 denote its C 1 norm, and h 1+β := h 1 + Hol β (dh) its C 1+β norm. For r > 0, define R[r] := [−r, r] ⊂ R, where R is endowed with the usual euclidean distance.
1.4. Natural extensions. Given a (possibly non-invertible) map f : M → M , let
Although M does depend on f , we do not write this dependence. The set M is a subset of
then M is a compact subset of M Z . For each n ∈ Z, let ϑ n : M → M be the projection into the n-th coordinate, ϑ n [ x] = x n . Let B be the sigma-algebra in M generated by {ϑ n : n ≤ 0}, i.e. B is the smallest sigma-algebra that makes all ϑ n , n ≤ 0, measurable.
Note that f is indeed an extension of f , since
It is the smallest invertible extension of f : any other invertible extension of f is an extension of f . The benefit of considering the natural extension is that, in addition to having an explicit characterization, its complexity is the same as that of f : there is a bijection between f -invariant and f -invariant probability measures, as follows.
Projection of a measure: If µ is an f -invariant probability measure, then
0 is an f -invariant probability measure.
Lift of a measure: If µ is an f -invariant probability measure, let µ be the unique probability measure on M s.t. µ[{ x ∈ M : x n ∈ A}] = µ[A] for all A ⊂ M Borel and all n ≤ 0.
It is clear that µ is f -invariant. What is less clear is that the projection and lift procedures above are inverse operations, and that they preserve the KolmogorovSinaȋ entropy [Roh61] . Here is one consequence of this fact: µ is an equilibrium measure for a potential ϕ : M → R iff µ is an equilibrium measure for ϕ • ϑ 0 : M → R. In particular the topological entropies of f and f coincide, and µ is a measure of maximal entropy for f iff µ is a measure of maximal entropy for f . Now let N = x∈M N x be a vector bundle over M , and let A : N → N measurable s.t. for every x ∈ M the restriction A Nx is a linear isomorphism
. For example, if f is a differentiable endomorphism on a manifold M , then we can take N = T M and A = df . The map A defines a (possibly non-invertible) cocycle (A (n) ) n≥0 over f by A (n)
There is a way of extending (A (n) ) n≥0 to an invertible cocycle over f . For
for all x ∈ M and m, n ∈ Z, hence ( A (n) ) n∈Z is an invertible cocycle over f .
Whenever it is convenient, we will write ϑ to represent ϑ 0 .
Pesin theory
We define changes of coordinates for which the inverse branches of f become uniformly contracting. Fix χ > 0, and let NUE χ be the set of
It is clear that 1 < u( x) < ∞.
Pesin chart Ψ x : For x ∈ NUE χ , the Pesin chart at x is the map Ψ x : R → R,
Lemma 2.1. For all x ∈ NUE χ , the composition
•f •Ψ x is well-defined in a neighborhood of 0 ∈ R, and it satisfies F x (0) = 0 and |(dF
Proof. We have
are globally defined, it follows that the restriction of F x to Ψ −1
• df x for n ≥ 0, we have
Now we control the distance of trajectories of f to the singular set S . For
Regular set: The regular set of f is
The set NUE * χ : It is the set of x ∈ NUE χ with the following properties:
The next lemma shows that NUE * χ carries the measures that are relevant to us. Lemma 2.2. If µ = lift of f -adapted χ-expanding measure then µ[NUE * χ ] = 1. Proof. Let µ be an f -adapted χ-expanding measure, and let µ be its lift. Let
. By f -adaptedness and the definition of µ we have
where in ! = we used that µ is f -invariant. This shows that ( df ) n∈Z satisfies the assumptions of the Oseledets theorem, hence ∃ X 1 ⊂ M with µ( X 1 ) = 1 s.t.
x | exists for all x ∈ X 1 . Now let Y be the set of x ∈ M s.t. lim n→+∞ 1 n log |df n x | > χ, and let X 2 = ϑ −1 (Y ). We also have µ( X 2 ) = 1,
, hence is also their maximum − log ρ( x). By the Birkhoff ergodic theorem 1 we get µ(Reg) = 1. By the Poincaré recurrence theorem, condition (2) holds µ-a.e.
Finally, we check that condition (3) holds µ-a.e. For x ∈ NUE χ , let ϕ( x) := log |(dF x ) 0 |. It is enough to show that ϕ ∈ L 1 ( µ), because of the following:
• By the proof of Lemma 2.1,
µ-a.e., where ϕ n , ψ n denote the Birkhoff sums of ϕ, ψ with respect to f .
• By the Birkhoff ergodic theorem, lim n→−∞ ϕn( x) n
We show that ϕ ∈ L 1 ( µ). By Lemma 2.1 we have ϕ > χ, hence it is enough to prove that ϕd µ < ∞. Since 2ϕ( x) = log e
and µ is f -invariant, this former claim is equivalent to showing that log e
hence log e
This completes the proof of the lemma.
2.1. Inverse branches. By (A1), the inverse branch of f that sends f (x) to x is a well-defined diffeomorphism from E x = B(f (x), 2r(x)) onto its image.
Note that g x (x 0 ) = x −1 . We want to mimic the behavior of (dF x ) 0 to the inverse branches g x . For that, we need to reduce the domains of Pesin charts to intervals so that their images do not intersect the singular set S and at the same time we can control the variation of df . Given ε > 0, let I ε := {e
The term ε 3/β will allow to absorb multiplicative constants. The choice of Q ε ( x) guarantees that the inverse of F f −1 ( x) is well-defined in R[10Q ε ( x)] and that it is 1 Here we are using that if ϕ : M → R satisfies |ϕ|dµ < ∞ then lim inf n→±∞ 1 n ϕ(f n (x)) = 0 µ-a.e. Indeed, by the Birkhoff theorem ϕ(x) = limn→∞
The same argument works for n → −∞.
close to a linear expansion (Theorem 2.4), and it also allows to compare nearby Pesin charts (Proposition 2.5). We have the following trivial bounds:
is contained in neighborhoods where (A1)-(A3) hold:
The third item implies the following:
Inverse branches of f in Pesin charts: For x ∈ NUE χ , let G x be the inverse of F f −1 ( x) , wherever it is defined.
If x = (x n ) n∈Z then G x is the representation of g x in Pesin charts. By Lemma 2.1, G x is well-defined in a neighborhood of 0 ∈ R. The next theorem gives a better understanding of G x .
Theorem 2.4. The following holds for all ε > 0 small enough: If x ∈ NUE χ then G x is a well-defined diffeomorphism from R[10Q ε ( x)] onto its image, and it can be written as G x (t) = At + h(t) where:
In particular, dG x 0 < e −χ/2 .
Proof. The first step is to show that
, and let g be the inverse branch of f s.t. g(x) = y. By assumption (A1), g is a well-defined diffeomorphism from E y = B(x, 2r(y)) onto its image. Note that
so it remains to estimate h 1+β/2 .
Claim:
Before proving the claim, let us show how to conclude (2). If ε > 0 is small
. Applying the claim with t 2 = 0, we get |h (t)| ≤ ε 3 |t| β/2 < ε 3 . By the mean value inequality, |h(t)| ≤ ε 3 |t| < ε 3 , hence h 1+β/2 < ε. Proof of the claim. We have Ψ x (t 1 ), Ψ x (t 2 ) ∈ E y . Using that Ψ x is a contraction and assumption (A3), we get:
Since
, if ε > 0 is small then:
This completes the proof of the claim.
2.2. The overlap condition. Our next goal is to identify when two Pesin charts Ψ x , Ψ y are close. Even when ϑ[ x] and ϑ[ y] are nearby points of M , the distortions of Ψ x and Ψ y might be very different. The values controlling such distortions are u( x) and u( y), so we need to compare them. To make sense of change from one Pesin chart to another, we also need them to be defined in domains of comparable sizes. This impels us to consider Pesin charts with different domains, which we call ε-charts.
. Note that for each x ∈ NUE χ there are infinitely many ε-charts centered at x.
When this happens, we write Ψ
We claim that for ε > 0 small, Ψ p1 x1
for i, j = 1, 2 (and hence conditions (A1)-(A3) hold). The case i = j was proved before Lemma 2.3, so we can assume i = 1 and j = 2. Using that
it is enough to show that
. Here is the proof:
Thus ρ( x 1 ) = (1 ± ε)ρ( x 2 ), which implies that (1) Control of u:
where the norm is taken in
Proof.
(1) Since ε > 0 is small, it is enough to prove that
By assumption, |u(
is a linear function. By part (1),
2.3. The map G x, y . Let x, y ∈ NUE χ , and assume that Ψ
We want to change Ψ f −1 ( x) by Ψ y in G x and obtain a result similar to Theorem 2.4.
Note that G x, y is the representation of g x in the charts Ψ x and Ψ y . Alternatively, by Proposition 2.5, G x, y := Ψ −1
• G x is a small perturbation of G x . The next result makes this claim more precise. Theorem 2.6. The following holds for all ε > 0 small enough: If x, y ∈ NUE χ and Ψ
and can be written as G x, y (t) = At + h(t) where:
3 , |dh 0 | < ε(pq) 3 , and Hol β/3 (dh) < ε where the norm is taken in
In particular, G x, y contracts at least by a factor of e −χ/2 .
Proof. We write G x, y =: H • G x and see G x, y as a small perturbation of G x . By Theorem 2.4,
where the C 0 norm is taken in R[10Q ε ( x)], and by Proposition 2.5(3) the function H is affine with
where the C 0 norms are taken in
It is easy to show that
where (dG x ) 0 represents the linear functional on R defined by the derivative. Then
This completes the proof of (2). In particular, if ε > 0 is small enough then
2.4. ε-generalized pseudo-orbits and the parameter q ε ( x). Now we define when we can pass from one ε-chart to another. We will define two such notions, one weak and one strong. While in [Sar13, LS, LM] the authors only define one notion (similar to the strong notion presented below), here we also require a weaker one that will be used to define stable and unstable sets. The stable and unstable sets will be used in section 5, where there is also a short explanation on the need of the weak notion (Remark 5.1). As in [Sar13, LS, LM], we will use the strong notion to construct the symbolic coding.
Weak edge v ε w: Given ε-charts v = Ψ q y and w = Ψ p x , we draw a weak edge from w to v if:
When this happens, we write v ε w.
It is clear that if Ψ
x as long as ce ε q ≤ Q ε ( y) and cp ≤ Q ε ( x). For ε > 0 small, define δ ε := e −εn ∈ I ε where n is the unique positive integer s.t. e −εn < ε ≤ e −ε(n−1) . In particular, δ ε < ε.
Edge v ε ← w: Given ε-charts v = Ψ q y and w = Ψ p x , we draw an edge from w to v if the following holds:
When this happens, we write v ε ← w.
It is not hard to see that condition (E2.1) follows from (E1) and assumption (A2), but for reference purposes we write it separately. The parameters p, q are the sizes of unstable manifolds in the charts, and the greedy recursion in (E2.3) implies that these unstable manifolds are as big as possible. This maximality is crucial to prove the inverse theorem (Theorem 4.1).
Remark 2.7. Since f is non-uniformly expanding, our definition of edge is different from those in [Sar13, LS, LM] in two senses. On one hand, we only need to consider one overlap and one recursive relation. On the other hand, the lack of symmetry between f and its inverse requires us to control some parameters separately. 
Proof. By Theorem 2.6 and (WE2),
2 +ε )q < q for ε > 0 small enough. This proves part (1). Now take x = Ψ x (t) ∈ Ψ x (R[p]) and let y = g x (x) = (Ψ y • G x, y )(t). By definition f (y) = x, and by part (1) it holds y ∈ Ψ y (R[q]). This proves the existence of y. To prove its uniqueness, note that
where in the first inclusion we used Proposition 2.5(2) and in the last we used the third item proved before Lemma 2.3. Since
By definition, a necessary condition for transition between ε-charts is p ≤ e ε q.
Qε( x) can be bigger than e ε , we introduce the parameter q ε ( x) below.
The above minimum is the greedy way of defining values in I ε smaller than εQ ε with the required regularity property, as we now show.
Lemma 2.9. For all x ∈ NUE * χ , the following holds:
Proof. By Lemma 2.3, inf{e ε|n| Q ε ( f n ( x)) : n ≤ 0} > 0. Since zero is the only accumulation point of I ε , q ε ( x) is well-defined and positive. It is clear that q ε ( x) ≤ δ ε Q ε ( x) < εQ ε ( x), hence (1) is proved. For (2), fix n ∈ Z and note that
The set NUE
Note that, while NUE * χ is defined by a set of conditions on the past orbit of x, the set NUE a positive weak ε-gpo if v n ε v n+1 for all n ≥ 0. Similarly, a negative weak ε-gpo is
Stable/unstable set of positive/negative weak ε-gpo: The stable set of a positive weak ε-gpo v
The unstable set of a negative weak ε-gpo v
Stable/unstable sets at v: Given an ε-chart v, a stable set at v is any
where v − is a negative weak ε-gpo with v 0 = v.
In the sequel, the notations v + , {v n } n≥0 always mean a positive weak ε-gpo, and the notations v − , {v n } n≥0 always mean a negative weak ε-gpo. The next lemma gives alternative characterizations of stable and unstable sets.
Lemma 2.10. The following holds for all ε > 0 small enough.
In other words, a stable set is the set of all possible pasts of a single x ∈ M , and an unstable set is isomorphic to the interval Ψ x0 (R[p 0 ]), i.e. an element of an unstable set is uniquely determined by its zeroth coordinate.
Proof. Let v + = {Ψ pn xn } n≥0 be a positive weak ε-gpo. Firstly we prove that there exists a unique x ∈ M s.t. f n (x) ∈ Ψ xn (R[p n ]), ∀n ≥ 0. Any such x is defined by a sequence (t n ) n≥0 of values t n ∈ R[p n ] s.t. f n (x) = Ψ xn (t n ) and t n = G xn+1, xn (t n+1 ) for all n ≥ 0. By Theorem 2.6, each G xn+1, xn contracts at least by a factor e −χ/2 , hence t 0 is the intersection of the descending chain of compact intervals I n := (G x1, x0 • · · · • G xn, xn−1 )(R[p n ]), n ≥ 0. By a similar reasoning, t n is uniquely defined for all n ≥ 0. By this uniqueness, t n = G xn+1, xn (t n+1 ) for all n ≥ 0.
(
, and let
(2) Fix a negative weak ε-gpo v − = {Ψ pn xn } n≤0 . It is easy to see that the two alternative characterizations of
) and x n = Ψ xn (t n ) with t n−1 = G xn, xn−1 (t n ). Hence it is enough to show the second characterization. Let
and write x n = Ψ xn (t n ) for n ≤ 0. By Lemma 2.8(2), x n−1 = g xn (x n ), i.e. Ψ xn−1 (t n−1 ) = (g xn • Ψ xn )(t n ), thus t n−1 = G xn, xn−1 (t n ).
Reversely, take x ∈ M s.t. ϑ n [ x] = Ψ xn (t n ) for n ≤ 0, where t 0 ∈ R[p 0 ] and t n−1 = G xn, xn−1 (t n ). By Lemma 2.8(1),
Here are the main properties of stable and unstable sets.
Proposition 2.11. The following holds for all ε > 0 small enough.
(1) Product structure:
β/4 . In particular, 
n (x) for all n ≥ 0, and x n−1 = g xn (x n ) for all n ≤ 0. These conditions uniquely characterize x, hence V s ∩ V u is a singleton.
.
xn } n≤0 be a negative weak ε-gpo, and take y = (
. By Lemma 2.10(2), for all n ≤ 0 we can write x n = Ψ xn (t n ), y n = Ψ xn (t n ), where t 0 , t 0 ∈ R[p 0 ] and t n−1 = G xn, xn−1 (t n ), t n−1 = G xn, xn−1 (t n ). Define ∆ n := t n − t n for n ≤ 0. By Theorem 2.6, |∆ n−1 | ≤ e − χ 2 |∆ n | for all n ≤ 0, therefore |∆ n | ≤ e χ 2 n |∆ 0 | ≤ 2p 0 e χ 2 n for all n ≤ 0, and so d(y n , z n ) ≤ 2p 0 e χ 2 n (since Ψ xn is 1-Lipschitz). We conclude that d( f n ( y), f n ( z)) ≤ 2p 0 e χ 2 n d( y, z) for all n ≤ 0. To prove (b), we proceed exactly as in the proof of Proposition 6.2(1)(c) of [LM] .
(4) Let V s , W s be stable sets in v, w respectively. By Lemma 2.10(1), ∃y, z ∈ M s.t.
there is nothing to prove, so assume that V u ∩ W u = ∅. Assuming that p ≤ q, we will prove that V u ⊂ W u (the other case is identical). In the sequel, "n small enough" means that n ≤ 0 and |n| is large enough. The following claims hold.
• If n is small enough then
For n ≤ 0 write x n = Ψ xn (t n ) with t 0 ∈ R[p 0 ] and t n−1 = G xn, xn−1 (t n ), where G xn, xn−1 (t) = A n t + h n (t). It is enough to show that |t n | < 1 2 p n for n small enough. Start noting that dh n 0 < 2ε 2 , where the norm is taken in R[
. This is a direct consequence of Theorem 2.6:
2 . Theorem 2.6 also says that |A n | < e −χ and |h n (0)| < εp 6 n , therefore if ε > 0 is small enough then the following holds for all n ≤ 0:
By (WE2), p k ≤ e ε(k−n) p n whenever n ≤ k, hence for all n ≤ 0 we have
for n small enough and εe
, and take z = (z n ) n∈Z ∈ W u . In part (3) we proved that d(y n , z n ) ≤ 2q 0 e χ 2 n for all n ≤ 0, thus
Fix n ≤ 0 s.t. both items above hold for all N ≤ n. By the definition of unstable sets, we have f
. By Lemma 2.10(2), and since the inverse branches g x k send intervals onto intervals, ∃α, β, α , β ∈ R s.t.:
To prove that 
for n ≥ 0 and x n−1 = g xn (x n ) for n ≤ −1, therefore x is uniquely defined by the choice of x −1 . By Lemma 2.8(2), there is a unique
Lemma 2.12. Every weak ε-gpo shadows a unique element of M .
Proof. Let v = {v n } n∈Z be a weak ε-gpo, and let
. By the definition of V s and V u , any point x ∈ M shadowed by v belongs to V s ∩ V u . By Proposition 2.11(1), this intersection consists of a single element of M .
Coarse graining
We now construct a countable set of ε-charts whose set of (strong) ε-gpo's shadows all relevant orbits of f . Parts (1) and (3) are essential to prove the inverse theorem (Theorem 4.1). Part (2) and Lemma 2.2 imply that if µ is f -adapted and χ-expanding then µ-a.e. x ∈ M is shadowed by an ε-gpo whose vertices belong to A .
Proof. When M is compact and f is a diffeomorphism, the above statement is consequence of Propositions 3.5, 4.5 and Lemmas 4.6, 4.7 of [Sar13] . When M is compact with boundary and f is a local diffeomorphism with bounded derivatives, this is Proposition 4.3 of [LS] . When f is a surface map with discontinuities and possibly unbounded derivatives, this is Theorem 5.1 of [LM] . We follow the strategy of [LM] , adapted to our context.
Since M has finite diameter (we are even assuming it is smaller than one), each M t is precompact
• For every t > 0, {D ∈ P : D ∩ M t = ∅} is finite.
Let Y = {Γ( x) : x ∈ NUE * χ }. We want to construct a countable dense subset of Y . Since the maps x → u( x), Q ε ( x) are not necessarily continuous, we apply a precompactness argument. For vectors Proof of claim 1. The first statement is clear, so we focus on the second. Fix k, , a ∈ N 3 0 , m ∈ N 0 , and take Γ( x) ∈ Y k, ,a,m . Then
a precompact subset of M 3 . For |i| ≤ 1 we have 1 ≤ u( f i ( x)) < e i+1 , hence u belongs to a compact subset of (0, ∞) 3 . Also Q ε ( x) ∈ [e −m−1 , 1], therefore Q belongs to a compact subinterval of (0, 1]. The product of precompact sets is precompact, thus the claim is proved.
Let j ≥ 0. By claim 1, there is a finite set Y k, ,a,m (j) ⊂ Y k, ,a,m s.t. for every Γ( x) ∈ Y k, ,a,m there exists Γ( y) ∈ Y k, ,a,m (j) s.t.:
Remind that I ε := {e
The alphabet A : Let A be the countable family of Ψ p x s.t.:
Proof of discreteness. By the proof of Lemma 2.1 and assumption (A2),
We will use this estimate below.
Fix 0 < t < 1, and let Ψ
The estimate in the beginning of the proof implies e 1 ≤ u( f ( x)) < e χ+1 ρ( x) −a u( x) < e χ+1 t −(a+1) , hence 1 < χ + 1 + (a + 1)| log t| =: T t , which is bigger than | log t|.
• Finiteness of a: for |i| ≤ 1,
• Finiteness of m: we have e −m > Q ε ( x) > t, hence m < | log t|.
• Finiteness of j: t < p ≤ e −j+2 , hence j ≤ | log t| + 2.
• Finiteness of p: #{p ∈ I ε : p > t} ≤ #(I ε ∩ (t, 1]) is finite. The first five items above give that, for a ∈ N 3 0 and t > 0,
is the finite sum of finite terms, hence finite. Together with the last item above and the choice of P, we obtain that
is finite. This proves the discreteness property of A .
Proof of sufficiency. Let
), a (n) = (a n−1 , a n , a n+1 ).
, and p n ∈ [e −jn−2 , e −jn+2 ).
xn+1 for all n ∈ Z. (E1) By (a n+1 ) with i = −1 and (a n ) with i = 0,
Note that
where in ! ≤ we used Lemma 2.9(2) and in
(E2) We will use the inequality e −8(jn+1+2) + e −8(jn+2) < p 8 n proved above. (E2.1) As remarked before, it follows directly from condition (E1).
(E2.2) By (a n ) with i = 1 and (a n+1 ) with i = 0 we have |u(
Proceeding as in the proof of Proposition 2.5(1), this first inequality implies that
n and the second implies that
n+1 . Since 
(E2.
3) The definition of p n guarantees that p n+1 = min{e ε p n , δ ε Q ε ( x n+1 )}.
Claim 4: {Ψ pn xn } n∈Z shadows x.
By (a n ) with i = 0, we have Ψ
xn , hence by Proposition 2.5(2) we have
This concludes the proof of sufficiency. Note that if x ∈ NUE # χ then the ε-gpo constructed above belongs to Σ # . This observation will be used in the proof of Proposition 3.2 below.
Proof of relevance. The family A might not a priori satisfy the relevance condition, but we can easily reduce it to a sub-alphabet A satisfying (1)-(3) as follows. Call v ∈ A relevant if there is v = {v n } n∈Z ∈ A Z with v 0 = v s.t. v shadows a point in NUE * χ . When this happens then every v n is relevant (since NUE * χ is f -invariant). Therefore A = {v ∈ A : v is relevant} is discrete because A ⊂ A , and it is sufficient and relevant by definition.
Let Σ be the TMS associated to the graph with vertex set A given by Theorem 3.1 and edges v ε ← w. An element of Σ is an ε-gpo, hence we define π : Σ → M by
Here are the main properties of the triple (Σ, σ, π).
Proposition 3.2. The following holds for all ε > 0 small enough.
Part (1) follows from Proposition 2.11(3), part (2) follows from Proposition 2.11(2), and part (3) is a direct consequence of the observation in the end of the proof of Theorem 3.1(2).
Remark 3.3. It is important noticing the difference between our (Σ, σ) and those constructed in [Sar13, LS, LM]: while the later ones have finite ingoing and outgoing degrees (thus Σ is locally compact), our symbolic space does not necessarily satisfy this. The reason is that condition (E2.3) does not imply a lower bound on p n+1 . This non-finiteness property also holds in Hofbauer towers.
In general (Σ, σ, π) does not satisfy Theorem 1.1, since π might be infinite-toone. We use π to induce a locally finite cover of NUE # χ , which will then be refined to a partition of NUE # χ that will lead to the proof of Theorem 1.1.
The inverse problem
Our goal now is to analyze when π loses injectivity. More specifically, given that π(v) = π(w) we want to compare v n with w n and show that one is defined by the other "up to bounded error". We do this under the additional assumption that v, w ∈ Σ # . Remind that Σ # is the recurrent set of Σ:
The main result of this section is the following theorem. 
Qε( xn)
, where δ n ∈ R with |δ n | < 3q n and ∆ n : R[10Q ε ( x n )] → R with ∆ n (0) = 0 and d∆ n 0 < 4 √ ε.
The substantial differences of the above theorem from [Sar13, Thm 5.2] rely on part (5): in our case we can only obtain estimates inside the smaller rectangle R[10Q ε ( x n )], and our estimate on δ n is slightly weaker. This latter fact is the reason we introduced weak edges, as it will be clear in section 5 (see Remark 5.1). Part (1) Before proceeding to the other parts, we discuss two consequences of part (1). The first one is that for ε > 0 small enough it holds:
Take i = 0, and start noting that
, and so
If ε > 0 is small enough then e −2ε < 1−ε < 1+ε < e 2ε , therefore
Similarly
, hence (4.2) above implies that
3)
It remains to take i = 1. By (E2.1),
It is clear that (4.1) follows from (4.2), (4.3), (4.4).
The second consequence of part (1) is that ϑ[
. To prove this, note that (4.1) implies that
and thus ϑ[
. As a consequence, we can apply assumptions (A1)-(A3) with respect to either ϑ[ x n ] or ϑ[ y n ].
4.1. Control of u( x n ). We now make use of the hyperbolicity of f to show that u improves along an ε-gpo. Proof. When M is compact and f is a C 1+β diffeomorphism, this follows from Lemma 7.2 and Proposition 7.3 of [Sar13] . We employ similar methods. Let v = {Ψ 
Note that the ratio improves.
Proof of claim 1. It is enough to prove the claim for n = 0, so assume
and since p 0
(the other side is proved similarly). By the proof of Lemma 2.1,
Note that I can be written as:
Using that ξ ≥ √ ε and that u( f ( x 0 )) < e χ+1 ρ( x 0 ) −a u( x 0 ) (see the beginning of the proof of Theorem 3.1), it follows that for ε > 0 small enough it holds:
Using that 1 − t < e −t for t ∈ R, we obtain that I < e 2ξ−5Qε( x0)
We now estimate II.
Since | log t| ≤ |t − 1| for t ≥ 1, we get | log |df x | − log |df y || ≤ Kd(x, S ) −a |x − y| β whenever y ∈ D x , hence for ε > 0 small enough it holds: We now prove part (4). We use the lemma below, whose proof is the same as in [Sar13, Prop. 8.3].
By symmetry, it is enough to prove that p n ≥ e − 3 √ ε q n for all n ∈ Z. We have:
ε q n then (E2.3) and part (3) imply that
By Lemma 4.4, we conclude that p n ≥ e u( x) − 1 t. Thus:
• There are
If ε > 0 is small enough, part (4) implies:
This completes the proof of part (5), and hence of Theorem 4.1.
Symbolic dynamics
5.1. A countable Markov partition. Remind that (Σ, σ) is the TMS constructed from Theorem 3.1, and π : Σ → M is the map defined in the end of section 3. We now employ Theorem 4.1 to build a cover of NUE # χ that is locally finite and satisfies a (symbolic) Markov property. We will employ the constructions of [Sar13, LS, LM] to build a Markov partition for f , paying attention to the following facts:
• Our stable and unstable sets are not curves, but they do have a good description in terms of the coordinates of x (Lemma 2.10), and they do satisfy properties analogous to their smooth versions (Proposition 2.11).
• Most of the methods of [Sar13, LS, LM] used to construct the Markov partition are abstract and rely on the properties of stable and unstable sets that will be stated in this section.
The Markov cover Z : Let Z := {Z(v) : v ∈ A }, where
In other words, we take the natural partition of Σ # into cylinders at the zeroth position and use π to induce a cover Z . Stable/unstable sets allow us to define "invariant fibres" inside each Z ∈ Z . Let Z = Z(v).
We also define
. These sets are well-defined because {Ψ 100pn xn } n∈Z is a weak ε-gpo. By Proposition 2.11(4), the definitions of V s/u ( x, Z), W s/u ( x, Z) do not depend on the choice of v, and any two s-fibres (u-fibres) either coincide or are disjoint. It is important noticing the relation between W s/u ( x, Z) and V s/u ( x, Z): 
Part (1) follows from Theorem 3.1(2), part (2) follows from Theorem 4.1(4) and Theorem 3.1(1), part (3) follows from Proposition 2.11(1) and the product structure of Σ # , and part (4) is proved as in [Sar13, Prop. 10.9] . For x, y ∈ Z, let [ x, y] Z denote the intersection element of W s ( x, Z) and W u ( y, Z).
Lemma 5.3. The following holds for all ε > 0 small enough.
(1) Compatibility: Define (x n ) n∈Z by x n = f n (z) for n ≥ 0 and x n−1 = g yn (x n ) for n ≤ 0. We have (x n ) n∈Z ∈ V s ( z, Z). Since z ∈ Ψ x (R[p]) ⊂ Ψ y (R[100q]), we also have that (x n ) n∈Z ∈ V u ( w, Z ), hence V s ( z, Z) ∩ V u ( w, Z ) contains (x n ) n∈Z . Clearly, any element in this intersection must be equal to (x n ) n∈Z . Now we employ a refinement method to destroy non-trivial intersections in Z . The result is a pairwise disjoint cover of NUE # χ with a (geometrical) Markov property. This idea, originally developed by Sinaȋ and Bowen for finite covers [Sin68a, Sin68b, Bow75] , works equally well for locally finite countable covers [Sar13] . Let Z = {Z 1 , Z 2 , . . .}.
The Markov partition R: For every Z i , Z j ∈ Z , define a partition of Z i by:
Let T := {T αβ ij : i, j ≥ 1, α ∈ {s, ∅}, β ∈ {u, ∅}}, and let R be the partition generated by T .
Since T su ii = Z i , R is a pairwise disjoint cover of NUE # χ . Clearly, R is finer than Z . Theorem 4.1 implies two local finiteness properties for R:
• For every Z ∈ Z , #{R ∈ R : R ⊂ Z} < ∞.
• For every R ∈ R, #{Z ∈ Z : Z ⊃ R} < ∞.
The next step is to show that R is a Markov partition in the sense of Sinaȋ [Sin68b] . For that, we define s/u-fibres in R.
s/u-fibres in R: Given x ∈ R ∈ R, we define the s-fibre and u-fibre of x by: It is clear that any two s-fibres (u-fibres) either coincide or are disjoint. (3) Geometrical Markov property: Let R 0 , R 1 ∈ R. If x ∈ R 0 and f ( x) ∈ R 1 then
When M is compact and f is a diffeomorphism, this is [Sar13, Prop. 11.5 and 11.7] and the same proof works in our case.
5.2.
A finite-to-one Markov extension. We construct a new coding for f . Let G = ( V , E) be the oriented graph with vertex set V = R and edge set E = {R → S : R, S ∈ R s.t. f (R) ∩ S = ∅}, and let ( Σ, σ) be the TMS induced by G . Lemma 5.5. If {R n } n∈Z ∈ Σ then there exists {v n } n∈Z ∈ Σ s.t. R n ⊂ Z(v n ) and −n [R −n , . . . , R n ] ⊂ Z −n [v −n , . . . , v n ] for all n ≥ 0.
Proof. When M is compact and f is a diffeomorphism, this is [Sar13, Lemma 12.2], whose proof uses that each vertex of Σ has finite ingoing and outgoing degree to apply a diagonal argument. Since our Σ does do not necessarily satisfy this finiteness property (see Remark 3.3), the same proof does not work in our case. Instead, we use the local finiteness of R to apply the diagonal argument, as follows.
For n ≥ 0, take x n ∈ −n [R −n , . . . , R n ], and let v (n) = {v By Proposition 5.4(2), n≥0 −n [R −n , . . . , R n ] is the intersection of a descending chain of nonempty closed sets with diameters converging to zero.
The map π : Σ → M : Given R = {R n } n∈Z ∈ Σ, π(R) is defined by the identity { π(R)} := n≥0 −n [R −n , . . . , R n ].
The triple ( Σ, σ, π) is the one that satisfies Theorem 1.1.
