J. S. Mill proposed a set of Methods of Experimental Inquiry that were intended to guide causal inference under every conceivable set of circumstances in which experiments or observations could be carried out. The conceptual and historical relationship between these Methods and modern models of causal attribution is investigated. Mill's work retains contemporary relevance because his insights show how research can progress into presently uncharted waters. Following Mill, it is proposed that people use many diåerent methods of causal attribution, the nature of which remains to be ascertained, and that the conditions that aåect choice of method include the need to eliminate alternative causal candidates, whether single or multiple events are to be explained, the use of intervention or experiment as opposed to mere observation, and practical concerns.
The study of causal attribution has long been established as one of the most important areas of social psychology. It is now over 40 years since the publication of the book widely regarded as marking the inception of the topic (Heider, 1958) and over 30 years since the ®rst publication of Kelley's (1967) multiple observation model of causal attribution. Since that time many more models of causal attribution have been proposed and the topic continues to stimulate experimental research and theoretical debate (Cheng & Novick, 1990 Hilton, Smith & Kim, 1995 ; van Overwalle & Heylighen, 1995 ; White, 1995) . Causal attribution is a vital component of our attempts to interpret the world around us and the behaviour of others as part of an organized, comprehensible¯ow of events.
Among the philosophical antecedents to attribution theory most frequently cited in the literature, Mill's work is particularly prominent. His Methods of Experimental Inquiry were intended to be valid inductive tools for identifying causes. As such they inspired a generation of models of causal attribution conforming to a general notion of ordinary people as naõ $ ve scientists. Closer examination of Mills' Methods of Experimental Inquiry serves a number of useful purposes. It helps to clarify the conceptual content of the various extant models of causal attribution and the relations between them and Mill's Methods. More importantly, it is a means of elucidating how the study of causal attribution can progress into presently unchartered waters. Mill was aware of some of the limitations of his Methods (see also Beauchamp, 1974 ; Cohen & Nagel, 1972 ; Mackie, 1975 ; Sosa & Tooley, 1993) but, despite their de®ciencies, his work on them can still serve as inspiration for research on how people make causal attributions and it therefore retains contemporary relevance in attribution theory.
Several models of causal attribution have incorporated or been founded on an inferential device called the`covariation principle'. The principle has been de®ned in two ways that have diå erent but closely related meanings. The original version, ®rst propounded as such by Heider (1958) , was as follows :`that condition will be held responsible for an eå ect which is present when the eå ect is present and absent when the eå ect is absent ' (p. 152) . This can be called the`contingency version' and clearly describes both cause and eå ect as binary variables : the cause is either present or not, and the eå ect either occurs or does not. Kelley (1972a Kelley ( , 1973 oå ered a second de®nition:`An eåect is attributed to the one of its possible causes with which, over time, it covaries' (1973, p. 108, italics in original) . This can be called the`covariation version' because it does not explicitly restrict the principle to binary variables. "
The covariation principle is often said to have been based on Mill's (1843}1973) Method of Diå erence (e.g. by Forsterling, 1989 ; Hewstone, 1989 ; Hewstone & Jaspars, 1987 ; Hilton & Slugoski, 1986) . Cheng and Novick (1990) claimed that it could be traced back to Mill's Joint Method of Agreement and Diå erence. In fact, as is shown in the following sections, the covariation principle is conceptually and practically distinct from the Method of Diå erence (and the other Methods), and the historical chain of in¯uence is less straightforward than might initially be apparent.
Mill's Methods of Experimental Inquiry
The Methods of Experimental Inquiry constitute a small proportion of Mill's published thoughts on causality and causal inference. The author concentrates on them here because of their historical importance in the ®eld of attribution, but there are obvious dangers in dealing with them out of context. Broader synopses, and some idea of the multiplicity of interpretations that can be made of Mill's work, can be found in many other publications (e.g. Beauchamp, 1974 ; Cohen & Nagel, 1972 ; Mackie, 1975 ; Sosa & Tooley, 1993) .
Mill (1843}1973) # rejected the distinction often made between causes and mere conditions, arguing that there was no adequate justi®cation for singling out one among the set of antecedents as the cause. In his view the cause was the whole set of antecedents of the eå ect`which determined it, and but for which it would not have happened ' (p. 328) . Putting it another way, the cause`is the sum total of the conditions, positive and negative taken together ; the whole of the contingencies of every description, which being realized, the consequent invariably follows ' (p. 332).
" Inasmuch as this version applies to continuous variables, it has some resemblance to Mill's Method of Concomitant Variations, described below. # 1843 is the date of publication of the ®rst edition. The date of 1872 given by some authors is the 8th edition which contains the last revisions made by Mill. This is the version, with minor editorial amendments, published by the University of Toronto Press in 1973 and used by the present author in preparing this article. As far as the author can judge from the textual introduction to that edition, the Methods of Experimental Inquiry were not altered by Mill after 1843. Under Mill's de®nition, then, the cause of an eå ect is the set of conditions that are individually necessary and jointly su¬ cient for the eå ect. Mill conceived his Methods of Experimental Inquiry within the framework of this de®nition, as an exhaustive set of proper methods by which science could hope to establish causal laws. Bỳ exhaustive' the present author means that the Methods were intended to cover every conceivable set of circumstances under which experiments or observations could be carried out, and diå erent Methods are appropriate to diå erent circumstances. Mill proposed ®ve distinct Methods, all closely conceptually related. All quotations in this section are from Mill (1843}1973) and italics are as in the original in all cases.
The Method of Agreement
If two or more instances of the phenomenon under investigation have only one circumstance in common, the circumstance in which alone all the instances agree, is the cause (or eåect) of the given phenomenon (p. 390).
Mill used the phrase`cause (or eå ect)' not out of any uncertainty as to which would be which, but because the Method was meant to be used both for experiment (in which one is trying to ascertain the eå ect) and observation (in which one is trying to ascertain the cause). To give an example :
if we can observe a in two diåerent combinations, a b c and a d e; and if we know, or can discover, that the antecedent circumstances in these cases respectively were A B C and A D E ; we may conclude¼ that A is the antecedent connected with the consequent a by a law of causation (p. 389). This is diå erent from the covariation principle because it involves only two instances, as Mill repeatedly emphasized.`If the eå ect of A B C is a b c, and the eå ect of B C is b c, it is evident that the eå ect of A is a ' (p. 391). This refers to a hypothetical experiment, but the same inference can be made by observation if there are two instances, one of a b c and one of b c, and it can be ascertained that A B C held in the former and B C (i.e. ® A) in the latter. Not just any two instances will do : a causal inference is only possible if the two instances have exactly the properties described in the de®nition of the Method.
The Method of Diåerence
As an example,`when a man is shot through the heart, it is by this method [i.e. the Method of Diå erence] we know that it was the gunshot which killed him : for he was in the fulness of life immediately before, all circumstances being the same, except the wound ' (p. 391) . This illustrates the kind of case Mill had in mind for the Method of Diå erence : a single occasion on which a single change occurs, with a comparison being made before and after the change. This is not the conceptual foundation of the covariation principle, the use of which involves observations taken on multiple diå erent occasions and involving any number of occurrences and non-occurrences. Cheng (1993) attempted to apply probabilistic contrast reasoning to a single instance.
In imagining one billiard ball striking another and making it move, it is possible to break down this single event into a series of time units. It will then be found that there is one time unit in which the ®rst ball contacts the second and the second starts to move, and several in which the ®rst ball does not contact the second and the second does not start to move. This enables one to compute an association between contact and the start of the second ball's motion. As the example shows, however, this analysis requires several observations (time units) within the one instance, so here too the resemblance to the Method of Diå erence is not exact. This method stipulates two independent requirements, both in essence applications of the Method of Agreement. The second requirement is an employment of the Method of Agreement on absences of the circumstance in question. As an example, if there are two instances, one of a not occurring and b and c occurring, and another of a not occurring and d and e occurring, and it can be ascertained that A was absent from the former and B and C were present, and that A was absent from the latter and D and E present, then the second requirement has been met. That requirement is not su¬ cient on its own: the ®rst requirement is also needed, the Method of Agreement on occurrences of a in the presence of A. When both are met, then it can be inferred that A is the cause of a by an inferential principle similar to that embodied in the Method of Diå erence. That is, the instances in which a occurs diå er from the instances in which a does not occur by the presence of A in one and its absence from the other. From this diå erence a causal connection between A and a is inferred.
The Method of Diå erence requires two instances only, those instances identical in every particular except one. The Joint Method of Agreement and Diå erence is intended to broaden the applicability of the inferential principle of the Method of Diå erence and employs it on sets of instances that may diå er in many particulars: hence the need for more than two of them, and for preliminary selection using the Method of Agreement.
The Indirect Method of Diå erence is not the covariation principle. One reason for this is that it makes no explicit reference to covariation, and indeed does not involve assessment of covariation. There is simply a comparison between two sets of instances possessing de®ned attributes. More importantly, the Method only identi®es a subset of perfect covariates of eå ects as causes. In other words, it identi®es nothing other than perfect covariates as causes and does not identify all perfect covariates as causes. Taking the former ®rst, it will not identify A as a cause of a if there is any instance in which a occurs and A is absent, or any in which a does not occur and A is present, no matter how strong the covariation between A and a across the whole set of instances. As for the latter, the Method cannot be used if there is only one instance in which a occurs and A is present, or if there is only one instance in which a does not occur and A is absent. A and a could still be perfect covariates under either circumstance, and A could still be identi®ed as the cause of a by the covariation principle. For example, if there is one instance of a occurring and A being present, and there are nine of a not occurring and A being absent, A and a would covary perfectly and use of the covariation principle would lead to A being identi®ed as the cause of a. But the Indirect Method of Diå erence could not be applied in this case because Mill stipulated that there must be at least two instances of a occurring and A being present. The same can be said of instances where a does not occur and A is absent: if there were nine instances of a occurring and A being present and one of a not occurring and A being absent, the Indirect Method of Diå erence could not be applied, even though A and a were perfect covariates.
In summary, there is some resemblance between the Indirect Method of Diå erence and the covariation principle, but the two operate in diå erent ways and the former is of more limited applicability. $
The Method of Residues Subduct from any phenomenon such part as is known by previous inductions to be the eåect of certain antecedents, and the residue of the phenomenon is the eåect of the remaining antecedents (p. 398).
Thus, if the antecedents A B C are followed by a b c, and one has ascertained that A is the cause of a and B is the cause of b, then by subtracting those the conclusion arrived at is that C is the cause of c. This was described by Mill as a form of the Method of Diå erence. It can only lay claim to validity if one can be sure that C is the only condition that remains once A and B have been subtracted, and Mill admitted that this was impossible in practice. Even so, he claimed,`the Method of Residues is one of the most important among our instruments of discovery' (p. 398).
The Method of Concomitant Variations
The ®nal set of cases considered by Mill is the set of`Permanent Causes or indestructible natural agents, which it is impossible either to exclude or to isolate ' (p. 398) . Obviously the Method of Diå erence cannot be employed if there is no instance from which the actual cause of the eå ect is absent, and the Method of Agreement cannot be used if there is no instance in which the actual causes cannot be isolated from other non-causal factors. It may appear that if the actual cause cannot be excluded then the eå ect of that cause should always occur, but one case under which this is not so is that in which the actual cause is a continuous variable. This is the case for which the Method of Concomitant Variations was devised: it is to be used for possible causes that either can be modi®ed in experiment or undergo natural changes that can be observed. As Mill put it :
If some modi®cation in the antecedent A is always followed by a change in the consequent a, the other components b and c remaining the same ; or ¼ if every change in a is found to have been preceded by some modi®cation in A, none being observable in any of the other antecedents; we may safely conclude that a is, wholly or in part, an eåect traceable to A, or at least in some way connected with it through causation (p. 400).
The Method is de®ned more precisely as follows :`Whatever phenomenon varies in any manner whenever another phenomenon varies in some particular manner, is either a cause or an eåect of that phenomenon, or is connected with it through some fact of causation ' (p. 401) . This quotation and the previous one give away the fact that this Method is not yet the ®nished article. Not all concomitant variations validly indicate causal relations. One problem for this Method, as for all methods based on ideas of contingency or covariation, is that of distinguishing genuine from spurious causal relations. To borrow Cheng's (1997) example, among mothers of young infants absent-mindedness may vary concomitantly with two antecedents, breast-feeding and sleep deprivation. A valid method of causal inference must be able to distinguish the antecedent that is the genuine cause from the one that is spurious, and Mill's Method of Concomitant Variations fails to do that.
The Method is, however, an ancestor of the modern functional relations approach to causal inference (Mulaik, 1986 (Mulaik, , 1987 . According to Mulaik, a functional relation is an objective description of the relation between values of one variable and those of another that additionally satis®es a number of conditions. The condition relating to spurious causes stipulates that, where there is a functional relation between X and Y, there should be no third variable that is a cause of both X and Y and eå ects Y other than through X as a mediating variable. Mulaik (1986) showed that it is possible to identify spurious causes under this de®nition using the mathematics of matrix operations on empirical data.
Similarly, a contingency-or covariation-based model of causal attribution must be capable of explaining how people distinguish genuine from spurious causal relations (to the extent that they do); how, for example, people work out that sleep deprivation, and not breast-feeding, is the cause of absent-mindedness among mothers of young infants. Cheng (1997) attempted to do this for the case of binary variables. To help them distinguish genuine from spurious causes, people ideally need to obtain data from orthogonal manipulations of the causal candidates, and Cheng's model showed how the inference of causal relations from probabilistic associations is compromised by additional possible causes that are not independent of the candidate cause. That analysis did not encompass continuous variables, however, and no other model of causal attribution has yet dealt with the problem.
History
Why should authors have claimed that the covariation principle is based on the Method of Diå erence if that is not in fact the case ? The following examines brie¯y the history of the relationship between the covariation principle and Mill's Methods. The claim that the contingency version of the covariation principle (the original version propounded by Heider, 1958) was a naõ $ ve version of Mill's Method of Diå erence can be found in Kelley (1967) . Kelley did not cite any work by Mill, however, and it is clear from Orvis, Cunningham, and Kelley (1975) Cohen and Nagel (1934) , which was presumably his source, but did not cite anything by Mill. He then wrote that the Method of Diå erence`states that the cause of a diå erence resides within the variant condition rather than in the conditions common to the diverse instances ' (p. 69). He gave as an example a person not hearing something that everybody else in the same room hears perfectly well, which he said would lead one to attribute the person's failure to something about the person, this being the variant condition. If subsequent authors relied on Heider for information about Mill, this passage might have given them the impression that the covariation principle and the Method of Diå erence were very similar, and that the former was derived from the latter. If Heider did derive the covariation principle from the Method of Diå erence, it underwent considerable transformation in the process; but there is a better candidate for the origin of the covariation principle.
Although the present author has not found the original edition, he has consulted Cohen and Nagel (1972) , a reprint of the 1936 edition that contains only minor revisions and corrections of the 1934 publication. Cohen and Nagel (1972) did not formulate the covariation principle but they did state,`no factor can be regarded as a cause if it is present while the eå ect is absent, or if it is absent while the eå ect is present ' (p. 250) . (This would, incidentally, rule out stable personal dispositions as causes of behaviour because stable dispositions continue to be present on occasions when the person who has them is not exhibiting the behaviour in question.) This follows from their general view of a causal relation as a kind of invariant relation in which the cause is invariably connected with the eå ect. Cohen and Nagel (1972) did not say that it underlies Mill's Methods, but they did say,`the canons which formulate them [the Methods] state in a more explicit manner what it is we generally understand by a causal or invariant relation ' (pp. 266±267, italics in original). % The principle enunciated in the quotation from Cohen and Nagel (1972) resembles the covariation principle more than the Method of Diå erence does. Heider's claim that the covariation principle underlies Mill's Methods has an obvious parallel in Cohen and Nagel's claim that the invariant relation idea is made explicit in Mill's Methods. Heider's description of the Method of Diå erence quoted above also % Cohen and Nagel (1972) gave a detailed account and critical evaluation of Mill's Methods and quoted Mill's de®nitions of all of them. To illustrate their evaluation, they demonstrated that the Method of Diåerence does not safeguard against a traditional be W te noire of regularity theories, the fallacy post hoc ergo propter hoc. In other words, one thing may follow another, but it is fallacious to infer from that alone that the earlier thing caused the later. They also argued that the Method of Diåerence (indeed, all the Methods) is useless as an instrument of induction, and that at the very least it requires`the antecedent formulation of a hypothesis concerning the possible relevant factors ' (p. 257) . This is true of all causal attribution models based on either Mill's Methods or the covariation principle. While their argument is valid, however, it is not entirely fair to Mill, who recognized that hypotheses and other work such as categorizing had a part to play in the making of inductions by use of the Methods.
resembles Cohen and Nagel's invariant condition notion rather more than it resembles the Method of Diå erence. On those grounds it looks most likely that the invariant relation idea, perhaps even the particular passage from Cohen and Nagel quoted above, was the source of the covariation principle.
In summary, the notion that Kelley's ANOVA model and its close relatives are based on the Method of Diå erence, and that the covariation principle underlies Mill's Methods, both appear to have been derived from a passage in Heider (1958) that owes more to Cohen and Nagel (1934) than to Mill. Heider (1958) formulated the covariation principle, but was inspired by the general analysis of causality in Cohen and Nagel (1934) .
Relations between Mill's Methods and models of causal attribution
Several extant models of causal attribution could be said to have a family resemblance with one or another of Mill's Methods, but none conforms to any Method exactly. Several models have been based on one or other version of the covariation principle, including Kelley's multiple observation model (Kelly, 1967 (Kelly, , 1972a (Kelly, , 1973 , the template-matching model (Orvis et al., 1975) , & and the diamond model (Pruitt & Insko, 1980) . The template-matching model showed how causal attributions can be generated from sets of information that are incomplete in terms of the multiple observation model, and the diamond model extended the covariation principle to cover additional types of covariation information, such as events involving other actors and other stimuli. Kelley's models were also explicitly founded on an analogy with analysis of variance (Kelley, 1967 (Kelley, , 1972a (Kelley, , 1972b (Kelley, , 1973 . One feature of this analogy is that analysis of variance involves orthogonal manipulation of variables. That is the point behind Kelley's proposal that people sample information along the three dimensions of consensus, consistency and distinctiveness in order to distinguish between causal candidates. The analysis of variance analogy, however, has no more than a family resemblance to Mill's Methods. Moreover, as Forsterling (1989) and Cheng and Novick (1990) demonstrated, Kelley's conceptualization of the three dimensions was not completely faithful to the analysis of variance analogy.
The inductive logic model (Hewstone & Jaspars, 1987) was founded on Mill's de®nition of cause and identi®es necessary and su¬ cient conditions as causes. The inductive logic model is not quite true to the Method of Diå erence because it involves comparison between more than two instances and does not stipulate that all circumstances other than the presence and absence of the cause must be the same in the instances compared. Forsterling's (1989 Forsterling's ( , 1992 model was based on the analogy with analysis of variance : the information required for causal attribution represents orthogonal manipulations of the three variables actor, stimulus and occasion, rather than Kelley's three dimensions of consensus, consistency and distinctiveness, but the inferential tool is still the covariation principle. The probabilistic contrast model (Cheng & Novick, 1990 , since reformulated as the Power PC model (Cheng, 1997) , was based on a probabilistic rule, that a factor is a cause of an eå ect if the eå ect is more likely to occur in its presence than in its absence. This rule is akin to probabilistic treatments of causality in philosophy (e.g. Salmon, 1984 ; Suppes, 1984) but was more directly based on a statistical formula for assessing contingency, the D P rule .
The abnormal conditions focus model (Hilton & Slugoski, 1986 ) was based on a legal treatment by Hart and Honore ! (1959) and involves the successive application of two rules. The ®rst rule (the counterfactual criterion) involves selecting as causal candidates the conditions that are necessary for the eå ect, given the scenario in which the eå ect occurred. The second rule (the contrastive criterion) involves selecting from the set of candidates the condition (or conditions) which is abnormal in the context of the given subject matter. Abnormality is judged by comparison with contrast cases, which are cases in which the scenario is generally similar but the eå ect does not occur. The predictions generated by Hilton and Slugoski (1986) for typical Kelleyan stimulus con®gurations tend to be similar to those generated by the inductive logic model (Hewstone & Jaspars, 1987 ; White, 1995) . (Diå erences owing to the incorporation of script-relevant information are not really fundamental to the model; Cheng & Novick, 1990 .) The reason for this is that the counterfactual and contrastive criteria tend to resemble necessary and su¬ cient conditions respectively. The main diå erence is that under Mill's de®nition (and, ipso facto, the inductive logic model) all conditions necessary and jointly su¬ cient for an eå ect are identi®ed as the cause, whereas under the abnormal conditions focus model most of the necessary conditions are judged to be mere conditions and only those identi®ed as abnormal are judged to be the cause. This should lead the models to make diå erent predictions, but apparently they do not do so with standard Kelleyan stimulus con®gurations.
Some recent approaches to causal attribution have gone back to Mill and adapted more than one of his Methods. Hilton et al. (1995) proposed that the Method of Diå erence is used for causal attribution and the Method of Agreement for dispositional attribution. Van Overwalle and Heylighen (1995) proposed a joint model under which people use the Method of Agreement and the Method of Diå erence, either both together or one independently depending on the kind of information available. The model has been tested by van Overwalle (1997a van Overwalle ( , 1998 , and applied to dispositional attribution by van Overwalle (1997b) . In both cases the version of the Method of Diå erence in the model is not quite true to Mill's de®nition because it usually, if not always, involves comparison between an instance in which an eå ect occurs and multiple instances in which it does not. Both sets of authors were aware of this. For example, van Overwalle and Heylighen (1995) acknowledged that it would be more accurate to label their de®nition the Indirect Method of Diå erencè because the target event is compared to sets of comparison events rather than just one single comparison event ' (p. 437, fn. 2, italics in original). However, the models do not precisely resemble the Indirect Method of Diå erence either, as the account of that Method given above shows.
The key feature of the Method of Diå erence is that the two instances should`have every circumstance in common save one' (Mill, 1843}1973, p. 391) . Even with only two instances this is a formidable requirement: with many it is impossible to achieve. Mill intended the Method to be a valid rule of inference and that is why the requirement must be so tight. Inference to one causal candidate is not logically justi®ed if there is one other factor that is also present in the instance of occurrence and absent from the instance of non-occurrence. Very likely in everyday life people are content with less rigorous standards and the models proposed by van Overwalle and Heylighen (1995) and Hilton et al. (1995) are fair representations of what people actually do : models of causal attribution are generally intended to be descriptive, not normative. But they are diå erent from the Method of Diå erence (and Mill's other Methods), both conceptually and logically.
There are limits to this kind of examination beyond which it is unpro®table to venture. This conceptual analysis has shown, however, that the various models of causal attribution are more diå erent from each other than cursory inspection, and testing only with the traditional Kelleyan stimulus con®gurations, would suggest that they are on the whole only loosely related to Mill's Methods. ' Mill's treatment is only one among many possible conditional analyses of causation (Beauchamp, 1974 ; Mackie, 1975 ; Sosa & Tooley, 1993) ; conditional analyses in turn are one among several families of regularity-based approaches to causation (others include probabilistic treatments and accounts based on the notion of constant conjunction); and regularity-based approaches to causation are just one among several kinds of theory of causation (see White, 1990 , for brief sketches of other kinds). And it is far from certain that the ways in which people make causal attributions exactly resemble any of these. Up to this point, theory and research on causal attribution have addressed only a small variety of ways in which causal attributions may be made, have proposed only a small number of the possible models within those ways that have been considered, and have been restricted to a very narrow range of methods of testing those models. Consideration of Mill's work on his Methods readily suggests a number of proposals that expand the scope of causal attribution research.
In the spirit of Mill : An expansion of the aims of causal attribution research
There is little doubt that people often make causal attributions merely by applying preconceived beliefs in accordance with available information about the case under consideration. Methods such as those considered here are speci®cally intended for use on problems of causal induction (Cheng, 1993 (Cheng, , 1997 , meaning problems where preconceived beliefs cannot be applied, because the judge either possesses no relevant beliefs or lacks information necessary to judge their applicability. It is also the case ' Associative learning models have been applied to human causal judgment with some success (Allan, 1993; Shanks, 1993 Shanks, , 1995 , particularly the Rescorla±Wagner model (Rescorla & Wagner, 1972 ) and a modi®ed version developed by van Hamme and Wasserman (1994) . If these models are truly general accounts of human causal judgment then they should be capable of accounting for the phenomena of causal attribution as well. Associative learning principles are not applicable to the standard method of stimulus presentation in causal attribution research because that involves verbal summaries of numbers of instances (e.g. most other people laugh at the comedian) and not the series of individual instances that would be necessary for associative learning mechanisms to operate. Possible parallels between associative learning and causal attribution models have, however, been explored by van Overwalle (1996) and van Overwalle and van Rooy (1998) , and the possibility that naturalistic causal attributions are the outcomes of associative learning is worthy of further investigation.
In many cases, associative learning models generate predictions similar to those of rule-based induction models (Allan, 1993; Cheng, 1997; van Overwalle, 1996) . Despite their similar output, however, they are fundamentally diåerent from rule-based models. They model the development of an associative bond between a cue and an outcome : they embody no rules, they postulate no process of inference, and they are not based on a conditional de®nition of cause. As such, they are distant descendants of the associationist ideas of Hume (1739}1978), and are not related to Mill's notion of inferential rules based on a de®nition of cause in terms of necessary conditions. that kinds of information other than covariation and contingency are frequently used for causal inference (White, 1995) . For example, a detective confronted with a footprint at the scene of a crime is likely to look at the bottoms of shoes and use the cue of similarity to make a causal inference (Anderson, 1990) . The present article, however, is concerned only with the domain of causal induction from covariation and contingency information.
Heider (1958) attempted a comprehensive account of attribution which encompassed many topics and many methods. Since then the more circumscribed goals of causal attribution models have led to more systematic but comparatively narrow and fragmented analyses. One merit of taking Mill's Methods as an inspiration is that he attempted an analysis that was both systematic and exhaustive. His treatment was intended as a model for scienti®c inquiry, not for the aims and limitations of ordinary people. In contrast, the Methods were supposed to work for observation as well as controlled experiment, and people do have some capacity to carry out interventions that resemble informal experiments, so it is not inappropriate to consider what the Methods oå er the study of causal attributions made by laypeople.
Until recently, models of causal attribution implicitly supposed that the same method is used for all causal inductions. The ®rst message of Mill's work is that diå erent conditions demand diå erent methods of causal inference. Some authors have picked up on this message and have proposed that diå erent methods are used for diå erent attributional tasks or diå erent levels of information availability (van Overwalle & Heylighen, 1995) . But the Methods suggest other possibilities that have yet to be explored. In particular, given that there is unlikely to be any situation where no preconceived beliefs are relevant, people may often use something approximating to the Method of Residues.
An example will help to establish the plausibility of the method. Suppose Bill is eating a simple meal in which three ingredients may contribute to the taste. He knows the tastes of two of them but he knows nothing about the third. When he detects a component to the¯avour of the meal that does not match either of the known tastes, by the Method of Residues he attributes it to the third ingredient. In this process of inference there is no comparison, explicit or implicit, with a record of past instances such as would be involved in use of the covariation principle. One could do it that way, of course, but that would not be the Method of Residues. By the Method of Residues a record of past experiences is used to eliminate the two familiar ingredients from the causal inquiry, but the attribution of the novel taste to the third ingredient is then made without appeal to past instances involving either the taste or the ingredient. The judge merely eliminates those causes and eå ects that can be paired up on the basis of acquired knowledge, and explains the residual eå ect by attributing it to the residual causal candidate. Causal judgments based on something like the Method of Residues are likely to be very common because people almost never approach a causal attribution problem in a state of complete ignorance. Very often, particularly if the eå ect to be explained is unusual or unexpected (Weiner, 1985) , the problem is precisely that of explaining what cannot be accounted for by preconceived beliefs. The Method of Residues is a simple and natural way of doing that.
However, postulating that people use all and only naõ $ ve versions of Mill's Methods would be, at best, an oversimpli®cation, because the conditions that aå ect the use of methods in everyday life are far more complex than those in scienti®c inquiry, particularly the somewhat idealized scienti®c inquiries envisaged by Mill. Mill formulated diå erent methods out of a recognition that causal analysis is constrained by limitations on the form of the data. The main formal di¬ culty is not the availability of contingency information for a given causal candidate but the elimination of alternative causal candidates. A priori there are inde®nitely many possible causes of an eå ect and the purpose of Mill's Methods was to eliminate all contenders except the actual cause. Thus, the form of information necessary for the Method of Agreement to be used is not merely co-occurrences of the candidate cause and the eå ect, but also the failure of any other candidate to co-occur with the eå ect. The Method is designed to eliminate those other candidates. It would perhaps be best to think of the Methods not as identifying causes, but as eliminating non-causes.
Under prevailing conditions of ordinary life available information is more disorderly and less controllable than is the case in well-designed scienti®c experiments. Whatever else may be the case, the methods of causal induction used by people in real life must be geared to cope with confounded and uncontrolled information. When people need to make a causal attribution, they will not give up on the job simply because candidate causes are not independent of each other. Models of causal attribution (for causal induction) are therefore needed that identify not just the multiple methods of causal judgment that people use, but the key variables that determine which method is used on a given occasion. A systematic treatment of the latter is beyond the scope of this article, but consideration of Mill's work reveals a number of important variables that have been neglected in causal attribution research hitherto.
Single vs. multiple explananda
Participants in causal attribution experiments are usually asked to explain one behaviour, such as,`Ralph tripped over Joan's feet when they were dancing ' (McArthur, 1972, p. 181 ). Mill's Methods were designed for the purpose of establishing causal generalizations or lawsÐin other words, for explaining multiple instances. Even though people may not share the scienti®c goal of establishing causal laws, they very often attempt to explain multiple instances or a pattern of events that may take many forms. One possible form is a series of similar individual occurrences, which may be either listed in memory or summarized as, for example,`Ralph is being unfriendly towards me '. Another possible form is a pattern of covariation, such as Ralph is being unfriendly to me but friendly towards Joan'. Another possible form is a set of diå erent events that are seen as connected in some way. Of course, all events are diå erent at some level of description, but some are obviously diå erent, and may still be given a single explanation. For example, trees swaying to and fro, someone's umbrella turned inside-out, and the clothes of passers-by¯apping can all be attributed to a single cause : a strong wind (from White, 1997) .
A preliminary attempt to categorize diå erent forms of single and multiple explananda was made by White (1992 White ( , 1995 . The scheme identi®ed 15 diå erent forms of explananda, some single and some multiple. White (1992) argued that diå erent methods are appropriate to diå erent types of causal question. For example, for multiple occasion occurrence questions (of the form,`What causes these similar eå ects ? '), White argued that a method for identifying something common to all the occurrences in question, and by implication eliminating all things not common to all the occurrences, would be appropriate. For comparison questions (of the form,`Why did this happen now when then it did not? '), White argued that a method of identifying a diå erentiating factor, something present on the occasion in question but absent from the comparison instance(s), would be appropriate. The scheme was somewhat arbitrary and it is not always clear how it might relate to methods of causal attribution. Some methods can be applied to more than one form of information whereas others, perhaps, cannot. The scheme does help to illustrate the importance of the issue, however. Ascertaining how the form of the explanandum aå ects choice of method of causal attribution would be a signi®cant step forward.
Experiment vs. observation
Mill formulated both experimental and observational versions of his Methods. The former were concerned with manipulations of causal candidates to assess their eå ects, and the latter with inferences from observation of eå ects to possible causes. Causal attribution models conventionally have treated judges as if they were passive, inducing causes from patterns in observations. There are clues in the literature that this is too limited a view. Hansen (1980) and Lalljee, Lamb, Furnham, and Jaspars (1984) found evidence that people are active hypothesis testers rather than passive users of an inductive method : they have prior hypotheses, even if only of a general nature, and search for information relevant to the hypothesis under test. Even this does not go far enough, however. People act, and they use their actions to test hypotheses and infer causal relations.
A simple hypothetical example will su¬ ce. Suppose Jack is struggling with his squash game and wants to improve, or put right whatever has gone wrong. What does he do? He might make some preliminary observations that suggest hypotheses. The key, however, the indispensable step, is to try something, to make an intervention, and see what happens. He might decide that he needs to keep his eye on the ball for longer, and he then tests this by putting that idea into practice and seeing whether his game improves as a result. If it does, he infers that keeping his eye on the ball for longer has caused an improvement in his game, and failing to do so was (at least partly) responsible for his formerly poor performance. This roughly (but only roughly) resembles the experimental version of the Indirect Method of Diå erence. It may not be a well controlled experiment, but that will not stop Jack from carrying it out. He can, after all, keep on trying other interventions: trial and error may be a methodological canon of common sense causal attribution.
A good deal is known about how people proceed when they are forced to be passive inducers of causal relations. But almost nothing is known about how people make interventions to ascertain causal relations. Investigating this would reveal much about methods of causal attribution in ordinary life.
Concerns of living
The squash example helps to reveal one further important issue that has been regarded as more peripheral to causal attribution than it is. Traditional models of causal attribution were conceived within the framework of Heider's (1958) notion that ordinary people are naõ $ ve or informal scientists. The motivations of the lay scientist are usually listed as understanding, prediction and control, and Heider asserted that understanding was the most important of these on the grounds that it was a prerequisite for the other two. Mill's Methods were also designed to ful®l the aim of understanding, but in science rather than everyday life. As the squash example shows, however, causal induction by laypeople is diå erent from pure science in that it is not divorced from practical concerns. Indeed, it is the context of practical concerns that shapes both the causal question asked and the method used to answer it. Jack asked a causal question, and designed an intervention to answer it, in order to contribute to a prevailing practical concern, the improvement of his squash game. Hilton (1990 Hilton ( , 1991 Hilton ( , 1995 has taken up one aspect of causal attribution in the context of practical concerns, the idea that causal attributions are frequently made in interpersonal interactions and are constrained by general rules of conversation (Grice, 1975) . Hilton (1990) proposed a two-stage model. The ®rst stage, causal diagnosis, involves identifying a causal connection between two events. The second stage is interpersonal explanation, the aim of which is to make use of the causal diagnosis to close a gap in the explainee's knowledge. The person giving the explanation selects from the full diagnosis the element that closes the gap in the explainee's understanding. For the sake of this function, causal explanation in conversation must`be relevant to a question as well as true of the target event ' (p. 67, italics in original). Hilton (1995) drew a parallel between this two-stage model and a comment made by Mill (1843}1973). Mill de®ned cause as the sum total of all necessary conditions for an eå ect (see above): his comment was that giving a full account of all these conditions on every occasion was unnecessarily ponderous and that many could be omitted because they were either implicitly understood or not relevant to the purpose in view. In saying this, Mill recognized that explicit explanations are often selections from the full set of causally relevant conditions, thereby pre®guring recent work on causal selection, such as Hilton's idea of selection in accordance with conversational maxims (see also Hesslow, 1988 ; McGill, 1989 McGill, , 1990 .
Even so, the systematic use of methods of inference is still fundamental to these models. The Methods, or similar devices, are used to construct a causal analysis, and the role of practical concerns is limited to guiding the selection of elements from this analysis for public presentation. One can go much further in overturning the lay scientist notion. This argument has been developed at length elsewhere (White, 1984 (White, , 1995 and will be summarized only brie¯y here. Practical concerns do not merely provide a context for causal attribution, or a means of selecting elements from a quasi-scienti®c causal analysis. Laypeople are not naõ $ ve scientists and understanding is not their primary goal. They are fully and permanently involved in the business of living. The primary goal of causal attribution is to serve the interests of the attributer. The job of causal attribution is to make the best possible contribution to the practical concerns in respect of which the process of attribution is carried out. Those practical concerns determine when a causal question is asked, the particular causal question asked, and the method used to generate an answer.
Often the causal attribution that best contributes to the business of living is also the most accurate, the one that gives the best understanding. But this is not invariably the case and, when it is not, the concerns of living dominate at the expense of understanding. The importance of this in the present context lies in the fact that it helps to explain why there are multiple methods of causal attribution. If people had only one method there would be no room for the¯exibility that the service of concerns of living requires. As it is, people can choose the method that suits them, subject to constraints imposed by the form of information available. It also explains why people use methods that are fallacious : so long as a method can be used to contribute appropriately to practical concerns, it does not matter whether or not it is really a valid device for causal inference. Ultimately, people believe what they want to believe (and try to get others to believe what they want them to believe), and they choose the inferential device that helps them to justify whatever claim they want to make, whether privately to themselves or publicly in discourse. This precisely inverts the traditional view : there is no initial quasi-scienti®c causal analysis ; initially there are salient practical concerns, and choice and use of inferential method are subservient to those.
Consider an example. It has been proposed by a number of authors that causal analysis follows the de®nition of a set of instances, variously called a`causal ®eld ' or a`focal set ' (Cheng, 1997 ; Cheng & Novick, 1990 Mackie, 1965 Mackie, , 1974 . Adapting an illustration used by Mackie (1965 Mackie ( , 1974 , suppose that a number of people working in a nuclear power plant have developed cancer. Then one may ask, What causes these cases of cancer ? ', eå ectively de®ning a causal ®eld that consists of the set of occurrences. With a causal ®eld de®ned this way, the Method of Agreement can be used to eliminate all conditions not common to all the individuals involved and to ascribe causality to whatever is left. Let us say that the only condition left is exposure to a certain level of radiation. Alternatively, one may ask,`Why did these people develop cancer, when others who also work at the plant and were exposed to similar levels of radiation did not? ' This de®nes a diå erent causal ®eld, and not only the cause identi®ed but also the method used for causal attribution is likely to be diå erent as well. Now the most obvious cases where concerns of living dominate over the goal of understanding are those where somebody may be held to blame for an event. For example, suppose that the hypothetical owners of the nuclear power plant where the cancer victims worked are anxious to avoid being blamed for the cancer. The causal question they ask, and the method used to generate an answer, will both be determined by this. Because of their practical concern they are more likely to compare the people who got cancer with others who were exposed to the same risks but did not get cancer, and to use a method of causal attribution such as something resembling the Indirect Method of Diå erence that will result in the elimination of exposure to radiation from the list of causal candidates. Choice of causal attribution method is determined by the practical concern of avoiding blame, not by a quasiscienti®c quest for understanding. Disagreements over the cause of (and blame for) the cancer cases emerge from use of diå erent methods of causal attribution, which in turn are motivated by diå erences in practical concerns.
Indeed, in many cases, a practical concern may lead directly to a causal attribution, and causal questions and methods are then put to the service of justifying the attribution made, not of making it in the ®rst place. When two cars collide each driver is likely to want to say that the other one was the cause of the accident. For each driver the attribution comes before the use of a method of inference because practical concerns demand it, and evidence will then be selected and a method of inference applied to justify the attribution made, regardless of whether it is right or wrong.
Conclusions
The inspiration provided by Mill is the idea of a set of methods, rather than just one universal device, that are selected as appropriate to the judgmental problem at hand. The author has proposed a number of general determinants of choice of method that have been insu¬ ciently investigated in causal attribution research or wrongly regarded as peripheral and subsidiary: constraints imposed by the form of available information and the need to eliminate alternative causal candidates; single vs. multiple explananda; the use of intervention or experiment as opposed to mere observation; and the overriding importance of concerns of living as determinants of causal attribution. A systematic delineation of methods of causal attribution is a long way oå , but the present treatment does at least enable one to say that there are probably many of them, and that several diå erent kinds of factors determine which is used on a given occasion.
Mill was aware that causal inference is a complex aå air in an imperfect world. His Methods, however, were designed for scientists who possessed some power to control the conditions of experimentation and observation. People have much less power to control these things in everyday life and available information is correspondingly more complex and disorganized. Methods of causal attribution used by ordinary people must be diverse and¯exible enough to cope with the conditions under which they have to be used. This article has sketched out a number of factors that are likely to be important determinants of method, and it is hoped that this will facilitate the development of causal attribution models that do better justice to causal attribution as it occurs in everyday contexts.
