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ABSTRACT 
I t e r a t i v e  minimization a lgor i thms a r e  s t u d i e d  f o r  func- 
t i o n a l s  def ined  on En and convergence theorems are obta ined .  
F i r s t ,  a gene ra l  review of convexi ty  f o r  f u n c t i o n a l s  i s  given. 
Then, the two a s p e c t s  of an i t e r a t i v e  minimization a lgor i thm 
--the d i r e c t i o n  i n  which the  nex t  i t e r a t e  i s  sought and t h e  
s tep-s ize--are  independently analyzed. I n  t h e  a n a l y s i s  of 
d i r e c t i o n  emphasis is placed on t h e  Gauss-Seidel and t h e  
block Gauss-Seidel methods rather than on gradient methods, 
A v a r i e t y  of s t ep - s i ze  a lgori thms a r e  s t u d i e d  inc lud ing  
minimization, Curry, over-relaxed Curry ,  use of one Newton 
s t e p  and the methods of Altnan, Armijo, and Goldstein.  Fin- 
a l l y ,  complete convergence theorems are given f o r  represen-  
t a t i v e  algori thms.  
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INTWDUCTION 
In re~ent ---- years iterative rnethcds for fiadhm 3 the mini- 
n mum of a (not necessarily quadratic) functional g:D c E + R 
have received considerable attention. In this paper we are 
concerned with convergence theorems for such iterative mini- 
mization algorithms and in particular for the Gauss-Seidel 
minimization algorithm. 
Any iterative minimization algorithm which produces a 
sequence of iterates satisfying u '+' = up-t ep has two 
P 
tasks at each step: selecting the direction ep in which 
the next approximation must lie, and choosing t the step- 
size or distance to the next iterate. Sometimes these deci- 
P 
sions are made simultaneously, as with Newton's method, or 
are closely bound to each other as with conjugate gradient 
methods. But generally the decisions can be made indepen- 
dently, and we shall analyse them independently. 
The directions we analyse fall into two categories. 
The first consists of directions which are related to the 
gradient direction, To minimize a functional g these 
methods select at up a direction ep satisfying 
tends to zero. Under suitable hypotheses, certain conjugate 
1 
2 
gradient methods and the methods of Newton, JaCObi, Gauss- 
Southwell and Seidel are gradient-related. 
A great many papers deal with gradient or gradient- 
related minimization algorithms. Among the more recent are 
Altman [il, [21 ,  Armijo [3]8 Goldstein E1418 E1518 [161, [17L 
Nashed [27] ,  and Ostrowski [32]. The thrust of their work 
has been to extend the spaces in which the results hold, re- 
duce the differentiability assumptions about the functional, 
to increase the number of ways in which step-size may be de- 
termined, and to generalize the relationship to the gradient. 
In the second category are the Gauss-Seidel, Gauss- 
Seidel-Newton, block Gauss-Seidel, block Gauss-Seidel-Newton 
and Rosenbrock [36] algorithms, which are not gradient- 
related methods. 
methods, only Schechter [ 3 8 ]  has obtained non-local conver- 
gence results for Gauss-Seidel and Gauss-Seidel-Newton. 
other methods have not previously been investigated at all 
for non-quadratic functionals (or non-linear equations). 
In contrast to the many papers on gradient 
The 
This paper is organized in the following manner. Chap- 
ter I is background material and deals essentially with con- 
vexity f o r  functionals. The relationships between convexity 
of a functional, monotonicity of its derivative, and posi- 
3 
tive definiteness of its second derivative are reviewed. We 
then consider pseduo-convexity and quasi-convexity and the 
relationships between the various kinds of convexity are ex- 
amined. Finally we examine another kind of convexity and 
characterize it as precisely those quasi-convex functionals 
for which every local minimum is a global minimum. 
Chapters I1 and I11 contain the basic results on con- 
vergence. In Chapter 111 a wide variety of methods for 
choosing step-size are examined, including, among others, 
all of the step-size algorithms given in [2] ,  [3], [14],[16], 
r - - , ?  ---J r 9 0 i  
methods and study the principles underlying the proofs. The 
analysis is carried out in sufficient generality so that the 
results are independent of the direction algorithms. In 
Chapter I1 we analyse the direction algorithms and give con- 
ditions for g'(u ) to tend to zero and for the sequence of 
iterates to converge. 
L L I ,  dl lU  L J O J .  We extend t h e  a p p l i c a b i l i t y  cf seme cf these 
P 
Chapter IV is devoted to applying the results of the 
previous chapters to specific algorithms. Because we can 
pair (in general) any distance choice with any direction 
choice there are a great many potential algorithms, most of 
them new but uninteresting. We therefore restrict ourselves 
to illustrating rather than exhausting the possibilities. 
4 
Chapter V is devoted to block methods generally, and 
block Gauss-Seidel and block successive over-relaxation in 
particular. 
We can now summarize our results. The paper contains 
the first nonlocal convergence theorems for non-linear suc- 
cessive over-relaxation and the corresponding block methods. 
We also greatly extend the class of functions for which 
Gauss-Seidel is known to converge, eliminating in some cases 
convexity conditions on the functional. We also analyse for 
the first time the steepest descent-Newton method and the 
Jacobi iteration. Perhaps more important is the general 
theory which separates the questions of step-size and direc- 
tion and analyses the essential factors in each. 
\ 
CHAPTER I 
CONVEXITY 
This chap te r  conta ins  p r i m a r i l y  background m a t e r i a l .  
Following some b r i e f  i n t roduc to ry  material on d e r i v a t i v e s  
t h e  bulk  of t h e  chap te r  d e a l s  wi th  va r ious  k inds  of convex- 
i t y  f o r  f u n c t i o n a l s .  
' These s e c t i o n s  a r e  intended a s  a survey of t h e  r e l e v a n t  
r e s u l t s  i n  'Mangasarian [ 251, Minty [ 261, Newman [ 291, Po l j ak  
[ 343, Ponstein [ 351, and Wilde [ 451. W e  also o b t a i n  some 
new r e s u l t s  which f u r t h e r  c h a r a c t e r i z e  t h e  d i f f e r e n t  k inds  
of convexi ty  and c l a r i f y  t h e  r e l a t i o n s h i p s  between them. 
1.1 Pre l imina r i e s .  Let  X and Y denote  real  Banach 
spaces ,  and F:D c X -+ Y a mapping def ined  on a subset D 
of X. I f  f o r  some x E D and every h E X 
(1-1.1) l i m  
F (x4th)  - F (x) 
t W ( x ; h )  = ~ 
e x i s t s  t hen  we say t h a t  F i s  Gateaux d i f f e r e n t i a b l e  a t  x. 
W ( x ; h )  i s  c a l l e d  t h e  Gateaux d i f f e r e n t i a l  of F a t  x i n  
t h e  d i r e c t i o n  h. When VF(x;h) i s  bounded and l i n e a r  i n  h 
we denote  it by F ' ( x ) h  and F ' ( x )  i s  c a l l e d  t h e  Gateaux de- 
r i v a t i v e  of F a t  x. I f ,  i n  a d d i t i o n ,  
(1-1.2) 
5 
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ho lds ,  then F' (x) i s  c a l l e d  the Freche t  d e r i v a t i v e  of F 
a t  x. i2 the  Gateaux d e r i v a t i v e  exis ts  i n  a neighborhood 
of x and i s  cont inuous a t  x then  (1.1.2) holds  and the 
Freche t  d e r i v a t i v e  a l s o  e x i s t s  a t  x,  A complete d i s c u s s i o n  
w i l l  be found i n  Vainberg [ 411. 
I f  F maps a subse t  of X t o  Y, then F '  i s  a map- 
p ing  i n t o  
o p e r a t o r s  from X t o  Y, The second (Gateaux o r  Freche t )  
d e r i v a t i v e  F" i s  de f ined  a s  above by F" = ( F ' )  I .  I n  pa r -  
t i c u l a r ,  when F i s  a f u n c t i o n a l  ( t h a t  i s  Y = R,  t h e  real  
numbers ) ,  then L ( X , R )  i s  t h e  conjugate  space X* of X and 
whenever F" (x )  e x i s t s  it i s  a bounded l i n e a r  map from X 
t o  X*, s i n c e ,  f o r  h E X, F" ( x ) h  E X*, and i s  a bounded 
l i n e a r  func t iona l .  F " ( x )  may a l s o  be thought of as a bi-  
l i n e a r  mapping from X 8 X  t o  R. 
L(X,Y)  , t h e  Banach space of a l l  bounded l i n e a r  
L e t  the  open i n t e r v a l  o r  l i n e  segment {u+t(v-u)  : O < t < l ]  
be denoted by (u ,v)  and the corresponding c losed  i n t e r v a l  by 
[ u,v]  . 
l i n e  segments  i f  f o r  any c losed  i n t e r v a l  [ u , v ]  C D, and 
0 5 t S 1, G(u+t(v-u) )  i s  a cont inuous f u n c t i o n  of t. I t  
fo l lows  immediately from t h e  d e f i n i t i o n  of a Gateaux de r iva -  
t i v e ,  (1.1.1) that  if G i s  Gateaux d i f f e r e n t i a b l e  i n  D 
then G i s  cont inuous on l i n e  segments i n  D. 
W e  say t h a t  a map G:D c X + Y i s  cont inuous on 
7 
For f u n c t i o n a l s  we have a mean va lue  theorem t h a t  i s  
s i m i l a r  t o  and based on the corresponding theorem f o r  func- 
t i o n s  of a s i n g l e  r e a l  variable, (See Vainberg [41].) 
L e t  g : D c  X -, R have a Gateaux d e r i v a t i v e  t h a t  i s  con- 
t inuous  on l i n e  segments and l e t  the c losed  i n t e r v a l  [u ,v]  
l i e  i n  D. Then 
(1.1.3) g(u)  - g(v)  = g' (w) (u-v) 
fo r  some w i n  the open i n t e r v a l  ( u , v ) .  There i s  a l so  an  
i n t e g r a l  form of the mean va lue  theorem. Under the same as- 
sumptions as above 
A s imi la r  r e l a t i o n  i s  obtained for  G:D C X - X*, L e t  G 
have a Gateaux d e r i v a t i v e  t h a t  i s  cont inuous on l i n e  seg- 
ments i n  D and suppose tha t  the c losed  i n t e r v a l  [u ,v ]  l i e s  
i n  D. Then 
(1.1.5) ( G ( u ) -  G(v)) (U-v) = Jl[ G' (u+t  (v-u) ) (u-v) (u-v) ]at .  
For f u r t h e r  d i scuss ion  of Gateaux and Frechet de r iva -  
t i v e s  w e  refer the reader  t o  Vainberg [41] and Dieudonne [ 81, 
W e  w i l l  f requent ly  use func t ions  w h o s e  va lues  approach 
ze ro  only  when their  arguments do. W e  therefore def ine :  
D e f i n i t i o n  1-1.1. A func t ion  d:[O,a) - [O,a) forces 
i t s  arqument t o  zero  i f  f o r  any p o s i t i v e  sequence it,], 
8 
l i m  d ( t n ) =  0 impl ies  l i m  t n  = 0.  
n+a n+* (1 .1.6)  
For b r e v i t y  w e  simply say d i s  forc inq .  T h e  fo l lowing  
lemma, whose proof i s  obvious,  c h a r a c t e r i z e s  f o r c i n g  func- 
t i o n s .  
Lemrr,a 1.1.1. A func t ion  d : [ O , a )  + [O,-) f o r c e s  i t s  ar- 
gument t o  zero i f  and only  i f  d i s  bounded away f r o m  zero  
i n  [c , - )  f o r  any p o s i t i v e  c. 
Clear ly  every non-decreasing func t ion  d such t h a t  
d ( t )  > 0 f o r  t > 0 i s  forc ing .  W e  sha l l  c a l l  such func- 
t i o n s  non-decreasinq f o r c i n q  func t ions  and use  them through- 
o u t  t h i s  chapter.  Non-decreasing forciqg func t ions  inc lude  
a l l  polynomials w i t h  p o s i t i v e  c o e f f i c i e n t s .  More g e n e r a l l y  
we have the fol lowing,  whose proof i s  immediate by  Lemma 
1.1.1. 
Lemma 1.1.2. The sum, product  and composition of any 
t w o  (non-decreasing) f o r c i n g  func t ions  i s  aga in  a (non- 
decreas ing)  f o r c i n g  func t ion .  
W e  a l s o  have 
Lemma 1.1.3. I f  d i s  an i n t e g r a b l e  f o r c i n g  func t ion  
and c i s  a non-negative cons t an t  t hen  the f u n c t i o n  d de- 
- -1 
f ined  by  d ( t )  = d ( s t + c ) d s  
U O  
i s  fo rc ing .  
I 
I 
I 
1 
s 
I 
I 
I 
I 
I 
8 
I 
I 
I 
8 
I 
I 
e 
I 
.I 
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Proof: For any t de f ine  t '=  $t. By Lemma 1.1.1 
t h e r e  i s  some c ' >  0 such t h a t  s S t '  impl i e s  d ( s )  Z c ' .  
But then f o r  s Z t, 
1 S+€ S+€ 
0 € $S+€ 
- 
d ( s )  = l d(sQ+s)dB = l/s Jd (e )d0  Z l/s S c ' d 0 . Z  sic' 
- 
and thus  d i s  fo rc ing .  
W e  end t h i s  s e c t i o n  by in t roduc ing  a p a r t i c u l a r  f o r c i n g  
func t ion  t h a t  w e  s h a l l  use f r e q u e n t l y  i n  l a t e r  chap te r s ,  
L e t  g:3 C X -, R be a func t iona l  wi th  a uniformly cont inuous 
F reche t  d e r i v a t i v e  g '  i n  D and & f i n e  
(1.1.7) 6 (t) = inf{/lu-vii:u,v E D ; j j g '  (u ) -g '  (v) 11 2 t] 
f o r  
8 > 0, t h e  uniform c o n t i n u i t y  of g '  imp l i e s  t h a t  t h e r e  i s  
6' such t h a t  
(1.1.8) llu-vII < 6' implies  \ / g l  (u) -4' (v) 11 < c ; 
hence, 6 ( s )  a s  def ined  by (1.1-7) i s  t h e  l a r g e s t  value of 
0 S t S T = sup{l/g' (uj-g '  (v) \l:u,v E D].  For a given 
6 ' such t h a t  (1.1.8) holds.  Fu r the r  6 i s  a non-decreasing 
func t ion  and by t h e  uniform c o n t i n u i t y  of g ' ,  6 (t) > 0 f o r  
t > 0 .  Thus 6 i s  a non-decreasing f o r c i n g  func t ion ,  The 
func t ion  6 i s  e s s e n t i a l l y  t h e  i n v e r s e  of t h e  modulus of 
c o n t i n u i t y  of g' defined by 
(1.1.9) w (t) = SUP{ I~cJ' (u) -g' (v)  I \ : u , v  E D, I I u - v \ ~  S t],  
1 . 2  Convexity, Monotonicity and P o s i t i v e  Def in i teness .  
W e  nex t  examine t h e  r e l a t i o n s h i p  of convexi ty  of a f u n c t i o n a l  
I 
10 
monotonicity of i t s  d e r i v a t i v e ,  and p o s i t i v e  d e f i n i t e n e s s  of 
i t s  second d e r i v a t i v e .  
A f u n c t i o n a l  g:D C X -, R 
Do C D i f  f o r  a l l  u ,v  E Do and a l l  t E [0,11, 
i s  convex i n  some convex set  
(1.2.1) g ( t u  + ( l - t ) v )  +; t g ( u ) + ( l - t ) g ( v ) .  
g i s  s t r i c t l y  convex i f  f o r  u # v and t E ( O , l ) ,  
(1.2.2) g ( t u  + (1-t) v) < t g  (U) i (1-t) g (v) . 
g 
func t ion  d, 
i s  u n i f o r m l y  convex i f  f o r  some non-decreasing f o r c i n g  
(1.2.3) g ( t u  4-(1-t)v) s 
T h e  d e f i n i t i o n s  of convexity and s t r i c t  convexi ty  a r e  
s tandard  and c l a s s i c a l ;  uniform convexi ty  does n o t  s e e m  t o  
have been d e f i n e d  u n t i l  now al though Po l j ak  [34] d e f i n e s  a 
f u n c t i o n a l  t o  be s t r o n q l y  convex when 
(1.2.3') g (  (u+v) / 2 )  &g(u)  + &g(v)  - %cllu-vl12 8 
f o r  c > 0. 
W e  r e c a l l  nex t  the concept of a monotone mapping. If 
g:D C X -, R has a Gateaux d e r i v a t i v e  g ' ,  t hen  g '  i s  
monotone on D i f  f o r  a l l  u ,v  E D 
(1.2.4) (9' (u) -g' ( v ) )  (u-v) z 0. 
g '  i s  s t r i c t l y  monotone i f  f o r  u # V I  
(1.2.5) (4 '  (4 -g' (VI  1 (U-V) ' 0 .  
11 
g '  i s  uniformly monotone i f  f o r  some non-decreasing f o r c i n g  
f-iinction d,  
Monotonicity has  been def ined  i n  more g e n e r a l i t y  f o r  
mappings G:D c X - X* by Zarantonel lo  ( 4 5 1  and exp lo i t ed  
by va r ious  au thors .  Our d e f i n i t i o n  of uniform monotonicity 
i s  a s l i g h t  g e n e r a l i z a t i o n  of what i s  u s u a l l y  called s t r o n q  
monotonicity: ( d ( t )  = c t ,  c > 0) 
(1 .2 .6 ' )  (4 '  (u) - g(v )  ) (u-v) 2 cIIu-v\y. 
W e  see immediately t h a t  uniform convexi ty  impl ies  s t r i c t  
convexi ty  which i n  t u r n  imp l i e s  convexity.  Likewise, uniform 
monotonicity impl ies  s t r i c t  monotonicity which impl i e s  mono- 
t o n i c i t y  . 
For f u n c t i o n a l s  g wi th  Gateaux d e r i v a t i v e s  which a r e  
cont inuous on l i n e  segments, w e  show b e l o w  t h a t  convexity (re- 
s p e c t i v e l y ,  s t r i c t  convexity o r  uniform convexity) i s  equiva- 
l e n t  t o  monotonicity ( r e spec t ive ly ,  s t r i c t  monotonicity o r  
uniform monotonicity) of g '  . These r e s u l t s ,  al though elemen- 
t a r y ,  appear t o  have been overlooked i n  the l i t e r a t u r e  u n t i l  
r e c e n t l y .  Minty [ 2 6 ]  showed t h a t  convexi ty  of g imp l i e s  
monotonicity of g ' .  T h i s  i s  done f o r  a topo log ica l  vec to r  
space and a g e n e r a l i z a t i o n  of t h e  F reche t  d e r i v a t i v e .  
[ 3 4 ]  states  wi thout  proof the equivalence of (1 .2.3 ' )  and 
Poljak 
(1 .2 .6 ' ) .  For completeness w e  prove the fo l lowing  although 
12 
only the equivalence of t he  " s t r i c t "  s ta tement  seems t o  be 
e n t i r e l y  new. 
Theorem 1.2.1. L e t  D be an open convex s u b s e t  of a 
r e a l  Banach space X,  and assume g:D C X -, R h a s  a Gateaux 
d e r i v a t i v e  t h a t  i s  continuous on l i n e  segments i n  D, Then: 
(a )  g' i s  monotone i n  D i f  and only i f  g i s  convex i n  D, 
(b) g '  i s  s t r i c t l y  monotone i n  D i f  and only i f  g i s  
s t r i c t l y  convex i n  D,  
( c )  g' i s  uniformly monotone i n  D i f  and only i f  g is 
uniformly convex i n  D. 
Proof: From t h e  mean value theorem, (1.1.4) 
[ 4 '  (v+0 (u-v) ) (u-v) ]de 
1 
0 
g (u) -4 (v) = 
and 
so  t h a t  
5 (au+ (1-CY) v) -ag (u) - (1-2) g (v) = 
If g' i s  monotone t h e  integrand i s  non-negative and g 
i s  convex. I f  g '  i s  s t r i c t l y  monotone t h e  integrand i s  pos- 
i t i v e  and g i s  s t r i c t l y  convex. When g '  s a t i s f i e s  (1.2.6) 
w e  have 
9- (CY 0 u+ ( l - a c  v) - ( a  g (u) + ( 1 -a) g ( v) ) s 
13 
and thus  
where 
If w e  se t  /3 = (l-W) and interchange t h e  roles of u and 
Since d i s  non-decreasing and s a t i s f i e s  d ( t )  > 0 for 
t > 0, d has these  same p r o p e r t i e s .  Hence (1.2.3) holds 
- f  
and g is  uniformly convex. 
Conversely, i f  g i s  uniformly convex and 0 < CY < 1, 
(1 .2  .. 3 )  y i e l d s  
Now l e t  CY t e n d  t o  zero. S ince  g i s  d i f f e r e n t i a b l e  a t  
v and d is  a non-decreasing func t ion ,  we  conclude t h a t  
Interchanging t h e  roles of u and v i n  ( 1 . 2 . 7 )  and adding 
t h e  r e s u l t  t o  (1.2.7) w e  have 
Cg' (u)  -g '  ( V I  1 (u-v) 2 2 \Iu-vlld (llu-vll) . 
'Thus if g i s  uniformly convex, 9'  i s  uniformly monotone 
and wi th  d set  t o  zero t h i s  also shows t h a t  convexi ty  of 
g ' implies  monotonicity o f  g ' .  If g is  s t r i c t l y  convex 
and u f v w e  l e t  w = $(u+v) and o b t a i n  
14 
Thus 
g '  (u) (v-u) < g(v)  - g(u)  
and ' w e  conclude t h e  s t r i c t  monotonicity of 4 ' .  
W e  note t h a t  i n  t h e  course  of t h e  proof w e  have a c t u a l -  
l y  obtained t h e  fol lowing basic d i f f e r e n t i a l  i n e q u a l i t i e s  
w h i c h  ho ld  without  any c o n t i n u i t y  assumptions on g': 
(i) g i s  convex i f  and only i f  
(1 .2 .8 )  g '  (v) (U-V) S g ( u ) -  g ( V )  S 4 '  (u) (U-v); 
(ii) g i s  s t r i c t l y  convex i f  and only i f  f o r  u # v 
(1.2.9) g'  (v) (U-V) < g ( U ) -  g(V) < g'  (u) (U-v),; 
(iii) g i s  uniformly convex i f  and only i f  f o r  some non- 
decreas ing  f o r c i n g  func t ion  d 
(1.2.10) g '  (v)  (U-V) d g ( u )  - g(V) - \ \u-v\ \d( \ \u-v\ l ) .  
Corresponding t o  convexi ty  f o r  t h e  f u n c t i o n a l  and mono- 
t o n i c i t y  for  the f i r s t  d e r i v a t i v e  i s  p o s i t i v e  d e f i n i t e n e s s  
of the second d e r i v a t i v e .  Again w e  have a three p a r t  d e f i n i -  
t i o n .  
L e t  Y be t h e  c o l l e c t i o n  of a l l  b i l i n e a r  mappings f r o m  
X x X t o  R. A map A:D C X Y i s  p o s i t i v e  d e f i n i t e  i n  
D i f  f o r  a l l  u E D and h E X 
( 1.2.11)  A(u)hh 0.  
I 
I 
I 
1 
t 
8 
I 
8 
I 
I 
I 
t 
8 
8 
I 
I 
8 
I 
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A i s  s t r i c t ly  p o s i t i v e  d e f i n i t e  i f  f o r  h # 0 
(1.2.12) A(u)hh > 0. 
A i s  uniformly p o s i t i v e  d e f i n i t e  i f  f o r  some c > 0,  
(1.2.13) A(u)hh Z c\\hl12. 
T h i s  nomenclature i s  s l i g h t l y  non-standard. T h e  f i r s t  
concept i s  usua l ly  c a l l e d  non-negative d e f i n i t e  o r  p o s i t i v e  
semi-def in i te  and t h e  second i s  c a l l e d  p o s i t i v e  d e f i n i t e .  
Note t h a t . w e  cannot gene ra l i ze  uniform p o s i t i v e  d e f i n i t e n e s s  
i n  a manner analogous t o  uniform monotonicity and uniform 
convexi ty  by means of an a r b i t r a r y  non-decreasing f o r c i n g  
func t ion .  A(u) i s  by d e f i n i t i o n  a b i l i n e a r  ope ra to r  and must 
a c t  q u a d r a t i c a l l y  on h. Observe a l s o  t h a t  i f  D i s  compact 
and A i s  continuous then s t r ic t  p o s i t i v e  d e f i n i t e n e s s  of A 
i n  D impl ies  uniform p o s i t i v e  d e f i n i t e n e s s  of A i n  D. 
S ince  the converse i s  always t r u e , s t r i c t  and uniform p o s i t i v e  
d e f i n i t e n e s s  a r e  equiva len t  f o r ,  continuous o p e r a t o r s  on com- 
p a c t  domains. 
t o n i c i t y  of g '  and p o s i t i v e  d e f i n i t e n e s s  of g " .  
W e  n e x t  give the r e l a t i o n s h i p s  between mono- 
Theorem 1.2.2. Let g:D C X R have a second Gateaux 
d e r i v a t i v e  t h a t  i s  continuous on l i n e  segments on D. Then: 
(a) g" i s  p o s i t i v e  d e f i n i t e  i f  and only i f  g' i s  monotone. 
(b) If g" i s  p o s i t i v e  d e f i n i t e  and s t r i c t l y  p o s i t i v e  d e f i -  
n i t e  except  perhaps on a set  w h i c h  con ta ins  no l i n e  
segments then g '  i s  s t r i c t l y  monotone. 
1 6  
(c) 
I f  
and 
g" i s  uniformly p o s i t i v e  d e f i n i t e  i f  and only i f  g '  i s  
uniformly monotone wi th  a l i n e a r  f o r c i n g  func t ion .  
Proof: From the mean value theorem, (1.1.51, 
1 
(9' (u) -g' ( v ) )  (u-v) = J [ g" ( t v + ( l - t ) u )  (u-v) (u-v) I d t .  
0 
g" is p o s i t i v e  d e f i n i t e  t h e  in t eg rand  i s  non-negative 
thus  g' i s  monotone. I f  u # v and g" i s  p o s i t i v e  
d e f i n i t e  and s t r i c t l y  p o s i t i v e  d e f i n i t e  except  perhaps on a 
set  conta in ing  no l i n e  segments, then g" i s  s t r i c t l y  pos i -  
t i v e  d e f i n i t e  a t  some p o i n t  of the c losed  i n t e r v a l  [ u , v ] .  
B u t  g" i s  continuous on l i n e  segments and i s  t h e r e f o r e  
s t r i c t l y  p o s i t i v e  d e f i n i t e  on some s u b - i n t e r v a l  of [u ,v ] .  
Therefore  the  in tegrand  i s  p o s i t i v e  and g '  i s  s t r i c t l y  mo- 
notone. I f  g" i s  uniformly p o s i t i v e  d e f i n i t e  the in t eg rand  
i s  greater than c ~ l u - v ~ ~ "  f o r  some c > 0, and g" i s  uni-  
formly p o s i t i v e  d e f i n i t e .  
Conversely i f  
(gl (u) -4' (v) ) (u-v) z cl\u-vil" 
then f o r  h E X,  u E D, and any t # 0 ,  
(9' (u+th) -g' (u)  ) t h  = c\1thlj2 
t2 - t2 
and l e t t i n g  t approach zero  w e  have by t h e  d i f f e r e n t i a b i l -  
i t y  of g ' ,  
g" (u )hh  2 c\ \h\12,  
so t h a t  g" is uniformly p o s i t i v e  d e f i n i t e .  I f  w e  set  
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c = 0 t h i s  shows t h a t  g" i s  p o s i t i v e  d e f i n i t e  when g '  i s  
monotone. 
The converse of (b) i s  n o t  t r u e  a s  t h e  example, x: + x:, 
shows. This  f u n c t i o n a l  i s  s t r i c t l y  convex and t h u s  has  a 
s t r i c t l y  monotone d e r i v a t i v e .  But t h e  second d e r i v a t i v e  i s  
s i n g u l a r  on t h e  l i n e  Xa = 0 and t h e r e f o r e  i s  n o t  s t r i c t l y  
p o s i t i v e  d e f i n i t e .  
P a r t  (a )  of t h e  theorem i s  a c l a s s i c a l  r e s u l t .  W e  no te  
t h a t  the s ta tement  and proof of t h e  e n t i r e  theorem extend 
immediately t o  d i f f e r e n t i a b l e  mappings G:D C X + X*, where 
G i s  n o t  n e c e s s a r i l y  the g r a d i e n t  of a func t iona l .  
1.3 Pseudo-Convexity and Quasi-Convexity. A f u n c t i o n a l  
g which h a s  a Gateaux d e r i v a t i v e  g '  on an open s u b s e t  D 
of a Banach space i s  pseudo-convex i f  f o r  a l l  u , v  E D 
(1.3.1) g (u )  < g(v)  imp l i e s  g ' ( v )  (v-u) > 0 .  
g i s  s t r i c t l y  pseudo-convex i f  f o r  u # v 
(1.3.2) g (u )  S g(v)  imp l i e s  g ' ( v )  (v-u) > 0 .  
g i s  uniformly pseudo-convex i f  f o r  some non-decreasing 
f o r c i n g  func t ion  d 
(1.3.3) g (u )  I g(v )  imp l i e s  g '  (v) (v-u) llu-vlld (11u-v11) . 
The concepts of pseudo-convexity and s t r i c t  pseudo- 
convexi ty  a r e  due t o  Mangasarian [ 2 5 ]  while  t h a t  of uniform 
pseudo-convexity i s  apparent ly  new. Note t h a t  d i f f e r e n t i a -  
. 
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b i l i t y  i s  necessary f o r  the d e f i n i t i o n  of pseudo-convexity 
(bu t  see Nashed [ 281 f o r  the no t ion  of suppor tab le  convexi ty  
which seems t o  be a n a t u r a l  g e n e r a l i z a t i o n  of pseudo- 
convexi ty) .  On t h e  o t h e r  hand, it i s  n o t  necessary  t h a t  a 
pseudo-convex func t ion  be de f ined  on a convex set. 
An important p rope r ty  of pseudo-convex f u n c t i o n a l s  i s  
t h a t  c r i t i c a l  p o i n t s  a r e  minima. The fo l lowing  i s  e s s e n t i a l -  
l y  due t o  Mangasarian [ 251. 
Theorem 1.3.1. A s s u m e  t h a t  the f u n c t i o n a l  g i s  Ga- 
teaux d i f f e r e n t i a b l e  on an open set  D C X and l e t  H be a 
l i n e a r  subspace of X. I f  g i s  ( s t r i c t l y )  pseudo-convex on 
D and f o r  some x E D ,  g '  ( x ) h  = 0 f o r  a l l  h E H, then g 
a t t a i n s  a (unique) m i n i m u m  i n  D n 6 a t  x, where fi i s  the 
a f f i n e  subspace {x-kh:h E HI. 
Proof: Suppose z E D n 2 and g ( z ) <  g ( x ) .  Then 
pseudo-convexity of g impl ies  t h a t  g '  (x) (x-z) > 0 which, 
s i n c e  x-z E H, i s  a c o n t r a d i c t i o n .  S i m i l a r l y ,  i f  g ( z )  S 
g ( x )  and x # z ,  we ob ta in  t h e  same c o n t r a d i c t i o n  i f  g i s  
s t r i c t l y  pseudo-convex. 
Corol la ry  1. L e t  u E D,  e # 0 and d e f i n e  f ( t )  = 
g(u - t e )  f o r  t such u- te  E D. I f  g '  ( u - t o e ) e  = 0 and g 
i s  ( s t r i c t l y )  pseudo-convex on D, then  f t a k e s  on a 
(unique) m i n i m u m  a t  to. 
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Corol lary 2. I f  g is ( s t r i c t l y )  pseudo-convex on D 
and g '  (x) = 0, t hen  g a t t a i n s  a (unique) minimum i n  D a t  
X. 
W e  show next  t h a t  each form of pseudo-convexity i s  weak- 
er than t h e  corresponding form of convexity. 
Theorem 1.3.2. Suppose g has a Gateaux d e r i v a t i v e  on 
an open convex subset D of a Banach space. I f  g is con- 
vex ( r e spec t ive ly ,  s t r i c t l y  convex o r  uniformly convex) on D 
then  g i s  pseudo-convex ( r e spec t ive ly ,  s t r i c t l y  pseudo- 
convex o r  uniformly pseudo-convex) on D. 
Proof: When g i s  convex, s t r i c t i y  convex o r  uniformiy 
convex g '  s a t i s f i e s  by (1.2.8), (1.2.9) o r  (1.2.10) respec- 
t i v e l y  e i t h e r  
(1.3.4) g '  (VI  (v-u) 2i g(v)  - g(u) , 
(1.3.5) g '  ( V I  (v-u) ' g(v)  - g(u )  I 
o r  f o r  some non-decreasing fo rc ing  func t ion  d 
(1.3.6) g '  ( V I  (v-u) g (v )  - g(u )  + Ilu-vlld (l\u-vII) 
I f  g (u)  5 g(v )  t h e s e  r e l a t i o n s  immediately imply t h a t  g i s  
pseudo-convex, s t r i c t l y  pseudo-convex o r  uniformly pseudo- 
convex r e spec t ive ly .  
It i s  immediate that a convex func t iona l  has convex lev-  
e l  sets, ( t h a t  i s ,  {x€D:g(x)S c ]  i s  convex f o r  any c) b u t  
t h e  converse i s  no t  t r u e .  This l eads  t o  t h e  well-known (see 
20 
e.g. Fenchel [ l o ] )  definition of a quasi-convex functional 
as one whose level sets are all convex. Equivalently, we 
may define quasi-convexity as follows. 
A functional g mapping a convex subset D of a Banach 
space X into R is quasi-convex if for all u,v in D 
and all w in the open interval (u,v) 
(1.3.7) g(u) S g(v) implies g(w) S g(v) . 
g is strictly quasi-convex if for u # v, 
(1.3.8) g(u) I g(v) implies g(w) c g(v). 
g is uniformly quasi-convex if for some non-decreasing for- 
cing function d 
(1.3.9) g(u) S g(v) implies g(v) 2 g(w) + 
f I I u--w I I d ( I I u--w I I 1 
i l l  v-wll d ( IIV-WII 1 min 
While the definition of quasi-convexity is standard we 
differ with Mangasarian [25] and Ponstein [35] on the defin- 
ition of strict quasi-convexity. Their definition of strict 
quasi-convexity (which we will call semi-strict quasi-convex- 
ity in the next section) does not, as (1.3.8) does, imply the 
uniqueness of a minimum of g. Poljak [34] has also given 
definitions of strict and uniform quasi-convexity which are 
equivalent to ours when the functional is lower semi-continu- 
ous . 
I 
I 
1 
8 
I 
8 
8 
1 
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W e  have immediately, t h a t  w i f o r m  quasi-convexi ty  i m -  
p l i e s  s t r i c t  quasi-convexity which impl ies  quasi-convexiLy. 
Furthermore, each k ind  of quasi-convexity i s  a consequence 
of t h e  corresponding k ind  of pseudo-convexity. 
Theorem 1 . 3 . 3 .  L e t  g have a Gateaux d e r i v a t i v e  t h a t  
i s  continuous on l i n e  segments i n  an open convex s u b s e t  D 
of a Banach space. I f  g i s  pseudo-convex ( r e s p e c t i v e l y ,  
s t r i c t l y  pseudo-convex or uniformly pseudo-convex) then g 
i s  quasi-convex ( r e s p e c t i v e l y ,  s t r i c t l y  quasi-convex o r  un i -  
formly quasi-convex) . 
Proof: Assume f o r  u # v t h a t  g ( u )  S g ( v ) .  L e t  w 
be long  t o  t h e  open i n t e r v a l  (u ,v)  and l e t  x be t h e  minimum 
of g on t h e  c losed  l i n e  segment [ u , v ] .  (g  i s  cont inuous 
and [ u , v ]  i s  compact so t h a t  t h e  minimum i s  a t t a i n e d . )  
Choose z a s  u o r  v so t h a t  w belongs t o  t h e  l i n e  seg- 
ment ( z , x ) .  By t h e  mean value theorem, (1.1.4), 
g ( z )  - s ( w )  = J i g '  (w+t(z-w)) (z-w)dt 
and t h u s ,  s i n c e  
r1 (1.3.10) g ( v ) -  g ( w )  Z J g '  (w+t(z-w)) (z-w)dt. 
But z-w i s  a p o s i t i v e  mul t ip le  of w+t(z-w)- x and thus  
0 
t h e  s i g n  of g '  ( w + t ( z - w ) )  (z-w) i s  t h e  same a s  t h a t  of 
g '  (w+t(z-w)) (w+t(z-w)-x). S ince  g ( x )  S g(w+t(z-w)) ,  pseudo- 
convexi ty  imp l i e s  t h a t  the in tegrand  of (1.3.10) i s  non- 
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nega t ive  and hence g i s  quasi-convex; l i kewise  s t r i c t  
pseudo-convexity impl ies  t h e  in tegrand  of (1.3.10) i s  pos i -  
t i v e  and hence g i s  s t r i c t l y  quasi-convex. I f  g i s  uni-  
formly pseudo-convex the in tegrand  s a t i s f i e s  
' ( w t t  (2-w) ) ( w t t  (2-w) -x) ( 1 1  z-wll) 
j j w t t  (2-w) - xi( 
l \ w + t  (2-w) - XI\ 
g '  ( w + t ( z - w ) )  (z-w) = 
~ - , d(\\w+t(z-w) - xli) /Iw+t(z-w) - xil*llz-w\L 
1 = d ( j j  t ( Z-W) + w - x ; ~ )  1 1  z -w~\  
d (I1 t (2-w) Ilfll W-XI1 1 I 1  z-wll I 
so t h a t  
r1 - where d ( t ) s J  d ( t 9 ) d e .  A s  z may be e i ther  u or v w e  
0 
have 
and a s  d is a non-decreasing fo rc ing  func t ion  t h i s  impl ies  
d i s  a non-decreasing f o r c i n g  func t ion .  Hence  g i s  uni-  
formly quasi-convex. 
T h e  r e l a t i o n s h i p s  der ived  i n  Theorems 1 . 3 . 2  and 1.3.3 
are summarized i n  F igure  1.3.1. 
uc 3 UPC a UQC 
U U U 
sc * SPC a SQC 
U U U 
C * PC 3 QC 
Fiqure 1.3.1 Rela t ionships  between va r ious  k i n d s  of convexity.  
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There a r e  a number of o t h e r  formula t ions  of quasi-con- 
vex i ty .  Pol jak  [ 341 u s e s  t h e  mid-point formulat ion:  For 
u , v  E D 
ufv 
(1.3.11) g ( u )  d g ( v )  impl ies  g ( 2 )  S g (  VI  - 
Newman [291  and Wilde [441 each g e n e r a l i z e  a concept of 
K e i f e r  [23] t o  n dimensions and c a l l  it unimodality and 
l i n e a r  unimodality r e spec t ive ly .  Their  d e f i n i t i o n  i s  equiv- 
a l e n t  t o  wh.at we  c a l l  s t r i c t  unimodality below and t u r n s  o u t  
(Theorem 1.3.5) t o  be equiva len t  t o  s t r ic t  quasi-convexity.  
A f u n c t i o n a l  g:D C X 4 R,  def ined  on a convex domain 
D i s  unimodai i f ,  f o r  any c iosed  i n t e r v a i  [ u , v j  c E w e  
have g (u )  Z g ( w )  Z g(x*) where x* i s  t h e  minimum of g 
on [ u , v ]  and w i s  any po in t  i n  t h e  open i n t e r v a l  (u,x*) . 
g i s  s t r i c t l y  unimodal i f  g ( u )  > g(w) > g(x*)  when u # x*. 
W e  have a l r eady  noted t h a t  quasi-convexity i s  equiva- 
l e n t  t o  convexi ty  of l e v e l  s e t s .  Other equivalences a r e  
given i n  the nex t  theorem. W e  r e c a l l  t h a t  a lower s e m i -  
cont inuous f u n c t i o n a l  s a t i s f i e s  l i m  i n f  
x -t x* 
t a k e s  on a minimum on any compact set .  
Theorem 1.3.4. L e t  g be a lower 
g ( x )  S g(x*)  , and 
semi-continuous func- 
t i o n a l  def ined  on a convex s u b s e t  D of a Banach space. 
Then t h e  fo l lowing  a r e  equivalent :  
(a) g i s  quasi-convex; 
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(b) g i s  unimodal; 
(c) for any u,v E D ,  g (u )  2 g ( v )  impl ies  g(-) 2 2 g(v) ;  
(d) f o r  every r e a l  c t h e  set  Sc = {u:g(u)<c]  i s  convex. 
u+v 
I f  g i s  continuously d i f f e r e n t i a b l e  the  fol lowing are a l so  
euq iva len t  t o  quasi-convexity: 
(e) f o r  any u , v  E D 
g ( u )  5 g ( v )  implies g '  (v) (v-u) Z 0 ;  
( f )  f o r  any u ,v  E D 
g (u)  < g(v )  impl ies  g '  (v)  (v-u) Z 0 .  
Proof: (a)=, (b) . L e t  x* be the minimum of g on 
[ u , v ]  and w E (u,x*) . Then g(x*) S g(w) and g(x*) g ( U )  - 
The l a s t  i n e q u a l i t y  and Quasi-convexity imply g(w) S g ( u ) .  
(b)a ( c ) .  A s s u m e  g ( u )  S g ( v ) .  L e t  x* be t h e  minimum of 
g on [u ,v ] .  I f  x* = - 
t o  (u,x*) or (v,x*) and thus  g ( 2 )  i s  less than  g ( u )  o r  
g (v )  r e spec t ive ly .  I n  e i t h e r  case g ( 2 )  S g ( v ) .  ( c ) j ( d ) .  
If u ,v  E Sc,  then max{g(u) , g ( v ) ]  < c. W e  prove by induc t ion  
on i that  the p o i n t s  W i ,  j = j2-iu+(1-J2-i)v, (OSjS2 ; i = O , l , . . )  
s a t i s f y  g(wi, j )  S max{g(u) , g ( v )  1 .  When i = 0 the r e s u l t  i s  
c lear .  
t h e r e  then  a r e  two c a s e s  t o  cons ider  f o r  i. When j i s  even, 
u+v be longs  we are done. I f  no t ,  -2 
u+v 
2 
u+v 
u+v 
i 
NOW assume g(wi1,  j )  s maxCg(u) , g ( v ) ]  f o r  i '  s i; 
W 
sis  g(wi , j  
i s  a l s o  t h e  p o i n t  wi-l ,$# and by the induct ion  hypothe- 
i , j  
- ) 5 max{g(u) ,g(v) ] .  When j i s  odd, w i , ,  
) / 2  and t h e  induc t ion  fo l lows  f r o m  (c) ( w i  -1, j -1 + wi -1, j + 1 
I 
I 
I 
t 
I 
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The se t  Ci = {wi , , :O 
and any p o i n t  w of (u ,v)  i s  t h e r e f o r e  t h e  l i m i t  of some se- 
quence of p o i n t s  i n  G .  B u t  t h e  va lue  of g a t  each p o i n t  
i n  G i s  less than or equal t o  max{g(u) , g ( v )  and by the 
lower semi-cont inui ty  of g8 g(w) s max{g(u) , g ( v )  3 e c. 
( d ) * ( a ) .  L e t  u8v E D, g(u)  g (v )  8 w E (U8v) and assume 
j 2i;  i = O,l,..] i s  dense i n  (u ,v)  
g(w) - t n a t  g(w) > g ( v ) .  Then u and v bo th  belong t o  S 
implies  w E S Convexity of S 
t i o n .  Thus g(w) g ( v ) .  The equivalence of ( a ) ,  ( d ) ,  (e) 
and ( f )  was proved by Ponstein [ 3 5 ]  i n  f i n i t e  dimensions 
under t h e  cond i t ion  t h a t  g i s  cont inuously d i f f e r e n t i a b l e .  
Since h i s  proof of t h e  equivalence of (a )  , (e) and ( f )  goes 
which i s  a con t r ad ic -  g (w) g (w) 
over verbatim t o  a Banach space w e  do n o t  r e p e a t  it here .  
Poljak[34] states equivalence of (c) and (a )  f o r  lower 
semi-continuous func t iona l s .  The r ecogn i t ion  t h a t  unimodal- 
i t y  and quasi-convexity are r e l a t e d  seems t o  have gone un- 
n o t i c e d  u n t i l  now. 
W e  nex t  cons ider  equ iva len t  formulat ions of s t r i c t  
quasi-convexi ty .  A s  w e  might expect  s t r i c t  quasi-convexity 
i s  equ iva len t  t o  s t r i c t  unimodality and s t r ic t  mid-point 
quasi-convexi ty  when t h e  f u n c t i o n a l  i s  lower semi-continuous. 
Theorem 1.3.5. L e t  g be a lower semi-continuous func- 
t i o n a l  de f ined  on a convex s u b s e t  D of a Banach space.  
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Then the following are equiva len t :  
( a )  9 is s t r i c t l y  quasi-convex: 
(b) g i s  s t r i c t l y  unimodal; 
( c )  f o r  u ,v  E D, g ( u )  s g ( v )  impl ies  g ( 2 )  < g ( v ) .  
Proof: W e  n o t e  t h a t  ( a ) ,  (b)  and (c )  each imply g i s  
For quasi-convex f u n c t i o n a l s  i f  t h e r e  i s  some 
u+v 
quasi-convex. 
w i n  t h e  open i n t e r v a l  (u ,v )  such tha t  g ( u )  S g(w) = g ( v )  
then g i s  cons tan t  e i t h e r  on the i n t e r v a l  [u,w] o r  on t h e  
i n t e r v a l  [w,v]. For i f  g w e r e  n o t  cons t an t  i n  e i ther  w e  
could f i n d  x '  i n  [u,w] and x"  i n  [w,v] such t h a t  g ( x ' )  < 
g(w) and g ( x " )  < g(w) . Hence, g(w) i s  s t r i c t l y  g r e a t e r  than  
t h e  maximum of g ( x ' ) ,  g ( x " )  even though w E [x ' ,x 'I] .  This 
c o n t r a d i c t s  quasi-convexity. Now assume ( a )  holds .  To prove 
(b)  assume t h a t  x i s  t h e  minimum of g on t h e  i n t e r v a l  
[u ,v]  and tha t  x i s  n o t  equal  t o  u. g i s  quasi-convex, 
hence unimodal, and f o r  any w i n  t h e  open i n t e r v a l  (u,x), 
g ( u )  2 g(w) 2 g ( x )  . W e  need only  s h o w  each of t h e s e  inequal-  
i t i e s  i s  s t r i c t .  I f  g ( u )  = g ( w )  then  a s  noted above g i s  
cons t an t  on a sub in te rva l .  B u t  a s t r i c t l y  quasi-convex func- 
t i o n  cannot be cons t an t  on a s u b i n t e r v a l .  I f  g(w) = g ( x ) ,  then  
by quasi-convexity any w '  i n  ( w , ~ )  s a t i s f i e s  g ( w ' )  < g ( x )  
which c o n t r a d i c t s  t h e  d e f i n i t i o n  of x. Now assume (b ) ,  
and fo r  u # v s e t  w = - . By the quasi-convexi ty  of g u+v 
2 
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w e  know t h a t  g(w) 5 max{g(u) , g ( v )  3 i t h e r e f o r e  w e  wish only t o  
show t h a t  t h e  equal i ty  i s  s t r i c t .  
c o u l d  conclude g w a s  cons tan t  on some line-segment and t h u s  
c o n t r a d i c t  s t r i c t  unimodality. A s  s i m i l a r  argument shows (c) 
impl i e s  ( a ) .  If w e  had e q u a l i t y ,  i . e . ,  g(w>= max{g(u) , g ( v )  3 ,  
f o r  some w i n  t h e  open i n t e r v a l  (u ,v)  , u # x then we  would 
have g cons t an t  on a l i n e  segment and t h i s  c o n t r a d i c t s  ( c ) .  
Th i s  completes t h e  proof .  
But i f  w e  had e q u a l i t y  w e  
S t r i c t l y  quasi-convex f u n c t i o n a l s  have the p rope r ty  t h a t  
i f  a minimum e x i s t s ,  it i s  unique. I n  t h e  next  s e c t i o n  w e  
g i v e  a geometric i n t e r p r e t a t i o n  of s t r ic t  quasi-convexity. 
1.4 S t r i c t  and S e T i - s t r i c t  Quasi-convexity.  W e  noted 
i n  t h e  l a s t  s e c t i o n  t h a t  quasi-convexity w a s  equ iva len t  t o  
assuming a l l  l e v e l  sets are convex. Our nex t  o b j e c t i v e  i s  
t o  g i v e  geometric condi t ions ,  i n  t e r m s  of l e v e l  sets,  f o r  a 
f u n c t i o n a l  t o  be s t r i c t l y  quasi-convex, and t o  d i s c u s s  anoth- 
er  k ind  of convexity which i s  in te rmedia te  between quas i -  
convexi ty  and s t r i c t  quasi-convexity.  W e  show t h a t  funct ion-  
a ls  wi th  t h i s  proper ty ,  which w e  c a l l  semi-strict  quas i -  
convexi ty ,  are cha rac t e r i zed  among continuous quasi-convex 
f u n c t i o n a l s  by t h e  f a c t  t h a t  every local  minimum i s  a g l o b a l  
minimum. 
W e  begin  with t h e  fol lowing lemma: 
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Lemma 1.4.1.  L s t  C be a convex subset of a Banach 
space. 
(a )  I f  u E C and v i s  an i n t e r i o r  p o i n t  of C then 
every p o i n t  w of the open i n t e r v a l  (u ,v)  i s  an 
i n t e r i o r  p o i n t  of C.  
(b) I f  u,v E C then t h e  open i n t e r v a l  (u ,v)  con ta ins  
only i n t e r i o r  p o i n t s  o r  on ly  boundary p o i n t s .  
Proof: ( a ) .  I f  v i s  an i n t e r i o r  p o i n t  of C then  
t h e r e  i s  a sphere S of r a d i u s  G about  v t h a t  i s  con- 
t a i n e d  i n  C. L e t  w be any p o i n t  of t h e  open i n t e r v a l  
(u8v) and 01 be t h a t  p o s i t i v e  number such t h a t  cr(u-v) = 
(u-w). Then t h e  sphere of r ad ius  QE: about  w i s  i n  t h e  
convex h u l l  of S U {u] and thus  i n  C.  Therefore  w i s  an 
i n t e r i o r  p o i n t  of C. (b) fol lows e a s i l y  from ( a ) .  
W e  next  in t roduce  some n o t a t i o n  and terminology. I f  
g:D c X -t R, se t  
and Bc equal  t o  t h e  boundary p o i n t s  of Lc. 
Lc = {u E D:g(u) S c] ,  E, = { U  E D:g(u)= C ]  
De f in i t i on  1.4.1.  The f u n c t i o n a l  g has property S 
i f  f o r  any c ,  E, con ta ins  no l i n e  segments, ( i . e . ,  i f  u,v E 
E, then  t h e r e  ex is t s  to E c % 1 )  such t h a t  t , u  + ( 1 - t o ) v  p 
E c - 1  
Def in i t i on  1 . 4 . 2 .  A s e t  S i s  s t r i c t l y  convex i f  f o r  
any two p o i n t s  
(u ,v)  con ta ins  only i n t e r i o r  p o i n t s  of S. 
u # v on i t s  boundary the open i n t e r v a l  
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I n  view of Lemma 1.4.1, a se t  S i s  s t r i c t l y  convex if 
and only i f  f o r  any two p o i n t s  u # v i n  i t s  c l o s u r e  the 
open i n t e r v a l  (u,v) conta ins  only i n t e r i o r  p o i n t s  of S. 
Theorem 1.4.1. L e t  g be a continuous f u n c t i o n a l  de- 
Then t h e  following are equiva- f ined  on a Banach space 
l e n t :  
X. 
(a) g i s  s t r i c t l y  quasi-convex; 
(b) g is quasi-convex and has proper ty  S;  
C (c) t h e  l e v e l  sets Lc a r e  s t r i c t l y  convex and E, C B 
f o r  a l l  c. 
Proof: Assume (a)  ; g i s  c l e a r l y  quasi-convex so w e  
need only prove g has propeLcy S. I f  E, conta ined  a l i n e  
segment, g would have cons tan t  va lue  c on t h e  segment. 
But t h i s  i s  impossible for s t r i c t l y  quasi-convex func t iona l s .  
Thus g has  p rope r ty  S. Now assume ( b ) ,  and l e t  u ,v  E B,. 
Lc i s  c losed  and t h e r e f o r e  u and v belong t o  L,. By 
Lemma 1.4.1, i f  (u ,v)  contained any boundary p o i n t  it would 
c o n t a i n  only boundary po in t s .  
p o i n t s  would by c o n t i n u i t y  l i e  i n  
p rope r ty  S. Hence Lc i s  s t r i c t l y  convex. To prove E, 
c o n t a i n s  only  boundary p o i n t s  of 
g is n o t  c o n s t a n t  on Lc and thus  t h e r e  i s  s o m e  u E Lc 
such t h a t  g(u)  < c. I f  E, had an element w t h a t  w a s  an 
But t h i s  i n t e r v a l  of boundary 
E, and t h i s  c o n t r a d i c t s  
Lc assume i n i t i a l l y  t h a t  
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i n t e r i o r  p o i n t  of 
a proper  extension [ u , v ]  l y i n g  i n  L,. But g ( u ) <  g ( w )  , 
g ( w ) Z  g (v )  and quasi-convexity of g would then imply g 
i s  cons t an t  on the l i n e  segment [w,v]. This however cont ra -  
d i c t s  proper ty  S,  and E, can t h e r e f o r e  con ta in  no i n t e r i o r  
p o i n t s  of L,. I n  the case where g i s  cons t an t  on Lc, 
w e  have E, = L,. I f  L, contained two d i s t i n c t  p o i n t s  
u # v then  by t h e  convexity of 
would belong t o  Lc and hence t o  E,. Again this  c o n t r a d i c t s  
proper ty  S. F i n a l l y  assume ( c ) ;  i f  u # v,  and g (u )  S g(v)  
and w E (u,v) then by the s t r i c t  convexi ty  of Lg(v )  , w e  have 
g ( w )  5 g(v )  and w i s  an i n t e r i o r  p o i n t  of L 
E conta ins  no i n t e r i o r  p o i n t s  and t h u s  g ( w )  < g ( v )  . 
L, then  the l i n e  segment [u,w] would have 
L, the e n t i r e  i n t e r v a l  [u ,v ]  
g ( v )  - But 
g ( V I  
W e  note t h a t  a l though t h e  theorem w a s  proved only  fo r  
f u n c t i o n a l s  def ined  on the e n t i r e  space the r e s u l t  s t i l l  
holds  f o r  func t iona l s  def ined  on a convex s e t  D provided 
t h a t  a l l  t opo log ica l  no t ions  are i n t e r p r e t e d  i n  the r e l a t i v e  
topology for D. I n  p a r t i c u l a r  the not ion  of a boundary used 
i n  t h e  d e f i n i t i o n s  of 
be r e l a t i v e  t o  D. 
Bc and of a s t r i c t l y  convex set must 
Coro l l a ry  1. I f  g i s  pseudo-convex and h a s  p rope r ty  
S then g i s  s t r i c t l y  pseudo-convex. 
Proof: By Theorem 1-3.3 pseudo-convsxity implies 
1 
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1 
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quasi-convexity and by the prev ious  theorem t h i s  and proper- 
t y  S imply s t r i c t  quasi-convexity of g. I f  g ( u )  2 g ( v )  
then by t h e  s t r ic t  quasi-convexi ty ,  f o r  any w i n  ( u , v ) ,  
g(w) < g ( v ) .  T h i s  and pseudo-convexity imply g '  (v) (v-w)> 0. 
Nu l t ip ly ing  by ~~v-u~~/11v-w11 g ives  g' (v) (v-u) > 0, and t h u s  
g i s  s t r i c t l y  pseudo-convex. 
Mangasarian [ 2 5 ]  and Pons te in  [ 351 have considered the 
condi t ion :  . f o r  u,v E D, D convex, and w E (u,v) 
(1.4.1) g ( u )  < g ( v )  imp l i e s  g ( w )  < g ( v )  0 
and they  c a l l  t h i s  s t r i c t  quasi-convexity.  This  cond i t ion  
is  c l e a r l y  weaker than  what we have c a l l e d  s t r i c t  quas i -  
convexi ty  and impl ies  quasi-convexity when g i s  l o w e r  s e m i -  
continuous.  W e  t he re fo re  de f ine :  
D e f i n i t i o n  1.4.3. A func t ion  g def ined  on a convex 
-- 
se t  D i s  s e m i - s t r i c t l y  quasi-convex i f  f o r  u # v, u ,v  I; D 
and w E ( u , v ) ,  (1.4.1) holds.  
Theorem 1-4.2.  Assume g i s  s e m i - s t r i c t l y  quasi-convex 
and lower semi-continuous i n  a convex s e t  D, Then g i s  
quasi-convex i n  D. 
Proof:  From (1.4.1) and (1.3.7) w e  need only show t h a t  
f o r  u ,v  E D and w E ( u , v ) ,  g ( u )  = g ( v )  impl ies  g(w)S g ( v ) .  
Assume, t o  the contrary,  t h a t  g(w) > g ( v )  and l e t  w' # w 
be long  t o  ( u , v ) .  Then (1.4.1) imp l i e s  g (w ' )  < g(w) .  I n  
3 2  
f a c t ,  g ( w ' )  S g ( v ) ,  f o r  i f  g ( w ' )  > g(v )  = g(u )  and w w a s  
i n ,  say,  (u,w')  then (1.4.1) would imply g(w) < g ( w ' )  which 
i s  c o n t r a r y  t o  w h a t  w e  have j u s t  shown. Thus g ( w ' )  S g(v )  
on the e n t i r e  c losed  i n t e r v a l  [ u , v l  w i t h  the except ion  of the 
p o i n t  w. Bu t  g i s  l o w e r  semi-continuous and t h u s  g ( w )  S 
g ( v )  . Hence g i s  quasi-convex. 
I n  Theorem 1.4.1 w e  showed tha t  str ict  quasi-convexity 
was equiva len t  t o  assuming, f o r  a l l  c,  t h a t  
(1.4.2) E, C B c  
and t h a t  t h e  l e v e l  sets 
nex t  t ha t  semi - s t r i c t  quasi-convexity i s  equ iva len t  t o  as- 
suming t h a t  t h e  l e v e l  sets Lc are convex and t h a t  (1.4.2)  
h o l d s  f o r  
r e m  w e  w i l l  prove the r e s u l t  only f o r  f u n c t i o n a l s  def ined  on 
the e n t i r e  space and n o t e  t h a t  an ex tens ion  i s  p o s s i b l e  for  
f u n c t i o n a l s  def ined on a convex domain. 
Lc are s t r i c t l y  convex. W e  show 
c # min{g(u) :u E D]. A s  wi th  the previous  theo- 
Theorem 1.4.3. A continuous f u n c t i o n a l  g i s  s e m i -  
s t r i c t l y  quasi-convex i f  and only i f  f o r  a l l  
vex and e i t h e r  Ec c B, or E, = 
c ,  Lc i s  con- 
LC* 
Proof: Assume g i s  s e m i - s t r i c t l y  quasi-convex. By 
Theorem 1 . 4 . 2  g i s  quasi-convex and thus  has  convex l e v e l  
sets.  E, con ta ins  an i n t e r i o r  p o i n t  
of Lc then  g i s  cons t an t  on Lc and t h e r e f o r e  Lc = E,. 
W e  w i l l  s h o w  t ha t  i f  
8 
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L e t  w be an i n t e r i o r  p o i n t  of Lc such t h a t  g(w) = c ,  and 
l e t  u be any o t h e r  p o i n t  of Lc. The l i n e  segment [u,w] 
h a s  a proper  ex tens ion  [u,wl C [ u , v ]  C L 
i n  Lc and if g ( u )  # g ( v ) ,  say g ( u )  < g ( v ) ,  then s e m i -  
s t r i c t  quasi-convexity i m p l i e s  g(w) < g ( v )  S c. B u t  t h i s  
f o r  some v # w 
C 
i s  a c o n t r a d i c t i o n  and thus  g ( u )  = g ( v ) .  The quasi-convexity 
of g then impl ies  c = g(w) g ( u )  S c .  Thus g ( u )  = c and 
s i n c e  u w a s  a r b i t r a r y ,  g must be cons t an t  on Lc. 
Conversely i f  every l e v e l  s e t  i s  convex then g i s  
quasi-convex and f o r  a l l  u,v and w E (u ,v)  
To complete t h e  proof w e  need only show t h a t  g(w) # g ( v )  . 
I f  g ( u )  < g ( v ) ,  then g i s  n o t  c o n s t a n t  on Lg(v )  and thus  
i s  equal  t o  t h e  set of boundary p o i n t s  of L g ( v ) .  If g (VI  E 
w i s  any p o i n t  of t h e  i n t e r v a l  (u ,v)  then Lemma 1.4.1 shows 
- __ 
t h a t  w i s  an i n t e r i o r  po in t .  Thus w does n o t  belong t o  
E and t h e r e f o r e  g(w) # q ( v ) .  g ( V I  
Ponstein [ 3 5 ]  has  shown t h a t  a l o c a l  minimum of a s e m i -  
s t r i c t l y  quasi-convex f u n c t i o n a l  i s  a t  t h e  same t i m e  a g l o b a l  
minimum. W e  would l i k e  t o  show t h a t  i n  some sense t h i s  char -  
a c t e r i z e s  them. The next  theorem says  t h a t  among t h e  c l a s s  
of cont inuous quasi-convex f u n c t i o n a l s  t h e  set of semi-strict 
quasi-convex f u n c t i o n a l s  a r e  p r e c i s e l y  those  f o r  which every 
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l o c a l  minimum i s  a g loba l  minimum." Again w e  prove t h e  re- 
s u l t  only f o r  g def ined  on t h e  e n t i r e  space b u t  no te  t h a t  
an  extension t o  g def ined  only on a convex set  i s  poss ib l e .  
Theorem 1.4.4. Suppose t h a t  g i s  continuous on the 
Banach space X. I f  g i s  s e m i - s t r i c t l y  quasi-convex then  
any l o c a l  m i n i m u m  i s  a g l o b a l  minimum. Conversely, i f  g 
i s  quasi-convex and any local  minimum i s  a g l o b a l  minimum 
then g i s  . s e m i - s t r i c t l y  quasi-convex. 
Proof: Suppose u i s  a l o c a l  minimum of g b u t  there 
i s  some v such t h a t  g(v)  € g ( u ) .  Then any p o i n t  w on 
t h e  l i n e  segment (u,v) s a t i s f i e s  g ( w )  < g(u )  and u i s  n o t  
a l oca l  minimum. Conversely, by Theorem 1.4.3, it i s  s u f f i -  
c i e n t  t o  show t h a t  whenever 
of Lc then  E, = L,, i . e . ,  g i s  cons t an t  on Lc. Therefore  
w e  assume u i s  an i n t e r i o r  p o i n t  of Lc and g (u )  = c. S e t  
Sc = { x l g ( x ) < c ]  and assume t h a t  
c o n t i n u i t y ,  Sc i s  open and s i n c e  u j? Sc the sepa ra t ion  theo- 
r e m  f o r  convex sets  i n  a l i n e a r  t o p o l o g i c a l  space (see, e.g., 
Dunford - Schwartz [ 91) g ives  a continuous l i n e a r  f u n c t i o n a l  
f such tha t  f ( x )  € a f o r  x E Sc and f ( u )  = a. Ko re ov e r , 
s i n c e  u i s  an i n t e r i o r  p o i n t  of Lc the l i n e  segment [ v , u ]  
has a proper  ex tens ion  [ v , u ' ]  i n  L, i .e . ,  [ v , u ]  C [ v , u ' ]  C 
E, c o n t a i n s  an i n t e r i o r  p o i n t  
Sc i s  n o t  empty. Then by 
*B. Martos has independentiy obta ined  e s s e n t i a l l y  t h i s  
r e s u l t  working i n  f i n i t e  dimensions ( p r i v a t e  communications). 
I 
I 
I 
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L~ u '  # u, such tha t  f ( u ' )  > a and by Lema 1.4.1, u1 
may be chosen as  an i n t e r i o r  p o i n t  of Lc. S ince  f i s  
continuous t h e r e  i s  a neighborhood N C Lc of u '  such t h a t  
f ( w )  > a fo r  w E N. Therefore N con ta ins  no p o i n t s  or' 
S, and N must be a subse t  of E,. T h i s  implies u '  i s  an 
i n t e r i o r  p o i n t  of E and i s  thus  a local  minimum of g. By 
the hypothes is  u' i s  a g loba l  minimum of g and hence g 
i s  cons t an t  on Lc. 
C 
CHAPTER II 
DIRECTION ALGORITHMS 
2 . 1  In t roduct ion .  The purpose of t h i s  chap te r  and t h e  
next  i s  t o  provide a u n i f i e d  convergence theory  f o r  i tera-  
t i v e  minimization of ( g e n e r a l l y  non-quadratic) f u n c t i o n a l s .  
Simply s t a t e d  t h e  problem i s  when w i l l  an a lgor i thm produce 
a sequence cup] , s a t i s f y i n g  
u P+l = up- t ep , t z 0 ,  IjePll = 1, p - 011 ,... , 
P 
(2.1.1) 
P 
which converges t o  a m i n i m u m  of a given f u n c t i o n a l  g o r  a 
s o l u t i o n  of g '  (x)  = 0. (By a minimum of g w e  mean, of 
course,  a po in t  a t  which g a t t a i n s  i t s  minimum value.)  W e  
approach t h i s  through t h e  r e l a t e d  problem of proving  t h a t  
g '  (up)+ 0,  and hence, a t  t h e  o u t s e t  we d i s c u s s  when 
impl ies  t h a t  t h e  sequence [up] converges,  e i t h e r  t o  a so lu-  
t i o n  of g '  ( u ) =  0 ,  o r  t o  a minimum of g. Then, i n  two s t e p s  
w e  s h a l l  study when g '  (up) t ends  t o  zero.  These two s t e p s  
r e f l e c t  a n a t u r a l  d i v i s i o n  i n  t h e  problem, s i n c e  any m i n i m i -  
z a t i o n  algori thm can be thought of having two tasks--picking 
t h e  next  d i r e c t i o n  ep and choosing t h e  d i s t a n c e  ( o r  s t e p -  
s i z e ) t  . 
s t e p - s i z e  a lgori thms wi th  t h e  o b j e c t  of showing t h a t  a s u i t -  
ab l e  choice of  s t e p - s i z e  impl ies  
t e r ,  under t h e  assumption t h a t  
cons ider  var ious methods of choosing t h e  sequence of  d i r e c t i o n s  
g '  (up)-  0 
In  t h e  next  chap te r  w e  w i l l  ana lyse  a number of 
P 
g '  (uP)eP- 0. I n  t h i s  chap- 
g '  (uP)eP t ends  t o  zero ,  w e  
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ep and demonstrate t h a t  they y i e l d  i t e r a t i o n s  f o r  which 
g i  (u  P ) t ends  t o  zero.  
One obvious advantage of s e p a r a t i n g  t h e  a n a l y s i s  of 
s t e p - s i z e  and d i r e c t i o n  is t h a t  any s u i t a b l e  s t e p - s i z e  may 
then  be combined with a sui table  d i r e c t i o n  and our  r e s u l t s  
w i l l  t h e r e f o r e  apply t o  a great many a lgor i thms.  
The under ly ing  space used i n  t h i s  chap te r  w i l l  be t h e  
r e a l  n-dimensional E u c l i d e a n  Space En wi th  llxll = (Ex;)*, 
al though the r e s u l t s  extend e a s i l y  t o  o t h e r  norms, and i n  
many i n s t a n c e s  ( p a r t i c u l a r l y  f o r  t h e  g r a d i e n t - r e l a t e d  d i r e c -  
t i o n s  of s e c t i o n  2.3) extensions a r e  p o s s i b l e  t o  an a r b i -  
t r a r y  Banach space.  
Before we  begin  t h e  a n a l y s i s  l e t  u s  cons ider  two exam- 
p l e s  of i t e r a t i v e  minimization algori thms.  Perhaps the best 
known alg'orithm is  the method of s t e e p e s t  descent ,  f irst  pro- 
posed by Cauchy [ 5 ] i n  1847. g:En+ R i s  a Gateaux 
d i f f e r e n t i a b l e  map. The method of s t e e p e s t  descen t  uses  t h e  
g r a d i e n t  d i r e c t i o n  
Suppose 
(2.1.2) ep = t w  cup, lT/jjg' (UP, 11, 
and a s t e p - s i z e  t s a t i s f y i n g  
(2.1.3) 
t o  o b t a i n  
P 
g ( 2 -  tp e') = min scup- teP)  , 
+'O 
U P+' - up- t ep  . 
P 
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I n t u i t i v e l y ,  we choose t h e  d i r e c t i o n  of l o c a l  maximum de- 
c r e a s e  of the f u n c t i o n a l  and then from among a l l  p o i n t s  i n  
t h i s  d i r e c t i o n  select  one f o r  which t h e  va lue  of t h e  func- 
t i o n a l  i s  l e a s t .  
Another minimization a lgor i thm i s  t h e  Gauss-Seidel meth- 
od. Again suppose g:En+ R i s  Gateaux d i f f e r e n t i a b l e  and 
l e t  e,, e,, . . . , en-1 be t h e  n orthonormal coord ina te  vec- 
t o r s  of E . :  then t h e  Gauss-Seidel d i r e c t i o n s  are given by 
(2.1.4) e' = s g n ( g '  (u ei) ei , 
Thus t h e  d i r e c t i o n  sequence c o n s i s t s  of t h e  n coord ina te  
v e c t o r s  repeated c y c l i c a l l y .  (The s i g n s  a r e  chosen so t h a t  
g '  (up).' Z 0 and t h u s  t is  p o s i t i v e . )  The s t e p - s i z e  may 
be determined, f o r  example, by l e t t i n g  t be t h e  s m a l l e s t  
non-negative s o l u t i o n  i f  it e x i s t s ,  of 
(2.1.5) g '  (up- t e') ep = 0, 
and t h e  next i t e r a t e  i s  given by 
n 
i = p(mod n ) .  P 
P 
P 
P 
P up+'= up- t e . 
P 
I n  these  a lgor i thms,  t h e  choice of s t e p - s i z e  and d i r e c -  
t i o n  are independent. Thus a s t e p - s i z e  t de f ined  by  
(2.1.5) could be used wi th  t h e  d i r e c t i o n s  s a t i s f y i n g  (2 .1 .2 ) .  
Indeed, t h i s  combination was proposed and analysed by Curry 
[ 7 1 .  Moreover, i f  t i s  de f ined  by (2.1.3) and ep by 
(2.1.4) we  have a v a r i a n t  of t h e  Gauss-Seidel a lgori thm. 
Note t h a t  t given by (2.1.3) i s  a l s o  a non-negative so lu-  
P 
P 
P 
I 
I 
I 
R 
I 
I 
1 
1 
1 
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t i o n  of g' (up- teP)eP = 0 and i f  g has  a s t r i c t l y  pos i -  
t i v e  d e f i n i t e  second d e r i v a t i v e  both  d i s t a n c e  choices  coin-  
cide. 
The  name Gauss-Seidel i s  u s u a l l y  a s s o c i a t e d  w i t h  a 
method of s o l v i n g  a system of simultaneous equat ions  i n  
t h  w h i c h  one t r e a t s  t h e  equat ions c y c l i c a l l y ,  s o l v i n g  t h e  i 
equat ion  f o r  t h e  ith unknown with the remaining v a r i a b l e s  
f i x e d  and immediately s u b s t i t u t e  t h e  s o l u t i o n  f o r  the o l d  
e s t i m a t e  of t h a t  coordinate .  I n  applying the Gauss-Seidel 
a lgor i thm t o  a func t iona l  g, we are c a r r y i n g  out p r e c i s e l y  
t h i s  procedure on the equat ion g ' ( x )  = 0. 
2 . 2  Converqence of t h e  I t e r a t e s .  Even i f  we know t h a t  
g '  (up)+ 0 t h e  problem of proving convergence of t h e  sequence 
{up] produced by a minimization a lgor i thm i s  s t i l l  an open 
ques t ion  f o r  a r b i t r a r y  g. (For some p a r t i a l  r e s u l t s  see 
Ostrowski [ 331 .) However, under the assumptions t h a t  
g ' ( u )  = 0 
p a c t  subs'et of D,  and t h a t  g:D C En+ R i s  cont inuously 
d i f f e r e n t i a b l e ,  it i s  easy t o  show t h a t  t h e  sequence  {up] 
converges. For,  from the compactness, the sequence w i l l  
have l i m i t  p o i n t s  i n  D; from the c o n t i n u i t y  of g '  these 
l i m i t  p o i n t s  w i l l  be s o l u t i o n s  of g ' ( u )  = 0;  and i f  t h e r e  
i s  a unique s o l u t i o n ,  then t h e  sequence converges. Nonethe- 
h a s  a unique so lu t ion ,  t h a t  {up] l i es  i n  a com- 
40 
less,  t h e  requirement t h a t  g ' ( u )  = 0 have a unique so lu-  
t i o n  i s  r e s t r i c t i v e .  A s t r o n g e r  r e s u l t ,  due t o  Ostrowski, 
i s  poss ib l e  when For completeness we  re- 
produce the proof here .  
IIup- uP+'II 4 0. 
Theorem 2.2.1, L e t  g:D C En+ R have a cont inuous de- 
r i v a t i v e  on  a n  open set 
t a i n e d  i n  a compact set ,  Do c D, and assume t h a t  
Ilup- upill! -, 0 ,  and t h e  set  {u:g' (u) = 0) c o n s i s t s  only of 
i s o l a t e d  poin ts .  
l i m i t  x and 5 '  (x) = 0 .  
D; suppose t h e  sequence {up] i s  con- 
s '(~')-, 0,  
Then t h e  sequence {up] converges t o  a 
Proof: The e s s e n t i a l  f a c t  i s  t h a t  I I U ~ - U ~ + ~ \ I - ~  0 imp l i e s  
t h a t  t h e  s e t  of l i m i t  p o i n t s  of t h e  sequence {up] i s  connec- 
t ed .  To see t h i s ,  assume t h a t  t h e  set  of l i m i t  p o i n t s  con- 
s i s t e d  of t w o  s epa ra t ed  sets. W e  could then f i n d  d i s j o i n t  
c losed  neighborhoods A and B of each of t h e s e  sets and 
A and B would have a p o s i t i v e  d i s t a n c e  c from each 
o t h e r .  But t h e  sequence {up] must e v e n t u a l l y  l i e  i n  
and \\up- uP+'II < c f o r  p s u f f i c i e n t l y  l a r g e .  Therefore ,  
t h e  sequence w i l l  even tua l ly  l i e  e n t i r e l y  i n  e i t h e r  A o r  
B. This  implies t h a t  t h e  o t h e r  neighborhood could con ta in  
no l i m i t  po in t s  of {up] and t h e  se t  of l i m i t  p o i n t s  of {up] 
must be connected. 
s u b s e t  of t h e  set  of s o l u t i o n s  of g' ( u ) =  0 and t h e  l a t t e r  
A U B 
But t h e  set of l i m i t  p o i n t s  of {up] i s  a 
4 1  
c o n t a i n s  only i s o l a t e d  poin ts .  Thus t h e  set  of l i m i t  p o i n t s  
con ta ins  only i s o l a t e d  po in t s ;  and, s i n c e  it i s  connected, it 
h a s  p r e c i s e l y  one p o i n t .  Therefore  t h e  sequence {up] con- 
verges .  
2 . 3  Gradient-related Direc t ions .  I n  t h e  n e x t  chap te r  
w e  w i l l  ana lyse  a v a r i e t y  of methods f o r  choosing s t ep - s i ze  
w i t h  t h e  o b j e c t i v e  of showing t h a t  these algori thms imply 
g '  (uP)eP- 0, p - a. 
a l y s e  when g '  (up)+ 0 under the assumption tha t  g '  (up).'+ 0. 
In  the rest of t h i s  chapter  w e  w i l l  an- 
The d i r e c t i o n  algorithms we  cons ider  f a l l  i n t o  two 
c lasses- - those  t h a t  w e  think of as g e n e r a i i z a t i o n s  or' sieep- 
es t  descent ,  and those t h a t  are g e n e r a l i z a t i o n s  of the Gauss- 
S e i d e l  d i r e c t i o n s .  For s t e e p e s t  descent  i t s e l f  it i s  immed- 
i a t e  t h a t  g '  (up) e'- 0 implies g '  (up)+ 0 s i n c e  ep = 
g' (up?/llg' (up) 11 and t h i s  g' (up) ep = 1)g' (up) 11. The s impl i -  
c i t y  of t h i s  argument extends t o  t h e  fol lowing c lass  of d i -  
r e c t i o n s .  
P W e  say t h a t  a s e t  of d i r e c t i o n s  { e  ] i s  q rad ien t - r e l a t ed  
i f  there i s  a f o r c i n g  func t ion  d such tha t  
(2.3.1) g '  (up) ep d ( \ l g '  (up) I\) . 
( r e c a l l  D e f i n i t i o n  1.1.1, d i s  f o r c i n g  i f  d ( t )  2 0 and 
d (t,) n 
g rad ien t - r e l a t ed  and 
P implies t -, 0.) C lea r ly  i f  t h e  sequence { e  ] i s  
g '  (up) e'- 0 ,  then jig' (up) I/+ 0. 
42  
One technique f o r  o b t a i n i n g  a sequence [ep] s a t i s f y i n g  
(2 .3 .1)  i s  t o  d e f i n e  
where { A  ] i s  a sequence of s y m e t x i c  inatr ices  s a t i s f y i n g  
P 
T 
M/\h\I2 1 h A h Z ml\h\\2, m > 0 ,  p = 0,1, P 
Then, s i n c e  “APh\\ I Mllhll w e  have 
and t h e  sequence {eP] i s  g r a d i e n t - r e l a t e d .  This  approach 
has  been exp lo i t ed  e i t h e r  e x p l i c i t l y  o r  i m p l i c i t l y  by sever -  
a l  au tho r s  ( s e e  e.g. ,  Nashed [27]). I n  p a r t i c u l a r  i f  g 
has  a continuous bounded, uniformly p o s i t i v e  d e f i n i t e  second 
F reche t  d e r i v a t i v e ,  i .e.,  
M\lh\j2 Z g” (u )hh  Z m \ i h \ \ 2 ,  M 1 m > 0, 
then Newton’s method 
produces a g rad ien t - r e l a t ed  sequence of d i r e c t i o n s .  
For g rad ien t - r e l a t ed  a lgor i thms,  t h e r e f o r e ,  it i s  immed- 
i a t e  t h a t  g’ (up).’+ 0 imp l i e s  g’  (up)+ 0 and the e f f o r t  
i s  d i r e c t e d  towards showing they a r e  g rad ien t - r e l a t ed .  I n  
Chapter 4 w e  w i l l  g ive  o t h e r  examples. 
2 .4  Uniformly L inea r ly  Independent D i rec t ions .  I n  
c o n t r a s t  t o  s t e e p e s t  descen t  and Newton’s method t h e  d i r e c -  
t i o n s  of the Gauss-Seidel a lgor i thm a r e  n o t  g r a d i e n t - r e l a t e d  
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and w e  t h e r e f o r e  need another  approach. The s i g n i f i c a n t  
f e a t u r e  of t h e  Gauss-Seidel d i r e c t i o n s  i s  t h a t  n success ive  
d i r e c t i o n s  a r e  orthogonal.  I n  seeking  t o  g e n e r a l i z e  t h i s  w e  
might cons ider  r e q u i r i n g  only t h a t  among m success ive  vec- 
t o r s  t h e r e  a r e  n t h a t  a r e  l i n e a r l y  independent. This ap- 
proach l eads  t o  d i f f i c u l t i e s  i f ,  a s  p + 0 0 ,  t h e  d i r e c t i o n s  
become "almost" dependent. W e  t h e r e f o r e  def ine :  
D e f i n i t i o n  2.4.1.  A sequence of v e c t o r s  {eP] ,  wi th  
llePll = 1, i s  uniformly l i n e a r l y  independent i f  t h e r e  i s  some 
m Z n and c > 0 such t h a t  f o r  any p '  and any x E En 
(2.4.1) 
It i s  easy  t o  v e r i f y  t h a t  uniform l i n e a r  independence of a 
sequence {e  ] i s  equiva len t  t o  t h e  requirement t h a t  t h e r e  i s  P 
some c '  > 0 such t h a t  from every m success ive  v e c t o r s  we 
may choose n of them which s a t i s f y  
Ide t (ep l  ,,,. . . ,epn)  I 2 c ' .  
The fol lowing theorems g ive  s u f f i c i e n t  cond i t ions  t h a t ,  
f o r  a uniformly l i n e a r l y  independent sequence of d i r e c t i o n s ,  
g '  (up)+ 0 whenever g '  (up).'+ 0. 
Theorem 2.4.1.  L e t  g :D C En+ R have a continuous 
F reche t  d e r i v a t i v e  on a compact se t  Do c D. I f ,  f o r  a se- 
quence {up] C D o  s a t i s f y i n g  ep, t h e  sequence of 
v e c t o r s  {eP] i s  uniformly l i n e a r l y  independent,  g '  (uP)eP+ 0,  
up+'= up- t 
P 
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p -, 0 3 ,  and t - 0,  p 4 a, then g ' ( u p ) - +  0 ,  p - a. 
P 
Proof: L e t  6 > 0 be given. Since g '  i s  uniformly 
cont inuous on Do t h e  func t ion  6 def ined  by  (1.1.7), i .e . ,  
6 ( t )= i n f  { ~ ~ u - v ~ ~ : u , v  E Do;\ \g '  (u) -g' (v) 11 S t] , 
s a t i s f i e s  6 ( t )  > 0 f o r  t > 0. Therefore ,  because I [ U ~ - U ~ + ~ / I +  0 
and g 1  (uP)eP- 0 ,  w e  can f i n d  a K s u f f i c i e n t l y  large t h a t  
(2.4.2) \ \up- uP+lll I; 6 ( + C ) / m ,  p ;r K, 
and 
(2.4.3) g '  (up).' s + c c ,  p Z K, 
w h e r e  m and c a r e  the cons t an t s  of (2.4.1) i n  t h e  d e f i n i -  
t i o n  of uniform l i n e a r  independence. From (2.4.2) and t h e  
t r i a n g l e  i n e q u a l i t y  i t  follows t h a t  
(2.4.4) \lup- u 11 S 6 ( + c c )  l S i S m ,  
and then  the d e f i n i t i o n  of 6 impl ies  t h a t  
p + i  
llgl (up) -4' 1 1  s +c,  1 s i s m. 
Therefore  for  any vec to r  e of norm u n i t y ,  w e  have 
P P+i) el , p + i  ) ]e l  z I g l ( u  ) e \  - 1s' (u +cc 2 \ l g ' ( u p ) - g l ( u  
I t  then  follows from (2.4.3) t h a t  
B C  2 14' (u P ) e  1 z i s m ,  p z K 
which, with the uniform l i n e a r  independence of {ep] , impl ies  
tha t  
45 
and t h e r e f o r e  f o r  p 2 K we  have \igi (up) I e .  But c 
was a r b i t r a r y  and hence g' (up)+ 0. 
One of t h e  hypotheses of Theorem 2.4.; was t h e  assump- 
t i o n  / /up- uP+l\l- 0. For s e v e r a l  of t h e  s t e p - s i z e  a lgor i thms 
we  w i l l  d i s c u s s  i n  t h e  next chap te r ,  \ \up- up+1//+ 0 
d i r e c t l y  from t h e i r  d e f i n i t i o n  and g '  (up)epd 0. On t h e  
fo l lows  
o t h e r  hand, this i s  n o t  t r u e  f o r  o t h e r  a lgor i thms without  
some a d d i t i o n a l  assumptions about t h e  f u n c t i o n a l ,  o r  about  
b o t h  t h e  f u n c t i o n a l  and the algori thm. One such assumption 
on t h e  a lgor i thm i s  t h a t  f o r  some p o s i t i v e  c S 1, 
p-r-1 
(2.4.5) g(Li2) g ( t u P + ( l - t ) U p + l )  g ( u  ) ,  0 t s c. 
I f  t i s  def ined  as t h e  s m a l l e s t  non-negative s o l u t i o n  of 
P 
g '  (up- t e  P ) e  P-  O ,  f o r  example, t h e  mean value theorem irislies 
t h a t  (2.4.5) ho lds  wi th  c = 1. W e  next  show t h a t  i f  g h a s  
p rope r ty  S and (2.4.5) ho lds  then / /up-  up+ll1-. 0,  and w e  
may apply Theorem 2 .4 .1 .  R e c a l l  t h a t  a f u n c t i o n a l  g ;-as 
p r o p e r t y  S (Def in i t i on  1.4.1) i f  f o r  any u ,v  such t h a t  
g ( u )  = g ( v )  t h e r e  i s  a to E (0,l) such t h a t  g ( t , u + ( l - t o ) v ) #  
g ( u ) ,  and t h a t  s t r i c t  convexity,  s t r ic t  quasi-convexi ty  and 
s t r i c t  pseudo-convexity of g a l l  imply p rope r ty  S. 
P Theorem 2 . 4 . 2 .  If a sequence { u  ] l y i n g  i n  a compact 
s e t  sa t i s f ies  (2.4.5) f o r  cont inuous g wi th  p rope r ty  S ,  
p .+I a subsequence {upl ' )  such t h a t  llupJ-u 3 11 2 6 .  S i n c e  t h e  se- 
P '  quence {u 1') l ies  i n  a compact set w e  can f i n d  a p o s s i b l e  
f i n e r  subsequence {u P .  7 I ] such t h a t  up l '*  x* and upllcl+ X* * 
P and clear ly  then ,  l\x**-x*II 2 e .  But s i n c e  g(uP+l)  S g ( u  ) 
w e  must have g ( x * ) =  g(x**) and so by (2.4.5) and t h e  con t in -  
u i t y  of g, 
g(x*)  = g( tx**+( l - t )X*)  = g ( x * * ) ,  0 s t s c. 
T h i s ,  however, c o n t r a d i c t s  p rope r ty  S and hence / ~ U ~ - U ~ + ~ / I +  0. 
For a n u d e r  of t h e  s t e p - s i z e  a lgor i thms d iscussed  i n  
Chapter 3 ,  (2.4.5) does n o t  hold.  However, t h e  assumption of 
s t r i c t  pseudo-convexity about t h e  f u n c t i o n a l  a l lows another  
approach. 
Theorem 2.4.3.  Suppose g i s  a cont inuous ly  d i f f e r e n -  
t i a b l e  s t r i c t l y  pseudo-convex f u n c t i o n a l  def ined  on an  open 
set  D and t h e  sequence {up] l i e s  i n  a compact set  Do C D 
and s a t i s f i e s  g(up)  Z g ( u  and g '  (up)ep+ 0. Then 
IluP- uP+ll\- 0. 
Proof: A s  i n  t h e  proof of Theorem 2.4.2, i f  I ( U ~ - U ~ + ~  11% 0 ,  
then w e  can f i n d  a subsequence {upi ]  and p o i n t s  x* # x** 
such t h a t  upi+ x*, u p"l+ 1 x**, and g(x*)  = g(x**) .  The 
s t r i c t  pseudo-convexity of g then impl i e s  t h a t  
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gl (x*) (x*-x**) > 0. 
and ~ ~ u p - u p + l ~ ~  i s  bounded while g '  (up).' t ends  t o  zero ;  
t h i s  and t h e  c o n t i n u i t y  of g '  imply t h a t  g'  (x*) (x*-x**)= 0 
which i s  a c o n t r a d i c t i o n .  Therefore  iiup- uP+lII must t e n d  t o  
But g' (up) (uP-uP+') = g '  (up) eP\\uP-uP+'l\ 
zero.  
2 . 5  Free-steerinq Methods. The c l a s s i c a l  Gauss-Seidel 
method u s e s  the n orthonormal coord ina te  v e c t o r s  c y c l i c a l -  
l y .  The so.-called f r e e - s t e e r i n g  methods of Ostrowski L311, 
and Schechter  [37], [ 3 8 ] ,  a l low t h e  coord ina te  v e c t o r s  t o  
appear i n  any o rde r ,  r equ i r ing  only t h a t  each appear i n f i n i t e -  
l y  o f t en .  W e  a b s t r a c t  t h e  e s s e n t i a l  e l emen t s  of this approach 
i n  the  fo l lowing  d e f i n i t i o n .  
D e f i n i t i o n  2.5.1. A sequence of v e c t o r s  {ep] ,  wi th  
llePl\ = 1, i s  f r e e - s t e e r i n q  i f  t h e  sequence c o n t a i n s  only a 
f i n i t e  number of d i s t i n c t  elements and, fo r  any N, the s e t  
{ e  P :p z N] spans E ~ .  
The assumption t h a t  a sequence of d i r e c t i o n s  i s  f r e e -  
s t e e r i n g  i s  r e l a t i v e l y  weak, and m u s t  be balanced i n  our 
nex t  theorem by t h e  s t r o n g e s t  assumption yet--uniform pseudo- 
convexity--about t h e  func t iona l .  The theorem i s  a genera l -  
i z a t i o n  of a r e s u l t  o f  Schechter [ 3 8 ] ,  who requ i r ed  a uni-  
formly p o s i t i v e  d e f i n i t e  second d e r i v a t i v e ,  t he  coord ina te  
d i r e c t i o n s  f o r  ep and a p a r t i c u l a r  choice  of s t ep - s i ze .  
1 
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Theorem 2.5.1. L e t  g:D C En- R be uniqormly pseudo- 
convex and have a continuous d e r i v a t i v e  on an  open convex 
se t  D. Suppose t h a t  t h e  sequence { e  ] i s  f r e e - s t e e r i n g ,  
t h e  sequence u = up- t ep remains i n  a compact subset 
P 
P+l 
P 
I g ( u p ) ,  p = 0,1, ... and g '  (uP)eP- 0. Then 
and the sequence {u ] converges t o  t h e  unique min- 
P+l ) Do = D, g b  
P g '  (up)- 0 
imum of g i n  D. 
Proof: L e t  x be a l i m i t  p o i n t  of the sequence {up] 
and suppose t h a t  g'  (x) # 0. W e  w i l l  show t h a t  t h i s  l e a d s  
t o  the con t r ad ic to ry  s ta tement  g ' ( x )  = 0. 
L e t  a be t h e  least  p o s i t i v e  e l emen t  of 
C jg ' (x )ep I :p  = 0,1, ... , I .  
Since by t h e  d e f i n i t i o n  of a f r e e - s t e e r i n g  sequence, 
a r e  only f i n i t e l y  many d i s t i n c t  ep ' s  and they span En, a 
i s  well-defined. L e t  6 ( t )  be def ined  by (1.1.7), i .e. ,  
t h e r e  
6 ( t )  = inf{llu-v\l:u,v E D ; I \ g '  (u) -g' (v) 1 1  2 t] 
r = 6 (5) ; t h e  uniform c o n t i n u i t y  of a and s e t  
t h a t  r > 0. L e t  S be an open sphere of r a d i u s  r about 
x and K = {u:g'  (x) (x-u) > % r d ( r ) ]  where d i s  t h e  non- 
g '  ensures  
decreas ing  func t ion  i n  t h e  d e f i n i t i o n  of uniform pseudo- 
convexity:  
g(u)  S g ( v )  imp l i e s  g '  (v) (v-u) 2 d(llu-vll) 11u-v11. 
By the d e f i n i t i o n  of a f o r c i n g  func t ion ,  d ( r )  > 0 and hence 
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L 
K i s  an open h a l f  p l ane  such t h a t  x j! K. 
Now suppose u E L = {v :g (v )Sg(x ) ]  and u S. Then 
I !I llu-xi; 2 r and s i n c e  g ( u )  S g ( x ) ,  t h e  uniform pseudo- 
convexi ty  of g shows t h a t  
and thus  u belongs t o  K. Therefore  L C S U K. I t  i s  
easy  t o  see, s i n c e  g(uP'l) I g ( u p ) ,  t h a t  t h e  va lue  of g 
P i s  t h e  same f o r  a l l  l i m i t  p o i n t s  of {u  ] and thus  every l i m i t  
p o i n t  of {u  ] l i es  i n  L. But S U K i s  an open neighbor- P 
P hood of L and, s i n c e  { u  ] is bounded, we can choose an N 
so  l a r g e  t h a t  p 2 N i m p l i e s  up E S U K. A s  g' (u')e'+ 0,  
w e  may a l s o  r e q u i r e  t h a t  
Now l e t  C be the set  of p o i n t s  i n  S t h a t  are n o t  i n  
K. W e  w i l l  show next  t h a t  i f  up E C f o r  p Z N, then 
E C. For i f  \ \up- x I I  < 6(+a)  then t h e  P+l g '  (x )eP  = 0 and u 
d e f i n i t i o n  of 6 implies  t h a t  llg' (u  ) -g' (x) 11 S $a which 
wi th  (2.5.1)  g ives  l g ' ( x ) e p [  < a. But a i s  t h e  least  pos- 
i t i v e  element of 
Moreover, s i n c e  up+1= up- teP, g'  (x) (up- u = 0 which 
P 
P P { l g '  ( x ) e  I :p = 0,1, . . .] and thus  g '  ( x ) e  = 0. 
i m p l i e s  
it fo l lows  t h a t  u K. Since u '+' E S U K, u P+' must 
g '  (x) (up- x) = g '  (x) ( u  '+l- x) . Thus, s i n c e  up # K, 
be long  t o  C. 
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L 
Because x i s  a l i m i t  p o i n t  of {up] and x ,6! K the se- 
P '  
quence {up] i s  i n  C i n f i n i t e l y  o f t e n .  However, once u 
belongs t o  C f o r  some p '  2 N ,  w e  have j u s t  shown t h a t  a l l  
subsequent up a l s o  belong t o  C. B u t  then g '  (x)ep= 0,  
p 2 p '  and the assumption t h a t  { e  :p Z p * ]  spans E imp l i e s  
n P 
t h a t  g * ( x )  = 0. 
n u s ,  any l i m i t  p o i n t  x of {up] must s a t i s f y  g '  ( x ) =  o 
and s i n c e ,  . for  a uniformly pseudo-convex f u n c t i o n a l ,  by 
Theorem 1.3.1, t h e  unique minimum of g i s  t h e  only s o l u t i o n  
P of g '  ( x ) =  0 ,  t h e  sequence {u ] converges. This completes 
t h e  proof .  
E 
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CHAPTER I11 
STEP -SIZE ALGCRXTHhIS 
3 .1  Basic  Lemmas. I n  t h e  l a s t  chap te r  w e  examined t h e  
choice  of " d i r e c t i o n s "  ep f o r  a sequence {u P ] s a t i s f y i n g  
(3.1.1) 
and obta ined  convergence r e s u l t s  under t h e  c r u c i a l  assump- 
t i o n  t h a t  
(3.1.2) l i m  gl (up).'= 0 .  
I n  t h i s  chap te r  w e  examine a v a r i e t y  of methods f o r  choosing 
t h e  s t e p - s i z e  t and concent ra te  on proving t h a t  g '  (uP)eP+O. 
For  given s t ep - s i ze  a lgori thms,  w e  a l s o  conclude t h a t  t h e  
sequence {up] i s  w e l l  def ined.  
P+OJ 
P 
The only assumptions now 
about  t h e  d i r e c t i o n s  w i l l  be t h e  normal iza t ion  cond i t ions  
(3.1.3) llePll = 1, g '  (up) e' z 0 .  
The second condi t ion  i s  merely a convenience which enables  u s  
t o  t a k e  t a s  non-negative. W e  stress t h a t  because our ana l -  
y s i s  i s  concerned s o l e l y  with s t e p - s i z e  t h e  r e s u l t s  w i l l  ap- 
P 
p l y  t o  bo th  g rad ien t - r e l a t ed  and Gauss-Seidel methods. 
Among t h e  s t e p - s i z e  a lgori thms w e  i n v e s t i g a t e  a r e  ones 
d iscussed  by Altman [ 2 1,  Armijo [ 3 1, Goldstein [ 141, [ 151, 
[ 171, Ostrowski [32],  and Schechter  [ 381.  I n  t h e s e  papers  
a n a l y s i s  of s t e p - s i z e  i s  interwoven wi th  t h e  d i scuss ion  of 
t h e  ques t ions  w e  s t u d i e d  i n  Chapter 2 ,  and t h e r e f o r e  r e s u l t s  
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we a t t r i b u t e  t o  t h e s e  au thors  may only be i m p l i c i t l y  con- 
t a ined  i n  more complete theorems. 
A s  w e l l  as (3.1.3) it w i l l  be assumed throughout t h i s  
chap te r ,  without f u r t h e r  e x p l i c i t  mention, t h a t  D i s  an 
open s u b s e t  of En and t h e  func t ion  g:D c En- R h a s  a un i -  
formly continuous Freche t  d e r i v a t i v e  i n  D. W e  a l s o  assume 
t h a t  on t h e  component Lo of t h e  l e v e l  se t  { u : g ( u ) S g ( u o ) ]  t o  
which t h e  i n i t i a l  p o i n t  uo belongs,  g i s  bounded below and 
t h a t  Lo i t s e l f  i s  closed.  I f  t h e  f u n c t i o n a l  i s  def ined  i n  
t h e  e n t i r e  space then Lo i s  n e c e s s a r i l y  c losed  by t h e  con- 
t i n u i t y  of g. B u t  because g i s  n o t  assumed t o  be def ined  
everywhere t h i s  e x p l i c i t  assumption i s  needed. 
W e  a l s o  no te  t h a t  a l l  r e s u l t s  of t h i s  chap te r  extend 
t r i v i a l l y  t o  an  a r b i t r a r y  Banach space s i n c e  once t h e  d i r e c -  
t i o n  
becomes a one dimensional problem, invo lv ing  only p o i n t s  on 
t h e  h a l f - l i n e  {up- teP:t Z 0). 
ep has been s e l e c t e d  t h e  t a s k  of choosing s t e p - s i z e  
A t  f i r s t  glance,  one might cons ide r  us ing  any s t e p - s i z e  
a lgor i thm which decreases  t h e  va lue  of g. A s  simple exam- 
p l e s  even i n  one  dimension show, however, the cond i t ion  
S(UP+? < g ( u P ) ,  p = 0,1, ... 
does n o t  imply t h a t  
t h e  fol lowing r e s u l t .  
g '  (up).'+ 0 .  On the o t h e r  hand, w e  ,,ave 
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Lemma 3.1.1. Suppose {up] C Lo and 
(3.1.4) g ( u p ) -  g(up'l) 2 d ( g ' ( u  P P  ) e  1 ,  p = 0,1, ... 
f o r  some f o r c i n g  func t ion  d. Then g '  (up),'+ 0. 
Proof: Reca l l  (Def in i t i on  1.1.1) t h a t  d:[O,-) - LO,=) 
and d ( t  ) +  0 only if t + 0; hence t h e  sequence { g ( u p ) ]  i s  
non-increasing. B u t  {up] C Lo impl ies  t h a t  {scup) ] i s  
P P 
bounded below and the re fo re  converges. It  fol lows t h a t  
g ( u p ) -  g (upc l )+  0 and d ( g '  (u P P  ) e  ) +  0,  which, s i n c e  d i s  
a f o r c i n g  func t ion ,  shows t h a t  g '  (uP)eP- 0. 
Showing t h a t  (3.1.4) ho lds ,  which might be termed t h e  
p r i n c i p l e  of s u f f i c i e n t  decrease,  i s  t h e  underlying theme of 
t h i s  chap te r ,  Fo r  every s t ep - s i ze  a lgor i thm w e  s tudy  w e  w i l l  
o b t a i n  a r e l a t i o n  of t h e  form of (3.1.4) wi th  an appropr i a t e  
f o r c i n g  func t ion  d. 
One method of ob ta in ing  e s t i m a t e s  l i k e  (3.1.4) i s  what 
w e  have c a l l e d  t h e  comparison p r i n c i p l e .  Suppose, f o r  exam- 
p l e ,  w e  have a l r eady  analysed some a lgor i thm and shown it 
produces a sequence of i t e r a t e s  s a t i s f y i n g  ( 3 - 1 . 4 ) .  Denote 
by Tp t h e  i t e ra te  produced by t h e  algori thm a t  up. T o  
prove t h a t  a second algorithm produces i terates  s a t i s f y i n g  
(3.1.4) it i s  s u f f i c i e n t  t o  show t h a t  g ( u  P+l )  +; g ( 3 )  , 
p = 0,1, ... ; f o r  then w e  have 
P P  g(up)  - g(uP+l)  2 g ( u p ) -  g(Lp) 1 d ( g '  ( u  ) e  ) ,  
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and t h e  second i t e r a t i o n  s a t i s f i e s  (3.1.4 
, 
1 .  
P The sequences {u  3 w i l l  be def ined  i n d u c t i v e l y  and it i s  
always necessary t o  prove t h a t  t h e  
of d e f i n i t i o n  of g. 
ensure t h a t  a l l  i t e r a t e s  do, i n  f a c t ,  remain i n  Lo. 
up belong t o  t h e  domain 
The fol lowing w i l l  be our  main t o o l  t o  
Lemma 3.1.2. Suppose up E Lo, g ' ( u p ) e p  > 0 ,  and, f o r  
0 < C S Q), I = {up- teP:09GC). Then I n Lo con ta ins  an 
open i n t e r v a l  {up- t e P : O < t < t , ] .  
t i v e  t such tha t  [up,up- teP] C I fl Lo w e  have 
(3.1.5) scup- teP) < g ( u P ) ,  
then I C Lo.  
Moreover, i f  f o r  every pos i -  
Proof: Since D i s  open, the c o n t i n u i t y  of g '  and t h e  
f a c t  t h a t  
[ O , t o ) ,  to > 0 ,  s u c h  t h a t  
Hence, by the  mean va lue  theorem, (3.1.5) h o l d s  f o r  t '5 
[O,t,) and t h e r e f o r e  I fl Lo con ta ins  the open i n t e r v a l  
(up,up- t o e P ) .  Now I n Lo i s  c losed ,  s i n c e  Lo i s  c losed ,  
and i f  I n Lo w e r e  a proper  subset of  I w e  could w r i t e  
t h e  component of I n con ta in ing  up as [up ,z ] .  Since 
z # up, then by (3.1.5) g ( z )  < g ( u  ) .  But z i s  a boundary 
p o i n t  of Lo and t h e r e f o r e  g ( z )  = g(u")  G g(up) .  This  i s  
a con t r ad ic t ion  and w e  have I C Lo. 
g '  (uP)eP > 0 ensure the e x i s t e n c e  of an i n t e r v a l  
g '  (up- teP)eP > 0 f o r  t E [ O , t o )  . 
P 
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3 . 2  Minimization, Curry,  and Altman Step-s ize  Algorithms. 
The  two c l a s s i c a l  s t ep - s i ze  a lgor i thms,  
(3.2.1) t = t h e  sma l l e s t  non-negative s o l u t i o n  of 
P 
g '  (up- teP) e'= 0 ,  
due t o  Curry [ 7 3 ,  and minimization on Lo, where up- t e' 
P 
i s  a p o i n t  of Lo such t h a t  
a r e  i n  gene ra l  d i f f e r e n t  f o r  non-quadratic func t iona l s .  
(They w i l l  co inc ide  i f  g i s  s t r i c t l y  convex o r  even s t r ic t -  
l y  pseudo-convex.) Each has  been i n v e s t i g a t e d  by var ious  
au tho r s  f o r  p a r t i c u l a r  choices  of d i r e c t i o n .  W e  w i l l  ob t a in  
r e s u l t s  f o r  t h e s e  and o the r  s t ep - s i ze  a lgori thms a s  c o r o l l a r -  
i e s  of an a n a l y s i s  of t h e  fol lowing gene ra l  a lgori thm. For 
f i x e d  0 5 q < 1, def ine  a = 0 i f  g '  (uP)eP= 0 and o the r -  
w i s e  
P 
( 3 . 2 . 3 )  a = sup{t:OSr<t impl ies  g '  (up- reP).' > qg'  ( u  P P  ) e  3 .  
P aP 
P 
Then set 
W t =  
(3.2.4) P 
P P  where 1 Z w 2 d, (9 '  ( u  ) e  ) f o r  a f ixed  func t ion  d, which 
f o r c e s  i t s  argument t o  zero.  ( I n  p a r t i c u l a r ,  d, (t) may be 
P 
cons tan t . )  When q 0 and w E 1 t h i s  i s  t h e  Curry 
algori thm; f o r  q > 0 , up- a ep i s  t h e  f i r s t  p o i n t  a long 
P 
the  l i n e  {up- t e P : t  2 01 a t  which t h e  s lope  i s  t h e  f r a c t i o n  
P 
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q of t h e  value a t  t = 0. This  a lgor i thm i s  p v a r i a t i o n  of 
t h e  following algori thm proposed by A l t m a n  [ 2 1 f o r  g r a d i e n t  
d i r e c t i o n s .  W e  choose a f i x e d  C > 0 and 0 S q < 1 and 
s e t  
(3.2.5) a = sup{ t : O  s r < t s cg' (up) e' impl ies  
P 
Then w e  may (al though Altman d i d n ' t )  use  a r e l a x a t i o n  f a c t o r  
w and de f ine  t by (3.2.4) I t  i s  p o s s i b l e  t o  d e f i n e  a ver-  
s ion  of (3.2.3) w i t h  a bound 
P P 
t S Cg' (uP)eP or  a ve r s ion  of 
(3.2.5) without  t h e  bound and t o  ana lyse  these modi f ica t ions  
i n  a way analogous t o  the fol lowing r e s u l t s  f o r  (3.2.3) and 
(3.2.5).  
Theorem 3.2.1. A s s u m e  t h a t  Lo i s  bounded and f o r  f i x e d  
0 S q < 1 l e t  it 3 be def ined  by (3.2.4) and (3.2.3) .  Then 
t h e  i t e r a t e s  u '+'= up- t ep are wel l -def ined,  remain i n  
L o ,  and g ' (uP)eP-  0.  
P 
P 
Proof:  Suppose t h a t  up E Lo. if g '  (uP)eP= 0 ,  then  
'+'= up. I f  g' (up )ep  > 0 then  a i s  p o s i t i v e  (and p o s s i -  
P 
U 
b l y  = a) and we  s e t  
be any p o i n t  i n  I n Lo B y  Lem- 
ma 3.1.2 such p o i n t s  u e x i s t .  From the mean va lue  theorem 
I = {up- t e P : O  S t 2 a 1 .  L e t  u # up 
P 
such t h a t  [ up,u] C I n Lo.  
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f o r  so:ne v E (uR8u) C I n Lo and t h u s  g ( u )  < g ( u p ) .  By 
Lertma 3 .1 .2  w e  then kave I c Lo and since Lo i s  bounded, 
a i s  f i n i t e .  Hence, s ince  w S 1, u '+' E Lo and it f o l -  
P P 
lows by induc t ion  t h a t  { u  ] c Lo. P 
To e s t a b l i s h  (3.1.4) we i n i t i a l l y  assume q > 0. L e t -  
t i n g  u = up- w a ep i n  (3.2.6) and u s i n g  (3.2.4) w e  have 
P P  
g(up)  - g(uPfl) > qg'  ( u  P P  ) e  w a 
P P  
P P  Z qg'  (uP)eP d, (9' ( u  ) e  ) a 
S e t t i n g  3 = up- a ep8 it fol lows from (3.2.3) t h a t  
g' ($)ep = qg'  (u  ) e  8 and then  for t h e  func t ion  
. 
P 
P 
P P  6 def ined  
by  (1.1.7) 8 i - e . ,  6 (t) = SUp{jlU-Vll:IIg' ( u ) -  4 '  ( V )  11 t ;u ,v€D],  
w e  have 
' a = \\up- $11 Z 6 (llg' (up) -  g '  ($1 1 1 ) .  P 
Since  IIepll = 1, and 6 i s  monotonic 
6 (Ilgl (up) - g' GP) 1 1 )  6 ( 1  [g '  (up) - g '  I ~ P I )  
P P  = 6 ((14 g' ( u  )e 1 .  
and t h u s  
(3.2.8) a 2 6((1-q) g ' ( u  ) e  ) .  
As usua l ,  t h e  uniform c o n t i n u i t y  of g '  imp l i e s  t h a t  6 i s  
a f o r c i n g  func t ion .  For q > 0 w e  have t h e r e f o r e  e s t a b l i s h e d  
(3.1.4) w i th  
P P  
P 
(3.2.9) d (t) = q t d l  (t) 6 ( (1-q) t) 8 
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and d ,  a s  t h e  product  of f o r c i n g  func t ions  qt, d, (t), and 
6 ((l-q) t ) ,  is  again a f o r c i n g  func t ion .  
If q = 0 we  u s e  t h e  comparison p r i n c i p l e  t o  e s t a b l i s h  
(3.1.4). Let a be def ined  by (3.2.3) with  q = 0 and a '  
wi th  q = 4. S e t  u = up- w a e' and $ = up- w a ' e  . 
Using t h e  mean va lue  theorem w e  have 
P P 
P+l P 
P P  P P  
g ( 3 ) -  g(uP+l)  = g '  (u)  (3- u P+l )  = gt (u) ep I/$- up+' I \  
f o r  some u E which t h e r e f o r e  s a t i s f i e s  g '  ( u ) e  > 0. 
Thus g(uP+l)  < g(Ep) .  This  and (3.2.9)  wi th  q = 4 g ive  
P 
P P  P P  P P  > 49' (u ) e  6 (+g' (u ) e  )dl (9' (u  1 e 1 P+l ) g(uP) - g ( u  
which i s  of t h e  form of (3 .1 .4) .  Applying Lemma 3.1.1 we may 
conclude fo r  0 S q c 1 that  g '  (uP)eP - 0. This completes 
t h e  proof .  
W e  note t h a t  w e  may remove t h e  assumption t h a t  Lo i s  
bounded i f  q > 0 
g i s  bounded below on Lo s u f f i c e s  t o  guarantee  t h a t  a P 
i s  well-defined. For t h e  a lgor i thm (3.2.5), no assumption 
s i n c e  then  our s tandard  assumption t h a t  
of boundedness of Lo i s  needed even i f  q = 0 a s  we  nex t  show. 
Theorem 3.2.2. L e t  f i x e d  c o n s t a n t s  0 S q < 1 and 
0 < C be given, and assume { t  1 i s  def ined  by (3.2.5) and 
(3 .2 .4) .  Then t h e  i t e r a t e s  up+'= up-t ep a r e  wel l -def ined 
and r e m a i n  i n  L o ,  g '  (up),' -+ 0 ,  p - a, and \\up- uP+l/I -, 0, 
P 
P 
I 
I 
I 
8 
i 
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Proof: The proof i s  s i m i l a r  t o  t h a t  of Theorem 3 .2 .1  
and w e  only p o i n t  ou t  t h e  d i f f e r e n c e s .  F i r s t l y ,  it i s  t h e  
bound t S Cg' (uP)eP r a t h e r  than t h e  boundedness of Lo 
t h a t  guarantees  t h e  ex i s t ence  of t h e  supremum i n  (3 .2 .5) .  
Therefore  u is well-def ined al though w e  do n o t  y e t  know 
it i s  i n  Lo. However, assume f o r  to > 0 t h a t  t h e  i n t e r v a l  
[uP,up-toeP] i s  a subse t  of Lo. Then f o r  any 0 < t < to 
t h e r e  i s  by Lemma 3.1.2 a 0 < t '  < t such t h a t  g ( u P - t ' e  P ) <  
0 .  
Thus g(up)  > g(uP-teP) , and we can apply Lemma 3.1.2 t o  
conclude u p+l E Lo. 
To d e r i v e  an i n e q u a l i t y  of t h e  form of (3.1.4) we  aga in  
assume i n i t i a l l y  t h a t  q > 0,  A s  i n  t he  proof of Theorem 
3.2.1 w e  have (3.2.7) .  Only t h e  lower bound on t h e  norm of 
up- 5' d i f f e r s .  For t h e  i t e r a t i o n  given by (3.2.5) e i t h e r  
1 1 ~ ' -  -P u I \  = Cg' (uP)eP or g '  ($)ep = qg'  (Up) 'eP  and (3.2.8) 
ho lds .  Thus 
(3 .2 .11)  
and f o r  q > 0 we have e s t a b l i s h e d  (3.1.4) wi th  
(3.2.12) d ( t )  = qtd ,  (t) *min{Ct,G ( ( l -q )  t) 1. 
11uP- $11 1 minCCg' ( u  P P  ) e  , 6 ( ( l - q ) g '  ( u  P P  ) e  1 1 ,  
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d f o r c e s  i ts  argument t o  zero  and enables  u s  t o  conclude 
t h a t  g '  (up).'+ 0. The case  where q = 0 i s  handlea by t h e  
comparison p r i n c i p l e  j E s t  a s  it w a s  i n  t h e  proof of Theorem 
3.2.1. This concludes t h e  proof .  
R e c a l l  t h a t  i n  Theorems 2.3.1 and 2.4.1, a key assump- 
t i o n  w a s  t h a t  
r e m s  2.4.1 and 3.3.2 al lows us ,  f o r  t h i s  a lgori thm, t o  con- 
c lude  t h a t .  g '  (up)- 0 f o r  t h e  Gauss-Seidel d i r e c t i o n s  with-  
o u t  any convexity assumption. On t h e  o t h e r  hand, t h e  combin- 
a t i o n  of 3.3.2 w i t h  2.3.1 shows t h a t  g ' ( u  ) +  0 i f  on ly  t h e  
s o l u t i o n s  of g '  (u) = 0 a r e  i s o l a t e d .  
l\up- uP+lII + 0. Thus t h e  combination of Theo- 
P 
I f  a i s  def ined  us ing  the fol lowing v a r i a t i o n  of (3.2.3) 
P 
P 
P P  (3.2.13) a = sup{t:OSr<t impl ies  
f o r  f i x e d  0 S q < 1 then t h e  r e s u l t i n g  i t e r a t i o n  i s  w e l l -  
def ined  and g'  (uP)eP- 0. W e  s t a t e  t h i s  a s  a c o r o l l a r y  and 
o m i t  the proof. 
g '  (up- reP).' 2 qg' ( u  ) e  1 
Corol la ry  1. Assume Lo i s  bounded, and f o r  f i x e d  
0 S q < 1 le t  t be given by (3.2.4) and (3.2.13). Then 
t h e  i t e r a t e s  u = up- t ep a r e  wel l -def ined,  remain i n  
L o ,  and g '  (up)eP+ 0. 
P 
P+l 
P 
W i t h  t h e  a i d  of t h e  comparison p r i n c i p l e  w e  o b t a i n  a 
theorem o n  the minimization a lgor i thm (3.2.2) e s s e n t i a l l y  as 
a c o r o l l a r y  of Theorem 3.2.1. 
61 
Theorem 3.2..3. Assume Lo is bounded and l e t  t be de- 
f ined  by (3.2.2). Then the  i t e r a t e s  up+'= up- t ep are de- 
f ined ,  remain i n  and s a t i s f y  g '  (up)ep+ 0.  
P 
P 
Proof: Assume up E L o .  Since Lo i s  closed and bounded 
t h e  set  {up- teP:t  Z 01 Lo i s  compact, and t i s  w e l l -  
P 
def ined .  C lea r ly ,  u P+l E Lo.  Now l e t  a be def ined  by 
P 
(3.2.3) w i t h  0 < q < 1 and set  Cp = up- a e'. Then by de- 
P 
f i n i t i o n  g ( u P + l )  S g($). With (3.2.7) and (3.2.8) t h i s  i m -  
p l i e s  
g(uP) - 
so t h a t  
W e  need n o t  restrict  ou r se lves  t o  minimization on a com- 
ponent of t he  l e v e l  set ,  Lo. I f  we  assume the e n t i r e  l e v e l  
s e t  i s  closed and bounded, then  by c o n t i n u i t y  g i s  bounded 
b e l o w  on the e n t i r e  s e t  and w e  o b t a i n  the same r e s u l t  f o r  a 
s t ep - s i ze  a lgori thm which chooses t h e  minimum from the  e n t i r e  
Another minimization a lgor i thm i s  t o  choose some f i x e d  
P+l P 
P 
C > 0 and l e t  u = up- t e E Lo s a t i s f y  
P 
g(uP+') = min{g(uP-te ):o s t s Cg'(uP)eP;uP-teP E ~ ~ 1 .  
An argument t ha t  the i te ra tes  are well-defined and s a t i s f y  
g '  (uP)eP- 0 
use  the comparison p r i n c i p l e  w i t h  (3.2.12) i n s t e a d  of (3.2.9) . 
would p a r a l l e l  the proof of Theorem 3.2.3 b u t  
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Moreover t h e  r e s u l t  would f o l l o w  w i t h o u t  t he  assumption t h a t  
Lo i s  bounded, and w e  have i n  a d d i t i o n  t h a t  \iup- up+'/\ -.) 0.  
To c a r r y  o u t  t h e  Curry a l -  
gorithm (3.2.1) it i s  necessary t o  so lve  the one dimensional 
3.3 Usinq One Newton Step. 
non-l inear  equation 
(3.3.1) 
A s t anda rd  one dimensional method f o r  so lv ing  (3.3.1) would 
h ( t )  = g '  (up+ teP)ep = 0.  
be t h e  Newton algorithm. W e  now ana lyse  the t a c t i c  of t a k i n g  
only one Newton s t e p  from up towards so lv ing  (3.3.1).  S ince  
P P P P  h i  (t) = g" ( u  + t e  ) e  e 
t h i s  y i e l d s  the i t e r a t i o n  
(3.3.2) 
P P  
P P P  g" (u  ) e  e 
U P+l = UP- g ' ( u  ) e  e p 
which w a s  f i r s t  suggested by Cauchy [ 5 ] f o r  g r a d i e n t  d i r e c -  
t i o n s  i f  uo i s  s u f f i c i e n t l y  c l o s e  t o  a minimum. More recent -  
l y ,  a l o c a l  convergence theorem f o r  the more gene ra l  a lqori thm 
(3.3.3) 
us ing  Gauss-Seidel d i r e c t i o n s  and 0 < w < 2 was given by 
Ortega and Rockoff [30]. For the same d i r e c t i o n s  Schechter 
[33] g i v e s  a g l o b a l  convergence theorem f o r  
where y may be s m a l l  i f  uo i s  f a r  from a minimum. W e  w i l l  
P 
0 < w P < 2 y ,  
now prove a theorem w h i c h  con ta ins  a l o c a l  convergence r e s u l t  
f o r  t h e  f u l l  range of w (0 < w < 2 ) ,  a g l o b a l  convergence re- 
P P 
s u l t  f o r  a s u i t a b l y  small  range of w , and f o r  t h e  q u a d r a t i c  
P 
m 
t 
I 
I 
1 
8 
6 3  
minimization problems y i e l d s  g l o b a l  convergence f o r  t h e  en- 
t i r e  i n t e r v a l  0 < w < 2. 
P 
For a given set  of d i r e c t i o n s  {eP] and a given i n i t i a l  
vec to r  u o ,  l e t  
P P  r g" ( u ) e  e P ( 3 . 3 . 4 )  a =  igll (u- te  p ) e  pep : Cu,u-te 1 = Lo} P 
and set  
( 3 . 3 . 5 )  
Theorem 3 . 3 . 1 ,  Suppose t h a t  i n  Lo g" e x i s t s  and s a t i s -  
f i e s  f o r  u E Lo, 
( 3 . 3 . 6 )  cllhll" S g" ( u ) h , h  S Cllhll2, o < c s c .  
L e t  y be def ined  by ( 3 . 3 . 5 ) .  Then y i s  p o s i t i v e  and i f  
w s a t i s f i e s  
P 
( 3 . 3 . 7 )  d, (9' (u ) e  ) S w S 2y -d, (9 '  ( u  ) e  ) 
f o r  a f o r c i n g  func t ion  dl(t) S y ,  ( i n  p a r t i c u l a r  d, may be  
a p o s i t i v e  cons t an t )  then the i t e r a t i o n  ( 3 . 3 . 3 )  i s  wel l -def ined,  
t h e  sequence {up] remains i n  
P P  P P  
P 
L o ,  g '  (up) ep tends  t o  zero ,  and 
IlUP- up+1\\ - 0. 
up. Otherwise up # u and t o  show [u P , c L, w e  must 
P+l Proof: Suppose up E Lo ,  I f  g '  (uP)eP = 0 then u = 
e s t a b l i s h  ( 3 - 1 . 5 ) .  L e t  0 < w < 2y be any number f o r  which 
(The e x i s t e n c e  of such w i s  guaranteed by L e m m a  3 . 1 . 1 . )  
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W e  have, by  the mean va lue  theorem 
P P P (3.3.8) g ( u  W )-g(up) = g '  (u  ) (uw-u ) + $9" (v) (uw-up,x W -u ) 
for  some v i n  the i n t e r v a l  (up,uw) C L o .  S u b s t i t u t i n g  the 
d e f i n i t i o n  of u-- i n t o  (3 .3 .8) ,  we  o b t a i n  
But 
I 1  CUP) .Pep 
gal (v) e P P  e Y 2 -
and t h u s  
Therefore ,  fo r  any 0 < w < 2y f o r  which [ u  P,uwI = Lo w e  
have g(uw) < g ( u  ) and Lemma 3.1.2 i m p l i e s  t h a t  the e n t i r e  
i n t e r v a l  [ U ' , U ~ + ~ ]  be longs  t o  Lo. S e t t i n g  w = w f o r  w P 
P 
P 
s a t i s f y i n g  (3.3.7) w e  have 
(3.3.9) 
2 2  which establishes (3.1.4) f o r  d ( t )  = t d , ( t ) /2Cy,  and by 
Lemma 3.1.1, g ' (uP)eP-  0 .  Moreover, (3.3.6) and (3.3.3) i m -  
p l y  t h a t  l\up-upcl 11 S $- g '  (up) e' 
whenever g '  (up) e'- 0. Th i s  completes the proof .  
so  t h a t  I\ -, 0 
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Corol la ry  1. L e t  g s a t i s f y  t h e  cond i t ions  of Theorem 
C 2c 3 . 3 . 1  and f o r  0 c e 2 - C l e t  G S W  s - -  e .  Then t h e  P -  c 
conclusions of t h e  theorem hold.  
Proof: For g" s a t i s f y i n g  ( 3 . 3 . 6 )  it i s  immediate t h a t  
C 
Y 1 c. 
Coro l l a rv  2. Suppose x* i s  an i n t e r i o r  l o c a l  m i n i m u m  of 
g i n  D and, i n  a neighborhood N of x*, g" e x i s t s ,  i s  con- 
t inuous  and s a t i s f i e s  ( 3 . 3 . 6 ) .  Then f o r  any 0 < s S 1, i f  uo 
i s  s u f f i c i e n t l y  c l o s e  t o  x*, w may be taken t o  s a t i s f y  
P 
G s w s 2-c 
P 
and t h e  conclus ions  of the theorem fol low.  
Proof: I t  s u f f i c e s  t o  show t h a t  i f  uo i s  s u f f i c i e n t l y  
c l o s e  t o  x* then y 2 l-%s. From t h e  mean va lue  theorem 
. and ( 3 . 3 . 6 )  w e  have 
+cIIu-x*II" s g ( u )  - g(x*)  s +Cllu-x*ly 
and t h e r e f o r e  f o r  any u E Lo, 
+cljuO-x*112 z g ( u " )  -g(x*) z g(u )  -g(x*) z +cIIu-x*ll". 
c %  Hence Lo l i e s  i n  a sphere about x* of r a d i u s  (;) IIu"-x*Il. 
S i n c e  g" i s  uniformly continuous i n  a neighborhood N of 
x* t h e r e  i s  an r > 0 such t h a t  t he  sphere S ( x * , r )  of 
r a d i u s  r about x* l i e s  i n  N and u ,v  E S ( x * , r )  imp l i e s  
t h a t  \Ig" (u)  -g" (v) 11 S +cc. I f  [Iuo-x*\I 5; (-) C r then Lo 
l i e s  i n  t h e  S ( x * , r ) .  Moreover, i f  u , v  E S ( x * , r )  we  have 
c %  
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P P  I g" (v) ePeP - g" (u )  e e 1 s \lgll (v) - g" (us 1 1  s % c c  
and s i n c e  c 5 g" (u)  ePeP w e  have t h a t  
P P  q" (u) e P P  e 
gal (u) epep + 4cc 
5: g" (u) e e 
g" (v) e P P  e 
- 
z 1 - 3i€ 
Therefore,  i f  uo i s  s u f f i c i e n t l y  close t o  x*, y r: 1-+c. 
Theorem 3 . 3 . 1  i s  optimum i n  the sense t h a t  it con ta ins  
t h e  best  known r e s u l t  f o r  t h e  q u a d r a t i c  minimization problem. 
I n  f a c t  w e  have a g e n e r a l i z a t i o n  t o  a r b i t r a r y  d i r e c t i o n s  of 
t h e  r e l a x a t i o n  r e s u l t s  f o r  f r e e - s t e e r i n g  methods d iscussed  by 
Schechter [ 37 3.  
Coro l la ry  3. I f  g" i s  cons t an t  and s t r i c t l y  p o s i t i v e  
d e f i n i t e  and w s a t i s f i e s  
P 
P P  P P  
5 2-d, (9' ( u  ) e  ) d, (9'  (u ) e  ) S w 
P 
f o r  some forc ing  func t ion  d, (t) S 1 
( 3 . 3 . 3 )  i s  well-defined, remains i n  Lo, g'  (up)ep 0 ,  and 
then t h e  i t e r a t i o n  
1 1  UP-UPfl II + 0 -  
Proof: The proof fol lows from Theorem 3 . 3 . 1  and t h e  ob- 
se rva t ion  t h a t  y i s  u n i t y  f o r  g" c o n s t a n t  and s t r i c t l y  
p o s i t i v e  d e f i n i t e .  
8 
1 
I 
1 
t 
I 
I 
1 
1 
1 
1 
I 
I 
1 
I 
I 
I 
a 
a 
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P c o r o l l a r y  4. (Schechter [ 3 8 ] ) :  Suppose t h a t  [e ] con- 
sists only of  coord ina te  d i r e c t i o n s  and t h e  d e f i n i t i o n  (3.3.4),  
(3.3.5) of y i s  replaced by 
( 3.3.10) 
ii (')} , min i n f  a (u) / sup a ii Y =  ls ian {uELo uE Lo 
where (a ( u ) )  i s  t h e  matrix r e p r e s e n t a t i o n  of g" (u)  . Then 
t h e  s ta tement  of  Theorem 3 .3 .1  remains v a l i d .  
i j  
The proof i s  immediate from t h e  observa t ion  t h a t ,  when 
P {e ] c o n s i s t s  of  coordinate  d i r e c t i o n s ,  t h e  y def ined  by 
(3.3.4) 8 (3.3.5) i s  a t  l e a s t  as great  a s  t h a t  def ined  by 
~ Q t e  that. the obvious extens ion  of (3.3.101 t o  ar- 
b i t r a r y  d i r e c t i o n s ,  
i s ,  i n  gene ra l ,  smal le r  and hence less s a t i s f a c t o r y  than  t h e  
y of (3.3.5) 
T o  conclude t h i s  s e c t i o n  w e  cons ider  a v a r i a t i o n  of 
P (3.3.3) U P+l = up - w 4' (UP) 2 e 
P g" (up) epep 
i n  which g" (up)epep i s  replaced by a c o n s t a n t  C,  t hus  
g iv ing  
(3.3.12) 
W 
P P P  P 
U P+' = up - (9' (u ) e  e . 
To c a r r y  o u t  t h i s  i t e r a t i o n  it is necessary  t o  know a L i p -  
s c h i t z  cons t an t  or a bound on the second d e r i v a t i v e ,  b u t  it 
does n o t  r e q u i r e  knowing the f u n c t i o n a l  g, or so lv ing  a 
68 
one-dimensional nonl inear  equat ion.  
This  i t e r a t i o n  was f i r s t  proposed by Goldstein [14] 
with  C a s  an upper bound on the  norms of g " ( u  ) and i s  a l -  P 
cons ider  t h i s  i t e r a t i o n  when C i s  a L ipsch i t z  cons t an t  f o r  
g '  and g need only have one d e r i v a t i v e .  The fol lowing i s  
a minor extension of t h e i r  r e s u l t s .  
Theorem 3.3.2. Suppose t h a t  
11s' (u)  -g' (VI 11 cllu-vll, u ,v  E Lo 
and t h a t  f o r  some f o r c i n g  func t ion  d , ( t )  S 1, 
( i n  p a r t i c u l a r  d, may be a p o s i t i v e  c o n s t a n t ) .  Then the 
i t e r a t i o n  given by (3.3.12) i s  well-defined, t h e  i t e ra tes  
{up] remain i n  Lo, g '  (up)epd 0 ,  and \\up- ~ ~ ' ~ 1 1  0. 
Proof: The proof p a r a l l e l s  t h a t  of Theorem 3.3.1. Sup- 
P P+1 P pose u E Lo. I f  g ' ( u P ) e P  = 0 ,  then u = u . I f  
g '  (uP)eP > 0 
P P  holds .  L e t  u = up- (wg ' (u  ) e  / C ) e P  f o r  any w > w > 0 
such t h a t  [up,uw] c Lo. 
(3.3.14) g(uP) - g(uP- teP)  
then  up # u '+I and w e  show f i r s t  t h a t  (3.1.5) 
W P 
B y  t h e  mean va lue  theorem w e  o b t a i n  
P P  1 = t g '  (up).' - r [ g '  (up) - g'  (up-ste ) ]e d s  
J O  
P P  which i s  p o s i t i v e  provided t < 2g' ( u  ) e  / C. Thus 
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g(uw) < g(up)  and by Lemma 3.1.2, [ U ~ , U ~ + ~ ]  c Lo. 
t = wpg'  (u ) e / C 
S e t t i n g  
i n  (3.3.14) and combining t e r m s  w e  have P P  
g (uP) -  g(uPS1) 2 w (2-w (4 '  (u P ) e  P 2  ) /2c 
P P 
which w i t h  (3.3.13) y i e l d s  (3.1.4) wi th  
d ( t )  = k t 2 d l ( t ) 2 /  C. 
Thus Lemma 3.1.1 impl ies  
l y  from the d e f i n i t i o n  of 
g '  (uP)eP+ 0 and it fol lows d i r e c t -  
up t h a t  \\up- upclll - 0. 
3.4 Over-relaxed C u r r y  I t e r a t i o n .  W e  have seen, i n  
s e c t i o n  3.2, t h a t  the Curry i t e r a t i o n ,  
(3.4.1) U P+' = u P - w a e ,  P 
P P  
f o r  a equal  t o  the s m a l l e s t  non-negative s o l u t i o n  of 
P 
(3.4.2) 
may be under-relaxed, i .e.,  w < 1, w i t h  no 
q u a d r a t i c  g,  the Curry i t e r a t i o n  co inc ides  
Newton s t e p  towards so lv ing  (3.4.2) and our 
3.3 i n d i c a t e s  t h a t  i n  t h i s  case 0 < w < 2 
g '  (up- teP1.P = o 
P 
P 
d i f f i c u l t y .  For 
w i t h  t a k i n g  one 
r e s u l t  i n  s e c t i o n  
may be used. W e  
w i l l  now cons ider  when, fo r  non-quadratic g, w e  may t ake  
w > 1 i n  (3.4.1).  The r e s u l t  f o r  quadra t i c  g i s  a conse- 
quence of t h e  symmetry of t h e  one-dimensional f u n c t i o n a l  
h ( t )  = g(up- t e  ) about i t s  minimum and t o  extend it t o  non- 
P 
P 
q u a d r a t i c  g w e  must measure the dev ia t ion  from t h i s  sym- 
metry. Therefore,  suppose up E L o ,  a given by (3.4.2) i s  
wel l -def ined and set 9 = up- a e'. Define 
P 
P 
7 0  
P P  I :  t # 0 and g '  (3- t e  ) e a = C l  t (3.4.3) P 
and set  
= i n f  0 / sup Q . 
yP P P (3.4.4) 
Note t h a t  i f  g i s  t w i c e  cont inuously d i f f e r e n t i a b l e  and 
t # 0 ,  then 
(3.4.5) 
must t h e r e f o r e  
yP 
f o r  some 0 < s < t; i f  g i s  quadra t i c ,  
be uni ty .  W e  s h a l l  now g ive  the fol lowing gene ra l  r e s u l t  
and then  cons ider  var ious  c o r o l l a r i e s .  
i s  
yP Theorem 3.4.1. Suppose t ha t  Lo i s  bounded, 
def ined  by  (3.4.4) and 
(3.4.6) 1 s  w s 1 + A  (1--6 ) P P P 
where f o r  some f o r c i n g  func t ion  d, ,  
P P  1 ZZ 6 1 d, ( g ' ( U  ) e  ) .  
P 
Then t h e  i t e ra tes  (3.4.1) a r e  wel l -def ined,  l i e  i n  Lo and 
g '  (uP)eP- 0 .  
Proof:  Assume up E L o ,  and cons ider  t h e  case  when 
g' (up).' > 0 .  L e t  tip = up- e a e'. TO apply Lemmas 3.1.1 
and 3.1.2 w e  m u s t  v e r i f y  (3.1.5) and then  (3.1.4). There- 
f o r e  s e t  u = up- wa ep f o r  any 0 < w 5 w such t h a t  w P P 
[up,uWl c L,. 
P P  
BY t h e  argument of Theorem 3.2.1 EP E L ~ ,  
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and 
(3,40 7) g(up) - g(hp)  Z d ( g '  ( u  ) e  ) 
f o r  some fo rc ing  funct ion d. But 
P P  
and by t h e  mean value theorem, 
'g ' ($+ t ( 1 - s  ) a  e') ((l--E ) a ) 2 t e P d t  
P P  P P  
t ( 1 - e  ) a  
= I  
P P  
" 0  
z i n f  u 1 2 a  . 
P P P  
The mean value theorem a l so  g ives  
g (uw) - g (Gp) = P' g ' (up+ t ( uw- Tip)) (uw- cp) d t  
3 0  
(3.4.10) 
- rig' (u'-+ t (w-1) a n e') ( (w-1) a 73 )2 t ePd t  
t (w-1) a '0 
P 
I sup u ~ i ( w - 1 ) ~  a 2 . 
P P 
Combining (3.4.8) and (3.4.9) w e  have 
a($')- g ( u  ) Z  i n f  a + ( l - s  l 2 a  - sup a + ( w - 1 ) 2 a  
W P P P  P P 
which w i l l  be non-negative i f  
sup 0 )  (1-sp)2 ( 1 - w ) 2 .  
P 
( i n f  ap / 
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Since 1 S w S 1 - f i ( 1 - e  ) w e  have from (3.4.7) and (3.4.8) 
P P 
P P  (3.4.11) g ( u p ) -  g(uw) 1 d ( g ' ( u  ) e  1 > 0 .  
Thus Lemma 3 .1 .2  shows u p+l E L o ,  and by Lemma 3.1.1 and 
(3.4.11) with w = w w e  have g '  (up)ep+ 0. 
P 
Without f u r t h e r  assumptions on g it i s  p o s s i b l e  t ha t  
may be zero: perhaps because g '  (up- teP)eP = 0 h a s  solu-  
yP - 
t i o n s  o the r  than  a , perhaps because g " ( u  --p ) e  p e p = 0 .  If 
P 
= 0 then w = 1 and w e  have no t  extended Theorem 3.2.2. 
yP P 
However, t h e r e  are important  cases when r e l a x a t i o n  f a c t o r s  
greater than un i ty  may be used. 
The  simplest case i s  when g" i s  a cons t an t ,  s t r i c t l y  
p o s i t i v e  d e f i n i t e  matr ix .  Then y E 1, 0 < w C 2 may be 
used, and w e  have reproved Corol la ry  3 of Theorem 3.3.1. 
P P 
W e  
next  c o n s i d e r  the case when g '  i s  L ipsch i t z  continuous,  i .e. ,  
(3.4.12) llg' (4 - 4 '  ( V I  I 1  cllu-vll 
and uniformly pseudo-convex wi th  a l i n e a r  f o r c i n g  func t ion  
d ,  i . e . ,  
(3.4.13) g (u )  I g(v)  impl ies  g '  (v) (v-u) 2 cIIu-vIJ2, c > 0 .  
Corol la ry  1. Assume t h a t  the cond i t ions  of Theorem 
3.4.1 as wel l  as  (3.4.12) and (3.4.13) hold.  Then t h e  con- 
c l u s i o n s  of t h e  theorem are v a l i d  f o r  w s a t i s f y i n g  
P 
si 1 w s 1 + (c /C)  ( 1 - s  P ) .  
P 
Proof: F o r  a given by (3.4.3) an easy c a l c u l a t i o n  
P 
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;r c / C  for  all 
yP 
g i v e s  c i n f  LZ and C S sup a and t h u s  
P P 
P -  
I f  g" e x i s t s  and s a t i s f i e s  
(3.4 , 14)  cl\h/[a S g" (u)hh  S; C\\hll", u E D  
then (3.4.12) and (3.4.13) follow, With (3.4.14) and t h e  as-  
sumption t h a t  g" i s  uniformly cont inuous we  can g e t  a much 
bet ter  r e s u l t  l o c a l l y ,  j u s t  as we  d i d  wi th  Theorem 3.3.1. 
Coro l l a ry  2.  Suppose x* i s  an i n t e r i o r  l o c a l  minimum 
of g i n  D and, i n  a neighborhood N of x*, g" e x i s t s ,  
i s  continuous and s a t i s f i e s  (3.4.13), f o r  u belonging t o  N, 
Then f o r  any 0 < 8 S 1, i f  u' i s  s u f f i c i e n t l y  c l o s e  t o  x*, 
w may be taken  t o  s a t i s f y  
P 
c l w  s 2 - s  
P 
and t h e  conclus ions  of the theorem hold.  
Proof: From (3.4.5) it fol lows t h a t  
P P  
P P  
i n f  % s i n f i g "  (u) e e : u E L ~ ]  
S sup{gIl(u)e e : u E L,] 
s sup a 
P 
and t h u s  
I n  t h e  proof of c o r o l l a r y  2 of Theorem 3.3.1 we showed t h a t  
if up w a s  s u f f i c i e n t l y  c l o s e  t o  x f ,  Lo l a y  wi th in  a sphere 
S ( x * , r )  and tha t  f o r  any two p o i n t s  u , v  of S ( x * , r )  
Hence, i f  Lo C S ( x * , r )  
I inf(gll(u)ePeP:u E L,] - supCg"(u)ePeP:u E ~ ~ 1 1  I +sc 
For y = i n f  y w e  have 
P 
and w e  have i n f  a / sup aP I-$€- 
P 
y z l+€ and t h e  r e s u l t  follows. 
I f  g" exis ts  and i s  continuous then  (3.4.5) impl ies  
t h a t  f o r  every p ,  yp  i s  g r e a t e r  than  t h e  y def ined  by 
(3.3.11). Moreover, if g" i s  expressed as a matrix (a  i j  )
and t h e  sequence {eP] c o n s i s t s  only of the n d i s t i n c t  co- 
i s  greater than y def ined  by 
yP 
o r d i n a t e  vec tors ,  then  
(3.3.10), f o r  a l l  p.  
3.5 Goldstein and Armijo Alqorithms. Given up E D w e  
m i g h t  consider  choosing up+' by  v e r i f y i n g  d i r e c t l y  t ha t  
(3.5.1) g(up) - g(uP+') Z d ( g '  ( u  P P  ) e  ) , U E D ,  
f o r  some simple f o r c i n g  func t ions  such as d ( t )  E q t  or q t2 .  
However, i t  i s  n o t  p o s s i b l e  t o  guarantee,  i n  gene ra l ,  t ha t  
f o r  any forc ing  func t ion  d t h e r e  e x i s t s  a u s a t i s f y i n g  P+l 
(3.5.1).  B u t  a r e l a t e d  approach does succeed. 
Suppose up+'= up when g '  (up) ep = 0. I f  g '  (uP)eP > o 
w e  seek t o  v e r i f y  i n s t e a d  
f o r  a forc ing  func t ion  d, s a t i s f y i n g  d,( t ) / t  S q S +. How- 
ever ,  (3.5.2) w i l l  imply (3.5.1) on ly  if w e  a l so  know t h a t  
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llup- u P+' 1; r d, (9' (u  P P  )e ) ( 3 . 5 . 3 )  
f o r  a f o r c i n g  func t ion  d,. I n  t h i s  s e c t i o n  w e  cons ider  a l -  
gorithms w h i c h  v e r i f y  ( 3 . 5 . 2 )  d i r e c t l y  and show h o w  t h e y  also 
s a t i s f y  ( 3 . 5 . 3 ) .  
W e  cons ider  f irst  an  algori thm proposed by Goldstein 
[ 151, [ 161,  171 ,  and a l s o  d iscussed  by Altman [ 2 1. The a l -  
gorithm i s  a procedure f o r  t a k i n g  another  i t e r a t i v e  method 
and modifying it t o  obtain a decreas ing  sequence w h i c h  sa t i s -  
f i e s  g '  (up) e'-+ 0 .  
Assume tha t  the o r i g i n a l  algorithm produces a t  up E D 
an  i t e r a t e  5' w h i c h  equals  up i f  g '  (u")e" = 0 and other- 
w i s e  
( 3 . 5 . 4 )  IIup- $11 Z d, (9' (u P P  ) e  ) 
f o r  a f o r c i n g  func t ion  d3 such t h a t  d, (0)  = 0. I f  s e t t i n g  
$+'= T;;P f a i l s  t o  s a t i s f y  
( 3 . 5 . 5 )  g(uP) - g(uP+') z qegl (u P P  ) e  0 llup- uP+'l/, 
o < q s + ,  U E D 
then g ' ( u  ) e  > 0 and a number 0 < w < 1 i s  found such 
t h a t  
P 
( 3 . 5 . 6 )  U p+l = w $ + (1-w )UP 
P P 
s a t i s f i e s  both ( 3 . 5 . 5 )  and 
( 3 . 5 . 7 )  g ($1 - g (up+' s (1-q) g'  (up) e'- //up- up+' 1 1 .  
W e  now show t h a t  i f  g '  (uP)eP > 0 and ( 3 . 5 . 5 )  i s  f a l s e  
7 6  
f o r  u 
given by ( 3 . 5 . 4 )  s a t i s f i e s  ( 3 . 5 . 5 )  and ( 3 . 5 . 7 ) .  
P+l up t h e r e  i s  some w E (0,l) such t h a t  u 
P 
Define 
I t  fo l lows  from t h e  d i f f e r e n t i a b i l i t y  of g t h a t  h i s  con- 
t inuous  f o r  
u tends  t o  u . I f  u $ D, then by Lemma 3 . 1 . 2  t h e r e  i s  
i n t e r v a l  [ u  , V I  c D where v # up i s  a boundary p o i n t  of 
Lo and g ( v )  = g ( u o )  2 g ( u p ) ,  t h u s  h ( v )  S 0. On t h e  o t h e r  
hand i f  $ E D b u t  g(up)  - g($) C qg' (up) ep\lup- Tipi\ then 
u € {up- t ep € D: t Z 01 and t ends  t o  u n i t y  as 
P --P 
'P 
h($) < L,, 
tween  4 and 1 i n  t h e  i n t e r v a l  [ u  , u  ] and t h e r e f o r e  f o r  
w s u f f i c i e n t l y  small ,  bo th  ( 3 . 5 . 5 )  and ( 3 . 5 . 7 )  can be s a t -  
i s f i e d ,  f o r  some 
I n  e i t h e r  event  h ( u )  must assume a l l  va lues  be- 
P 4  
P 
u '+' E D. 
This  a lgori thm can be gene ra l i zed  by r e p l a c i n g  ( 3 . 5 . 5 )  
with  ( 3 . 5 . 2 )  and more s i g n i f i c a n t l y  r e p l a c i n g  ( 3 . 5 . 7 )  by t h e  
weaker condi t ion  
( 3 . 5 . 8 )  
f o r  t h e  d, of ( 3 . 5 . 2 )  . Note t h a t  even i f  d, (t) i s  taken 
a s  q t  f o r  q S 4, ( 3 . 5 . 8 )  i s  weaker than  ( 3 . 5 . 7 ) .  I n  t h e  
fo l lowing  lemma w e  show t h a t  ( 3 . 5 . 8 )  imp l i e s  ( 3 . 5 . 3 ) .  
Lemma 3.5.1. Assume D i s  convex, u , u p+l E D. If 
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(3.5.8) h o l d s  w i t h  a forc ing  func t ion  dl then ( 3 . 5 . 3 )  also 
holds w i t h  d, ( t )= 6 (a, ( t ) ) ,  where 6 i s  def ined  by (1.1.7). 
Proof: I f  u , up+' E D and ( 3 . 5 . 8 )  holds ,  then by the 
convexity of D,  (up,,'+' ) = D  and by the mean va lue  theorem 
there i s  some v E (u , u  such t h a t  
r 1 
L 
( 3 . 5  . 8) then  implies 
From (1.1.7) w e  have 
\lv-upl\ 4 6 (11s' (v) - g'  (up) 11) 2 6 (d, (9' (u') e') ) 
and s i n c e  v E (u  , up+'), w e  may conclude 
( 3 . 5 . 3 ' )  liup- up+l1\ Z 6 (d, (9' ( u  P P  ) e ) ) . 
Although there is a number w which sa t i s f ies  both 
( 3 . 5 . 2 )  and ( 3 . 5 . 8 ) ,  i n  p r a c t i c e  such a number may be ob- 
P 
t a i n e d  only by t r i a l  and e r r o r .  Presumably one would l e t  w 
be success ive ly  l,$,%, ... 2 , ... u n t i l ,  f o r  some va lue  of 
w ,  u s a t i s f i e s  ( 3 . 5 . 2 ) .  Then one would t e s t  i f  ( 3 . 5 . 8 )  
also h e l d ,  and i f  no t ,  i nc rease  w u n t i l  both ( 3 . 5 . 2 )  and 
( 3 . 5 . 8 )  hold. 
P 
-n 
P 
P 
W e  sha l l  show i n  the  nex t  t w o  lemmas tha t  i f  w i s  
P 
chosen as the f i rs t  value i n  the sequence l,$,&, ... which 
sa t i s f ies  ( 3 . 5 . 2 )  then  it i s  unnecessary t o  v e r i f y  ( 3 . 5 . 8 ) .  
W e  r e f e r  t o  t h i s  procedure a s  t h e  A r m i j o  a lgori thm because 
it conta ins  as a s p e c i a l  case an algori thm of Armijo [ 3 1 .  
There are two ways i n  which t h e  preceding t r i a l  va lue  of 
U can have f a i l e d  t o  s a t i s f y  ( 3 . 5 . 2 )  Either it d i d  no t  
belong t o  D 
large. 
o r  it belonged t o  D b u t  g ( u  '+I) w a s  too  
Each of t hese  cases i s  handled i n  a s e p a r a t e  lemma. 
Lemma 3 . 5 . 2 .  L e t  D be convex, 0 < a < 1, 
-1 
up,up- a .(up- up+') E D, and suppose 
where d, (t) S qt ,  0 < q S k .  Then, f o r  6 def ined  by 
( 1 . 1 . 7 )  we have 
l\up- u P+l 11 Z a6 ((1-q)g'  (u P P  ) e  ) 
( 3 . 5 . 3 " )  
Proof:  By t h e  convexity of D ,  the i n t e r v a l  [up, GP1 
'+I), and by the mean l i e s  i n  D ,  where 6' = up- a (up- u -1 
value  theorem and ( 3 . 5 . 9 )  we have 
P P  g '  (v)eP = g(up) - g(fip) < d, (9' (uP)eP)S qg' (u  ) e  
By the monotonicity of 6 w e  have 
\\up- up+' 11 = allup- Z a6 (Iigl (up) -g' (fip) 1 1 )  
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L e t  D be convex, 0 C a < 1, up E D and 
(3.5.10) 
Then 
Proof: I n  t h e  proof of Theorem 3.2.1 w e  showed ( ( 3 . 2 . 8 )  
q = 0) t h a t  t h e  set  {up- teP E Lo : t 2 01 con ta ins  a t  w i th  
l e a s t  t h e  i n t e r v a l  {up- teP: 0 S t S 6 (9'  (uP)eP)  1 ,  and there-  
fore if 6' $? LO, 16'- up\\ 2 6 (9' ( u  P P  ) e  ) . Hence \\up- uP+l \ \  
4 a 6 ( g '  ( u  P P  ) e  ) .
I n  t h e  nex t  theorem w e  show t h a t  t h e  Goldstein and Armijo 
a lgor i thms produce well-defined sequences f o r  which 
p -, O J .  I n  gene ra l ,  up and u '+' need n o t  belong t o  t h e  
s a m e  component of the l e v e l  se t  
and t h e r e f o r e  i n  the next  theorem w e  s t r eng then  t h e  underly- 
i n g  assumptions from condi t ions  on Lo t o  assumptions about 
L. 
g' (up) eP+O 
L = {u E D : g ( u )  S g ( u " ) ] ,  
Theorem 3 . 5 . 1 .  L e t  D be convex, L c losed ,  g '  bounded 
below on 
w e  have a $ s a t i s f y i n g  
L, 0 < a < 1 given and suppose f o r  every up E D 
\\up- $11 Z d, (4 '  ( u  P P  ) e  ) 
( 3 . 5 . 4 )  
w h e r e  $ = up if g '  (up),' = 0,  and d, (0) = 0. Then el- 
t h e r  t h e  Golds te in  o r  A r m i j o  procedure may be used t o  o b t a i n  
a wel l -def ined sequence of i t e r a t e s  such t h a t  g '  (up)ep- 0 .  
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Proof: L e t  d, (t)  be a f o r c i n g  func t ion  such that 
d , ( t ) / t  S q I%. I f ,  s e t t i n g  u p+l= T i p ,  (3.5.2) i s  s a t i s f i e d  
then (3.5.4) implies (3.5.3) .  O t h e r w i s e  d, (0) = 0 irnplies 
g '  (uP)eP 
some w E ( 0 , l )  such t h a t  f o r  u 
(3.5.2) and (3.5.8) are s a t i s f i e d ,  and by Lemma 3.5.1, (3.5.3) 
m u s t  be p o s i t i v e  and then  we  know t h a t  t h e r e  i s  
given by (3.5.6) bo th  P+l 
P 
holds .  A l t e rna te ly ,  l e t t i n g  w be t h e  f i rs t  va lue  i n  t h e  
sequence a', al, . . . , a , . . . f o r  w h i c h  (3.5.2) h o l d s  (it 
fol lows from g' (uP)eP > 0 t h a t  (3.5.2) u l t i m a t e l y  does hold)  
P 
i 
w e  have e i t h e r  (3.5.9) o r  (3.5.10). Applying Lemma 3.5.2 o r  
3.5.3, r e spec t ive ly ,  w e  may conclude (3.5.3).  But (3.5.2) i m -  
p l i e s  g (up+' S g(up) : t h u s  the  sequence remains i n  L and 
by Lemma 3.1.1 and (3.5.3) g '  (up).', 0. 
The following r e s u l t ,  due t o  A r m i j o ,  i s  a c o r o l l a r y  of 
Theorem 3.5.1. 
Corol la ry  1. Suppose g:En+ R,  and 
Y 
where a is t h e  f i r s t  number i n  t h e  sequence l,$,&, ... t o  
P 
s a t i s f y  
Then g '  (up) 0 .  
Proof: For t h i s  i t e r a t i o n  (3.5.4) ho lds  wi th  d, (t)= t 
and (3.5.2) w i t h  d , ( t ) =  '/it. Moreover g ' (uP)eP-  0 i s  equi-  
v a l e n t  t o  g '  (up)- 0. 
8 
I 
I 
I 
1 
I 
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3.6. Searchinq for t h e  Minimum of a S t r i c t l y  Unimodal, 
Functipna-1.. I n  t h i s  s e c t i o n  we  cons ider  a lgor i thms which 
e v a l u a t e  a s t r i c t l y  unimodal f u n c t i o n a l  a t  a f i n i t e  number 
o f  p o i n t s  l y i n g  i n  t h e  d i r e c t i o n  and b r a c k e t  t h e  min- ep 
imum i n  t h a t  direct ion.  W e  w i l l  show t h a t  these a lgor i thms 
produce s t e p - s i z e s  t h a t  a r e  under-relaxed wi th  r e s p e c t  t o  
one of  t h e  v a r i a t i o n s  of Altman's a lgor i thm and it w i l l  fol- 
l o w  from our  r e s u l t s  i n  Sec t ion  3.2 t h a t  t hey  produce w e l l -  
def ined  i t e r a t e s  such t h a t  g '  (uP)eP + 0. 
Before d i scuss ing  d i rec t  sea rch  a lgor i thms w e  f irst  
g i v e  some r e s u l t s  about a v a r i a t i o n  of t h e  s t e p - s i z e  algo- 
r i t h m  given by (3.2.5). L e t  t h e  d i r e c t i o n  e' be given,  
set  = 0 i f  g '  (uP)eP = 0,  and o therwise ,  l e t  
(3.6.1) a = sup{t:OSr<t impl ies  g ' (uP- t eP)eP  2 01. 
L e t  w s a t i s f y  
a 
P 
P 
P 
(3.6.2) c l w  P Zl, O < C S l ,  
P+l = up - w a e'. 
P P  
and d e f i n e  u 
of Theorem 3.2.1 t h a t  i f  Lo 
a r e  wel l -def ined,  remain i n  Lo and g '  (up)eP 4 0.  
It  f o l l o w s  from Corol la ry  1 
is bounded then  t h e  i t e r a t e s  
Note t h a t  3 = up - a ep i s  a l o c a l  minimum of  g on P 
P I = {uP-te E L,:t z 01, s i n c e  h ( t )  = g(uP-teP) is non- 
inc reas ing  for 0 S t 5 a 
small i n t e r v a l  beyond a . I f  we  assume t h a t  g i s  s t r i c t l y  
P 
and i n c r e a s i n g  a t  l e a s t  f o r  some 
P 
P 
8 2  
quasi-convex then g has precisely one local minimum on a 
bounded line segment and 5’ 
g on I . Therefore, when g is strictly quasi-convex, 
this algorithm coincides with the minimization algorithm, 
but our result now permits the use of an under-relaxation 
factor. 
mization algorithm.) 
convexity we can also show that the minimization algorithm 
produces iterates satisfying IIup-uptlll -. 0 as p -L a. 
must be a (global) minimum of 
P 
(In general this is not permissible with the mini- 
Under the assumption of strict quasi- 
Theorem 3.6.1. If Lo is bounded, g is strictly 
quasi-convex,and t = w a for a satisfying (3.6.1) and P P P  P 
1 
w satisfying (3.6.2) then t 
P 
Proof: Since g (uP-teP) 
it follows that 
( 3 . 6 . 3 )  
4 0  as p - a .  
is non-increasing for t S a 
P 
1-w) u P+l )  z g(u P+l) 
for w E (O,l). By Theorem 1.4.1 strict quasi-convexity im- 
plies property S and by Theorem 2.4.2, 
t .-e 0. 
(3.6.3) then implies 
P 
We now consider direct search algorithms for strictly 
unimodal functionals. Let I denote a bounded interval, 
ordered in the usual fashion, and x* the minimim of g on 
I. Recall, (section 1.3) that a functional g is strictly 
unimodal if for any bounded interval I and points u,v,x* 
83 
of I, if u < v < x* or if u > v > x* then g(u) > g(v) 
> g(x*). 
strict unimodality was equivalent to strict quasi-convexity, 
Recall also that in Theorem 1.3.5 we showed that 
and we shall therefore use the terms interchangeably. 
The property of strictly unimodal functionals exploited 
by direct search algorithms is this: if u < w < v are 
three points of a bounded interval I, g(w) 5 g (u), and 
g(w) d g(v) then the minimum x* of g on I is in the 
segment [u,v]. For if x* is not in [u,v], say x* > v 
then w < v < x* implies g(w) > g(v) > g(x*)' which contra- 
dicts the assumption. 
One very simple direct search technique for the ininimum 
of g in the interval I is to place m equally spaced 
points u = u1 2 m 
g' (uP)eP > 0 and m is sufficiently large then some k > 2 
P 
u < . . . < u in the interval. If P 
will satisfy 
g(%)  = min{g(u.):i 1 = 1, ..., m] 
3 .  Setting F i c - l f  %+l and x* will lie in the interval 
a P+' = up - w a e' for 3- w F ) + l  implies that u 
P P  P = uk-1 U 
s 1. 
Therefore, if 
(3.6.4a) U P t l  = u  when g' (uP)eP = 0, 
otherwise, 
a4 
(3.6.4b) g(%) = min[g(ui):i = 1 ,..., m], k > 2, 
and 
(3.6.4~) 
then this direct search algorithm will, by Corollary I of 
Theorem 3.2.1, produce well-defined iterates that remain in 
Lo and satisfy g '  (uP)eP -, 0, p - w, Moreover, /[up-upcl\\ 
+ 0, as p + 00. 
In practice, one would use a more sophisticated strategy 
for placing the points \ (see especially Wilde [44]), but 
it is clear that our analysis extends to more complicated 
direct search algorithms. The constant c will differ from 
method to method, but if (3.6.4) is satisfied then u 
will equal up-w a ep for some 
again have well-defined iterates satisfying g' (uP)eP 4 0, 
and Ilup-uptl// -, 0, as p 4 a. 
ptl 
0 < c ~3 w P z 1, and we will P P  
CHAPTER IV 
REPRESENTATIVE CONVERGENCE THEOKEMS 
The l a s t  chap te r  was devoted e n t i r e l y  t o  the a n a l y s i s  of 
s u i t a b l e  choices  of s t e p - s i z e  f o r  minimization algori thms and 
t h e  one preceding it t o  the  d i scuss ion  of the choice  of d i r e c -  
t i o n s  and t o  ques t ions  of convergence. I n  t h i s  chap te r  we  seek 
t o  t i e  these r e s u l t s  toge ther  by applying t h e m  t o  a series of 
s p e c i f i c  combinations of s t e p - s i z e  and d i r e c t i o n .  There a r e  
dozens of p o s s i b l e  combinations b u t  many are u n i n t e r e s t i n g .  W e  
are motivated i n  our s e l e c t i o n s  by s e v e r a l  f a c t o r s .  W e l l  known 
a lgor i thms a r e  d iscussed  so t h a t  our r e s u l t s  may be compared t o  
those  i n  the l i t e r a t u r e .  Some new combinations t ha t  are compu- 
t a t i o n a l l y  more convenient o r  apply t o  a w i d e r  c l a s s  of prob- 
l e m s  than  the  w e l l  known a lgor i thms a r e  a l s o  considered. F i n a l -  
l y  w e  wish t o  i l l u s t r a t e  a s  many methods a s  p o s s i b l e  and some 
s e l e c t i o n s  a r e  made simply f o r  completeness. 
Proofs  i n  t h i s  chapter  w i l l  be brief,  res t r ic ted  essen-  
t i a l l y  t o  quot ing  the re l evan t  r e s u l t s  i n  the  previous  c h a p t e r s  
and proving t h e i r  hypotheses a r e  s a t i s f i e d .  W e  assume i n  t h i s  
chap te r  t h a t  has a continuous F reche t  d e r i v a t i v e  
on an open set  D, t h a t  Lo i s  a c losed ,  bounded component of 
the l e v e l  se t  {u E D : g ( u )  S g ( u o ) ]  which con ta ins  t h e  i n i t i a l  
i t e r a t e  uo .  Cont inui ty  of g and compactness of Lo t h e n  
85 
g:D c En- R 
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imply t ha t  g '  i s  uniformly continuous on Lo and there ex- 
i s ts  a t  least  one p o i n t  x* € Lo such tha t  g(u)  5 g(x*) , 
fo r  a l l  u E Lo and g ' (x* )  = 0. 
4 . 1  Gauss-Seidel Di rec t ions .  W e  beg in  w i t h  the Gauss- 
S e i d e l  method, which has a l r eady  been presented  a s  an example 
i n  Chapter 2 ,  w r i t i n g  the i t e r a t i o n  as u P+l= up- t P e . 
d i r e c t i o n s  e', w e  use t h e  n orthonormal coord ina te  v e c t o r s  
cyc l ica l ly . .  Thus, i f  
vec to r s ,  e' i s  given by  
(4.1.1) e = sgn(g8 (u )e i )e i ,  
To d e f i n e  t h e  s t ep - s i ze  
P AS 
eo le , ,  ... , e n-1 are the coord ina te  
i = p(mod n ) .  
a P be the smallest  non- 
P 
t P 
l e t  
nega t ive  so lu t ion  of 
(4.1.2) 
and l e t  w be a r e l a x a t i o n  f a c t o r  s a t i s f y i n g  
(4.1.3) 
f o r  a forc ing  func t ion  d, (Def in i t i on  1.1.1). I n  p r t i c u l a r ,  
dl (t) E c f o r  0 < c 2 1 may be used. S e t t i n g  t = w a 
P P P  
w e  have the  Gauss-Seidel a lgori thm f o r  minimizing a func t iona l .  
The b e s t  p rev ious  r e s u l t  f o r  t h i s  method i s  due t o  Schech- 
g '  (up- teP)  ep = o 
P 
P P  d l  (9' ( u  ) e )  S w P S 1, 
te r  [381 who used w P t 1 and r equ i r ed  t h a t  g have a uni- 
formly p o s i t i v e  d e f i n i t e  second d e r i v a t i v e .  
assumption t h a t  
and property S (Def in i t i on  1.4.1). R e c a l l  t ha t  g has 
W e  need only the 
g has  one uniformly cont inuous d e r i v a t i v e  
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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prope r ty  S i f  whenever g (u )  = g(v )  f o r  u # v t h e r e  i s  
some w i n  t h e  open i n t e r v a l  (u ,v)  such t h a t  g(w) # g ( v ) .  
S t r i c t  convexi ty ,  s t r i c t  quasi-convexity and s t r i c t  pseudo- 
convexi ty  each imply proper ty  S ,  b u t  a r e  cons iderably  
stronger. 
Theorem 4.1.1. Suppose t h a t  g '  (u) = 0 h a s  only i s o l a -  
t ed  s o l u t i o n s  i n  Lo, g has p rope r ty  S on Lo, t h e  se- 
quence {eP] i s  def ined  by  (4.1.1) ,  a i s  given by (4.1.2) 
and w s a t i s f i e s  (4.1.3). Then wi th  
P 
P 
(4.1.4) P U P+l = up- w a e 
P P  
13 w e  may conclude t h a t  t h e  i t e r a t e s  u* a r e  wei i -def ined,  re- 
main i n  Lo, and converge t o  a s o l u t i o n  of g '  (u) = 0. 
Proof: C l e a r l y  (4.1.1) impl ies  t h a t  l\ePll = 1 and 
P P  g ' ( u  ) e  2 0. By t ak ing  q = 0 i n  Theorem 3.2.1 w e  have 
t h a t  a l l  t h e  i terates up are wel l -def ined,  remain i n  Lo 
and g '  (up).' t ends  t o  zero. The mean va lue  theorem impl i e s  
t h a t  f o r  t h i s  choice  of s t ep - s i ze  
(4.1.5) t E (0,U g(uP) I g ( t u P + ( l - t ) u P + l )  z g ( u  P+l ) 
and then s i n c e  Lo i s  compact, and g has  p rope r ty  S ,  
Theorem 2.4.2 y i e l d s  t h a t  l\up- up+'[/ 4 0. 
uniform l i n e a r  independence of t h e  d i r e c t i o n s  e , Theorem 
2.4.1 imp l i e s  t h a t  g ' ( u p )  + 0. But g ' ( u )  = 0 h a s  only i s o -  
l a t e d  s o l u t i o n s  and t h u s  Theorem 2 . 2 . 1  y i e l d s  t h e  convergence 
With t h i s ,  and t h e  
P 
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of the  i t e r a t i o n  t o  a so lu t ion .  T h i s  completes t h e  proof .  
I f  g i s  s t r i c t l y  pseudo-convex then by Theorem 1.3.1, 
1.3.3,  and 1.4.1, g has  proper ty  S ,  and g ' ( u )  = 0 has  a 
unique so lu t ion ,  
t i o n a l  s a t i s f i e s  t h e  hypotheses of t h e  theorem. 
however, another example which s a t i s f i e s  t h e  hypotheses b u t  
which i s  not even quasi-convex. 
Therefore a s t r i c t l y  pseudo-convex func- 
W e  g ive ,  
L e t  g:E2 -. R be t h e  Rosenbrock [ 3 6 ]  func t iona l  def ined  
whose l e v e l  curves  a r e  shown i n  Figure 4.1-1. 
A x2 
1 
F i q u r e  4.1.1 Level Curves of t h e  Rosenbrock Funct iona l  
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We w i l l  v e r i f y  t h a t  t h e  condi t ions  of Theorem 4.1.1 a r e  s a t -  
i s f i e d  by t h i s  func t iona l .  I t  i s  e a s i l y  seen that  g h a s  
bounded l e v e l  sets s i n c e  g ( x )  + 03 as llxll 03. F u r t h e r ,  
poox,  (x? -x, ) - 2 ( l - X J  
and t h e  only s o l u t i o n  o f  g '  (x) = 0 i s  (1,l). To prove g 
h a s  p rope r ty  S it i s  s u f f i c i e n t  t o  show g i s  no t  cons t an t  
on any l i n e  segment. Suppose f o r  some c o n s t a n t  c ,  
Then a l l  d e r i v a t i v e s  of h on [O, to] m u s t  be zero  b u t  an 
easy c a l c u l a t i o n  shows t h a t  h4 (t) = 2400et. Hence e, = 0 
and then h '  (t) = 0 implies  t h a t  u: = u,+te, f o r  
t E [ O , t o ] ,  Therefore g i s  n o t  c o n s t a n t  on an i n t e r v a l ,  
has p rope r ty  S and thus s a t i s f i e s  t h e  cond i t ions  of Theo- 
r e m  4.1.1, However, g is  n o t  convex o r  even quasi-convex so 
t h a t  S c h e c h t e r ' s  r e s u l t  does n o t  apply t o  it. 
I n  the proof of Theorem 4.1.1 prope r ty  S was used only 
t o  e s t a b l i s h  t h a t  IIu - up+' 11 tended t o  zero.  W e  now sug- 
gest a modi f ica t ion  of t h e  Gauss-Seidel a lgor i thm which e l i m -  
i n a t e s  t h e  need t o  assume p r o p e r t y  S by  implying d i r e c t l y  
t h a t  IIup - up+lll t ends  to  zero,  Suppose f o r  some f i x e d  
t C > 0 we l e t  t be the  m i n i m u m  of w a and P P P  
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P P  C g ' ( u  ) e  . Then w e  would s t i l l  know, us ing  t h e  arguments of 
Theorem 3.2.2, t h a t  up i s  well-defined and a l l  t h e  up re- 
main i n  Lo. Moreover, g '  (up).' s t i l l  tends  t o  zero,  b u t  
now t h i s  implies d i r e c t l y  t h a t  \\up- upiljl + 0. 
vergence theorem for  t h i s  modified Gauss-Seidel a lgori thm can 
be given without assuming p rope r ty  S. 
Thus a con- 
L e t  u s  d i g r e s s  f o r  t h e  moment from o u  examination of 
algori thms.and cons ider  whether t h e  o t h e r  hypotheses of Theo- 
r e m  4.1.1 a r e  essent ia l .  Elementary examples, even i n  one d i -  
mension, show tha t  n e i t h e r  t h e  boundedness nor t h e  c l o s u r e  of 
Lo may be dispensed wi th  i n  genera l .  I f  g i s  cont inuous 
b u t  n o t  continuously d i f f e r e n t i a b l e  everywhere, then  (even i f  
it is  uniformly convex) the Gauss-Seidel a lgor i thm may n o t  
converge t o  a minimum of g. For  example, i f  g ( x )  = 
x: + xz + Ixl-x, then  g i s  bounded below on En, uniform- 
l y  convex, has  c losed  bounded l e v e l  sets, and a unique mini- 
mum. Nonetheless, there a r e  uo f o r  which t h e  sequence {up] 
w i l l  n o t  converge t o  t h e  minimum of g. 
The hypothesis  t ha t  g '  has  i s o l a t e d  zeros  i s  probably 
Kahan [ 2 0 ]  h a s  shown t h a t  the Gauss-Seidel me-  unnecessary. 
thod w i l l  converge fo r  q u a d r a t i c  f u n c t i o n a l s  w i t h  a continuum 
of minima. The ex tens ion  of t h i s  r e s u l t  t o  non-quadratic 
func t iona l s  is s t i l l  an open ques t ion .  
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(4.1.2), A major ob jec t ion  t o  us ing  the Curry algori thm, 
t o  determine t h e  s t ep - s i ze  i s  tha t  a t  each i t e r a t i o n  i t  re- 
qui res '  the s o l u t i o n  of a nonl inear  equation. 
c o n s t a n t  C fo r  g '  i s  known, w e  may use the nex t  i t e r a t i o n  
w h i c h  i s  s impler  t o  apply. 
I f  a L ipsch i t z  
(4.1.7) U P+l = up- w (9' (u  P P  ) e  )/c e' 
P 
where w s a t i s f i e s  
P 
(4.1.8) d , ( g ' ( u  P P  ) e  ) S w S 2 - d , ( g ' ( u  P P  ) e  ) 
P 
for  a f o r c i n g  func t ion  d,, and C i s  a L ipsch i t z  cons t an t  
f o r  g ' ,  i .e . ,  
(4.1.9) 11s' (4 - g'  ( V I  I1 cllu-vll u ,v  E Lo. 
I t  is  clear t h a t  ]/up- upt-l/l - 0 
t h e r e f o r e  we  need n o t  assume prope r ty  S t o  prove conver- 
gence f o r  t h i s  a lgori thm. 
whenever g'  (uP)eP - 0,  and 
Theorem 4.1.2. I f  g ' ( u )  = 0 h a s  i s o l a t e d  s o l u t i o n s  i n  
and (4.1.9) h o l d s  t h e n  t h e  i terates  {up] given by (4.1.1),  Lo 
(4.1.7),  (4.1.8) and (4.1.9) a r e  well-defined, remain i n  Lo 
and converge t o  a s o l u t i o n  o f  g '  (u) = 0. 
Proof: By Theorem 3.3.2 t h e  i t e ra tes  up are well-de- 
f i n e d ,  remain i n  Lo and g '  (uP)eP- 0. Hence, \\up- up+'\\ - 0 
and Theorems 2.4.1 and 2 .2 .1  show t h a t  and t h e  se- g'  (u  P ) -  0 
g '  (u) = 0 .  quence {up] converges to a s o l u t i o n  of 
4.2 Rosenbrock Direc t ions .  Although t h e  Gauss-Seidel 
9 2  
i terates  converge, t h e  r a t e  may be slow. This  i s  p a r t i c u l a r -  
l y  t r u e  if the f u n c t i o n a l  
i s  n o t  p a r a l l e l  t o  any coord ina te  a x i s .  
g has  a long narrow v a l l e y  which 
The next  d i r e c t i o n  
algori thm (based on a proposa l  by Rosenbrock [ 3 6 ! )  a t tempts  
t o  speed the convergence by us ing  more information about t h e  
p a s t  behavior  of the i t e r a t i o n  sequence. 
For t h e  Rosenbrock algori thm the d i r e c t i o n s  are computed 
i n  b locks  of n ,  and depend on t h e  r e s u l t s  of t h e  l a s t  n 
i t e r a t i o n s .  The f i r s t  n i t e r a t i o n s  of t h i s  algori thm a r e  
p r e c i s e l y  the same as f o r  the Gauss-Seidel d i r e c t i o n s .  Once 
n u has been computed, the Gram-Schmidt or thonormal iza t ion  
process  i s  app l i ed  t o  the sequence 
u1 - u o ,  or i f  these a r e  l i n e a r l y  dependent, t o  the s e t  Bk - 
{un- uo , 
n n -1 
u - uo ,  u - u o ,  ... , 
- 
k .. . , u l -  uo , eo , e', . . . , e ] f o r  t h e  s m a l l e s t  
va lue  of k such tha t  Bk spans En. This w i l l  produce n 
n new mutually or thogonal  vec to r s ,  e , ... , e2n-i, of norm 
n+i n+2 un i ty ,  and when us ing  t h e s e  d i r e c t i o n  vec to r s ,  u , u , 
2n ... , u have been computed, the Gram-Schmidt process  i s  
n n+i n 2 n-1 then  appl ied t o  t h e  sequence u - u ,  ... , u - u . 
Again if these vec to r s  are l i n e a r l y  dependent w e  cont inue the 
n n+i Gram-Schmidt process  w i t h  one or more of the v e c t o r s  e , e , 
. The Gram-Schmidt pro- zn 2n 3 n-1 ... , e t o  produce e , ... , e 
n cess can always be c a r r i e d  o u t  because t h e  v e c t o r s  e , ... , 
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a n-1 e are l i n e a r l y  independent. Continuing i n  t h i s  manner 
we  produce a succession of b locks  of n mutual ly  or thogonal  
vec to r s ,  Such a sequence of d i r e c t i o n s  s a t i s f i e s  our  d e f i n i -  
t i o n  of uniform l i n e a r  independence , 
I n  t h e  nex t  a lgori thm we  combine t h e  Rosenbrock d i r e c -  
t i o n s  w i t h  a modif icat ion of the usua l  minimization a lgor i thm 
s imi l a r  t o  t h e  modif icat ion w e  suggested f o r  the Curry algo- 
r i thm i n  t h e  l a s t  sec t ion .  I n  t h i s  modified algorithm w e  f i x  
(4.2.1) g(up- t e') 
P 
teP)  :up- teP E L, ; 
P Theorem 4.2.1. L e t  the sequence of d i r e c t i o n s  { e  ] be 
chosen as descr ibed  above, w i t h  t h e  s ign  taken so t h a t  
g '  (uP)eP 4 0. P up+1= up-t e Define the  sequence of  i t e ra tes  
P 
by  (4.2.1). I f  g '  (u) = 0 has i s o l a t e d  s o l u t i o n s  then  t h e  
i t e ra tes  up are well-defined and converge t o  a s o l u t i o n  of 
g ' ( u )  = 0. 
Proof: Since Lo i s  c losed  the i n t e r s e c t i o n  of 
[up,up-Cgl (up) e') e'] w i t h  Lo i s  compact and t h e r e f o r e  u P+l 
i s  always def ined  and i n  L o ,  
lowing Theorem 3.2.3, g '  (uP)eP+ 0 
r eca l l  t h a t  a sequence of v e c t o r s  i s  uniformly l i n e a r l y  inde- 
pendent (Def in i t i on  2.4.1) i f  there i s  some m Z n and c > 0 
A s  noted i n  our  remarks f o l -  
Now and 1 1 ~ ' -  upcll[ 4 0. 
such t h a t  f o r  any p'  and any x E En 
T P  (4.2.2) max c Ix e 1 3  c \ \xl l= 
p ' tlSpSp ' +m 
For t h e  Rosenbrock d i r e c t i o n s ,  i n  every 2n-1 success ive  ele- 
ments of {ep] t h e r e  are 
t h e r e f o r e  we  can s a t i s f y  (4.2.2) with m = 2n-1 and c = n . 
By Theorem 2.4 .1 ,  g '  (up) -+ 0 ,  and then by Theorem 2 .2 .1 ,  t h e  
sequence {u'lconverges t o  a zero  of 
I n t h a t  are mutual ly  or thogonal  and 
-L, 
g ' .  
P+l = I f  w e  had used the usua l  minimization algori thm, u 
up- t ep such t h a t  
(4.2.3) 
w e  would n o t  have been able t o  conclude t h a t  \\up- uP+'(I -.) 0,  
d i r e c t l y  from g' (up).'- 0. Reca l l  t ha t  i n  Theorem 4.1.1 we 
assumed proper ty  
t h a t  the algori thm always s a t i s f i e s  
P 
P 9 (up+1 1 = min{g(uP- t e  ) : t  z 0 ;  up- t e P  E L ~ ] ,  
S,  t o  prove tha t  \\up- uP+l/I - 0 v e r i f i e d  
P+l P+l)  2 g ( u  ) ,  0 s t 2 c P P (4.2.4) g ( u  ) z g ( t u  + ( l - t ) u  
f o r  some f ixed  c > 0,  and app l i ed  Theorem 2.4.2. B u t  f o r  
(4.2.3) only the second i n e q u a l i t y  i n  (4.2.4) fol lows d i r e c t -  
l y .  I f ,  however, g i s  quasi-convex ( i .e . ,  f o r  any u , v  € D ,  
g (u )  S g ( v )  implies  g(w) 5 g ( v )  f o r  a l l  w i n  the i n t e r v a l  
( u , v ) )  t h e n  (4.2.4) fol lows.  Now, i n  Theorem 1.4.1 w e  showed 
t h a t  quasi-convexity p l u s  proper ty  S i s  equ iva len t  t o  s t r i c t  
quasi-convexity.  
(4.2.3) with uniformly l i n e a r l y  independent d i r e c t i o n s ,  by 
Therefore  w e  can prove convergence f o r  
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assuming t h a t  g i s  s t r i c t l y  quasi-convex. 
Since Theorems 4.2.1, 4.1.1 and 4.1.2 a l l  res t  on the 
uniform l i n e a r  independence of [ e  P 1 ,  it i s  c l e a r  t h a t  4.2.1 
i s  a l s o  v a l i d  i f  t h e  sequence {ep] c o n s i s t s  of t h e  Gauss- 
S e i d e l  d i r e c t i o n s ,  and by the same token 4.1.1 and 4.1.2 ap- 
p l y  t o  the  Rosenbrock d i r e c t i o n  algori thm. 
4.3 The S e i d e l  and Gauss-Southwell Di rec t ions .  Some 
d i r e c t i o n  algori thms u s e  only the coord ina te  d i r e c t i o n s  e,, 
e,, . . . , e b u t  i n s t e a d  of choosing then c y c l i c a l l y ,  a s  i n  
t h e  Gauss-Seidel algorithm, t h e  coord ina te  i s  s e l e c t e d  accor- 
d ing  t o  some p a r t i c u l a r  c r i t e r i o n .  For  example, the Gauss- 
n' 
Southwell  algorithm chooses 
i n g  
(4.3.1) 
- 
a coord ina te  v e c t o r  e s a t i s f y -  
and sets er= sgn(g '  (ur)Z)F. This  i s  n o t  a f r e e - s t e e r i n g  
method (Def in i t i on  2.5.1) s i n c e  i n  gene ra l  every coord ina te  
d i r e c t i o n  need n o t  appear i n f i n i t e l y  o f t e n  i n  t h e  sequence 
{eP:p = 0,1, . . . I .  However, s i n c e  ep i s  t h e  d i r e c t i o n  cor-  
responding t o  t h e  l a r g e s t  component of t h e  g r a d i e n t ,  it i s  a 
g rad ien t - r e l a t ed  method (Def in i t ion  2.3.1)- I n  f a c t ,  (4.3.1) 
e a s i l y  impl ies  
P P  -42 (4.3-2) g' ( u  )e n llgl (up) 1 1 -  
Golds te in  [14] h a s  analysed t h i s  choice of d i r e c t i o n  i n  
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conjunct ion with s e v e r a l  s t ep - s i ze  a lgori thms.  
I n  t h i s  s e c t i o n  w e  w i l l  s tudy a s i m i l a r  method, t h e  S e i -  
d e l  algorithm, which s e l e c t s  a coord ina te  vec to r  us ing  a d i f -  
f e r e n t  c r i t e r i o n .  
T T 
For the  q u a d r a t i c  f u n c t i o n a l  g ( u )  = u Au + b u + C ,  
where A i s  t h e  ma t r ix  ( a  ) ,  se t  i j  
T ... , rn) = r . u A + b = ( r1 , r2 ,  T T 
Then t h e  Se ide l  a lgor i thm u s e s  t h e  coord ina te  d i r e c t i o n  e i 
f o r  which (ri)'/aii i s  a maximum. For t h e  non-quadratic 
minimization problem t h i s  corresponds t o  choosing e a s  a 
- 
coord ina te  vec tor  which 
(4.4.3) 
and s e t t i n g  
(4.3.4) 
g" (UP) EE 
P e 
s a t i s f i e s  
I n  Theorem 4.3.1 we s h a l l  cons ider  us ing  t h e s e  d i r e c t i o n s  i n  
conjunct ion wi th  t a k i n g  one re laxed  Newton s t e p  towards t h e  
s o l u t i o n  of g '  (up - t e  ) e  = 0. That i s ,  t h e  i t e r a t i o n  i s  
(4.3.5) 
f o r  
(4.3.6) P P  P P  d , ( g ' ( u  ) e  ) S w 2 2y - d , ( g ' ( u  ) e  ) 
P 
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w h e r e  dl i s  a f o r c i n g  func t ion  and y is  given by 
g" (u) e .  e .  l-l-. . t z 0; ~ u , u - t e .  ]E L~>} 
( 4 . 3 . 7 )  y = 1sisn m n {inf( u , t  g" ( u - t e . )  e e 1 
1 i i  
Theorem 4 . 3 . 1 .  Suppose t ha t  g h a s  a bounded, uniform- 
l y  p o s i t i v e  d e f i n i t e  second d e r i v a t i v e  i n  L o ,  i .e . ,  
(4.3.8) c\lh/12 S g" (u)hh S C \ \ h \ \ 2 ,  u E L o ,  0 < c s c, 
P and the i terates  {u :p = 0,1, . . . I  are given by ( 4 . 3 . 3 ) -  
( 4 . 3 . 7 ) .  Then the i terates  are wel l -def ined,  remain i n  Lo 
and the sequence converges t o  the unique minimum of g i n  
Proof: From ( 4 . 3 . 4 )  the sequence of d i r e c t i o n s  {eP] 
c o n t a i n s  only n d i s t i n c t  d i r e c t i o n s  (up t o  a choice of s ign)  
reduces  t o  ( 4 . 3 . 7 ) .  Therefore,  Theorem 3 . 3 . 1  shows t h a t  the 
sequence {up] i s  well-defined, remains i n  Lo and g '  (uP)eP+ 0. 
By ( 4 . 3 . 8 )  and ( 4 . 3 . 3 )  
(i = 1, ... ,n)  (9' (UP)  e .  1 1- 2 - 
C 
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Hence the sequence of d i r e c t i o n s  [eP] i s  g rad ien t -  
r e l a t e d  and it fol lows immediately from g '  (uP)eP- 0 and 
(4.3.9) t h a t  g'  (up) + 0. Moreover (4.3.8) impl ies  t h a t  
g '  (u) = 0 h a s  only one s o l u t i o n  x* i n  and g(x*) i s  
the minimum of  g i n  Lo .  Therefore  the sequence up has 
p r e c i s e l y  one l i m i t  p o i n t  and converges. 
A s  a c o r o l l a r y  w e  have the fol lowing r e s u l t  whose proof 
fol lows e a s i l y  from the appropr i a t e  c o r o l l a r i e s  of Theorem 
3.3.1. 
Corol la ry  1. Suppose s a t i s f i e s  the cond i t ions  of 
Theorem 4.3.1. Then: 
(a )  (4.3.6) may be rep laced  by 
d, (9'  (u  ) e  ) S w 
P P  P P  
S 2c/C - dl (9' (u ) e  ) 
P 
and t h e  conclusions of the theorem remain v a l i d ;  
(b) i f  g" i s  cons t an t  (4.3.6) may be rep laced  by  
P P  P P  
d, ( g ' ( u  ) e  ) S w S 2 - dl (9' (u  ) e  ) 
and t h e  conclusions of the  theorem remain v a l i d :  
P 
(c) i f  g" s a t i s f i e s  (4.3.8) i n  a l l  of D and g" i s  
un i fo rn ly  continuous i n  a neighborhood of x*, t h e  
minimum of g i n  D ,  t hen  f o r  any c > 0 it i s  
p o s s i b l e  t o  choose uo s u f f i c i e n t l y  close t o  x* 
t h a t  the r e s u l t s  of the theorem f o l l o w  f o r  
s a t i s f y i n g  w P 
s s w S 2-s. 
P 
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4.4 Modified Jacobi and Newton I t e r a t i o n s .  I n  t h i s  
s e c t i o n  w e  cons ider  t w o  a lgori thms,  the Jacob i  method and 
Newton's method and s h o w  how they may be modified t o  ob ta in  
) and g ' ( u p )  -, 0. W e  de- i t e r a t e s  s a t i s f y i n g  g ( u  2 scup+' P 
scribe t h e  Jacob i  method f i rs t .  
L e t  e l ,  ... , e, be the orthonormal coord ina te  v e c t o r s  
of En and l e t  t be t h e  s m a l l e s t  non-negative s o l u t i o n  of i 
(4.4.1) . g '  (up-t  s g n ( g ' ( u  P ) e . ) e . ) e  = 0,  1 S i S n .  i i i  
W e  then set 
(4.4.2) 
I n  gene ra l  g(ul-1 need not be smai ie r  than  g iu -  1 and there- 
$ = up- CCtisgn(g' (u P )e i )e i l .  
1 
.a. P, 
f o r e  w e  modify t h i s  a lgori thm us ing  t h e  Goldstein algori thm 
a s  gene ra l i zed  i n  sec t ion  3.5. 
E D and P+1 = .c;.P if u P+l Se t  u 
(4.5.3) g ( u P ) -  g(EP) z &g' (UP) (UP- $1, 
otherwise choose some 0 < w < 1 such  t h a t  u P+l = w $ + 
P P 
(1-w ) u p  s a t i s f i e s  
(4.4.4) 
P 
E D, g(uP) -  g(uP+l)  2 &g' (UP) (UP- U P + l ) ,  u P+l 
and 
(4.4.5) I g(uP) - g(uPf l )  - g '  (UP) (UP- UP+l) I 1 &g' (UP) (UP-uP+'). 
The next  theorem g i v e s  s u f f i c i e n t  cond i t ions  f o r  t h i s  i t e ra -  
t i o n  t o  converge. 
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Theorem 4.4.1. Suppose D i s  convex and 
L = [ u  E D: g ( u )  5 g ( u " ) ]  i s  c losed  and bounded. L e t  g be 
bounded below on L, and l e t  t h e  i t e r a t i o n  u = up-t ep be 
def ined  by (4.4.1) through (4.4.5) .  Then t h e  i t e r a t e s  are 
well-defined, remain i n  L and g '  (up) 4 0. 
p+1 
P 
Proof: Since L i s  c losed  and bounded, t h e  equat ions  
up- t 1 . sgn (9 '  (up) ei) ei E L (4.4.1) have s o l u t i o n s  such t h a t  
and the re fo re  i? i s  wel l -def ined (though it may n o t  belong 
t o  D ) .  Moreover, up= $ i f  and only i f  g '  (up) = 0. Sup- 
pose,  t he re fo re ,  t h a t  g '  (up) # 0 and l e t  k s a t i s f y  
(4.4.6) 
then  1s' (u )e I & n 11s' (up) 1 1 .  W e  s h a l l  show f i r s t  t ha t  
(3.5.4) i s  s a t i s f i e d .  L e t  6 ( t )  be def ined  by (1.1.7)  and 
s e t  
P -% 
k 
GP = 2-t s g n ( g '  (up) ek) ek. It fo l lows  t h a t  6' E L and k 
IIUP- TPII & \]UP- QPlj = tk z 6 (Ilg' (UP) -4' (QP) 11)  
6 ( 1  Cg' (up) -g' (6') lek]  1 
and s i n c e  
(4.4.7) 
g '  (cp)ek = 0 ,  w e  then have 
1 1 ~ ' -  6'11 Z t k -  6 (1s' ( u p ) e k / )  
z 6 (n-+ljgl (up) 1 1 )  
and (3.5.4) holds .  W e  can a l s o  conclude t h a t  t h e  d i r e c t i o n  
n n t i s g n  (4 '  (u  P ) ei) ei/ll C tieill i s  g rad ien t - r e l a t ed .  e' =.c 1=1 i=l 
W e  have 
10 1 
Since  L i s  bounded, it has a diameter C > 0 and hence 
P func t ions  and hence forcing.  Therefore  t h e  d i r e c t i o n s  e 
are gradien t - re la ted ,  and ilg' (up) 11 # 0 impl ies  g' (up) ep > 0. 
S ince  (3.5.4) i s  s a t i s f i e d  w e  may apply Theorem 3.5.1 and 
conclude t h a t  up+' is well-defined, l i e s  i n  L and 
g' (up),' - 0 a s  p - 03.  Then (4.4.9) imp l i e s  t h a t  gl (up)+  0. 
Newton's method, up+'= up- [g" (up) ]-'g' (up) l i k e  t h e  
J a c o b i  i t e r a t i o n  h a s  g rad ien t - r e l a t ed  d i r e c t i o n s ,  b u t  may 
n o t  decrease  t h e  value of g a t  each s t ep .  W e  w i l l  t he re -  
f o r e  modify t h e  Newton i t e r a t e s  u s ing  t h e  Armijo procedure 
as descr ibed  i n  s e c t i o n  3.5. 
L e t  
(4.4.10) D+1 P T  u* = up- w [g" (UP) I - l g '  ( u  ) , P 
where w i s  t h e  f i r s t  number i n  t h e  sequence l , Q , % ,  ... 
P 
t o  s a t i s f y  
(4.4.11) P T  g (uP)  - s c u p -  w P Cq" (UP) I - l g '  (u  ) ) 
'w P g' (UP) [g" (UP) I - lg '  ( u  ) P T  
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f o r  UP- w [gll (UP) 1-l 41 E D. 
P 
Theorem 4.4.2. Suppose g" i s  continuoqs and s t r i c t l y  
p o s i t i v e  d e f i n i t e  i n  D ,  and D i s  convex. Then the i t e r a -  
t i o n  def ined by (4.4.10) and (4.4.11) converges t o  t h e  mini- 
mum of g i n  D. 
Proof: g h a s  convex, and hence connected, l e v e l  sets 
and thus  Lo 
S ince  g" .is continuous and s t r i c t l y  p o s i t i v e  d e f i n i t e  and 
i s  t h e  only component of {u  E D:g(u) I g ( c o ) ] .  
Lo i s  compact w e  have 
(4.4.12) cllh\I2 S g" (u)hh S C/ lh \ \ '  , u E Lo , 0 C c S C. 
and the i t e r a t i o n  s a t i s f i e s  (3.5.4).  Fu r the r ,  
P P ?  g '  (up ) [g" (up) ] - lg '  ( u q T  
g ' ( u  ) e  - 
p+l i s  wel l -def ined,  
1 
a r e  grad ien t - re la ted .  By Theorem 3 . 5 . 1 ,  u 
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l i e s  i n  Lo and g '  (up) ep -4 0. T h i s  and (4.4.14) imply 
g' (up) -4 0 and s i n c e  t h e  only s o l u t i o n  of g '  (u)  = 0 i s  
x*, the unique minimum of g i n  D,  the sequence up con- 
ve rges  t o  x*. 
W e  no te  t h a t  Goldstein [17] h a s  shown t h a t  f o r  g" 
s a t i s f y i n g  t h e  hypothes is  of t h e  theorem there e x i s t s  a num- 
ber N such t h a t  f o r  p 1 N ,  w = 1 satisfies (4.4.11). 
Therefore ,  . a f t e r  a f i n i t e  number of i t e r a t i o n s ,  t h i s  algo- 
P 
r i t h m  co inc ides  wi th  the Newton algorithm. 
CHAPTER V 
BLOCK METHODS 
5 ~ 1 Introduction. The block Gauss-Seidel algor:.thn we 
consider in this chapter is a generalization of ths usual or 
"point" Gauss-Seidel method we considered in the preceeding 
chapters, and we will motivate it by considering the problem 
of solving a system of simultaneous equations written as 
Fn(x l,...,~n) = 0. 
In the Gauss-Seidel algorithm the equations are treated cy- 
clically, one at a time, the first equation solved for the 
first unknown, etc. In the block Gauss-Seidel method the 
unknowns and equations are divided into groups or blocks. 
The first block of equations is then solved simultaneously 
for the first block of unknowns. Then, substituting these 
values, the second block of equations is solved for the sec- 
ond block of unknowns, etc. In general, the blocks need not 
have the same number of elements. However, when all the 
blocks consist of precisely one element, this reduces to the 
usual Gauss-Seidel method. 
Consider, for example, the system of simultaneous equa- 
tions that arises from the discretization of a boundary val- 
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ue problem for a partial differential equation. 
case a grid is established in the region of interest and the 
unknowns represent values of the solution of the partial 
In this 
differential equation at grid points. One natural way of 
choosing blocks for such a system is to let a block consist 
of all unknowns associated with a certain grid line. For 
example, in a planar region we may choose our blocks as the 
horizontal or the vertical grid lines. In another variation 
we may alternate between them on successive "sweeps" of the 
system. 
c.7 ""e - iio-~ coiisi&r 4-L- --."--"--.-.A;-- m;n;m;05t ;hn 3 1 n r r -  
L L l G  C U A  L C D y W L A U A A A y  A 1 L - L I A . L A L L . L . L . I U  L I W A A  L4AyW- 
rithms. Let e,, el,...,e be the orthonormal coordinate 
vectors of E . In the Gauss-Seidel algorithm we select the 
next iterate u P+l such that 
(5.1.1) 
Suppose, however, the integers O,ll...ln-l are grouped into 
k blocks so that if x = {i:OSi<n] then there are k sets 
I such that UI = x and' I. fl I = a', i&. In the block 
Gauss-Seidel method we require that 
n- 1 
n 
P U pt.l E {u -tei: i = p(mod n) , t E R]. 
j j 1 j 
(5.1.2) P U E {u + v:v E H j '  j a p(mod k)], 
where 
H = span{e : i E I.]. 
j i 3 
Note that (5.1.2) reduces to (5.1.1) when all the blocks 
4 
1 0 6  
have p r e c i s e l y  one element. 
i n  t h e  a f f i n e  subspace up G3 H j , j = p(mod k )  , where 
(5.1.3)  H1 ' - ' @ % = E .  
When u 
Thus we seek t h e  next  i t e r a t e  
n 
i s  chosen a s  t h e  s o l u t i o n  of P+ 1 
j = p(mod k )  , 
j '  
u E u p $ H  
1' 
(5.1.4) g ' ( u ) h  = 0,  h E H 
f o r  
Gauss-Seidel method descr ibed  above. 
H = span{e i :i E I . ] ,  7 t h i s  i s  then  t h e  c y c l i c  b lock  
j 
The algori thms w e  considered i n  Chapter I V  w e r e  com- 
posed of two p a r t s  - choosing a d i r e c t i o n  and p ick ing  a 
s t e p - s i z e .  
t h e  d i r e c t i o n  is  computed i n  t w o  s t a g e s .  
then  a d i r e c t i o n  ep E H P and f i n a l l y  t h e  subspace H 
s t e p - s i z e  t . Our ana lys i s  is also i n  t h r e e  p a r t s .  i n  
Chapter I11 w e  have seen t h a t  s u i t a b l e  choice  of t P i m -  
p l i e s  t h a t  
can choose ep E H such t h a t  g '  (uP)eP 4 0 impl ies  
P [ g ' ( u  ) 1 4 0 where P P i s  t h e  orthogonal. p r o j e c t i o n  of 
I n  a block a lgor i thm we have t h r e e  s t e p s  because 
F i r s t  we se lec t  a 
PI 
P 
g '  (uP)eP 4 0.  I n  Sec t ion  5 . 3  we w i l l  show we 
P 
P T  
P 
En on to  H . I n  Sec t ion  5 . 2  we 
d i t i o n s  on t h e  choice  of b locks  
implies  g '  (up) 4 0 ,  and i n  t h e  
t h e s e  r e s u l t s  t o  o b t a i n  complete 
b lock  methods. 
P 
s h a l l  g i v e  s u f f i c i e r i t  con- 
H 
f i n a l  s e c t i o n  we cozibine 
P T  so t h a t  P P cg' (L 1 1 + 0 
P 
convergence theorems fo r  
The underlying assumptions i n  t h i s  cha2 te r  a r e  t h e  same 
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n as in chapter IV. We assume that g:D c E + R has a con- 
tinuous Frechet derivative on an open set D, and t h a t  i, 0 
is a closed bounded component of the level set 
{u:g(u) S g (uo) ] containing the initial iterate uo. 
5.2 -Choice of Subsp-aces. In Section 2.4 we general- 
ized the use of coordinate vectors by the concept of uniform 
linear independence. We now introduce the analogous concept 
for subspaces. 
Definition 5.2.1. Let {H P :p = O,l, ...] be a sequence 
of subspaces of En and P P be the orthogonal projection 
cf E nnto H - The sequence {H P ] is uniformlv linearlx 
independent if there is a c > 0 and an integer m such. 
that for any x E En and integer p 
n 
P 
(5.2.1) 
If the sequence {Hp] is generated by the cyclic use 
of a fixed number of subspaces satisfying (5.1.3) it is 
easily seen to be uniformly linearly independent. The next 
theorem, whose proof is analogous to that of Theorem 2.4.1 
P T  gives conditions under which P P [g'(u ) 1 + 0 implies 
g' (UP) -+ 0. 
P Theorem 5.2..1. Suppose {u :p = 0,1, . . . I  C Do c D, 
where Do is compact, and {Hp:p = 0,1,. . .] 
uniformly linearly independent subspaces. If 
is a sequence of 
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llup - uW1/1 -, 0 and Pp[g'  -+ 0 a s  p -, e ,  then  
g '  (UP) + 0, p * 05. 
Proof: L e t  E > 0 be given.  Since g '  i s  uniformly 
continuous on Do t h e  func t ion  6 def ined  by (1.1.7), i . e . ,  
s ( t )  = infCl!u-vli:u,v e D ; \ l g f  (u1-g' (v)Il t] ,  
s a t i s f i e s  6 ( t )  Z 0. Therefore ,  because IluP-uw1II + 0 and 
P [gl -.) 0,  we can f i n d  a K s u f f i c i e n t l y  l a r g e  t h a t  
(5.2.2) I I ~ P - ~ ~ ~ I I  6 ( + C c ) , / r n ,  p 4 K, 
P 
and 
(5.2.3) p 2 K, 
where m and c a r e  t h e  cons t an t s  of  (5.2.1) i n  t h e  d e f i n i -  
t i o n  of  uniform l i n e a r  independence. From (5.2.2) and t h e  
t r i a n g l e  i n e q u a l i t y  it fol lows t h a t  
(5.2.4) lIup-upl-iil 6 ( $ c c )  I S i Z m ,  
and then  t h e  d e f i n i t i o n  of 6 implies t h a t  
p+ i 114' (uP)-g' (u ) \ I  % E C ,  1 Z i Z m .  
Since P is a p ro jec t ion ,  and thus  \\PPI\ S 1, w e  have 
P 
%sc  z llP Cg' (u P T  ) - g '  (u*i)T3jl 
P 
P T  P T  
IIP P Cg' (u 1 111 - jlPpCg' (u ) 1\11 
and thus  for  1 2 i S m, 
p + i  T P T  s i ~ c  + llp P [si (U ill z llppcgi ( U  Ill. 
It then  follows f r o m  (5.2.3) t h a t  
P T  E C  2 [ g '  (u 111, 1 5 i s m, p z K, p+ i 
which with the uniform linear independence 
that 
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of {H I ,  implies 
P 
and 
was 
therefore for p Z K we have ilg' (U P ) 'I 1; e .  But e 
arbitrary and hence g' (up) 4 0. 
5.3 Directions Within a Subspace. In this section we 
study methods of picking ep e H such that g' (uP)eP 4 0 
implies 
P 
P T  Pp(g'(u ) ) -L 0 .  One method is immediately clear. 
P T  If ep e H 
wise satisfies 
is arbitrary when Pp(g' (u ) ) = 0, and other- P 
(5.3.1) 
P T  then j(Pp(g' (u ) ) 1 1  = g' (uP)eP and we have g' (uP)eP + 0 
P T  implies Pp(g' (u ) ) + 0. Less immediately we have a result 
P that applies to the Block Gauss-Seidel algorithm. Here e 
is chosen such that . {uP-teP:t Z 03 contains the minimum of 
g in the intersection of L with up 8 H 
0 P' 
P Theorem 5.3.1. Suppose {u :p = 0,1,. . . 1 C Lo, g is 
uniformly pseudo-convex on Lo and ep € H satisfies 
l\ePll = 1 and 
(5.3.2) 
P 
g' (up-t P eP)h = 0, for all h e H P' 
and some t 10. Then g'(up)ep + 0 implies P (g'(u P T  ) ) 
P P 
0. 
Proof: Since Lo is compact g has a minimum on 
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[up 6 H ] (I Lo at some x* and by Theorem 1.3.1, uniform 
pseudo-convexity implies that x* = up-t P e'. Thus 
P 
P P P g(u -tpe ) S g(u ) , and by the uniform pseudo-convexity of 
where d is the forcing function in the definition of uni- 
form pseudo-convexity, so that 
[gl (up) - g1 (up-tpep) ]eP E d(t P 1. 
But for 6 defined by (1.1.7) 
P P T  and since P 13 (g'(u -tpe ) ) = 0 ,  
and the result follows. 
The next theorem applies to the direction obtained by 
taking one Newton step from up towards solving 
( 5 . 3 . 3 )  g'(u)h = 0, u € u P $ H  PI h e H .  P 
To compute this direction suppose H is an m dimensional 
... ,V m are m mutually orthogonal subspace of En and 
vectors that span H . If A is the n x m matrix 
P 
P P 
(vl ... v ) then all elements of H are linear combina- m P 
... ,v and thus m tions of v 
m u P G H  = { u P + A v : v e E ] .  P P 
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P m I n  p a r t i c u l a r ,  if h ( v )  = g ( u  +Apv), v e E , t hen  so lv ing  
h i  (v) = 0 i s  e c u i v a l e n t  to  so lv ing  (5.3.3) ,  and w e  cons ide r  
t h e  Newton i t e r a t i o n  f o r  h ' ( v )  = 0. S ince  
P h '  (V) = g ' ( u  + A v)A 
P P  
and 
T 
P P P  
h " ( v )  = A g" (uP  + A v)A 
t a k i n g  one Newton s t e p  w i t h  v i n i t i a l l y  zero y i e l d s  
v = 0 -  - [A T g" ( U " , A ~ ] - ~ [ ~ '  (uP)Ap] T 
P P 
and t h u s  one Newton s tep  from up i s  
= up - A [ATg" (up)A 3 -1 Apg' T (u  P T  ) P P  P 
= u p - B  g ' ( U )  P T  , 
P 
w h e r e  
(5.3.4) T P -1 T B = A [A g " ( U  )AE] Ap. 
P P' P 
P T  When \\B g ' ( u  ) 11 = 0 l e t  ep e H be a r b i t r a r y .  O t h e r w i s e  P P 
se t  
(5.3.5) 
Theorem 5,3,2, Suppose g has  a cont inuous,  s t r i c t l y  
p o s i t i v e  d e f i n i t e  second d e r i v a t i v e  on Lo, t h e  sequence 
[up) C Lo is given,  and e' i s  de f ined  by (5.3.5) .  Then 
g '  (up)eP 4 o impl ies  pP(g '  (u  4 0 .  P T  
Proof: S ince  L, is compact g"(uP)  s a t i s f i e s  
n 
h € E , O<cSC 2 T 2 Z h gii (up)h  S Cllhll c/Ihll 
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and s i n c e  llAphI/ = Ijhll, h e E ~ ,  we  have 
m 
h e s .  
P 2 2 T T  
cllhll S h A P g" (u ) A  P h S Clihll , 
Thus 
m 
f o r  h e E . Fur the r ,  
Z ( c /C)  114 (up) Apjl. 
P T  P B u t  llPp(g' (u ) ) I\ = IlgI (u  ) A P \ \  
I n  t h e  proof of t h e  theorem t h e  s t r i c t  p o s i t i v e  d e f i -  
and t h e  r e s u l t  fol lows.  
n i t e n e s s  of g"(up)  was used only  t o  conclude t h a t  
A g l ' ( u  )AP was s t r i c t l y  p o s i t i v e  d e f i n i t e .  For t h e  c y c l i c  
b lock  Gauss-Seidel Newton method, t h e r e f o r e ,  it i s  s u f f i c i e n t  
t o  assume t h a t  t h e  appropr i a t e  p r i n c i p l e  l ead ing  minors of  
T P 
P 
g" a r e  s t r i c t l y  p o s i t i v e  d e f i n i t e .  
5.4 Convergence Theorems for Block Methods. W e  w i l l  
now apply the  r e s u l t s  of Chapter I11 and t h e  two previous  
s e c t i o n s  t o  g ive  complete convergence theorems f o r  s e v e r a l  
b lock  methods. Our f i r s t  theorem a p p l i e s  t o  t h e  c y c l i c  block 
Gauss-Seidelmethod. L e t  H1, ...,% be given subspaces 
1 
I 
I 
I 
1 
8 
8 
I 
I 
1 
8 
8 
I 
I 
I 
I 
I 
t 
1 
0 
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such t h a t  
A h n 
H, 8 ' * *  a H,,? E . 
S e t  
( 5 , 4 , 1 )  
suppose t h a t  
A 
j = p(nod k) 
1' 
H = H  
P 
P a 2 0 ,  e € H s a t i s f y  
P P 
f o r  a l l  h € H , g'(up-a e P ) h  = 0,  
P P 
and set  
(5.4.2) 
j 
When t h e  H 
U w ' = U P - w a e .  P
P P  
a r e  coord ina te  subspaces t h i s  is  t h e  c y c l i c  
block Gauss-Seidel algorithm. However, f o r  any f ixed  set of 
subspaces we  have t h e  faX.owiricj resiilt. 
Theorem 5.4.1. A s s u m e  t h a t  g i s  uniformly pseudo- 
convex i n  :'Lo and t h e  sequence of i t e r a t e s  is  given by 
(5.4.2). Then t h e  i t e r a t e s  w i l l  be wel l -def ined and con- 
verge t o  x*, t h e  unique minimum of g ' \  i n  Lo, i f  f o r  some 
f o r c i n g  func t ion  d,  
(a )  wp s a t i s f i e s  
(5.4.3) 
d ( g ' ( u  P P  ) e  ) I w S 1, 
P 
(b) or if g '  is  Lipschi tz  cont inuous on Lo w i t h  
L i p s c h i t z  cons t an t  C, uniformly pseudo-convex w i t h  a f o r c i n g  
P P  
func t ion  ct f o r  c > 0, c s a t i s f i e s  d ( g '  (u ) e  ) S e P P 
2 1, and w s a t i s f i e s  
P 4 1 s w s 1 + (c,/c) (l-€ ) ,  
(5.4.4) P P 
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(c )  or if g" e x i s t s  and is cons tan t  i n  Lo and w P 
s a t i s f i e s  
(5.4.5) 
Proof: The e x i s t e n c e  of x* fol lows from our  assuw2tion 
t h a t  Lo i s  compact, and t h e  uniqueness of x* frorn t h e  
uniform pseudo-convexity of g on 
(5.4.2) implies  
impl ies  g(up-a e 1 S g ( u p ) .  Pseudo-convexity t h a  inyplies 
g ' ( u  ) e  2 0 and thus  (5.4.2) r e p r e s e n t s  a re laxed  Cury 
i t e r a t i o n .  Applying r e s p e c t i v e l y ,  Theorem 3.2.1, C O X - G ~ ~ X : ~  
1 of Theorem 3.4.1, or Corol la ry  3 of Theorem 3.3.1 ia p z r t s  
( a ) ,  (b ) ,  or (c)  we may conclude t h e  i t e r a t e s  a r e  w e l l -  
L,. S i n c s  ep e H P' 
g '  (up-a .')ep = 0 and by  Theorein 1 .3 .1  t h i s  
P 
P 
P 
P P  
up 
P, T def ined  and g ' ( u p ) e p  -, 0. From Theorem 5.3.1 P P [g '  (u I 1 
where P is  t h e  or thogonal  p r o j e c t i o n  of En t o  H P . 
P 
.-) 0 ,  
But t h e  sequence of subspaces {Hp] i s  uniformly l i n e a r l y  
independent, b y  Theorem 2.4.3 \\up-upli\ .-) 0, and hence by 
Theorem 5 . 2 . 1 ,  9'  (up) + 0.  Since x* is  t h e  only  s o l u t i o n  
of g ' ( u )  = 0,  t h e  i t e r a t e s  must converge t o  x*. 
N o t e  t h a t  when a l l  t h e  subspaces H a r e  one dimension- 
P 
a l  t h i s  theorem i s  a r e s u l t  f o r  t h e  usua l  or p o i n t  Gauss- 
Seidel  method. For t h e  p o i n t  nethod, p a r t  (a )  has  a l r e a d y  
been shown t o  hold i n  Theorem 4.1.1 assuming o n l y  p rope r ty  S 
i n s t e a d  of  t h e  much s t ronge r  cond i t ion  o f  uniform pseudo- 
I 
8 
I 
I 
I 
8 
I 
m 
I 
I 
I 
I 
1 
I 
1 
I 
I 
I 
m 
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convexity. For w 2 1, parts (b) , (c) and the theorem be- 
low represent our best result, even if the blocks are one 
dimensional. 
P 
We now give a local convergence result for this algo- 
rithm. 
Theorem 5.4.2. Assume an interior local minimum x* of 
g in D exists. If in a neighborhood N of x*, g" 
exists, is continuous, and satisfies 
(5.4.6) c\lhll s g" (u)hh S Cllhll , 
then for any 0 < E 5 1 if uo is sufficiently close to 
x* then w may be taken to s a i i s f y  
h € En, u € N, 2 2 
P 
e l w  s 2 - e  
P 
and the iterates ( 5 . 4 . 2 )  will be well-defined and converge 
to x*. 
Proof: It follows from Corollary 2 of Theorem 3 . 4 . 1  
that the iterates are well-defined, remain in N, and 
g' (uP)eP -, 0. As in the proof of Theorem 5 . 4 . 1  this implies 
g' (up) -, 0. By (5.4.6) x* is the only local minimim of ,g 
in N and the iterates must converge to x*. 
Our next theorem is a result about the block Gauss- 
Seidel-Newton method when the subspaces KO, ... are 
coordinate subspaces. We only assume, however, that the 
subspaces H,, ... are fixed, satisfy 
and 
H = H j = p(mod k ) .  
1' (5.4.7) P 
Ins t ead  of so lv ing  
(5.4.8) 
e x a c t l y  w e  take  one Newton s t e p  from up towards t h e  solu-  
t i o n .  A s  with Newton's method i t s e l f  t h e  a lgor i thm must be 
modified and we  use t h e  A r m i j o  proceedure.  
= up - w B g ' ( u  ) 
g '  ( u ) h  = 0,  u '2 rip 3 H P , h e H 2 , 
Thus 
P T  U P+ 1 
P P  
(5.4.9) 
where B is given by (5.3.4) ,  and w P is  t h e  f i r s t  number 
i n  t h e  sequence 1,g t o  s a t i s f y  
(5.4.10) 
P 
P T  P P P T  g ( u  )-g(up-w B g ' ( u  ) ) Z $w P g' (u  ) B  P g ' ( u  ) . 
Suppose g" ex is t s ,  i s  cont inuous and 
P P  
Theorem 5.4.3.  
s t r i c t l y  p o s i t i v e  d e f i n i t e  i n  L o ,  l e t  {H P :p=O,l,... ] 
s a t i s f y  (5.4.7) ,  and l e t  u be g iven  by (5.4.9) where w 
P 
i s  t h e  f i r s t  element i n  t h e  sequence 
(5.4.10).  
t o  t h e  minim m of  g i n  L o .  
l , % , k ,  ... t o  s a t i s f y  
Then t h e  i t e r a t e s  a r e  wel l -def ined and converge 
Proof: W e  a r e  applying t h e  A r m i j o  a lgor i thm t o  t h e  
i t e r a t i o n  -' u = up - B P g ' ( ~ ~ ) ~  which s a t i s f i e s  (3 .5 .4)  and 
by  Theorem 3.5.1 t h e  i t e r a t e s  a r e  wel l -def ined and g ' ( u  ) e  
-+ 0.  By Theorem 5.3.21 Pp(g '  (u  ) ) 4 0. The sequence {Hp] 
i s  uniformly l i n e a r l y  independent and t h u s  by Theorem 5.2.1 
P P  
P T  
t 
8 
I 
I 
1 
8 
8 
8 
1 
I 
B 
1 
1 
t 
I 
8 
1 
8 
I 
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g t ' ( u p )  -. 0.  S i n c e  t h e  minimum x* i s  t h e  on ly  s o l u t i o n  of 
g ;  (u)  = 0 t h e  sequence ~u J converges t o  ice. r P, 
The equat ion  (5.4.8) is i n  gene ra l  d i f f i c u l t  t o  s o l v e  
and even us ing  one N e w t o n  s t e p  from up rer tuires  i n v e r t i n g  
a ma t r ix  a t  each i t e r a t i o n .  W e  cons ider  next  an a lgor i thm 
w h i c h  t a k e s  one g r a d i e n t  s t e p  towards s o l v i n g  (5 .4 .8) ,  and 
thus  i s  simple t o  apply.  When g i s  L i p s c h i t z  cont inuous 
we set  
(5.4.11) U P+ 1 .= up - (w /C)Pp(g' (u P T  ) )
P 
w h e r e  C i s  a L i p s c h i t z  cons t an t  f o r  g '  and w s a t i s f i e s  
P 
P T  d(llPnCg' (u 1 Ill) d(lIP,W (u P T  1 311) 5 w, 2 2 - (5.4.12) 
r r r 
f o r  a fo rc ing  func t ion  d.  W e  t hen  have 
Theorem 5.4.4. Suppose g '  has i s o l a t e d  ze ros  and is 
L i p s c h i t z  cont inuous i n  L o ,  
by (5.4.7) and u is given by (5-4.11). Then t h e  i t e r a t e s  
{$:p = 0,1,. . (. 3 i s  de f ined  
a r e  wel l -def ined and converge t o  a 
Proof: From Theorem 3.3.2 t h e  
Since g' (uP)eP = and g '  (up)eP 4 0. 
sequence o f  d i r e c t i o n s  i s  uniformly 
s o l u t i o n  of g t ( u )  = 0. 
i t e r a t e s  a r e  wel l -def ined 
l i n e a r l y  independent,  
by  Theorem 5.2.1 we have 
i t e r a t e s  follows f r o m  Theorem 2.2.1. 
g '  (up) -., 0. The convergence of  t h e  
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