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Abstract
For a ﬁnite-dimensional linear subspaceS ⊆L(V ,W) and a positive integer k, the k-reﬂexivity defect
ofS is deﬁned by rdk(S) = dim(Refk(S)/S), where Refk(S) is the k-reﬂexive closure ofS. We study
this quantity for two-dimensional spaces of operators and for single generated algebras and their commutants.
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1. Introduction
Let V,W be linear spaces over a commutative ﬁeld F and let L(V ,W) be the space of all
linear operators from V to W . For a linear subspaceS ⊆L(V ,W) and a positive integer k, let
Refk(S) be the k-reﬂexive closure ofS. It is well known that Refk(S) is a linear subspace of
L(V ,W) and thatS ⊆ Refk(S). The k-reﬂexivity defect ofS is rdk(S) = dim(Refk(S)/S).
Thus,S is k-reﬂexive if and only if rdk(S) = 0. The notion of reﬂexivity defect was introduced
by Delai [4,5], where he studied the reﬂexivity defect of a weakly closed subalgebra on a complex
Hilbert space that is generated by an extension of a self-adjoint operator by a nilpotent one. See
also [6].
The definition and some general statements about k-reﬂexivity defect are given in Section 2.
In Section 3, we consider two-dimensional spaces of operators. Every two-dimensional space
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is k-reﬂexive if k  2. For k = 1 and F with at least ﬁve elements, there are, in some sense,
only two exceptional cases for reﬂexivity (Theorem 3.10). Deddens and Fillmore [3] have char-
acterized reﬂexive single-generated algebras of operators over algebraically closed ﬁelds. In
Section 4 we extend their result to an arbitrary ﬁeld. We give precise formulae for reﬂex-
ivity defect of a single-generated algebra of operators (Theorem 4.3) and for its commutant
(Theorem 4.8).
2. k-Reﬂexivity defect
LetX be a linear space over F and letX∗ be its dual space trough a pairing 〈·, ·〉. The annihilator
of M ⊆ X is M⊥ = {ξ ∈ X∗; 〈x, ξ〉 = 0 for all x ∈ M} and the preannihilator of N ⊆ X∗ is
N⊥ = {x ∈ X; 〈x, ξ〉 = 0 for all ξ ∈ N}. Note that (M⊥)⊥ = [M], where [M] denotes the linear
span of M . Since we work in ﬁnite-dimensional vector spaces only the double dual space X∗∗ is
always identiﬁed with X (see [13, p. 101]).
Operators inL(V ,W) can be identiﬁed with their matrices relative to ﬁxed bases (e1, . . . , en)
and (f1, . . . , fm) in V and W , respectively. Let (e∗1, . . . , e∗n) and (f ∗1 , . . . , f ∗m) be the dual
bases in V ∗ and W ∗, respectively. If A ∈L(V ,W) is represented by a matrix [aij ] with re-
spect to bases (e1, . . . , en) and (f1, . . . , fm), then its adjoint A∗ ∈L(W ∗, V ∗), which is de-
ﬁned by 〈v,A∗w∗〉 = 〈Av,w∗〉 (v ∈ V,w∗ ∈ W ∗), is represented with respect to the dual bases
(e∗1, . . . , e∗n) and (f ∗1 , . . . , f ∗m) by the transposed matrix [aij ]t = [aji]. Let [aij ] and [bij ] be
the matrices that represent A ∈L(V ,W) and B ∈L(V ,W), respectively. Trough the pairing
〈A,B∗〉 := trace([aij ][bij ]t) the dual of L(V ,W) is identiﬁed with L(W ∗, V ∗). Note that the
dual ofL(W ∗, V ∗) isL(V ,W), the pairing is 〈B∗, A〉 = 〈A,B∗〉.
Denote by Fk(W ∗, V ∗) the set of all operators in L(W ∗, V ∗) whose rank is less or equal
to k. Then Refk(S) = (S⊥ ∩Fk(W ∗, V ∗))⊥. Let V k be the direct sum of k copies of V . It
is easily seen that an operator T is in Refk(S) if and only if for any x = x1 ⊕ · · · ⊕ xk ∈ V k
there exists an operator Sx ∈S such that T xi = Sxxi holds for every i = 1, . . . , k. As is said
above, the k-reﬂexive defect ofS is deﬁned by rdk(S) = dim(Refk(S)/S). In the case k = 1
we shall write Ref(S) and rd(S) instead of Ref1(S) and rd1(S), respectively, and we will omit
the preﬁx 1.
It is obvious that Refk(S) ⊇ Refk+1(S) ⊇S, which gives rdk(S)  rdk+1(S). A subspace
S ⊆L(V ,W) is said to be k-reﬂexive if rdk(S) = 0 (see [1, Deﬁnition 2.1]). For instance, every
one-dimensional linear subspace S ofL(V ,W) is reﬂexive (see [7]) and therefore, rdk(S) =
0 for every k  1. Moreover, if dim(S) = d and F has more than d elements, then, by [10],








is the largest integer not exceeding
√
2d.
Now we shall list some basic observations about reﬂexivity defect. We use the following
notation. IfS ⊆L(V ,W), thenS∗ = {S∗ ∈L(W ∗, V ∗); S ∈S} andS(n) = {S(n); S ∈S},
where S(n) ∈L(V n,Wn) is the ampliation of S, that is the direct sum of n copies of S.
Proposition 2.1. LetS ⊆L(V ,W) be a linear subspace and k be a positive integer. Then
(i) rdk(S) = dim(S⊥/[S⊥ ∩Fk(W ∗, V ∗)]);
(ii) rdk(S) = rdk(S∗);
(iii) rdk(BSA) = rdk(S), where A ∈L(V ) and B ∈L(W) are arbitrary invertible opera-
tors;
(iv) rdk(S) = rd(S(k)).
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Proof. (i) This follows from [12, Claim 3.1], which says that Refk(S)/S ∼=S⊥/[S⊥ ∩
Fk(W
∗, V ∗)].
(ii) Let T ∈L(V ,W). It is obvious that 〈S, T ∗〉 = 0, for S ∈S, if and only if 〈T , S∗〉 = 0.
Since T and T ∗ have the same rank one has S⊥ ∩Fk(W ∗, V ∗) = ((S∗)⊥ ∩Fk(V ,W))∗. It
is also clear that dim(S⊥) = dim((S∗)⊥) and dim([(S∗)⊥ ∩Fk(V ,W)]∗) = dim([(S∗)⊥ ∩
Fk(V ,W)]). Thus, by part (i) of this proposition, rdk(S∗) = dim((S∗)⊥) − dim([(S∗)⊥ ∩
Fk(V ,W)]) = dim(S⊥) − dim([S⊥ ∩Fk(W ∗, V ∗)]) = rdk(S).
(iii) Since A and B are invertible it is not hard to see that T ∗ → A∗T ∗B∗ deﬁnes a bijec-
tive map from (BSA)⊥ ∩Fk(W ∗, V ∗) toS⊥ ∩Fk(W ∗, V ∗). It follows that dim([(BSA)⊥ ∩
Fk(W
∗, V ∗)]) = dim([S⊥ ∩Fk(W ∗, V ∗)]) and therefore, rdk(BSA) = rdk(S), by (i).
(iv) Equality Refk(S)(k) = Ref(S(k)) holds by [1, Proposition 2.7]. 
Let n be a positive integer and let Vi,Wi (i = 1, . . . , n) be vector spaces over F. For each
1  i  n, letSi ⊆L(Vi,Wi) be a subspace.
Proposition 2.2. For every positive integer k
rdk(S1 ⊕ · · · ⊕Sn) = rdk(S1) + · · · + rdk(Sn).
We shall omit the proof of Proposition 2.2 since it is very similar to the proof of the next propo-
sition. Let again n be a positive integer and letV be the direct sum of vector spacesV0, V1, . . . , Vn.
For an n-tuple (S1, . . . ,Sn) of spacesSi ⊆L(Vi−1, Vi), denote by (Si ) the set of all oper-
ators inL(V ) that are of the form
[S1, . . . , Sn; a0, a1, . . . , an] :=
⎛
⎜⎜⎜⎜⎜⎜⎝
a0I0 0 · · · 0 0
S1 a1I1 · · · 0 0
0 S2










where Si ∈Si , a0, . . . , an ∈ F, and Ij is the identity operator on Vj . It is not hard to see that
(Si ) is an algebra of dimension dim((Si )) = dim(S1) + · · · + dim(Sn) + n + 1.
Proposition 2.3. For every positive integer k
rdk((Si )) = rdk(S1) + · · · + rdk(Sn).
Proof. We prove ﬁrstly the equality Refk((Si )) = (Refk(Si )). So, assume that T ∈
Refk((Si )) and let T = [Tij ] be the block-matrix representation of T with respect to V =
V0 ⊕ · · · ⊕ Vn. Fix i ∈ {0, . . . , n}. Let xi1, . . . , xik ∈ Vi be arbitrary vectors and let yj = 0 ⊕
· · · ⊕ xij ⊕ · · · ⊕ 0. Then there exists S of form (2.1) such that Tyj = Syj for all 1  j  k. It
follows Tiixij = aixij , Ti+1 ixij = Si+1xij , and Tlixij = 0 (l /∈ {i, i + 1}), for all 1  j  k. It
is not hard to deduce from this that Tii = aiIi, Tli = 0 if l /∈ {i, i + 1}, and Ti+1 i ∈ Refk(Si+1),
which means that T ∈ (Refk(Si )).
On the other hand, if T = [T1, . . . , Tn; b0, b1, . . . , bn] ∈ (Refk(Si )) and zj = x0j ⊕ · · · ⊕
xnj (1  j  k) are arbitrary vectors in V , then there exist Si ∈Si such that Tixij = Sixij
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for all 1  j  k. Of course, S = [S1, . . . , Sn; b0, b1, . . . , bn] ∈ (Si ). Since T zj = Szj for all
1  j  k we conclude T ∈ Refk((Si )). Now we have
rdk((Si )) = dim(Refk((Si ))/(Si )) = dim((Refk(Si ))/(Si ))
= dim(Refk(S1)) + · · · + dim(Refk(Sn)) + n + 1
− dim(S1) − · · · − dim(Sn) − n − 1
= rdk(S1) + · · · + rdk(Sn). 
3. Reﬂexivity defect of two-dimensional spaces of operators
In this section, we are interested in the k-reﬂexivity defect of two-dimensional spaces S.
By [10, Theorem 1], rd2(S) = 0, which gives rdk(S) = 0 for any k  2. Thus, we have to
consider rd(S) only. Recently Meshulam and Šemrl [12] have proved that any n dimensional
space of operators is reﬂexive if all non-zero operators in it have rank at least n + 1 and F is
an algebraically closed ﬁeld. However, since we have assumed that S is two-dimensional, an
earlier result of Meshulam and Šemrl [11, Corollary 2.5] gives more information. Namely, if
S ⊆L(V ,W) is an n-dimensional non-reﬂexive space and F has at least n + 3 elements, then
either there is a non-zero operator S in S with rank(S)  2n − 3 or all non-zero operators in
S have rank 2n − 2. Thus, if F has at least ﬁve elements, then in the case of a two-dimensional
non-reﬂexive subspace S ⊆L(V ,W) either there is a rank-one operator in S or all non-zero
operators inS have rank two. During this section, it is assumed that F has at least ﬁve elements.
Before we start let us ﬁx some notation. For any vector space V , if (e1, . . . , en) is a basis,
then vectors in the dual basis are denoted by the same letters followed by ∗, i.e. (e∗1, . . . , e∗n)
is the dual basis in V ∗. Also, if v =∑ni=1 λiei is a vector in V , then v∗ denotes the vector∑n
i=1 λie∗i in V ∗ and vice versa. More generally, for a non-empty subset M ⊆ V , we denote
M∗ = {v∗ ∈ V ; v ∈ M}. For instance, if M is a subspace of V spaned by vectors v1, . . . , v, then
M∗ is a subspace of V ∗ spanned by vectors v∗1 , . . . , v∗ . Now, let V and W be two vector spaces
over F and let e∗ ∈ V ∗ and f ∈ W be non-zero vectors. Then we denote by f ⊗ e∗ the rank-
one operator inL(V ,W) that is given by (f ⊗ e∗)x = 〈x, e∗〉f , for all x ∈ V . More generally,
if e∗1, . . . , e∗k ∈ V ∗ and f1, . . . , fk ∈ W are two k-tuples of linearly independent vectors, then
f1 ⊗ e∗1 + · · · + fk ⊗ e∗k ∈L(V ,W) is an operator of rank k. The adjoint of f ⊗ e∗ is operator
(f ⊗ e∗)∗ = e∗ ⊗ f inL(W ∗, V ∗).
LetS ⊆L(V ,W) be a two-dimensional subspace. We will consider ﬁrstly the case whenS
contains a rank-one operator. So, assume that S is spanned by a rank-one operator S1 and an
operator S2. There are bases (e1, . . . , en) in V and (f1, . . . , fm) in W , such that S1 = f1 ⊗ e∗1.
Denote byV1 the linear span of vectors e2, . . . , en and byW1 the linear span of vectors f2, . . . , fm.
If n = 1, then V1 = {0} and W1 = {0}. Operator S2 can be represented as σf1 ⊗ e∗1 + f1 ⊗ v∗ +
u ⊗ e∗1 + D, where σ ∈ F, v∗ ∈ V ∗1 , u ∈ W1, and D ∈L(V ,W) is an operator that annihilates
e1 and whose range is included in W1. Moreover, since we may replace S2 with S2 − σS1 we can
make the following assumption:
(†)A two-dimensional subspaceS ⊆L(V ,W) is spanned by operators
S1 = f1 ⊗ e∗1 and S2 = f1 ⊗ v∗ + u ⊗ e∗1 + D,
where v∗ ∈ V ∗1 , u ∈ W1, and D ∈L(V ,W) annihilates e1 and has range included in W1.
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Lemma 3.1. LetS ⊆L(V ,W) be a two-dimensional space satisfying (†). If T ∈ Ref(S), then
there exist α, β, γ ∈ F such that T = αS1 + βS2 + γ u ⊗ e∗1 .
Proof. Assume that T ∈ Ref(S). Then there are τ ∈ F, z∗ ∈ V ∗, w ∈ W , and R ∈L(V ,W)
which annihilates e1 and whose range is included in W1, such that T = τf1 ⊗ e∗1 + f1 ⊗ z∗ +
w ⊗ e∗1 + R.
For an arbitrary vector x ∈ V1, we have T x = (f1 ⊗ z∗ + R)x. On the other hand, since
T ∈ Ref(S) there exist αx, βx ∈ F such that T x = αxS1x + βxS2x = βx(f1 ⊗ v∗ + D)x. Thus,
(f1 ⊗ z∗ + R)x = βx(f1 ⊗ v∗ + D)x for any x ∈ V1, which means that the restriction of f1 ⊗
z∗ + R to V1 is in the reﬂexive closure of the linear span of the restriction of f1 ⊗ v∗ + D to
V1. As mentioned above, one-dimensional spaces of operators are reﬂexive. Hence there exists
β ∈ F such that (f1 ⊗ z∗ + R)x = β(f1 ⊗ v∗ + D)x for all x ∈ V1. Since (f1 ⊗ z∗ + R)e1 =
0 = β(f1 ⊗ v∗ + D)e1 we conclude that f1 ⊗ z∗ + R = β(f1 ⊗ v∗ + D).
Now consider T on e1. On the one hand, T e1 = τf1 + w. On the other hand, there exist
α1, β1 ∈ F such that T e1 = α1S1e1 + β1S2e1 = α1f1 + β1u. It follows τ = α1 and w = β1u.
We conclude that
T = τf1 ⊗ e∗1 + f1 ⊗ z∗ + w ⊗ e∗1 + R
= α1f1 ⊗ e∗1 + β(f1 ⊗ v∗ + D) + β1u ⊗ e∗1
= α1S1 + βS2 + (β1 − β)u ⊗ e∗1 . 
Lemma 3.2. LetS ⊆L(V ,W) be a two-dimensional space satisfying (†). If D /= 0, thenS is
reﬂexive.
Proof. Let T ∈ Ref(S). Then, by Lemma 3.1, T = αS1 + βS2 + γ u ⊗ e∗1 for some α, β, γ ∈ F.
If u = 0 or γ = 0, then of course T ∈S. Assume therefore that u /= 0 and γ /= 0. Since Ref(S)
is a linear space that contains S1 and S2 there is no loss of generality if we assume that T = u ⊗ e∗1.
Let x ∈ V1 be arbitrary. Then T (e1 + x) = u. On the other hand, there exist αx, βx ∈ F such
that T (e1 + x) = αxS1(e1 + x) + βxS2(e1 + x) = αxf1 + βx(〈x, v∗〉f1 + u + Dx). Thus u =
αxf1 + βx(〈x, v∗〉f1 + u + Dx). Since u,Dx ∈ W1 and f1 is linearly independent from W1 we
have u = βx(u + Dx). It is assumed that u /= 0 which gives βx /= 0. It follows Dx = β−1x (1 −
βx)u, that is D is a rank-one operator whose range is spanned by u. Thus, there exists x0 ∈ V1
such that Dx0 = −u. However, this produce a contradiction −u = β−1x0 (1 − βx0)u. We conclude
that either u = 0 or γ = 0. In any case T ∈S. 
Lemma 3.3. Let S ⊆L(V ,W) be a two-dimensional space satisfying (†) and let D = 0. If
v∗ = 0 or u = 0, thenS is reﬂexive.
Proof. Vectors v∗ and u cannot both be zero. If u = 0, then S is reﬂexive, by Lemma 3.1. If
v∗ = 0, then S2 = u ⊗ e∗1 and, for each T ∈ Ref(S), we have T = αS1 + βS2 + γ u ⊗ e∗1 =
αS1 + (β + γ )S2, again by Lemma 3.1. 
Lemma 3.4. Let S ⊆L(V ,W) be a two-dimensional space satisfying (†) and let D = 0. If
v∗ /= 0 and u /= 0, then
Ref(S) = {αS1 + βS2 + γ u ⊗ e∗1; α, β, γ ∈ F},
which means that rd(S) = 1.
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Proof. We have to see that each αS1 + βS2 + γ u ⊗ e∗1 is in Ref(S). Of course, it is enough
to show that T = u ⊗ e∗1 ∈ Ref(S). Since v∗ /= 0 there exists x ∈ V1 such that 〈x, v∗〉 = 1.
Let y ∈ V be an arbitrary vector. Then y = λye1 + μyx + zy , where λy, μy ∈ F and 〈zy, e∗1〉 =
0 = 〈zy, v∗〉. If λy = 0, then Ty = 0 = 0 · S1y + 0 · S2y. On the other hand, if λy /= 0, then
Ty = λyu = −μyλy S1y + S2y. Thus, T ∈ Ref(S). 
Now we are concerned with a two-dimensional space S ⊆L(V ,W) whose all non-zero
members are rank two operators. Thus, dim(V )  2 and dim(W)  2. Assume thatS is spanned
by S1 and S2. We may assume that there are bases (e1, . . . , en) in V and (f1, . . . , fm) in W such
that S1 = f1 ⊗ e∗1 + f2 ⊗ e∗2. Denote by V0 the linear span of vectors e1, e3, . . . , en, by V1 the
linear span of vectors e2, . . . , en, and V2 = V0 ∩ V1. Similarly, W0 is the linear span of vectors
f1, f3, . . . , fm,W1 is the linear span of vectors f2, . . . , fm, andW2 = W0 ∩ W1. We may assume
the following aboutS:
(‡)Non-zero operators inS have rank two andS is spanned by S1 = f1 ⊗ e∗1 + f2 ⊗ e∗2 and
S2=σ12f1 ⊗ e∗2 + σ21f2 ⊗ e∗1 + σ22f2 ⊗ e∗2 + u1 ⊗ e∗1 + u2 ⊗ e∗2 + f1 ⊗ v∗1
+ f2 ⊗ v∗2 + C,
where σij ∈ F, v∗j ∈ V ∗2 , ui ∈ W2, and C ∈L(V ,W) annihilates e1, e2 and has range
included in W2.
Lemma 3.5. LetS ⊆L(V ,W) be a two-dimensional space satisfying (‡). If T ∈ Ref(S), then
there exist α, β, γ, δ, η ∈ F such that
T = αS1 + βS2 + γ (f2 + u1) ⊗ e∗1 + δ(f1 + u2) ⊗ e∗2 + ηf2 ⊗ e∗2 . (3.1)
Proof. Write operator T as
T = τ11f1 ⊗ e∗1 + τ21f2 ⊗ e∗1 + τ12f1 ⊗ e∗2 + τ22f2 ⊗ e∗2
+ w1 ⊗ e∗1 + w2 ⊗ e∗2 + f1 ⊗ z∗1 + f2 ⊗ z∗2 + Q,
where τij ∈ F, z∗j ∈ V ∗2 , wi ∈ W2, and Q ∈L(V ,W) annihilates e1, e2 and has range included
in W2. Let us consider the restrictions of T , S1, and S2 to V0. These are operators T |V0 = τ11f1 ⊗
e∗1 + τ21f2 ⊗ e∗1 + w1 ⊗ e∗1 + f1 ⊗ z∗1 + f2 ⊗ z∗2 + Q,S1|V0 = f1 ⊗ e∗1, and S2|V0 = σ21f2 ⊗
e∗1 + u1 ⊗ e∗1 + f1 ⊗ v∗1 + f2 ⊗ v∗2 + C in L(V0,W). Denote u = σ21f2 + u1 ∈ W1, w =
τ21f2 + w1 ∈ W1,D = f2 ⊗ v∗2 + C, and R = f2 ⊗ z∗2 + Q. Then T |V0 = τ11f1 ⊗ e∗1 + w ⊗
e∗1 + f1 ⊗ z∗1 + R and S2|V0 = u ⊗ e∗1 + f1 ⊗ v∗1 + D. Note that D and R annihilates e1 and
have ranges included in W1. Thus, the spaceS|V0 ⊆L(V0,W), which is spanned by S1|V0 and
S2|V0, satisﬁes assumption (†). Since T |V0 ∈ Ref(S|V0) there exist, by Lemma 3.1, α0, β0, γ0
such that T |V0 = α0S1|V0 + β0S2|V0 + γ0u ⊗ e∗1, which gives
T |V0 = α0f1 ⊗ e∗1 + (β0 + γ0)σ21f2 ⊗ e∗1 + (β0 + γ0)u1 ⊗ e∗1
+ β0f1 ⊗ v∗1 + β0f2 ⊗ v∗2 + β0C. (3.2)
Now we consider the restrictions of T , S1 and S2 to V1. Similarly as before we get T |V1 =
τ22f2 ⊗ e∗2 + w ⊗ e∗2 + f2 ⊗ e∗2 + R, S1|V1 = f2 ⊗ e∗2, and S2|V1 = σ22f2 ⊗ e∗2 + u ⊗ e∗2 +
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f2 ⊗ v∗2 + D,wherew = τ12f1 + w2 ∈ W0, u = σ12f1 + u2 ∈ W0, andD = f1 ⊗ v∗1 + C,R =
f1 ⊗ z∗1 + Q annihilate e1 and have ranges included in W0. Replace S2|V1 by S2|V1 − σ22S1|V1.
As before assumption (†) is fulﬁlled. Thus, by Lemma 3.1, there exist α1, β1, γ1 ∈ F such that
T |V1 = α1S1|V1 + β1S2|V1 + γ1u ⊗ e∗2, which gives
T |V1 = α1f2 ⊗ e∗2 + (β1 + γ1)σ12f1 ⊗ e∗2 + (β1 + γ1)u2 ⊗ e∗2
+ β1f1 ⊗ v∗1 + β1f2 ⊗ v∗2 + β1C. (3.3)
Since the restriction of T |V0 to V2 or of T |V1 to V2 is the same operator we conclude that β1 = β0.
Now it is not hard to deduce (3.1) from (3.2) and (3.3). 
Lemma 3.6. Let S ⊆L(V ,W) be a two-dimensional space satisfying (‡). Then f2 ⊗ e∗2 ∈
Ref(S) is possible only when C = 0 and u1 = 0 = u2, and v∗1 = 0 = v∗2 .
Proof. Assume that f2 ⊗ e∗2 ∈ Ref(S). Let gξ = ξe1 + e2, where ξ ∈ F \ {0}. There exist αξ ,
βξ ∈ F such that
f2 = (f2 ⊗ e∗2)gξ = αξS1gξ + βξS2gξ
= (αξ ξ + βξσ12)f1 + (αξ + βξ ξσ21 + βξσ22)f2 + βξ ξu1 + βξu2. (3.4)
If βξ were zero, then also αξ would be zero since ξ /= 0 and we would have f2 = 0, which is
impossible. Thus, βξ /= 0 and (3.4) gives ξu1 + u2 = 0 for all ξ /= 0. We conclude u1 = u2 = 0.
Now let x ∈ V2 be arbitrary and let hx = e1 + e2 + x. Then there exist αx, βx ∈ F such that
f2 = (f2 ⊗ e∗2)hx = αxS1hx + βxS2hx
= αx(f1 + f2) + βx(σ21f2 + σ12f1 + σ22f2 + 〈x, v1〉f1 + 〈x, v2〉f2 + Cx). (3.5)
As before βx /= 0. On the other hand, since the range of C is included in W2, vector Cx can
be only the trivial linear combination of f1 and f2. Thus, Cx = 0 for all x ∈ V2 and therefore,
C = 0.
Replace nowS byS∗ ⊆L(W ∗, V ∗). Of course,S∗ is spanned by S∗1 and S∗2 . We already
know that S∗2 = σ12e∗2 ⊗ f1 + σ21e∗1 ⊗ f2 + σ22e∗2 ⊗ f2 + v∗1 ⊗ f1 + v∗2 ⊗ f2. Clearly,S∗ still
satisﬁes assumption (‡). Since f2 ⊗ e∗2 ∈ Ref(S) the adjoint operator e∗2 ⊗ f2 is in Ref(S∗). We
now consider g∗ξ = ξf ∗1 + f ∗2 , and follow the arguments from (3.4) to deduce v∗1 = 0 = v∗2 . 
Lemma 3.7. LetS ⊆L(V ,W) be a two-dimensional space satisfying (‡). If v∗1 /= 0 or v∗2 /= 0
or C /= 0, thenS is reﬂexive.
Proof. Let T ∈ Ref(S). By Lemma 3.5 and by linearity of Ref(S), there is no loss of generality
if we assume that T = γ (f2 + u1) ⊗ e∗1 + δ(f1 + u2) ⊗ e∗2 + ηf2 ⊗ e∗2, for some γ, δ, η ∈ F.
Consider the restrictions of all involved operators to V0. Then T |V0 = γ (f2 + u1) ⊗ e∗1 is in the
reﬂexive closure ofS|V0, the space spannedbyS1|V0 = f1 ⊗ e∗1 andS2|V0 = σ21f2 ⊗ e∗1 + u1 ⊗
e∗1 + f1 ⊗ v∗1 + f2 ⊗ v∗2 + C. Denote u = σ21f2 + u1 ∈ W1 and D = f2 ⊗ v∗2 + C and we see
thatS|V0 is satisfying (†). By Lemma 3.2,S|V0 is reﬂexive. Thus, there exist α, β ∈ F such that
γ (f2 + u1) ⊗ e∗1 = αf1 ⊗ e∗1 + β(σ21f2 ⊗ e∗1 + u1 ⊗ e∗1 + f1 ⊗ v∗1 + f2 ⊗ v∗2 + C).
(3.6)
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Since at least one among v∗1 , v∗2 , and C is non-zero there exists x ∈ V2 such that 〈x, v∗1〉f1 +〈x, v∗2〉f2 + Cx /= 0 (note that f1, f2, and Cx are linearly independent). It follows from (3.6) that
0 = γ 〈x, e∗1〉f1 = β(〈x, v∗1〉f1 + 〈x, v∗2〉f2 + Cx) and consequently, β = 0. However, then (3.6)
reads as γ (f2 + u1) ⊗ e∗1 = αf1 ⊗ e∗1 which is possible only if α = γ = 0.
Now consider the restrictions to V1. We have T |V1 = δ(f1 + u2) ⊗ e∗2 + ηf2 ⊗ e∗2, S1|V1 =
f2 ⊗ e∗2 and S2|V1 = σ12f1 ⊗ e∗2 + σ22f2 ⊗ e∗2 + u2 ⊗ e∗2 + f1 ⊗ v∗1 + f2 ⊗ v∗2 + C. Operators
S1|V1 andS2|V1 − σ22S1|V1 span the spaceS|V1 that is satisfying (†). Similar reasoning as before
gives δ = 0. Therefore, T = ηf2 ⊗ e∗2 ∈ Ref(S) and unless η = 0 we have a contradiction by
Lemma 3.6. 
Lemma 3.8. LetS ⊆L(V ,W) be a two-dimensional space satisfying (‡). If u1 /= 0 or u2 /= 0,
thenS is reﬂexive.
Proof. By Proposition 2.1(ii),S is reﬂexive if and only ifS∗ is reﬂexive. SpaceS∗ is spanned by
S∗1 = e∗1 ⊗ f1 + e∗2 ⊗ f2 and S∗2 = σ12e∗2 ⊗ f1 + σ21e∗1 ⊗ f2 + σ22e∗2 ⊗ f2 + e∗1 ⊗ u1 + e∗2 ⊗
u2 + v∗1 ⊗ f1 + v∗2 ⊗ f2 + C∗. If we interchange vectors ei and fi , vectors vi and ui, C and
C∗, and spaces Vi and Wi , thenS∗ is satisfying condition (‡). It follows, by Lemma 3.7, thatS∗
is reﬂexive. 
It remains to consider the casewhen S2 = σ12f1 ⊗ e∗2 + σ21f2 ⊗ e∗1 + σ22f2 ⊗ e∗2. Note ﬁrstly
that if the equation
σ12ξ
2 − σ22ξ − σ21 = 0 (3.7)
has a solution inF, thenSdoes not satisfy (‡). Indeed, assume that (3.7) has a solutionλ ∈ F. Since
S2 is not a rank-one operator we have σ12 /= 0 and σ21 /= 0 and therefore, λ /= 0. It follows that
σ22 = λσ12 − λ−1σ21 and a short computation gives σ21λ−1S1 + S2 = (λ−1f1 + f2) ⊗ (σ21e1 +
λσ12e2), which is impossible sinceS does not contain rank-one operators.
Lemma 3.9. Let S ⊆L(V ,W) be a two-dimensional space satisfying (‡). Assume that S2 =
σ12f1 ⊗ e∗2 + σ21f2 ⊗ e∗1 + σ22f2 ⊗ e∗2 . Then
Ref(S) = {αS1 + βS2 + γf2 ⊗ e∗1 + δf1 ⊗ e∗2;α, β, γ, δ ∈ F}.
Proof. By Lemmas 3.5 and 3.6, we have to show that f1 ⊗ e∗2 and f2 ⊗ e∗1 are in Ref(S).
Let z = λe1 + μe2 + x, where λ,μ ∈ F and x ∈ V2, be an arbitrary vector in V . If μ = 0, let
αz = 0 = βz. On the other hand, if μ /= 0, let
αz = − σ21λμ + σ22μ
2
σ12μ2 − σ22λμ − σ21λ2 and βz =
μ2
σ12μ2 − σ22λμ − σ21λ2 .
Note thatσ12μ2 − σ22λμ − σ21λ2 /= 0 sinceEq. (3.7) does not have solutions inF. It is straightfor-
ward to check that (f1 ⊗ e∗2)z = (αzS1 + βzS2)z. Thus, f1 ⊗ e∗2 ∈ Ref(S). Similarly, f2 ⊗ e∗1 ∈
Ref(S). 
We have the following theorem.
Theorem 3.10. Assume thatF has at least ﬁve elements.LetS ⊆L(V ,W) be a two-dimensional
linear space. Then rd(S) = 0, except in the following two cases:
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(i) rd(S) = 1 ifS is spanned by operators f1 ⊗ e∗1 and f1 ⊗ e∗2 + f2 ⊗ e∗1 .
(ii) rd(S) = 2 if S is spanned by operators f1 ⊗ e∗1 + f2 ⊗ e∗2 and σ12f1 ⊗ e∗2 + σ21f2 ⊗
e∗1 + σ22f2 ⊗ e∗2, where σ12, σ21, σ22 ∈ F and the equation σ12ξ2 − σ22ξ − σ21 = 0 does
not have a solution in F.
Proof. If S is not spanned by operators given in (i) or (ii), then it is reﬂexive by Lemmas 3.2,
3.3, 3.7, and 3.8. The case (i) is considered in Lemma 3.4 (note that e2 = v and f2 = u) and case
(ii) is explored in Lemma 3.9. 
4. Reﬂexivity defect for a single generated algebra and its commutant
Let V be a vector space over F. A linear operator A ∈L(V ) is said to be reﬂexive if the
subalgebraP(A) ⊆L(V ), which is generated by A and I , is reﬂexive. Deddens and Fillmore [3]
have characterized reﬂexive linear operators in the case of an algebraically closed ﬁeld F. We will
extend their characterization to the case of an arbitrary ﬁeld F. Actually we prove more general
theorems that give formulae for the reﬂexivity defect of P(A) and its commutant P(A)′.
Let mA(z) = q1(z)1 · · · qs(z)s be the minimal polynomial of A ∈L(V ). Here q1(z), . . . ,
qs(z) ∈ F[z] are distinct irreducible monic polynomials and 1, . . . , s positive integers. It is
clear that the kernels Vi = Ker qi(A)i (1  i  s) are invariant for any operator in P(A) and it
is not hard to see that they are linearly independent and that V = V1 ⊕ · · · ⊕ Vs . With respect to
this decomposition operator A decomposes as A = A1 ⊕ · · · ⊕ As and this is called the primary
decomposition of A. The restrictions Ai = A|Vi are primary summands of A. Note that the
minimal polynomial of Ai is mAi (z) = qi(z)i .
Proposition 4.1. Let A ∈L(V ) and B ∈L(W) be linear operators and let mA(z),mB(z) be
their minimal polynomials. The following is equivalent:
(i) Polynomials mA(z) and mB(z) are relatively prime;
(ii) P(A ⊕ B) = P(A) ⊕P(B);
(iii) Ref(P(A ⊕ B)) = Ref(P(A)) ⊕ Ref(P(B));
(iv) P(A ⊕ B)′ = P(A)′ ⊕P(B)′;
(v) Ref(P(A ⊕ B)′) = Ref(P(A)′) ⊕ Ref(P(B)′).
Proof. (i) → (ii). Assume that p(A) ⊕ q(B) ∈ P(A) ⊕P(B). Since mA(z) and mB(z) are rela-
tively prime there exists, by the Chinese Remainder Theorem, a polynomial r(z) ∈ F[z] such that
r(z) ≡ p(z)modmA(z) and r(z) ≡ q(z)modmB(z). It follows that r(A ⊕ B) = r(A) ⊕ r(B) =
p(A) ⊕ q(B), which means that p(A) ⊕ q(B) ∈ P(A ⊕ B). The opposite inclusion is obvious.
(ii) → (iii). Let [Tij ] be the block-matrix representation of T ∈L(V ⊕ W) and assume that
T ∈ Ref(P(A ⊕ B)). Then, for any v ⊕ w ∈ V ⊕ W , there exists Sv⊕w = pv⊕w(A) ⊕
qv⊕w(B) ∈ P(A ⊕ B) such that (T11v + T12w) ⊕ (T21v + T22w) = pv⊕w(A)v ⊕ qv⊕w(B)w. If
we choose w = 0 and v ∈ V arbitrary, then we may conclude that T11 ∈ Ref(P(A)) and T21 = 0.
Similarly, T22 ∈ Ref(P(B)) and T12 = 0. Thus, T ∈ Ref(P(A)) ⊕ Ref(P(B)). The opposite
inclusion is clear.
(iii) → (i). Suppose that a nonconstant irreducible polynomial r(z) divides mA(z) and mB(z).
Let v ∈ Ker r(A) ⊆ V and w ∈ Ker r(B) ⊆ W be non-zero vectors and let p(z) be a polynomial.
Then p(A)v = 0 or p(B)w = 0 if and only if p(z) is divisible by r(z). It is obvious that I ⊕ 0
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is in P(A) ⊕P(B) and consequently, in Ref(P(A)) ⊕ Ref(P(B)). However, I ⊕ 0 is not in
Ref(P(A ⊕ B)). Namely, otherwise, there would exist a polynomial pv⊕w(z) ∈ F[z] such that
(I ⊕ 0)(v ⊕ w) = pv⊕w(A ⊕ B)(v ⊕ w), which would give v = pv⊕w(A)v and pv⊕w(B)w =
0. Thus, r(z) would be a divisor of pv⊕w(z) and consequently, v = pv⊕w(A)v = 0, a contradic-
tion.
(i) and (iv) are equivalent, by [8, Theorem 2 and Remark on p. 127]. Proof of (iv) → (v) is
similar to the proof of (ii) → (iii).
(v) → (i). If the minimal polynomials of A and B are not relatively prime, then, by equiv-
alence of (i) and (iv), P(A)′ ⊕P(B)′ is a proper subset of P(A ⊕ B)′. That is, there exists
T ∈ P(A ⊕ B)′ \ (P(A)′ ⊕P(B)′). If [Tij ] is the block-matrix representation of T , then either
T12 /= 0 or T21 /= 0, which means that T /∈ Ref(P(A)′) ⊕ Ref(P(B)′). On the other hand, it is
obvious that T ∈ Ref(P(A ⊕ B)′). 
LetA ∈L(V ) be a linear operator with primary decompositionA = A1 ⊕ · · · ⊕ As . By Prop-
ositions 2.2 and 4.1, rd(P(A)) = rd(P(A1)) + · · · + rd(P(As)) and rd(P(A)′) = rd(P(A1)′) +
· · · + rd(P(As)′). Thus, it is enough to compute reﬂexivity defect for linear operators which have
only one primary summand.
Assume that A ∈L(V ) is a linear operator with the minimal polynomial mA(z) = q(z)n,
where q(z) ∈ F[z] is amonic irreducible polynomial of degree d  1 andn is a positive integer. By
[13, Theorem 7.10], there exist vectors e1, . . . , et ∈ V and non-negative integers n = n1  n2 
· · ·  nt  0 such that V is a direct sum of A-invariant subspaces Vi = {p(A)ei;p(z) ∈ F[z]}
and the minimal polynomial of the restriction Ai = A|Vi is q(z)ni . Note that each Vi is A-cyclic
with ei as a cyclic vector. Vectors {ei, Aiei, . . . , Adni−1i ei} are a basis for Vi and the matrix of Ai
with respect to this basis is C(q(z)ni ), the companion matrix of q(z)ni [13, p. 126]. Of course,
{Aji ei; 1  i  t, 0  j  dni − 1} is a basis for V . With respect to this basis, A has a diagonal
block-matrix
C(q(z)n1) ⊕ C(q(z)n2) ⊕ · · · ⊕ C(q(z)nt ), (4.1)
which is called the rational form of A. There is no loss of generality in assuming t  2. Namely,
we can consider A ⊕ 0 on V ⊕ {0} instead of A and assume that n2 = 0.
Let V0 = V2 ⊕ · · · ⊕ Vk . So, V = V1 ⊕ V0. For each 1  j  n1, let Wj be the subspace of
V1 that is spanned by vectors q(A)j−1e1, Aq(A)j−1e1, …, Ad−1q(A)j−1e1. If j > n1 then let
Wj = {0}. SinceV1 = {p(A)e1;p(z) ∈ F[z]}wemay identifyV1 with the direct sumW1 ⊕ · · · ⊕
Wn1 ⊕ Wn1+1 ⊕ · · ·. The proof of the following lemma is based on ideas from [3].
Lemma 4.2. A linear operator S ∈L(V ) is in Ref(P(A)) if and only if S = r(A) + D for some
r(z) ∈ F[z] and some D ∈L(V ) that satisﬁes conditions:
(i) V0 ⊆ Ker D and
(ii) D(Wj ⊕ Wj+1 ⊕ · · ·) ⊆ Wj+n2 ⊕ Wj+1+n2 ⊕ · · · for any j  1.
Proof. Assume that S ∈ Ref(P(A)). Then there exists a polynomial r(z) ∈ F[z] such that Se1 =
r(A)e1. Let D = S − r(A) ∈ Ref(P(A)). We shall show that D satisﬁes (i) and (ii).
Let x ∈ V0 be an arbitrary vector. We claim that the intersection of the orbits P(A)x and
P(A)(e1 + x) is trivial. To see this, pick an arbitrary vector y ∈ P(A)x ∩P(A)(e1 + x). Then
there exist polynomials p1(z), p2(z) ∈ F[z] such that p1(A)x = y = p2(A)(e1 + x) or, equiva-
lently, (p1(A) − p2(A))x = p2(A)e1. Sincep2(A)e1 ∈ V1 and (p1(A) − p2(A))x ∈ V0 we have
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p2(A)e1 = 0. The cyclicity of e1 forces that p2(z) is divisible by q(z)n1 = q(z)n which gives
p2(A) = 0 and consequently, y = 0. Now, it follows from D ∈ Ref(P(A)) that Dx ∈ P(A)x
and D(e1 + x) ∈ P(A)(e1 + x). However, these two vectors are equal because of De1 = (S −
r(A))e1 = 0. We conclude that Dx ∈ P(A)x ∩P(A)(e1 + x) = {0}, which means that D satis-
ﬁes (i).
To prove (ii), choose j  1 and let w ∈ Wj ⊕ Wj+1 ⊕ · · · be an arbitrary vector. By cyclicity
of e1, there exists a polynomial f (z) ∈ F[z] such thatw = f (A)q(A)j−1e1. By similar arguments
as above we can see that P(A)w ∩P(A)(e2 + w) = {p(A)q(A)n2w;p(z) ∈ F[z]}. Operator D
annihilates e2, by the ﬁrst part of the proof. Thus, Dw = D(e2 + w) and consequently, Dw ∈
P(A)w ∩P(A)(e2 + w). It follows Dw = p(A)q(A)n2w for some p(z) ∈ F[z]. We conclude
that Dw = p(A)f (A)q(A)j−1+n2e1 ∈ Wj+n2 ⊕ Wj+1+n2 ⊕ · · ·.
For the opposite implication it is enough to see that D ∈L(V ) satisfying (i) and (ii) belongs
to the reﬂexive closure of the algebra P(A). Let y ∈ V be an arbitrary vector. Of course, if
y = 0, then Dy is trivially in P(A)y. Assume therefore that y /= 0. There exist a polynomial
f (z) ∈ F[z] with gcd(f (z), q(z)) = 1, a non-negative number k, and a vector x ∈ V0 such that
y = f (A)q(A)ke1 + x. By the assumption, D annihilates x and therefore
Dy = D(f (A)q(A)ke1) ∈ D(Wk+1 ⊕ Wk+2 ⊕ · · ·) ⊆ Wk+1+n2 ⊕ Wk+2+n2 ⊕ · · · .
On the other hand, since gcd(f (z), q(z)) = 1 there exists a polynomial g(z) ∈ F[z] such that
f (A)g(A) is the identity operator. It follows that
P(A)q(A)n2y = {p(A)q(A)n2(f (A)q(A)ke1 + x); p(z) ∈ F[z]}
= {p(A)q(A)k+n2e1; p(z) ∈ F[z]}
= Wk+1+n2 ⊕ Wk+2+n2 ⊕ · · · .
Thus, there is a polynomial h(z) ∈ F[z] such that Dy = h(A)q(A)n2y. 
Let D ⊆L(V ) be the subspace of all linear operators that satisfy conditions (i) and (ii) in
Lemma 4.2. Then Ref(P(A)) = P(A) +D. Since the quotient spaces (P(A) +D)/P(A) and
D/(P(A) ∩D) are isomorphic one has
rd(P(A)) = dim(Ref(P(A))/P(A)) = dim(D/(P(A) ∩D))
= dim(D) − dim(P(A) ∩D).
We claim that P(A) ∩D = q(A)n2P(A). It is easily seen that, for any p(z) ∈ F[z], operator
q(A)n2p(A) satisﬁes the conditions (i) and (ii) in Lemma 4.2. Thus,P(A) ∩D ⊇ q(A)n2P(A).
On the other hand, if p(A) ∈ P(A) ∩D, for some p(z) ∈ F[z], then the condition (i) forces
p(A)e2 = 0, which holds if and only if the polynomial q(z)n2 divides p(z). We conclude that
p(A) = q(A)n2f (A), for some f (z) ∈ F[z]. It is obvious now that dim(P(A) ∩D) = (n1 −
n2)d.
It remains to compute the dimension ofD. If D ∈L(V ) satisﬁes the conditions (i) and (ii) in
Lemma 4.2, then it can bewritten asD = D1 ⊕ 0with respect to the decompositionV = V1 ⊕ V0
and D1 ∈L(V1) has to satisfy the condition (ii) in Lemma 4.2. If D1 is represented as a block-
matrix with respect to the decomposition V1 = W1 ⊕ · · · ⊕ Wn1 , then each entry above the n2th
subdiagonal has to be 0 (with the convention that the main diagonal is the 0th subdiagonal). On
the other hand, each D1 ∈L(V1) with such a block-matrix representation satisﬁes the condition
(ii) in Lemma 4.2. We conclude that dim(D) = 12 (n1 − n2)(n1 − n2 + 1)d.
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Theorem 4.3. Let A ∈L(V ) be a linear operator with the minimal polynomial mA(z) = q(z)n,
where q(z) is a monic irreducible polynomial of degree d  1. Let (4.1) be the rational form of
A. Then the reﬂexivity defect of P(A) is rd(P(A)) = 12 (n1 − n2)(n1 − n2 − 1)d.
Proof. Since rd(P(A)) = dim(D) − dim(P(A) ∩D) one has
rd(P(A)) = 1
2
(n1 − n2)(n1 − n2 + 1)d − (n1 − n2)d = 1
2
(n1 − n2)(n1 − n2 − 1)d. 
It is an immediate consequence of Theorem 4.3 that A is reﬂexive if and only if n1 − n2 = 0
or n1 − n2 = 1. Thus, the classical result of Deddens and Fillmore [3] holds for every ﬁeld. We
note in passing that Theorem 4.3 is also an extension of [6, Theoreme 5] since its proof works in
the case of a complex Hilbert space as well.
The formula for the reﬂexivity defect of a single generated algebra is relatively simple. One
cannot expect such a simple formula for algebras that have more than one generator. Namely, even
under an additional assumption on an algebra with two generators the conditions for reﬂexivity
of the algebra are quite more complicated, see [2] for details.
For arbitrary linear operators A ∈L(V ) and B ∈L(W), let {B,A}i denote the space of all
intertwiners between B and A. Thus, a linear operator S ∈L(V ,W) is in {B,A}i if and only if
BS = SA. In particular, the space of linear operators inL(V ) that intertwine A by itself is the
commutant of A, that is {A,A}i = P(A)′.
Let q(z) ∈ F[z] be a monic irreducible polynomial of degree d  1 and let m, n be positive
integers. In the following proposition and two lemmas that follow it, we assume that C(q(z)n) is
the rational form of A ∈L(V ) with respect to a basis {v1, v2, . . . , vdn} in V and C(q(z)m) is the
rational form of B ∈L(W) with respect to a basis {w1, w2, . . . , wdm} in W .
Proposition 4.4. A linear operator S ∈L(V ,W) is in {B,A}i if and only if there exists a vector
w ∈ Ker q(B)n such that Svi = Bi−1w, for all i ∈ {1, . . . , dn}.
Proof. Assume that S ∈ {B,A}i. Since A is represented by the companion matrix of q(z)n =
a0 + a1z + · · · + adn−1zdn−1 + zdn with respect to the basis {v1, . . . , vdn} we have Avj = vj+1
for all 1  j  dn − 1. It followsBSvj = SAvj = Svj+1 if 1  j  dn − 1. Setw = Sv1. Then
Svj+1 = BSvj = B2Svj−1 = · · · = BjSv1 = Bjw (1  j  dn − 1),
which gives Svi = Bi−1w for all i. It follows Avdn = −∑dni=1 ai−1vi , and consequently






ai−1Bi−1w = −q(B)nw + Bdnw,
which gives q(B)nw = 0 because of Svdn = Bdn−1w.
In order to prove the opposite implication assume that, for S ∈L(V ,W), there exists w ∈
Ker q(B)n such that Svi = Bi−1w, for all i ∈ {1, . . . , dn}. Then, BSvi = Biw = Svi+1 = SAvi








= Bdnw − q(B)nw = Bdnw = BSvdn,
we conclude that BS = SA. 
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Lemma 4.5. dim({B,A}i) = d min{m, n}.
Proof. It is easily seen that the correspondence between operators in {B,A}i and vectors in
Ker q(B)n that is given in Proposition 4.4 is linear and bijective. Thus, these two spaces have the
same dimension. If n > m, then q(B)n = 0, whichmeans that Ker q(B)n = W , and consequently,
dim({B,A}i) = dm = d min{m, n}.
Assume that n  m. Let w be an arbitrary vector in Ker q(B)n. Since w1 is cyclic for B there
exists a polynomial p(z) ∈ F[z] of degree deg(p(z)) < dm such that w = p(B)w1. It follows
that 0 = q(B)nw = q(B)np(B)w1. Cyclicity of w1 forces q(B)np(B) = 0. Thus, the polyno-
mial q(z)np(z) is divisible by q(z)m and consequently, p(z) = f (z)q(z)m−n for some polyno-
mial f (z) ∈ F[z] of degree deg(f (z)) < dn. We conclude that w = f (B)q(B)m−nw1. Since the
opposite implication is obvious we have proved that
Ker q(B)n = {f (B)q(B)m−nw1; f (z) ∈ F[z], deg(f (z)) < dn}.
Clearly, the dimension of the space on the right-hand side is dn. 
Lemma 4.6. dim(Ref({B,A}i)) = 12d2 min{m, n}(min{m, n} + 1).
Proof. We shall distinguish two cases: (i) n  m and (ii) n > m.
(i) Denote by V0 the subspace of V , spanned by vectors v1, Av1, . . . , Ad−1v1. Set V1 = · · · =
Vm−n = {0} if n < m, and let Vk be the space q(A)k−(m−n+1)(V0) if m − n + 1  k  m. Simi-
larly, let W0 be the subspace of W , spanned by the vectors w1, Bw1, . . . , Bd−1w1 and let W =
q(B)−1(W0) for 1    m. It is obvious that
V = V1 ⊕ · · · ⊕ Vm and W = W1 ⊕ · · · ⊕ Wm. (4.2)
Let T ∈ Ref({B,A}i) have the block-matrix representation [Tij ] with respect to the decom-
positions (4.2). Of course, if n < m, then Tij = 0 whenever j  m − n since these are mappings
deﬁned on trivial spaces V1, . . . , Vm−n. Let k  m − n + 1 and let x ∈ Vk be an arbitrary vector.
Then there exists a polynomial p(z) of degree less than d such that x = q(A)k−(m−n+1)p(A)v1.
Let Sx ∈ {B,A}i be such that T x = Sxx. By Proposition 4.4, Sxv1 ∈ Ker q(B)n, which means
(see the proof of Lemma 4.5) that Sxv1 = q(B)m−nf (B)w1 for some polynomial f (z). Thus
T x = Sxx = Sxq(A)k−(m−n+1)p(A)v1 = q(B)k−(m−n+1)p(B)Sxv1
= q(B)k−(m−n+1)p(B)q(B)m−nf (B)w1 = q(B)k−1p(B)f (B)w1
and therefore, T x ∈ Wk ⊕ · · · ⊕ Wm. We conclude that Tij = 0 if j ≤ m − n or j > i. Now we
shall show that any T with these properties belongs to Ref({B,A}i).
Let k and  be positive integers such that m − n <   k  m and let T0 : V → Wk be
an arbitrary linear operator. Set T = [Tij ], where Tk = T0 and Tij = 0, for (i, j) /= (k, ).
Thus, T is a linear operator from V to W . Note that the range of T is the same as the range
of T0 and is therefore contained in Wk . Also, the kernel of T contains any Vj , j /= . Let
x ∈ V be an arbitrary vector. There exist polynomials rm−n+1(z), . . . , rm(z) ∈ F[z] with de-
gree less than d such that x = rm−n+1(A)v1 + q(A)rm−n+2(A)v1 + · · · + q(A)n−1rm(A)v1. If
r(z) = 0, then T x = 0 and we have T x = Sxx with Sx = 0 ∈ {B,A}i in this case. Assume
therefore that r(z) /= 0 and let u ∈ {m − n + 1, . . . , } be the smallest positive integer such
that ru(z) /= 0.We have x = q(A)u−1−(m−n)(ru(A) + · · · + q(A)m−urm(A))v1. It is obvious that
gcd(q(z)m, ru(z) + · · · + q(z)m−urm(z)) = 1.Hence there exists a polynomial gx(z) ∈ F[z] such
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that (ru(B) + · · · + q(B)m−urm(B))gx(B) equals to the identity map on W . Since the range of
T is contained in Wk there exists a polynomial fx(z) ∈ F[z] with degree less than d such that
T x = q(B)k−1fx(B)w1. Deﬁne a map Sx : V → W as follows. If y ∈ V is an arbitrary vector,
then y = py(A)v1 for a uniquely determined polynomial py(z) ∈ F[z] with degree less than
dn. Let Sxy = q(B)k−u+(m−n)fx(B)gx(B)py(B)w1. Of course, Sx is a linear map. For any
y ∈ V
BSxy = Bq(B)k−u+(m−n)fx(B)gx(B)py(B)w1
= q(B)k−u+(m−n)fx(B)gx(B)Bpy(B)w1 = SxAy,
which shows that Sx ∈ {B,A}i. Since
Sx = Sx(q(A)u−1−(m−n)(ru(A) + · · · + q(A)m−urm(A))v1)
= q(B)k−u+(m−n)fx(B)gx(B)q(B)u−1−(m−n)(ru(B) + · · ·
+ q(B)m−urm(B))w1
= q(B)k−1fx(B)w1 = T x,
we conclude that T ∈ Ref({B,A}i).
As Ref({B,A}i) is a linear space T belongs to it if and only if the block-matrix represen-
tation of T with respect to the decompositions in (4.2) is T = [Tij ], where Tij is an arbitrary
linear operator from Vj to Wi if m − n < j  i  m and Tij = 0 otherwise. It is clear now that
dim(Ref({B,A}i)) = 12d2n(n + 1) = 12d2 min{m, n}(min{m, n} + 1).
(ii) As before, let V0 be the subspace of V spanned by vectors v1, Av1, . . . , Ad−1v1 and let
W0 be the subspace of W spanned by vectors w1, Bw1, . . . , Bd−1w1. Set Vk = q(A)k−1(V0) and
W = q(B)−1(W0) for 1  k,   n. Of course, W = {0} if  > m. If we repeat the proof of
(i) with m replaced by n and m − n replaced by 0, then we see that T ∈ Ref({B,A}i) if and
only if its block-matrix representation with respect to the decompositions V = V1 ⊕ · · · ⊕ Vn
and W = W1 ⊕ · · · ⊕ Wn is [Tij ], where Tij is an arbitrary linear operator from Vj to Wi if
1  j  i  m and Tij = 0 otherwise. It follows that
dim(Ref({B,A}i)) = 1
2
d2m(m + 1) = 1
2
d2 min{m, n}(min{m, n} + 1). 
LetA ∈L(V ) be a linear operator with theminimal polynomialmA(z) = q(z)n, where q(z) ∈
F[z] is a monic irreducible polynomial of degree d  1 and let C(q(z)n1) ⊕ C(q(z)n2) ⊕ · · · ⊕
C(q(z)nt ), where n = n1  · · ·  nt  0, be the rational form of A. Let V = V1 ⊕ · · · ⊕ Vt and
A = A1 ⊕ · · · ⊕ At be the corresponding decompositions of the space V and the operator A.
Lemma 4.7. Let S, T ∈L(V ) have respectively block-matrices S = [Sij ] and T = [Tij ] with
respect to the decomposition V = V1 ⊕ · · · ⊕ Vt . Then S ∈ P(A)′ if and only if Sij ∈ {Ai,Aj }i
for all 1  i, j  t and T ∈ Ref(P(A)′) if and only if Tij ∈ Ref({Ai,Aj }i) for all 1  i, j  t.
Proof. It is straightforward that S ∈ P(A)′ if and only if Sij ∈ {Ai,Aj }i for all 1  i, j  t .
Assume that T ∈ Ref(P(A)′). Let xj ∈ Vj be arbitrary and set x = 0 ⊕ · · · ⊕ 0 ⊕ xj ⊕ 0 ⊕
· · · ⊕ 0. Choose Sx ∈ P(A)′ that satisﬁes T x = Sxx and let [Sxij ] be its block-matrix with respect
to the decomposition V = V1 ⊕ · · · ⊕ Vt . Note that Sxij ∈ {Ai,Aj }i. Since T x = T1j xj ⊕ · · · ⊕
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Ttj xj and Sxx = Sx1j xj ⊕ · · · ⊕ Sxtj xj we conclude that Tij xj = Sxij xj for all i ∈ {1, . . . , j}.
Thus, Tij ∈ Ref({Ai,Aj }i) for all 1  i, j  t . On the other hand, if Tij ∈ Ref({Ai,Aj }i) for all
1  i, j  t and x = x1 ⊕ · · · ⊕ xt ∈ V is an arbitrary vector, then there exist linear operators
Sxij ∈ {Ai,Aj }i such that Tij xj = S
xj
ij xj for all 1  i, j  t . Set Sx = [S
xj
ij ]. It is obvious that
Sx ∈ P(A)′ and T x = Sxx. 
We are ready to prove formula for the reﬂexivity defect of P(A)′. We would like to point out
that the formula dim(P(A)′) = d (n1 + 3n2 + · · · + (2t − 1)nt ), which is derived in the proof,
was known to Frobenius, see [14, p. 105].
Theorem 4.8. Let A ∈L(V ) be a linear operator with the minimal polynomial mA(z) = q(z)n,
where q(z) ∈ F[z] is a monic irreducible polynomial of degree d  1, and let C(q(z)n1) ⊕





d(2i − 1)ni(d(ni + 1) − 2).
Proof. Let V = V1 ⊕ · · · ⊕ Vt and A = A1 ⊕ · · · ⊕ At be the corresponding decompositions of












min{ni, nj } = d (n1 + 3n2 + · · · + (2t − 1)nt ).
Similarly, by Lemmas 4.6 and 4.7, we have
dim(Ref(P(A)′)) = 1
2
d2 (n1(n1 + 1) + 3n2(n2 + 1) + · · · + (2t − 1)nt (nt + 1)).
We conclude that rd(P(A)′) = 12
∑t
i=1 d(2i − 1)ni(d(ni + 1) − 2). 
Let A ∈L(V ) satisfy the conditions of Theorem 4.8. It follows thatP(A)′ is reﬂexive if and
only if d = 1 and n = n1 = · · · = nt = 1, which means that A is a scalar multiple of the identity
operator. Thus, the commutant of an arbitrary linear operator is reﬂexive if and only if the operator
is diagonable. Since, by [9], the algebra P(A) and its bicommutant P(A)
′′
coincide we actually
have formulae for reﬂexivity defect of commutants of all orders.
Proposition 4.9. Let A ∈L(V ) and k  2. Then
rdk(P(A)) = rdk(P(A)′) = 0.
Proof. Since P(A) = P(A)′′ the proposition follows from the fact that the commutant U′ of
any non-empty subset U ⊆L(V ) is 2-reﬂexive. Indeed, let T ∈ Ref2(U′). Fix A ∈ U and let
x ∈ V be arbitrary. Then there exists S ∈ U′ such that T x = Sx and TAx = SAx. It follows
AT x = ASx = SAx = TAx and consequently, T ∈ U′. 
J. Bracˇicˇ, B. Kuzma / Linear Algebra and its Applications 430 (2009) 344–359 359
Acknowledgements
The ﬁnal version of the paper was written when the ﬁrst author had a visiting position at the
Institute of Mathematics of the Academy of Sciences of the Czech Republic. He wish to express
his thanks to Professor Vladimír Müller for the hospitality.
References
[1] E.A. Azoff, On ﬁnite rank operators and preannihilators,Mem. Amer. Math. Soc. 64 (357) (1986) 1–85.
[2] E.A. Azoff,M. Ptak, On rank two linear transformations and reﬂexivity,J. LondonMath. Soc. (2) 53 (1996) 383–396.
[3] J.A. Deddens, P.A. Fillmore, Reﬂexive linear transformations, Linear Algebra Appl. 10 (1975) 89–93.
[4] M.B. Delai, Extensions dopérateurs auto-adjoints et défaut de réﬂexivité, Linear Algebra Appl. 297 (1999) 81–85.
[5] M.B. Delai, Description de AlgLat T/W(T ) pour certaines extensions dopérateurs auto-adjoints, Linear Algebra
Appl. 322 (2001) 43–49.
[6] M.B. Delai, O. El-Fallah, Réﬂexivité dune extension dun opérateur normal par un opérateur nilpotent, J. Funct. Anal.
223 (2005) 28–43.
[7] L. Ding, An algebraic reﬂexivity result, Houston J. Math. 19 (1993) 533–540.
[8] P.A. Fillmore, D.A. Herrero, W.E. Longstaff, The hyperinvariant subspace lattice of a linear transformation, Linear
Algebra Appl. 17 (1977) 125–132.
[9] P. Lagerstrom, A proof of a theorem on commutative matrices, Bull. Amer. Math. Soc. 51 (1945) 535–536.
[10] J. Li, Z. Pan, Algebraic reﬂexivity of linear transformations, Proc. Amer. Math. Soc. 135 (2007) 1695–1699.
[11] R. Meshulam, P. Šemrl, Locally linearly dependent operators and reﬂexivity of operator spaces, Linear Algebra
Appl. 383 (2004) 143–150.
[12] R. Meshulam, P. Šemrl, Minimal rank and reﬂexivity of operator spaces, Proc. Amer. Math. Soc. 135 (2007)
1839–1842.
[13] S. Roman, Advanced Linear Algebra, Graduate Texts in Mathematics, vol. 135, third ed., third ed., Springer, 2008.
[14] J.H.M. Wedderburn, Lectures on Matrices, AMS Colloquium Publications, vol. 17, 1934.
