Crucial for the perception of form are the spatial relationships between the elements of a visual stimulus. To investigate the mechanisms involved in coding the distance between visual stimuli, thresholds for detecting whether a central marker accurately bisects a spatial interval were compared for a variety of configurations. Thresholds are best when all three members of the bisection configuration are identical. Performance is impaired, often by as much as a factor of two, when the outer delimiters of the spatial interval differ from the central marker in either length, orientation or contrast polarity. Illusory contours act poorly as borders for bisection by a central line. Disparity thresholds are not affected by orientation differences between test and flanking lines. Because in peripheral vision bisection acuity improves with practice, transfer of training between configurations can be used to gauge overlap of neural processing mechanisms. Transfer is complete only between patterns where all markers are similar, reduced when the outer markers differ by 20°in orientation and absent when they are orthogonal. The dependence of bisection discrimination on similarity between the elements of the stimulus demonstrates that the encoding of spatial location and spatial extent are coupled to the coding of other stimulus properties
Introduction
The human observer's precision in bisecting a spatial interval can under ideal circumstances yield thresholds smaller than the diameter of a retinal receptor. For that reason and because the task can be performed while the whole stimulus configuration is moving across the retina, more must be involved than merely the identification of the local sign of the retinal positions occupied by the stimulus components. A sophisticated processing apparatus is at play whose precise mechanism needs elucidation.
A bisection task involves a judgment about the equality of the two parts into which a spatial interval has been split by the central marker and is, therefore, a primitive exemplar of form perception. We here inquire into the effect on the bisection acuity of differences between the outer markers, which delineate the interval, and the middle one, which bisects it. It is known that as neural signals from the eye reach the cortex, there is specific elaboration of, for example, the angular orientation attribute of a visual stimulus and there is also interaction of neural activity both within and between orientations. Can the introduction of differences between members of the bisection configuration throw any light on the nature of the neural circuitry involved in this visual task?
Methods
Experienced observers were shown a visual configuration consisting of two outer markers, delineating a horizontal spatial interval, and, in or near its middle, a third marker. In a run of 150 consecutive trials occurring regularly every 3 s, the middle marker in each trial was randomly in one of seven locations, either precisely in the middle or one, two or three small spatial modules either to its right or left. The observers' task was to report, if necessary by guessing, whether the middle marker appeared to the right or to the left of the middle. Analyzing the resulting psychometric curve by the method of probits yields two parameters, each with a standard error: the mean, the marker's location when it is at the subjective bisection point, and the slope, an indicator of the precision of the performance. All data shown in this paper were obtained by averaging at least two runs for each condition obtained on two separate days. As the measure for the bisection acuity we used half the distance between the 25th and 75th percentile points of the psychometric curves.
In the main set of experiments, the configuration was seen foveally and central fixation was assured by a set of continuously exposed corners outlining a horizontal square of 30 arcmin side length. Exposure duration, except where otherwise indicated, was 300 ms. No error feedback was provided.
Stimuli, generated under computer control, were shown on a Sony Trinitron 15¦ monitor. Except when contrast was an explicit variable, stimuli were bright, about 50 cd/m 2 , seen against a dark background with luminance less than about 1 cd/m 2 . Observers viewed the screen binocularly at several meters. Pattern dimensions are always expressed in minutes of arc of angular distance. Unless otherwise indicated, the base interval for the foveal bisection task was 24 arcmin. All observers had normal or corrected to normal vision and had experience in this kind of research. However, each experiment included at least one undergraduate student observer who was not familiar with the formulation of the experimental question.
In the stereoscopic experiments of Fig. 7 , separation of the two eyes was achieved by LCD goggles and alternating frames between the right-and left-eye views at 30 Hz, i.e. half the full 60 Hz refresh rate in ordinary viewing. Because depth impressions require time to mature, the exposure duration here were 1 s.
The training experiments proceeded in a somewhat different fashion. Stimuli were presented for 200 ms in the lower left quadrant of the visual field at an eccentricity of 3.5°. Bright stimuli (60 cd/m 2 ) were presented on a dark background using an NEC MultiSync 5FGp monitor. In the basic three-line pattern, the lines were 60 arcmin in length and separated from each other by 60 arcmin. On each day, three blocks of 150 trials were given. For baseline data, the results from two consecutive pre-training days were summed both for the pattern on which the observer was to be trained and for those chosen to test for transfer of training. There followed about 10 training days, during which the observer responded, without error feedback, to three blocks of presentations of only the training pattern. As we had learned from our previous study of training of peripheral hyperacuity (Crist, Kapadia, Westheimer, & Gilbert, 1997) observers have by that time reached a level at or close to the asymptotic final trained threshold. Final data were then acquired over 2 days for both the trained and the control tasks, enabling us to ascertain whether there had been any transfer of training to the control tasks.
Results

Bisection thresholds for configurations in fo6eal 6ision
In the first set of experiments, a vertical line, 20 arcmin high was used as the bisection marker and the outer delimiters, 24 arcmin apart, were (a) a pair of similar vertical lines, or (b) a pair of dots, or (c) the inner terminators of two outwardly directed long horizontal lines.
Bisection thresholds, shown in Fig. 1 , reveal a performance decrement for conditions (b) and (c). To ensure that the dot is an adequate demarcating stimulus, bisection thresholds were obtained for horizontal intervals using three vertical lines of height increasing from 2% ×2% dots to 20% lines. Provided that the light intensity is sufficiently high for lines shorter than 4 arcmin, bisection thresholds for a pattern of three equal lines do not depend on line length (data not shown). The threshold elevation for condition (b) cannot be due to an insufficiency of the dot as a position indicator. This is further emphasized in the data of Fig. 2 , which show that when a dot is used as the bisection marker and the inner terminators of long horizontal lines replace the outer dots, thresholds again suffer compared with the three-dot situation. Bisecting a line pair by a dot produces a smaller, non-significant deficit. By keeping the length of the center line constant at 12 arcmin and measuring thresholds for a range of flank lengths, it is possible to generate a tuning curve which reveals how ity between bisectors and flanks is more pronounced when the bisector is a line than when it is a dot. Fig. 4 extends the conclusion to line orientation. Even a 10°difference in orientation increases threshold by an average of 21%, and a 20°difference by 28%. It can, therefore, be concluded that for best performance it is necessary that all three components of a bisection configuration should have similar spatial properties.
Does this need for similarity also extend into the realm of contrast polarity? Fig. 5 illustrates that indeed it is advantageous that all three components share contrast polarity.
Thresholds were now tested in situations where a central line was used to bisect more elaborate configurations, squares all of identical sidelengths but outlined by simple lines, 'pacman' tokens of the Kanizsa kind yielding a strong illusory figure, and short line segments laid out in a diamond fashion that did not produce an illusory figure (Fig. 6 ). Only the real square produced thresholds comparable with the traditional bisection pattern, but there were some individual differences. Of our four observers, three had poorer thresholds when bisecting a square than a pair of flanking lines, one showed the opposite effect. But illusory contours clearly cannot serve as well as real ones for bisection, and thresholds then differ little from those with neutral position markers that do not generate illusory contours.
As a companion experiment, we also measured disparity thresholds for a single vertical line in the presence of a pair of flanking vertical or horizontal lines and compared the results with two-dimensional bisection threshold for identical patterns. Although there are close a match of line lengths is consonant with optimum bisection acuity. Fig. 3 illustrates such tuning curves for two observers and shows that a difference of just a few minutes of arc produces a marked deficit in bisection acuity. More detailed study of the data in these figures suggest, however, that the need for equal- retinal periphery than in the fovea (Beard, Levi, & Reich, 1995) the experiments were performed parafoveally by the procedure described in Section 2.
Training on the three-line pattern produced a good improvement in performance, with a post-training/pretraining threshold ratio of 0.58, averaged for the three observers. Thresholds for the three other conditions were measured both before and after training on the three-line pattern. Practice on the three-line configuration spilled over into an improvement in performance also in the three-dot task, where there was a ratio of 0.62, and the tilted flank task, were there was a ratio of 0.68 between the thresholds after training on the threeline task compared to that in each of these conditions at the outset. In contrast, thresholds in the horizontal flank task improved only very slightly to 0.92 of its initial value. In Fig. 8 we have plotted these results in reciprocal measure to depict the transfer of training on the three-line bisection task to the other three tasks. Transfer is very prominent for the three-dot and tilted flank conditions and minimal for the long-horizontal flank condition.
Discussion
Bisection thresholds depend on the separation. When the three markers are so close together that their images overlap, thresholds are high, but as soon as the individual markers are clearly separable, thresholds become very good (Westheimer & McKee, 1979) , with the best hyperacuity ever reported (Klein & Levi, 1985) . There are indications that the discriminating apparatus for narrow separations involves the detection of brightness differences between the two gaps. The base separation of 24 arcmin, i.e. 12 arcmin between markers was, prominent inter-observer differences in stereoscopic processing, at least two practiced observers whose bisection acuity suffered when parallel outer markers were replaced by orthogonal ones had no such impairment of stereoacuity (Fig. 7) .
Training experiments in peripheral 6ision
We have previously succeeded in distinguishing between different mechanisms of visual spatial processing by the presence or absence of transfer of training, and are reporting here on attempts to demonstrate whether improvement of training of bisection with one configuration also transfers to others. Because practice effects in these tasks are very much more prominent in the therefore, chosen here to work within the regime where the discrimination cannot be aided by such brightness differences. Once distances exceed 6 -8 min of arc in the fovea, there is a threshold rise that is said to follow more or less the Weber law (Volkmann, 1853; Levi & Klein, 1992) ; for separations of several degrees the thresholds are of the order of arcmin rather than arcsec and the rules associated with fine relative localization of the hyperacuity kind may not apply.
The effects of spatial frequency and spatial-frequency differences of the elements in spatial interval and bisection tasks have been investigated (Burbeck, 1988; Hess & Badcock, 1995) . The stimulus parameters were, however, sufficiently different (less localized components of the configuration, much wider base separations) that there is probably no overlap with our approach. The same applies to the study of bisection with a texturedefined border (Gray & Regan, 1997) .
The dependence on contrast polarity for separation discrimination is very prominent for short separations (Levi & Westheimer, 1987) and from the data there presented might have been expected to have disappeared for a 12 arcmin separation. This is evidently not the case for the stimulus situation used in the current experiments. Differences in contrast polarity between elements have been studied in vernier acuity (O'Shea & Mitchell, 1990; Levi & Waugh, 1996) and in orientation discrimination (Westheimer & Ley, 1997; Brincat & Westheimer, 2000) and there is also an impairment for similar retinal distances. In a three-Gabor alignment task orientation performance is poorer when there are orientation differences between the elements (Keeble & Hess, 1998) . In this connection it must be kept in mind that though vernier alignment and bisection tasks both show thresholds in the hyperacuity range, it cannot be taken for granted that the processing apparatus is of the same kind.
In our initial set of experiments, we examined whether a pair of dots or the terminators of two orthogonal lines are equivalent to the traditional parallel flanks of the three-line bisection discrimination task in their ability to define a spatial interval (Figs. 1 and  2) . The line and dot stimulus components used here can be examined from the point of view of known properties of neurons in the primate primary visual cortex (e.g. Kapadia, Westheimer, & Gilbert, 1999) . As a first proposition one might wonder whether the spatial discrimination differences implicate the position-and orientation-selective neurons whose properties embody the processing mechanisms of the primary visual cortex and which provide the signal conveyed to the next levels. The effect on bisection performance of changes in the relative orientation of the stimulus elements (Fig. 4) might reflect the response properties of units sensitive to the angle of line stimuli. The weakness of illusory contour responses in V1 (von der Heydt & Peterhans, 1989; Sugita, 1999) might lead one to expect the poor bisection performance with this kind of stimulus. Illusory borders have previously been shown to have a poorer orientation discrimination and weaker capacity to induce orientation contrast than real borders (Westheimer & Li, 1997) and not to participate very well in the Poggendorff illusion (Day, Dickerson, & Jory, 1977; Westheimer & Wehrhahn, 1998) . A likely explanation of the results of Fig. 6 , therefore, is that there is only a rudimentary position cue from the virtual border, equivalent to that of a border of low contrast.
But poor localizing ability for the components, acting as entities, which obviously characterizes an illusory border and possibly the collinear terminator of a long line, cannot explain the remaining differences described in this study. There has to be a mechanism which identifies the spatial interval between tokens, and its most efficient operation seems to require a high degree of similarity between them: length, contrast and orientation differences have deleterious effects. But this seems to be a property only of ordinary two-dimensional spatial discriminations. The neural apparatus subserving stereopsis follows different rules. In particular, it does not start with the identification of spatial intervals between configuration components separately in the two uniocular images, but rather proceeds first with the identification and matching of individual feature components in the two retinal images to establish their disparity value, and then follows up by comparing the disparity of these matched pairs (Westheimer, 1979) . In stereopsis, the need is for similarity in the length, contrast and orientation of the feature components that are being matched binocularly, whereas in bisection acuity it is for similarity in the feature components that mark out the spatial intervals. In fact, stereoscopic discrimination becomes poor when it is based only on binocular differences in spatial intervals (Fahle & Westheimer, 1988) . This distinction between stereoscopic and ordinary two-dimensional localization points to the possibility of a separate neural elaboration of spatial intervals and to the concept that in the Weber regime, bisection decisions are made in such a space-interval domain rather than in the realm where the exact localization of each component is elaborated individually. It is probably relevant here that there are serious differences in the effect of contrast reduction in vernier acuity and in spatial interval discrimination (Morgan & Regan, 1987; Westheimer, Brincat, & Wehrhahn, 1999) .
We have argued in previous work ) that the ability to generalize improvement following training on a particular discrimination to the performance of a different task is an indication that the neurophysiological substrates of the two tasks overlap. It was shown that improvement on a bisection task composed of three parallel line segments was highly restricted both in spatial location and orientation (im-plying the involvement of the early stages of visual processing) and furthermore that bisection training did not generalize to the performance of other discrimination tasks composed of similar elements in different configurations. Our original learning results are extended here in showing that training on the threeline bisection task will generalize to the performance of other tasks provided that they are related in a particular fashion. That is, learning seems to generalize to other tasks composed of stimuli likely to invoke the same kinds of cortical interactions. The substrate for such interactions exists in primary visual cortex in the form of extensive axonal collaterals that are known to connect columns of similar orientation specificity. Neurons with this pattern of connectivity respond differentially to the orientation of line stimuli; their involvement in bisection performance might also be indicated by the sensitivity of bisection discrimination to orientation differences between the flanks and the central maker described above. This is particularly interesting given recent demonstrations that perceptual learning of certain discriminations may involve changes in lateral interactions in V1 (Ito & Gilbert, 1999) . Such interactions have, in fact, been shown to be modified in a macaque monkey trained to perform a bisection discrimination (Crist, Ito, Westheimer, & Gilbert, 1997 ). Our training results, then, might be taken to indicate that performance of the bisection task can be enhanced by recruitment of neurons with similar orientation preference whose interaction is part of the neural substrate of maximal bisection acuity.
