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Abstract
The life science domain is a high value research area, both in terms of the benefits
in increased knowledge and in societal impact. Much of the research funding has
focused on wet lab based approaches to increase visibility into biological processes
and producing maximal relevant information on which to make decisions. Given
the complexity of biological functions, in many cases this has led to an informa
tion overload. Researchers are now able to routinely generate and access petabytes
of data as a result of high throughput experiments, and this capability is growing.
This data can be difficult to interpret and intractable for manual evaluation, proffer
ing the need for powerful and accurate bioinformatics tools so that researchers and
practitioners can actually make use of the information being generated in a practi
cal sense. Artificial Neural Networks are a machine learning approach which has
gained much traction in the field of bioinformatics, as they offer the required high
throughput processing for large datasets, while providing powerful generalization,
fault tolerance, and robustness to noise, making them appealing for application to
life science problems. Major contributions of this thesis include literature reviews
that demonstrate the use, effectiveness and limitations of key machine learning tech
nologies in life science, and the development of two novel neuroevolution approaches
(MFF-NEAT and RBF-CGP-ANN) which were developed recognizing needs of life
sciences, and addressing issues inherent in the application of artificial neural net
works to bioinformatics problems. Comprehensive experiments were conducted to
gauge the effectiveness of these new tools on life science problems, including breast
cancer diagnosis, heart disease, mass spectral datasets, and determining the speci
ficity of HIV-1 protease. The results achieved are discussed, and it is demonstrated
that these new tools have the potential to outperform more typical ANN based
approaches on specific tasks.
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Chapter 1
Introduction

Whenever sufficient information can be quantified, modern statistical methods
will outperform an individual or small group of people every time.”

—Professor Gary King, Weatherhead University.1

Advances in experimental techniques and technology has increased visibility into
biological samples, and, for many problems, resulted in vast amounts of data being
produced. The scale of data produced can be intractable for a human expert to inter
pret. Even small biological samples have the potential to contain extensive relevant
information potentially hidden among even more vast amounts of data. The data
itself can also be difficult to interpret due to typical issues inherent in such biological
data; low statistical power, effects of machine calibration, background noise, con
tamination, low experimental repeatability, incomplete understanding of processes
underlying the target information etc. Therefore, the need for high throughput au
tomated solutions which can process (evaluate/filter/classify) such vast amounts of
complex biological data is apparent, but any such solution needs to be robust, fault
tolerant, and able to generalize well to novel data.
%ttp://harvardmagazine.com/2014/03/why-big-data-is-a-big-deal
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Artificial neural networks (ANNs) are a family of machine learning (ML) ap
proaches that process data using highly simplified mathematical approximations of
the natural human neural processing model; they “/earn” to carry out mappings
between data vectors based on exemplars of the desired mappings. ANNs have been
rapidly growing in popularity on problems from the life science domain in recent
years as they are capable of the required high throughput processing, but also have
a number of characteristics and properties that make them suited to addressing the
potential issues highlighted with biological data. ANN approaches are, however,
not without their own issues; the performance of an ANN is highly dependent on
the parameters selected and the stochastic nature of the learning process. The ar
chitecture of the ANN (number of ^'neurons'',

synapses''\ and their organization)

in particular is an aspect which can significantly impact ])erforniance, especially for
complex problems requiring large or complex networks.
Evolutionary algorithms (EAs) are a class of powerful and robust solution opti
mization approaches that are based on natural evolutionary processes. Although an
EA is not guaranteed to maximally optimize a solution, a well-designed EA should
be able to discover a reasonable solution in a reasonable time frame. The applica
tion of EAs to optimizing aspects of ANNs is termed neuroevolution (NE). NE can
relate to setting the architecture of the network, selecting good synaptic weights,
and/or optimizing other relevant parameters such as activation functions or learn
ing rules. Neuroevolution approaches to producing ANN architectures range from
simple procedures such as activating/deactivating synaptic connections in an overly
large network, to complicated constructivist approaches that have great freedom to
build and adjust valid network architectures. Indeed, EAs don’t only address issues
or bottlenecks in defining an ANN, but can facilitate the production of more pow
erful networks with more intricate architectures beyond what is capable by brute
force or manual trial and error based approaches.
NE itself, however, can become impractical for arbitrarily complex problems
requiring large or intricate ANN architectures, as would be expected for many
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problems in bioinformatics. An acknowledged approach to managing complexity in
ANNs is modularization; breaking a complex problem into smaller and simpler blocks
which must be combined to produce a solution through a

divide-and-conquer'^ ap

proach. In this situation, rather than trying to optimize a single large complex mono
lithic network with large combinatorial effects, the problem is reduced to optimizing
several simpler problems. There is research to support claims that modular neural
networks are also more robust and offer increased generalization ability. Therefore,
using evolutionary algorithms to produce modular networks is highly desirable for
difficult problem domains such as bioinformatics, but this task has received limited
attention to date.
There is a real need for powerful and accurate algorithms to handle the type
of data that can be produced in bioinformatics, and in the remainder of this the
sis, the following research question is addressed: “Can neuroevolution he used to
produce artificial neural networks appropriate to dealing with the types of large and
complex data that can typically be produced in bioinformatics'’'? To address this
question, a literature review is carried out on relevant research in the fields of life
science, machine learning, artificial neural networks, evolutionary algorithms, and
neuroevolution. A particular focus is placed on identifying and evaluating existing
approaches to the evolution of modular neural networks, as the literature reviewed
suggests task decomposition as an approach to potentially improving both scalabil
ity and performance in artificial neural networks and evolutionary algorithms. Ap
plying the information garnered in the literature review, two novel neuroevolution
approaches, designed to deal with bioinformatics data, are introduced and evalu
ated in small scale “proof-of-concept” evaluations. Following from this, one of the
approaches is evaluated in a large scale bioinformatics case study; determining the
specificity of HIV-1 protease. Finally, an algorithm is proposed for automatically
dealing with imbalanced data, which is identified in the case study as a factor that
can negatively impact neuroevolution performance.
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This thesis and the research herein is produced in response to the continuation
of previous M.Sc. research which identified a gap in the machine learning domain,
and is the result of exposure to advanced machine learning technology, real world
bioinformatics problems, and access to expert knowledge and resources spanning
these fields and beyond as part of the

Sigma Machine Learning^’’ research group

in the Cork Institute of Technology (CIT). The application of neuroevolution to
bioinformatics is still a burgeoning field; currently, searching both the keywords
near0evolution'" and

bioinformatics'’’’ on Google Scholar returns only 263 results

(of which the first and fourth results are papers jiroduced as a result of this research
effort). In addressing the research question, the following publications have been
produced which have been presented at the leading European conferences on evolu
tionary bioinforniatics, or published in international peer reviewed journal issues;

• Automatic Task Decomposition for the Neuroevolution of Augmenting Topolo
gies (NEAT) Algorithm [169]
• Improving the Performance of CGPANN for Breast Cancer Diagnosis Using
Crossover and Radial Basis Functions [170]
• Biologically inspired intelligent decision making; A commentary on the use of
artificial neural networks in bioinformatics [167]
• Naturally selecting solutions: The use of genetic algorithms in bioinformatics
11681
• The importance of physicochemical characteristics and nonlinear classifiers in
determining HIV-1 protease specificity [171]

Chapter 2
Literature review
This cliapter provides an overview of previous research and knowledge that is con
sidered, here, as essential in achieving the goal of developing novel neuroevolution
techniques for the life science domain. This chapter begins by investigating the
meaning and scope of life science and bioinformatics, and highlights the issues in the
domain leading to the need for such novel approaches. Machine learning concepts
are introduced, and how they can be related to bioinformatics is discussed. The lim
itations of the machine learning approaches themselves are continually highlighted
and increasingly more advanced approaches to dealing with these issues are “ built
up'" to eventually outline the requirements and potential approaches to developing
such novel neuroevolution techniques to meet the domain requirements.

2.1

2.1.1

Life science and bioinformatics

Life science

The term life science relates to the scientific study of living organisms. It covers a
large range of topics including ecology and agriculture, but is commonly used as a
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synonym for bioscience/biology, which focuses on the study of all living creatures,
as well as related considerations such as bioethics. Bioscience is a very active and
heavily invested area of research for the simple fact that, the more something overtly
affects us personally, the more attention it gets [84]. Currently (October 2016) the
top five journals published in English, according to h5-index, actively publish articles
related to bioscience topics.* Given the scope and variety of the topics which fit
the remit of the problem statement of this thesis, discussion is limited to bioscience
applied to humans.

2.1.1.1

Issues in life science

Even at a cursory level, there are a number of apparent difficulties that are encoun
tered in understanding biological activities, medical conditions, diseases and other
active related research topics. For complex issues, there can be an incomplete under
standing of the processes, issues and all contributing factors. Organisms are highly
intricate machines, and many mysteries still remain as to how exactly a lot of the
machine functions, particularly at the cellular level. This is due to the limited visibil
ity available combined with the complexity, scale and speed at which the underlying
processes take effect. It is also common to have many variables with interaction
effects contributing to a condition being investigated hidden among thousands of
other variables, adding to the overall complexity of the problem [295].
Given the level of interest and investment however, the technology and proce
dures providing visibility into biological processes are continually improving and
present ever increasing amounts of relevant information to investigators. As un
derstanding improves, new technologies, experiments and experimental designs are
devised, new discoveries are made and new wet lab approaches are being developed.
Researchers are now able to routinely generate and access petabytes of data as a
result of a single experiment and this capability is continually growing [58].
^ https://scholar.google.com/citations?view_op—top_veiiues&hl—en&vq=en
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An example of this is return from investment, and the resulting potential expo
nential explosion in data can be seen from the example of human genome sequencing.
Through investment and advances, genome sequencing overhead has decreased both
in terms of cost, as shown in Fig 2.1, and the time required. A single experimen
tal run of next generation sequencing (NGS) currently, typically, generates about
fifteen gigabytes of data that needs to be processed [30|. The ability to generate
such abundant information for a number of patients allows for exploratory investi
gations for new biomarkers or corrimonalities between patients which can be used to
predict, prevent, treat or cure conditions [234], or, for example, to understand the
functioning of viruses and bacteria [223j.

Cost to sequence a human genome (USD)

Figure 2.1: Cost of sequencing a human-sized genome since September 2001 as
estimated bv the National Human Genome Research Institute

12
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2.1.1.2

Managing the data

The availability of such big data presents new challenges. The data needs to be
curated, mined and evaluated to identify and extract the relevant information, but
this data can be far in excess of what is tractable for manual evaluation [298]. The
complexity of biological functions in many cases has led to an ‘‘''information overload'\ limiting how usefully the data generated can be applied. It should be noted
that not all tasks in bioscience are massive in scale, or require high throughput anal
ysis; investigations can of course be cheap, efficient, directed, and easily interpreted
for many conditions. However, bioinformatics is an approach that has had success
in dealing with the extensive and complex datasets being created in both academia
and industry requiring efficient high throughput processing of data.

2.1.2

Bioinformatics

Bioinformatics can be regarded as the cross-discipline application of information
theory (informatics) from the field of computer science, mathematics and statistics to
process biological data to aid in its interpretation [162]. Bioinformatics applications
are wide ranging, including topics such as the use of standard computer programs for
batch data processing, machine learning algorithms for monitoring or interpretation,
distributed systems that facilitate ^‘crowdsourcing''' to harness human ingenuity as
part of the solution, and data mining or pattern analysis to identify useful or relevant
information from large scale investigations.
On many tasks, bioinformatics approaches can outperform humans in terms of
scale, accuracy or speed, but also automated systems don’t get tired, don’t “ over
look’’' information, don’t get distracted, don’t lose focus given repetitive tasks, and
don’t unintentionally forget. It is not always possible to replace qualified and expe
rienced humans through bioinformatics, but even in these situations, it can be used
to aid experts in decision support; presenting information in beneficial ways, acting
13
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as a filter to reduce workload, highlighting potentially relevant information, or even
providing crude validations of expert decisions.
Computer processing is now an integral part of many biological data analysis
procedures. A recent survey of bioinformaticians carried out by Nsilico Software
found that 56.79% even develop their own software

Increases in the amount of

data generated by experiments have been mirrored by advances in the IT sector
that actually make it possible to use the

data'’’ produced in many bioscience

experiments at a reasonable time and cost. For example, automated pipelines are
able to annotate entire genomes in hours through harnessing democratic cloud plat
forms, which would have until recently taken days to process. These democratic
cloud platforms have also given small labs and researchers access to supercomputer
level resources at a cost efficient price point. In many ways, the availability of this
processing power and decrease in the cost of has freed biologists in terms of the scale
of their experiments and investigations.

2.1.2.1

Issues in bioinformatics

The processing of biological data using bioinforniatics can be a challenging problem.
For example, a single high throughput biological experiment can simultaneously
perform thousands of measurements from a biological sample [110], and produce
terabytes of data [172|. Such high throughput experiments are required because
biological function can be similarly large scale; for example, a single gram of DNA
can contain up to 455 exabytes of data [41], and it is estimated that up to 4 million
proteins are expressed per cubic micron in human cells [183]. Limited understanding
of underlying biological processes and constraints of current technology also result
in experiments that can be unfocused (don’t return only the relevant information)
or extremely noisy, resulting in data that can be difficult or error prone to interpret
even for experts in the field [271].
^ ww w. nsilico. com
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The task is therefore to differentiate or identify patterns, biomarkers and con
tributing factors from side effects and symptoms in the presence of irrelevant data,
noise and variability. One solution to addressing many of these issues would appear
to be carrying out many more experiments until the patterns in the data become
clearer [321]. However, even with the current advances in technology, the cost, time
and expertise required would be an intractable for many problems. Even in the
situation of limitless resources, there may be a limited number of cases or controls
available, or there may be limited variability on the cohorts leading to biased ex
periments. The findings of such biased experiments may not necessarily hold for
novel data. Additionally, due to ethical issues, there are limits to the extent of
experimentation that can be carried out.
These issues mean that the interpretation of given data to the desired output (di
agnosis/biomarker/expression) is often not obvious or deterministic for a multitude
of bioinformatics problems, and for other problems, the scale of the data generated
means that a brute force approach to find a solution, or best solution, is intractable.

2.1.2.2

A solution

Given the potential issues with bioinforniatics datasets outlined, what is a required
is an approach that is robust to noisy and incomplete data, that can generalize well
to novel data, and that can provide high-throughput processing that can match
the level of data being generated. One approach which has attract attention for
bioinformatics is the use of'‘‘’fuzzy logic''' which allows for inexact mappings [180,287].
Another approach, which is prevalent in the literature and as such is chosen as the
focus of this research, is the use of machine learning (ML).

15

Novel Neuroevoliition Techniques for the Life Science Domain

2.2

Machine learning

Machine learning is an umbrella term for a range of generic statistical algorithms
that automatically produce solutions to problems (response) given data (stimulus),
rather than requiring the solution itself to be explicitly stated. The general format
of a machine learning task is that the data required to solve a problem is provided
without knowing how that data should be interpreted. The algorithm will learn
how the data should be interpreted by producing different solutions and receiving
quantified feedback on the performance of the solutions.
Learning here does not correspond to learning in a classical sense or any dis
cernible intelligence, but to the ability for the algorithm to automatically generate
and improve upon the solutions it produces. It is not artificial intelligence, and it
does not provide machine reasoning |24]. The algorithms merely adjust parameters
in a mathematical calculation to reduce the error of a solution. It does not need to
understand the meaning or importance of the outputs, or the context of the data
that is fed into it.
Therefore, machine learning algorithms can generally be posed as a method of
minimizing the error of a function. Relevant tasks to which machine learning can
be applied include:

1. Classification
2. Function approximation
3. Prediction
4. Optimization

Classification is concerned with categorizing data into a predetermined set of
classes, such as case or control, regular or irregular, cancerous or benign, hypoactive, normal or hyperactive etc.. Function approximation is similar to regression
16
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analysis; the algorithm must create a mapping between the data and a continuous
expected output. In prediction, the algorithm attempts to predict the next state of
a system given a number of previous states. In this situation, the input data can be
time series or sequence data. The data from the previous states can be entered si
multaneously, or recurrent approaches exist which maintain a memory allowing the
preceding states to be input in sequence, and the outputs generated continuously.
In optimization, the parameters of a given solution must be adjusted to maximize
performance.
There are two main categories of machine learning; supervised and unsupervised.
In supervised learning, exemplars of the mapping between the data and the desired
output are available, and a solution must be produced which can replicate this
mapping within a desired level of accuracy. In unsupervised learning, the data is
provided without exemplars of the desired output mapping. In this situation the
algorithms associate the data into related groups through quantifying how similar
they are. Unsupervised learning allows for the association of new data with specific
sets of existing data, the identification of patterns (correlations) in the input data,
or the detection of anomalies (outliers). A seminal example of an unsupervised
learning algorithm is the A:-means clustering algorithm, which places the data into
one of k groups [122]. Learning in the /c-means algorihm corresponds to defining the
centroid (representative point) of each group.
Reinforcement learning is a special case of supervised learning where the desired
output is not known or is not directly evaluable/discernible. Learning is achieved
through feedback on performance [309]. A standard example of this is robot soccer,
where teams of robots are trained to work together to beat other teams. The correct
action for a robot to do in each situation might not be known, but weights can be
adjusted to encourage similar actions to those that have led to positive results.
All machine learning solutions can be considered to have two main requirements
to be useful; generalization and prediction accuracy. That is to say, they must

17
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be able to evaluate data they have not seen before, and they have to be able to
do it within a margin of error. ML algorithms generally provide robust processing
in the presence of data issues. ML is useful in areas lacking

absolute knowledge'’’

where a set of rules cannot be defined or the underlying process which is to be
learned is not fully understood; there is a useful pattern in the data, but the pattern
is unknown. If the underlying process is fully understood (i.e., there is complete
domain knowledge), there are exact deterministic algorithms available to achieve
the same goal, or generalization is not required, machine learning will not offer any
advantage in terms of accuracy, but may offer an efficient means to generating a
reasonable approximation.
This research focuses on supervised classification and function approximation,
as these are the most prevalent and relevant tasks in the reviewed bioinformatics
literature, but optimization approaches are also heavily incorporated.

2.2.1

Support vector machines (SVMs)

Support Vector Machines (SVMs) are an example of a machine learning approach
developed from statistical learning theory [23]. SVMs are identified in the literature
review as powerful and prevalent in bioinformatics, and as such will be used as a
benchmark approach in later chapters. SVMs are typically used for classification,
but can also be applied to regression problems. SVMs accept vectors of numerical
input, but categorical values can be encoded accordingly. SVMs work by optimizing
a hyperplane that maximizes the margin between exemplars of different classes.
Other machine learning approaches such as the perceptron and artificial neural
networks find a separating hyperplane, but they do not optimize it, meaning that
overfitting and overtraining are more likely to impact generalization ability.
The ^''support vectors" are the exemplars that lie closest to the threshold hy
perplane (the grey markers in Fig. 2.2), i.e., if these exemplars changed location.
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Figure 2.2: Optimal hyperplane separating two classes in a two dimensional plane
it would likely affect the position of the hyperplane. All other exemplars have no
imiiact on the hyperplane. However, complete separation of both classes may not
always be possible or even offer the best generalization performance (for example,
given outliers or misclassified exemplars in the training data). In this situation, a
“s'/acA:” parameter can be used to allow the optimization algorithm to

a

number of the training exemplars. If the exenqjlars are not separable in input space,
they can be mapped (transformed) to a higher dimensional ^‘‘featwre space'''’ using a
kernel function (such as polynomial, RBF or Sigmoid) where the separability of the
data is increased. The strengths of this approach include the following:

• Good generalization ability
• Can naturally handle high dimensional input spaces [44,124]
• Few parameters to be tuned
• Insensitive to imbalanced data as only the support vectors influence the for
mulation of the hyperplane [50]

2.2.2

Limitations and weaknesses of ML

As machine learning works exclusively from the set of data it is given, the perfor
mance of the algorithms are coupled to the quality of the data. Therefore, although
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ML is presented as a solution to dealing with the difficult data produced in life sci
ence, care must still be taken to maximize the potential and applicability of ML on
these problems. Patterns and aspects of the problem which are not represented in
the data cannot of course be learned [294], but patterns that are under-represented
may also not be learned by many ML algorithms. This capability of ML algorithms
to prevent such weak patterns from influencing learning can be considered a pos
itive feature on many problems, as it can add robustness against issues such as
noise and data errors, which have been acknowledged as prevalent issues in many
bioinformatics datasets.
The converse is also true: characteristics of how the data is generated or collected
{e.g. biased sampling) can introduce artificial patterns into the dataset that may
hinder the generalization ability of the final solution, and which can be the root
cause of poor generalization when a classifier is exposed to out-of-sample or real
world data [216]. Data generated as the by-product of experiments or investigations
(not generated specifically for the purposes of machine learning) may present with
artificial biases and patterns which, although not an issue in the original experiment,
may make the data not naturally suited to machine learning [229]. Bioinformatics
data can often come from a particular source or group, or cover only a small part of
the relevant diversity. Findings on a cohort with limited variation will not always
hold for patients in general, e.g. the expression of the BRAF gene mutation is noted
as being much lower for Irish cancer patients than for those of Belgian descent (a
geographical bias) [293]. Such a bias may not always be an issue, for example, if
findings relating to the BRAF gene on Belgian patients were only applied to Belgian
patients, but the limitations resulting from the data collected needs to be clearly
understood, accepted and documented.
Additionally, datasets with high dimensionality but a limited number of ex
emplars can suffer from the curse of dimensionality^ where representation becomes
sparse in input space, increasing the probability that actual patterns will be difficult
to detect in the presence of increased information and noise [294].
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The data can sometimes be pre-processed to make it more amenable to ML
through, for example, removing irrelevant or redundant features (feature selection
[94]), removing features which are not adequately distributed across the classes,
removing outliers or possibly erroneous data, or modifying the dataset to make
the data more representative of the real world [145]. This however requires expert
domain knowledge, as an algorithm cannot know what is and isn’t representative of
data outside the training set, or cannot know what is or is not a relevant pattern.
Therefore, although the ML algorithms work without explicit domain knowledge,
there is a need for humans to generate and format the data to ensure that it is
representative of the task. Such experimental design can be challenging, requiring
high levels of expert knowledge in machine learning and the target domain, but
also time consuming in trialing and debugging different approaches if the required
accuracy is not achieved.
Unfortunately, these are representative scenarios as scientists are limited to work
ing with finite resources. Disparate ML algorithms approach learning differently,
and as such have different strengths and weaknesses, and different levels of robust
ness to the various issues highlighted here. Where these issues cannot be addressed
by removing them from the data, the issues need to be addressed for each algorithm
specifically.

J

2.2.3

Focusing the research

Much like life science and bioinforrnatics, the machine learning domain is huge.
Therefore, attention is focused on a specific approach: ^‘'Artificial Neural Networks''''
(ANNs). ANNs were chosen as they have they have a large scope and freedom in
their definition, and an extremely rich domain theory, providing great flexibility and
power when working with them. ANN theory has been under investigation since
the 1940’s, but it has recently experienced a growing surge in application to tasks
in bioinformatics [167]. Figure 2.3 displays the ratio of publications containing the
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phrase ’‘'‘artificial neural networks’’’’'^ to those containing the word ’’abstractas
indexed by FubMed per year between 1985 and 2015 (date generated July 2016).
This figure demonstrates the growth of interest in ANNs in relation to life science
problems. It should be noted that a similar trend can be observed for the phrase
“S'DM” since the vear 2000.

Figure 2.3: Ratio of the number of publications indexed by PubMed per year which
contain the phrase

a,rtificial neural networks^'' to those which contain the word

‘‘‘‘abstract’’^

^http://www.ncbi.nlm.nih.gov/pubmed/?term=%22artificial+neural network%22
“^http: / / www.ricbi.iilrn.iiih.gov / pubrned/? term^abstract
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2.3

Artificial Neural Networks

Conceptually, artificial neural networks (ANNs) are statistical machine learning
models which emulate the processing of biological neurons. Despite the biological
analogy, the network is actually carrying out a potentially large and complex math
ematical transformation between a given input vector (representing readings from
the outside world) and an unknown output vector [177]. These vectors comprise dis
crete or continuous values in a predetermined order. The data in the input vector
is passed through the network along weighted connections and through functions
which transform the input to the desired output [2.35]. A properly configured and
trained neural network will have the ability to generalize mappings from novel input
vectors to the expected output vector with a degree of accuracy [257]. Theoretically,
artificial neural networks are universal approximators; they can map one finite di
mensional space to another with an arbitrary level of accuracy given a sufficient
number of processing elements [109].

2.3.1

The multi-layer perceptron architecture

The definition of an ANN is broad and divergent, so ANNs are introduced in terms of
the prominent multi-layer perceptron (MLP) architecture [76,235]. A perceptron is
a simple linear classifier analogous to a single human neuron. A perceptron accepts
a number of weighted numerical inputs. The

activation''^ of the neuron is the sum

of the inputs scaled by the weights. A threshold function (the “ activation function^’’)
is applied to the activation and the perceptron ^'fires'''’ (produces an output) if the
output of the function is above a threshold. A simple perceptron wdtli three inputs
and a simple step function is provided in Fig. 2.4. The perceptron is trained by
adjusting the weights on the inputs, which adjusts the mapping it performs. The
additional input with a constant 1 value is referred to as the
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the synaptic weight of the bias is equivalent to moving the centre of the activation
function [198].
input

Figure 2.4: Schematic of a perceptron. Xi represents and input value, and Wi repre
sents the corresponding synaptic weight. Wq is the weight on the bias input.
In biological terms, the inputs to a neuron are roughly analogous to the dendrites
of a biological neuron, and the output of the neuron is comparable to an axon [102].
An artificial neuron and its biological counter-part are shown in Fig. 2.5. The axon
of the biological neuron carries the signal produced by the cell body across synapses
to the dendrites of other neurons.

Signal = Z (x, * w,)

Dendrites

Output = f(Signal)

Figure 2.5: Neurons; (A) An artificial neuron from the hidden or output layer of an
MLP, and (B) a simplified depiction of a naturally occurring biological neuron. This
image is taken from the article ^’‘Biologically inspired intelligent decision making: a
commentary on the use of artificial neural networks in bioinformatics.

[167].

A single perceptron is limited to linear classifications corresponding to an n — 1
dimensional hyperplane in an n-dimensional input space which divides the dataset
into two distinct subgroups. By combining multiple layers of these perceptrons
feeding into each other (hence the name: multi-layer perceptrons), non-linear deci24
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sion boundaries can be produced. In terms of implementation, an MLP is a feed
forward acyclic network of processing elements (“neurons”) connected by weighted
connections (“synapses”) implemented as software.
The neurons in an MLP are organised linearly into layers with typically full
synaptic connection between each preceding and ensuing layer (in the general
ized form of the MLP, synaptic connections are allowed between neurons in nonsuccessive layers [227]). No connections are made between neurons in the same layer.
The initial layer, referred to as the input layer, comprises a neuron corresponding
to each element in the input vector. Conversely, the output layer comprises a single
neuron for each element in the output vector. The MLP carries out the mapping be
tween the input layer neurons and the output neurons by passing the data through
transformative layers of intermediate processing neurons referred to as the ^'hidden
layer neur()ns'\ Multiple hidden layers can encode the mappings more efficiently
but require more training time [324]. The hidden and output layer neurons carry
out summing and activation functions similar to the perceptrons, whereas the input
layer neurons (often referred to as the “/an-ouP’ layer) simply pass their received
inputs on to all the neurons in the ensuing layer. A bias input is connected to each
neuron in the hidden and output layers through synaptic connections with individ
ual weights. Fig. 2.6 shows a simple MLP with three inputs, one hidden layer with
four neurons, and a single output neuron.
The architecture of an ANN determines the capability of the network to process
information, and the weights allow the network to produce intelligent mappings.
The number of input and output neurons are dictated by the cardinality of the
mapping carried out by the network. The number of hidden layers and the number
of neurons per hidden layer are dictated by the complexity of the problem and the
required accuracy. Unfortunately, as no steadfast rule is available to determine
the optimal network architecture, the parameters of an ANN are typically defined
through a combination of expert knowledge and experience, but can also require
trial and error.
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Figure 2.6: Simplified architecture of fully connected MLP with three inputs, one
hidden layer with four neurons, and a single output neuron (note: the bias and
associated weights been omitted for clarity)

2.3.2

MLP training

Training the MLP corresponds to adjusting the synaptic weights of a fixed archi
tecture to approximate the desired mapping. This is typically achieved using an
iterative supervised learning algorithm, such as gradient descent. Gradient descent
attempts to find a minimum of an

error function'’’ that quantifies the error of the

network as a function of the weights. Using the error function, gradient descent
plots the error of a network onto a new dimension known as the “error surface'’’.
Different weight values map to different errors for the network, and therefore differ
ent points on the error surface. Gradient descent requires that the neuron activation
functions and the error function must be continuous, so that the contribution of in
dividual weight values to the error can be calculated. An example of an error surface
for a network with a single weight is given in Fig. 2.7.
In this situation, it is apparent that the optimal configuration of the weight is
a value of 0.66, corresponding to the lowest error of the network. For complicated
highly dimensional error surfaces however it can be intractable to brute force eval
uate all points on the error surface to identify the optimal set of weights. Instead,
an approach is taken which applies “/oca/ optimization" and a greedy search. As
an example, we assume a synaptic weight set at an initial value of 0.35 on the error
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Figure 2.7: Simplified depiction of a section of the error surface for a network with
a single weight
surface in Fig. 2.7. Without needing to evaluate the entire error surface, the slope
of the surface at that point can be calculated, and it can therefore be determined if
either increasing or decreasing the weight a small amount would likely reduce the er
ror of the network. At this point, it is observed that the error increases as the weight
increases, so decreasing the weight slightly would reduce the error. How much the
weight should be reduced for optimal performance is not known, so an iterative
approach is carried out until a local minimum of the error surface is reached.
The initial synaptic weights are set to random values. In each iteration:

• An exemplar of the mapping between the input and output vectors is applied
to the network
• The error produced by the network is quantified using the error function
• The weights are adjusted slightly such that if the same exemplar was fed
through the network, a reduced error would be observed

This approach is repeated until the network weights settle on a configuration
where no slight adjustments to the weights can be found that decreases the overall
error of the network on the dataset. If gradient descent was continually applied
to the error surface in Fig. 2.7, the synaptic weight could eventually settle at a
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value of 0.24, which would be an optimized, but not the optimal, solution. This is
a limitation of gradient descent learning algorithms.
Calculating the error contribution and direction of adjustment of weights con
nected directly to the output layer is straight forward. Calculating the error of
neurons in the hidden layers is much more complicated as they can contribute ei
ther directly or indirectly to the error of multiple other neurons in successive layers.
The back propagation of errors (backpropagation, '^back-prop'’' or BP) is a gradient
descent learning algorithm capable of making these calculations. Backpropagation
is a form of reinforcement learning implemented as a mathematical algorithm [249].
A sigmoidal activation function is typically used with BP as it is continuous and
allows for a simplification of the equations. If a sigmoid activation function is used,
the following equations can be used to calculate the new value for the

synaptic

weight, Wik, connected to an output layer neuron k:

(2.i:

^ki

^ki

k

Output layer neuron

^k

Expected (target) output

Ok

Actual (observed) output

Ok

Error of neuron k

T

Oi^k^ki

^ki

synaptic input activation (input value) to neuron k

^ki

synaptic weight to neuron k

a

(2.2)

Learning rate (controls how much weight should be adjusted)

Table 2.1: Definition of terms used in equations for calculating weight adjustments
to output layer neurons in backpropagation
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A different formula is required for calculating the error of a hidden layer neuron,
/i, as the target/expected output is not known. Under back propagation, the error
of a hidden layer neuron, Chi is calculated using the error of all neurons to which h
feeds its output. If we define the variable errSurrih as the sum of the error of all
neurons to which h feeds its output scaled by the synaptic weight between h and
that neuron, the error of hidden layer neuron h can be defined using Eq. 2.3.

= Oh(l — Oh)

h

Hidden layer neuron

eh

Error of neuron h

errSunih

X

err Sum}

(2.3)

Error of all neurons which accept h as an input, scaled by the synaptic
weight between h and that neuron

Oh

Output of neuron h

Table 2.2: Definition of terms used in equations for calculating error of hidden layer
neurons in backpropagation
The new weight for the

synaptic input on hidden layer neuron h can be

calculated using Eq. 2.4, which uses the same approach as Eq. 2.2.

^hi

^hi
U)hi

T

OcChT-hi

(2.4)

synaptic input activation (input value) to hidden layer neuron h
ith synaptic weight to hidden layer neuron h

a

Learning rate

Oh

Error of neuron h

Table 2.3; Definition of terms used in equations for calculating weight adjustments
to hidden layer neurons in backpropagation
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The derivation of these equations and an example work through of two iterations
of this algorithm for a simple network are provided in the text “N’ewra/ Networks^^
by Phil Picton [214].
Back propagation is a very powerful algorithm, but it is also very sensitive
to parameters and artefacts in the training data which may not be relevant to
generalization to novel data. It is also important to note that as the error signal
being back propagated through the layers is constantly reducing, BP can struggle to
train networks with greater than three hidden layers, limiting the space of potential
architectures.

2.3.3

Issues in ANN training

Machine learning can provide robust processing and the ability to generalize map
pings for novel input data. As long as the relevant inputs can be defined and there
is sufficient exemplars of the mapping, ANNs can also perform well even if domain
theory is poor. They are also however lacking robustness in certain aspects, limiting
their application and performance. The following points are in addition to the issues
already discussed for machine learning in general.

2.3.3.1

Local minima

Gradient descent is not guaranteed to arrive at the optimal set of synaptic weight
values as it is a greedy optimization approach. Back propagation learning is nondeterniinistic, where the performance of an architecture depends heavily on the initial
weights selected in any non-trivial error surface. This means that gradient descent
will likely settle on an optimized, but sub-optimal set of weights. Therefore, multiple
time-consuming repetitions of network training may be required to optimize network
performance. Simulated annealing is one approach to abating this effect by starting
training with a high learning rate and slowly lowering it [136]. This allows the
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training algorithm to escape shallow local minima of the error surface, increasing
the potential to produce a high quality network.

2.3.3.2

Overtraining

Neural networks are capable of highly intricate decision boundaries. Initial decisions
learned by the network are based on patterns and commonalities identified between
exemplars, which give the network its ability to generalize. However, as the training
algorithm attempts to reduce error on the training data, it can begin to tightly fit
specific exemplars rather than generating general rules. This property of increasing
performance on the training data at the expense of generalization ability is referred
to as

overtraining'^ [12]. A visual depiction of overtraining is given in Fig. 2.8,

where the error on a novel out-of-sample set of exemplars, not used in determining
the network weights, is demonstrated to increase despite the error on the training
data continually reducing.
Error as function of training

Figure 2.8: Error rate as a function of the number of iterations in neural network
training on the training set and an independent set (based on a diagram by Dr.
Richard D. De Veaux, Williams College)
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The performance of the trained network on the training data is referred to as
the resubstitution error. It is apparent from Fig. 2.8 that the resubstitution error is
not a credible measure of performance of the network on novel data, and therefore
a sampling of the available data, referred to as the testing or validation set, must
be set aside to gauge the performance of the solutions produced. This approach is
referred to as '‘''external validation".
Internal validation approaches, such as cross-validation (CV), use the same data
to both train and evaluate the classifier. In CV, the data is divided into n equal
sections, and n classifiers are trained. Each classifier uses a different section of
the data for validation, and the remaining n — 1 sections for training.

In this

w'ay, performance on the entire dataset can be evaluated. A special case of CV
is leave-one-out cross validation (LOO-CV or .lackknife resampling). Under LOOCV, for a training set with rn exemplars, the algorithm is run rn times, where in
each run a different exemplar is removed from the set to be used for evaluating the
classifier, while the remaining rn — 1 exemplars are used to train the classifier. As a
minimal amount of data is reserved to evaluate the classifiers, the amount of data
available which can actually be used to train the networks is increased. LOO-CV
has been shown to provide "'an almost unbiased estimate of the true generalization
ability" [33]. For large datasets, this approach can however be prohibitively intensive
in terms of computational time and power.
A common problem for ANNs and machine learning algorithms in general is de
termining the point at which generalization is optimal, or near optimal. A simple
and notably common approach to inhibit the effects of overtraining is to limit train
ing to a reduced number of repetitions of the training data. There may be a large
suitable range for this value where the netw'ork is sufficiently trained to be capable
but not overtrained to a point where the netw^ork is no longer useful. The issue with
this approach is that it is highly likely that the network produced will be suboptimal
at the stopping point. Further to this, the optimal number of itterations changes
depending on the initial weight configuration. This adds further inconsistency to
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the evaluation of MLP architectures, and the need for additional retraining with
different initial weight values. The value for the stopping point may also need to
be optimized through trial and error.
An alternative approach retains a representative sampling of the available train
ing data, typically referred to as the ^''generalization set, to determine when over
training has occurred. The remainder of the training set is used to train the network
normally, and the network is continually evaluated on the generalization set. The
generalization set is not used in calculating the adjustments to the synaptic weights.
If performance on the generalization set does not increase over a set number of iter
ations, it is considered that the op)tinial generalization has been achieved given the
starting weights. At this point, the training is stopped and the synaptic weights are
reverted to the values that optimized performance on the generalization set. Again,
the performance of the network on the generalization dataset is not necessarily rep
resentative of performance on real world data, as training is stopped at an optimal
point which may overfit characteristics of the generalization set. Therefore, it is a
common approach when using ANNs to divide the available data into three subsets;
the training data (to set the network weights), the generalization data (to detect
overtraining and determine when training should stop), and the validation set (to
determine the actual performance of the ANN).
The requirement to set aside representative samplings of the data to detect over
training and evaluating the solutions does impact the applicability of ANNs to a
large number of problems in the bioinformatics domain. Although many problems
identified as targets for ML in bioinformatics produce big data and necessitate high
throughput computing, often the number of classified case exemplars can be rela
tively small, making the use of ANNs impractical. Selecting the amount of data to
place in each set can also impact performance, and adds further to the number of
parameters in the experimental design that need to be optimized.
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2.3.3.3

Selecting the architecture

There are no absolute rules for setting the architecture of the network in terms of
the number of hidden layer neurons and their organization into layers. Given an
adequate dataset and experimental design, the architecture selected for the network
has a large impact on the performance [221]. Using too few neurons can limit
the complexity of the mappings which can be encoded, and limits the performance
of the network. If too many neurons are used, the network will be able to rapidly
overtrain or “ut;er/zT’ the training data given the potential of neural networks [280].
Rumelhart, a leading figure in the field, has been quoted as saying

the simplest

most robust network which accounts for a data set will, on average, lead to the best
generalization to the population from which the training set has been drawn''' [97].

Typically, an architecture will be selected using a combination of experience of the
user, the understanding of the complexity of the problem, and trial-and-error. The
need to evaluate multiple architectures is exacerbated by the local minima issue,
where each putative architecture must be evaluated multiple times using different
initial values for the synaptic weights.
The space of potential configurations for a non-fully connected MLP architecture
for any non-trivial problem can be huge. Given the time required to train a network,
and the number of retrains required, brute force evaluations of all reasonable archi
tectures can be tedious or simply not tractable. This leads to a further limitation;
MLP architectures are rarely optimized to the problem. Instead, architectures are
typically defined in very broad terms as the number of hidden layers, and the num
ber of neurons per hidden layer in fully connected networks. However, algorithmic
approaches do exist to producing aspects of neural network architectures.
Network pruning is a common ^^destructive" approach to reducing network com
plexity of trained networks, by removing synapses that have little salience [221]. A
pruning approach outlined by Rumelhart suggests adding a biased penalty term to
the error function which causes weights to deteriorate over time, meaning that small
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weights tend towards zero as the learning progresses [97]. Later approaches such
as ^'‘Optimal Dram Damage''^ argue that the magnitude of the weights are not an
apt measure to select synapses for pruning, and instead uses the second derivative
of the objective function to rank salience. A recent paper advocates learning both
the weights and architecture simultaneously by initially training an overly large
network, pruning synapses with low magnitude weights, and then retraining the
network. This approach was demonstrated to reduce the number of parameters by
13a; on a benchmark problem, without reducing the accuracy [95].
Cascade correlation is an example of a popular “ constructive'^ approach, in which
only a single fully connected neuron is trained at a time [60]. The initial cascade
correlation network specifies only the input and output neurons. New hidden layers
neurons are added accepting the output of all input neurons and pre-existing hidden
layer neurons as input, and feeding their output directly to the output layer neurons.
The new synapses are trained in a normal feed forward manner, and once training
is complete, the synaptic input weights to the neuron are frozen. New neurons can
be added to the network until the error is sufficiently low or until the addition of
new neurons offers no potential increase in performance. Similar work was carried
out by Chen et al. for RBF networks [40]. It has been noted however that these
approaches tend to be limited in the range of architectures they can produce, and
use greedy local search descent approaches that have a high probability of becoming
trapped in structural local minima" [11,210].
An alternative approach (neither constructive nor destructive) which has at
tracted much attention recently is

Dropout", which is a method of preventing

overfitting in overly large networks [266]. This approach applies a probability of
each neuron not being expressed in each evaluation, and thus, a neural net with n
units, can be seen as a collection of 2” possible thinned neural networks with shared
synaptic weights. Evaluations of this approach showed a reduction in generalization
error across a range of problems.
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2.3.3.4

Black box

The logic of how neural networks arrive at their decisions is not easily interpreted.
Although the performance of an ANN can be evaluated and verified, it is difficult
to understand why a network produced a corresponding output for a given input
vector. There have been a number of investigations carried out into understanding
the mappings produced by networks, but capabilities have been quite limited [205],
and ANNs are still generally regarded as a

black

[237|.

Understanding why mappings are produced could highlight hitherto unknown
domain knowledge, and it may provide a useful debugging tool for identifying prob
lems with the trained networks or issues with the training data (for example, sample
bias). However, this issue can also limit the applicability of ANNs to problems if the
end users are unable or unwilling to accept or rely on decisions without being able
to see the reasoning behind the decisions. This can be a particular issue in dealing
with medical data, where misclassifications can lead to serious issues. Even if the
need for an expert is not completely removed, ANNs can still find use in decision
support systems acting as verification tools or to highlight relevant information to
the user that may otherwise be missed. This limitation can make other machine
learning approaches, such as decision trees, from which rules can be easily extracted,
more desirable in certain domains [15].

2.3.4

Beyond the basic MLP architecture

2.3.4.1

The radial basis function network architecture

There are alternatives to the MLP architecture. One interesting approach for classi
fication tasks is the Radial basis function (RBF) network [211]. The RBF network
combines both supervised and unsupervised learning, and moves away from bio
logical plausibility. The RBF network architecture comprises an input layer and
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output layer as for the MLP architecture, and a single hidden layer of k neurons
with Gaussian activation functions [28]. The weights between the input layer and
each hidden layer neuron define the location of the neuron in the input space (it’s
receptive field^^). The Gaussian function acts as a similarity measure between the

neuron and the input vectors. The closer an input vector is to the Gaussian centre,
the greater the activation of the neuron. Overlaping the receptive fields of different
clusters has been noted as improving performance on noisy data [164].
Training the RBF network is a two stage process. First, the unsupervised k —
means learning algorithm is applied to learn the synaptic weights between the input

layer and the hidden layer neurons, and adjust the widths of the Gaussian functions.
Once the k — means algorithm has completed, the weights between the hidden layer
and output layer are trained using a standard supervised learning algorithm such as
back jiropagation, perceptron learning or Hebbian learning ]82]. The output layer
can use any activation function compatible with the supervised training algorithm.
It should be noted however that the performance of /c-rneans clustering depends on
the initial centre locations, as the algorithm can become trapped in local minima
|173|.
Acknowledging that unsupervised learned may not focus on the desirable pat
terns from the data, Yang and Paindavoine introduce a

supervised k-jneans’’^ to

manually learn centres for known groupings in the data [61]. Panchapakesan et al.
show that, for specific problems, performance can be improved by applying super
vised learning to optimize the centre locations after an initial unsupervised learning
phase [209]. Benoudjit et al. demonstrate that using fixed widths for all Gaussian
centres, or setting the width as the standard deviation of the exemplars assigned
to a cluster is sub-optimal, and describe an improved algorithm to determine the
width of each centre individually [18].
As for the standard ANN approach, selecting the number of hidden layer neurons
has a significant impact on performance. For this reason, algorithms exist such as
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the ''^Resource Allocation Network^’’ (RAN) approach that determine the number
of hidden layer processing neurons during training. Under RAN, additional hidden
layer neurons are added if the network is unable to sufficiently handle a training
exemplar [161, 215]. Other algorithms to growing the network include a pruning
operation to actively remove centres with limited contribution to the training data
[72]. The Probabilistic neural network (PNN) is a variation on the RBF network in
which each training exemplar is represented by a unique hidden layer neuron [265].

2.3.4.2

Task decomposition and modularization

Although powerful tools for function approximation and classification, an ANN typ
ically present very simplistic representations of the biological process it emulates,
with practical limitations on the complexity and depth of processing which they can
implement [151]. In natural systems, complex neural processing tasks, such as vi
sion, can be divided into sub-tasks or abstractions of functionality [106,116,284,291].
Processing in the human brain is also structured modularly at both the macro
scopic (cortical and subcortical) and microscopic (minicolumns within the cortex)
levels [187]. Modular network architectures can be used to incorporate expert do
main knowledge into machine learning, avoid crosstalk and interference in learning,
and it has been suggested that they can improve generalization performance over
a monolithic network approach on many problems [116]. Crosstalk occurs when a
neuron receives

conflicting'^ updates to its synaptic weights from trying to learn

more than one concept [116]. Similarly, catastrophic interference is when trained
concepts in the network are disrupted as the network attempts to learn to classify
new exemplars [176]. It is logical to emulate such a successful approach in ANNs,
but where task decomposition is implemented, it is something that is commonly
approached manually using expert domain knowledge [49].
Task decomposition in machine learning generally falls into one of two broad cat
egories: explicit decomposition and automatic decomposition [16]. Explicit decorn-
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position uses domain knowledge to manually decompose a problem into a number
of tasks which can be trained individually. Class based decomposition is a general
ization of explicit decomposition for multiclass problems where the decomposition is
based specifically on discriminating different output classes. The advantages of this
approach are that it can be automated, and requires no additional domain knowl
edge. Automatic decomposition attempts to decompose the task into modules in
the absence of domain knowledge.
A successful and interesting example application of explicit decomposition in
the bioinformatics domain is that of Hu, Palreddy and Tompkins, to produce an
ECG classifier which addresses patient variability in a clinical setting by producing
^’‘patient-adaptable^'' individualized classifiers. Their approach combines two mod
ules; a global classifier trained on a large database, and a local classifier trained on
data generated from a specific target patient [3211. Both classifiers have complimen
tary knowledge bases; the global classifier learns general patterns and a wide range
of conditions and readings, and the patient specific classifier allows this information
to be fine-tuned to the patient. A performance increase was observed over the use
of either classifier individually.

2.3.4.2.1

Ensembles

Ensembles are a simplified form of automatic decomposition which allows a large
overlap in functionality between the modules, as opposed to modules that need to
collaborate to produce a solution [13]. Ensembles are a generic approach that can be
easily implemented programmatically without the need for manual decomposition
or additional domain knowledge, but which are still potentially very powerful. They
are regarded as an approach to increasing generalization ability in machine learning
in general, and abating the local minima issue in neural networks.
Ensembles are created by simply training diverse (low correlation) parallel so
lutions, and merging the different outputs into a single committee decision in an
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intelligent manner [158]. Although all the solutions are carrying out the same map
ping, in a well-designed ensemble, it should be possible that exemplars rnisclassified
by one solution, may be correctly classified by other ensemble members. The en
semble members each have their own

expertise’’^ and are able to contribute to a

consensus view. Overlap in classifications produced by multiple solutions provides
confidence in the decisions, but also disagreements between ensemble members can
highlight potentially rnisclassified instances for further investigation, which might
be missed by any individual ensemble member [321].
The diversity of the solutions improves robustness and graceful performance
degradation in addition to reducing the local minima issues, and the need to produce
highly optimized classifiers. Diverse neural networks can be achieved by simply
training the networks with different parameters or weight configurations. These
different initial starting weights mean that training starts from different points in
the solution space, and may settle at different local minima. The diversity in the
local minima found by the ensemble members should provide robustness to the
combined output [7].
The output of the ensemble can be produced through, for example, majority vot
ing or simply selecting the output presented with the highest confidence (evidential
response). An alternative approach is weighting the contribution of each network
based on its performance in training, or preferably, performance on an independent
test set, which would avoid resubstitution error and favouring solutions which overfit
the data. More complicated algorithms for combining ensemble members exist, such
as '‘^informational confidence^’’ [121], which was demonstrated to outperform voting
for a multiple classifier systems (MCS) ensemble comprising neural networks, SVMs,
and decision trees, for the purpose of determining HIV-1 protease specificity [120].
In ''Stacking’’’, a meta-learner such as an additional ANN or SVM is trained
which takes the outputs of the ensemble members as additional inputs and deter
mines how to intelligently combine and use the ensemble members [306]. The struc-
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Figure 2.9: Architecture of a stacking classifier
ture of a sample stacking classifier is provided in Fig. 2.9. The stacked classifier
is trained after the ensemble classifiers have bet'ii produced. The weights of the
ensemble classifiers are not adjusted during the training of the stacked classifier.
However, stacking has limitations. The ensemble classifiers are used as black boxes
when training the stacked classifier, so only the output of the ensemble members
can be used to determine how (or when) they should be used. Additionally, under
standard MLP training algorithms the output of classifiers tends to, in general, be
pulled to extremes of the output range (close to 0 or 1) in classification problems
in attempting to minimize training error. Therefore, the additional inputs to the
stacked classifier arc typically limited to near binary classification data.
Bagging (Bootstrap aggregating) and boosting are common frameworks for en
suring that a diverse ensemble is created by adjusting the available training data in
different ways. Both work under the theory that an ensemble of weak classifiers can
form a strong classifier. Bagging is a simple approach which trains each classifier
using a different randomly selected subset of the available training data [27|. The
Random Forest algorithm, which has numerous successful applications in the field of
bioinformatics, employs bagging to produce an ensemble of decision trees [132,263j.
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In boosting, the ensemble members are trained sequentially, with an increased
weighting on correctly classifying the training exemplars poorly handled by the
ensemble thus far [71]. This approach can however overfit the data by training
classifiers tightly coupled to specific exemplars, and can be particularly troublesome
if the training data contains outliers, misclassified exemplars or a lot of noise. AdaBoost [70] is an example of a generic boosting algorithm which has been successfully
applied to a number of bioinformatics problems [37,53,200,243].
The approaches discussed thus far to producing diverse ensembles are regarded
as implicit as they adjust the a priori configurations to encourage different diverse
trajectories prior to learning, but do not enforce the diversity during the learning
process. An alternative approach is ^'negative correlation learning'^ [158,317,318].
In negative correlation learning, the ensemble networks are trained in parallel. In
each iteration of a standard learning algorithm, a pattern is evaluated by each
ensemble member individually and by the ensemble as a whole. The error function
at the output layer of the ensemble members is modified to incorporate a penalty
for agreeing with the ensemble. Therefore, the ensemble members are trained to
individually reduce the overall error, but also, to a lesser extent, encouraged to
disagree with each other, thereby explicitly encouraging diversity [80].
The Associative Neural Network (ASNN) approach of Tetko adjusts the output
of an ensemble on novel data by estimating the ensemble error based on the error
on similar exemplars in the training data [279]. In this situation, the performance
of the ensemble on each training exemplar is retained. When classifying a novel
exemplar, the error of the ensemble on the k training exemplars which had the most
similar response from the ensemble members is determined. The average output of
the ensemble is then adjusted by the average error of the ensemble on the k training
exemplars to form the final output of the system.
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2.3.4.2.2

Mixture of experts model

The '^Mixture of experts'' (MoE) model of Jacobs and Jordan [117] is an interest
ing variation on the stacking ensemble approach where all the networks are trained
simultaneously to achieve automatic decomposition. The MoE model produces a
modular feed forward artificial neural network (MEFN) architecture which decom
poses a task to be learned by a monolithic neural network into several smaller parallel
sub-networks. Each subnetwork can have a different architecture. The parallel sub

networks feed their output to a ^^gating network" which decides how, and under
what situations, to combine the outputs.
The parallel subnetworks here are referred to as expert networks as each tends
to compute different functions that are relevant in different scenarios or regions of
the input space [98,117], and work independently of the other subnetworks. As the
networks are trained simultaneously, the training algorithm will ''divide the input
space into regions of responsibility for each expert" [299], z.e., it will encourage

the development of complimentary functionality in each parallel subnetwork. This
inherently encourages diversity in the subnetworks.
The expert networks do not necessarily work as an ensemble; none of them
individually may work as a classifier for the problem. The expert networks are
trained to independently deal with patterns in the data which directly or indirectly
correspond to classifier outputs. Training can be carried out using the standard back
propagation algorithm. The MoE approach can be extended to multiple hierarchical
layers of expert networks [22]. The structure of a MoE network is given in Fig. 2.10.
In addition to the inherent diversity introduced, the MoE approach also reduces
the effect of catastrophic interference and crosstalk, both of which result in inefficient
learning and possibly degraded performance. Both of these issues are ameliorated
by the MoE architecture inherently separating neurons learning different patterns
both physically and contextually [25,116].
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Figure 2.10: Architecture of a Mixture of Experts’’^ classifier
While the decompositioii is automatic, the architecture of the expert and gat
ing networks inipac:t how the task is decomposed. However, there is no general
approach to inferring the optimal number of expert networks, the architecture of
each expert network, or the optimal architecture of the gating network. Although
each network is smaller than the corresponding monolithic network, there can be
a combinatorial effect in selecting the architectures, leading to increased amounts
of trial and error being required. One suggested approach to determining the num
ber of expert networks involves performing an initial unsupervised clustering of the
training data, and providing an expert for each unique cluster [22j. This approach
reduces the dimensionality of the trial and error required, but still does not address
the issue with setting the architecture the networks, which is still considered an
open problem.
The MoE is a powerful approach which has been demonstrated to outperform
monolithic network approaches on specific problems, and which has been suggested
as a useful approach to improving performance on noisy data and data containing
overlapping patterns [166]. This is a common scenario in bioinforniatics datasets.
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2.3.5

ANNs in bioinformatics

An analysis was carried out into journal publications in the bioinformatics domain
which identified the following topics as the most prevalent:

• Gene identification/prediction
• Protein secondary structure prediction
• Gene interaction

As part of this research, a detailed discussion of ANNs in general was produced,
and a review carried out into interesting and relevant ANN applications to these
topics. This review has been published in the jieer reviewed Bioengineered .Journal,
and has been included in Appendix A for reference. Additionally, Chen and Kurgan
review the application of ANNs to protein bioinformatics [38]. The application of
ANNs to the analysis of (typically noisy) microarrays and mass spectra is reviewed
by Lancashire, Lemetre, and Ball [149]. A general discussion of the application of
ANNs to the topics of Quantitative structure-activity relationship (QSAR), gene
expression data analysis, protein structure data analysis, biomarker identification
and sequence data analysis is provided in review format by Yang [313].

2.3.6

Conclusions

Neural networks are perhaps the best known and well-studied machine learning
implementation.

The theory presented here only touches on the most common

features. ANNs can be extremely powerful, and numerous successful applications
can be identified throughout the published literature spanning decades and domains.
There has been growing interest in their application in recent years, fueled by recent
IT advances in terms of power, price, and availability. But despite all this interest,
many aspects of producing optimal ANNs are still regarded as open problems [167].
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Previous work has demonstrated that decomposition of tasks can be beneficial to
certain, typically complex, problems. However, autonomous task decomposition for
neural networks is still an active topic, with typical approaches requiring manual
decomposition, domain knowledge, non-optimal (simplistic) decompositions, or hav
ing limited applicability. Intelligent decomposition is very much an ideal, and not
something that is currently adequately addressed in the literature. Given the litera
ture reviewed and the issues highlighted, it is considered that an approach capable
of automatically determining the number of expert networks, the network architec
tures, and allowing the training of deeper networks would be highly desirable for
the bioinformatics domain.
Evolutionary algorithms (EA) are generic solution optimization frameworks that
are a favoured approach by researchers to produce somewhat optimal ANN weights
and/or architectures in a reasonable timeframe. This approach can reduce trial and
error required by ANN practitioners, produce consistently good solutions, abate
the local minima issue, and avoid limitations of BP. Evolutionary algorithms are
discussed in the following section.
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2.4

Evolutionary algorithms

Evolutionary algorithms (EAs) are heuristic optimization design patterns that mimic
the Darwinian concept of natural selection at the phenotype level. They are a class
of generic ^'problem solvers^' that have been applied to optimize schedules, paths,
algorithms, network architectures, etc. Such rnetaheuristics are needed when the
computational power required to brute force evaluate all possible solutions is in
tractable, or where the information required to produce the optimal solution is
incomplete. A random or brute force search of all possible configurations will find
the optimal solution given unlimited time, but this is '‘‘'dearly not the best search
method''' for many real world problems [290]. EAs do not guarantee finding the
optimal solution, but facilitate the identification of an optimised solution in a rea
sonable time frame. EAs fall into 3 main streams of research that were developed in
parallel, but which have significant overlap in their approach; Genetic Algorithms
(GA), Evolutionary Programming (EP) and Evolutionary Strategies (ES) [107,283].

2.4.1

Process

EAs use a population of tentative solutions which are

evolved''' over a number of

generations to optimize performance on an objective measure termed the '"fitness
function". The process is stochastic in nature; the evolution of the solutions is
random or probabilistic, but the relative performance of the solutions produced can
be quantified and compared relative to each other. The initial population comprises
of random and likely poorly performing solutions. In each generation, the current
population members are evaluated and ranked on performance using the fitness
function. A "selection algorithm" is applied to select a subset of the fittest solutions
from the current generation based on their rank to form a set of ""parents" which
form the basis for the next population. A new population (the next generation) is
produced by applying a "mutation operator" to modify the solutions chosen by the
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Figure 2.11: Flowchart for the execution of a standard genetic algorithm
selection algorithm to produce novel solutions. Each parent can contribute several
children to the succeeding generation. By continually selecting and building on the
fittest members, it is aspired that the solutions will gradually improve, producing
more optimal solutions.
A flowchart of the standard EA algorithm is given in Fig. 2.11. This process
is repi'ated for a set number of generations, until adequate performance is achieved,
or, as already discussed in terms of ANNs, until overtraining is detected. It is the
combination of the selection and mutation algorithms that facilitate the EA search
mechanism. The EA algorithm is very high level and robust, with much freedom in
how the specific components can be implemented.

2.4.1.1

Selection

A common selection approach is the roulette algorithm [108]; each population mem
ber receives a probability of being selected proportional to their fitness, favoring the
fittest. This approach slowly builds on the fittest solutions while keeping the diver
sity in the population high, and therefore maintaining coverage of the search space.
A greedier approach, which in practice gives good results, is to allow only the best
performing n solutions to be parents, which provides a tradeoff between coverage
of the search space and convergence speed. The “1 -K A” approach takes this to an
extreme by allowing only the most perforrnant solution each generation to be the
parent. This gives very fast convergence, although it will be likely to settle on less
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optimal solutions. In elitism''\ the best performing solution thus far is copied into
the succeeding generation [52]. This is a greedy approach that reduces the diversity,
but which ensures that the potentially most promising evolutionary paths are not
lost, and that performance never degrades.
Alternatively,

speciation'' divides the population into clusters based on cor

relation, and population members from each species are chosen to form the next
population. In this way, diverse or novel solutions are given a number of children
or generations to demonstrate potential.

2.4.1.2

Mutation

Biologically speaking, a mutation is a sudden change to a gene, which can affect
the corresponding i)henotype. In the context of evolutionary algorithms, the imple
mentation of the mutation operator depends on the representation of the solutions,
but may involve perturbing a continuous value under a Gaussian distribution [36],
switching a parameter with an alternative value from a pool of options, or swapping
two parameters within a solution. Mutation is normally applied at a “ mutation rate''
which controls how much of a solution can be mutated each generation. Mutation
rate may be geared towards mutating a specific number of parameters per solution,
or there may be a probability applied to mutating each parameter specifically.
A practical evolutionary algorithm must temper

exploration" and ^'‘exploita

tion''' to achieve adequate performance in a reasonable timeframe; large mutation

rates provide an expansive search of the solution space, while small mutation rates
tend to offer minimal disruption to learned concepts, allowing the population to
slowly edge towards more optimal solutions. A common approach is to allow dif
ferent levels of mutation; a coarse mutation of values to increase the diversity of
the solutions, and a fine grained mutation to slowly tune solutions towards opti
mality [258]. An example of this is "'dynamic parameter encoding" approach by
Schraudolph and Belew [246[. This approach describes EAs as inherently a sequen49
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tial problem where fine tuning parameters is only relevant after the solution space
has been well searched.
Of course, there is a strong probability that the random mutations will have a
negative impact on performance; EAs inherently produce a low ratio of fit children
[78]. The redundancy in the population however allows for the possibility that some
improvements may occur. Mutations that improve performance increase fitness of
those solutions, and the likelihood that that solution will be selected as a parent
of the next generation. Therefore, useful mutations tend to propagate through the
population and form the basis for further improved solutions, and solutions in the
population converge to a similar base solution.

2.4.1.3

Islands

The Island Model is an approach similar to speciation, but rather than identify
ing diverse solutions from a singular population, the diversity is achieved inherently
through isolation [277]. The poinilation is divided into a number of separate and iso
lated subpopulations, referred to as “zs/ands”. Each island is allowed to evolve inde
pendently in parallel towards different sub-optimal solutions, thus avoiding conver
gence to a singular global solution. A new

migration operator^'' is introduced that

migrates’’^ solutions between islands at regular intervals known as epochs, therefore
mixing promising aspects of solutions that evolve in different islands. However, if
too much information is exchanged between the islands using the migration opera
tor, ^''global mixing^’’ can occur in which the diversity of the islands can converge,
limiting the benefits of the approach [305]. The use of islands has been demonstrated
to increase robustness and the potential for finding better results using evolutionary
algorithms [213].
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2.4.2

Genetic algorithms

Whereas EAs directly manipulate the solutions being optimized, Genetic Algorithms
(GAs) are an EA implementation which represent the solutions indirectly as geno
types; a string of values representing the parameters of the solution [108]. As the
genotype itself is not a solution, it must be converted to a solution, i.e. the phe
notype. The genotype acts as a generic and easy to manipulate representation of
the solution, while the phenotype allows the fitness evaluation of the corresponding
genotype [111]. For GAs, the genes can be of mixed type, e.g., continuous, categor
ical, binary etc., but the order of the genes may be relevant, i.e. a gene at position
i in a child must correspond to a gene at position i in a parent.

2.4.2.1

Crossover (recombination)

In addition to the selection and mutation operators, GAs add the potential for
crossover to the search mechanism. Crossover mirrors natural genetic recombination
which produces novel genotypes by combining alternate gene sequences from two
parents.

For many problems, crossover can lead to more efficient evolution by

combining blocks of functionality from different successful solutions. Examples of
crossover algorithms include

single-point-crossover''' and ^Hwo-point-crossover".

In single-point-crossover, a random offset, x, is selected in the genotype of length
n for a pair of parents. Two novel children can be created from these parents by
combining the alternate genotype segments of both parents;

• Child 1: genes 1 to x from parent 1 with genes x + 1 to n from parent 2
• Child 2: genes 1 to x from parent 2 with genes x -\- 1 to n from parent 1
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In two-point-crossover, two different offsets x and y in the genotype are selected,
where 1 < x < n, 1 < y < n, and x < y. The first child is created by combining the
following genes in order:

• Genes 1 to a: from parent 1
• Genes a: + 1 to ^ from parent 2, and
• Genes ^ + 1 to n from parent 1

Conversely, the second child is created by combining:

• Genes 1 to x from parent 2
• Genes a: + 1 to y from parent 1, and
• Genes y + 1 to n from parent 2

2.4.2.2

SAGA: A GA example from the bioinformatics domain

As GAs are an integral part of this research, GA elements are discussed further here
in terms of a real world application: sequence alignment in the SAGA (Sequence
Alignment by Genetic Algorithm) software package [201]. Multiple sequence align
ment (MSA) is an approach to analysing nucleic or amino acid residue sequences
by aligning them with well understood homologous sequences, through the insertion
of gaps at points in the sequences such that the non-gap elements are optimally
aligned.
The initial population consists of MSAs with all sequences padded to be the same
length through the addition of terminal gaps. The fitness function scores alignments
by calculating a

cosC’ for non-gap elements aligned with a gap, and a ^^substi

tution cosV\ based on the PAM250 substitution matrix [51], to score mismatches
between aligned non-gap elements.

Overlapping generation''^ is employed in which
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a portion of the best population members is retained each generation without change.
The remainder of the next generation’s population is created through mutation and
crossover of the fittest population members selected using a roulette wheel approach.
The algorithm is repeated until no improvements in alignment are made over a num
ber of generations.
Several mutation operators are implemented: gap insertion, block shuffling, and
block optimization. Under gap insertion, the sequences are clustered into two groups
using a phylogenetic tree. A random point is selected in the first group, and a
number of gaps are inserted into the sequences at this point. The same number
of gaps are inserted into the second group at a point within a set distance of the
insertion point selected for the first group.

A serni-hill climbing version of this

operator is also implemented which evaluates all possible insertion points in one of
the groups. In block shuffling, blocks of overlapping gaps or non-gaps are identified
across sequences, which are then shifted left or right along the sequence. Variations
on this operator cluster the sequences using the phylogenetic tree approach and
handle each group differently, or split the blocks at a specific offset in the sequences
by shifting elements on one side of the offset. The remaining mutation operators are
greedy approaches which attempt to optimize short blocks of the sequences through
either exhaustive search of all possible gap arrangements, a simple heuristic approach
to align a randomly selected subsection of one of the sequences, or through the use
of a crude GA.
Two forms of crossover are implemented in SAGA; one-point and uniform. In
one-point crossover, a single offset in the first parent is selected to divide all the
sequences. The sequences in the second parent are bisected at differing offsets in
each sequence to ensure the number of non-gap sequence elements on each side of
the crossover point match the first parent. Two children are created combining
the subsequences to the left of the crossover point in the first parent with the
subsequences to the right of the crossover point in the corresponding sequences in
the second parent, and combining the subsequences to the left of the crossover point
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in the second parent with the subsequences to the right of the crossover point in the
corresponding sequences in the first parent. Gaps may need to be inserted to ensure
all sequences in each child are the same length. Only the child with the highest
fitness is retained. Uniform crossover is designed to be less disruptive than onepoint crossover by limiting the exchange of subsequences to between

homologous’’^

regions of parents. Points (columns) in two alignments (parents) are defined as
homologous if the offsets of the non-gap elements match for each sequence. Blocks
between these consistent points can be exchanged to produce new children.
For a review of other applications of GAs to bioinformatics problems, please refer
to the review paper

Naturally selecting solutions: The use of genetic algorithms in

bioinformatics’’’ |1C8], produced as a result of this research effort.

2.4.3

Genetic programming

Genetic programming (GP) is an evolutionary approach to evolving a functional
computer program. GP solutions can be represented as a tree structure constructed
from two pools of genes [46]; a set of functions used as branch nodes, and a set of
constants and domain variables used as leaf (terminal) nodes. Fig. 2.12 shows a
simple function, and how it can be encoded as a tree in GP representation.
Mutation operators can involve swapping nodes with alternatives from their
respective pools, trimming a branch by replacing a function node with one if its
terminal nodes, or growing a branch by replacing a terminal node (or entire branch)
with a new subtree. The “hozsU’ mutation operator takes a branch from a solution as
a new solution. Crossover can be achieved by swapping branches between solutions.
Grammatical Evolution (GE) is a related approach with closer biological analogy
that can theoretically generate arbitrarily complex multiline functions. GE uses
a binary genotype to map to elements from Backus Naur Form (BNF) grammar
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Figure 2.12: Encoding a function as a tree structure suitable for Genetic Program
ming
definition which is language independent, allowing the mapiiing of solutions to high
level langauges [236|.

2.4.4

Cartesian genetic programming

Cartesian Genetic Programniing (CGP) is a variation on the GP technique which
represents solutions as directed graphs instead of trees [182], that was originally
intended as a means of evolving digital circuits for Field Programmable Gate Arrays
(FPGAs). The phenotype is organized into three sections; a layer of input nodes, a
two-dimensional grid of processing nodes and a layer of output nodes. The processing
nodes carry out a mapping between a vector of input values applied to the input
nodes, and a vector of outputs read from the output layer nodes. Each node has a
unique identifier in numbered succession from the input to the output layer.
The input and output nodes each receive a single input from the input vector or
another single node in an earlier layer respectively. They carry out no transformation
of their input and simply forward on the value. A processing node accepts a number
of connections (the arity of the node) from the input nodes and processing nodes in
earlier columns and maps these inputs to an output value using a function selected
00
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Figure 2.13: CGP neurons: (A) input neuron, (B) processing neuron, (C) output
neuron
.
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Figure 2.14: A CGP system. Reading from left to right, the nodes feed their outputs
to nodes in later layers with the corresponding node identifiers as inputs.

The

numbers within the processing nodes represent different functions from a pool.
from a predefined pool. The unique node identifiers are used to identify the nodes
that form the input to processing and output neurons (the input identifiers). A
graphical representation of the three node types is given in Fig. 2.13, and an example
grid is given in Fig. 2.14.
A CGP genotype is a static length string of whole numbers. Each processing node
is encoded using a single gene specifying the function it employs and a gene for the
identity of each input. Output nodes are encoded as a single gene corresponding to
the identifier of the processing node (or input layer node) to which it connects. New
CGP configurations can be created by mutating the function and input identifiers.
The 1 + A selection strategy is commonly used with CGP.
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Not all the processing nodes may be required to generate the output of the system
(genes may be ^‘‘non-coding’’'). These non-coding genes and functional redundancy
across the population are considered advantages of the approach as they provide
neutrality to the evolution [320].

2.4.5

Cooperative coevolution

Cooperative coevolution is an extension to the standard EA algorithm which is
claimed to improve the scalability on complex problems through task decomposition
and the evolution of robust modular solutions [218]. This approach mimics how
natural populations of different species work together to increase their individual
fitness, requiring them to specialize and co-adapt as they are influenced by external
pressures.

Under cooperative coevolution, each population member individually

represents only a partial solution to a problem. The population here is regarded
as an ecosystem, with two or more species of components evolved in isolation (the
modules or

coadapted subcomponents’’’’) that must be combined (work together) in

different combinations to produce a qualified solution. Each module could be, for
example, a hidden layer neuron in an ANN architecture.
A population member is evaluated by combining it with a representative from
each of the other species to form a composite solution. Rewarding modules that
collaborate well encourages species to make unique contributions that can improve
the overall performance. This evolutionary pressure is expected to encourage species
to seek out niches of the problem not handled (or not handled well) by other species,
as this is where they are more likely to be relevant to increasing overall performance,
thus increasing the probability that specific species members will propagate.

It

has been demonstrated that evolutionary pressure can evolve modules that “ cover
multiple niches, evolve to an appropriate level of generality, and adapt as the number
and roles of their fellow subcomponents change over time’’' [218|.
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Depending on the implementation, the number of species may be fixed or dy
namic. A simple approach suggested to dynamically selecting the appropriate num
ber of species involves adding new species while the required level of performance
has not been achieved but fitness levels have not improved over a number of gen
erations (evolution had

stagnated^^). Conversely, species which do not contribute

to the fitness of the composite solutions can be purged from the ecosystem. This
can be determined by evaluating solutions both with and without modules from the
species.
Under competitive coevolution in game theory, two antagonistic solutions (species)
are evolved to play the same game [233]. Counter strategies must be developed by
one solution to combat novel strategies with high fitness in the other. This con
tinual competition has been demonstrated to increase diversity and produce better
solutions compared to non-coevolutionary approaches.

2.4.6

Evolutionary algorithm caveats

The basic evolutionary algorithm itself is quite straight forward, but a lot of iniplernentation decisions must be made, and it is not always apparent how the problem
can be stated in terms compatible with the evolutionary operators, often requiring
lateral thinking. Additionally, a large number of parameters must be selected and
optimized, including population size [78], number of parents, how many children for
each parent, mutation rates, mutation scale, number of generations, crossover rate
(if applicable), etc. It has however previously been noted that EAs can be somewhat
robust to parameters [63].
In practical terms, there can be a large amount of overhead in computational time
and energy in applying EAs to non-trivial problems. For example, an experiment
documented later in this research attempts to optimize an ANN solution using a
population size of 150 ANNs and 2000 generations. Each generation, all 150 ANNs
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are each evaluated on 2724 training exemplars as part of the fitness function. This
translates to (150 x 2000 x 2724 =)817, 200, 000 ANN evaluations over the course of
the algorithm. Further to this, each network can have multiple (possibly hundreds)
of processing neurons requiring a computationally intense sigmoidal calculation, and
experiments may need to be repeated multiple times to provide confidence to the
results.
Although EAs can be time consuming, the problems can scale well to parallel
architectures. The evaluation of the population, which is typically the most time
consuming element of the algorithm, is inherently parallel as all population members
are evaluated independently. Standard multicore desktop computers are routinely
able to evaluate 8 solutions in parallel, while Platform as a Service (PaaS) cloud
solutions allow for entire populations to be evaluated in parallel at a reasonable price
point. Regardless, it can still take hours or days for a EA to converge, and it is still
possible that the solution produced may underperform. It should be remembered
however that EAs are generally applied to problems where it would be significantly
more computationally intensive to brute force search the entire space of solutions.

2.4.7

Genetic algorithms in bioinformatics

As part of this research initiative, a review was carried out into interesting and
relevant applications of GAs to problems in the bioinformatics domain. The report,
entitled Naturally selecting solutions: the use of genetic algorithms in bioinformatics’’’' [167] is included in Appendix A. This report provides a detailed analysis of
the application of GAs to sequence analysis, protein structure prediction and pro
tein docking, as well as providing a more detailed discussion and analysis of GAs
in general. The examples evaluated demonstrate diverse approaches to problem
representation and augmenting the standard algorithm to improve performance in
problem specific manners.
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2.4.8

Conclusions

EAs are simple and generic, but powerful and robust. They are based on a natural
algorithm wTich has repeatedly, over millennia, produced solutions of such high
quality that they have been widely regarded as miracles.
As for ANNs, EAs have seen a large surge in interest recently in the life sci
ence domain, given their ability to address emerging problems, but also as recent
advances in IT availability have made their application more practical. Of partic
ular interest to this research is the application of EAs to ANNs, where they have
been applied to produce optimized and highly intricate solutions across numerous
domains, wTile addressing many of the issues inherent in ANN theory. The applica
tion of evolutionary algorithms (including genetic algorithms) to optimizing ANNs
is termed neuroevolution.
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2.5

Neuroevolution

Neuroevolution refers to the application of evolutionary algorithms to optimize part
or all of an artificial neural network solution. Networks produced through neuroevo
lution are termed Evolutionary artificial neural networks (EANN’s). Evolutionary
approaches have been applied to optimize a wide range of aspects of ANNs, but
the majority of approaches fall into 3 categories; topology, weights, or a combina
tion of both. Combining ANNs and EAs can produce superior solutions to either
individually [309].
Neuroevolution is a very wide domain. In this section, a simplistic introduction
is provided to the basic theory, followed by an overview of a number of interesting
and relevant approaches that have influenced decisions made in this re.search. A
detailed review is provided of two established and highly prominent approaches. A
number of issues and limitations in the current domain theory are highlighted and
discussed.

2.5.1

Conventional neuroevolution

Typically, the most simplistic form of neuroevolution is using the EA to replace the
standard learning algorithm by evolving the synaptic weights of a network with a
fixed architecture and activation functions. This approach is termed

eonventional

neuroevolution^^ (CNE). A GA approach to CNE may specify a fixed (predeter
mined) phenotype topology, with a genotype comprised of genes with a continuous
numerical values which encode a weight for each synaptic connection. New solutions
can be created by perturbing the genes at a selected mutation rate, and fitness can
be specified by performance on a training set.
Although local minima are still an issue (the optimal solution is not guaranteed
with EAs), an intelligently designed mutation algorithm may search a large space of
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potential solutions in parallel allowing the training algorithm to escape shallow local
minima, therefore producing optimized solutions. CNE also provides additional free
dom in the specification of the phenotype over back propagation as the activation
functions do not need to be differentiable, and BP can struggle training networks
with more than three hidden layers, as the error signal being back propagated de
creases with each layer it passes through. It should be noted however that CNE
does not address the issues of overtraining or overfitting.

2.5.2

Evolution of neural network topology

The specification of the topology is an important task, as it determines the capa
bility of the network to process information. Optimizing the synaptic weights of a
network may have limited benefit if the architecture itself is suboptinial. As already
discussed, the determination and evaluation of neural network architectures can
form a bottleneck in the development process for complex problems under the stan
dard approach. Such problems promote the use of neuroevolution algorithms for the
discovery of optimal neural network architectures in an automated and methodical
fashion.
A simple GA to determine the topology may specify a fixed sized genotype with
a binary gene representing each synapses and/or neuron in a set size fully connected
architecture. A zero value for the gene corresponds to that topological feature being
omitted from the corresponding neural network phenotype. New solutions can be
produced by flipping the value of randomly selected genes at the desired mutation
rate.

The objective of the GA is therefore to select the subset of architectural

components that maximize performance; the optimal ANN architecture. The fitness
function again can be a direct evaluation of the performance of the solutions on a
training set.
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If the synaptic weights are not evolved simultaneously, then each network may
need to be trained using a standard approach as part of the fitness evaluation.
Evolving architecture without evolving the connection weights simultaneously can
lead to a noisy fitness evaluation. In multimodal error spaces, noise in the fitness
evaluation can arise from the impact of initial weights. This stochasticity in fitness
evaluation can lose many of the benefits of evolutionary algorithms, leading to an
inefficient or even detrimental evolutionary search, perhaps favouring solutions that
can consistently be trained to reach good levels of performance, but with ultimately
lower potential performance [314]. Repeating evaluations can be one method of
abating the issues of this stochasticity, but such a fitness evaluation process can
be time consuming, particularly for large networks, large numbers of generations,
large populations, or large amounts of training data, all of which can be common
for bioinforniatics problems.
Neuroevolution can produce very irregular and complex network structures. As
long as the networks produced can be evaluated (have a fitness measure), the struc
ture of the network is irrelevant. However, the evolutionary operators may need to
maintain some network constraints such as no cycles, or ensuring a route between
the input and output must always exist. Additionally, given too much freedom,
neuroevolutionary algorithms can produce solutions which overfit problems. If back
propagation is used to evaluate the produced topologies, the number of hidden layers
may also need to be restricted, as going beyond three hidden layers can be detri
mental to the learning process. Such constraints can result in highly complicated
evolutionary algorithms, or complex mappings between genotypes and phenotypes in
GAs. Conditions such as these can put a lot of constraints on mutation or crossover
operators.
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2.5.3

Evolution of other parameters

EAs have also been applied to optimize other aspects of ANNs, such as the pa
rameters, learning rule, and activation functions [54]. An overview of a number
of alternative approaches to the application of EAs to ANNs is given in the paper
Evolving artificial neural networks’’’ [309], with particular focus on the evolution of
learning strategies. Notably, GAs have also been applied to select a set of key input
features from a larger superset to use for training a neural network [93].

2.5.4

Genomic representation in neuroevolution

Neuroevolutionary approaches which employ genomic representations for the archi
tecture or weights can be categorized into two main classes: ''directand “deue/opmentaV’’ [65]. In direct representation, there is a one-to-one mapping between
a gene and a parameter. This approach is typically used for setting parameters
on a fixed architecture, but can be adapted to enabling or disabling a subset of
structural elements to produce an optimized architecture from a predefined superset
as already discussed, or allow dynamic size genotypes that can grow or shrink as
structural components are added or removed respectively. It has been claimed by
numerous sources that direct encoding approaches tend to produce more efficient
architectures, and are more easily optimized [128].
Developmental (indirect) approaches specify rules for an algorithm, which build
the network. In a seminal paper on the topic by Kitano, it is argued that direct
encoding approaches do not scale well to problems requiring complex network ar
chitectures as the convergence speed decreases as the chromosome size increases.
Kitano suggested a graph generation grammar which evolves mapping rules for de
termining a connection matrix for a set number of neurons that are then trained
using back propagation. It is claimed that the indirect encoding of the connection
matrix results in a more compact genotype representation offering an increased con64
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vergence speed and scalability [137]. Additional claimed benefits of this approach
over direct encoding include less tailoring of parameters, and that the inherent free
dom in indirect encoding approaches has the potential to produce solutions that
better fit the problem if an architecture size suitable to the problem (i.e. one that
does not over- of under-fit the problem) cannot be estimated a priori [146].

2.5.5

Crossover

In the general sense, crossover is not well suited to swapping neurons and synapses
between solutions due to an issue termed the '^competing conventions^' or ^^permu
tations" problem [96]. The competing conventions problem states that between two
networks with the same architecture learning the same problem, the correspond
ing neurons and synapses may be learning different aspects of the problem space.
This is due to the stochastic nature of the distributed learning carried out in neural
networks. This is an issue for GAs because different genotypes can encode function
ally equivalent solutions (many-to-one mapping) to same problem ]314]. Therefore,
swapping genetic information based on an offset in the genotype may not be logical,
even among solutions with the same architecture. Of course evolutionary algorithms
which don’t rely on the swapping of genes between solutions, such as evolutionary
programming and evolutionary strategies, do not encounter this issue ]202], but a
well-designed crossover operator can be a very effective and efficient way to intelli
gently search a large solution space, making it highly desirable for neuroevolution.
Many positive results have been reported where this problem has been simply
overlooked or ignored, but several approaches have been taken to avoiding or mini
mizing this problem. Montana and Davis ]184] define a set of novel genetic operators
which can be used as an alternative to crossover that maintain the dissemination of
information between generations. Potter [217] implemented crossover and mutation
for a cascade correlation architecture. In the cascade correlation approach, only a
single fully connected neuron is trained at a time. Once a neuron is trained, the
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synaptic input weights are frozen. The best performing network so far is then used
to form all solutions in the next generation through the addition of a new hidden
layer neuron to each child with differing initial weight sets. Therefore, the solutions
in a population will be predominantly similar, and the problem being optimized in
any generation is significantly reduced to a point where crossover can be applied
with a high probability of maintaining context. This approach however limits the
potential architectures that can be produced.
One relevant and interesting approach to addressing this problem is the use
of neurons such as RBF neurons which provide local processing instead of being
dependent on a number of distributed processing elements to provide functionality
[21,302]. That is, RBF neurons can be switched between solutions while retaining
their full functionality, and without impacting the performance of other neurons.

2.5.6

Overview of interesting, relevant and seminal approaches

Fogel [66] uses evolutionary programming (EP) to evolve the weights and number
of hidden layer neurons for a fully connected neural network with a single hidden
layer. Two forms of mutation are described; 1) all weights are perturbed, or 2) a
hidden layer neuron is added or removed. New neurons added are fully connected,
but synaptic weights are set to 0. This method was shown to develop an artificial
neural network architecture and weight set capable of playing tic-tac-toe which
would never lose a match.
Angeline [11] defines an evolutionary programming algorithm (GNARL) to set
the weights and architecture of a recurrent neural network. The initial population
comprises networks with random numbers of hidden layer neurons and random
interconnections such that no path between the input and output need necessarily
be defined. Each generation, the top 50% of the fittest solutions are selected for
evolution. Similar to the approach of Eogel, two types of mutation are specified; 1)
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parametric, where each weight value is perturbed, and 2) structural, where neurons
and synapses can be added or removed. Mutation severity is implemented relative
to a temperature function (simulated annealing), where unfit solutions are heavily
mutated.
Son et al. [259] employ a genetic algorithm to optimize the number of hidden
layer neurons and the number of training epochs required to train a neural network
for a specific problem. Each solution network is trained using a backpropagation
algorithm and fitness is defined as a weighted combination of the error of the network
and the number of training iterations required to achieve a specified accuracy. Bitstrings are used to encode the range of values for the number of neurons and the
number of epochs. This approach specifies both mutation and crossover operators.
Koza and Rice demonstrated that tree based genetic programming can be applied
to the development of a simple neural network, including the number of layers,
the neurons per layer, connectivity and synaptic weights [147|. The root of the
tree represents the output of the network. Internal nodes represent the activation
functions or functions for combining the weights and inputs.

Leaf nodes define

the inputs to the network or random valued weights. To ensure a viable network
architecture is produced, a set of syntactic constraints are specified and implemented.
Although the final solution can be described as a neural network, the constraints on
the design are severe.
Zhang and Miihlenbein applied genetic programming to develop neural networks
containing a minimal number of necessary nodes under the principle that simple
networks are forced to generalize better [29]. In this algorithm, the fitness function
incorporates elements of Occam’s razor. A breeder genetic algorithm (BGA) was
applied to generate successive generations. In the BGA, a percentage of the fittest
solutions identified are selected to form a new set S. The solutions in set S are
then mutated to form a new set S'. Random pairs of solutions are selected from

67

Novel Neuroevolution Techniques for the Life Science Domain
set 5" and undergo crossover to create two new solutions. This is repeated until a
sufficient number of new solutions are generated to form the next generation.
Sarimveis et al. describe a genetic algorithm to determine the number of hid
den layer nodes for an RBF network and to set the centroid locations [240]. The
problem is represented as a chromosome with D genes, where D is the maximum
number of hidden layer neurons. Each gene comprised an A'”—valued vector for an
A" —dimensional input space. Genes in the chromosome are allowed to be blank.
The operators employed are mutation, a single point crossover, deletion (removal of
a gene), and addition (new gene added with randomly selected weights). To calcu
late the fitness of a solution, the weights between the hidden and output layer are
trained using linear regression.
Lin et al. also apply evolutionary algorithms to the creation of an RBF net
work [325]. The authors attribute deficiencies in the standard RBF approach to
suboptimal initial parameter selection which can inhibit the learning of the RBF,
and tendencies of the Gaussian centres to fall into local minima. An EA is applied
to learn the location of the cluster centres in input space (the weights on the connec
tions to the hidden layer neurons), the width of the Gaussian activation functions,
and the weights of the synapses connecting the hidden layer to the output layer.
Experimental results demonstrated this as an effective means to avoid local minima,
and performance was in general superior to equivalent RBE networks trained using
the classical two-stage approach.
Both Sarimveis eet al. and Lin et al. claim the real advantage of this approach
over a standard RBE-ANN is in the use of supervised learning in determining the
fitness of the centroids, which may produce cluster sets aimed towards classifying the
data, as opposed to the typical unsupervised approach which produce discriminative
clusters wTich are potentially irrelevant to actually classifying the data.
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2.5.7

Cartesian genetic programming evolved artificial neu
ral networks

Khan et al. have adapted the Cartesian Genetic Programming algorithm to a fast
learning neuroevolution approach by mapping neural network parameters to the
CGP genotype [128]. This approach has performed well on a number of benchmark
problems from the bioinformatics domain including Parkinson’s disease, EGG clas
sification [1], and breast cancer detection [2] and classification [127|. CGPANN is
able to produce recurrent as well as feedforward networks.
Under the CGP-ANN algorithm, the nodes of the CGP network are considered
neurons, and the node inputs are considered synapses. Each input to the processing
and output nodes receives a corresponding synaptic weight encoded in the genotype.
As for CGP, the input and output nodes carry out no processing and simply pass
on a value. An example of a CGPANN genotype and the corresponding phenotype
of the architecture are given in Fig. 2.15. Each output neuron is encoded using
a single gene corresponding to the identifier of the node to which it connects. A
processing node with U—inputs is represented by:

• A gene identifying the activation function implemented by the node (F)
• k genes encoding the node identifiers of the inputs (/)
• k genes encoding the synaptic weight for each input {W)
• k genes encoding whether the inputs are connected (expressed) (C)

To evaluate

a processing neuron, the sum is taken of the connected

inputs each scaled by the associated synaptic weight. The sum is then applied to
the activation function of the node to produce its output.
CGP theory states any solution produced using a grid of r rows and c columns
of processing nodes can actually be created by a one dimensional grid of r x c
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Figure 2.15: (a) Symbolic representation of a CGPANN genotype with two inputs,
one output, and a two by two grid of processing neurons, two of which are not
expressed in the phenotype. Ii and I2 correspond to the identifiers of the input
nodes, while G to Iq correspond to the identifiers of the processing nodes, (b) The
architecture of the phenotype corresponding to the genotype given in (a). This
figure is taken from the journal article ''' Evolution of Optimal ANNs for Non-Linear
Control Problems using Cartesian Genetic Programming^' lf^9|

nodes [290]. This approach increases the freedom of the architectures that can be
produced, reduces the onus on the user in terms of parameter selection and tuning,
and it is claimed that it increases the effectiveness of the algorithm [42].

This

one-dimensional grid approach has influenced much of the recently published CGP
literature, and has been validated for the CGPANN algorithm [2,127].
CGPANN employs the 1 + A evolution strategy, which Khan et al. claim makes
this an extremely efficient neuroevolutionary algorithm [165]. For small problems,
this property can be insignificant, but it can be a desirable characteristic particularly
for problems in the bioinformatics domain which can require large architectures
to be optimized to provide adequate results, making traditional neuroevolutionary
approaches intractable. Such a greedy approach can however limit search ability of
the algorithm, as it would be difficult for the algorithm to escape local minima of
the search space through mutation.
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Khan et al. also claim that the generalized (non-fully connected) architecture
and non-coding segments produce smaller more efficient architectures. Such smaller
solutions have less potential power, but can be more focused on generalization and
are also typically easier to optimize and have less complex error surfaces, making it
easier to identify performant local minima. In evaluations, the CGPANN approach
has

compared strongly’’' against other NE and ML approaches [290].

2.5.8

NeuroEvolution of Augmenting Topologies (NEAT)

The NeuroEvolution of Augmenting Topologies (NEAT) algorithm is a direct encod
ing GA approach to simultaneously evolving the topology and weights of a neural
network [270]. NEAT is one of the most published and cited neuroevolution ap
proaches, has proven successful across a range of problems and forms the l)asis for
many other neuroevolution approaches [79,101,142, 269|.

2.5.8.1

Genotype and phenotype

The NEAT genotype is variable length, and comprises separate sets of genes corre
sponding to the neurons and synapses. A neuron gene comprises a unique identifier.
A synapse gene comprises its own unique identifier, the identifier of the two neurons
which it connects (direction is inferred), the synaptic weight of the connection, and
a boolean switch denoting if the synapse should be expressed in the phenotype. A
sample genotype and the corresponding phenotype are given in Eig. 2.16.

2.5.8.2

Evolution

Existing neuron genes are not mutated, but existing synapse genes can have their
associated synaptic weight perturbed. New synapse genes can be added which link
neuron genes that are not already directly connected. The new synapse gene is added
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Figure 2.16: A NEAT genotype and the corresponding phenotype
to the genome with a random synaptic weight and marked as active. New hidden
layer neurons are added by ^\splitting^'’ an existing synapse; firstly, the selected
synapse is disabled and a new neuron gene is added to the genome.

Two new

synapse genes are then added to the genome joining the new neuron to the two
neurons which were connected by the original synapse.

2.5.8.3

Innovations

Novel architectural components evolved receive a unique “ innovation id^\ Input
and output neurons across all the solutions in the population have the same innova
tion identifiers. The innovation numbers of synapses are dictated by the innovation
numbers of the neurons they link. Hidden layer neurons are added splitting exist
ing synapses, so the innovation number of a neuron is decided by the innovation
number of the synapse it splits. If a gene is added to a genome which recreates a
previous evolution (produced by the same mutation perhaps in a different solution),
the previous innovation number is reused for that gene. This way, the evolutionary
history of a gene can be tracked, and genes with the same lineage across solutions
can be identified.
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2.5.8.4

Advantages of NEAT

NEAT defines three core concepts, namely, complexification, speciation, and principled
crossover, which combine to address the typical weaknesses of standard neuroevolu
tionary algorithms.

2.5.8.4.1

Complexification

In complexification, the initial solutions in the population are minimalist, comprising
only the input and output neurons connected by synapses. Over time, hidden layer
neurons and synapses are added to the system, which, if they improve performance
tend to be retained and propagated through the population. New architectural ele
ments which offer no advantages tend to “/a// away^' in favour of smaller solutions
which are more easily optimized. Therefore, it is claimed that complexification lim
its the number of unnecessary neurons and synapses produced by topology evolving
neuroevolution algorithms. In addition to being more easily optimized, these smaller
solutions favour generalization and are less likely to overfit the problem [268|. Com
plexification keeps the search tractable by doing a very high level search for tentative
improvements, and only committing evolutionary pressure when supported by in
creased fitness. Maintaining smaller networks in the population also reduces the
fitness evaluation time.

2.5.8.4.2

Speciation

Speciation of the solutions is used to maintain diversity in the population and in
crease the coverage of the solution search space by limiting the impact of the greedi
ness inherent in genetic algorithms. Modifying a network in a potentially useful way
can initially present with a reduced fitness. This often leads to a situation where an
interesting new evolutionary path is discarded before its true potential evolves to
become evident. NEAT has a policy of innovation protection where novel solutions
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which deviate from the rest of the population are deemed new species, and are guar
anteed a minimum number of generations and offspring in a protected subpopulation
to demonstrate their potential. Species membership is defined based on homology
as a weighted combination of the number of disjoint/excess genes, as determined
using the innovation ids, and the average distance in synapse weights. A dynamic
threshold for speciation is used to maintain a desired target number of species in
the population.

2.5.8.4.3

Principled crossover

To limit the impact of the competing conventions problem, NEAT restricts crossover
to common genes across solutions when producing children. In this situation, genes
are regarded as common if they share the same innovation id. Limiting crossover to
between genes which have the same global innovation number increases the likeli
hood that the functionality of the genes being swapped is consistent, although it is
still possible that the functionality implemented by the gene has become divergent
over generations.

2.5.8.5

Weaknesses

Most of the recent cutting edge research carried out on NEAT has focused on re
inforcement learning in the game theory and robotics domains, as opposed to stan
dard supervised learning which would be considered more generally applicable to the
types of problems identified in the literature review of the bioinformatics domain.
Although an amount of supervised learning theory for NEAT does exist, there is
still much scope for research with regard producing modular networks. In particu
lar, no approach could be identified for producing the desirable Mixture of Experts
architecture using this approach.
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2.5.9

Neuroevolution summary

Advantages of neuroevolution over standard learning algorithms include the poten
tial optimization of multiple parameters of the network simultaneously, flexibility
in the definition of a fitness function as opposed to an error function (can incorpo
rate multi-objective optimization for example, which has been demonstrated to help
avoid local minima [138]) [65], removal of architectural restrictions (e.g. allows the
use of non-continuous activation functions or no practical limit on the number of
layers) and the ability to identify optimized architectures beyond what is tractable
by manual approaches.
As for standard EA approaches however, too much freedom leads to a huge
number of possible combinations or permutations, and a potentially huge solution
search space. Even a small number of hidden layer neurons can be organized in a
variety of ways, without even taking into account the sign or strength of the synaptic
connections. Neuroevolutionary algorithms can be computationally intensive and
may require significant processor time, or produce inconsistent levels of success as
the scope of the search space increases [185,222]. Therefore, it is desirable that
any existing or novel neuroevolutionary algorithm evaluated for the bioinformatics
domain (which can require large complicated networks) incorporate efficiencies such
as the 1 + A evolution in CGPANN, or the combination of complexification and
principled crossover in NEAT, which increases their efficiency and applicability to
large scale problems.
Modularization is a concept which has been discussed in terms of ANNs for re
ducing complexity through applying a

divide-and-conquer’’' approach to a problem.

This approach draws many parallels with the coevolution approach described for in
creasing the scalability of EAs on complex problems. In the next section, a review
is carried out of interesting and relevant applications of these concepts to improve
the power or applicability of neuroevolution.
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2.6

Neuroevolution of modular networks

Issues with the tractability of neuroevolution for large and complex problems has
already been discussed. Decomposing a neuroevolutionary solution into a number of
smaller subproblems that can be handled more efficiently [222] is acknowledged as
an effective approach to reducing the impact of the competing conventions problem
and combinatorial effects of large numbers of parameters, and has been demon
strated to improve the scalability of neuroevolution [292]. Additionally, modules
which perform local processing can result in a reduction in susceptibility to catas
trophic interference and spatial crosstalk, as ])reviously discussed, and has been
demonstrated to improve performance in fractured (non-continuous) problem do
mains [142], which can be regarded as a weakness of typical non-niodular neuroevo
lution approaches [140].

2.6.1

Interesting and relevant approaches

Khare, Yao and Sendhoff [130] discuss different approaches to assigning fitness to
modules of two level co-evolutionary systems. They argue that credit assignment
only makes sense at the lowest level at which distinct functionality is defined. The
interdependence of neurons mean they cannot be considered as atomic processing
elements, and therefore credit assignment at the neuron level is an inadequate ap
proach for MLP structures.
Boers and Kuiper describe the indirect encoding

relative skip strings''^ grammar

for representing a network architecture which defines a set of L-System production
rules that create non-fully connected modular architectures [59]. An initial popula
tion of production rules is created, and a neural network architecture is created from
each. The developed neural networks are then trained using the back propagation
algorithm, and their fitness evaluated. Genetic algorithms are then applied to create
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new production rules from those that produced the fittest networks. Although this
approach can produce very intricate architectures, the requirement to train each
network in each generation could be very time consuming for problems requiring
large networks. Correspondingly, the evaluations carried out by Boers and Kuiper
of their approach were quite limited.
NourAshrafoddin et al. expand on the Genetic Programming (GP) approach
of Koza and Rice to produce modular ANNs for multiclass problems [202]. The
approach employs explicit task decomposition by evolving a separate ANN for each
problem class.

The architectures, synaptic weights, and activation functions of

the processing neurons are evolved for each network.

These networks can each

be considered an “ezperP’ on their defined subtask. A stacking classifier is then
evolved as a ^''multi-module decision making strategywhich accepts the output of
all experts as its input, and decides the overall output of the system. Experimental
results against a monolithic ANN evolved using GP suggest that this approach
can reduce generalization error. NourAshrafoddin et al. attribute the increased
performance to the

divide-and-conquer^’’ approach leading to the definition and

refinement of distinct functionality, and the reduced complexity of the subtasks
evolved.
An interesting point to note about the approach of NourAshrafoddin et al. is
that the probability with which crossover and mutation was applied was dynamic
(with minimum and maximum values) depending on how successful the operators
have been; if the operators produce a fit solution, their probability of being applied
is increased, or decreased otherwise. Additionally, the depth of the networks was
factored into the fitness function such that more compact solutions were preferred.
Another relevant research topic relates to layered learning, where a complex
task is manually decomposed into layers of classifiers. The lower layers are typically
trained first, and their outputs used as inputs when training the upper layers. Whiteson and Stone investigated the use of Multi-Agent ESP (Enforced Sub-Populations)
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to concurrently co-evolve the 2 layers of classifiers [303]. Their results demonstrate
that even in situations where the sub-tasks are well defined, it can still be benefi
cial to concurrently train the upper and lower networks, which has many parallels
with the MoE approach. The task decomposition in this approach however was well
defined and not automatic.
Kattan et al. developed an interesting automated supervised GP approach to
decomposing a problem which incorporates unsupervised learning to evaluate task
decompositions produced [125]. In the first stage, population members comprise
pairs of classifiers denoted ’'^Projector X” and

Projector T”, which both have a

single output. The output of X and Y are considered as co-ordinates in Euclidean
space, and fitness of the projector pairs is calculated by how well the projectors
cluster the data in this space. This is measured by evaluating cluster separation
and representativeness (does the cluster represents an adequate number of train
ing exemplars) for cluster centres determined by the A:—means clustering algorithm.
Once the task is decomposed adequately by the projectors, a separate classifier is
trained on the exemplars assigned to each cluster. This way, the algorithm auto
matically and intelligently divides a problem into a series of smaller problems and
produces solutions for each problem. An issue with this approach however is that
multiple values of k need to be evaluated for each projector pair in the population
each generation.
Neuroevolution for task decomposition and synergistic behaviour has attracted
limited attention for supervised learning problems, but it is a popular topic in the
related field of online training of multi-agents working to collectively achieve a goal
[31]. Thangavelautham and D’Eleuterio in the ETDN approach use decision neurons
as a gating network for selecting among a set of fixed architecture networks trained
using neuroevolution [281]. Their evaluations demonstrate that modular networks
can be evolved that take advantage of task decomposition to present improved
performance. The CONE algorithm demonstrates that collections of complimentary
networks can be co-evolved to solve collective behaviour tasks [199]. This approach
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however limits neuroevolution to setting synaptic weights on a number of differing
fixed architectures with a single hidden layer, and produces a set of complementary
but non-interacting networks.

2.6.2

Neuroevolution of ensembles

Producing ensembles of diverse solutions is a generic and easily implemented ap
proach to modularization in neuroevolution. Although evolutionary algorithms in
herently produce numerous alternative solutions simultaneously, using the final gen
eration population is not a viable option to form an ensemble, due to population
convergence. Similarly, taking solutions from different generations may not provide
adequate diversity either as many of the solutions will simply be less optimized
versions of the same solution.
Work by Yao and Liu investigates if the additional information within a final
generation population of a neuroevolutionary algorithm can be harnessed to im
prove generalization over the best performing population member. This question
is approached by evaluating the use of four different linear methods to combine all
the solutions to form the ensemble [310]. The performance of the ensemble using
weights determined by the least-squares algorithm is demonstrated to outperform
the single best solution in the population on three standard benchmark problems.
This approach outperformed majority voting, weighting the contribution of each
ensemble member based on its rank within the population, and using least squares
combined with a GA to select an optimized subset of the final generation. Yao and
Liu acknowledge that using speciation would likely further improve their results,
and recommend that evolutionary algorithms should be developed which maintain
diverse populations better suited to naturally forming ensembles. Later work by
Liu and Yao, which is highly cited, employs negative correlation learning to train
networks that specialize on different subsets of training exemplars [104].
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Darwen and Yao [49] developed a modular competitive coevolution neuroevo
lutionary approach for game playing tasks where a solution must compete against
other solutions to the same game in turns.

The algorithm generates an ensem

ble from the final generation of an EA, similar to the work of Yao and Liu, but
encourages diversity in the ensemble through the use of speciation. Speciation is
implemented as a form of fitness sharing, which reduces the weighting on solutions
if they are similar to a high number of other solutions. This encourages the prop
agation of more unique and divergent solutions in the population, and therefore
^'diverse expertise'\
A gating algorithm is used to combine the networks in the final population into
a consensus. Although the layout and name is similar to the gating network in
a mixture of experts, the approach is very different. Firstly, it does not need to
be trained, and secondly, it does not influence the training of the modules (the
network population). The gating algorithm compares the responses of the solution
it is competing against (the competitor) with the responses of the networks in the
ensemble to identify solutions which react similarly to the competitor, and designates
these the “imitators^'' of the competitor. These imitators are used to predict how
the competitor will react in future, and to select a subset of the population to form
an ensemble, referred to as the ^'imitator-answers^'' which performs well against the
imitators, and which therefore are assumed likely to work well against the actual
competitor. In this algorithm, the cooperation of the population in generating a
response is external to the fitness evaluation of the population members as it is only
carried out after the training has completed.

2.6.3

Cooperative co-evolution

Work by Gomez, Schmidhuber and Miikkulainen compared the convergence rate
of solutions using different granularities of cooperative coevolution on an artificial
multimodal continuous test function.

Their work conjectures that the diversity
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maintained by the coevolution approach produced a less greedy, albeit slower, con
vergence, which can reduce the impact of genetic drift and genetic hitchhiking of
the subgenotypes, and in many cases leads to increased performance relative to the
use of a monolithic genotype [89].
Potter and .long adapted a cooperative coevolution approach to evolving cascade
correlation neural network architectures, by defining separate populations for the
synaptic weights for each individual output or hidden layer neuron [218|. The ini
tial ecosystem consists of a single population corresponding to the synaptic weights
connected to the output neuron. Additional neurons added to the network are repre
sented by a new population to define the synaptic weights connected to that neuron
from all the input neurons and all previous hidden layer neurons. An additional
randomly initialized weight is also added to the output neuron population members
corresponding to the synaptic weight connecting the new hidden layer neuron to the
output. In evaluations, this approach was less consistent on the twm-spiral bench
mark problem than the classic cascade-correlation learning approach [60]. However,
when cooperative coevolution did produce the correct solution, the resultant archi
tecture was significantly smaller than the comparative cascade-correlation learning
architecture.
Happel and Miirre define a modular neural network as the combination of a num
ber of CALM (categorization and learning module) units [98]. The authors suggest
that CALM units are an approach to addressing catastrophic interference [181] in
neural network modelling by inherently gauging the novelty of patterns during learn
ing based on a similarity measure, and applying a scaled learning rate accordingly.
It has been claimed that the “ea:cesszue” number of parameters and difficulty in
determining optimal CALM configurations make this approach challenging to apply
to real world problems requiring multiple CALM modules [231]. The approach of
Happel and Murre however employs a genetic algorithm to define both the mod
ular structure of the network and parameters of the CALM modules, to produce
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architectures that are ^^functionally advantageous’’\ CALM modules are limited to
classification problems.
MOBNET is a two level co-evolutionary process for evolving neural networks
composed of modular building blocks, referred to as nodules [75]. Populations of
nodules and complete systems are maintained separately. The population of nodules
is divided into a number of islands which evolve independently. The population of
systems contains potential network solutions which comprise exactly one nodule
from each of the islands. Nodules are evolved through mutation, with evolutionary
operators for adding and deleting synapses and neurons. Mutation at the system
level consists of selecting a random nodule and replacing it with a different nodule
from the same subpopulation. Crossover is carried out between nodules of the same
subpopulation, which limits the impact of the permutations problem. Fitness credit
assignment to the nodules is implemented as a multi-objective optimization task.
Similarly, Khare et al. describe a two-level coevolutionary approach combining a
population of modules and a population of system architectures, which can provide
both a parallel and sequential decomposition of the problem [131|. In this situation,
each module is a complete RBF network and each system architecture specifies a
predetermined number of modules to combine, and an aditional RBF network to
combine the modules, similar to a stacked classifier or the gating network in the
MoE model. The module architectures are evolved using a standard mutation oper
ator. The modules specified in the system architectures are evolved using mutation
and one-point crossover. Each generation, the system population is trained using
a gradient descent approach. The fitness is calculated on the complete solutions
combining system architectures and modules, and the fitness values are propagated
from architectures to the individual modules contributing to the solutions.

This

approach demonstrates that fitness evaluation on combined modules can be used to
drive the evolution of modules to specific tasks in the problem domain.
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This is an interesting approach, but the system architectures require the manual
specification of the number of fixed modules and the parameters of the combining
network, which is not evolved. Additionally, it appears that it may need to be highly
tailored to the problems being evaluated; the design of the combining network was
very different for the disparate problems evaluated by Khare et al. Therefore, this
approach is hindered by the amount of expert domain knowledge required to set the
fixed elements of the system architectures a priori^ the amount of training required
each generation, and the number of constraints required to achieve adequate results.

2.6.4

Decomposition for the NEAT algorithm

The NEAT approach has been expanded to Modular NEAT [222]. This is cooper
ative coevolutionary approach to neuroevolving a network from reusable building
blocks. Modular NEx4T separates the problem into populations of '^modules''' and
''blueprints^' which evolve together, similar to the MOBNET approach, and the ap
proach of Khare et al. Modules contain hidden layer neurons, weighted synapses,
and "abstract" input and output neurons. The abstract input and output neurons
lack specific mappings to actual input and output neurons. Blueprints specify a list
of modules and mappings for the abstract neurons of each module to actual input
and output neurons. In this way, the same module can be reused (even within the
same genome) being bound to different subsets of input and output neurons. Fitness
of the modules is propagated back from the fitness of the corresponding blueprints
which use the modules, again, similar to the approach of Khare et al. The modular
NEAT approach however does not offer task decomposition, or construct modular
neural networks under the definition of .Jacobs and Jordan [117]. It does however
exploit symmetries inherent in many problems, promote the reuse of complex struc
tures, and increases the efficiency of searching a high dimensional problem space.
The reuse of the modules can however, in this situation, lead to issues with catas
trophic interference and crosstalk.
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Massa, Vinuesa and Lanzarini define an approach to applying a stacking classifier
architecture in NEAT to problems for which well defined subtasks are available,
allowing an independent neural network (expert/module) to be trained for each
subtask a priori [174]. The modules are combined to form a

unified network’’^ in

which the output of each module is treated as a single hidden layer neuron with
weighted output. The unified network itself is trained using the standard NEAT
algorithm. The initial population of unified networks is composed of various ways of
combining the pre-trained modules. The functioning of each module is considered
optimal to its subtask.

As such, the evolution of the unified network does not

modify the existing synaptic weights internal to the modules, or create new intramodular connections. This restriction forces the evolutionary algorithm to combine
the existing modules to achieve the necessary result. This approach demonstrates
the advantages of explicit task decomposition in neuroevolution, but it is limited
by the amount of expert domain knowledge and manual effort required, and is of
course restricted to problems for which well-defined subtasks are pre-existing.
Kohl and Miikkulainen introduce task decomposition to the NEAT algorithm in
the form of local processing. RBF-NEAT constructs NEAT networks using Gaus
sian radial basis function processing elements, and produces solutions similar to the
standard RBF ANN [140]. Cascade NEAT [141] is based on the incremental learn
ing “cascade correlation learning architecture’’^ [60]. This adds the advantages of a
boosting type approach, but it does however limit the complexity of the solutions
that can be produced. Both Cascade-NEAT and RBF-NEAT use highly restricted
and simplified versions of the NEAT algorithm.
Kohl expands further on this through combining the mutation operators of
NEAT, RBF-NEAT and Cascade-NEAT with an

Adaptive PursuiV^ ]282] selection

algorithm which intelligently selects the best operators based on the problem [142].
The novel algorithm produced is denoted SNAP-NEAT [142]. Kohl demonstrated
that the use of localized processing can give increased performance over standard
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NEAT for fractured problem domains such as the two-spiral and demultiplexer prob
lems.
Schrum and Miikkulainen define a modification to NEAT denoted MM-NEAT
that defines modules at the output layer. Each module in this case defines a separate
or set of outputs that compete to be used in their most apt scenarios
[247, 248|. To decide which output set to use in a given situation, each module
includes a “pre/erence” neuron for arbitration purposes.

The module with the

highest preference neuron activation is the output set that is used. Therefore, a
problem with three outputs addressed using five modules, will comprise (5x3=)
fifteen output neurons and five preference neurons on the output layer, but the
output of only a single group of three will be used as the actual output of the
system.
New modules are added to the system using a novel '^Module mutation duplicate'"
(MM(D)) operator, in which a new set of output neurons are added that mimic the
synaptic connections to the output layer of another selected module. An example
of this operator is shown in Fig. 2.17. This approach allows the output modules
to share neurons and reuse functionality defined within the network as a base for
new functionality.

The preference neuron in the new module is connected to a

single random internal neuron and given a random synaptic weight to encourage
the modules to be used in different situations.
Evaluations of this approach were limited to game theory, but it was found to
outperform equivalent monolithic networks on multimodal problems. However, it is
considered that such explicit reuse of internal neurons in different situations could
again exacerbate issues such as catastrophic interference and spatial crosstalk, and
limit the generally accepted advantages of modular approaches.
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Figure 2.17: (a) MM-NEAT, and (b) the same network after the application of the
MM(D) operator. The new preference neuron, denoted in grey, will be connected
to a random hidden layer neuron. This figure is taken from the article ^''Evolving
multimodal behavior with modular neural networks in Ms Pac-Man'' [247]

2.6.5

Summary

The neuroevolution based task decomposition approaches identified as relevant to
this research have all been limited in one or more of the following aspects:

• restricted to fixed (or highly restricted) architectures
• limited applicability or restrictive processing requirements
• requires a priori manual task decomposition
• limited to classification problems
• designed for reinforcement learning, or the online learning of robotic agents to
achieve a goal

None of the approaches reviewed appears apt to the development of the complex
and generic modular artificial neural networks required to address large scale super
vised classification and function approximation problems. The research presented in
this thesis addresses this gap in neuroevolution theory to produce novel and powerful
machine learning algorithms to generate modular artificial neural networks targeted
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at the type of problems typical in bioinformatics. Moreover, the lessons learned in
this domain should be transferable to similar problems in other domains.
As has previously been discussed, the effectiveness of neural network algorithms,
and many other ML algorithms, are often dependent upon the training data they are
presented with, irregardless of the potential of the algorithm itself [55,175]. From
the bioinformatics literature reviewed, it is apparent imbalanced data is a common
issue which must be addressed, either internally or externally, to ensure robust
performance of any algorithm developed. The following .section reviews common
approaches to dealing with imbalanced data that have been applied successfully to
machine learning problems. It should be noted that even though all of the neuroevo
lution algorithms investigated are likely to be negatively impacted by such issues,
none attempt to inherently address the issue of imbalanced data.
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2.7

Imbalanced data

A prevalent complication in the application of machine learning to classification
problems in bioinformatics, worthy of special consideration, is that the available
data can be skewed relative to a specific class [35]. Such a dataset is referred to
as imbalanced'’\ Even for the big datasets that are common in bioinformatics, the
existence of exemplars of a target class can be limited due to cohort availability,
or due to restrictions in terms of cost, time, or the availability of experts with the
domain knowledge required to generate the data.
Where the ratio of classes is highly imbalanced, the dataset can be inappropriate
for training under many standard ML algorithms [55], providing overly optimistic
performance measures which do not hold for real world evaluations [175|. Imbal
anced data may not be adequate for learning, even if it is representative of the
actual problem [300|. This problem is considered to be both '^pervasive and ubiq
uitous'” in machine learning [35], but also in bioinforniatics, where typically it is
the minority class that is of the most interest as diseases or conditions are typically
confined to the minority of the population [67].
As an example, in a situation where 99% of the training exemplars in a two class
problem are of one class, the classifier can achieve 99% accuracy on the training
data by classifying all exemplars as the majority class. The learning algorithms
can get stuck on such a local minima of the data, and find it difficult to adjust
the solutions to deal with the remaining 1% (the minority class) if it has a negative
impact on performance on the 99% which are correctly classified. This is obviously a
very strong pattern in the data which will be detected by many training algorithms
(such as gradient descent), but which produces a generally worthless classifier in the
real world.
The selected approach to dealing with imbalanced data can have a large impact
on the performance of a machine learning algorithm.
88

Novel Neuroevolutiori Techniques for the Life Science Domain

2.7.1

Addressing the issue

Approaches designed to addressing imbalance in machine learning are categorized
into internal and external approaches [19]. External approaches adjust the imbal
anced data used in training to create an artificially balanced distribution [20]. This
can be achieved by, for example, oversampling the smaller class [159], undersam
pling the larger class [56,67], or producing new synthetic exemplars of the under
represented class by interpolating new feature sets from existing feature sets [34].
Undersampling can remove important and relevant information from the training
data, but oversampling can lead to overfitting [35]. Synthetic exemplars add no new
information, and can introduce misclassified data to the training set.
The internal approaches modify the training algorithm itself to address the issue
of imbalanced data. A common approach is ''^cost-sensitive classification'\ in which
a higher relative weight is given to the correct classification of the minority class
exemplars [243,323]. For binary classification data, a fitness measure such as the
area under the receiver operating characteristic (ROC) curve can be used, which
weights classification accuracy on both classes equally [132], or a Pareto-front based
multi-objective fitness function which evolves classifiers with a good trade-off in
performance between both classes [20].
Gathercole and Ross present an internal algorithmic approach for handling im
balanced datasets in evolutionary algorithms which has become prominent in the
domain [77]. Their approach. Dynamic Subset Selection (DDS), and its variation.
Historical Subset Selection (HSS), operate under the assumption that not all ex
emplars are equally relevant to training the classifiers in each generation. Instead,
the available data is intelligently sampled to automatically focus attention on the
^‘'difficult" exemplars, or the exemplars which may be overlooked by a standard
algorithm, and predominantly ignore the exemplars which are well handled.
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2.7.1.1

Dynamic subset selection

In each generation g, Dynamic Subset Selection selects a different subset of target
size S of the available exemplars to form the training set for generation g

1 [77].

To achieve this, each exemplar i is given a weight attribute, 14q, that is used to
determine the subset members. This selection weight is based on two factors; the
difficulty

and the “a^e” of the exemplar. The difficulty of exemplar i,

is set

as the number of population members that misclassified i the last time i formed
part of the training subset. The age of i, Ai, is simply a count of the number of
generations since i was last selected to form part of the training subset. The weight
of ^ can be calculated using the following equation:

Vt : 1 < ^ < r. W,{g) = D,(gY‘ + AYnT

(2.5)

Where a and d are preselected weights representing the relative importance of
the age and difficulty factors to selecting subset members, and T is the number
of training exemplars. The two factor calculation means that although focus will
be placed on the difficult exemplars, the easier exemplars will not be ignored, and
will occasionally form part of the training set even if they are continuously largely
correctly classified.
The selection weight of each exemplar is converted to a probability

of being

selected to form part of the training set for generation g + I using the following
equation:

Vi : 1 < -i < T, Piig) =

^ ^

EU W,(g)

(2.6)

If an exemplar i is not selected, the corresponding D value remains unchanged,
but its A value is incremented. If i is selected, its age A is reset to 0, and difficulty D
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T

Number of exemplars

i

Exemplar

9

Index of generation

D.(g)

Difficulty of i at generation g

Mq)

Age of i at generation g

in (.9)

Weight of i at generation g

d

Preselected weight of D

a

Preselected weight of A

Table 2.4: Definition of components of Eq. 2.5
S

I'arget size of subset

Pr

Probability i forms part of training subset in .g + 1
Table 2.5: Definition of components of Eq. 2.6

is calculated based on performance of the population on that exemplar in generation
g+\.

2.7.1.2

Historical subset selection

Historical subset selection takes a simpler approach and is much less dynamic [77].
In HSS, a standard learning algorithm is run a number of times for a small number
of generations using the full dataset to define the difficulty of each exemplar. The
exemplars misclassified in at least one of the runs form the subset for the final run
of the standard learning algorithm. The subset is not modified during the final run.

2.7.1.3

Evaluation

These approaches have a number of advantages. As only a subset of the data is used
each generation, the time and computational resources required to evaluate each so
lution in the population is significantly reduced. In an evaluation by Gathercole and

91

Novel Neuroevoliition Techniques for the Life Science Domain
Ross using a value of roughly 12% for the subset target size, a GP implementation
using DSS is actually able to produce better results than the standard GP in less
than 20% of the time on a Thyroid dataset compared to using the full dataset each
generation [77]. The performance of a solution produced using HSS on the same
dataset is marginally inferior. Using a randomly selected subset (RSS) each genera
tion was noted as providing only slightly deteriorated results. All three approaches
provide a significant decrease in execution time on this problem.
The improvement in performance observed in these experiments is likely aided
by the changing training data; it can be considered that the switching of the training
data may lead to more robust classifiers which favour generalization, as solutions
which perform well across a multitude of samplings of the fuzzy training data are
more likely to survive longer and give rise to a greater number of children. This has
previously been demonstrated for the random subset selection approach [315], but no
direct analysis was identified for the DSS or HSS methods. The use of fuzzy training
data is a common approach to improving generalization for GP [143]. Additional
claimed benefits of the DSS approach are that as the population only sees some of
the training data each generation, it is “/ess liable to over fit a fraction of iV [150],
and an evaluation published on the Tic-Tac-Toe problem suggests that DSS may
even be able to improve the consistency of results [78].
An interesting point is that Gathercole and Ross noted that the solutions in the
population showed greater diversity in later generations relative to the standard
GP algorithm [77]. This property, if it holds for other approaches and problems,
could be beneficial for problem domains where premature convergence of solutions
or local minima are issues. Most GA based approaches tend to offer a trade-off
between absolute error and execution time. That is, the accuracy can be improved
by increasing the variety in the solutions and therefore the coverage of the search
space, while alternative approaches offer very fast performance by reducing the
space of solutions searched by focusing evolution through greedy approaches or
converging quickly.

Both these qualities have their proponents, suggesting that
92

Novel Neuroevolution Techniques for the Life Science Domain
an algorithm that potentially combines increases in both speed and performance is
highly desirable.

2.7.1.4

DSS in the literature

DSS and its variations have been widely applied to a large number of interesting
and relevant problems in the GP domain. The work of Feldt and Nordin evaluated
the effects of DSS and another number of parameters on the performance of GP
on three binary classification problems: Ionosphere^ Gaussian, and Pima Indians
Diabetes [63]. Their results noted that DSS can provide ^‘‘considerably’’' decreased
execution time, while achieving increased accuracy on some problems. Further to
their findings, they champion more widespread use of the approach. Lasarczyk,
Dittrich and Banzhaf validated the application of DSS to the Thyroid problem,
benchmarked good comparative performance on the challenging two-spiral problem,
and demonstrated that it can be applied to function approximation problems (siiu'
function approximation and a modified F6 problem) [152]. Doucette and Hey wood
describe a modified version of DSS that employs a fitness function based on th(’
area under the receiver operating characteristic curve, and which selects subsets
stratified with relation to the classifications [55].

In five out of six evaluations

carried out on different datasets, the approach was demonstrated to give superior
results to canonical GP.
One area in which DSS has found application, which is extremely relevant to
bioinformatics, is in large scale datamining applications. Curry et al. applied varia
tions of the DSS algorithm to four well known large imbalanced real world datasets
ranging from 30,000 to 500,000 exemplars [48]: the Adult, Census Income, and
Shuttle datasets from the UCI machine learning data repository, and the KDD’99
Intrusion Detection dataset. The findings support those of Gathercole and Ross,
noting large decreases in execution time while experiencing no degradation in actual
accuracv. DSS has also been used as the basis of further research into efficientlv
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processing extremely large datasets for anomaly detection using very limited re
sources [260,261]. These evaluations support the use of subset selection as a viable
means to produce balanced classifiers from difficult imbalanced data.
DSS has been implemented in the prominent commercial GP implementation
Discipulus [68].

2.7.1.5

Critical analysis of DSS and HSS

One potential weakness of the algorithm is multiclass problems. Experiments carried
out by Gathercole and Ross reduced a three class problem to two binary classification
problems; determining the case and control exemplars, followed by an additional step
which disambiguated the case exemplars into two distinct categories. The work of
Curry et al. also reduced the multiclass Shuttle and Intrusion Detection datasets to
binary classification problems prior to evaluation. Other applications of DSS and its
variations in the literature do demonstrate a high level of generality and durability,
but in a large sampling of published literature, no example could be found of the
application of DSS directly to multiclass datasets. Although the lack of evidence
is not evidence in itself, this consistent avoidance of the issue suggests that the
algorithm may not be robust to multiclass problems.
The selection of the parameters has been described as a “ black arV' by Gathercole
and Ross. The core DSS algorithm adds an additional three parameters which need
to be selected intelligently for the algorithm to run correctly; the subset size target,
the weighting for difficulty, and the weighting for the age. In the Thyroid example,
the exponents were set such that a difficult exemplar was weighted roughly the same
as an exemplar which hadn’t been used in fifteen generations and the target subset
size was set to 400 (roughly 11.8% of the available training data). The target was
selected as being more than the number of known difficult exemplars, as identified
by a visual inspection of the data, but this sort of selection process requires a good
understanding of the data. Evidentially tuning the parameters can be a much easier
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task, but one that can be very time consuming depending on how long it takes to
evaluate each parameter set. Care must also be taken when selecting the target size
for DSS that the number of classifiable exemplars is not consistently overshadowed
by those which cannot be classified or which are incorrectly labelled. This is again
a realistic problem for bioinformatics datasets where the data can be limited, noisy
or incomplete. Realistically however, the three DSS parameters can be reduced to
two parameters if either the difficulty or the age is maintained at a set value, and
the other adjusted relative to this.
The HSS algorithm has attracted much less attention than the DSS, likely due to
the poor performance reported by Gathercole and Ross. No independent evaluation
of its performance could be identified.
At this point, issues with biological experiments have been discussed, and the
requirnient for bioinforniatics tools has been stated. Machine learning has been
proffered as an approach to devleoping powerful and apt bioinforniatics tools, and
a focus has been placed on advanced artificial neural network and evolutionary
algorithm theory, and how it can be scaled to bioinforniatics problems. Current
limitations and issues of ANN and ML theory have been outlined.
In the following chapters, two novel neuroevolution approaches (MFF-NEAT
and CGPANN-RBF), developed with bioinformatics requirements in mind, are in
troduced, evaluated and discussed, and MFF-NEAT is evaluated on the problem
of determining HIV-1 protease specificity. Following from this, a novel approach
to dealing with imbalanced data is presented and evaluated for the MFF-NEAT
algorithm. Finally, conclusions are drawn from this research, and potential future
work is outlined.
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Chapter 3
CGPANN-RBF

3.1

Introduction

It is apparent that neural networks have the power to address many of the issues in
bioinforinatics, but neural networks and machine learning in general are not with
out their own issues and limitations. Despite the numerous applications of ANNs
to bioinformatics problems already highlighted, there is still a dearth identified in
generic and robust neural network approaches that are tailored to typical issues
in bioinformatics. In this section, a novel neuroevolutionary algorithm denoted
CGPANN-RBF is introduced that is capable of producing modular artificial neural
networks comprised of multiple layers of RBF neurons. The algorithm determines
the number of layers (up to a maximum), the number of neurons per layer, the
interconnection between the neurons, and the synaptic weights. The algorithm is
evaluated on a small scale proof-of-concepV' problem from the bioinformatics do
main, and the results discussed.
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3.1.1

Approach

One of the most compelling and potentially relevant elements identified across the
literature reviewed is the RBF neuron. In addition to demonstrating good perfor
mance on a range of problems, including a number highlighted from the bioinfor
matics domain, these RBF neurons are inherently modular, provide local processing
of distinct functionality, and can even be trained in an unsupervised manner (with
out the need for classified data, which can be an issue in bioinformatics). It is
hypothesised in this thesis that these properties of RBF neurons mean that they
could potentially be employed to add automatic task decomposition to standard
neuroevolution approaches.
Neuroevolutionary apjiroaches to the construction of standard RBF network ar
chitectures have been detailed by Sarimveis et al. and Lin et al. Both sets of authors
noted that neuroevolution is well suited to standard RBF network architecture, as
the coevolution of the hidden and output layers can allow for a more relevant and
intelligent decomposition of the problem beyond that which can be achieved by the
training of the layers in isolation, as in the typical two-stage learning approach for
RBF networks. Given the potential for intelligent decomposition through coevolving
synaptic weights in different layers, it is considered here that potentially a 2-f step
sequential decomposition of the problem may be possible through the development
of a neuroevolutionary approach capable of producing multiple layers of feedforward
RBF neurons. The Projector X/Y approach of Kattan et al.^ as described in the
literature review, has previously demonstrated that clustering using RBF neurons
can form an intermediate preprocessing step which can be indirectly relevant to the
desired output.
The two RBF network neuroevolution algorithms reviewed were designed to pro
duce very specific architectures, and it was not considered practical to adjust either
to develop networks comprising potentially multiple hidden layers. The CGPANN
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approach of Khan et al. is instead selected as the base neuroevolutiongorithm
for the novel approach as it can roughly produce the types of architectequired,
naturally supports variable neuronal activation functions, and the ferning it
allows makes it appealing for exploratory investigations and practical ton large
scale real world problems, such as those common in bioinforniatics. tionally,
the non-coding sections and the non-fully connected architectures of GPANN
approach allow for a variable number of RBF centres, and allow for ment of
data mining on the input vector. Encouraging results for the standcSPANN
have also been published on a range of bioinformatics problems includirkinson’s
disease |1], ECG classification [3,4], mammogram classification [5], cnumber
of applications to breast cancer detection [1,2,290].
To produce network solutions that more closely match the standBF neu
ral network, the output nodes of the CGPANN were modified to acceighted
synaptic inputs from several processing neurons and a weighted bias.^enerate
the output, the output neurons apply a sigmoid activation function (ale linear
function could also have been used) to the weighted sum of the inpute RBFs
were implemented as a Gaussian function generated using Eq. (3.1)i fj. = 0.
An additional real valued gene was added for each processing neuron'senting
the value of the standard deviation, which determines the

ofaussian

function. A low value for the standard deviation corresponds to very

cluster

centres, where the input vector must be close to the centre in input to acti
vate the node. An example of the impact of the standard deviation on aussian
function is given in Fig. 3.1

2__
a v/2^

(3.1)

A number of modifications to the CGPANN algorithm are also inted with
the aim of improving efficiency and consistency, to produce a morest algo-
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Input

Figure 3.1: Gaussian distributions with varying standard cions (/i = U)
ritlini suitable for bioinforinatics problems. These modifica' are: ensembles,
dimensional scaling, and crossover.

3.1.1.1

Ensembles

The consensus of an ensemble of diverse classifiers as opposea single classifier
can provide improved robustness in the presence of local rniiissues. The fast
learning property of CGPANN which, as discussed, contribito local minima
issues, is also a property that makes its well suited to ensembk a large number
of alternate solutions can be produced relatively quickly. In thteriments carried
out here, ensemble diversity is achieved using an explicit approa which different
distributions of the available data were used for evaluating fitnlie training set),
and detecting overtraining (the generalization set) for each eble member. A
separate portion of the data is set aside to determine the perforrr of the ensemble
(the validation set) which is not used in training any ensemblmber.
No changes were required to the CGPANN algorithm to pee the ensemble
members, but a meta-classifier [288] is required to combine opinions of the
ensemble members into a singular response. Three alternative c-aches evaluated
for the meta-classifier are as follows:
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• Average: Sum of the continuous output of all ensemble members divided by
ensemble size
• Confidence: Output taken as that of ensemble member with highest eviden
tial response [123]
• Voting: Output corresponds to the majority decision. Other approaches such
as average or confidence may be required where there is a split decision

3.1.1.2

Dimensional scaling

Euclidean distance, which is used to measure the distance between the input vector
and the Gaussian centres, treats all dimensions equally. This can be an issue as
different ranges of values in different dimensions can impact how well each centre
can fit the training data. Therefore, a prudent preprocessing step is to scale all
training data features into a consistent range such as [ — 1, Ij. However, while this
can typically reduce the issue, the distribution of ranges of relevant values in each
dimension can still impact how well each centre can fit the exemplars assigned to
each cluster. A novel approach is taken to addressing this tentative issue; an ad
ditional real valued gene is added for each processing node input which is used to
perform a simple linear scaling of the Euclidean distance in that dimension. This
approach serves to increase or decrease the importance of distance in specific dimen
sions, allowing the RBFs to be presented as n-dimensional Ellipsoids in the input
space. As these new genes are real valued, they can be handled in the same manner
as the synaptic weight genes.
This approach adds a significant number of genes to the genotype, therefore
increasing the number of parameters that need to be optimized, and the difficulty of
the problem tackled by the CGPANN-RBF algorithm, but it also serves to increase
the complexity and the precision of the decision boundaries that can be produced,
which it is hoped increases the power and applicability of the algorithm.
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3.1.1.3

Crossover

It has already been discussed that the 1 + A selection strategy employed by standard
CGP and CGPANN provides very quick convergence. This however comes at the
expense of coverage of the search space, and increases the potential to become
stuck in shallow local minima. The approach selected to abating this issue, while
largely maintaining quick convergence, is the introduction of a limited crossover
operator while maintaining the standard mutation operator and selection strategy.
Combining elements of successful solutions should provide an intelligent but iriore
exploratory search of the solution space, providing more robust solutions.
No prior approach to implementing crossover in CGPANN could be identified.
However, an approach to crossover for the CGP algorithm has previously been
demonstrated and evaluated by Clegg, Walker and Miller in the ])aper: “A new
crossover technique for Cartesian genetic programming''^ j42| which is adapted to
the CGPANN algorithm here. The work of Clegg et al. demonstrates that using
a combination of crossover and mutation can be quicker to converge than the use
of mutation alone for the CGP algorithm, although their benchmarking employed a
tournament rather than the 1 + A selection strategy. One limitation of this approach
is that it is restricted to networks with a single row of hidden layer nodes, but, as
already discussed, this does not hamper the scope of architectures which can be
produced.
In a deviation from standard CGP, this approach necessitates the replacement of
the whole numbers representing the function identifiers and unique node identifiers
in the genome with real numbers in the range 0 < x < 1. The mutation operator
is modified to perturb these genes to values in the same range. Two equations,
Eq.

(3.2) and Eq.

(3.3), are provided to map these continuous gene values to

whole numbers for the input identifiers and function identifiers respectively. These
equations are used as an additional intermediate step in converting the genotype
to a phenotype, by first translating the genotype to the typical CGP genotype
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representation. The equations are as follows:
/{genci) = floor{genei x nodetermj)

(3.2)

f (genet) = floor{genei x functotai)

(3.3)

\Vhere genet is the (continuous) value of the corresponding gene, the floor function rounds down a continuous value to a whole number, and nodetermj is the
unique identifier of the node to which this gene corresponds, i.e. if the gene cor
responds to an input identifier for a node with unique identifier 7, the value of
nodetermj will be 7 and Eq. (3.2) will produce a discrete result in the range 0-6.
As this approach is applied to CGPANNs with a single row of processing nodes, the
value produced by Eq. (3.2) will correspond to the unicpie identifier of an input
node or a processing node in an earlier layer. Eq. (3.3) works in a similar manner
where f unCfotai corresponds to the number of alternative activation functions in the
pool.
Under this approach, a new child C is generated for CGP by applying Eq. (3.4)
to each gene, genei, in the genotype in turn:
C{genei) = Pi[genei) x contribution + P2{genei) x (1 — contribution)

(3.4)

Where Pi and P2 correspond to the parent genotypes, genci is the T* gene in
the genotype, and contribution is a random continuous value in the range 0 <
contribution < 1.

3.1.1.3.1

Adapting this approach to CGP ANN

Input identifiers and function identifiers in CGPANN are handled consistenly to
CGP, so for those corresponding genes, no modifications are required to apply the
crossover algorithm. The main difference between the CGP and CGPANN geno102
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types is the inclusion of an additional gene corresponding to a synaptic weight as
sociated with each input identifier gene. As the synaptic weight genes are encoded
as real numbers, they are directly compatible with Eq. (3.4) without the need for
an additional mapping. No other changes are required. The competing conventions
problem should have limited negative impact for the CGPANN implementation, as
the 1 A A selection strategy employed limits how divergent any two parents selected
can be.
With regard the CGPANN-RBF approach specifically, as the RBF activation
function is the only activation function used (although others could technically be
allowed), the genes corresponding to the function identifiers can be dropped, and
Eq.(3.2) omitted. The real valued genes corresponding to the standard deviation
of the Gaussians and the dimensional scaling values are again directly compatible
with Eq.(3.4).
The approach can produce RBF networks with multiple hidden layers of pro
cessing neurons that can sequentially transform the data. The RBF neurons are
regarded as modules that provide local processing that should decompose a task
into a number of distinct subtasks.

In the following sections, this algorithm is

evaluated across a number of experiments, and the results and applicability of the
approach discussed.
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3.2

Evaluation

Not all problems can be clustered effectively in the input space, and, prior to eval
uation, it is unclear if the intelligent decomposition provided by the use of multiple
layers of RBF neurons could increase the applicability of this approach. For a tool
to be considered useful to bioinformatics, however, it does not need to be useful in
all situations, but it should at least be advantageous in certain situations. There
fore, an initial

prooJ-of-concepV' evaluation is carried out on a dataset from the

bioinforrnatics domain for which a large number of positive benchmarks exist for re
lated approaches, including various RBF-based algorithms [2]; this section provides
a brief case study and evaluation of the application of the novel CGPANN-RBF
algorithm to the Wisconsin breast cancer (WBC) |272] diagnostic dataset.

3.2.1

The Wisconsin breast cancer diagnostic dataset

In 2012, an estimated 1.7 million new cases of breast cancer were identified world
wide, and it was attributable to roughly 522,000 deaths |64]. Accurate and early
diagnosis is highly relevant to prognosis.

Fine needle aspirate (FNA) biopsy is

one approach that has successfully been employed to determine if a breast tumour
is benign or malignant through taking a small tissue sample from a tumour and
evaluating characteristics of the cells.
The WBC dataset comprises the features extracted from the FNAs of 357 be
nign and 212 malignant tumours, as determined by a human expert, for the pur
pose of developing a classifier capable of diagnosing whether a tumour is benign
or malignant. Each exemplar in the WBC dataset comprises 30 real-valued fea
tures describing the size, shape and texture of the cell nuclei in a region of a FNA
biopsy slide. The features are extracted from digital images, and correspond to the
mean, largest, and standard error for each of ten characteristics of the sampled nu-
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clei; average radius, perimeter, area, compactness, smoothness, concavity, concave
points, symmetry, fractal dimension and texture. Details of these features and how
they are calculated is provided in the paper '‘^Nuclear feature extraction for breast
tumor diagnosis’’’' by Street, Wolberg and Mangasarian [272]. The WBC dataset
is a common bioinformatics benchmark for neural network approaches [241] with
a large number of peer-reviewed and published evaluations of different algorithms,
including the sampling presented in Table 3.1, making it an appealing benchmark
for novel approaches.
Notably, from Table 3.1, it can be observed that a number of approaches have
been identified where employing RBF neurons or other clustering approaches have
been demonstrated to offer favourable performance on this problem [92,114,186,232,
301]. Specifically, a number of benchmarks have been identified on this problem for
both standard RBFNN [208,274] and variations of the algorithm [252], as well as
an RBFNN trained using a particle swarm optimization (PSO) [100], which, like
GAs, is a population based stochastic optimization approach [253]. Additionally, a
number of evaluations of the standard CGPANN approach [1,2,290] and an MoE
approach [301] on this dataset have been previously published. It is also a problem
that has previously been suggested as not well suited to the standard MLP approach
[208].
The relevance of the problem, the vast amount of comparative results, the range
of levels of performances observed for differing approaches, and the good general
performance reported for approaches related to CGPANN-RBF, proffer this as an
apt dataset to determine if this approach can be a useful machine learning tool for
bioinformatics, in certain situations.
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Approach

Result

Reference

MLP

95.56

[92|

SVM

93.95

|92|

FLDA/MLP

90.92

192]

PCA/MLP

92.02

|92|

GP/MDC

96.58

192|

SOM-RBF

98.00

[1861

MLP

95.72

|301|

GR

96.76

13011

RBF

97.04

|301|

MoE

96.29

13011

LDA

96.34

|301|

Logistic

97.22

13011

K neighbour

96.78

13011

Kernel

95.02

|301|

GP test average

96.32

|301|

L2-SVM/GDVEE(RBF)

98.10

|114|

SVM (Linear)

94.00

|114|

SVM (RBF)

97.70

|114|

Fuzzy

95.80

11141

ENN

95.60

11141

CGPANN

96

|2|

SVM-KNN

98.06

[232]

PNN

97.66

|14|

97

[208]

RBFNN (typical)

96.57

[274]

RBFNN-KPSO

97.85

[253]

RBFNN

Table 3.1; Sampling of various algorithms that have been applied to the WBC
diagnostic dataset in peer reviewed publications (based on [2])
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3.2.2

Data preparation

The classifications “5” (benign) and “Af” (malignant) in the dataset are relabeled
as 0 and 1 respectively. The inputs features are mapped linearly into the continuous
range [—1,1]. To train each classifier, the available data was divided into three sets;
a training set, used to determine the solution fitness, a generalization set used to
detect overtraining and determine a stopping point for the learning process, and a
validation set to gauge the actual performance of the classifiers. Ensemble members
are each trained on a different random distribution of the data over the training
and generalization subsets, to implicitly introduce diversity.

3.2.3

Initial evaluation

Given the novelty of this approach, an initial small scale evaluation is carried out
to act as a proof-of-concept that the key aspects of the approach work as intended
and produce satisfactory results, but also to inform the parameter selection process.

3.2.4

Experimental design

The evaluation of the WBC dataset was carried out using leave-one-out cross valida
tion following the algorithm in Fig. 3.2. Performance is calculated on each exemplar
individually, and overall performance is presented as the average performance across
all exemplars. An independent population of size ten is used to generate each ensem
ble member. Each solution comprises ten processing nodes in a single row, each with
an arity of five. An ensemble of five classifiers is trained to evaluate each exemplar
(in LOOCV). Mutation rate, max perturbation and crossover were set at 0.2, 0.2
and 0.4 respectively. The parameters were selected to be robust based on a com
bination of experience and '‘‘'trial and error'' evaluation on similarly sized datasets
during the development of the CGPANN-RBF algorithm. The parameters are not
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tuned to the WBC problem. The performance of the algorithm without the use of
crossover (crossover rate set to 0.0) is also presented. The 1 + A selection strategy
was employed, but the two best performing solutions in the population were used
as the parents for all crossover operations, where relevant, with different random
contributions for each child.
start

Figure 3.2: CGPANN-RBF training algorithm
Whereas the fitness function employed by Ahmad et al. employed the sum of
true positives and true negatives on the evaluation data, this approach employs the
real valued difference between the actual and expected output of the classifier, as
this is considered to give a finer grained gauge of performance, allowing the solutions
to edge towards more optimal solutions.
For many problems, particularly in the bioinforniatics domain, there can be
more relevant measures of solution performance than simply the outright CCR or
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Prediction
Positive

Negative

Positive

201

11

Negative

5

352

Expected output
Table 3.2: Confusion matrix representing the performance of the CGPANN-RBF
ensembles using crossover at a rate of 0.4 (Sensitivity 0.9481, Specificity 0.9860)
accuracy. The work of Ahmad et al. divides misclassifications into two categories
and discusses the impact of each misclassification type;

® Type-I ; A benign case incorrectly classified as malignant (false positive)
• Type-II: A malignant case incorrectly classified as benign (false iK'gative)

For this dataset, a type-II error represents a missed diagnosis of a malignant
tumour, which would be detrimental to the patient prognosis. A type-I error, clas
sifying a benign exemplar as malignant, may be distressing to the patient, and may
physically cause distress to the patient as additional perhaps more invasive tests
are applied unnecessarily, but it would not put the life of the patient in danger,
and as such is considered the more preferable error type. Although a decrease in
type-I error was observed for the CGPANN-RBF approach compared to standard
CGPANN, there was an increase reported in type-II error. The performance of the
algorithm is presented in Tables 3.2 - 3.4 and Fig. 3.3.

3.2.5

Further evaluations

3.2.5.1

Larger networks and population

For this evaluation, the previous experiment is repeated, but with a number of the
parameters adjusted to allow larger networks and an increased coverage of the so
lution search space; the population size was increased to fifty (from ten), and the
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CGPANN

CGPANN-RBF

CGPANN-RBF with Crossover

0.96

0.9719

0.9719

Type I Error

0.0300

0.0088

0.0088

Type II Error

0.0150

0.0193

0.0193

CCR

Table 3.3: Performance of CGPANN-RBF with and without crossover at 40%, in
terms of the percentage of correctly classified records (CCR), type-I error and typeII error, using LOOCV. The previously published performance of the standard CGPANN algorithm (generated using lO-fold CV) is included for reference.
With Crossover

Without Crossover

Mean (Average)

0.9719

0.9719

Confidence

0.9701

0.9684

Voting

0.9701

0.9719

Table 3.4: CCR performance of three different meta-classifier approaches evaluated
to combining the outputs of the ensemble members
number of processing nodes per solution was doubled to twenty. The arity, crossover
rate, and max perturbation were retained at 5, 0.4, and 0.2 respectively. The com
bination of crossover and an increased population and arcliitecture size facilitates a
more expansive search of the solution space, meaning that the mutation algorithm
can be more focused on the optimization of existing solutions. The mutation rate
is therefore reduced to 0.1 to allow solutions to slowly edge towards more optimal
configurations in a controlled manner. The reduced mutation rate also limits the po
tential destructive power of mutation to already learned concepts. Experiments are
repeated with combinations of crossover and dimensional scaling activated and de
activated. In this evaluation, due to the increased computational intensity and time
constraints, an ensemble approach was not employed; the results are presented as
the average performance of a single different classifier on each exemplar in LOOCV.
The performance of the classifiers are presented in Tables 3.5 - 3.8 in terms of CCR,
accuracy, type-I error and type-II error respectively.
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Figure 3.3: Comparison of the performance of the individual ensemble members
evolved both with and without ciossover at 40%
Dimensional .scaling

No dimensional scaling

Crossover (0.4)

0.9561

0.9490

No crossover

0.9490

0.9561

CCR

Table 3.5: Correct classification rate achieved by CGPANN-RBF classifiers in
LOOCV evaluation on the WBC dataset
For the best performing configuration identified across these experiments (that is,
using both dimensional .scaling and crossover enabled), an ensemble of 10 classifiers
is produced. CCll performance was not observed to increase relative to the smaller
scale evaluations, but the distribution of misclassifications between type-I and typeII was affected. The performance of the ensemble using averaged output is presented
in Tables 3.9 and 3.10. It should be noted that the network used to produce the
results in Tables 3.5 - 3.8 did not form part of the ensemble to avoid any overfitting
of the solution to the problem.

3.2.5.2

Forcing RBF pass-through

The following results are generated by modifying the algorithm such that no direct
connections are allowed between the input and output neurons; the output of the
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Dimensional scaling

No Dimensional scaling

Crossover (0.4)

0.9538

0.94757

No Crossover

0.9447

0.9507

Accuracy

Table 3.6: Aveage accuracy (1 — (difference between expected and actual output))
of CGPANN-RBF classifiers in LOOCV evaluation on the WBC dataset
Dimensional scaling

No dimensional scaling

Crossover (0.4)

0.0660

0.0802

No crossover

0.0943

0.0755

Type I error

Table 3.7: Type-I error achieved by CGPANN-RBF classifiers in LOOCV evaluation
on the WBC dataset
Type II Error

Dimensional scaling

No dimensional scaling

Crossover (0.4)

0.0308

0.0336

No Crossover

0.0252

0.0252

Table 3.8: Type-ll error achieved by CGPANN-RBF classifiers in LOOCV evalua
tion on the WBC dataset
Prediction
Positive

Negative

Positive

198

14 (false negative)

Negative

2 (false positive)

355

Expected output
Table 3.9: Confusion matrix for an ensemble of 10 CGPANN-RBF classifiers using
crossover and dimensional scaling in terms of LOOCV

Ensemble of 10 with

CCR

Accuracy

Type-1 Error

Type-2 Error

0.9719

0.9519

0.0035

0.0246

crossover and scaling
Table 3.10: Performance of an ensemble of ten CGPANN-RBF classifiers using
crossover and dimensional scaling in terms of LOOCV
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Dimensional scaling

No dimensional .scaling

Crossover (0.4)

0.9701

0.9701

No crossover

0.9684

0.9631

CCR

Table 3.11; CCR for CGPANN-RBF classifiers in a LOOCV evaluation on the WBC
dataset under the restriction that the output neuron can only directly connect to
the hidden layer neurons
Dimensional scaling

No Dimensional scaling

Crossover (0.4)

0.9518

0.9470

No Crossover

0.9555

0.9449

Accuracy

Table 3.12: Average accuracy (1— (difference between expected and actual output))
of GPANN-RBF classifiers in a LOOCV evaluation on the WBC dataset under the
restriction that the output neuron can only directly connect to the hidden layer
neurons
classifiers depend on the RBF processing of the input data. For this evaluation,
the ensemble size is reduced to five due to time constraints and increased computa
tional difficulty. All other parameters were retained from the “Larger networks and
population’’evaluation (population size fifty, twenty processing nodes per solution,
and five inputs per output/processing node, and mutation rate 0.1). The results are
presented in Tables 3.11 and 3.12.
The results of these evaluations, the performance of the algorithm itself, and
issues with the approach identified through these evaluations are discussed in the
next section.
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3.3

3.3.1

Discussion

Initial evaluation

As a proof-of-concept evaluation, the results presented in Tables 3.2 - 3.4 demon
strate that not only does the approach work, but it is capable of producing solutions
that perform well compared to the general sampling of solutions presented in Table
3.1. Although Table 3.1 provides a general guide as to level of performance expected,
it is intended to demonstrate a sampling of approaches taken to the problem, and
is not intended to be used for a comparative analysis of different classifiers, as the
results represent a wide range of different experimental designs. It is considered
that the experimental design can have a substantial effect on the performance on
this problem, even for the same approach, e.g., the work of Padmavati suggested
that the standard MLP is poorly suited to this problem [208], whereas a review
of approaches carried out by Anagnostopoulos et al. found that ''generally, neu
ral network-based methods presented better efficiency values in comparison to other
approaches’’’’ [9|.
To provide a fairer and more balanced evaluation of the performance of the
CGPANN-RBF algorithm, a review is carried out of published papers which use
the leave-one-out strategy in their evaluations. This should provide a level of per
formance more dependent on the classifier, rather than the experimental design,
although other algorithm parameters can play a role in the overall performance.
The LOOCV performance of the identified approaches is presented in terms of CCR
in Table 3.13.
The relatively consistent results presented in Table 3.13 compared to the large
variations in results presented in Table 3.1 and between Tables 3.1 and 3.13 suggest
that the use of LOOCV does indeed have an impact on the performance recorded
for the classifiers. It should also be noted that the performance reported by Xiang et
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Reference

CCR

Probabilistic Neural Network (PNN) [9,10]

97.90

Recursive-SVM [112]

97.19

DCDF-linear kernel [112]

97.54

DCDF-Polynomial kernel [112]

97.54

BSVM [.32]

97.01

Classification trees with pruning [32]

92.09

Classification trees without pruning [32]

92.62

SVM |32|

96.66

GA-KNN [308]

95.08

BPSO-KNN [.308]

95.96

QBPSO-KNN [308]

97.19

BGSA-KNN [308]

97.19

BIGSA-KNN [308]

98.59*

CGPANN-RBF

97.19

Table 3.13: CCR performances of various approaches on the WBC diagnostic dataset
using leave-one-out cross validation
al. correspond to a single best performing evaluation chosen a posteriori from a set
of differing configurations. Given the number of repetitions, the limited statistical
power of a single experiment, and the selection process used, it is likely that this
result represents an overly optimistic gauge of the actual level of performance than
should be expected for this approach, on average [308].
Compared to the results presented in Table 3.13, the 97.19% CCR achieved by
CGPANN-RBF is very positive and encouraging. Although CGPANN-RBF is not
the best performing solution on this dataset, it is shown to outperform approaches
such as the SVM and classification trees which are prevalent in the bioinformatics
literature.
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None of the benchmark approaches presented in Table 3.13 correspond to en
semble evaluations. The individual ensemble members achieved CCRs of 96.8%,
96.5%, 96.3%, 95.6%, 95.6% and 96.8%, 96.5%, 96.3%, 96.3%, 96.3% with or with
out crossover respectively. Although this is quite a small sampling, this suggests
that, firstly, the use of ensembles can raise the level of performance beyond any
individual member, but also that the CGPANN-RBF algorithm does produce good
quality individual classifiers with a level of consistency, as demonstrated by the boxplot in Fig. 3.3 showing the distribution of performance of the individual classifiers.

3,3.2

Further evaluation

The results corresponding to an evaluation of CGPAxNN-RBF on the WBC dataset
using an increased population size, an increased number of processing nodes, and
a reduced mutation rate are presented in Tables 3.5 - 3.8. This evaluation actu
ally shows a decrease in performance relative to the initial evaluation using smaller
networks, but an important point to note is that this larger scale evaluation did
not employ an ensemble approach, which has been demonstrated to increase perfor
mance on this problem. The performance of the individual ensemble members which
were used to generate Tables 3.2 - 3.4 are however still superior to the performance
of the larger networks in terms of GCR. One possible explanation for this could be
the increased number of parameters per solution leading to a more difficult opti
mization problem and an increased number of potential local minima. The results
still compare favourably against many of the approaches presented in Table 3.13.
Unlike the initial investigations, these experiments evaluated the impact of both
the dimensional scaling and the crossover operator. The best performance in terms
of GCR and accuracy was achieved using both crossover (at a rate of 0.4) and
dimensional scaling. Given this result, a further ten networks were generated using
this configuration to form an ensemble. The results are presented in Tables 3.9 and
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3.10. Again, averaging the output of the ensemble members was demonstrated to
improve performance over the individual classifiers.
Discounting the results presented by Xiang et al. [308] as potentially unrepresen
tative (as already discussed), the next best performance in terms of CCR presented
in Table 3.13 corresponds to two separate papers evaluating the Probabilistic Neural
Network (PNN) approach on this problem, both by Anagnostopoulos et al. These
papers both achieved a type-II error of 0.0053, and a type-I error of 0.0158 [10] and
0.0123 [9] respectively. The performance of CGPANN-RBF in terms of the relative
distribution of misclassifications between type-I and II error is very interesting, as it
is contrary to that observed for both the PNN and CGPANN approaches. CGPANNRBF presented with a much lower type-I error than type-II error, while the PNN
and CGPANN achieved much lower type-II errors relative to type-I. Whereas the
PNN approach reixirted only three false negatives, false negatives formed fourteen
out of the sixteen niLsclassified exemplars for CGPANN-RBF. The distribution of
errors between type-I and type-II observed here is supported by the results for the
smaller scale evaluations presented in Tables 3.2 and 3.3.
From these limited results it is unclear if the different relative distributions of the
misclassified exemplars is an artefact of the algorithm or purely coincidental, and
further research is required. The low overlap in the incorrectly classified exemplars
between CGPANN and PNN does however suggest that there is scope to reduce
both the number of false positives and false negatives. Although the exemplars
incorrectly classified by CGPANN-RBF make it less practical for real world use,
the disparate nature of the classifications make it an appealing choice to form part
of a multiclassifier system for this problem.
The relative importance of type-I and -II errors raises another point: the skew in
the ratio of case to control exemplars may have impacted the performance of many
of the classifiers evaluated (not just CGPANN-RBF) by favouring performance on
the subset of the data corresponding to the largest output classification, which
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would likely be more rewarding in terms of increased fitness or reduced error, if
all classifications are equally complex. Therefore, an approach such as DSS may
actually have a negative impact in situations such as this where performance on the
larger portion of the data is actually more desirable.
It should be noted that the formulae published by Ahmad et al. for calculating
type-I and -II error contained a flaw, but despite this probable typographical error,
their results suggest that the correct formula was used. It should also be noted
that the results presented in “ T/ie Wisconsin breast cancer problem: Diagnosis and
TTR DFS time prognosis using probabilistic and generalised regression information
classifiers” represent the performance of 567 of the 569 exemplars, with no expla
nation of why the remaining two exemplars were omitted |9]. This is considered
likely an oversight by the authors. For reference, the difference in results between
this paper and the '^Neural network-based diagnostic and prognostic estimations in
breast cancer microscopic instances” paper by the same authors is two false positive
results.

3.3.3

Forcing RBF pass-through

Through manual evaluation the architectures of the solutions used to generate the
results in Tables 3.5-3.10, it was observed that, in the majority of cases, no hidden
layers were expressed in the phenotypes; the RBF neurons did not form part of the
solutions. Using a sigmoid activation function in the output layer neuron connected
exclusively to a number of select input vector elements may represent an optimal so
lution to this problem, but it is also possible that this represents an easily optimized
local minimum of the fitness function. Therefore, there may be scope to improve
performance on this problem by avoiding this local minimum, and forcing solutions
that use hidden laver neurons.
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This was not a documented issue for the standard CGP and CGPANN algo
rithms as the output nodes/neurons of these approaches are each connected to a
single processing neuron. When developing CGPANN-RBF however, it was con
sidered that prohibiting direct connections between the input and output neurons
restricts the architectures that can be produced, and may obstruct or obscure poten
tially relevant or useful information from reaching the output neurons. Therefore,
ideally, direct connections between the input and output neurons should be allowed
to maximize the potential of the solutions produced.
The approach selected here to evaluate the use of RBF neurons on this problem
is to limit the connectivity of the output neurons to allow only direct connections to
hidden layer neurons. Although this limits the potential of the solution architectures
produced, it does force all solutions to use the RBF neurons to ])rocess the data.
Four configurations of the algorithm forcing RBF pass-through are evaluated with
different combinations of dimensional scaling and crossover enabled and disabled.
The average CCR and accuracy for each configuration is presented in Table 3.11
and Table 3.12.

Only a slight drop in performance is observed in these results

(ensembles of only five classifiers with restricted architectures) compared to the
results presented in Tables 3.9 and 3.10 (ensembles of ten unrestricted networks) in
terms of both CCR and accuracy. However, the difference in performance is small
and within a margin of error. It is however a testament to the robustness of the
algorithm and GAs in general that such significantly different configurations could
produce such consistently good performance.

3.3.4

Evaluation of the dataset

Kuncheva, in a well cited paper, stated that under ten fold cross validation, the
training data size was insufficient to allocate a portion to a separate generalization
set (for detecting over-training) for the WBC problem [148]. In the experiments
carried out here, the validation set (for evaluating the performance of the solution)
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is comparatively much smaller (under LOO-CV) compared to ten fold CV, meaning
that additional data is available for training the solutions. The use of ensembles
can also increase robustness in this regard; using a different subset of the available
data for the training and generalization sets for each ensemble member means that
all the available data can contribute to the generation of the overall output, if not
the output of all ensemble members.

Therefore, the setting aside of data for a

generalization set is considered reasonable under the experimental design used here.
However, given the limited amount of data available, additional effort needs to be
invested into determining the optimal experimental design to maximize performance.
Increasing the amount of data used for setting the weights compared to detecting
overtraining, or the use of approaches such as stratification [251] may be viable
approaches to further improving performance. It is also interesting to note that
the DCDF with a polynomial or linear kernels, which out-performs CGPANN-RBF,
uses only eleven and twelve features of the input vector respectively, suggesting that
feature selection may also be a relevant preprocessing step to increasing performance
on this dataset.
The five CGPANN-RBF classifiers used in generating Table 3.3 shared an over
lap of eight rnisclassified exemplars. One of these exemplars was randomly selected
and subjected to further leave-one-out evaluations. Various classifiers which were
readily available were trained using the remaining data with varying parameters, but
all failed to correctly classify the exemplar. This does not mean that the exemplar
is rnisclassified, but it may be rnisclassified, the reason for its classification may not
be adequately reflected in the remaining exemplars (it is an outlier of the sample),
or the information relevant to determining its classification may not be contained
in the input vector. This suggests that there is po.ssibly an upper limit on the level
of performance that can be achieved on this dataset. Additionally, the presence of
such potentially anomalous exemplars can interfere with the performance of classi
fiers on the remaining data. Therefore, increases in performance on this problem
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may be achieved through the evaluation of the data available or the generation of
new data, rather than through the evaluation of new classifiers.

3.3.5

Summary

CGP was originally designed to generate configurations for FPGAs; physical cir
cuits which can be reconfigured at runtime to carry out different functions, which
may offer higher throughput and efficiency over purely software implementations
running on a generic GPU. The amount of available data at training time has been
acknowledged as a limitation for ML in bioinformatics, limiting the potential of so
lutions produced, but when the classifier is actually in use, the amount of available
exemplars can be expected to increase. The ability to remap the functionality of the
circuit means that not only can the physically implemented neural network contin
ually be retrained and refined over its lifetime, but can actually be modified to new
architectures as required to produce more powerful classifiers which can take advan
tage of additional information. Therefore, perhaps, some of the real advantages of
the GGF’ANN and CGPANN-RBF networks go beyond the scope of this thesis.
Evaluating CGPANN-RBF as a software solution, it did consistently produce
high quality solutions to the WBC diagnostic dataset, but was out-performed by a
small number of other solutions. The CGPANN-RBF approach was not expected to
a panacea for ML in bioinforniatics, but the WBC dataset was carefully selected as a
problem which should be well suited to the approach. The presented evaluations are
however limited to a single dataset, so the approach may still find useful application
in other contexts, despite the potential limitations in applicability of the approach
itself, as outlined.
One of the key points noted from the evaluations forcing RBF pass-through is
the impact of dimensional scaling; the use of dimensional scaling presented with con
sistently equal or increased accuracy. The additional relevant parameters requiring
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optimization under the dimensional scaling approach should make the optimiza
tion problem more difficult, so the actual increase in performance observed suggests
that the approach can indeed produce more intricate decision boundaries without
hampering overall performance of the algorithm. Despite the range of RBF based
approaches reviewed for this problem, no such equivalent approach was identified for
the other algorithms, suggesting this as a realistic approach to increase performance
on this problem across a range of approaches beyond CGPANN-RBF. However, al
though the dimensional scaling results are very positive, further evaluations would
be required for significance testing.
Although the use of ensembles and dimensional scaling generally provided in
creased performance, the evaluation of crossover was less consistent. This is a sur
prising finding given that crossover should be providing a more '''intelligent'’' search
of the solution space compared to the exclusive use of the extremely greedy 1 -h A
selection strategy. One possible explanation for this is that the scope for improve
ment is limited on this proof of concept evaluation, i.e., it is possible to achieve
consistently good performance on this problem using a greedy approach. An inter
esting point to note however is that, judging from Fig. 3.3, the use of crossover may
actually reduce performance and consistency of the results achieved. A possible
explanation for this could be that the crossover rate was too high or the number
of generations was too limited, and therefore too much time was invested in search
ing the solution space instead of optimizing existing solutions, leading to an overall
decrease in performance.
There is however a positive for this approach to be taken from the evaluation:
CGPANN-RBF did improve upon the reported performance of standard CGPANN
on this problem. Although it may not always provide the best performance, the
consistency in its evaluations, the robustness across parameters, and the speed of
learning do make CGPANN-RBF an appealing approach to at least be evaluated on
various bioinformatics problems, making it a useful specialist tool in a bioinforniati-
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cians repository, that, while is not guaranteed optimal performance on a problem,
does offer potentially good performance and a low overhead in evaluation.
In the following chapter, an alternative novel modular neuroevolution algorithm
is presented and evaluated, which allows more freedom in the architectures produced,
and which does not rely on the use of RBF neurons to provide task decomposition.
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Chapter 4
MFF-NEAT

4.1

Introduction

At this point, key issues with managing biological data have been defined and arti
ficial neural networks selected as a viable approach to dealing with this data, but
AXNs have their own set of limitations and weaknesses. The application of evo
lutionary algorithms to addressing these limitations has been reviewed, with task
decomposition proffered as an approach to increasing both performance and scalabil
ity in neuroevolution. However, all pre-existing neuroevolution approaches to task
decomposition reviewed in the literature are restricted in some key regard, limiting
their applicability or the complexity of the solutions they can produce. Evaluations
on the novel CGPANN-RBF task decomposition neuroevolution approach suggest
that the approach may be similarly limited.
In this chapter, a novel constructive neuroevolution approach is introduced that
is capable of automatically and efficiently producing optimized MoE architectures
(which have previously been demonstrated to increase MLP performance on com
plex biological data [166]) to target the highly dimensional and complex datasets
common in bioinformatics. This approach is denoted MFF-NEAT; the Modular
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Feed-Forward NeuroEvolution of Augmenting Topologies. MFF-NEAT achieves
this through harnessing the complexification, speciation, and principled crossover
of the NEAT algorithm, co-evolving populations of expert networks and complete
systems, and employing a form of negative correlation to assemble complete systems
using both populations.
The novel MFF-NEAT algorithm is evaluated on a range of proof of concepf'
problems, and the performance of the algorithm is discussed. Tn chapter 5, a case
study is carried out applying the MFF-NEAT approach to high dimensional datasets
from the bioinformatics domain.

4.1.1

Overview of MFF-NEAT

MFF-NEAT is a modification to the standard NEAT neuroevolution algorithm |2G7],
which adds the potential for automatic task decomposition through building and
training solutions with a rnixture-of-experts architecture.

NEAT is selected as

the base algorithm for this novel approach as the complexification, speciation and
principled crossover, which address prominent issues with typical neuroevolution
approaches, are considered complimentary to the development of modular feed
forward architectures, as will be detailed in the following sections. NEAT itself
is an extremely powerful approach which has already formed the basis of a number
of different algorithms, and been applied to a wide range of problems.
The required modifications to the NEAT algorithm are achieved through the
addition of three novel concepts for neuroevolution; “ coverage vectors^’’ which record
evaluations over the entire execution of the algorithm, the ^'expert archive’’^ which
presents a ^'‘memory’’'’ of functional modules, and a gain function’’’’ to determine how
to combine the evolved modules. Prior to describing the modifications to the NEAT
algorithm, the structure of a solution produced by MFF-NEAT is first detailed to
provide context for how the novel concepts relate to the solutions.
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Output
Vector
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Figure 4.1: MFF-NEAT system with 2 expert networks ma{)ping the input vector
{xi, X2, X3, X4} (four inputs) to the output vector {/yi, y2, ys] (three outputs). The
triangles represent input neurons and the circles represent processing neurons. The
expert networks contribute 2 additional inputs to the gating network.

4.1.2

Solution structure

A solution produced by MFF-NEAT here is referred to as a “system” comprising
a ^''gating network^’’ and zero or more

expert networks^\ The number of expert

networks and the individual network architectures are dictated by the algorithm
given the problem. A depiction of a simple MFF-NEAT system evolved for the UCl
'‘'‘Balance Scale’’’’ dataset [256j is presented in Fig. 4.1. Fig. 4.4 and Fig. 4.5 are
examples of larger networks more representative of real world problems that were
generated using MFF-NEAT for input vectors of size 30 and 246 respectively. The
246 element vector comprises 86 continuous values and 160 sparse binary inputs.
To evaluate an input vector, it is first applied to each expert network (potentially
in parallel). The original input vector and the outputs of the expert networks form
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the input vector to the gating network, which generates the overall output of the
system. The expert networks do not necessarily work as an ensemble; none of
the expert networks individually may work as a classifier for the problem. The
expert networks are trained to deal with patterns in the data which directly or
independently corresponding to classifier outputs.

4.1.3

Implementation and evolution

MFF-NEAT is implemented as a two-level co-evolutionary approach, with a twostep sequential task decomposition [131]. Two separate populations are maintained;
expert networks and complete MFF-NEAT systems.
Initial systems comprise only a gating network, with exjiert networks added to
the MFF-NEAT systems over time, under the principle of cornplexification. To
facilitate the use of separate gating and expert networks, a new “arid expert'’’ mu
tation operator is introduced. Using this operator, expert networks identified as
potentially useful can be copied and propagated between solutions. Additional ex
pert networks are connected to a system by adding an additional input neuron to
the gating network initially connected only to the output neuron(s). If a maximum
allowed number of expert networks for a system has been reached (a parameter set
a priori by the user), an existing expert network can be "'‘switched ouV' for a new

network.
Both the expert networks and MFF-NEAT system populations are speciated
independently. Expert networks use the standard speciation component of NEAT
while only the gating networks are used in speciating the systems population mem
bers. This approach to system speciation allows MFF-NEAT to consider what
functionality is available in terms of how it is used by the system, without the over
head of considering how it is achieved, and avoids problems caused by the different
growth rate of the expert network architectures relative to the gating networks.
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resultant from complex functionality being

farmed ouV^ to the expert networks

where it can be efficiently evaluated and propagated.
When creating a new expert network, the standard NEAT crossover approach
can be taken to combining experts. However, when creating new systems, the expert
network species may mismatch between the parents, leading to a variation of the
competing conventions problem. Therefore, an alternative approach must be taken
to maintain the principled nature of the crossover at the system level. This can be
achieved by treating the expert networks as atomic modules under the definition of
Khare, Yao and Sendhoff [130]; expert networks are inherited as complete blocks
from the corresponding parent.

4.1.4

Novel aspects of MFF-NEAT

At this point, a general overview of MFF-NEAT’s evolutionary approach has been
outlined, the structure of the .solutions produced by MFF-NEAT has been detailed,
and aspects of how the core NEAT concepts of cornplexification, speciation and
principled crossover are applied or adapted to MFF-NEAT have been introduced.
However, what has been described thus far is insufficient to intelligently (and within
a reasonable timeframe) evolve useful MoE architectures. The following sections
detail novel modifications that were introduced to the MFF-NEAT algorithm to
address this issue; coverage vectors, the expert archive, and a gain function. These
three concepts work together to focus evolution, attribute specific functionality and
fitness to the expert networks, and determine how the expert networks should be
combined to form complete systems.

4.1.4.1

Coverage vectors

A record is maintained of the fitness for each expert species and extant MFF-NEAT
system on each training exemplar individually as an array of fitness values in struc128
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MFF-NEAT System Coverage

Figure 4.2: Example of a coverage vector produced by an MFF-NEAT system
trained on 100 exemplars generated using Eq. 4.1. The outputs are clustered by
classification for display purposes.
tures referred to as “couera^e vectors’’'. Liu et al. have previously described the use
of a related

coverage’’’’ concept as a way of identifying similar .solutions in a pop

ulation based on behaviour [104] where the similar solutions then had their fitness
reduced to encourage population diversity through

fitness sharing" [239]. An ex

ample coverage vector generated for an MFF-NEAT system is presented graphically
in Fig. 4.2 for 100 exemplars generated using Eq. 4.1 with random inputs. In this sit
uation, the exemplars are clustered based on output for illustration purposes, but in
the real world situation, the coverage vector records performance on the exemplars
in the order in which they are consistently presented to the system.
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Defining coverage vectors at the system level is straight forward and does not
provide any extra information on its own. However, a system coverage vector can
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be used in conjunction with coverage vectors defined at the expert network species
level to intelligently select the expert network species to add to a system under
the “add experV mutation operator. Expert species coverage vectors are defined
by sampling the coverage vectors of MFF-NEAT systems which employ an expert
network of that species. Therefore, the coverage vectors of the expert networks are
a subjective measure because they are dependent on the fitness of the systems in
which they are evaluated. This is a typical characteristic of cooperative coevolution
approaches, wTere fitness of components is determined by averaging over a number
of evaluations [89]. Only the best performing member of each MFF-NEAT system
species is used to update the expert species coverage vectors each generation, to
avoid issues arising from large similarities across solutions of the same species in a
given population.
Through speciation of the expert networks and sampling performance on a perexernplar basis, expert network species which tend to offer improved performance
on specific subsets of exemplars can be identified. While the coverage vectors may
not provide an exact definition of the functionality of the expert networks, over
the course of a number of generations the sampling across multiple systems and
combinations of expert network species should provide a more refined indication of
a correlation between the presence of expert network species in MFF-NEAT systems
and the level of coverage on specific exemplars.

4.1.4.2

Expert archive

The '‘^expert archive'''' maintains an entry for each expert species identified. Each
record in the expert archive maintains the corresponding expert species coverage
vector, and retains a single reference specimen of the expert species referred to as
the ^'‘holotype'j Examples of two records from an expert archive are given in Fig.
4.3.
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Expert Archive

Figure 4.3: Expert archive with two records (expert species 1 and 12) expanded to
show the expert species holotypes and coverage vectors.
The speciation and autonomy of the expert networks, and their functional defi
nition through coverage vectors thus allows the algorithm to maintain a searchable
catalogue’’’’ of useful and reusable expert species evolved over the execution of the
algorithm. When adding a new expert to an MFF-NEAT system, this catalogue is
searched to identify potentially beneficial or complimentary expert species. Once
the most desirable expert species has been identified, a new expert is created through
crossover or mutation on experts of that species from the expert network population.
If there are no networks of that species in the current population, a new expert can
be generated from the species holotype and added to the MFF-NEAT system and
the expert population. The expert population is continually speciated, and if an
expert evolves that deviates sufficiently from all the holotypes in the archive, it will
be designated as a new species.
The species holotypes are not static; if an expert of a specific species is used
in an MFF-NEAT system which achieves a higher fitness than w'as achieved by
any previous system using an expert of that species, that expert becomes the new
holotype. In this way, the holotype should remain representative of the species as
it evolves.
Maintaining a memory of previous evaluations is not in itself a novel concept, and
has previously been demonstrated as a means of increasing algorithm efficiency, for
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example in the well-studied Tabu search algorithm [85]. Unlike Tabu search, which
uses a memory of complete solutions to avoid wasting effort re-evaluating areas
of the search space, MFF-NEAT gains efficiency by reusing partial solutions (the
experts) in a meaningful way (avoids ‘‘Weinventing-the-wheeV)^ facilitated by the
coverage vectors. Additionally, this memory allows extinct species to be continually
re-evaluated for relevance and reintroduced at later evolutionary stages when or if
they become useful, or perhaps selected to form the basis of new functionality in
an exaptation-like manner [91,185]. Therefore, the expert archive should lead to a
reduction in wasted evolutionary energy and increased information usage, resulting
in a more efficient and faster algorithm.
Building a catalogue of experts that can be searched to provide novel function
ality to a solution draws a parallel with a paper published by Cully and Mouret
(after the introduction of MFF-NEAT) in which a ^'behavioural repertoire^' of di
verse robot motion skills is assembled using novelty as the objective function; a
solution is novel if it allows the robot to reach a location which has not previously
been reached [47]. In the trained solution, the repertoire can be searched to identify
the most apt behaviour for a given situation. The authors noted that “ by simultane
ously learning all the controllers without the discrimination of a specified goal, the
algorithm recycles interesting controllers, which are typically wasted with classical
learning methods". Novelty has also previously been used as the objective function
for NEAT in the "Novelty Search" algorithm of Lehman and Stanley [155]. Con
trary to both these approaches, MEE-NEAT still uses overall fitness as the objective
function, but novelty in the coverage vector of an expert can promote its reuse and
dissemination across the systems population.

4.1.4.3

Gain function

The standard MoE approach naturally produces negatively correlated expert net
works [115]. To increase the efficiency of this part of the MFE-NEAT algorithm, a
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gain function'' is defined that intelligently selects the species of expert network to
add to an MFF-NEAT system.
When the add expert mutation operator is called on an MFF-NEAT system, the
gain function is used to evaluate the coverage vector of the system against that of
each expert species in the expert archive, using Eq. 4.2:

gatn^xpert

^
1=0

Experti — System^

if Experti > System^
(4.2)
otherwise.

0

Where gnin^xpert is the ^'gain score" for a specific expert species, / is number
of exemplars, and Expert^ and System^ are the values of the i^^ element in the
expert species coverage vector and the system coverage vector respectively. Once
the gain score is calculated for each expert species, an expert of the species with
the highest gain score is created (either from the expert population, or spawned
from the expert species holotype in the expert archive) and added to the system. In
this way, the gain function identifies expert species that have formed part of other
systems able to handle the weaknesses of the given system, and which therefore
potentially offer functionality which can improve performance. The gain function
can be considered a form of negative correlation selection; it discourages the addition
of experts to systems with potentially large overlap in functionality, to produce a
diverse mixture of experts.
The add expert mutation operator was also augmented with a chance to add a
randomly selected expert network species to a system. This increased the diversity
of expert network species and combinations in the population, prevented expert
species from not being properly evaluated, and slowed convergence.
The constant sampling and updating of the coverage vectors makes them robust
for use with the gain function. Expert species that are incorrectly used by a gating
network will tend to fall out of the evolutionary pool quickly with minimal impact on
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the expert species coverage vector definition, while poorly defined expert coverage
vectors should become more accurate over time as the sampling size for the coverage
vector increases.
The use of negative correlation for neuroevolution is not a novel idea. A similar
approach is taken in the EENCL algorithm of Liu et al. [104]. Under EENCL, net
works in a population are trained using negative correlation in each generation to in
crease population diversity. In the final generation, k-means clustering is employed
to speciate the population, with the fittest member from each species forming part
of an ensemble. The diversity of the species means they tend to work well together
when joined as an ensemble. Although there are a number of similarities between
the EENCL and MFF-NEAT approaches, it should be noted that EENCL does not
employ a gating network, the ensemble members cannot contribute indirectly to the
output, and the network architectures are static and manually determined by the
user a priori.
It was however considered that the intelligent ensembles produced by EENCL
could naturally be emulated in MFF-NEAT if task decomposition of a problem is
not possible, relevant or beneficial, or if more expert networks are allowed than
necessary. In such a situation, the speciation of the expert networks will produce
diverse or divergent approaches to the same tasks, and complimentary expert net
works that focus on differing exemplars should be selected by the gain function. This
is a potentially powerful feature as using a genetic algorithm to weight the contri
bution of neural networks ensemble members has previously been demonstrated in
an empirical study to produce smaller ensembles with more powerful generalization
ability than popular approaches including Bagging and Boosting [327].
There are however open questions regarding the gain function, such as, for exam
ple, “s/mw/d overlap between coverage vectors he punished”, or

should exemplars

misclassified by the system receive an increased weighting”, that are not addressed
in the scope of this research.
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4.1.4.4

Further refinements

Although not considered key components of the MFF-NEAT algorithm, as they
are not required to produce the MoE architectures, the following two additions to
the algorithm were devised to address real practicality issues identified with the
algorithm in use.

4.1.4.4.1

MFF-NEAT-Islands

The ability to exchange expert networks facilitated by MFF-NEAT is only useful
when diverse and complimentary expert networks are evolved throughout the popu
lation. Due to the greediness of genetic algorithms, the iiopulation can converge or
settle on a local rninirnuni, which limits the diversity of the solutions in the popula
tion, therefore limiting the advantages of the MEF-NEAT algorithm. MFF-NEAT
has two properties which are beneficial to addressing this issue:

• The independent and encapsulated nature of the expert networks facilitates
the integration of functionality identified outside the population.
• The coverage vectors can identify a subset of specific exemplars that are poorly
handled by the population.

Considering both these points, an “zs/and” [304] can be spawned running a copy
of the MFF-NEAT algorithm in parallel to the main population, which trains only
on the exemplars poorly handled by the main population or experts.

Focusing

learning on specific exemplars can be considered as a type of boosting, but it should
be noted that this approach is used to produce modular components that will be
reused elsewhere, rather than the complete functional solutions typically produced
by boosting to form an ensemble.
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The island starts with a completely new population of solutions and its own
empty expert archive to encourage diversity and coverage of the search space, and
to avoid becoming trapped in the same local minima as the main population. After
a number of generations, useful expert networks identified in the island can be made
available to systems in the main population through adding them to the original
expert archive with a favourable coverage vector to promote their selection and
evaluation under the gain function. Gating networks from the island are discarded.
Larger exemplar sets may allow for the division of the island data into training and
testing sets to encourage generalization at the island level, but this approach was not
evaluated in the experiments presented here. Larger or more complex problems may
also benefit from higher levels of deconstruction by allowing the recursive launching
of sub-islands, or allowing multiple islands to be spawned in parallel from the main
population (perhaps one to deal with weaknesses in each species of MFF-NEAT
system). This however is not further investigated at this time.

4.1.4.4.2

Back propagation

When an expert network is added to a system, it may take a number of generations
before it is used intelligently by the system. This is a typical aspect of evolutionary
algorithms, but one which may negatively impact the definition of the species cov
erage vectors in the expert archive. To address this issue, an approach is evaluated
to ensure that functional expert networks are used in beneficial ways by the system
prior to fitness evaluation and updating the corresponding expert species coverage
vector in the expert archive; whenever an expert network is added to a system, the
synaptic weights of the gating network are trained using back propagation. In gen
erations where an expert network is not added, the weights of the gating network
are evolved under the standard MFF-NFAT approach.
Again, this approach draws a parallel with the FFNCL approach of Liu et al.
which uses negative correlation learning (which is a modification of BP) to train
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solutions produced through mutation [104]. Back propagation has also previously
been combined with NEAT in the L-NEAT algorithm [39]. The L-NEAT algorithm
evolves initial synaptic weight values, and frames the evolutionary task as producing
solutions that “respond well to hack propagation training^'.
In the following sections the functioning of the MFF-NEAT algorithm is scruti
nized, the performance of the approach is evaluated on a range of problems, and the
evaluations of the algorithm discussed. Following this, the algorithm is used to eval
uate a range of HIV-1 protease substrate encoding approaches in a bioinformatics
case studv.
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Figure 4.4: MFF-NEAT network produced using the thirty continuous scales out
lined by Niu et al. describing relevant physicochemical properties of the amino acid
substrate of the HlV-1 protease, as detailed in the literature review
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Figure 4.5: 160 binary and 86 continuous inputs corresponding to the { Oiihogonal,
Niu, Physicochemical] input vector detailed in the HlV-1 protease case study
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4.2

Evaluation

In this section, a number of small scale evaluations of MFF-NEAT from peer re
viewed sources are presented. Following this, the value of this approach is appraised
through rigorous statistical analysis of its performance on the challenging waveform
dataset, and performance is compared against various machine learning algorithms.
In chapter 5, the MFF-NEAT approach is evaluated on a higher dimensional prob
lem from the bioinformatics domain.

4.2.1

Experimental design

All evaluations carried out in this research limit the maximum number of expert
networks to four. This limit provided enough freedom to produce generally good so
lutions, while limiting the expansiveness of the search, because, as noted by Schrum
and Miikkulainen: ^'adding extra modules needlessly increases the size of the search
space, defeating some of the benefits of constructive neuroevolution'''' [247].

For

more complicated problems, the maximum number of experts can be increased, but
it was observed that restricting the number of experts reduced the potential for over
fitting which can result from the network growing too large, and focused evolution
by forcing the algorithm to achieve increased performance by optimizing existing
architecture. Focusing evolution on the refinement of a limited number of existing
experts should also improve the definition of the coverage vectors.
For the MFF-NEAT variations using back propagation to train the gating net
works, it was decided that the architecture of the gating networks should be both
static and very limited number of hidden layer neurons. This decision was made for
two reasons. Firstly, this limits the potential power of the gating network, which is
considered important to encourage the algorithm to produce useful expert networks.
Employing BP to optimize the gating network is a very
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may negatively impact the search of the solution space. In an unrestricted network,
architectural additions to the gating network could be optimized quickly using BP,
giving them a fitness boost over architectural additions in the gating networks which
are required to be optimized over a number of generations. This would likely result
in large gating networks that carry out the majority of the processing, and very
limited expert networks. Limiting the potential power of the gating network, and
encouraging useful expert networks should abate this issue. Secondly, this approach
avoids the previously noted issue that BP can struggle when training networks with
greater than three hidden layers, which can become an issue in constructive neu
roevolution algorithms.
The gating networks are set to a single hidden layer with a number of neurons
ecjual to the maximum number of expert networks per system. BP training is run for
100 iterations whenever an expert network is switched or added to a system. This
is considered sufficient as the gating network is restricted in architecture, and the
synaptic weights can be further refined later using the GA. Therefore, this approach
is intended to encourage the correct use of the experts, but still replies on the GA
to optimize the use of the evolving expert networks.
In the evaluations using islands, a single island is launched when the main popula
tion reaches the half way point in its execution in terms of the number of generations.
At this point, the coverage vector of the best performing solution is generated, and
all training exemplars that produce an evidential response that is below a threshold
under this solution are selected as training data for the island. The island training
data is padded with an equal number of training exemplars selected randomly with
replacement. This is to force the network to learn to generalize and to make the
island more resilient to overfitting the training data by increasing the data diver
sity. The poorly resolved exemplars will still form at least half the island training
data, likely increasing their value as targets for fitness improvements under the
GA relative to the original training dataset. The islands are launched for only 500
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generations, as the expert networks can be further refined through the standard
MFF-NEAT approach when added to the main population’s expert archive.

4.2.2

Parameters

Early evaluations of MFF-NEAT published in the paper '^Automatic task decom
position for the neuroevolution of augmenting topologies (NEAT) algorithm^ were

carried out using an unoptimized implementation of the MFF-NEAT algorithm, ne
cessitating the use a highly restricted rate of change in the population providing a
slow but controlled edging towards optimization over a number of generations. Un
der this set of parameters, denoted here the 'How disruption parameter set'\ a single
weight or architectural mutation is carried out to either the gating network or an
expert network each generation. Later evaluations used imrameters that allow the
search to be much more expansive by supporting multiple mutations occurring to a
single solution in a generation (the "high disruption parameter set'"). Although po
tentially more destructive to existing learned concepts in a solution, such a volatile
approach is required to effectively search larger solution spaces in a reasonable time
frame.
As for the CGPANN-RBF algorithm, parameters were selected based on a com
bination of experience and "trial and error'' evaluation on similarly sized datasets
during the development of the algorithm. Both parameter sets are evaluated across
a range of differing problems without tuning.

4.2.2.1

Low disruption parameter set

• Population size: 150
• Maximum number of expert networks per system: four
• Add expert mutation operator probability: 5%
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• Chance to mutate the Gating Network: 50%
• Chance to mutate a single expert network: 50%
• Survival rate: 40%
• Crossover probability: 50%
• Max weight perturbation: 0.2
• Mutation rate: 100%, allowing one of the following:
— Synaptic weight perturbation: 90%
— Add synapse operator probability: 6%
— Add neuron operator probability: 4%

The limited mutation offered by this approach can lead to quick convergence and
limited variability in the population. To improve the applicability of this approach
to the MFF-NEAT algorithm, a new system is added to the population every 50
generations as a new species comprising a minimal gating network. This process
encourages novel combinations of expert networks in later generations and promotes
small gating networks which use refined experts well.

4.2.2.2

High disruption parameter set

• Population size: 150
• Maximum number of expert networks per system: four
• Add expert mutation operator probability: 1%
• Survival rate: 40%
• Crossover probability: 50%
• Max weight perturbation: 0.2 (wuth a 5% chance of up to 1.0)
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• Add synapse operator probability; 1%
• Add neuron operator probability: 0.25%
• Mutation rate: 5% (5% chance of mutating each synaptic weight)

4.2.3

Published evaluations

4.2.3.1

Monks Third Problem

Monks dataset is an artificial problem designed for the comparative benchmarking of
different machine learning approaches [285]. Monks dataset comprises six categorical
attributes with 3,3, 2,3, 4 and 2 possible values respectively. Of the three tasks
defined for this dataset, only the third problem, A/3, is evaluated here as it is
considered the most challenging. A/3 produces a 1 output when the fifth attribute
has value 3 and the fourth attribute has value 1, or the fifth attribute does not have
the value 4 and the second attribute does not have the value 3. All other conditions
produce a 0 output. Five percent of the training data is rnisclassified to represent
noise in the dataset. The data was divided into 432 training exemplars and 122
exemplars for testing, and the algorithm run for 10,000 generations using the low
disruption parameter set.

4.2.3.2

Heart disease diagnosis

The goal of this dataset is to determine whether a major vessel is likely to have been
reduced in diameter by > 50% given a description of pain experienced by the patient,
the outcomes of various medical examinations, and patient demographics including
age, sex and smoking patterns.

The data used was taken from the PROBENl

“se^ of benchmarks and benchm,arking rules for neural network training algorithms'^
[220]. This dataset comprises 920 exemplars with thirty-five attributes. 44.7% of
the exemplars represent heart disease free cases. The output values are 0 and 1,
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representing the absence and presence of heart disease respectively. The exemplars
were randomly divided into 670 training cases and 250 test cases. The experiments
were again run for 10, 000 generations using the low disruption parameter set.

4.2.3.3

Mass spectral peptide data

Mass spectrometers are used to determine the molecular weights of elements in
a sample.

Tandem mass spectrometry can be applied to determine amino acid

subsequences in a protein to resolve its identity against a database of known proteins.
The typical process involves digesting a sample of the protein into short sequences of
amino acids (peptides) compatible with the process using a protease such as trypsin,
ionizing the mixture, isolating the ions of a specific mass (a specific subsequence)
using the first mass spectrometer, fragmenting the isolated ions, and recording the
masses of the resultant fragments. The amino acid chains have a proi)ensity to
fragment at specific points along their backbone, with the most prevalent cleavage
point being between the CO and NH on the covalent bond between amino acids. If
no further losses occur to the ion fragment created by this cleavage, it is denoted a bion if the charge is retained on the N-terniinus, or a y-ion if the charge is maintained
on the C-terniinus. By reading the m./z (mass to charge ratio) difference between
peaks of the same ion series, the identities of the amino acids can be determined.
However, many fragment types and additional losses are possible resulting in
a noisy spectrum, meaning that the peaks of the h— and y—ion series may not be
easily identifiable. However, the identity of these peaks can be corroborated by the
presence of ''^diagnostic'''’ peaks at relative intensity at specific offsets from the h—
or y—ion series peaks, e.g. the presence of a doubly charged ion at half the m/z
value of the peak [69], or the presence of the u—ion series peak at 55 m/z units
above a y—ion resulting from the loss of a side chain [242]. Differentiating h— and
y—ion series peaks can still be a challenging problem however due to limitations in
the precision of the mass spectrometers, overlapping patterns resulting from similar
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losses, the fact that the diagnostic peaks are not always present, and, when they are
present, their relative intensities can vary.
The goal of this dataset is to distinguish 6—ion series peaks from the similar
y—ion series peaks in the tandem mass spectra of peptides based on the relative
intensity of fragment ions at pre-defmed offsets from the peak. Additional inputs
include the m/z of the peak under investigation and characteristics of the spectrum
{e.g.

peak count, min m/z, max m/z).

The dataset was created from spectra

generated from a number of different laboratories and mass spectrometers, and
comprises an equal numbers of randomly selected b— and y—ion series exemplars,
corresponding to a 0 or 1 output respectively.

The exemplars are divided into

three sets: training data (750 exemplars), generalization data (150 exemplars) and
validation data (150 exemplars). The results presented in Table 4.1 represent the
mean performance for six networks (the maximum possible given time constraints)
trained using NEAT and MFF-NEAT, with the low disruption parameter set.

4.2.3.4

Wisconsin breast cancer (diagnostic)

MFF-NEAT was evaluated on the WBC dataset using the same experimental de
sign used in evaluating CGPANN-RBF in section 3.2. The performance of this
approach using leave-one-out cross validation and the high disruption parameter
set is presented in Table 4.1.

4.2.4

Waveform

The waveform dataset is an artificial three class problem taken from the UCI Ma
chine learning repository where each class represents a possible combination of two
wave patterns selected from a set of three possible base waves. The dataset comprises
5000 exemplars of twenty-one measurements from the resultant artificial waves.
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Dataset

Algorithm

Parameters

Accuracy

CCR

Reference

Monks Third Problem

NEAT

Low

0.9664

97.2222

|169|

Monks Third Problem

MFF-NEAT

Low

0.9642

97.9167

|169|

Heart Disease Diagnosis

NEAT

Low

0.8506

86

|169|

Heart Disease Diagnosis

MEE-NEAT

Low

0.8488

86

[169]

Mass Spectral Peptide Data

NEAT

Low

0.73

-

|169|

Mass Spectral Peptide Data

MFF-NEAT

Low

0.736

-

|169|

Wisconsin Breast Cancer

MFF-NEAT

High

-

96.49

|170|

Table 4.1: Published performance evaluations for the MFF-NEAT algorithm
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Figure 4.6: Two examples overlapped from each of the three classes in the waveform
dataset
Two exemplars from each of the three classes are given in Fig. 4.6 to illustrate the
variation within classes and the difficulty of the problem.
This dataset was selected for evaluating the MFF-NEAT algorithm as it was
considered that task decomposition could potentially be beneficial in achieving good
performance on this problem if the contribution of the base waves can be deconvoluted by the algorithm. Additionally, due to the level of noise and the number
of exemplars considered unclassifiable by other approaches, this dataset tests if
MEE-NEAT is able to function on data with characteristics common to real-world
problems in bioinformatics.
The following variations of MFF-NEAT, standard NEAT and standard BP ap
proaches were evaluated on the waveform dataset:
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Box Plot of Results
NEAT
BP4HLN
MFFNEAT-Islands
0.82

0.83

0.84

0.85

0.86

0.87

0.88

Correct Classification Rate

Figure 4.7: Box plot for the performance of BP4HLN, MFF-NEAT-Islands and
standard NEAT on the waveform dataset
• BP4HLN Back propagation with four hidden layer neurons in a single layer
• BP8HLN Standard BP with 8 HL neurons in a single layer
• BP12HLN Standard BP with 12 HL neurons in a single layer
• NEAT
• MFF-NEAT Core MFF-NEAT without islands or BP
• MFF-NEAT-Islands MFF-NEAT with islands
• MFF-NEAT-BP MFF-NEAT using BP
• MFF-NEAT-Islands-BP MFF-NEAT using islands and BP

The results presented in Table 4.2 correspond to the average CCR and the stan
dard deviation of 100 runs of each algorithm where the available data is shuffled and
randomly divided into training, generalization, and validation subsets in the ratio
2:1:1 respectively. The large proportion of exemplars given to the generalization
and validation sets is due to the high ratio of exemplars considered unclassifiable in
the waveform dataset. Using large partition sizes means that the samplings are likely
to be more representative, and less biased by sampling effects. A more in-depth anal
ysis of the distribution of the 100 results for each algorithm on the waveform dataset
generated by the algorithms is provided in Table 4.3, and the performance of the
the best approach for each class of classifier (MFF-NEAT, NEAT, and BP) is given
graphically in Fig. 4.7.
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Average CCR (*

Algorithm

Standard Deviation (%)

BP4HLN

85.17

0.92

BP8HLN

84.30

1.14

BP12HLN

84.06

1.46

NEAT

84.84

0.91

ATFF-NEAT

85.97

0.96

MFF-NEAT-Islands

86.00

0.84

MFF-NEAT-BP

85.71

0.77

MFF-NEAT-Islands-BP

85.80

0.98

Table 4.2: The correct classification rate (CCR) id standard deviation of various
algorithms on the waveform dataset, averaged acss 100 runs

Algorithiti

Median

Miininuni

Maximum

1st artile

3rd Quartile

Interquartile Range

BP4HLN

85.12

83.44

87.44

50

85.92

1.42

BP8HLN

84.08

81.52

87.68

54

85.20

1.66

BP12HLN

83.96

80.00

89.04

82

84.94

1.82

NE.4T

84.80

82.48

87.12

88

85.44

1.26

MFF-NE.4T

85.96

83.60

88.24

86

86.64

1.28

MFF-NEAT-Islands

86.00

83.20

87.76

8t4

86.56

1.12

MFF-NEAT-BP

85.76

83.52

87.36

84

86.24

1.10

MFF-NEAT-Islaiids-BP

85.68

83.60

88.32

86

86.60

1.54

Table 4.3: Analysis of the distribution of resul presented in Table 4.2 on the
waveform dataset
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The results presented here across all experimei evaluated in the next sec
tion and the strengths and weaknesses of the MFFT algorithm are discussed.
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4.3

Discussion

In this section, the evaluations of MFF-NEAT pred in the previous section are
analyzed and discussed. MFF-NEAT is appraiseced on these results, and both
the weaknesses and advantages of the approach asessed.

4.3.1

Published datasets

This section provides a "‘proof of concept'" discueand evaluation of the perfor
mance of the algorithm using peer reviewed puld results. The MEF-NEAT
performance on the Monks Third, Heart Disease Losis and Mass Spectral Pep
tide data are relatively consistent with the perform of the NEAT algorithm, and
highly competitive with other published results on data. The WBC results were
however inferior to more than half of the sampling suits presented in Table 3.13,
corresponding to equivalent leav(^one-out evaluati-md below the 97.19 recorded
for CGPANN-RBE approach. The results for NEmd MFF-NEAT on the mass
spectral peptide data correspond to the average oruns of the algorithms each,
with accuracies of {0.7224, 0.7386, 0.7295, 0.7222,45, 0.7349} (mean 0.730) for
NEAT and (0.7330, 0.7353, 0.7386, 0.7264, 0.752(319} (mean 0.736) for MEENEAT. These results were evaluated using a Stud t-test, to produce a

value

of 1.28. The performance of this small scale evaluas therefore insufficient to say
with confidence that MEE-NEAT offers an advai over standard NEAT. The
mass spectral peptide data was generated in-hous\ is not publicly available so
comparison with published results is not possible, he results were slightly below
the 74% recorded as part of previous research.
It should however be noted that the results recc for NEAT and MEE-NEAT
were achieved with no manual optimization or tuni parameters, whereas, for ex
ample, the mixture-of-experts benchmark on the moectral dataset was achieved
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using considerable amounts of trial and error iirerrnining an optimized architec
ture, and the WBC dataset was selected for e ation because it was considered
here (based on the literature review) that CGP/-RBF would be particularly well
suited to that specific problem. Therefore, alt^h MFF-NEAT did not achieve
best in class performance on any of these datae it was able to generate compet
itive solutions across a range of problems in Fjust manner with minimal user
interaction, and without requiring the tailoringiaranieters.

4.3.2

Waveform

As for the WBC evaluation of CGPANN-RBF, waveform dataset was selected
as a benchmark for MFF-NEAT as it was consed a problem well suited to the
approach, and the results achieved reflect thisrording to the results presented
in Table 4.2, all four MFFNEAT variations trd were able to outperform the
NEAT and MLP benchmark evaluations using same experimental design when
performance is averaged across 100 solutions piced using random distributions
of the data between training, generalization cvalidation.

A box plot of the

results obtained for the best performing of each;s of algorithm evaluated (MLP,
NEAT and MFE-NEAT) is presented in Fig. which shows clearly favourable
performance for MFF-NEAT-Islands compared tandard NEAT on this problem.
Given the observed difference in performanctween NEAT and MEF-NEATIslands, the results were compared using a t- with the null hypothesis that
test ulated a p — value (probability)

the means of the results are same. The

of 2.25E — 17 of observing at least as large a cence in sample means through
sampling effects under the null hypothesis. As mean CCR of the MFF-NEATIslands was higher, and the p — value is less t 0.0001, we can reject the null
hypothesis and say with high confidence that, the evaluations presented here,
MFE-NEAT-Islands offered a significant irnprcient over the standard NEAT
implementation for this dataset. If the expert rorks were not contributing use152
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fully to the solutions, a decrease in performance would be expected compared to
the NEAT evaluation due to the increased noise, wasted evolutionary effort, and
corresponding increase in the difficulty of the problem. Therefore, the increased
performance suggests that the expert networks do contribute meaningfully to the
classifications produced by the overall system.
A

test between the BP4HLN (best performing BP only approach) and MFF-

NEAT-Islands result sets generated a p — value of 3.951E — 10. Compared to the
previous test, we are less likely to reject the null hypothesis, but this shows that
the difference in means is still extremely statistically significant. Therefore, we can
confidently state that MFFNEAT-Islands offers an advantage over NEAT and the
best performing BP based variation in our evaluations on the waveform dataset, but
this evaluation is less decisive as there may be MLP architecture configurations not
evaluated here which offer increased performance.

4.3.2.1

Comparison with published results

To further appraise the performance achieved by the MFF-NEAT algorithm beyond
the BP and NEAT control experiments, a sampling of published findings which
evaluate various classifiers on the waveform dataset are surveyed. The results are
presented in Table 4.4. Again, it should be noted that experimental design may
play a role in the large variation observed in the results. Therefore, results should
not be compared directly, but it does provide a good indication of the quality of the
solutions produced by MFF-NEAT.
Of particular note is the performance of the “ One-against-all Ensemble^'’ (OAAE),
a novel class based task decomposition algorithm presented by Oong and Isa [206].
For multiclass problems with k classes, one-against-all (OAA) class decomposition
specifies the creation of k classifiers. Each classifier is trained in turn to discrimi
nate one of the classes from all the others. The task decomposition can therefore
be carried out a priori in the absence of domain knowledge. The OAAE algorithm
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#

Algorithm

Results presented in

CCR (%)

1

ERF |83|

16|

83.39

2

lERF

|6|

82.42

3

CART |26|

|99|

<80

4

Fuzzy decision tree |273]

|99|

<85

5

Geno-fuzzy

|99|

<85

6

C4.5

|74|

81.83

7

VFDTcNB

1741

82.85

8

VFDTcMC

I74|

79.84

9

C4,5

|53|

76.89

10

Randomized C4.5

1531

82.16

11

Bagged C4.5

1531

83.25

12

Adaboosted C4.5

|531

84.79

13

Inductive logic programming and Boosting

12251

85.31

14

Boosted predicate classifiers

12261

85.22

15

C4.5

12861

68.2

16

Nave Bayes

12861

82.9

17

IBl |45|

12861

73.8

18

C4.5 NB and IBl stacked using multi-response linear regression algorithm

12861

83.2

19

SVM

12241

84.06

20

Nearest Neighbour

12241

76.87

21

Troika

11791

85.56

22

Stacking

11791

84.64

23

StackingC

11791

82.88

24

OAAE

12061

86.66

25

BP4HLN

85.17

26

BP8HLN

84.30

27

BP12HLN

84.06

28

NEAT

84.84

29

MFF-NEAT

85.97

30

MFF-NEAT-Islands

86.00

31

MFF-NEAT-BP

85.71

32

MFF-NEAT-Islands-BP

85.80

Table 4.4: Published results on the waveform dataset across a range of classifiers
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augments this approach by building an ensemble of classifiers to discriminate each
class. Using MLPs as the base classifiers and stratified 10—fold cross validation, the
authors reported achieving 86.66% CCR on the waveform dataset.
OAAE provides the best reported results identified, followed by the MFF-NEAT
variations.

Both these approaches outperform all non-task decomposition based

evaluations surveyed in Table 4.4 and the control experiments in Table 4.2. The
observed superior performance for both task decomposition based approaches sup
ports the intuitive notion that task decomposition can aide in improving classifier
performance on the waveform dataset. OAAE shares many of the advantages of
MFF-NEAT, but includes inherent redundancy which is claimed to improve system
generalization.
The limitation of the OAyVE approach is that it is not applicable to function
approximation, unlike the MFF-NEAT algorithm, and performance is of course de
pendent on the manual selection of adequate architectures. MFF-NEAT is also
capable of finer grained task decomposition (tasks shared by different classes, and
multiple tasks within the same class) so may still be more beneficial for other multi
class problems. Although MFF-NEAT is outperformed by OAAE, the performance
relative to other published results suggest that MFF-NEAT can be considered to
produce highly competitive classifiers, which are not as limited in applicability as
those produced by the OAAE algorithm.

4.3.2.2

Evaluation of the use of islands

The advantage offered by using islands is evaluated using a

test to compare the

results achieved by the individual MFF-NEAT and MFFNEAT-lslands classifiers
used to generate Table 4.2. The outcome was a p — value of 0.83627, which is
insufficient to reject the null hypothesis (there is no difference in performance) with
confidence. This result does not suggest that the use of islands is not beneficial to
MFF-NEAT, merely that they do not offer a statistically significant improvement
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Algorithm

Average CCR (%)

Standard Deviation

MFF-NEAT-BP-R

85.90

0.93

MFE-NEAT-Islands-BP-R

85.93

0.98

Table 4.5; Performance of the MFF-NEAT-BP and MFF-NEAT-islands-BP algo
rithms when the gating network synaptic weights are randomized prior to BP train
ing
Algorithm

Median

.Minimum

.Ma,ximum

1st Quartile

3rd Quartile

Interquartile Range

MFF-NEAT-BP-R

85.92

83.52

88.40

85.22

86.48

1.26

MFF-NEAT-Islands-BP-R

85.80

83.52

89.04

85.26

86.54

1.28

Table 4.6; Analysis of the distribution of results presented in Table 4.5 on the
waveform dataset
here. This result is limited to evaluations on the waveform dataset, so the use of
islands may still offer a provable advantage on other datasets. At the very least, the
use of islands does not appear to be detrimental to performance in the evaluations
carried out here.

4.3.2.3

Evaluation of the use of back propagation with MFF-NEAT

In Table 4.2, performance was observed to drop when BP was employed to inte
grate the expert networks. It was considered that local minima may potentially be
an issue when trying to integrate functionality provided by a new expert network
into existing somewhat optimized solutions, thus reducing the benefits of the MoE
approach. Based on this hypothesis, the evaluations of both the MEF-NEAT-BP
and MFF-NEAT-islands-BP variations were repeated, designated MFF-NEATBPR and MEF-NEAT-islands-BP-R respectively, in which the gating network synaptic
weights were randomized prior to BP training. This experiment was designed to in
vestigate if the integration of expert network functionality could be improved by first
escaping any local minima of the solution space. The results of these experiments
are presented in Table 4.5 and 4.6.
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Algorithm

Average CCR (%)

Standard Deviation

MFF-NEAT-Islands-BP50-R

86.61

0.93

MFF-NEAT-Islands-BP-R

85.93

0.98

MFF-NEAT-Islands-BP200-R

85.48

0.82

Table 4.7: Performance of MFF-NEAT-Islands-BP-R when 50, 100, and 200 itera
tions of the BP algorithm are used to train the gating network when an expert is
added or switched
.Algorithm

Median

Mininiuni

Maximum

1st Quartile

3rd Quartile

Interquartile Range

MFF-.\E.4T-Islands-BP50-R

86.20

84.56

88.64

85.40

86.72

1.32

MFF-.NE.4T-Islarids-BP-R

85.80

83.52

89.04

85.26

86.54

1.28

.\lFF-NEAT-Islaiids-BP200-R

85.48

83.52

88.00

84.88

85.54

0.96

Table 4.8: Distribution of results for MFF-NEAT-Islands-BP when 50, 100, and 200
iterations of the BP algorithm are used to train the gating network when an expert
is added or switched
Although randomizing the synaptic weights of the gating network does lead to
increased performance on both variations of the MFF-NEAT algorithm evaluated,
the performance was still marginally lower than that observed when BP was not em
ployed. Other potential contributing factors considered were over- or under-training
due to the simplicity of the BP algorithm implemented; BP was run for exactly 100
epochs with no early stopping criterion. To evaluate this, two limited trails (50 runs
each) of the algorithm are carried out on the best performing BP variation (MEFNEAT-Islands-BP-R), where the number of BP iterations was reduced from 100
(as employed to generate Tables 4.2, 4.3, 4.5, and 4.6) to 50 (MFF-NEAT-IslandsBP50-R) or increased to 200 (MFF-NEAT-Islands-BP200-R). The results of these
additional experiments are presented in Tables 4.7 and 4.8.
Increasing the number of BP iterations from 50 to 100 and 200 iterations showed
a decrease in performance.

A Ttest between the results of MFF-NEAT-Islands-

BP50-R and MFF-NEAT-Islands-BP-R (100 iterations) produced a p-value of 0.1749.
That is, there is evidence to suggest (although not sufficient to state with confidence)
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that increasing the level of BP is detrimental to the generalization ability of the so
lutions. Two potential explanations for the observed decrease in performance are
suggested here. Firstly, the results demonstrate potential overtraining, even at the
low numbers of iterations of the BP algorithm. Due to the competitive nature of
GAs, networks which overtrain on the data evaluated by the fitness function can
monopolize the proceeding generations, hampering the heuristic search of the solu
tion space and ultimately giving a reduction in overall performance. Secondly, the
gradient descent algorithm is greedy, and should provide faster convergence at the
expense of the expansiveness of the search. Therefore, even if BP is not overfitting,
it may hinder the ability of MFF-NEAT to adequately search the solution space.
The potential overfitting issue arises from the same data being used for the
BP and the GA. Given sufficient data, a ])ortion could be set aside exclusively
for BP training, which would avoid overfitting the fitness function through BP.
This is however not a realistic scenario for many problems, as the data typically
available is limited, while all subdivisions of the data are required to be a reasonably
representative sampling of the problem.

4.3.3

Advantages of this approach

Three key benefits were identified which MFF-NEAT can offer over the standard
NEAT algorithm:

1. Promotion of the dissemination of useful functionality
2. Optimizing the use of information generated in evaluations
3. Efficient evolution through task decomposition
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4.3.3.1

Promotion of the dissemination of useful functionality

The independent nature of the expert networks makes them a favourable approach
for neuroevolution. This independence facilitates the propagation of functionality
provided by the experts across systems of varying species in a highly principled
crossover-like manner with minimal disruption to previously learned concepts and
avoiding the competing conventions problem. Additionally, expert networks are
evolved in parallel under different conditions (in different combinations of experts)
keeping diversity high in the population and increasing the chance of discovering
useful expert networks. The novel concepts of a gain function and coverage vectors
promote the propagation of partial solutions with innovative or useful functionality,
leading to a more efficient algorithm which focuses evolutionary energy on underperforming areas of the problem space.

4.3.3.2

Optimizing the use of information generated in evaluations

Standard NEAT evaluates the potential solution populations on every exemplar, but
makes use of only the average fitness. Contrary to this, the coverage vectors main
tained by MFF-NEAT are used to consider the performance of both the systems and
expert networks on a per-exemplar basis, which facilitates the focusing of evolution
ary energy on specific exemplars to make the evolution more efficient. Additionally,
the expert species coverage vectors are retained and refined over the lifetime of the
program, providing a catalogue of functionality which can be searched to efficiently
target evolution and increase the reuse of information generated over the course of
the execution of the algorithm. As the sampling size for an expert species coverage
vector increases, a progressively more accurate impression of the functionality of the
experts is achieved, resulting in more efficient use of the recorded information.
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4.3.3.3

Efficient evolution through task decomposition

The principle of divide-and-conquer reduces a problem into a number of subprob
lems, each tackled by an independent network. Each network will tend to deal
with only a subset of the input vector and require only a fraction of the neurons
and synapses of a monolithic neural network attempting to solve the entire prob
lem. This results in small genomes for the expert networks and a simplified error
surface [316] meaning specific (but reduced) functionality can be evolved efficiently.
The isolation of the task specific neurons and synapses in the expert networks has
the additional effect of minimizing the potential for crosstalk and catastrophic in
terference, further increasing the efficiency of the neuroevolution process. Similar
benefits can be expected for the gating network, as it does not need to learn func
tionality which has been farrned-ouV' to the expert networks. This decomposition
makes complex tasks more manageable, allowing the algorithm to efficiently evolve
large and complex networks capable of intricate decision boundaries.

4.3.4

Shortcomings of this approach

The approach is not without its issues, and although robust, it is not suitable for
all problems. The following is a list of limitations which are highlighted by the
evaluations carried out here:

1. Time required
2. Parameter selection
3. Overfitting
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4.3.4.1

Time requirement

Despite the efficiencies inherent in the algorithm, such as the task decomposition,
the functional reuse and the focusing of evolution, neuroevolutionary approaches
can still require a significant amount of time for non-trivial problems due to the
stochastic nature of the algorithm leading to much wasted evolutionary energy. For
reference, running on a server capable of executing twelve threads concurrently, it
required approximately five days to run the algorithm 80 times for 2000 genera
tions with a population of 150, a maximum of four experts per solution, and 2724
training exemplars to generate data used in Table 5.14 for the {Orthogonal, Niu,
Physicochemical] encoding (246 inputs) of the HIV'-l protease dataset discussed in
chapter 5. Therefore, there are practical limits on the applicability of this approach
in terms of the size of the problem it can handle, which may form a bottleneck
in some investigations. However, using a trained network is extremely quick, and
may even be quicker than an equi\'alent monolithic network as the experts can be
evaluated in parallel.

4.3.4.2

Parameter selection

Although MFF-NEAT is applied primarily to remove the need for the user to specify
the architecture, the algorithm itself has a large number of parameters that need
to be specified by the user prior to execution; population size, maximum number of
experts, number of generations, number of active species, mutation rate, add synapse
rate, add neuron rate, add/swap expert rate, crossover probability, and survival
rate. However, the experiments carried out suggest that the selection of parameters
is generally quite robust with high practical ranges, and it is much less significant to
overall performance then manually selecting an architecture or experimental design.
It has however also been demonstrated in the evaluations that certain parameters
need to be carefully selected to avoid suboptimal performance, e.g., the number
of BP iterations, if applicable. There is scope in the future work to investigate if
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the required user interaction can be further reduced, or if specific parameters can be
made more robust. I believe this is reasonable as the speciation threshold parameter
is already inherently adjusted by the NEx\T algorithm to control evolution (with
positive results), and it has been demonstrated approaches such as Dynamic Subset
Selection (DSS) can be employed to automatically deal with experimental design
issues based on runtime performance.

4.3.4.3

Overfitting

MFF-NEAT is capable of producing extremely intricate decision boundaries. Ele
ments of the algorithm such as the expert networks, which can rapidly (in terms
of generations) grow the system architectures, and coverage vectors, which focus
evolution on specific exemplars in the training data, combined with the greediness
of the fitness function may lead to excessive architectures which overfit the training
data and offer reduced generalization ability. Therefore, MFF-NEAT is not recom
mended for small problems requiring less complicated decision boundaries, problems
which do not benefit from the use of task decomposition, or for datasets suffering
from the curse of dimensionality without significant preprocessing of the data using
approaches such as feature selection.

4.3.5

Summary and conclusions

The MFF-NEAT algorithm leverages the complexification, speciation, and princi
pled crossover of the powerful NEAT algorithm, and combines them with an expert
archive, coverage vectors and gain function to evolve large, sparsely connected neu
ral networks with minimal user interaction, good generalization ability and very
positive results. The published evaluations provide a proof-of-concept evaluation
for the algorithm across a range of problems, while the results on the waveform
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dataset demonstrate that the algorithm can produce highly competitive results, and
that the expert networks make a meaningful contribution.
The algorithm not only facilitates parallel task decomposition, but also encour
ages a vertical (step-wise) decomposition of the problem by simultaneously evolving
the expert and gating networks. The vertical modularization is achieved by identi
fying useful patterns in the dataset which arc abstracted into low level functional
blocks that can be trained and optimized across solutions in the population. There
fore, this approach encourages modularization and local processing, and potentially
the learning of functionality deep within the network that is not directly relevant
to the output of the system.
As the expert networks are shown to be functional and independent, they can be
regarded as carrying out local processing. The potential for catastrophic interference
is therefore reduced as the functionality relating to different patterns can be farmed
out to the separate independent expert networks. Spatial crosstalk is reduced as the
expert networks tend to focus on a specific problem or a subset of the problem.
The experiments on the waveform dataset show a statistically significant perfor
mance increase for MFF-NEAT over standard NEAT, and an improvement over a
range of other approaches identified in the literature. The nature of the waveform
dataset serves to demonstrate that the coverage vectors and gain functions can op
erate effectively where a number of exemplars are considered unclassifiable and in
the presence of noise, .suggesting that MEF-NEAT is a robust approach when used
with a good experimental design. The use of islands and BP in the MFF-NEAT
algorithm could however not be justified by the results, and further investigation is
required.
In order to further evaluate MFF-NEAT, the next chapter provides a compre
hensive use case of the application of MFE-NEAT to a real world problem from
the bioinformatics domain; determining the specificity of the HIV-1 protease given
examples of substrates which are both digested and not digested by the protease.
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This is an interesting problem with a number of characteristics and complications
typical in bioinformatics datasets. The approach taken is highly exploratory which
provides a comprehensive analysis of the consistency and robustness of MFF-NEAT,
and the performance is compared against the claimed
to this problem using SVMs.
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state of the arV' approach

Chapter 5
Case study: determining HIV-1
protease specificity

5.1

Introduction

Appendix A includes reviews of GAs and ANNs applied to a range of topics in
the bioinformatics domain. In addition to this, this chapter provides an in-depth
evaluation of the application of MFF-NEAT to a real world problem from the bioin
formatics domain; determining the specificity of the HIV-1 protease given a number
of exemplars of cleaved and non-cleaved peptide substrates.
Determining HIV-1 protease specificity can be a high dimensionality problem,
where even the relevant input features are under debate. The scope of the prob
lem, limited amount of data, biased sampling, potentially misclassified data, and
potential importance of weak patterns make this dataset representative of common
problems encountered in bioinformatics. This subject is selected for review as it
can be considered a representative issue in bioinformatics, with a number of typical
complications, making it a very appealing benchmark for putative machine learning
bioinformatics tools such as MFF-NEAT.
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For this problem, a recently published ML paper by a highly cited author
on the topic hypothesizes that only the identity and sequence information of the
amino acids in the substrate are required for optimal performance [228j. Herein, a
counter example is provided that falsifies this hypothesis by evaluating a number
of amino acid encoding approaches which incorporate potentially relevant physic
ochemical properties of the substrate. In out-of-sample evaluations, ensembles of
MFF-NEAT classifiers using specific physicochemical properties of the substrate
are demonstrated to consistently outperform the recently published

state-of-the-

arV benchmark linear SMM (LSVM) based approach which uses only amino acid
sequence and identity information.
There are two objectives in this chapter: (1) determining if direct encoding
of physicochemical properties of amino acids in the HIV-1 protease sulistrate are
relevant to improving performance, and (2) evaluating the practicality and robust
ness of MFF-NEAT. An overview of HIV-1 and HIV-1 protease is provided, along
with a technical definition of the problem and a description of available data. A
review of recent research relating to the api)lication of bioinforniatics approaches
to determining HIV-1 protease specificity is carried out. Alternative views and dis
parate approaches to the problem are highlighted and discussed. A number of direct
amino acid encoding approaches which deviate from the hypothesis presented in the
recently published state of the art approach, but which still claim good performance,
are evaluated using an MFF-NEAT classifier, and the results compared. The bene
fits and issues with the use of MFF-NEAT to this investigation are highlighted and
discussed. Issues dealing with imbalance in the ratio of case to control exemplars
are also highlighted.

5.1.1

Overview

Human immunodeficiency virus (HIV) is the causative agent of AIDS {acquired
immunodeficiency syndrome) [17,73]. According to figures released by the World
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Health Organization (WHO), the AIDs epidemic was responsible for between 1.4
and 1.7 million^ deaths globally in 2013. Although no cure for HIV or aids has been
found, this number has decreased since 2005. In the United States of America, HIV
incidence is stable at 50,000 per year
For the HIV virus to become infectious, it must mature to its virion stage allow
ing it to travel between cells. HIV encodes many of the peptides (amino acid chains)
required for its lifecycle in polypeptides which must be cleaved to produce several dif
ferent functional proteins. To achieve this, HIV also encodes HIV-1 protease [264].
Proteases are enzymes capable of cleaving amino acids bonds in peptides at a point
that match their specificity |160,289|. The specificity of HIV-1 protease allows it to
cleave the viral Gag and Gag-Pol precursor polypeptides into functional and struc
tural proteins |139|. Previous lab results describe the specificity of the protease as
depending on the profile of the substrate under the ^Goek and key" model |219|.
One approach which has contributed to the reduction in AIDS deaths is the
use of protease inhibitors (PI) which bind to the active site of the HIV-1 protease
preventing it from functioning correctly. This interrupts an essential part of the HIV
maturation process, rendering it non-infections. HIV is however a highly robust
virus, where it is estimated that, in an infected individual, every possible single
point mutation can occur between 10'^ and 10''^ times per day [43]. Therefore, for a
given protease inhibitor, it is likely that a strain of HIV-1 will evolve that encodes
a resistant HIV-1 protease [144]. To design efficient inhibitors that are able to
combat the robustness of HIV, a thorough understanding of the protease specificity
is required.
^ http://www.who.int/gho/hiv/epideinic_status/deaths_text/en/
^http://www.cdc.gov/hiv/statistics/basics/ataglance.html
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Figure 5.1: Three dimensional structure of the HIV-1 protease. This image is taken
from the journal article “yin Infrastructure to Mine Moleeular Descriptors for Lig
and Selection on Virtual Screening” |254|.

5.1.2

Technical definition of HIV-1 protease

The activity of the HIV-1 protease-peptide interaction is dictated by the four amino
acids at either side of a scissile bond, forming the substrate of the protease [204|.
The eight amino acids (8-nier/octanier) in the substrate area are labelled {P4, P3, P2,
Pi,

P2, P3, P4} under the typically used nomenclature introduced by Schechter

and Berger [244]. The protease active site, if it exists, is located between positions
Pi and P]'. The corresponding amino acids in the HIV-1 protease are labelled {5'4,
S'S: S2, 5i, Pi, S2: P3, P4}. Fig. 5.1 illustrates the three dimensional structure of the
HIV-1 protease, and Fig. 5.2 shows the alignment of the active area of the protease
and the substrate.
The task is therefore to determine which octaniers can be cleaved by the HIV1 protease. As each letter in the octamer has twenty different possible identities
(dealing only with the twenty standard proteinogenic amino acids), there are 20^ =
25,600,000,000 (25 billion) possible sequences. For problems such as this, it is
unrealistic to define the specificity through brute force laboratory work. Instead,
focus has turned to machine learning for its ability to generalize classifications for
octaniers which have not had their specificity experimentally defined [57].
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Figure 5.2: Labelling of the HIV-1 protease active site and the substrate.

The

substrate can be the targeted Gag and Gag-Pol precursor polyproteins, but also any
accessible octainer in a peptide which niatches the specificity of the protease.
The specificity of the HIV-1 protease is still an open problem, and currently a
very active area of research. Understanding and predicting the specificity of HIV-1
protease is an important and relevant task, but also adding to the domain knowledge
could aid in the design and synthesis of more tightly binding, robust and efficient
inhibitors, or help with the design of adaptive drugs, able to inhibit several variations
of a protease.

5.1.3

The dataset

The data used in this case study was taken from the UCI machine learning data
repository^. Each exemplar has two attributes: an eight letter string representing
the eight amino acids in the T4 to

locations, and a label, “1” or “ — 1”, representing

whether this octainer would be cleaved (case) or not cleaved (control) respectively
by the HIV-1 protease at the Pi-P[ site. The allowed alphabet for the character
string representing the octainer is [A,R,N,D,C,Q,E,G,H,I,L,K,M,F,P,S, T,W,Y,V
each representing a different standard proteinogenic amino acid. The dataset is
comprised of four separately published smaller collections, which will be referred to
throughout this research by the designations in bold font:
hittps://archive.ics.uci.edu/ml/datasets/HlV-l protease cleavage

169

Novel Neuroevolutioii Techniques for the Life Science Domain
746 : 746 exemplars (401 cleaved, 345 non-cleaved) |319]
1625: 1625 exemplars (374 cleaved, 1251 non-cleaved) |144]
Schilling: 3272 exemplars (434 cleaved, 2838 non-cleaved) [245]
Impens: 947 exemplars (149 cleaved, 798 non-cleaved) collected from four
sources [8,81,113,197]

This corresponds to a total of 6590 exemplars, of which 1358 represent HIV-1
cleavages. These four datasets contain 740 repeated exemplars, and ten octaniers
with different classifications in different sets. Removing the conflicting exemplars
and reducing the repeated exemplars each to a single instance lowers the count to
5830 exemplars, of which 991 represent cases. The available data represents only
0.00002% of all possible eight amino acid secpiences which can be generated from
the twenty standard coding amino acids.
60S ribosomal protein L3 (Swiss-Prot accession P39023) is an example of the
peptide which is cleaved by HIV-1 protease. The fasta file for this peptide is given
in Fig. 5.3. The fasta file format contains the amino acid sequence of the protein
in a formatted fashion and header information.
>spIP39023IRL3_HUMAN 60S ribosomal protein L3 OS=Homo sapiens
GN=RPL3 PE=1 SV=2
MSHRKFSAPRHGSLGFLPRKRSSRHRGKVKSFPKDDPSKPVHLTAFLGYKAGMTHIVREV
DRPGSKVNKKEWEAVTIVETPPMVWGIVGYVETPRGLRTFKTVFAEHISDECKRRFYK
NWHKSKKKAFTKYCKKWQDEDGKKQLEKDFSSMKKYCQVIRVIAHTQMRLLPLRQKKAHL
MEIQVNGGTVAEKLDWARERLEQQVPVNQVFGQDEMIDVIGVTKGKGYKGVTSRWHTKKL
PRKTHRGLRKVACIGAWHPARVAFSVARAGQKGYHHRTEINKKIYKIGQGYLIKDGKLIK
NNASTDYDLSDKSINPLGGFVHYGEVTNDFVMLKGCWGTKKRVLTLRKSLLVQTKRRAL
EKIDLKFIDTTSKFGHGRFQTMEEKKAFMGPLKKDRIAKEEGA

Figure 5.3: Fasta file for the 60S ribosomal protein L3
This protein contributes two case exemplars to the Impens dataset
LKGC,r\ and

DFVM-

FQTMEEKK,!'') as well as potentially numerous control exem

plars. Information regarding the cleavage sites and resultant peptides is presented
in Table 5.1. The start and end values correspond to the offset of the amino acids in
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Peptide produced

Start

End

Cleavage site

P4

Ps

P2

Pi

P{

P'

P-s

P'
-'4

LKGCVVGTKKR

332

342

DFVMILKGC

D

F

V

M

L

K

G

C

EEKKAFMGPLKKDR

382

395

FQTM|EEKK

F

Q

T

M

E

E

K

K

Table 5.1: Peptides produced by HIV-1 protease from the 60S ribosonial protein L3
>sp1P39023IRL3_HUMAN 60S ribosomal protein L3 OS=Homo sapiens
GN=RPL3 PE=1 SV=2
MSHRKFSAPRHGSLGFLPRKRSSRHRGKVKSFPKDDPSKPVHLTAFLGYKAGMTHIVREV
DRPGSKVNKKEWEAVTIVETPPMWVGIVGYVETPRGLRTFKTVFAEHISDECKRRFYK
NWHKSKKKAFTKYCKKWQDEDGKKQLEKDFSSMKKYCQVIRVIAHTQMRLLPLRQKKAHL
MEIQVNGGTVAEKLDWARERLEQQVPVNQVFGQDEMIDVIGVTKGKGYKGVTSRWHTKKL
PRKTHRGLRKVACIGAWHPARVAFSVARAGQKGYHHRTEINKKIYKIGQGYLIKDGKLIK
NNASTDYDLSDKSINPLGGFVHYGEVTNar^EKGCWGTKKRVLTLRKSLLVQTKRRAL
EKIDLKFIDTTSKFGHGRFQTMEEKKAFMGPLKKDRIAKEEGA

Figure 5.4: HIV-1 Cleavage point in 60S ribosonial protein L.3 which produces pep
tide LKGCVVGTKKR
OOS" ribosonial protein L3 representing the first and last amino acids in the smaller
peptides produced by the protease.
Fig. 5.4 and 5.5 show the same fasta file, but with the peptides produced high
lighted in yellow. The amino acids highlighted in blue represent the P4-P1 section
of the substrate which forms part of the specificity of the HIV-1 protease, but which
does not form part of the resultant peptide.
This is an imbalanced dataset, with only roughly 17 — 20% of the data repre
senting case exemplars, depending on how the data is approached. Natural subsets
>spIP39023IRL3_HUMAN 60S ribosomal protein L3 OS=Homo sapiens
GN=RPL3 PE=1 SV=2
MSHRKFSAPRHGSLGFLPRKRSSRHRGKVKSFPKDDPSKPVHLTAFLGYKAGMTHIVREV
DRPGSKVNKKEWEAVTIVETPPMVWGIVGYVETPRGLRTFKTVFAEHISDECKRRFYK
NWHKSKKKAFTKYCKKWQDEDGKKQLEKDFSSMKKYCQVIRVIAHTQMRLLPLRQKKAHL
MEIQVNGGTVAEKLDWARERLEQQVPVNQVFGQDEMIDVIGVTKGKGYKGVTSRWHTKKL
PRKTHRGLRKVACIGAWHPARVAFSVARAGQKGYHHRTEINKKIYKIGQGYLIKDGKLIK
NNASTDYDLSDKSINPLGGFVHYGEVTNDFVMLKGCWGTKKRVLTLRKSLLVQTKRRAL
EKIDLKFIDTTSKFGHGRBUEEKKAFMGPLKKDRIAKEEGA

Figure 5.5: HIV-1 Cleavage point in 60S ribosomal protein L3 which produces pep
tide EEKKAFMGPLKKDR
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within the data, such as the Impens dataset, can have even more extreme imbalances.
This presents a problem for many learning algorithms which typically do not handle
imbalanced data well. Beyond learning, this also has an additional impact on the
evaluation and comparison of classifiers. For problems such as this, the Receiver
Operating Characteristic (ROC) is a common approach to gauging performance and
comparing results in medical data reporting as is not affected by the bias in the
number of case to control exemplars [178]. The ROC uses the true positive and
false positive rates as normalized co-ordinates to chart the trade-off between the
two metrics at different threshold values [250].

5.1.4

Related approaches

One of the key issues in this task is defining how to encode the octanier sequences
in a manner suitable for interpretation by a machine learning algorithm. Some ap
proaches, such as rule based classifiers and decision trees can handle non-numerical
data, so can deal with the octamers in their natural form. However, for approaches
such as the SVM and ANNs, numeric or binary encodings are required. In addi
tion to the amino acid identity and sequence data, information corresponding to
the properties of the amino acids can also be generated or referenced to provide
additional information directly to the classifier. Much of the literature reviewed in
this domain relates to not only what information should be used, but how it should
be represented.
Given a limited number of exemplars (typically a sample of the full distribution),
a training algorithm can learn patterns in the training data which are not reflected in
the full distribution, z.e., the learning algorithm will overfit the training data [219].
Removing irrelevant and redundant features can produce more robust classifiers
which are more resilient to overfitting [135], as well as reducing the complexity and
computation time of the solutions [311]. Therefore, dimensionality reduction is also
a very active topic in this domain.
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A critical review of work in this field up to 2007 is presented in the paper Bioinformatic approaches for modeling the substrate specificity of HIV-1 protease: an
overview’’', by Rdgnvaldsson, You and Garwicz [229]. Much of the work carried out
up to this point used only a very limited number of exemplars. Additionally, many
of the exemplars were generated using a single point mutation on known cleavages,
representing a very biased sampling and likely the introduction of artificial patterns
in the dataset. Also in 2007, Kontijevskis et al, the curators of the 1625 dataset,
demonstrated the problem to be much more complex than previously thought by
showing that many rules derived on the smaller datasets did not hold for larger
datasets with out-of-sample exemplars [144].
The 2004 paper “ Why neural networks should not be used for HIV-1 protease
cleavage site prediction" by Rdgnvaldsson and You noted that in their experiments
using orthogonal encoding, simple linear classifiers such as the perceptron and SVM
using a linear kernel (LSVM) were able to outperform non-linear classifiers (typically
considered more powerful) such as the Multilayer Perceptron [230]. In orthogonal
encoding (or orthonormal if a unit vector is used), each of the twenty amino acids
is represented by a unic[ue twenty bit binary vector comprising nineteen Os and a
single 1. This approach encodes only the identities and secpience of the amino acids,
without any direct encoding of their physicochemical properties. However, given
sufficient data, this encoding can be used to indirectly learn relevant properties of
the amino acids.
Recently (April 2015), a paper entitled

State of the art prediction of HIV-1

protease cleavage sites" by Rdgnvaldsson, You and Garwicz was published in the
Oxford Journals Bioinformatics (2016 5 year impact factor: 8.136), which purports
that, in the context of increased data availability, the

state of the arV' for this prob-

lein is still achieved using an LSVM and orthogonal encoding [228]. This approach
was demonstrated to outperform a number of approaches using direct physicochem
ical encodings combined with nonlinear classifiers in their evaluations [228]. The
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positive performance for orthogonal encoding combined with linear classifiers on
this problem has been corroborated by a number of sources.
In contrast to this, other recent work on the topic purports good performance
when the physicochemical properties of the amino acids are directly encoded, al
though a lot of this work has been carried out on much smaller datasets. Under
this encoding approach, the use of nonlinear classifiers also appears more relevant.
A recently published example carried out by IViu et al. evaluated a set of thirty
physicochemical properties of amino acids at specific offsets in the substrate, e.g.
the ’‘^normalized frequency of coiV’ for the amino acid at position Pi [200]. The fea
ture set was identified by carrying out a filtering operation on the AAindex database,
which defines numerous scales relating to a range of properties of the twenty stan
dard coding amino acids [126]. The AAindex has been employed in a number of
approaches to defining HIV-1 protease specificity. The entry in the database for
the most relevant amino acid property as defined by Niu et al, the ^Awrmalized
frequency of coiV\ is given in Fig. 5.6.
H
D
R
A
T

NAGK730103
Normalized frequency of coil (Nagano, 1973)
PMID:4728695
Nagano, K.
Local analysis of the mechanism of protein folding. I.
loops, and beta-structures from primary structure
J J. Mol. Biol . 75, 401-420 (1973)
0.857 CHOP780101
0.827 CHOP780216
C CHAM830101
0.814 ROBB760113
CHOP780210
0.811 PALJ810105
-0.800 MAXF760101
-0.801 PALJ810101
TANS770101
LEVM780101
-0.809 PRAM900102
-0.809 PALJ810102
ISOY800101
-0.821 BURA740101
-0.830 CHOP780201
-0.847 CRAJ730101
KANM800103
-0.850 ROBB760101
-0.870
NAGK730101
I
A/L
R/K
N/M
D/F
C/P
Q/S
E/T
1. 38
1.04
0.72
1. 33
1.01
0.81
0.75
0. 62
1.34
1.03
0.58
1.43
0.63
0. 84

Figure 5.6: Entry in the AAindex for the

Prediction of helices.

0.819
0.804
-0.808
-0.818
-0.837
-0.861
G/W
1.35
0.87

H/Y
0.76
1.35

I/V
0.80
0.83

No'rmalized frequency of coil’’'’

The line labelled “//” represents the ascension number (unique identifier) for the
record. The row labelled “D” contains a description of the property to which the
scale corresponds. Section “C” lists other entries in the database for which there is
a strong positive or negative correlation with the current entry. The row labelled
denotes the mapping of the twenty amino acids identities to the values in the
scales, which are recorded in columns under each entry in the row. For example,
174

Novel Neuroevolution Techniques for the Life Science Domain
in row 1 means that this column holds the corresponding values for

entry

the amino acid alanine {A) in the row directly below, and the value for leucine [L)
in the row below that. The full list of thirty features identified by Niu et al. is
presented in Table 5.2, in order of decreasing relevance.
Niu et al.

apply an AdaBoost (Adaptive Boosting) approach to classify the

reduced feature set [71]. The results achieved were extremely positive, and the
relevance of many of the features identified by their algorithm could be explained
logically a posteriori in the context of HIV-1 protease, suggesting credibility to the
power of the filtering algorithm used, and the relevance of numerous physicochemi
cal properties to defining the specificity of HIV-1 protease. From this research, Niu
et al. suggest that the identity of the amino acids at position Pj and P2 are the most
relevant to defining HIV-1 specificity. It should be noted however that the findings
of Niu et al. used a much smaller dataset than the research of Rbgnvaldsson et al.
There is a large amount of divided support in the literature for both the relevance
and irrelevance of physicochemical properties to HIV-1 protease specificity. Much of
the literature reviewed focuses on one of these approaches, often ignoring the other
completely. It should be noted that the work of Niu et al. was acknowledged in
the paper by Rognvaldsson et al. as [giving] better performance than the standard
methods when evaluated with cross-validation^'', but the feature set was not further
evaluated when defining the claimed state of the art, despite being readily available.

5.1.4.1

MppS

Nanni and Lumini have posted positive results on this problem using their MppS
(multiple physicochemical properties and support vector machines) algorithm [192].
Under MppS:

1. Relevant physicochemical properties are selected from the AAindex database
using a sequential forward floating selection (SFFS) algorithm
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AAindex ID

Location in

Description

substrate
NAGK730103

A

Normalized frequency of coil

ARGP820103

A

Membrane-buried preference parameters

PALJ810109

Normalized frequency of alpha-helix in alpha/beta class

ROBB760108

A
A

Information measure for turn

CIDH920101

A

Normalized hydrophobicity scales for alpha-proteins

BROC820101

A

Retention coefficient in TEA

GEIM800104

A

Alpha-helix indices for alpha/beta-proteins

AURR980n6

A

Normalized positional residue frequency at helix termini Cc

HUTJ700101

Heat capacity

CHOP780101

A
A

Normalized frequency of beta-turn

ARGP820102

A

Signal sequence helical potential

RICJ880104

A

Relative preference value at NT

CHOP780215

P2

Frequency of the 4'^‘ residue in turn

()OBM770102

Pi

Short and medium range non-bonded energy per atom

GRAR740101

A

Composition

MAXF760102

A

Normalized frequency of extended structure

\VERD780102

Pi

Free energy change of epsilon(i) to epsilon(ex)

AURR980102

P'l

Normalized positional residue frequency at helix termini N’”

AURR980118

A

Normalized positional residue frequency at helix termini C’”

OOBM850R)5

A

Optimized side chain interaction parameter

WERD780104

A

Free energy change of epsilon(i) to alpha(Rh)

TAXS770107

A

Normalized frequency of left-handed helix

RICJ880103

A

Relative preference value at N-cap

OXEK900101

Pi

Delta G values for the peptides extrapolated to 0 M urea

FUKS010106

Pi

Interior composition of amino acids in intracellular proteins of mesophiles

QIAX880137

A

Weights for coil at the window position of 4

AURR980118

p'

Normalized positional residue frequency at helix termini C’”

GEOR030107

A
A
A

Linker propensity from long dataset

EISD860103
QIAX880132

Direction of hydrophobic moment
Weights for coil at the window position of -1

Table 5.2: Physicochemical properties of substrate amino acids deemed relevant to
HIV-1 protease, and the offset in the substrate at which the property is relevant.
The table is ordered by descending relevance.
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2. Individual LSVMs are trained using each singular different physicochemical
property
3. The SNMs are combined into an ensemble and their collective output selected
using the max rule

The results achieved outperformed the LSVM using orthogonal encoding on a small
dataset. The approach was demonstrated to be transferable to the T-Cell problem.

5.1.4.2

A consistency-based feature selection method allied with linear
SVMs for HIV-1 protease cleavage site prediction

Oztiirk et al. [207| present a novel hybrid algorithm to reduce the dimensionality
of orthogonal encoding which looks at the overlap between two separate feature
selection algorithms; consistency based, and an SVM based method of Recursive
Feature Elimination (RFE). In the consistency based approach, the overlap between
attributes (octamers) and labels (cleaved/noncleaved) are examined for common
features.

Recursive Feature Elimination is an iterative approach which reduces

the feature set by one element at a time. In the first iteration, the orthogonal
encoding input vector is used to train an LSVM. The weights of the SVM are
used to rank the importance of each feature. The feature with the lowest rank is
removed. This reduced feature set is used to train a new SVM in the next iteration.
This process is repeated until a single feature remains. At this point a ranked list
of the importance of all features has been produced. The results show an increase
in performance over a number of different approaches examined. This approach
identified the amino acids in positions Pi and P{ as being the most relevant to
determining HIV-1 protease specificity.

Oztiirk et al.

also highlight combining

orthogonal encoding with physicochemical properties as a potential approach to
improving performance.
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5.1.4.3

PROSPER

Song et al. developed the PROSPER'^ (Protease specificity prediction server) web
server for the identification of target cleavage sites for twenty-four different pro
teases, including the HIV-1 protease, using substrate sequence and structure char
acteristics [263]. The features used are orthogonal encoding, secondary structure
(using PSIPRED), solvent accessibility (using SCRATCH), and flexible areas of
peptide which are not static in conformation (using DISOPRED2). The features
are generated for a window of size 16 [Pg-P^) and reduced using a feature selection
algorithm which evaluates the importance of each attribute individually to the per
formance of a Random Forest algorithm. An SVM with an RBF kernel is used to
classify the exemplars. The control exemplars were randomly sampled to adjust the
ratio of caseicontrol to 1:3 to reduce the imbalance in the number of exemplars.
The output of PROSPER for protein P39023 (which has two known HIV-1 pro
tease cleavage points) is given in Fig. 5.7 and 5.8. For protein P39()23 PROSPER
suggests that three substrates exist that match the HIV-1 protease specificity (de
noted by the black boxes in Fig. 5.7). PROSPER correctly identifies one of the
known cleavage sites, but the other point is a false negative''. Additionally, there
are two false positives" which disagree with the experimental findings of Irnpens
et al.

5.1.4.4

OETMAP

Gok and Ozcerit evaluate a feature set, denoted OETMAP, combining orthogonal
encoding with physicochemical properties of the amino acids [87]. Gok and Ozcerit
describe orthogonal encoding and physicochemical properties as “ complementary
to each other". Physicochemical properties are represented as the membership or
non-membership, for each amino acid, in each of ten groups, {small, tiny, proline.
■^Available at https://prosper.erc.rnonash.edu.au/
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^ Predicted cleavage sites of multiple protease families
_
'
MS HRKFj^PRHG S LGFL PRK|s SRHRGKVKS F PKDD PS KPjHL T AF||g YKAGMTHI Vlrtp
DRPGSk|nKKEWEA|t IvBTPPMVHiGIVG§VETPRGLRTFKTVFA|Hj]SDE|KRRFlK

NWHKSKKKA|TKYCKKWQDEDGKKQLEKDFlSMKKYCQVnRV|]AH|QMRLLPLRQKKAHL
: MEIQ|NGGTVAEKLDWjRFRLEQQVPVNQVF|QD||Ml||vyGVTKGKGYKGVTSRWHTKKL
' PRKTHRGLRKVACIGAWHPARVAjiSVARAGQKGYHHRTFyNKKl|KTGQGYLIKDGKLIK
nnastdyd||sdksinplggf|h||gevtndfSMkgcwgtkkrvltlrksl||vqtkrral
JkIIdlIJf I dtIs kf|hgrfqtmf5|kkaf|gp|kkdr i ake||ga

Figure 5.7: Output of the PROSPER Webserver for protein P39023. The black
squares correspond to predicted cleavage sites (Pi) for the HlV-1 protease. The
green, yellow, blue and red sciuares correspond to predicted cleavage sites for Cys
teine protease, Metalloprotease, Serine protease and to a number of different multi
ple protease superfaniilies respectively.

Figure 5.8: HIV-1 protease specific information generated by PROSPER relating to
tentative substrates
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charged, negative, positive, hydrophobic, polar, aromatic, aliphatic}, as defined by
Taylor et al. [278]. The membership of amino acids in the different groups is given
graphically in the form of a Venn Diagram in Fig. 5.9. For example, valine {V) can
be defined as hydrophobic, small (in terms of the 20 standard AAs), and aliphatic.
This information is encoded as a binary vector using the approach outlined
by Zvelebil at al where, for each amino acid, its membership of each group is
represented by a single bit: 1 for membership, 0 for non-rneinbersliip [.328]. This
corresponds to a ten bit vector per each amino acid. Therefore, under OETMAP
encoding, an octamer is represened as a 240 bit binary vector: 80 bits for the Zvelebil
encoding of the physicochemical properties, and 160 bits for the orthogonal encoding.
The Zvelebil encoded vectors for each amino acid are presented in Table 5.3.
Performance of this approach is presented in terms of cross validation on the
1625 and the Schilling dataset carried out independently of each other, with no outof-sample (trained on one dataset and tested on another) testing. The best results
are achieved by first applying principal component analysis (PCA) to the feature
set. An improvement in performance is demonstrated over orthogonal encoding in
isolation and a number of other encoding methods. The OETMAP encoding was
evaluated by Rognvaldsson et al. on a larger dataset and was found to be inferior
to standard orthogonal encoding in out of sample tests [228].

5.1.4.5

Real valued physicochemical scales selected from the AAindex

Later work by Gok evaluates real valued physicochemical properties for determining
HIV-1 protease specificity [88]. Firstly, each of the 544 physicochemical properties
in the AAindex are evaluated individually using an encoding where the non-zero
values in an orthogonal encoding are replaced by the corresponding value from the
scale [86]. The performance of each of these encodings individually is evaluated
and ranked.

The performance of the top ten, twenty and thirty most relevant

physicochemical scales identified using this approach are evaluated using an LSVM
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Figure 5.9: The Taylor Venn Diagram of amino acid physicochemical features [278]
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Table 5.3: Zvelebil encoding of the Taylor Venn Diagram for each amino acid
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and an SVM with a radial basis function (RSVM) using ten fold cross validation on
the 1625 and Schilling datasets independently. The use of twenty features per amino
acid was shown to outperform orthogonal encoding, but performance suffered when
using either ten or thirty features. Notably, the LSVM outperformed the RSVM on
the physicochemical feature set, but it appears that only an LSVM may have been
used for evaluating the individual AAindex scales.

5.1.4.6

Cascade detection

Newell evaluated a number of typical feature selection algorithms on synthetic ac
tive substrates and found that even the best algorithms identified mostly incorrect
features, and were, in general, only aide to detect simple or extremely strong fea
tures with confidence [196|. Following this observation, Newell introduces a new
algorithm, cascade detection^ which uses the background probability of observing
each amino acid to adjust the significance placed on the localized sequence feature
(sets of amino acids at particular positions) identified in the training data. The ap
proach is capable of detecting first order features (corresponding to an amino acid
at a single position) that are over or under-represented, or higher order features
(corresponding to 2 positions) that are over-represented.

5.1.4.7

Dimensionality reduction of orthogonal encoding

Li et al. employ kernel based manifold learning, which is a non-linear dimensionality
reduction, to reduce the features in orthogonally encoded octarners [156]. An SVM
is used to classify the reduced feature set. Their results show that the information
relevant to the specificity of the HIV-1 in orthogonal encoding can be maintained
in a reduced dimensionality. An improvement in performance is reported, but eval
uations are limited to the 746 dataset.
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5.1.4.8

FS-MLP

Similarly, Kim et al. introduce the FS-MLP feature selection algorithm to reduce
the orthogonal encoding from 160 bits to fourteen key features [134|. FS-MLP is a
two stage process in which an MLP is trained using a standard approach, followed
by the application of a heuristic approach to test combinations of input vectors to
evaluate which produce an activation above a pre-selected threshold. A decision
tree, a simple perceptron and an LSVM were evaluated on classifying the reduced
feature set, with the best performance observed for the decision tree approach when
applied to the HIV-1 dataset. Performance was actually shown to increase for all
three classifiers for the reduced feature set. The evaluations were carried out using
a set of 752 octamers.
The benefit of using a cla.ssifier to reduce a feature set for another cla.ssifier is
debatable, as the first classifier will still suffer the limitations of the large feature
space. It was however considered that the reduced dimensionality may be more
practical relative to orthongonal encoding if it is to be combined with other feature
encodings. To this end, the fourteen feature vector suggested by Kim et al. was
evaluated briefly as part of this research by training an LSVM on the {746, 1625,
Schilling} dataset, and testing on the Inipens dataset. The performance in terms of
area under the curve for the receiver operating characteristic (AUC-ROC) [153] was
observed to drop from 0.900 to 0.834 compared to standard orthogonal encoding.

5.1.4.9

Multiple classifier systems with scales

Jaeger and Chen [120] describe the use of orthogonal encoding as “ no^ [...] very
promising'\ due to its high dimensionality, spar.se space, and the limited number
of exemplars available. As an alternative, Jaeger and Chen suggest a new reduced
feature set where each amino acid is represented by the same four scales; hydropa
thy index, molecular mass, polarity and occurrence percentage. The occurrence
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percentage used here describes the average occurrence of each particular amino acid
calculated from a set of more than 1150 proteins [62], and represents the probabil
ity of observing a given amino acid. This is similar to the background probability
discussed by Newell. This feature set is used to train a multiple classifier system
(MCS) comprising neural networks, SVMs, and decision trees. In an MCS approach,
a weakness of one classifier may be compensated by competencies (or strengths)
of the others. A simple voting mechanism is used to combine the outputs of the
ensemble. Further improvements were achieved by combining the outputs of the
classifiers using .laegers ^''informational confidence'''' algorithm, which has proven
successful across a number of domains [118,119,121[. Informational confidence pro
vides a standardized confidence value between classifiers based on the recognition
rate of the classifier scaled by performance on an evaluation set. An SVM using an
RBF kernel out-performed an LSVM in these experiments.

5.1.4.10

Ensembles using different encodings

Nanni and Lumini [193] evaluate the use of ensembles with different feature encod
ings. Best performance was achieved using an ensemble with 3 different feature sets;
1) QR, a variation of the residue couple model [90], 2) PE, a selection of physico
chemical properties, and 3) AL, a method for reducing the alphabet for the 20 amino
acids to a set value. The set of physicochemical properties are defined using the
MppS algorithm of Nanni and Lumini [192]. The residue couple model describes
the regularity of amino acid pairs a fixed distance apart in a peptide of any length,
in a fix size 20 x 20 matrix. The modified version employed by Nanni and Lumini
combines the order and composition information provided by the residue couple ap
proach with amino acid physicochemical properties by replacing the non-zero entries
in the RC matrix with properties selected from the AAinex [189]. AL is a genetic
algorithm which searches for the optimal assignment of each of the 20 amino acids
to 1 of 5 groups, reducing the alphabet from 20 to S.
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It is demonstrated that the ensembles can outperform any stand-alone ensemble
member. Orthogonal encoding was also shown to be inferior to both the QR and
PE encodings individually.

5.1.4.11

PC19 encoding

Further to this, Nanni and Lumini evaluated a number of different amino acid en
coding methods [195]. For the HIV-1 protease problem, Nanni and Lumini report
that a novel physicochemical property based encoding, denoted PCI9, is able to out
perform the standard orthogonal encoding in their experiments. The PC19 feature
set was generated by applying PCA to the AAindex to identify the nineteen features
that best describe the variance. The feature set was evaluated using a SVM with a
RBF kernel. Notably, performance was further increased when the orthogonal and
PC-19 encodings are combined. The evaluations were limited however to the 1625
dataset.
The suitability of the PC-19 dataset was evaluated for the research carried out
here by training an RSVM using the parameters provided by Nanni and Lumini on
the {746, 1625, Schilling} dataset, and evaluating it on the Inipens dataset. The
classifier achieved a very encouraging accuracy of 88.49%, and an ROC-AUC of
0.899.

5.1.4.12

Combining different feature encodings

Yuan et al. [322] present an approach which builds heavily on previous research
of Nanni and Lumini [195], by combining features extracted from the Ax4index
database using PCA or Non-linear Fisher (NLF) transform, with orthogonal en
coding. Further to this. Yuan et al. apply a further feature selection algorithm to
reduce the feature vectors from 160, 152 and 144 values, to 120, 124 and 106 val
ues for OF, PCA and NLF encoding respectively. Both the PCA and NLF feature
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sets are demonstrated to outperform OE in a number of experiments. The NFL
approach was previously examined by Nanni and Lumini, and found to be inferior
to the PC A approach for this problem [195]. This finding was confirmed by Yuan
et al.
Although the NLF dataset was considered inferior to a feature set identified
using PCA, it was still considered potentially relevant if used in combination with
a set of complimentary features. To evaluate the relevance of NLF to the research
being carried out here, the set of features identified by Nanni and Lumini using
NLF was evaluated by training an RSVM on the {746, 1625, Schilling} dataset,
and evaluating it on the Impens dataset. The RSVM performed well, achieving an
accuracy of 88.7% and an ROC-AUC of 0.898, compared to scores of 0.885% and
0.899 respectively for PCA. An RSVM trained on a 456 feature vector combining
orthogonal, PCA and NLF encoding feature sets presented by Nanni and Lumini,
and using the parameters of Yuan et al. to maximise the AUC (C

8) achieved an

accuracy of 85.22% and an ROC-AUC of 0.88 when tested on the Impens dataset,
which is well below the performance rates suggested by the experiments of Yuan et
al. The overly optimistic scores may be partly attributed to the apparent use of the
same data to optimize the SVM parameters, and to perform the evaluations.

5.1.4.13

Texture descriptors in pattern classification

Recent work by Nanni and Lumini in this field relates to representing the octamer
as an 8 X 8 matrix instead of the typical vector based encoding [190]. The matrix
represents both the sequence information and a selected physicochemical scale [194].
Two approaches were outlined for generating the matrixes. In both approaches, the
octamer produces an / x J matrix where / = J = 8. In the first approach, each
element (2,4) in the matrix is loaded by summing the value of the
the

amino acid and

amino acid on the selected scale. In the second approach, the twenty amino

acids are given one of the following rank scores based on their ordered value for that
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scale {0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8,
0.85, 0.9, 0.95, 1}. In this approach, the element in the matrix at row z, column
j is given by the averaged rank score of the zth and jth amino acid. The matrix
produced by either approach is treated as an image, and a texture descriptor (such
as “/oca/ binary pattern'’', ^'discrete transform", or

Daubechies wavelet") taken

from image processing theory is applied to characterize the key features, which in
turn form the inputs to a standard classifier.
In the evaluations of Nanni and Lurnini, the best performing solution comprises a
weighted combination of an ensemble of SVMs trained using a standard orthogonal
based encoding, the first matrix generation algorithm combined with the RST tex
ture description algorithm, and the second matrix generation algorithm combined
with the SDC texture descriptor algorithm, for each physicochemical property. This
was repeated 50 times using different physicochemical scales and the results com
bined using the sum rule. Using the matrix based representation was shown to
give lower performance than the standard vector based encoding, but is noted as
improving the performance when combined with the standard vector encoding for
HIV-1 protease specificity; this encoding provides additional relevant information
to the classifier.
In the 2012 publication, '‘‘‘Matrix representation in pattern classification'’’, Nanni
et al. evaluated a number of refinements to this approach [191]. Firstly, the octamer
is represented by the real values corresponding to a physicochemical property scale
taken from the amino acid index.

Considering the vector as a signal, a Meyer

continuous wavelet is applied at 100 different scale values to generate a wavelet
power spectrum [275]. The local ternary pattern (LTP) texture descriptor [276] is
then applied to the wavelet power spectrum to extract the features. This is repeated
for 50 different physicochemical scales, and a different SVM trained to classify each
resultant feature vector. The outputs are combined using the mean rule. Using
an SVM with an RBF kernel increased performance over their previously published
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results in ten-fold cross validation, increasing the ROC-AUC from 0.973 to 0.982.
These evaluations however are limited to the 1625 dataset.

5.1.4.14

Variable context Markov chains

Ogul noted that existing approaches tended to use the identities or properties of
the amino acids at specific sites, but did not directly consider potential interactions
between amino acids in the substrate [203]. Ogul used a modified version of the
Variable Order Markov model to represent this information. The variable order
Markov model differs from the standard Markov model in that it considers a variable
number of previous states when moving to its next state. The variation described
by Ogul, variable context Markov chains (VCMC), makes two further modifications
to this algorithm. Firstly, the alphabet is reduced by grouping the amino acids
into equivalence sets based on similarity of biochemical properties. Secondly, the
succeeding states are used in generating the sequence likelihood, allowing the full
context of the current state to be evaluated. An ROC-AUC score of 0.994 was
reported using ten fold cross validation for this approach, but again, the evaluations
were limited to the 1625 dataset.

5.1.4.15

Overview summary

As is evidenced by the literature review, research on HIV-1 protease has been very
active in recent years, likely due to the importance of the task and the availability
of increased volumes of data. The problem has been approached from a number
of different angles, which have uncovered a range of information relating to the
HIV-1 protease specificity. However, the high dimensionality of the problem and
the limited amount of training data can lead to overfitting of features to the classifi
cations [207], making it a difficult task for algorithmic approaches such as machine
learning.
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Approach
Orthogonal EnctKJiiig (or variant thereof)

|230|

|200|

X

PhysictX'hemical Properties

|192|

|207|

|2G3|

|87|

X

X

X

X

X

Combines OE and Physicochemical prop)erties

11

Sequence, structure information

X

X

X

X

X

X

X

X

Linear classifier

X

X

Non-linear Classifier

X

X
X

X
X

X

|19G|

|156|

|I34|

X

X

X

X

Dimensionality reduction, feature selection

Ensemble

X

|88|

X

X
X

X

X

X

X

X

X

X

il93|

|195|

|322|

X

X

X

X

X

X

X

X

X

X

X

X

X

X

?

X

X

X

X
X

X

X

X

X

X

X

X

11

Claims to outperfonn OE

|120|

X

X

|190|

1I91I

X

X

X

X

X
X

X

X
X

X

X

X

X

Table 5.4: Approaches to determining HIV-1 protease specificity specified in the
reviewed literature. [*] Denotes proposed future work. “?” is used to denote if the
source did not specify this aspect of the approach.
Appraisals of different published approaches to determining HIV-1 protease speci
ficity highlighted that evaluations tended to evaluate performance on the same data
used for training, or used very small datasets [228]. Observations drawn from such
limited data may not hold for larger or out of sample data [144]. Indeed, several
of the feature sets identified as part of the literature review were re-evaluated as
part of this research, and the performance demonstrated the published results to be
overly optimistic when evaluated on out of sample data.
Domain theory generated from the research has also been conflicting at times,
e.g. the work of Oztiirk at al. suggests that the amino acid at position

offers

the most discriminative power, whereas Niii at al identify Pi and P2 as the most
relevant to defining HIV-1 specificity. A diversity matrix is presented in Table 5.4
summarizing relevant properties of the different approaches stated in the reviewed
papers to addressing the problem.
The hypothesis that the direct encoding of physicochemical properties of the
amino acid substrates is not required for optimal performance for the problem has
impacted much of the research carried out since the idea was first published in
2004. However, there is also much evidence contrary to this, suggesting that direct
encoding of physicochemical properties is relevant to determining HIV'-l specificity,
and that it can actually be used to improve performance over the standard LSVM
and orthogonal encoding approach.
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5.2

Why it is important to re-evaluate this problem

Defining the properties of a protease substrate is an important task in the devel
opment of more robust inhibitors [188]. The idea that this problem requires only
the identities of the amino acids and is linear has influenced much of the research
published over the last decade. If this hypothesis can be proven to be incorrect,
as supported tentatively by a number of sources in the literature, it could impact
how the problem is approached. Given the recent increase in the number of HIV1 protease substrate exemplars and an increased understanding of issues with the
datasets on which much of the previous research was carried out, there is cause for
re-evaluating a number of the more promising encoding approaches and the use of
non-linear classifiers to identifying the protease specificity.
It is rational and evident that the physicochemical properties of the substrate
play a role in the specificity of a protease. For instance, proteases preferentially
cleave substrates within extended loop regions [263], while jiroperties such as hydrophobicity can affect the solvent accessible area of the substrate [157]. Addition
ally, previous wet lab research has suggested that HIV-1 protease specificity depends
on the conformation of the substrate, rather than the recognition of specific amino
acids [219]. Indeed, a number of the papers highlighted in the literature review
purport improved performance through the use of the direct encoding of relevant
physicochemical properties. On the other hand, orthogonal encoding alone, as is
employed by the recently published state-of-the-art for determining HIV-1 protease
cleavable peptide sites [228], can be considered only an indirect encoding of such
properties of the amino acids from which the learning algorithm must derive its
own interpretation and estimates of values. It is not apparent if there is currently
sufficient training data available (and of sufficient quality) to allow the learning
algorithms to infer these properties optimally from the orthogonal encoding.
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The evaluation of the overall problem was approached with an open mind here.
Accepting orthogonal encoding and linear classifiers as the state-of-the-art, it is of
course possible that the success observed for the physicochemical approaches is at
tributable to the classifiers being able to identify the amino acids, which reduces the
inputs to a form equivalent to the orthogonal encoding. Additionally, only a small
number of the exemplars available were generated in vivo in their natural confor
mations, with the majority generated in vitro, so it is possible that the relevance of
many physicochemical properties are simply not represented by the training data.
It is also possible that a lot of the findings which claim to improve on the approach
of Rogrivaldsson et al. may not hold for out-of-sample datasets.

5.3

Experimental design

The focus of the work carried out here is to evaluate the use of direct encoding of
physicochemical properties and non-linear classifiers against the published state-ofthe-art which employs a linear SVM and orthogonal encoding of only the amino
acid identities. There are three steps which must be addressed prior to carrying out
the evaluation: 1) setting a benchmark for the performance of the state-of-the-art,
2) selecting the data on v/hich the classifiers will be evaluated, and 3) selecting the
encodings which are to be evaluated.
The importance of out-of-sample testing has been well defined for the HIV-1
protease specificity problem [144,228]. Therefore, the {746, 1625, Schilling} datasets
are used for training and the Impens dataset is retained to evaluate the classifiers.
The Impens dataset was selected for generating the performance measures as it
has not been used in the definition or evaluation of any of the physicochemical
encodings that are to be evaluated, removing the possibility of a resubstitution
error. Additionally, a benchmark has been published for this experiment using the
currently regarded state-of-the-art approach [228].
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5.3.1

Setting a benchmark for the state-of-the-art

The regarded state-of-the-art benchmark for this problem published by Rdgnvaldsson et al. employs a linear SVM and orthogonal encoding [228]. The key parameter
for a linear SVM is the C value, which represents a ^^slack^'‘ in the number of ex
emplars which can be misclassified. The published benchmark evaluates a range
of C values where log{C) = {0,0.25,0.5,0.75.. .4.75,5}, but the actual value of C
used in the benchmark is not provided. The published description of the methods
employed by Rognvaldsson et al. [228] also contains an amount of ambiguity, and
consequently it appears that the C value used in this benchmark may have been
selected using the same data on which it is evaluated, which could result in overly
positive results. An attempt was made to contact the authors to clarify the param
eters used and a number of additional queries regarding their published results, but
they were unavailable for comment.
For these reasons, the published results for the LSVM are not used. Instead,
the approach of Rognvaldsson et al. is repeated in a modified fashion to select an
unbiased value for C which can be used to train an LSVM to act as a true bench
mark for out of sample testing against which the performance of MFF-NEAT using
the different direct physicochemical encodings can be compared. This approach al
lows for the validation of the published results, an analysis of the benchmark, and
ensuring that both the data and data processing approach taken are valid.
For the purposes of evaluating the range of C values suggested by Rognvaldsson
et al.., a single dataset was created combining the (746, 1625, Schilling} datasets.
The preprocessing carried out to this dataset is detailed in the section “ Generating
the training data”. The Impens dataset does not contribute to the determination
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of the C value, as this dataset is reserved for evaluating the performance of the
classifiers. The range of C values was evaluated using the following algorithm:
Initialization
load {746, 1625, Schilling} datasets;
remove conflicting exemplars;
reduce repeated exemplars;
create 10 copies of the remaining exemplars;
randomize the order of the exemplars in each of the 10 datasets;
end
forall log(C') - {0, 0.25, 0.5, 0.15 ... 5} do
for z

0 to 10 do

load next dataset;
train new LSVM with current C value using first 80% of exemplars;
calculate LSVM jierformance using remaining 20% of data;
end
record average performance;
end
Algorithm 1: Algorithm used to determine optimal C value for setting a bench
mark for the LSVM approach
Each value of C is evaluated on exactly the same 10 sets of training and testing
data. The results are presented in Table 5.5. Accuracy is defined as {{truepositives-\truenegatives) / {truepositives + truenegatives + falsepositives + f alsenegatives)).
In hindsight, using 10 fold cross-validation would have been a more methodical ap
proach, but in this situation the generated results are expected to be representative.
The performance across the range of C values tested remains relatively consis
tent, but lower values tend to give the most favourable performance across most
metrics. As demonstrated in Figure 5.10, the ROC-AUC results can be seen to fit
a curve, suggesting that the sample size and number of repetitions carried out is
adequate to evaluate this range of C values. Based on this evaluation, the value
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Log(C)

C value

TP

FP

TN

FN

.41ROCC

AUROCC .stdev.

accuracy

.4ccuracy stdev.

0.00

1.0000

144.6

31.1

794.7

22.6

0.9764

0.0068

0.9459

0.0068

0.25

1.2840

143.7

32.0

795.8

21.5

0.9764

0.0068

0.9461

0.0076

0.50

1.6487

142.3

33.4

795.9

21.4

0.9762

0.0069

0.9448

0.0084

0.75

2.1170

143.7

32.0

795.2

22.1

0.9761

0.0068

0.9455

0.0079

1.00

2.7183

143.0

32.7

795.7

21.6

0.9759

0.0068

0.9453

0.0075

1.25

3.4903

143.6

32.1

794.7

22.6

0.9758

0.0069

0.9449

0.0079

1.50

4.4816

143.7

32.0

794.8

22.5

0.9757

0.0069

0.9451

0.0073

1.75

5.7546

143.3

32.4

794.6

22.7

0.9757

0.0069

0.9445

0.0076

2.00

7.3891

142.7

33.0

795.3

22.0

0.9760

0.0069

0.9446

0.0073

2.25

9.4877

143.2

32.5

795.2

22.1

0.9757

0.0069

0.9450

0.0072

2.50

12.182

143.0

32.7

794.9

22.4

0.9757

0.0069

0.9445

0.0071

2.75

15.64263

143.1

32.6

795.5

21.8

0.9757

0.0069

0.9452

0.0067

3.00

20.08554

142.5

33.2

795.4

21.9

0.9756

0.0069

0.9445

0.0069

3.25

25.79034

142.4

33.3

796.0

21.3

0.9756

0.0069

0.9450

0.0072

3.50

33.11545

142.4

33.3

795.4

21.9

0.9756

0.0069

0.9444

0.0071

3.75

42.52108

142.4

33.3

796.0

21.3

0.9756

0.0069

0.9450

0.0071

4.00

54..59815

142.5

33.2

794.9

22.4

0.9756

0.0069

0.9440

0.0071

4.25

70.10541

142.4

33.3

796.0

21.3

0.9756

0.0069

0.9450

0.0078

4.50

90.01713

142.6

33.1

795.0

22.3

0.9757

0.0069

0.9442

0.0078

4.75

115.5843

142.3

33.4

795.5

21.8

0.9757

0.0069

0.9444

0.0077

5.00

148.4132

142.2

33.5

795.8

21.5

0.9757

0.0070

0.9446

0.0076

Table 5.5: Average performance of the LSVM with variable values for the C param
eter
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Figure 5.10: Average performance of an LSVM on the {746, 1625, Schilling} datasets
for a range of C values
Classifier
Linear SVM

Encoding

Accuracy

ROC-AUC

Orthogonal

0.893

0.894

Table 5.6: Performance of an LSVM on the Inipens dataset, when trained on the
full {746, 1625, Schilling} dataset, using a value of 1.284025 for the C parameter
of 1.2840 (log(0.25)) is selected for the C parameter in setting a benchmark LSVM
performance on generalization to the Irnpens dataset, favouring the highest ROCAUC, as suggested by Rognvaldsson et al. |228]. The performance achieved when
training an LSVM on the full {746, 1625, Schilling} dataset, and testing on the
Irnpens dataset is presented in Table 5.6. The performance achieved here is close to,
but marginally lower than, the benchmark published by Rognvaldsson et al. using
the same training and testing data [228].
Using the performance of a single experiment (as in Table 5.6) may be problem
atic for a benchmark, as the classifier may overfit or indeed underfit the evaluation
data. To evaluate data fitting issues, an experiment was devised to investigate if
the performance of the classifier trained using the full {762, 1625, schilling} dataset
presented in Table 5.6 is representative of the expected performance (a true bench-
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LSVM performance using samplings of the training data

O 00

0.885
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0.895

0.9
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o

0.91
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Figure 5.11: Distribution of perforniances of 100 LSVM classifiers on the Impens
dataset, where each is trained on a different stratified sampling of 80% of the {762,
1625, Schilling} dataset
Algorithm

Median

Minimum

Maximum

I"*' Quartile

3^'^ Quartile

Interquartile Range

LSVM

0.8954

0.8862

0.9112

0.89.32

0.8986

0.0054

Table 5.7: Distribution of perforniances of 100 LSV^M classifiers on the Impens
dataset, where each is trained on a different stratified sampling of 80% of the (762,
1625, Schilling) dataset
mark). This is approached by training 100 LSVM classifiers, each using a different
sampling of 80% of the case exenqilars (cleaved) and 80% of the control exemplars
(non-cleaved) from the (762, 1625, Schilling} dataset, and evaluating on the full
Impens dataset. The distribution of the perforniances of the classifiers is given in
Fig. 5.11 and Table 5.7.
The whiskers in Fig. 5.11 show the maximum and minimum performance of
classifiers within 1.5 times the interquartile range of the upper and lower quartiles
respectively. The performance of the four classifiers outside the whiskers, denoted
by the hollow circles, can be considered outliers [212,296].
The wide distribution of results and the presence of outliers suggest only a low
confidence can be placed on the performance of a single evaluation. However, the
box plot also demonstrates strong clustering of values between the first and third
quartile, which covers both the published benchmark and the results presented in
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Classifier
LSVM Ensemble

Encoding

Accuracy (0.5 threshold)

ROC-AUC

Orthogonal

0.911

0.900

Table 5.8: Performance of an ensemble of 100 LSVM classifiers on the Irnpens
dataset, where each is trained on a different stratified sampling of 80% of the {762,
1625, Schilling} dataset
Table 5.6. This, combined with the relatively normal distribution of the results
suggest that the sampling and benchmark are representative.
Each LSVM classifier used in generating Figure 5.11 was trained using only 80%
of the available training data. For that reason, the mean or median of this distri
bution was not used as a benchmark, as it is likely that the performance of each
classifier individually is potentially reduced compared to a classifier taking advan
tage of all the available data (assuming the training data is not flawed). A better
benchmark is still desirable which is able to take advantage of all the training data.
To this end, an ensemble was created using the average output of all 100 LSVMs.
The results, presented in Table 5.8, offer an increase over the values presented in
Table 5.6, and roughly matches the results published by Rognvaldsson et al. [228].
Although this is not per se a benchmark of LSVM performance, combined with
Table 5.7 and Figure 5.11, it does provide confidence that the performance of the
LSVM benchmark defined here is not being underestimated, making it a fair or even
optimistic benchmark to use against other approaches.
Under the experiments of Rognvaldsson et al, improved generalization on the
Irnpens dataset was noted if the 1625 dataset was omitted from the training dataset
[228]. The decreased performance may be due to an overlap between the 746 and
1625 dataset which would increase the significance of certain exemplars or attributes,
representing a bias in the datasets, or potentially due to misclassified exemplars in
the 1625 dataset. However, no explanation was offered for the observered result, so
the 1625 dataset was included in the experiments carried out here. For reference,
the previous experiment using an ensemble of 100 LSVMs was repeated using only
197

Novel Neuroevolution Techniques for the Life Science Domain

Classifier
LSVM Ensemble

Encoding

Accuracy (0.5 threshold)

ROC-AUC

Orthogonal

0.908

0.921

Table 5.9: Performance of an ensemble of 100 LSVM classifiers on the Impens
dataset, where each is trained on a different stratified sampling of 80% of the {762,
schilling} dataset
the (746, Schilling} dataset for training. The results, given in Table 5.9, support
the observation of Rognvaldsson et al.

5.3.2

Generating the training data

(Ince the benchmark is set, the next step is to define the data that will be used
to train the classifiers. For out-of-sample testing on the Impens dataset, the {746,
1625, Schilling} datasets were combined to form a single set of 5643 exemplars.
Exemplars of nine different substrates are removed from the training data because
they have conflicting classifications, e.g.

AAAMSSAT’’ is classified as matching

the HIV-1 protease specificity in the 1625 dataset, but not matching it in the 746
dataset. Eliminating repeated exemplars further reduces the size of the dataset from
5625 to 4955, comprising 852 case and 4103 control exemplars.
The wide distribution of results and the presence of outliers demonstrated in
Fig. 5.11 highlight the need for multiple repetitions of each experiment to achieve
a representative result. For this reason, the experimental design used employs 100
different permutations of the dataset. Generating the 100 data.sets a priori rather
than randomly at runtime allows the same datasets to be reused across evaluations
of different encodings, and evaluation of the results using paired t-Tests. For each of
the 100 copies of the dataset, the exemplars are shuffled and the first 80% of the case
exemplars and the first 80% of the control exemplars are assigned to the ^'‘training
seV which is used to train the classifiers.

The remainder of the exemplars are

assigned to the '‘^generalization set'' used to detect overtraining [167]. Ten-fold cross
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Case

Total Control

Control undersampled

Total used

Training

681

3282

2043

2724

Generalization

171

821

821

992

Table 5.10: Number of exemplars in each training and generalization dataset used
to train the MFF-NEAT classifiers
validation was not applied here as the 20% value was selected as a representative
sample size of the problem space. This would correspond to five-fold cross validation,
but conversely, this was not considered to give enough repetitions of the evaluation,
based on the variability observed in Figure 5.11.
The 100 training datasets in this format are us(h1 to train the LSVM benchmark
presented in Tables 5.7 and 5.8. However, further pre-processing is carried out to
improve the amenability of the data to the training of artificial neural networks
given their inability to intelligently handle imbalanced training data [175]. Each
training set at this point contains 681 case exemplars and 3282 control exemplars.
This corresponds to a ratio of roughly 1 : 4.82 case to control exemplars. To reduce
the impact of this imbalance on the MFF-NEAT algorithm, the number of control
exemplars in the training set is randomly undersampled such that the ratio of case
to control was reduced to 1:3. This ratio is selected as it had previously been used
successfully in the construction of the PROSPER web server [263] and other similar
projects [255,262]. The generalization set remains unchanged. A breakdown of
the number of exemplars used in the training and generalization sets is provided in
Table 5.10.

5.3.3

Encodings

Based on the literature review, a number of different encodings of the amino acid
sequences are identified which are considered to potentially provide information
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Code

.\ttributes(per amino acid)

Attributes(per Octamer)

Type

Orthogonal

OE

20

160

Binary

Physicochemical

PC

7

56

Real Valued

Z Scales

ZS

•5

40

Real Valued

BLOMAP

5

40

Real \'alued

Exchange Group

EG

6

48

Binary

Hydrophobicity Group

HG

3

24

Binary

Niu

Niu

-

30

Real Valued

PC19

PC19

19

152

Real Valued

Fisher non-linear transform

FNL

18

144

Real Valued

BLOMAP

Table 5.11: Selection of amino acid encoding formats identified in the literature
review
relevant to defining the specificity of HIV-1 protease. An overview of the encodings
is provided in Table 5.11.
The z-Scales: The z-Scales are a set of five real valued principal properties
for describing the variance of amino acids. The scales were derived using PCA
from a larger set of physicochemical properties by Hellberg et al. and Sandberg
et al. [103, 238|.

The scales used in this research correspond to hydrophobicity,

steric properties, polarizability, polarity, and electronic effects. The z-Scales are a
well-known set that has been applied to a range of related problems [326]. The zScales have previously been evaluated (in a discretized form) on the HIV-1 protease
problem in the context of rough set theory [144].
Physicochemical Group: The physicochemical group corresponds to a set of
seven real valued amino acid scales taken from the AAindex database. The seven
values selected relate to the volume, mass, hydrophobicity, surface area, and the
propensity to form an alpha-helix, beta-strand and turn [307]. Again, this is a wellknown set that has previously been evaluated on the HIV-1 specificity problem with
promising results [163].
Hydrophobicity Group: Hydrophobicity of the amino acid side chains is in
general considered to play a key role in determining the three dimensional structure
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Amino Acid

Encoding

.\niino Acid

Encoding

A

-0.57

0..39

-0.96

-0.61

-0.69

L

0.65

0.84

1.25

-0.99

-1.9

R

-0.4

-0.83

-0.61

1.26

-0.28

K

-0.64

-1.19

-0.65

0.68

-0.13

X

-0.7

-0.63

-1.47

1.02

1.06

M

0.76

0.05

0.06

-0.62

-1.59

D

-1.62

-0.52

-0.67

1.02

1.47

E

1.87

1.04

1.28

-0.61

-0.16

C

0.07

2.04

0.65

-1.13

-0.39

F

-1.82

-0.63

0.32

0.03

0.68

Q

-0.05

-1.5

-0.67

0.49

0.21

S

-0.39

-0.27

-1.51

-0.25

0.31

E

-0.64

-1.59

-0.39

0.69

1.04

T

-0.04

-0.3

-0.82

-1.02

-0.04

G

-0.9

0.87

-0..30

1.08

1.95

\V

1.38

1.69

1.91

1.07

-0.05

H

0.7.3

-0.67

-0.42

1.13

0.99

1.75

0.11

0.65

0.21

-0.41

I

0.59

0.79

1.44

-1.9

-0.93

-0.02

0.3

0.97

-1.55

-1.16

\'

Table 5.12; Code vectors for the BLOMAP-encoding in five dimensions
of proteins, and the relevance of hydrophobicity to HIV-1 specificity has previously
been discussed [319]. This encoding places each amino acid into one of three groups,
{{D,E,N,CIRJ<}, {C,S',r,P,G',//, V}, {A, A7,/, L, V; F, IT}}, corresponding to

whether the amino acid is considered hydrophobic, hydrophilic or neutral [307].
Membership of the groups is encoded as a three bit orthogonal vector per amino
acid. This encoding has previously been shown to be relevant in determining HIV-1
protease specificity [163].
BLOMAP: Substitution matrixes are 20 x 20 grids derived from homologous
sequences, and represent the observed probability that an amino acid is likely to be
substituted by another. BLOMAP uses the BLOSUM62 substitution matrix and
the non-linear Sammon projection to map the information in the matrix to a lower
dimensionality (five real values per amino acid) while retaining relevant information
about the relationships between the amino acids. BLOMAP has previously been
evaluated on the HIV-1 problem [163]. The BLOMAP encoding for each of the
twenty standard amino acids is given in Table 5.12.
Exchange (substitution) Group: This encoding takes a similar approach to
the BLOMAP encoding in that it presents groupings of amino acids which have
a propensity to be substituted in homologous sequences through evolution. The
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groupings were derived from a PAM (Point accepted mutation) matrix [307]. The
groups are as follows: {{//,/?, AT}, {D,E,N,Q], {C}, {S', T, F, A, G}, {M,/,L,D},
{F,Y,W}}.

Using these groupings, amino acids can be encoded as a six bit bi

nary vector. This encoding has previously been evaluated on the HIV-1 specificity
problem with positive results [163].
Orthogonal, PC19, Fisher non-linear, and Niu encodings are described in
the literature review.
For each encoding, all of the features are mapped linearly to the range { — 1,1}
prior to training the classifiers. Further feature selection algorithms are not applied
as they may have trouble detecting relevance of features to the weaker patterns,
removing information that MFF-NEAT may find relevant. Each expert network
should, naturally and individually, perform its own feature selection, focusing evo
lution over generations on the relevant features to improving its own performance
on a sub-task.

5.3.4

MFF-NEAT

In addition to evaluating specific promising encodings identified in the literature,
combinations of potentially complimentary encodings are also evaluated.

MFF-

NEAT was selected to evaluate these encodings as it can simultaneously produce
expert networks ranging from simple classifiers with no hidden layers (that may
suit orthogonal encoding, for example), to large networks with many hidden layer
neurons and layers, where relevant. MEF-NEAT should therefore be capable of
producing mixtures of expert networks that are optimized to deal with encodings
independently, or take advantage of the information across different encodings.
Support for such diverse ensembles on this problem is well documented in the
literature. Gok and Ozcerit noted that approaches combining different feature sets
and classifiers allows for the construction of more
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Jaeger and Chen [120] combine different classifiers which may be more adept at
detecting different patterns. It is considered that similar benefits may be inherent
in an MFF-NEAT system as, although each expert is an MLP with sigmoidal ac
tivation functions, the experts tend to focus on different subsets of the feature set
and have varying architectures. Niu et al. report improved performance through
the use of AdaBoost, which iteratively learns classifiers specifically targeted at ex
emplars with poorer accuracy [200]. This desirable characteristic of AdaBoost type
classifiers is incorporated into MFF-NEAT in two ways: firstly, expert networks are
added to the system with a preference for performance on the poorly performing ex
emplars (through the gain function), and secondly, allowing the spawning of islands
focuses the evolution of expert networks which target these exemplars using a type
of boosting. The co-evolution approach provided by MFF-NEAT may even offer an
advantage over AdaBoost, in that as it doesn’t preclude well classified exemplars; all
exemplars can contribute to the identification of the secondary patterns, if relevant.

5.3.4.1

Parameter selection

All MFF-NEAT evaluations carried out in this case study employ a single set of
parameters, which largely matches the “/izg/i disruption parameter set'' as described
in chapter 4. The only change to the parameter set is that the “add neuron rate"
is doubled such that sufficiently large networks can be produced to handle the
complexity of the problem in a reasonable time frame. This new value is selected
based on trial and error. No parameter tuning is carried out for the individual
encodings.
For this case study, the expert speciation threshold is made more dynamic to
account for the wider range of network sizes resultant from the range in cardinality
of the input vectors evaluated. The expert network speciation threshold is initially
set as {{number inputs X number outputs) /10) and adjusted such that one new expert
species is added to the archive approximately every ten generations, i.e., the expert
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archive should have roughly 200 elements after 2000 generations. The island is set
to run for 500 generations at the 500^^ generation.

5.4

5.4.1

Results

Individual classifiers

Several instances were identified in the literature review where it was noted that
superior performance was achieved by combining the use of orthogonal and physico
chemical encoding, over the performance of either individually |87,195,207,263,322].
Given this information, it was decided that each physicochemical encoding should
be evaluated in conjunction with standard orthogonal encoding. Additional evalua
tions are carried out using combinations of the most promising encodings: {Orthog
onal, Physicochemical, Niu}, (Orthogonal, Physicochemical, Niu, z-Scales}, and
combining the most promising feature set (Orthogonal, Physicocheniical, Niu} with
the occurrence percentage as defined by .Jaeger and Chen [120|. Due to time con
straints, evaluations using the exchange group and the hydrophobicity group were
abandoned at an early stage due to unpromising performance.
Due to the large number of evaluations and repetitions that are required to be
carried out, each set of encodings was evaluated by training twenty MFF-NEAT
classifiers using the same twenty pairs of training and generalization data, rather
than the full 100 training set permutations available. A statistical representation of
the performance of the twenty individual classifiers using each encoding is presented
in Figure 5.12.
A lot of variability is observed in the performance of the individual MFF-NEAT
classifiers for each encoding in Eigure 5.12. This variation could be attributed to the
restricted data used to train each classifier. Given the already limited training data
available, the undersampling carried out to address the imbalanced nature of the
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{Orthogonal} - LSVM
{Orthogonal, Niu) - MFF-NEAT
{Orthogonal, Physicochemical} - MFF-NEAT
{Orthogonal, BLOMAP} - MFF-NEAT
{Orthogonal, Niu, Physicochemical, Occurrence} - MFF-NEAT
{Orthogonal, Niu, Physicochemical} - MFF-NEAT
{Orthogonal, Niu, Physicochemical, z-Scales} - MFF-NEAT
{Orthogonal} - MFF-NEAT
{Orthogonal, z-Scales} - MFF-NEAT
{Orthogonal, PC19} - MFF-NEAT
{Orthogonal, Fisher} - MFF-NEAT
0.850

0.860

0.870

0.880

0.890

0.900

0.910

0.920

ROC-AUC

Figure 5.12; Box plots presenting the distribution of lerformances of the different
amino acid encodings evaluated using MFF-NEAT clssifiers
data, and the requirement to set aside a sample of th available data for detecting
overtraining, the amount of data available for traininjeach classifier may not form
an adequate sampling of the problem space. In this ase, the variability observed
may be an artefact of the data and experimental design rather than the performance
of MFF-NEAT or a characteristic of the problem, lis is less of an issue for the
SVM approach as a generalization set is not requirec increasing the amount and
similarity of the data used to train each individual clssifier. Correspondingly, the
performance of individual SVM classifiers is noted as eing more consistent. Given
the inconsistent nature of the evaluations of the indivlual MFF-NEAT classifiers,
they do not form an adequate basis on which to evalute the performance of MFFNEAT, but the diversity of the solutions also makes teni appealing for evaluation
under an ensemble approach.

5.4.2

MFF-NEAT ensembles

In the literature review, a number of examples are ideiified where performance on
determining the HIV-1 protease specificity is improved hrough the use of ensembles
of classifiers [120,190—193,200]. The set of twenty M'F-NEAT classifiers trained
using each encoding is evaluated as an ensemble using te mean rule. The results are
presented in Table 5.13. The performance of the enseibles in terms of ROC-AUC,
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Encoding

Classifr

Accuracy

ROC-AUC

{Orthogonal}

MFF-NET

0.9071

0.9003

{Orthogonal, Niu}

MFF-NET

0.9081

0.9039

{Orthogonal, Physicochemical}

MFF-NET

0.9134

0.9119

{Orthogonal, z-Scales}

MFF-NET

0.9113

0.9055

{Orthogonal, PC19}

MFF-NET

0.9092

0.9029

{Orthogonal, Fisher}

MFF-NET

0.9081

0.9044

{Orthogonal, Niu, Physicochemical}

MFF-NET

0.9113

0.9167

{Orthogonal, Niu, Physicochemical, z-Scales}

MFF-NET

0.9092

0.9128

{Orthogonal, Niu, Physicochemical, Occurrence}

AIFF-NET

0.9124

0.9100

{Orthogonal, BLOMAP}

MFF-NET

0.9124

0.9118

LSVM

0.9102

0.8982

{Orthogonal}

Table 5.13: The performance of an ensembles of tweiy MFF-NEAT classifiers
using different amino acid encodings. The calssifiers a' trained using the {746,
1625, Schilling} dataset and evaluated on the Impens diaset. The performance of
an eiLsemble of twenty LSVMs trained on the same data sing orthogonal encoding
is included for reference.
represented by solid black dots, is presented graphicallyn Figure 5.13 relative to
the ensemble members. The advantages of ensembles aremrticularly relevant here
given the limited amount of training data, the undersaoling, and the need for a
portion of data to be retained to detect overtraining, a each individual classifier
may be restricted by not being trained on all available lata. Using an ensemble
allows output to be produced which considers the contribtion of all classifiers, and
all the data used in training the ensemble members.
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{Orthogonal} - LSVM
{Orthogonal, Niu) - MFF-NEAT
{Orthogonal, Physicochemical} - MFF-NEAT
{Orthogonal, BLOMAP} - MFF-NEAT
{Orthogonal, Niu, Physicochemical, Occurrence} - MFF-NEAT
{Orthogonal, Niu, Physicochemical} - MFF-NEAT
{Orthogonal, Niu, Physicochemical, z-Scales} - MFF-NEAT
{Orthogonal} - MFF-NEAT
{Orthogonal, z-Scales} - MFF-NEAT
{Orthogonal, PC19} - MFF-NEAT
{Orthogonal, Fisher} - MFF-NEAT
0.850

0.860

0.87C

0.880

0.890

0.900

0.910

0.920

ROC-AUC

Figure 5.13: ROC-AUC Performance of each cncodng evaluated as an ensemble
of size twenty (solid black dot) overlapped with the lerformance of the individual
classifiers used in the ensemble represented as a box )lot
Till

ROC-AUC - 20 Classifiers
ROC-AUC -100 Oassifiers
0.85

30.86

0.87

0.88

0.89

0.9

0.91

0.92

0.93

ROC-AUC

Figure 5.14: Distribution of the performances of tin 100 classifiers trained using
the {Orthogonal, Niu, Physicochemical} encoding in ernis of ROC-AUC. The per
formances of the twenty classifiers used in Fig. 5.B for the same encoding are
included for reference.

5.4.3

Further Evaluation of the {Ortlogonal, Niu, Physico
chemical} Encoding

For the most promising encoding set identified ({Orhogonal, Niu, Physicochemi
cal)), an additional eighty MFF-NEAT classifiers art trained using the remaining
training and generalization datasets. The distributioi of the performance of the
full set of 100 classifiers using this encoding, evaluatet individually, is presented in
Figure 5.14. The performance of the 100 classifiers talcn as an ensemble is given in
Table 5.14.
This is an interesting result in that increasing the ciscmble size actually reduces
the performance. To evaluate the confidence that can le placed in the ensembles of
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Encoding
(Niu, Physicochemical, Orthogonal}
{Orthogonal}

Classifier

Ensemble size

Accuracy

ROC-AUC

MFF-NEAT

100

0.911

0.906

LSVM

100

0.911

0.900

Table 5.14: Performance of an ensemble of 100 MFF-NEAT classifiers using [Niu,
Physicochemical, Orthogonal) encoding evaluated on the Impens dataset. All the
classifiers are trained using different samplings of the {746, 1625, Schilling} dataset.
{Orthogonal, Niu, Physicochemical} - Ensembles

O

0.906

0.91

0.908

0.912

0.914

0.916

0.918

ROC-AUC

Figure 5.15: The distribution of ROC-AUC performances on the Inqiens dataset for
100 different ensembles each of size 20 taken from a pool of 100 classifiers using the
(Orthogonal, Niu, Physicochemical) encoding
size twenty presented in Table 5.13 and Fig. 5.13, the distribution of performances
of 100 ensembles of size twenty taken from the pool of 100 classifiers is given in Fig.
5.15.
To evaluate the effect of ensemble size on this problem, and to provide context
for the result presented in Fig. 5.14, a number of different ensemble sizes were eval
uated. For each ensemble size, a random sampling is taken from the 100 networks
trained using the (Niu, Physicochemical and Orthogonal] encoding. Performance
of the ensemble sizes are presented in Table 5.15 as the average performance of 100
evaluations of each ensemble size using different random samplings of the classifiers,
as evaluated on the Impens dataset. The results are charted as a line graph in Fig.
5.16.

5.4.4

Diverse ensemble

Increasing diversity has been suggested as an approach to improving performance
of an ensemble [120,312]. Accordingly, all of the 200 MFF-NEAT classifiers created
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Avg. Accuracy

Avg. ROC-AUC

1

0.905671

0.89137

2

0.906737

0.903307

4

0.909018

0.903199

6

0.909662

0.906529

8

0.910296

0.907066

10

0.910137

0.910247

12

0.911193

0.910754

14

0.911088

0.910871

16

0.91095

0.911665

18

0.911331

0.911775

20

0.9117

0.911432

22

0.911637

0.911093

24

0.912017

0.911005

26

0.911837

0.910479

28

0.91188

0.909987

30

0.911964

0.909847

32

0.911954

0.909926

34

0.912112

0.909377

36

0.911785

0.909215

38

0.91207

0.908848

40

0.912175

0.90887

42

0.911859

0.90837

44

0.912059

0.908391

Ensemble size

Table 5.15: Average performance (over 100 runs) of different ensemble sizes trained
using the {Niu, Physicochemical and Orthogonal} dataset, and evaluated on the
Impens dataset
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Performance of differing ensemble sizes

Figure 5.1G: Average performance of different ensemble sizes trained using the {Niu,
Physicochemical and Orthogonal} encoding, and evaluated on the linpens dataset
Accuracy

llOC-AUC

0.914

0.904

200 classifier ensemble

Table 5.16: The performance of an ensemble of 200 classifnas using ten different
feature encodings. The (746, 1625, Schilling} datasets were used for training, and
performance is evaluated on the Impens dataset.
using the ten different encodings used to generate Table 5.13 were evaluated together
as a single ensemble, again using the mean rule. The performance of this ensemble
is presented in Table 5.16.

5.5

5.5.1

Discussion

Direct encoding of physicochemical properties are rele
vant to improving generalization

If the entire set of cleaved and noncleaved octamers were available, orthogonal
encoding and linear classifiers would be sufficient to completely describe the problem.
However, the amount of training data currently available is limited, which appears
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to restrict how well the learning algorithms can infer the mappings from a high level
representation such as orthogonal encoding. In the context of limited data being
available, a good classifier requires good generalization ability, and directly encoding
relevant properties does appear to ameliorate performance. From Fig. 5.12 and 5.13,
and Table 5.13, it can be observed that the selection of physicochemical features to
include in the input vector does impact performance, and the results indicate that
MFF-NEAT is indeed able to take advantage of this information, where relevant,
providing an increased performance relative to the use of orthogonal encoding only.

5.5.2

An LSVM using orthogonal encoding can outperform
an MFF-NEAT classifier employing physicochemical
properties

From the presented results, it appears that a single LSVM classifier using orthogo
nal encoding can in general outperform a single MFF-NEAT classifier employing
direct encoding of physicochemical properties.
training sets used to generate Fig.

Each of the 100 (undersampled)

5.14 and Table 5.14, was used to train an

LSVM with orthogonal encoding, and the results compared against the correspond
ing MFF-NEAT classifiers using the {Orthogonal, Niii, Physicochemical} encoding.
The LSVM achieved superior results to the MFF-NEAT classifier in 63% of the
cases in terms of ROC-AUC. The average ROC-AUC over the 100 test sets were
0.896 and 0.892 for LSVM and MFF-NEAT respectively, corresponding to a 0.46%
performance decrease for the best performing MFF-NEAT approach. Although the
difference in performance is low, suggesting consistency, a p value of 0.002392 was
generated by a paired Student’s t-Test on the results, suggesting that the LSVM
approach is able to outperform an MFF-NEAT classifier trained using the most
promising physicochemical based encoding evaluated here.
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5.5.3

Ensembles of MFF-NEAT classifiers can outperform
the state of the art LSVM benchmark with orthogonal
encoding

It appears, when taken as an ensemble, the use of physicochemical properties com
bined with nonlinear classifiers gives a consistent improvement in performance on
out of sample data over the LSVM benchmark presented in Table 5.6 using tuned
parameters, the benchmark published by Rdgnvaldsson et al. [2281, and the en
semble of LSVMs presented in Table 5.8. Although the performance of individual
LSVM classifiers is good, the advantage gained by combining LSVMs with different
perspectives on the data into an ensemble appears limited. Conversely, (h’spite the
fact that, in general, the performance of the MFF-NEAT classifiers individually was
weaker than that of the SVM, the diversity of the solutions appears to lead to an
increased generalization on the Impens dataset when combined.

5.5.4

It is unclear which is the best physicochemical encoding
approach evaluated here

The distribution of the performance of the 100 classifiers evaluated individually, as
presented in Figure 5.14, is roughly consistent with the distribution of the twenty
classifier subset presented in Figure 5.13, meaning that the twenty classifiers used in
the earlier experiments is a representative sampling size. However, from Figure 5.15,
it appears that the performance of the ensemble for the {Niu, Physicochemical, Or
thogonal} feature encoding set presented in Figure 5.13 may have been at the high
end of what we should expect from this encoding (overly optimistic). The interquar
tile range in Figure 5.15 however still represents a positive level of performance
over the LSVM benchmark. Therefore, although the advantages of physicochemical
properties is heavily supported by the results, the results presented in Fig. 5.13 and
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Table 5.13 are insufficient to comparatively evaluate the different encoding methods
presented here, and therefore requires further investigation.
As an aside, the distribution of the of the box plots in Fig. 5.13 appears to be
bimodal, with half the encodings, {Orthogonal, Niu}, {Orthogonal, Physicochem
ical}, {Orthogonal, BLOMAP), {Orthogonal, Niu, Physicochemical, Occurrence},
and {Orthogonal, Niu, Physicochemical}, performing much better than the remain
ing MFF-NEAT encodings. It was considered that this difference in performance
may be an indication that the specific properties included in the five highlighted en
codings are relevant to improving performance. The five encoding approaches used
in these experiments were combined to form a single input vector with a 294 features
combining orthogonal (160 inputs), Niu (30), physicochemical (56), BLOMAP (40),
and occurrence (8) encoding. This encoding was used to train an ensemble of twenty
classifiers using the same datasets used to generate Figure 5.12 and Table 5.13. This
ensemble achieved an accuracy of 0.911 and an AUC-ROC of 0.914. This is a strong
indicator of good performance, but again, leading from the findings presented in Fig.
5.15 (a single ensemble of size 20 may not be sufficiently representative), further
research would be required to fully evaluate the encoding.

5.5.5

Using ensembles that are too large reduces performance

Using the full set of 100 classifiers as a single ensemble actually reduced the perfor
mance relative to ensembles of size 20, as shown in Table 5.14 and Fig. 5.14. This
was later verified by charting the average performance of different ensembles sizes
ranging from 2 to 44 in steps of 2 (data presented in Table 5.15) sampled from the
set of 100 classifiers. A plateauing in performance after a certain point is expected,
but the reduction in performance is surprising, and not something that was docu
mented in any of the ensemble based approaches to HIV-1 specificity which were
reviewed. The performance of the ensembles was plotted graphically in Fig. 5.16,
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and ROC-AUC performance was observed to fit a curve which peaked at ensemble
size eighteen, followed by a steady decline.
It is considered that the larger ensembles may overfit the training data due to the
large overlaps between the data used to train the ensemble members, which would
result in such a decline in ROC-AUC generalization performance.

To evaluate

this hypothesis, the experiment is rerun recording the error for the {746, 1625,
Schilling} dataset (the training data) instead of the Impens dataset.

Although

the resubstitution error for the full {746, 1625, Schilling} dataset was consistently
very low, it appeared to generally decrease with the increase in ensemble size. The
results support the observed decrease in performance in terms of ROC-ALIC and the
overfitting hypothesis, but the difference in performance measures are too low given
the limited data available to be statistically evaluated meaningfully with confidence
(data not shown).
However, the accuracy (average number correctly classified exemplars) is noted
to remain relatively steady while the ROC-AUC decreases in Fig. 5.16. This sug
gests that the classifier ensembles begin to offer increased benefits on one class
specifically over the other. As the fitness of the classifiers in MFF-NEAT is based
on accuracy instead of ROC-AUC, the imbalance in the training data would likely
favour performance on correctly classifying the (more abundant) control exemplars
over the case exemplars. Therefore, it is possible that an approach to addressing
the imbalance, or using ROC-AUC to evaluate fitness, may allow the use of larger
ensembles to further increase performance.
This finding that overtraining impacts ensembles at size 20 does not invalidate
the presented findings, but suggests that further improvements can be made. It
should be noted that different optimal ensemble sizes are expected for disparate
encoding methods. Due to time constraints however, this was not verified, but this
finding should influence future research.

214

Novel Neuroevolution Techniques for the Life Science Domain

Algorithm
Diverse ensemble (all MFr-N'EAT emotlings)

Average

Metlian

Miiiimnm

Maximum

1st Quartile

3r(l Quartile

lnter(|uartile Range

0.911

0.911

0.905

0.918 (outlier)

0.909

0.912

0.003

Table 5.17: Average ROC-AUC performance of 100 ensembles of 20 classifiers using
different samplings of encodings. The {746, 1625, Schilling} dataset is used for
training, and performance is evaluated on the Impens dataset.

5.5.6

Evaluating diverse ensembles

The performance of the ensemble created using twenty classifiers of each of ten
different encodings presented in Table 5.16 attained the highest level of accuracy
recorded across any of the experiments. This concurs with the supposition of .Jaeger
et al. that an ensemble of weaker classifiers can improve overall generalization on a
problem as long as the perspectives, strengths or weaknesses of the classifiers are diver.se [120]. The ROC-AUC performance was however less competitive, which, from
the previous discussion suggests that the larger ensemble size may have negatively
impacted performance as a result of overfitting or imbalanced data. To evaluate
this, 100 ensembles of twenty random classifiers are sampled from the pool of 200
MFF-NEAT classifiers used to generate Fig. 5.12. The average ROC-AUC perfor
mance of these ensembles on the Impens dataset is presented in Table 5.17. This
approach did show an increase in average ROC-AUC performance compared to the
200 classifier ensemble, but it was still out-performed by a number of ensembles
using only a single encoding type exclusively (Fig. 5.15).

5.5.7

Post translational modifications

There is another advantage to using physicochemical properties instead of orthog
onal encoding, which has not been discussed in any of the literature reviewed; al
though there are only 20 standard coding amino acids, in reality they can present in
different forms due to the presence of post translation modifications (PTMs). PTMs
are a range of common chemical modifications to proteins, such as phosphorylation,
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which can change the physicochemical properties of amino acids themselves [133].
It is currently unclear how consistently or accurately PTMs are represented in the
training data, but also it is evident that an orthogonal encoding is insufficient to en
code such information, as each potentially relevant modification to each amino acid
would need to be encoded as a new dimension, further increasing the dimensionality
and sparsity of the data. The direct encoding of the physicochemical properties can
however easily incorporate new discrete points on the continuous scales to represent
amino acids with PTMs in the substrate, without the need for additional inputs.

5.6

Evaluation of MFF-NEAT on this problem

In recent years, the number of evaluations of ANNs on this problem has been lim
ited. A contributing factor to this is likely the journal article “ Why Neural Networks
Should Not Be Used for HIV-1 Protease Cleavage Site Predietion''\ which defined
the problem as linear, and therefore not well suited to an ANN with hidden lay
ers [230]. Contrary to this. Table 5.4 highlights a number of recently published
evaluations of the HIV-1 protease problem where the use of non-linear classifiers is
demonstrated to give good performance on this problem when different encodings
are used. However, although the use of non-linear classifiers in general is supported
by the literature, Oztiirk et al. have recently noted that neural network based ap
proaches applied to this problem suffer from the difficulty in determining optimal
architectures [207]. The evidence presented in this research invalidates the widelydisseminated hypothesis that ANNs are not suited to determining HIV-I protease
specificity; according to Table 5.13, MFF-NEAT, when evaluated as an ensemble is
actually able to outperform the SVAI with a linear kernel in terms of AUC-ROC on
this problem. MFF-NEAT is able to handle the linear information in the orthogonal
encoding, and additionally take advantage of the non-linear information presented
by the physicochemical properties.
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Although MFF-NEAT is not considered as the best solution for providing a con
sistent optimal evaluation of a specific encoding, its robust nature and consistently
good performance made it well suited to an investigation such as this. Under a
typical machine learning algorithm, such as an SVM or a typical ANN, a range of
learning algorithm parameters would have to be evaluated to provide an accurate
evaluation of each encoding. This would result in a Pareto-front type evaluation
where both the performance of the classifier and the different encodings would need
to be optimised to accurately evaluate an encoding. The robust performance of
MFF-NEAT is found to allow an optimal (not necessarily the optimal) evaluation
of the entire range of input vectors evaluated without the need for any parameter
tuning, and demonstrated an innate ability to scale well to handle both the small
and larger input vectors evaluated. This allows for focusing on the implementation
and evaluation the different encodings.
Based on the performance increase observed by Rognvaldsson et al. (and val
idated here) when the 1625 dataset is omitted, the number of conflicting classi
fications of exemplars, and the biased manner in which much of the data was
produced, it is possible that this data.set is of quite low quality, or contains rnisclassified data [144,229]. As a result of the large amount of conflicting information
published, and the current poor level of understanding of the problem, the HlV-1
protease case study was also highly exploratory, with many of the input vectors
evaluated likely containing large amounts of irrelevant, low relevance or redundant
information. These difficulties are highly representative of issues in real world bioin
formatics datasets. MFF-NEAT performed well on this dataset across a range of
experiments with the number of input features ranging from 160 to 294, and problem
complexity ranging from a simple linear problem with sparse binary encoding, to
non-linear problems with numerous categorical and real values encoding disparate
amino acid properties, statistical metrics and large numbers of varying continuous
physicochemical scales. The robust performance demonstrated by MFF-NEAT on
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this dataset suggests that it could indeed be a useful tool across a range of problems
in the bioinformatics domain and beyond.
It is noted that the physicochemical features, although demonstrated to be rel
evant to generalization, did not help the MFF-NEAT classifiers outperform the
LSVM classifiers when evaluated individually. Although this information was avail
able to the MFF-NEAT classifiers, the reduced amount of training data (due to
undersampling and the need for a separate generalization set) and the large space of
architectures possible given the freedom of the MFF-NEAT algorithm may have led
to sub-optimal solutions, or large networks that overfit the available training data
at the expense of generalization. The under-performance of the individual MFFNEAT classifiers and the low performance of the LSVM classifiers relative to the
MFF-NEAT ensembles suggest that neither the LSVM nor MFF-NEAT classifiers
may be best suited to this problem.

5.7

Conclusions

Given the limited sampling of data currently available, accuracy in predicting HIV1 protease specificity can be improved through the combination of direct encoding
of physicochemical properties and ensembles of nonlinear classifiers.

In an out-

of-sample evaluation, ensembles of MFE-NEAT classifiers were demonstrated to
consistently outperform the claimed state-of-the-art LSVM based approach. This
result highlights the relevance of physicochemical properties of the substrate amino
acids to the HIV-1 protease specificity. Although the physicochemical properties
worked well as a set, it is likely that the set of relevant properties can be further
refined.
HIV-1 protease specificity is an interesting and challenging problem which has
experienced a recent surge in interest with the availability of an increased amount
of data.

The recently published large dataset has received significant attention
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on the UCI machine learning data repository, receiving more than 15000 views
between April 2015 and April 2016. The dataset also has a number of complexities; it
represents a biased sampling, the available sample is a tiny fraction of the population,
many of the exemplars may be rnisclassified, and, due to the extensive and varying
research that has been carried out and the lack of agreement between researchers,
the space of potentially relevant inputs is large and ill-defined, spanning discrete,
continuous, binary and categorical data types. Given the relevance and difficulty
of the problem, it is considered here likely to become a heavily used benchmark for
machine learning bioinformatics tools and machine learning in general.
One key issue which heavily impacted performance is how imbalance in the
dataset was handled. Although the undersarrqiling approach taken was supported
by a number of domain publications, the reduction in training data and the still
imbalanced nature of the data have been identifed in the evaluations presented here
as possible issues affecting performance. In the following chapter, a novel algorith
mic approach to dealing with imbalanced data is described that is designed to take
advantage of the properties of MFF-NEAT, and which does not require undersam
pling of the training set. The performance of this novel approach is evaluated on
the HIV-1 protease specificity problem.
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Chapter 6
Dynamic Hybrid Subset Selection
(DHSS) - A novel approach to
dealing with imbalanced data

6.1

Introduction

The evaluation of larger classifier ensembles presented in Fig. 5.14 and Table 5.14
in chapter 5 highlight how imbalanced data can negatively impact the overall per
formance and usefulness of classifiers produced using machine learning approaches.
Based on this observation, it is apparent that the undersampling approach taken in
chapter 5 was insufficient to handle the data imbalance adequately. It is desirable
for machine learning algorithms designed for bioinformatics problems to be able to
robustly deal with such a prolific issue as imbalanced data with minimal (or no) user
interaction or decision making. For this reason, Dynamic Subset Selection (DSS),
as described in section 2.7, is evaluated to see if it can improve the performance of
MFF-NEAT on the HIV-1 protease specificity problem.

220

Novel Neuroevolution Techniques for the Life Science Domain
Additionalhq a novel modified form of Historical Subset Selection (HSS) is de
veloped that is specifically tailored to take advantage of the characteristics of MFFNEAT. This novel algorithm, denoted Dynamic Hybrid Subset Selection (DHSS),
hybridizes desirable aspects of both DSS and HSS. However, although the novel
variation is able to outperform DSS in the evaluations presented here, the perfor
mance of both approaches is inferior to the undersampling approach employed in
chapter 5. Further evaluation is required to determine if DSS or DHSS can indeed
improve performance over undersampling through parameter tuning, or in different
problem spaces.

6.1.1

Dynamic Hybrid Subset Selection

Dynamic Hybrid Subset Selection takes an a})proach similar to DSS, but uses a
continuous numeric array, denoted the score array, to record how well the solu
tions in the population perform over all training exemplars individually across all
previous generations. For example, given a training dataset with 5000 exemplars, a
corresponding score array with 5000 elements would be created, with each element
initialized to 0. In each generation, a percentage of the training data is selected
corresponding to the highest scores. Each classifier in the population is evaluated
on each exemplar in this training data subset. If the classifier correctly classifies
the exemplar, (1— the error of the classifier) is subtracted from the corresponding
element in the score array. If the classifier incorrectly classifies the exemplar, the
error of the classifier is added to the corresponding element in the score array.
Although the score of exemplars outside of the selected subset will not change
in a generation, the score for many of those that were evaluated should decrease,
leading to different subsets being evaluated each generation. The more solutions that
correctly classify a specific exemplar, and the more confident they are, the less likely
that exemplar is to form part of a subset in the near future. Correspondingly, those
exemplars that are largely rnisclassified need to be consistently correctly classified
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over a number of generations before they stop being selected for the subset. In
this way, the accuracy of the classifiers directly weight how much attention each
exemplar receives. Therefore, the age (number of generations between uses) recorded
for the DSS algorithm does not need to be maintained in DHSS.
For the technical implementation, it should be noted that the expert species
coverage vectors each require an additional parallel array which records how many
times each exemplar is used in defining the corresponding coverage vector element
such that the coverage can be averaged per exemplar accordingly.
DSS and DHSS is not always likely to offer an improvement in performance
over typical approaches, particularly if there is a domain expert available that can
understand and massage the data presented to the system.

Therefore DSS and

DHSS are implemented as optional features of MFF-NEAT and not part of the core
algorithm, and not used in the general evaluations presented in this work or any of
the published results.
The performance of DSS and DHSS, and their claimed advantages are evaluated
in detail on the imbalanced HIV-1 protease specificity problem in the following
section relative to an undersampling based approach used by experts in the field on
the same problem.
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6.2

Evaluation

The HIV-1 protease dataset is imbalanced. The experimental design implemented
in chapter 5 employed an undersampling of control exemplars at a ratio of 3:1 to
address this issue. This ratio was selected as it had previously been employed by
experts in the field in a number of related experiments. Therefore, this tailored
experimental design should provide a reasonable benchmark against which the per
formance of the DSS and DHSS algorithm can be evaluated.
The data used in evaluating the DSS and DHSS algorithms does not use the
same training and testing data as in previous evaluations as undersampling is not
required, meaning that more data is available for training the classifiers. The DSSAIFF-NEAT and DHSS-MFF-NEAT classifiers were trained on the entire {746, 1625,
Schilling} dataset with the conflicting and repeated exemplars removed, leaving
4955 exemplars. 70% of the data (3468 exemplars) was randomly selected for each
run to set the weights (the training set), and the remaining data used to detect
overtraining (the generalization set). Only the most promising amino acid encoding
identified using the undersampling approach, (Orthogonal, Niu, Physicochemical},
was evaluated for DSS and DHSS.
The DSS evaluations published by Gathercole and Ross used DSS and HSS to
generate subsets of 12% and 14% of the available training data respectively for
the thyroid problem [77]. In contrast to this, the experiments carried out here use
60% of the training data as the subset size (roughly 2081 of the 3468 exemplars in
the training set), which reflects the less imbalanced nature of the HIV-1 protease
problem.

Such a large subset size should provide a more robust evaluation by

increasing the number of “eas^” exemplars in the selected subsets allowing for more
representative samplings, and increased use of each exemplar, while still offering the
typical advantages of DSS. The increase in performance speed offered by DSS/DHSS
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.\lgorithm

Median

Min

Max

IQ

3Q

IQR

{Orthogonal, Niu, Physicochemical}

DSS-MFF-NEAT

0.838

0.812

0.870

0.827

0.854

0.028

(Orthogonal, Niu, Physicochemical)

DHSS-MFF-NEAT

0.878

0.839

0.905

0.857

0.888

0.032

Encoding

Table 6.1: Dustribution of performance of twenty MFF-NEAT classifiers using
DSS/DHSS, the {Orthogonal, Niu, Physicochemical} encoding, and trained on the
{746, 1625, Schilling} dataset in terms of ROC-AUC on the Impens dataset
DSS-MFF-NEAT
0.812

0.838
------- 1—

DHSS-MFF-NEAT
0.839

0.800

0.81

0.878

0.857

0.85

0.86

0.888

0.905

0.87

ROC-AUC

Figure 6.1: Boxplot comparing the distribution of the performance of the twenty
individual MFF-NEAT classifiers using DSS/DHSS, the {Orthogonal, Niu, Physic
ochemical} encoding, and trained on the {746, 1625, Schilling} dataset in terms of
ROC-AUC on the Impens dataset
for very small subset target sizes was is not considered a primary concern in this
situation.
Again, twenty classifiers were trained using each approach, and the performance
was evaluated on the Impens dataset. The results are presented in Table 6.1 and
Eig. 6.1 in terms of ROC-AUC. The performance of the twenty classifiers produced
by each algorithm evaluated as an ensemble is presented in Table 6.2.
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Encoding

Classifier

Accuracy

ROC-AUC

{Orthogonal, Niu, Physicochemical)

DSS-MEE-NEAT

0.910

0.886

{Orthogonal, Niu, Physicochemical)

DHSS-MEE-NEAT

0.912

0.910

Table 6.2: Comparison of ensembles of the twenty MFF-NEAT classifiers using
DSS/DHSS, the {Orthogonal, Niu, Physicochemical} encoding, and trained on the
(746, 1625, Schilling) dataset in terms of ROC-AUC on the Impens dataset. The
ensembles are combined using the sum rule.
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6.3

Discussion

Examining the results, it is clear that the DfISS approach is able to outperform DSS
on the HIV-1 protease dataset. Using a paired t-test it is confirmed that the choice
of DSS or DHSS to select the training data each generation does impact performance,
with a p value less than 0.0001. The use of ensembles again showed improved per
formance over any ensemble member when combined using the sum rule, although
based on the findings presented previously in Fig. 5.15, the performance of a single
ensemble should only be taken as being indicative of performance, with a reasonable
margin of error.
However, the overall results were not promising. MFF-NEAT using either DSS
or DHSS demonstrated a negligible drop in performance relative to the standard undersanipling approach. This drop in performance is unexpected given the claimed
advantages of the DSS approaches, and the potential issues highlighted with iindersanipling in the discussion section of chapter 5 resulting from less of the avail
able data being used for training each classifier. The poor performance may be
attributable in some degree to suboptimal parameter selection, as parameters are
selected that are atypical to those identified in the published literature reviewed for
DSS in an attempt to achieve a robust accuracy in a trade off against other char
acteristics of the approach such as evaluation speed. Additionally, no parameter
tuning is carried out for either the DSS or DHSS evaluations.
To adequately determine if the poor performance could be attributable to un
suitable selected parameters, a range of subset sizes need to be evaluated on the
HIV-1 protease problem, rather than just using a single subset size selected a pri
on. This may provide a fairer evaluation of DHSS-MFF-NEAT against the tuned
undersampling approach. Ideally, the DHSS algorithm should be able to adapt the
subset parameters dynamically as MFF-NEAT can do with other parameters, such
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as the speciation threshold, but the feasibility of such an approach still needs to be
investigated.
One of the more interesting claims of the subset approach is that it increases
the diversity of the solutions in a population. The speciation thresholds in MFFNEAT provide an inbuilt measure of the population diversity at any generation.
To evaluate if the subset approaches can indeed increase population diversity, the
values of the speciation threshold for both the gating network and the expert net
works were recorded for twenty runs of the undersampling approach and the DHSS
approach using the same twenty undersampled datasets. The speciation thresholds
were recorded at the generation of the best generalizing solution. However, exam
ining the data, the threshold values for the gating networks did not have a normal
distribution (meaning t-Tests could not be applied), but a birnodal one, with typi
cally low values, but occasionally high values. This can be explained by the gating
network occasionally learning tasks which are typically farmed out to the expert
networks. Accordingly, the gating networking occasionally learning part of the task
should impact the complexity of the corresponding expert networks which, in that
situation, would have an easier task.
Bi-rnodal distributions do not preclude statistical analysis, but given the limited
number of runs of the experiment, the available data sample size was insufficient to
capture the complexity of the distribution, meaning any statistical analysis would
be presented tenuously. For my own interest however, and perhaps the interest
of the reader, a box plot is presented in Fig. 6.2 comparing the relative expert
speciation thresholds of both runs for only the MFF-NEAT classifiers with low gating
speciation thresholds. This subset of the runs represents the majority scenario of the
evaluations where the functionality implemented by the gating network was likely
limited. A cursory unpaired t-Test is carried out on these threshold values resulting
in a p value of 0.1307, with 25 degrees of freedom.
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Figure 6.2; Box plot of the expert speciation thresholds of MFF-NEAT systems
with low complexity gating networks using undersampling or DHSS
If this experiment was credible, it would suggest that, at this sampling level
and with these parameters, there is insufficient evidence to infer that subset selec
tion increases the variation in the solutions on a per generation basis, as noted by
Gathercole and Ross for GP. But again, it should be noted that this finding is very
circumstantial. It is possible that the small sample size, robust parameters, and
speciation of MFF-NEAT may have hindered the potential of subset selection in
this regard, but the initial results suggest that further research in this area is not
warranted.
Another claim made about subset selection identified in the literature review is
that it produces more consistent results |78]. Again, this was not reflected in the
results as the interquartile range for DSS and DHSS, presented in Table 6.1, was
roughly equivalent to those observed in Fig. 5.12 for the same encoding approach
using undersampling.
The last point evaluated in favour of subset selection is that it can decrease the
time required to find a solution. However, the fitness evaluation stage of genetic algo
rithms tends to be embarrassingly parallel. Given a machine capable of sufficiently
parallel computation, the time required to evaluate the entire population would be
the same as the time required to evaluate the 60% subset of the population. In fact,
the increased overhead added by the algorithm could increase execution time in
this situation. Requiring less time to train on a machine with limited or no parallel
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processing is of a course favourable, but again, this was considered largely irrelevant
for the scale of the experiments carried out here.
One difference between MFF-NEAT and the original GP algorithm on which
DSS was evaluated, which in hindsight is considered to potentially negatively impact
performance of the DSS/DHSS-MFF-NEAT, is the use of speciation. Speciation,
while maintaining diversity in the population, also produces groups of highly related
solutions. As the number of each species maintained under the NEAT algorithm
depends on fitness, these highly related solutions may produce biased score arrays if
all population members are used in scoring the exemplars for DHSS subset selection.
Future works will investigate if using only the best performing of each species to
determine the exemplar scores can lead to increased performance.

6.3.1

Subset selection summary

It appears that the use of subset selection offers no tangible benefits to performance
on the HIV-1 protease problem in the manner in which it was evaluated here. It
should be noted that these evaluations were not tuned, as parameters are chosen
to be robust rather than optimized, whereas the undersampling parameters were
selected by experts in the field. The results however were still competitive. It is
also considered that although data imbalance is not always an issue, the DHSS
approach may be more robust to troublesome data, such as where relevant patterns
in the data are over- or underrepresented, as is common in bioinformatics datasets.
It is therefore envisioned that this approach may be of benefit where time is essential,
or the optimal structuring of the training data is not provided or obvious.
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Chapter 7
Conclusions and Future Work

7.1

Summary and Conclusions

The main achievements of this research are the two novel modular neuroevolntion
algorithms MFF-NEAT and CGPANN-RBF, the DHSS approach to handling im
balanced datasets, and a number of diverse papers published adding to the domain
knowledge.

Both of the ANN approaches are able to decompose a task, where

possible, into relevant modules representing functional blocks or pattern recogni
tions. It has been discussed how such a modular approach can provide efficiencies
and scalability in training and increased performance in use. The DHSS algorithm
provides an automated approach to addressing a real and common issue in bioin
formatics datasets. The published papers have been well received, and the paper
^''Automatic task decomposition for the Neuroevolution of Augmenting Topologies
(NEAT) algorithm^'' [169|, which details the MFF-NEAT algorithm, received a best
paper nomination at the EvoBio 2012 conference. These algorithms have also added
to the exploration and understanding of the dynamics of biologically inspired ma
chine learning approaches, and it is hoped that much of the knowledge generated
across this research can be transfered to similar and related domains.
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The evaluation of these neuroevolution algorithms have been encouraging, and
they have been demonstrated in the evaluations to offer a competent level of per
formance on specific problems. They are not however considered to be a “panacea”
for machine learning in bioinformatics. It is unlikely that any such generic approach
would be able to out-perform bespoke solutions which can take advantage of expert
and domain knowledge, or an approach that was chosen based on characteristics
of the problem or data. Similarly, although the DHSS approach performed well, a
good experimental design selected a priori may have an advantage through expert
knowledge, experience, and parameter tuning.
This is not to say the algorithms presented here are useless.

Such bespoke

solutions can take considerable time to develop and refine, with diminishing returns
to achieve what may be negligible performance increases. What is described are
general purpose systems that can be competitive against the state-of the-art or
highly tuned approaches on many problems.

MFF-NEAT, CGPANN-RBF and

DHSS can provide “an optimal, if not the optimaV' solution to many problems in a
reasonable time frame with minimal parameter tuning or expert interaction. This is
apparent in the HIV-1 protease case study presented; determining optimal classifiers
to evaluate the different input vectors would be and unwieldy task, whereas MFFNEAT is considered to be sufficiently robust to provide an accurate evaluation of
each encoding. Similarly, the DHSS algorithm simplifies the task of the user by
reducing the parameters in the experimental design, and automatically addresses
potential issues with the data by constantly evaluating and adjusting the training
subset. The CGPANN-RBF algorithm however was less competitive than the MFFNEAT algorithm, and its applicability is considered more limited. Also, the benefits
of aspects of the base algorithm, such as neutrality of evolution, are debatable.
Neural networks are a powerful tool with the potential for great performance on
a range of problems, but they are not a popular topic in bioinformatics because they
difficult to use, understand, and optimise. Even for someone experienced in machine
learning, selecting an experimental design can be a difficult task, and often choices
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need to be revisited based on sub-optimal results. The neuroevolution algorithms
presented here may require a lot of time and processing power, but should provide a
robust solution tailored to generalization, while requiring minimal decision making
from the user. This largely removes the requirement for a bioinformatician to be
an expert in machine learning in addition to the required background in biology.
These algorithms do not solve all the limitations in the application of ANNs however.
There is still the need for ML knowledge to define the input and to understand the
classifications produced by the classifiers, for example, to determine that the output
of the network is as intended.
At this point, there are no plans to further develop CGPANN-RBF and DHSS.
No further tentative improvements to the DHSS algorithm could be identified, and
the situational nature of the CGPANN-RBF algorithm means that future effort is
better invested in the MFF-NEAT algorithm, if it is desired to produce an accessible
tool for bioinforrnaticians and biologists to increase the robustness of solutions and
evaluations.

7.2

MFF-NEAT Future Work

Although significant time increases have already been achieved through optimiza
tions in the code, execution time is still an issue for the MFF-NEAT algorithm
which currently limits its applicability. In addition to further evaluations of the
algorithm on new bioinformatics problems and datasets, it is aspired that future
work on MFE-NEAT will be focused on extending the scalability of the algorithm,
thereby increasing its applicability.
The evaluation of the population in a GA is typically a bottleneck of the al
gorithm, but it is also ^^embarrassingly paralleV’’] the fitness evaluation of each
solution can be carried out independently of all other solutions, meaning that given
sufficient processing resources, all population members can be evaluated at the same
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time, rather than in sequence. Therefore, the time to evaluate the population is re
duced to the longest time required to evaluate any population member. Given this,
performance increases have been achieved using a '‘^thread pooV implementation for
the evaluation of the population in each generation, where the fitness of each solu
tion is calculated using an independent thread which can be processed in parallel on
multicore (or multithreaded) processors.
This effort brought the .lava implementation of the algorithm to a level where it
is practical to evaluate problems on the scale of the HIV'-l case study on a modern
desktop computer, but scaling the algorithm to much larger problems beyond this
will require massively parallel implementations, perhaps running on cloud infrastruc
tures. Given this, the fitness evaluation aspect of the code was implemented using
the Scala programming language. The Scala language uses functional programming
to force easily parallelizable code implementations, but it is also closely tied to the
Akka framework ^^for building highly concurrent, distributed, and resilient messagedriven applieations'h However, an Akka implementation of MFF-NEAT has been
relegated to future work as a large overhead has been noted for the Scala implementa
tion. Similar overhead has also recently been noted for a Scala based implementation
of the Smith-Waterman algorithm for local sequence alignment [154]. Although the
combination of Akka and Scala can potentially provide advantages when scaling up
across a large number of machines, for the scale of the evaluations presented here,
the pre-existing thread pool implementation was sufficient and practical.
A growing field of interest in the neural networks domain is “deep networks^''
containing more than 3 hidden layers [105]. The typical BP learning algorithms can
struggle with such deep networks as the error back propagated reduces with each
layer added [60,151]. MFF-NEAT uses concept abstraction to avoid such prob
lems by defining functional objectives that encourage the learning of functionality
“deeper” within the system. If the gating and expert networks in a system were
considered a single monolithic network by overlapping the output neurons of the
experts with the corresponding inputs in the gating network, the potential exists
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for MFF-NEAT to naturally and intelligently produce large, complex, but sparsely
connected deep networks. Therefore, in addition to going more parallel to increase
efficiency, and wider, by adding more experts, one potential avenue which I would
like to investigate is going “deeper” on complex problems by having multiple layers
of expert network organized into cascading MoE architectures.

7.3

HIV-1 Protease Future Work

Despite the satisfactory performance noted, the current sets of physicochemical prop
erties evaluated in determining HIV-1 protease specificity are not likely to be optimal
as a lot of the prior research was carried out on smaller datasets, and much of the
work carried out over the last decade has been heavily inlluenced by the hypothesis
that orthogonal encoding and linear classifiers offer the best performance for this
problem. Optimizing this set should be approached on two fronts: firstly, the im
portance of the current set of identified properties used in the case study needs be
validated, but secondly, there may be further additional properties which can be
included. Additionally, the relevance of exosites (the amino acids beyond P4 and
P4) as used by the PROSPER server should be re-evaluated on this problem [263].
The work presented here focuses on different encodings of the physicochemical
properties of the substrates, but alternative approaches are detailed in the litera
ture review that are not evaluated here. For example. Song et al. demonstrate
that the output of pre-existing (and well tested) bioinformatics tools can be used
to improve performance by building on the work of others [263], while Nanni and
Lumini have demonstrated that texture descriptors from image processing theory
can provide complimentary information to a classifier [194]. Therefore, there are
promising tangential avenues of investigation which can be used to generate ad
ditional information to be used in conjunction with the validated physicochemical
properties.

234

Novel Neuroevolution Techniques for the Life Science Domain
Some of approaches taken to dealing with HIV-1 protease specificity were also
demonstrated to be transferable to related datasets, such as T-cell epitopes and
vaccines [195]. PROSPER, for example, uses the same approach in determining the
specificity of a large number of proteases [263]. Carrying out research across multiple
fields at once may bring interesting advancements and discoveries. Therefore, it is
recommended that any future research in this area is preceded by an evaluation of
datasets from other problems that may potentially be evaluated simultaneously.
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Appendix A: Publications
• p239 - Automatic Task Decomposition for the Neuroevolution of Augmenting
Topologies (NEAT) Algorithm |169]
• p252 - Improving the Performance of CGPANN for Breast Cancer Diagnosis
Using Crossover and Radial Basis Functions [170]
• p265 - Biologically inspired intelligent decision making: A commentary on the
use of artificial neural networks in bioinformatics [167]
• p282 - Naturally selecting solutions: The use of genetic algorithms in bioinfor
matics [168]
• p296 - The importance of physicochemical characteristics and nonlinear clas
sifiers in determining HIV-1 protease specificity [171]
• p311 - List of co-authored papers

238

MFF-NEAT

A.l

Automatic Task Decomposition for the Neu
roevolution of Augmenting Topologies (NEAT)
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A.6

List of co-authored papers

• Draft genome sequences of six different Staphylococcus epiderniidis clones, iso
lated individually from preterm neonates presenting with sepsis at Edinburgh’s
Royal Infirmary (2015) [297]
• The Moorepark Grass Growth Model, a user-friendly model for farmer and
researcher (in press)
• Visualizing Next-Generation Sequencing Cancer Data Sets with Cloud Com
puting (in press)
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