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Abstract-h this paper, we consider chaos gamea to generate wavelet decompositions and wavelet 
synthesis of functions. The primary technique involved is mixing several chaos games for the individ- 
ual wavelets in order to get the overall wavelet expansion. Generalisations to dilation factors other 
than two and to multidimensional wavelets are given. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
There are many strong connections between the study of wavelets and fractals. For example, the 
scaling function satisfies a dilation equation (6) which is a type of fractal self-similarity. Using 
thii connection, Berger [1,2] adapted the classical chaos game algorithm from IFS fractal theory 
to render the scaling function and mother wavelet. This allows one to compute function values 
for the mother wavelet $. 
This paper starts with Berger’s chaos game algorithm and modifies and extends it. The basic 
modification is to use the algorithm to compute integrals rather than function values. These 
integrals can then be used to compute the wavelet expansion coefficients for an arbitrary L2 
function f. This is the wavelet analysis. 
On the other hand, by carefully “mixing” appropriate chaos game algorithms, we can start with 
the wavelet expansion coefficients and produce a rendering or approximation of the function f. 
This is the wavelet synthesis. 
The organization of the paper is as follows. First, in Sections 2-4, we give some necessary 
background on IFS fractals and wavelets. Then in Section 5, we discuss the vectorized version of 
the dilation equation and the chaos game for generating the scaling function. In Section 6, we 
modify this chaos game and obtain a chaos game for rendering the wavelets. Section 7 presents the 
parallel chaos games necessary to generate the coefficients in a wavelet expansion of a function, 
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while Section 8 discusses “mixing” chaos games to generate a wavelet synthesis of a function. 
Finally, in Section 9 we briefly discuss the extension of these ideas to more general dilation 
equations-to dilation equations with dilation factors other than two and to multidimensional 
dilation equations and wavelet expansions. 
2. ITERATED FUNCTION SYSTEMS 
Here we briefly review the central concepts of IFS in order to provide a framework in which to 
the discuss the main issues of this article. 
Let (X, d) be a compact metric space and {~i}~=~ be a finite collection of contractive maps 
with Wi : X --+ X. The pair (X,{wi}) . 1s called an iterated function system (or IFS), though 
usually we refer to the maps alone as an IFS. Define the parallel action of the maps wi by 
w(S) = 6 Wi(S). (1) 
i=l 
Letting h denote the Hausdorff distance on the metric space X, we have [3,4] the following 
proposition. 
PROPOSITION 1. There is a unique compact set A c X, the attractor of the IFS, such that 
A = 6 wi(A) (2) 
i=l 
and h(wn(S), A) + 0 as n -+ co, for every nonempty compact set S C X. 
If we associate with each wi a nonzero probability, pi, then the triple {X, {wi},N,l, {pi}tV,l} is 
known as an iterated function system with probabilities, or IFSP. 
Let Prob(X) be the set of all probability measures on X and define A4 : Prob(X) -+ Prob(X) 
by 
M(v) = -&iv 0 w;l. (3) 
i=l 
For this operator, we have the following proposition (see [3,4]). 
PROPOSITION 2. There is a unique measure p E Prob(X), caLled the invariant measure, such 
that 
M(P) = P (4 
fither, supp’(p) = A. 
Rendering and Approximating Attractors of IFS 
There are two basic algorithms for generating the attractor of a given IFS. One is a deterministic 
algqrithm; the other is a stochastic algorithm, known as the chaos game (see [3]). 
The deterministic algorithm basically computes the fixed point of the set-valued function w 
through a direct iteration process. Starting with an arbitrary nonempty set (on a computer, all 
screen images are compact) you iterate until there is no change in the image. 
The chaos game, on the other hand, usea ergodicity in generating the attractor of a given IFSP. 
Let wi and pi be the maps and probabilities for an N map IFSP. The chaos game is as follows. 
(1) Pick ~0 E X to be the fixed point of w1 (this guarantees that all points determined 
henceforth in this algorithm will lie on the attractor). 
(2) Pick on E (1,. . . , N} at random according to the probabilities {pi}E1 and set z71 = 
Wu,(~n-1). 
(3) Plot Z,. 
(4) If n is less than the maximum number of iterations, increment n and go to Step 2. 
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Elton [5] proved the following theorem, commonly known as Elton’s ergodic theorem, related 
to the chaos game. 
PROPOSITION 3. Let {X, {q}c,, {pi}Ll} b e an IFSP with invariant measure p. Then for every 
starting point x0 E X and almost every sequence {u,,} generated by the chaos game algorithm, 
we have 
lim 1 2 f(xk) = 1, f(X) @(XL 
n+oo n k=l 
for alI continuous f : x + w. 
For each set B c X with p(B) > 0, we know that eventually xn E B, so we will eventually 
plot a point in B. This indicates why the chaos game will eventually plot each “pixel” in A. 
3. WAVELETS NOTATION 
In this section, we discuss those parts of wavelet theory that will be needed for the purposes 
of this paper. For a more complete introduction, see the very nice book [S]. 
Let 4 be a scaling function for a multiresolution analysis. Then {c$(. - i) ] i E Z} is an 
orthonormal set, and C#J satisfies a dilation equation of the form 
4(x:) = C b42x - n). (6) 
n.EZ 
We will assume that the only nonzero coefficients h, are ho, hl, . . . , hN. In this case, it can be 
shown that CJS is supported on the interval [0, N]. 
Associated with the scaling function 4 there is a function +, called the mother wavelet, which 
is defined bv 
T)(X) = x(-l)khN-&(2x - k). (7) 
k 
One can show that $J is also supported on [O,iV] with this definition. Define $i,j(x) = 
2i/2~(2ix - j). Then it turns out that the set {$i,j ] i,j E Z} forms an orthonormal basis 
for L2(W). The important feature for us is that this basis is generated by the dilations and 
translations of a single function-the mother wavelet $. 
Define the mappings 
W&j(X) = ; + $. 
These maps have the property that +i,j(x) = Zii21c, o w<j. That is, these mappings “map” the 
mother wavelet onto the wavelet +i,j. 
4. RENDERING A COMPACTLY 
SUPPORTED SCALING FUNCTION 
In general, a compactly supported scaling function as defined above does not have a closed 
analytic form. In the following, we discuss an IFS type algorithm to approximate the graph of 4 
to arbitrary accuracy. 
Let us suppose that we have chosen a sequence of h,s, subject to our assumption that h,, = 0 for 
n < 0 and n > N, in such a way that C$ induces a multiresolution analysis on L2(R). Daubechies 
and Lagarias [7] and Micchelli and Prautzsch [8] independently noticed that one could vectorize 
the dilation equation. Define V+ : [O, l] -+ RN as 
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Define the N x N matrices TO and Tl by (To)i,j = hz+j-1 and (Tl)i,j = hzi-j. That is, 
To = 
ho 0 0 ... 0 0 
hz hl ho ... 0 0 
. . 
0 0 0 ... hN hN-l 
and 
,-A 
hl ho 0 ... 0 0 
h3 h2 hl ... 0 0 . . . . . . . . .. . : : 
0 0 0 ... 0 hN 
Let r : [0, l] -+ [0, l] be defined as i(z) = 2x mod 1. Then the dilation equation becomes 
(assuming that 4 is continuous) 
V,(x) = T’tVc(~x), (9) 
where w is the first digit in the binary expansion of x. 
As an example, we compute the transformation TO corresponding to the Daubechies-4 wavelet. 
In this case only ho, hl, hz, and h3 are nonzero, so 4 is supported on the interval [O, 31. Thus, 
4(x) 
V,(x) = (b(x+ 1) . ( ) (10) 4(x + 2) 
From the dilation equation, we have the equations 
4(x) = ho4(2x) + hlq5(2x - 1) + h24(2x - 2) + W(2x - 3), 
4(x + 1) = hor#(2x + 2) + h1+(2x + 1) + h&(2x) + h&(2x - I), 
4(x + 2) = h&(2x + 4) + hlq5(2x + 3) + h&(2x + 2) + h&(2x + 1). 
After rejecting the contributions from outside the support of 4, it follows that (for 0 < x < l/2) 
Clearly, the matrix is TO. The computations for x > l/2 are similar. 
In the papers (1,2], Berger first noticed that this IFS approach to the dilation equation naturally 
leads to the following chaos game, which approximates the graph of the scaling function 4. 
(1) Initialize x = 0, and the vector V+(x) to be the fixed point of To. 
(2) Pick cy. E (0, 1) with equal probability. 
(3) x++x/2+a/2. 
(4) v,(x) ++Tm%(xh 
(5) Plot the points (x,4(x)), (x + 1,4(x + l)), . . . , (Z + N - 1,4(x + N - 1)). 
(6) If number of iterations is less than maximum, go to Step 2. 
The basic reason that this simple algorithm works is that the vectorized IFS is nonoverlapping, 
that is, that m(uts([O, 11) n w([O, 11)) = 0. See [9] f or more discussion of chaos games for IFS on 
functions. 
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5. MODIFIED CHAOS GAME ALGORITHM 
FOR WAVELET GENERATION 
In this section, we modify the chaos game which generates the scaling function, 4, in order to 
generate the wavelet $. This algorithm is a variation of Berger’s algorithm given in [1,2] in that 
we generate a piecewise constant approximation to @ by calculating the average value of II, on 
some partition. 
The algorithm is as follows. Let Bi be a partition of [0, N] into Bore1 sets and for each & we 
have Si, an accumulation variable. Let z = 0 and y E RN be the (normalized) fixed point of T-,. 
Initialize all Sj to 0. 
(1) Choose (Y E (0, 1) with equal probability. 
(2) x I-+ x/2 + cr/2. 
(3) Y - TcdY). 
(4) Foreachk=O,l,..., 2N-1, 
l if x/2 + k/2 E B,, then update 
min(N,k) 
&Is,+ = c (-l)“h&iy&i. 
(5) If number of iterations is less 
The approximation to $J on B, is 
i=max(O,k-N+l) 
than numits, go to Step 1. 
2 x m(B,) x numits’ (11) 
Basically, what this algorithm does is generate the scaling function via the previous chaos game 
and take the appropriate dilation and linear combinations (from equation (7)) in order to form $. 
The extra factor of 2 in the denominator of formula (11) is because $ is defined in terms of 
$(2x - i) rather than $(z). 
Another way to write Step 4 of the algorithm is the following. We have the values yj = 4(x+ j) 
forj=O,l,..., N - 1 and we have the coefficients hi for i = 0, 1, . . . , N. For z = (z+i+ j)/2, we 
know that $J(L) depends on the term (-l)“hN-iyj. So, for each i, j so that (x + i + j)/2 E B,, 
we update 
s,+ = (-l)%+iyj. 
In our algorithm in Step 4, we simply group all those i, j so that i + j = k and loop through k. 
PROPOSITION 4. For each m, 
%I 1 
2 x numits x m(B,) +m(Bm) El, s 
ti(x) h, as numits + 00. 
PROOF. The process is a nonoverlapping vector-valued IFSM on [0, 11. (see [9]). We map the 
vector-valued function g : [0, l] + RN to the function p : [0, N] --) HP by 
Through this mapping, the process is equivalent to a nonoverlapping IFSM on [0, N]. Now at 
each stage y represents 
(4(x), 4(x + 11,. . . ,4(x + N - 1)). 
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To make the notation simpler, we just set +(II: + i) = 0 if i < 0 or i > N - 1 in the formulas 
below. So letting x, be the orbit generated by the chaos game, we have 
srn 
numits x 2 
(-1)2h~-id(x + k - ~)xB, ((x + k)/2) dx 
Lv-&~ - ~XB, (Y) dy 
= hN-4% - ~)XB,(Y) dy 
I= 
J, B NY)&. 
Thus, we have the desired result. 
Notice that l/m(&) s,, $J(x) d x is the average value of $ over B,. Define 
I 
If we refine the partition Bj, we will get a refined estimate of $J. The next proposition shows 
that in the limit, we recover $ exactly. 
PROPOSITION 5. Let P, be a nested sequence of Bore1 partitions of [0, N] whose “sizes” go to 
zero as n + co. Let & be the average value function of 11, associated with P,, . Then 4, converges 
to $J pointwise almost everywhere. 
PROOF. Just notice that &, is the conditional expectation of 11, given P,. Since 11, E L1 (Ic, is 
a continuous compactly supported function), we have the result by the Martingale convergence 
theorem [lo]. I 
Suppose that we want to generate the wavelet $i,j instead of the mother wavelet $. The only 
change to the above algorithm necessary is to replace Step 4 with 
l if wi,j(x/2 + /c/2) E B,, then update 
min(N,k) 
s,+ = 912 c (-l)‘hN-@k-l, 
l=max(O,k-N+l) 
and then the approximation to $i,j on B, is 
% srn 
2 x numits x m (~~7; (B,)) = numits x m(B,) x 2i+1 
The scaling factor 2’i2 is necessary since $i,j(x) = 2i/2$(2ix - j). 
With the modified Step 4, we have 
ST72 1 
2 x numits x m (w,;;il(Bm)) +m(B,) B,J h,j (xl dx 
since 
1 J d&n) B, $i,j(x)dx = ' J 2’7OnJ ui_f(B,) 2i’2$(x) dx. 
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6. CHAOS GAME FOR WAVELET ANALYSIS 
Given an f in L2, we can represent 
f = C ci,j$i,j 
since the wavelets $i,j form an orthonormal basis. This is the wavelet analysis of f. 
Suppose we modify the algorithm of the previous section by replacing Step 4 with the following: 
min(N,k) 
c (-l)ihN-iybi. 
i=max(O,k-N+l) 
Then, by similar arguments to those in the proof of Proposition 4, we would have that 
2 X numits X m(Bj) + & J,, f (zM(z) k as numits + 00. 3 
Now,, in wavelet analysis, we wish to compute integrals of the form 
We now discuss how to modify the algorithm of the previous section in such a way as to do this 
in parallel for many different pairs (i, j). We use as motivation equation (13). 
Suppose that we want to calculate q,j for (i, j) E A, some collection of coefficients. For each 
o = (i, j) E A, let S, be an accumulation variable, initialized to 0, and define scale(a) = i. 
Our modified algorithm is as follows. 
(1) Initialize z = 0 and y E RN to be the fixed point of TO. 
(2) Choose a E (0, 1) with equal probability. 
(3) x H x/2 + (Y/2. 
(4) Y I-b pa. 
(5) For each o E A, we do 
l foreachk=0,1,...,2N-1 
- update 
(6) If number of iterations is less than maximum, go to Step 2. 
The approximation to c, is 
su ’ 
2 x 2wde(o) x numits’ 
PROPOSITION 6. For each o E A, 
(14) 
SU 
2 x 28C”e(u) x numits --) J f (2)@J&) dx7 
as numits -+ 00. 
PROOF. The proof is similar to the proof of Proposition 4. In this case, we are evaluating the 
function g(z) = &(z) f (x) along the trajectory. Thus, 
ST 
2 x 2sC”e(Q) x numits -+ s $c&)f b> dx, 
which is what we wished to show. I 
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What if we do not have the true function f but only have some approximation to f? The 
typical case would be where we have a piecewise constant approximation to f (as in the case of a 
function that we only sample at certain values or a function which is the result of a chaos game 
approximation). Call this approximation f^. Then what we can compute is 
Cij = 
s 
.f(z)llri,j(z) d?J. 
As long as we know that f is close to f, then we know that &,i is close to ci,i. 
A special case of potential interest is when the function f is also the attractor for a related 
IFS. In this case, we can run two chaos games simultaneously to obtain a wavelet decomposition 
off. 
7. CHAOS GAME FOR WAVELET SYNTHESIS 
Let 
be the decomposition of a function in a wavelet basis. We wish to recover the function f from the 
coefficients ci,j. For the moment, we assume that there are only finitely many nonzero coefficients 
and let A = {(i, j) 1 Q,i # 0). 
Since A is finite, the support of f is compact, say the interval [A, B]. 
Let E = Ci,j IQ,~[ and pi,i = Ic+,jI/E. Using the notation from previous sections, we have the 
following algorithm. 
Initialize x = 0 and y E RN to be the fixed point of TO. Let Bj be a partition of [A, B] into 
Bore1 sets with associated accumulation variables Si initialized to be 0. 
(1) Choose (II E (0, 1) with equal probability. 
(2) x t-t x/2 + (r/2. 
(3) Y ++ WY). 
(4) Choose (i, j) E A with probability pi,j. 
(5) For Ic = 0, 1,. . ,2N - 1, 
l if wi,i(x/2 + k/2) E B,, then update 
min(N,k.) 
c 
l=max(O,k-Nfl) 
(6) If number of iterations is less than maximum, go to Step 1. 
The approximation to f on B, is 
Ex %n 
2 x m( B,,J x numits . 
PROPOSITION 7. For each m, 
(15) 
&lx 1 
2 x numits x m(B,) + ,E x m(B,) s 
f 64 k asnumits-too. B, 
PROOF. For each g E A, let S$, be an accumulation variable corresponding to B,,,. Suppose 
we modify the above algorithm so that when we are in state 0, we update only 5’;. Then, by 
Proposition 4, we know that 
X2 
2 x numits x m(B,) 
--+ SGN(c,)e- 
s m&d B, 
VA7 (x) df2. 
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Now, 
SO 
S77l SiTa 
2 x numits x m(B,) = 2 x numits X m(B,) 
4 c SGN(c,)-& J, &(z)d3: 
&A m m 
and 
and thus we have completed the proof. I 
As in the case of the chaos game for $, we have that if we refine the partition B,, we get a 
refined estimate of $. For completeness, we record this fact in the next proposition. The proof 
is just lie the proof of Proposition 5. 
PROPOSITION 8. Let P,, be a nested sequence of Bore1 partitions of [A, B] whose “sizes” go to 
zero as n + 00. Let fn be the average value function off associated with P,,. Then f,, converges 
to f pointwise almost everywhere. 
8. EXTENSIONS 
8.1. Arbitrary Function in L2(R) 
Extending the wavelet synthesis algorithm to generate approximations to arbitrary functions 
f E L2(W) is simple. 
Such an f has expansion in the wavelet basis 
f = Ccij$%j. 
ij 
If we iix an E > 0, then there is a finite subset 3 so that if we define the “‘truncation” of f, ftr, 
as 
ftr = C cijhj9 
(Gj)EF 
it follows that 
Ilf - ftrb < f. 
Notice that ftr is a finite linear combination of compactly supported functions, and consequently 
must be compactly supported itself. Let Bk be a Bore1 partition of supp(ft,), and let f be the 
average value function associated with this partition (see equation (12)). In addition, let us 
suppose that partition Bk is sufficiently refined so that 
Suppose we generate a chaos game approximation to the function ftr, calling it fcgq According 
to Proposition 7, by choosing a maximal number of chaos game iterations sufficiently large, then 
almost certainly. 
This in turn implies that 
Ilf - fcgllI2 5 er 
which proves the following proposition. 
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PROPOSITION 9. Let f E L2(IR), and E > 0. Then there exists a chaos game defined by the 
algorithm in Section 7 which produces a function fCg which almost surely satisfies 
Ilf - fcglb < 6. 
8.2. General Dilations and Higher Dimensions 
The results in this paper can be extended to more general dilation equations and more general 
wavelets. 
For dilation factor N (instead of two), we simply get maps To, Tl, . . . , TN- 1 corresponding to 
the N map vector IFSM 
N-l 
7(f) = c Tif(JJx - i> 
i=o 
with f being the vectorized version of the scaling function as usual. Then the chaos game for 
the scaling function is a simple modification of our chaos game from Section 4. Once we have a 
chaos game for the scaling function, the chaos game for the wavelet and for wavelet analysis and 
wavelet synthesis follow. 
In order to extend our results to multidimensional scaling functions (that is, 4 : IlP -+ W), 
wavelets, and wavelet expansions, we need a formulation of the vector IFS in this, more general, 
context. 
We briefly indicate the theory here. For a more complete discussion, see references [ll-151. 
Given a dilation matrix A E it&(Z) and a set of coefficients k, we have the dilation equation 
d(x) = c cnt@x - 4, (16) 
TIEX 
where X c Zn is a finite set. The scaling function will be the solution to this equation. 
For R c Z”, we let Ka be the attractor of the IFS IV, = {A-lx + A-‘d : d E 0). Then if 4 
is a compactly supported solution to equation (16), supp(4) c Kx. 
In one dimension, the vectorized function I+ is based covering the support of the scaling 
function with copies of [0, l]. In lRn, we need to base the vectorized function on a self-a&e 
tiling of lP. Under certain conditions (see [15]), there is a digit set V c Zn (necessarily a set of 
complete representatives of Zn/AZn) so that KD is a tile for Wn (i.e., that Zn + Kv tiles BP). 
So, we convert the dilation equation (16) into the vectorized equation 
V,(x) = TaV4(7x). (17) 
Here V+ : KD -+ IRS, where S c 2” is a “covering set” (see [14, p. 85]), and for each cy E V we 
have T, is an ISI x JSI matrix defined by (T,),,, = ca+Amwn for m, n E S and r : KD + KD is 
the shift map (see [14, p. 831). 
This gives a nonoverlapping vector IFS, so we can use the chaos game to generate its attractor. 
T& following algorithm will accomplish this (assuming that the dilation equation has a solution). 
Given c, : n E X c Zn, the dilation matrix A, D c Zn a digit set for a tiling based on A, 
S c Zn a covering set. Let B,, be a partition of compact sets so that KX c UBi. For each Bi, 
let Si be an accumulation variable initialized to 0. 
(1) Choose d E 2) and initialize z as the fixed point of the map z --) A-lx + A-ld. Initialize 
y E lRs as the fixed point of Td. 
(2) Choose (Y E 2) randomly (with equal probability). 
(3) Update y = T,y and x = A-lx -t A-la. 
(4) For each m E S, if x + m E Bi update 
si+ = ym. 
(5) If the number of iterations is less than the maximum, go to Step 2. 
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The approximation to Q on Bi is 
Si 
m(Bi) x numits’ 
and the proof of the convergence to the average value of $J on Bi is the same as in the one- 
dimensional case. 
It is relatively straightforward to modify this basic algorithm to obtain a chaos game algorithm 
for generating the mother wavelet, for doing wavelet analysis, or for doing wavelet synthesis. 
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