The paper describes a numerical method for solving the optimal control problem for a semilinear model of Sobolev-type. The method is based on both the modified projection Galerkin method and the method of multistep coordinate descent with memory. New numerical methods for solving nonlinear optimal control problems are need, because there exists a large number of applications and it is difficult to find their analytical solutions. We consider mathematical model of regulating potential distribution of speed of the filtered liquid free surface motion. In order to numerically investigate the mathematical model, we use the sufficient conditions for the existence of an optimal control by solutions of Showalter -Sidorov problem for semilinear Sobolev type equation with s-monotone and p-coercive operator. We present the results of computational experiment that demonstrate the work of the proposed numerical method.
Introduction
A study of different technological processes and objects leads to the study of initial problems for semilinear nonclassical models of mathematical physics. For different values of model parameters, there are initial-boundary problems for partial differential equations and systems of partial differential equations, which are not solved by derivative with respect to time. For the first time, R.E. Showalter [1] proposed to call such equations Sobolev-type equations [1] [2] [3] [4] [5] [6] . Many papers [2, 4, [6] [7] [8] [9] are devoted to questions of analytical and quality study of initial (multipoint initial-final) problems for linear and semilinear Sobolev-type models.
A study of the possibility to controll by an external influence, which allows to achieve the desired result by minimum cost, is of undoubted theoretical and practical interest. A large class of applied control problems can be investigated in the framework of the optimal control problem
where pairs (x, u) satisfy Showalter -Sidorov problem for semilinear Sobolev-type equation
Here J(x, u) is a specially constructed objective functional; U ad is a closed and convex set in the space of controls U . The optimal control problems for linear Sobolev-type equations of the first and high orders with Cauchy or Showalter -Sidorov conditions are studied in [10] [11] [12] [13] [14] . Development of the optimal control theory for linear Sobolev-type equations allows not only analytically and numerically solve control problems for applied models, but also to develop the theory of optimal measurements [15, 16] . For the first time, A.L. Shestakov and G.A. Sviridyuk [15] propose to apply methods of optimal control in order to solve problems of dynamically distorted signals restoration. The main difficulties of optimal control problem (1), (2) study are non-linear structure and degeneracy of the equation. The initial Showalter -Sidorov condition is considered in the case of Sobolev-type equations. It allows to avoid both the phenomenon of nonuniqueness of Cauchy problem solution and the need to choose the initial data from not all space, but only from a subset [17] . New numerical methods for solving nonlinear optimal control problems are actual, because there exists a large number of applications and it is difficult to find their analytical solutions. Note the great interest in the study of optimal control problems. Nevertheless, numerical methods for solution of optimal control problem remain poorly investigated.
Consider Showalter -Sidorov problem (2) solution with a self-adjoint, nonnegative defined, fredholm operator L and s-monotone and p-coercive operator M . An existence of such solution is investigated [11] on the base of the phase space method [18] and the classical methods of monotonicity and compactness [19] . Approximate solutions of problem (1), (2) are constructed by Galerkin projection method [20] . Such method successfully established itself in the analytical and numerical studies of initial boundary problems for Sobolev-type equations [20] [21] [22] and allowed to take into account the phenomenon of the equation degeneracy, when approximate solutions are constructed. According to Galerkin method, the coefficients of the approximate solution of problem (1), (2)
can be found from the system of nonlinear differential-algebraic equations
with initial Showalter -Sidorov condition
Then objective functional J depends on unknown functions of state x m and control u m . We consider state equations (3) with initial conditions (4) as a restriction on the problem (1). The result is the problem to minimize functional J(x m , u m ) on the set of admissible pairs of controls and states. The problem is solved by the method of multistep coordinate descent with memory. Papers [23, 24] propose to use such method in order to numerically solve the control problems for Leontief type equations (i.e., for linear finite Sobolev-type equations). The article considers the modification of such algorithm in the case of nonlinear systems of differential-algebraic equations. It allows to find approximate solutions of problem (1), (2) . In [25] we propose an algorithm to find the numerical solution of optimal control problem for semilinear Sobolev-type equations. The algorithm is based on both Galerkin method and the decomposition method. However, the numerical method allows to find solution of optimal control problem (1), (2) in the case, when operator M has a linear component. Numerical method constructed in the article allows to avoid such restriction and to solve a wider class of problems.
The proposed algorithm of numerical method is illustrated by optimal control problem (1) for the filter model [26] 
Equation (5) was first obtained by E.S. Dzektser [27] . Here unknown function x = x(s, t) correspods to a potential of speed of the filtered liquid free surface motion; parameters α ∈ R + , λ ∈ R characterize the environment, where a value of parameter λ can be negative; free term u = u(s, t) corresponds to an external load, i.e. to source and drain of liquid. The physical sense of optimal control problem for the model is effective regulation of filtered liquid flows in the layer.
Optimal Control Problem
Let H = (H, < ·, · >) be a real separable Hilbert space identified with its conjugate; (A, A * ) and (B, B * ) be dual (with respect to duality < ·, · >) pairs of reflexive Banach spaces, where embeddings
are dense and continuous. Let L ∈ L(A; A * ) be linear, continuous, self-adjoint, nonnegative defined, fredholm operator such that its orthonormal (in the sense of H) set of eigenvectors {φ k } is a basis in space A, and M ∈ C r (B; B * ), r ≥ 1, is s-monotone and p-coercive operator, where p ≥ 2 [11] , with symmetrical Frechet derivative. Construct control space
, and define a non-empty closed convex set U ad in space U . Consider optimal control problem (1), (2) and define an objective functional as follows:
where
Construct a space
Due to embeddings (8) , system {φ k } of operator L eigenvectors is total in B. Therefore, construct Galerkin approximations of problem (2) solutions in the form
where coefficients a k = a k (t), k = 1, ..., m, are defined by problem (3), (4).
Definition 1. A weak generalized solution of problem (2) is a vector function x ∈ X, which satisfy conditions
where pairs (x, u) ∈ X × U ad satisfy (2) in the sense of Definition 1; a vector functionũ is called an optimal control.
Theorem 2. [11]
For any x 0 ∈ B, T ∈ R + there exists a solution of optimal control problem (1), (2) . Now consider the optimal control problem for Boussinesq model (1), (5) - (7). Let Ω ⊂ R n be a bounded domain with boundary of class
whereỹ is a generalized solution of homogeneous Dirichlet problem for Laplace operator
* be conjugate respect to duality (11) of the space. For thus defined A * and B * , there are dense and continuous embeddings (8) . Denote a sequence of eigenfunctions of homogeneous Dirichlet problem for Laplace operator (−∆) in domain Ω by {φ k } and a corresponding sequence of eigenvalues enumerated in nondecreasing order with respect to their multiplicities by {λ k }. Define operators L and M in the following way:
fredholm and nonnegative defined, and orthonormal set {φ k } of its functions forms a basis of space H.
(
System {φ k } due to embeddings (8) forms a basis in space W −1
Construct Galerkin approximations of problem (5) - (7) 
and Showalter -Sidorov conditions ∫
Set of equations (12) is a degenerate system of ordinary differential equations. Suppose (12), (13) .
and a space
Definition 3.
A weak generalized solution of equation (5) is a function x ∈ X, which satisfies the condition: (5) - (7). Now consider the optimal control problem for generalized Boussinesq filtration model.
Choose a closed and convex set
, λ ≥ −λ 1 , then for any x 0 ∈ B there exists an optimal control in the problem (5) -(7).
Algorithm of the Numerical Method
Our goal is to find the approximate solution of optimal control problem (1) by the solutions of problem (2) . In [25] we consider an algorithm of the numerical method for solving the optimal control problem for a semilinear Sobolev-type equation, which is based on the Galerkin method together with the decomposition method. However, the algorithm may be applied only to the equations with linear component. Let us propose an algorithm of the numerical method, which is based on both the modified Galerkin method and the method of multistep coordinate descent. The algorithm allows to avoid such restrictions.
Let σ(L) be spectrum of operator L. Because of the properties of operator L, its spectrum σ(L) is non-negative, discrete, finite multiplicity and thickens only to +∞. Let {λ i } be a set of the eigenvalues, which are numbered in non-decreasing order according to multiplicity. Let {φ i } be a set of the corresponding eigenfunctions which are orthonormal with respect to the scalar product < ·, · > from H. They form an orthonormal basis in space H.
Let us find an approximate solution of problem as the sum 10 where m ∈ N, m > l, l = dimkerL (to take into account the effects of the reduced equation). Represent the right side of equation (2) as
We substitute Galerkin sums (10) and (15) to equation (2) . So we get a system of nonlinear differential equations (3) . Note that system (3) consists of non-linear equations. Therefore unknowns a i (t) can not be express through control u i (t). It imposes additional difficulties for finding a solution of optimal control problem (1), (2) . Substitute Galerkin sums (10) and (15) An algorithm of finding the approximate solution of problem (1), (2) is reduced to six steps. The first 4 steps are based on projection Galerkin method and similar to the appropriate steps in the algorithm in [25] . The subsequent steps allow to minimize objective functional and are based on a modification method of the multi-step coordinate descent with memory, which is proposed in [23] .
Step 1. Find eigenvalues and eigenfunctions of operator L, that is, the solution of problem < Lφ, v >= λ < φ, v > with appropriate boundary conditions.
Step 2. Find number m such that from m we can calculate the approximate solution using the condition: m > l, l = dim ker L.
Step 3. Check by specified parameter λ: the mathematical model corresponds to degenerate case or to non-degenerate case.
Step 4. Depending on cases (i), (ii), generate a system of differential-algebraic equations for the unknowns a i (t), i = 1, ..., m, and b in , i = 1, ..., m, n = 1, . .., N, with the corresponding initial conditions.
Step 5. Generate an objective functional. Find minimum of the functional and minimum point u m = col
using the descent method. Finding unknowns b in is reduced to the following sub-steps.
Step 5.1. Set values of parameters required for the calculation. They are a maximum step h max > 0, a minimum step h min > 0, a value of admissible error ε > 0 of cost functional calculation, a value of change step r ∈ (0, 1), an initial value of control matrix B.
Step 5.2. Let ρ be an iteration number of the main calculation (ρ=0, ...);b ρ in be coefficients of function u i (t), forming matrix n × (N + 1) at ρ-th step; J ρ be approximate value of the quality functional, calculated at ρ-th step. In each row of array B, from the first and sequentially to the last one, we define coefficientb ρ in to be change as follows. Calculate the value of functional J ρ for given initial matrix B. Substitute B in the right part of system of equations (3). On the basis of Euler method, we numerically find unknowns a i (τ j ), i = 1, ..., m, j = 0, ..., n. Using Gauss quadrature formula in appropriate nodes τ j , j = 0, ..., n, we numerically calculate the value of functional J ρ . After that, we use the method of multistep coordinate descent with memory [23] and change elements b 1j with an initial value of all other elements in order to define a valueb 1j such that the obtained value J 1j is minimal. Denote corresponding element byb 1j . Note that onlyb 1j should be changed. Then we conduct a cycle by the elements of the second row and so on. The result is a new array. Each line of such new array contains a unique changed element. Such new array is used in the main calculation. For each row, we fix value ∆ i of the step, which provides the minimum value of the quality functional. In the next iteration, elements of i-th row are change from ∆ i -th number (not from h max -th). It significantly increases the speed of calculations.
Step 5.3. Calculate a value of functional J ρ by obtained matrix B.
Step 5.4. Check that the stop condition 
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In cylinder Q T = (0, l)×(0, T ), T > 0 we consider a generalized filter Boussinesq model (5), (6) with initial Showalter -Sidorov condition (7). Our goal is to find the approximate solution of optimal control problem (1) by solutions of problem (5) - (7), where the cost functional is given as
In view of the proposed method, we search approximate solutionx(s, t) as the sumx
where {φ i } is a set of all solutions of Sturm -Liouville problem on eigenvalues
Such spectral problem is solvable for a countable set of eigenvalues λ i , and functions {φ i } form orthonormal system (with weight
Represent the right side of equation (5) in the formũ
Let us search unknowns u i (t), i = r, ..., m in the form
choosing coefficients b in such that functions u i (t, N ) provides minimum to functional (16) . The state should be achieved as a result of the numerical solution with the least of control costs. The result of programm performance is following. We find the control coefficients (Table 1) . They provide functional value J = 3, 971911. For obtained control coefficients, we find the numerical solution of problem (5) -(7) ( Table 2) Diagram of problem (1), (5) - (7) 
Н.А. Манакова
В работе описан численный метод решения задачи оптимального управления для полулинейной модели соболевского типа, основанный на модифицированном проекци-онном методе Галеркина и методе многошагового покоординатного спуска с памятью. Необходимость построения новых численных методов решения нелинейных задач оп-тимального управления связана с большим количеством приложений и трудностью нахождения их аналитических решений. На основе достаточных условий существова-ния оптимального управления решениями задачи Шоуолтера -Сидорова для полули-нейного уравнения соболевского типа с s-монотонным и p-коэрцитивным оператором численно исследована математическая модель регулироования распределения потенци-ала скорости движения свободной поверхности фильтрующейся жидкости. Приведены результаты вычислительного эксперимента, демонстрирующие работу предложенного численного метода.
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