Abstract-Minimum temperature forecasts are a highly valuable tool in agricultural decision making. In this paper, a method for statistical forecasting of minimum temperature predictions using multiple data sources is given. The proposed approach uses a well known method for non-linear regression such as Gaussian Process (GP) and produces a prediction for the minimum temperature for the next day. In addition to the forecast at a single spatial location, a mixture of GP (MGP) models is proposed in order to combine data from multiple independent data sources. The method is tested with real data collected from wireless sensor networks and preliminary results shows improved performance when using the MGP approach while also allowing a fast E-M algorithm for parameter estimation using the product of several predictive distributions.
I. INTRODUCTION
Agroclimatological monitoring and prediction is an important tool for agricultural producers in order to anticipate and mitigate extreme climatological events. Understanding the occurrence of such events is essential in order to protect crops, especially during the growing season when faced with extreme cold such as frosts. Recent advances in sensors networks enables the estimation of the trend in minimum temperatures, so when they reach a critical level, the producer can protect crops ahead [12] .
Currently, there are several empirical studies that attempt to predict or anticipate the occurrence of the minimum temperature at a given time. One of these is the study by the United Nations Organization for Food and Agriculture (FAO) [10] shows a linear regression example implemented in a spreadsheet, where a producer can track the occurrence of the minimum temperature in plain areas. These methods deliver descriptive models, however calibration is required and the empirical coefficients have to be estimated to account for the time of the year and the local conditions.
Other works address this problem with models based on neural networks, for example in [3] , [4] , the authors describe a method to predict the occurrence of spring frosts in agricultural mountainous areas from meteorological data such as temperature, relative humidity, solar radiation, wind direction and speed. The authors reported and a the requirement of a different calibration for each station.
More recently, an ensemble neural network was used to achieve temperature predictions throughout an entire year with improved mean absolute error when compared to specific models [9] . In [2] , a web based fuzzy expert system is used to develop frost warnings from observed meteorological conditions and expert knowledge is used to develop fuzzy logic rules for different scenarios.
In this paper we predict minimum temperature for the next day using multiple and disparate sources of environmental data. This problem requires not only to be able to analyze a single source of data and being able to perform a prediction at the same location, but also being able to gather data from multiple and geographically distributed locations and generalize to test locations.
II. COMBINING ENVIRONMENTAL INFORMATION
Minimum temperature prediction models require a vast amount of training data in order to produce reliable results. For example, a method for year-round temperature prediction with artificial neural networks used 1.25 million training patterns [9] . SVR is another approach for prediction that is able to generalize from smaller training data sets. The SVR framework performs structural risk minimization and is therefore able to minimize empirical error and model complexity and thus avoiding overfitting. This model was reported as having improved accuracy when compared to the artificial neural network model while also requiring less data for training [1] .
Gaussian Process (GP) priors can be used as an alternative to SVR for regression and classification models [6] . Rather than minimizing the structural risk of a regression model for a set of input X and output data y, the GP approach defines a prior p(f |X, y) over the unknown model f (x) and therefore can be seen as a Bayesian alternative to SVR. Once we have new test data x * , the posterior distribution of y * can be computed by marginalization:
The GP prior can be expressed as f (x)
is the kernel or covariance function. In the case of noisy regression problems such as y = f (x) + with Gaussian additive noise ∼ N (0, σ 2 y ), the covariance between any two training points can be written as:
Assuming m(x) = 0 and a single test point x * , we can use the GP prior to estimate the posterior distribution of f * = f (x * ) as:
The performance of the GP method largely depends on the choice of the kernel and the kernel parameters or hyperparameters. There is a variety of covariance functions available, leading to functions with different degrees of smoothness. One typical covariance function is the so called squaredexponential kernel:
The hyper-parameters θ = (σ f , σ y , ν 1 , . . . , ν d ) can be obtained by resorting to Markov Chain Monte Carlo (MCMC) techniques or directly maximizing the marginal data loglikelihood:
It is important to notice that GP priors using this kernel are not appropriate when the function has discontinuities or the degree of smoothness is not stationary. In our case, meteorological data comes from multiple and geographically distributed sources so data is horizontally partitioned.
Another problem with the GP methodology is the computational complexity which is O(N 3 ) for N training patterns. Compared to winter-only models, year-round minimum temperature predictions require a massive amount of data, making GPs not well suited for the prediction problem.
However, if only have access to a small portion of the data, so apart from modeling heterogeneity we would also like to model discontinuities during the year.
A. Distributed Learning using Mixtures of Gaussian Processes
The basic GP methodology assumes a single dataset and a single function f (·) with global hyper-parameters used to generate the output patterns. Mixture models and mixture of experts have been proposed for non-stationary data [5] . These models are able to learn from hetereogenous data sources by modeling the joint distribution of multiple regression or classification models.
Mixture of GPs (MGP) have been proposed as an alternative to the mixture of experts model for dealing with nonstationary data [11] . The idea behind the MGP approach is to use local GP models on different subsets of the input data and a gating network that is responsibile of assigning input data points to one of the M local experts.
Several gating networks, treatment of hyper-parameters and inference procedures for the MGP model have been proposed in the literature. For example. the gating network used in the infinite MGP [7] , [14] requires to estimate parameters that scale linearly with the dimension of the inputs (length-scale parameters) and whose inference is only available with MCMC or variational techniques.
An alternative formulation for the gating network of the MGP model can be found in [8] . In this case, we consider a set S = {S 1 , . . . , S M } models which are responsibile of entire curves and each curve represents a single batch of measurements. In this case, the gating network is entirely based on the joint distribution of the input X and the output space y. The GP prior for the m − th batch of data can be written as follows:
The parameters of the MGP model now include a set of hyper-parameters for each model Θ = (θ 1 , . . . , θ M ) and the gating network π = (π 1 , . . . , π M ). A Bayesian approach for hyper-parameters inference was adopted in [8] , however an efficient procedure based on the Expectation-Maximization (EM) algorithm was further proposed in [13] .
B. E-M for Mixtures of Gaussian Processes
The E-M algorithm is an iterative procedure for handling models with missing variables. In this case the missing data is a set of binary variables z = {z 1 , . . . , z m } that indicate that the data point was generated from the m−th batch, and whose expectation E[z m = 1] = γ(z) is used to maximize the data likelihood:
There is no closed form for the indicator parameters z, however the approach taken in the E-M algorithm is to calculate the expectation:
Using this expectation, the parameters π can be derived as:
The set of GP hyper-paraneters Θ can now be obtained by differentiating
, where y c = γ(z)y and X c = γ(z)X.
The E-M algorithm can be summarized by the following procedure:
Algorithm 1 EM algorithm for the MGP model Require: π, Θ, T OL while log p(X, y|Θ, π) − log p(X, y|Θ , π ) < T OL do π ← π, Θ ← Θ E-Step : Evaluate the expectation γ(z). M-Step : Calculate Θ and π. end while
III. EXPERIMENTAL RESULTS
In this section we provide experimental results for the MGP approach. The data consists of agrometeorological variables collected using Wireless Sensor Networks from 5 different locations in the region of Maule in south central Chile 1 . The data was sampled every 10 minutes but only the mean temperature, mean humidity and mean solar radiation values at 15pm and 18pm were used to predict the minimum temperature for next the day. Each location has several nodes that are used indendently to create the training and testing patterns. In order to demonstrate the ability of the MGP for distributed data processing, in the training data set we incorporate sensor nodes from different locations. Table II describes locations of the sensor nodes used in the training and test datasets. Figure 1 shows A number of 100 iterations and a tolerance parameter of 0.0001 were used to train the MGP with M = 2 models using Algotithm 1. Figure 2 compares the predicted and observed minimum temperatures at the training sites.
As shown in Figure 2 , each cluster produces different predictions. Figure 3 shows the predicted minimum temperatures at the test site. Figure 3 shows the predicted minimum temperatures at a single test site. 
IV. CONCLUSIONS
In this paper we combine data from multiple and distributed sources and we are able to predict at previously unseen test locations. A mixture of Gaussian process model is introduced as a method to handle the distributed learning problem. The model has the appealing property of being able to handle multi-modal regression or classification tasks. This is a new approach for distributed learning, since most methods used in the literature use locally trained models and then combine the output. In our case, we overcome the problem of having the same number of models and training locations by imposing the number of mixture components. However, this is also one of the limitations of this approach since we need to choose apriori the number of components. Future work will involve automatic methods for model selection and model averaging procedures for the MGP model.
