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ড়䰞ཝᆜᆜփ䇰ᮽ৕ࡑᙝ༦᱄
本Ӫ੸交的学ս䇪文ᱟ本Ӫ在ሬᐸᤷሬлˈ⤜・ᆼᡀ的研究ᡀ果Ǆ
本Ӫ在䇪文߉֌中৲㘳ަԆњӪᡆ集փᐢ经ਁ表的研究ᡀ果ˈ൷在文
中ԕ䘲ᖃᯩᔿ᰾确标᰾ˈᒦㅖਸ法ᖻ㿴㤳和ǉ৖䰘བྷ学研究⭏学ᵟ⍫
ࣘ㿴㤳˄䈅㹼 Ǌ˅Ǆ
ਖཆ 䈕ˈ学ս䇪文Ѫ˄ 䈮˅题˄ 组˅
的研究ᡀ果ˈ㧧ᗇ˄ ˅䈮题˄组˅经䍩ᡆᇎ验ᇔ的
䍴ࣙ 在ˈ˄ ᇎ˅验ᇔᆼᡀǄ˄ 䈧在ԕкᤜ号޵ປ߉䈮
题ᡆ䈮题组负䍓Ӫᡆᇎ验ᇔ਽〠ˈᵚᴹ↔亩༠᰾޵ᇩ的ˈਟԕн֌特
࡛༠᰾Ǆ˅
༠᰾Ӫ˄ㆮ਽ ：˅
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ড়䰞ཝᆜᆜփ䇰ᮽ㪍֒ᵹֵ用༦᱄
本Ӫ਼意৖䰘བྷ学ṩ据ǉ中ॾӪ≁ޡ和ഭ学սᶑֻᲲ㹼ᇎᯭ࣎法Ǌ
ㅹ㿴ᇊ؍⮉和֯⭘↔学ս䇪文ˈᒦੁѫ㇑䜘䰘ᡆަᤷᇊᵪ构䘱交学ս
䇪文˄वᤜ㓨䍘⡸和⭥子⡸˅ˈ ݱ䇨学ս䇪文䘋ޕ৖䰘བྷ学图Җ侶৺ަ
数据ᓃ㻛ḕ䰵ǃُ 䰵Ǆ本Ӫ਼意৖䰘བྷ学ሶ学ս䇪文࣐ޕޘഭ博༛ǃ⺅
༛学ս䇪文ޡ建অս数据ᓃ䘋㹼检㍒ˈሶ学ս䇪文的标题和᪈㾱汇编
ࠪ⡸ˈ采⭘ᖡঠǃ㕙ঠᡆ㘵ަᆳᯩᔿਸ⨶༽ࡦ学ս䇪文Ǆ
本学ս䇪文኎于：
˄ ˅ 1. 经৖䰘བྷ学؍密ငઈՊᇑḕṨᇊ的؍密学ս䇪文ˈ
于....ᒤ..ᴸ..ᰕ䀓密ˈ䀓密ਾ䘲⭘к䘠ᦸᵳǄ
˄ X ˅ 2. н؍密ˈ䘲⭘к䘠ᦸᵳǄ
˄䈧在ԕк⴨ᓄᤜ号޵ᢃĀXᡆāປк⴨ᓄ޵ᇩǄ؍密学ս䇪文ᓄ
ᱟᐢ经৖䰘བྷ学؍密ငઈՊᇑᇊ䗷的学ս䇪文ˈᵚ经৖䰘བྷ学؍密င
ઈՊᇑᇊ的学ս䇪文൷Ѫ公开学ս䇪文Ǆ↔༠᰾ḿнປ߉的ˈ唈䇔Ѫ
公开学ս䇪文ˈ൷䘲⭘к䘠ᦸᵳǄ˅
༠᰾Ӫ˄ㆮ਽ ：˅
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᪎ 㾷
微博数据的情感分析ާᴹ䟽㾱的ᓄ⭘ԧ值 䙊ˈ䗷ሩަ分析 ᡁˈԜਟԕᨀਆࠪ≁
Շޣ注的热点䰞题ԕ৺≁Շሩ于热点话题的情感ٮੁǄնᱟ䘉类文本数据ᖰᖰ䶒
Ѥ⵰〰⮿ᙗᕪ和ಚ༠བྷ的䰞题ˈྲօሶ⎧䟿的文本数据䘋㹼ᴹ᭸ൠ结构化༴⨶а
ⴤᱟ਴⭼Ӫ༛ޣᗳ的䰞题Ǆਇ基于᜙㖊࠭数的变䟿䘹ᤙᯩ法和社Պ、学⴨ޣ⨶䇪
的੟ਁˈ本文ሶ基于᜙㖊亩的㌫数঻㕙思想和社交语ຳ信息ᕅޕࡠ⇥㩭ੁ䟿模型
中,构建ࠪެ亮语ѹ和情感的᭩䘋⇥㩭ੁ䟿模型ˈ਼ ᰦ࡙⭘йњ㤡文 Twitter情感分
析数据䘋㹼ᴹ᭸ᙗ验䇱ˈ结果表᰾本文ᡰᨀࠪ的ᯩ法在਴њ数据集к䜭㾱ᱮ㪇Ո
于ަԆй⿽Ր统的ᯩ法Ǆᴰਾ本文࡙⭘⡜㲛程序Ӿᯠ⎚微博网亥中ᣃਆҶ热点话
题数据ˈُ ࣙ᭩䘋的⇥㩭ੁ䟿模型ሶ文本数据结构化ᡀ数值ੁ䟿ˈ਼ ᰦ䘋㹼文本聚
类分析ˈᇎ⧠Ҷᘛ䙏ᨀਆ热点话题的Ṩᗳ޵ᇩǄ
ީ䭤䈃φ⇥㩭ੁ䟿模型˗社交语ຳ信息˗热点话题
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Abstract
The emotional analysis of microblogging data has important application value. We can
extract public’s concerning hot topics and their emotional tendency in these topics. But the
microblogging data always have the problems of sparsity and high noise, how to structure
the text data has been a matter of public. By variable selection method and the theories
of social sciences, this article introduces the thought of coefficience shrinkage and social
networks information to paragraph vector model, and construct the improved paragraph
vector containing the semantic and emotional information. By the way, we test themodel’s
validity by three English Twitter datasets. From the results, we can find that our model is
better than other three traditional model. Finally, we crawled a lot of hot topics data from
Sina Weibo, and structured the text data by our paragraph vector model. Simultaneously,
we fit a text cluster model to extract the core content of hot topics as soon as possible.
Keywords: Paragraph Vector Model; Social Networks Information; Hot Topics
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1.1 ⹊ガ㜂Ქૂᝅѿ
㠚❦语䀰༴⨶ᢰᵟ的ӗ⭏ਟԕ䘭ⓟࡠкц㓚 50ᒤԓˈᆳᱟа䰘集语䀰学ǃ数
学ǃ统计学ǃ计算ᵪ、学和䇔⸕、学ㅹ于аփ的㔬ਸᙗ交৹学、Ǆ䘁ࠐᒤᶕˈ䲿⵰
计算ᵪ网络ᢰᵟ和䙊信ᢰᵟ的䗵䙏ਁኅˈ㠚❦语䀰༴⨶ᢰᵟ的ᓄ⭘䴰≲ᙕࢗ໎࣐ˈ
ӪԜ䘛࠷䴰㾱ᇎ⭘的㠚❦语䀰༴⨶ᢰᵟᶕᑞࣙᢃ⹤语䀰ቿ䳌ˈ֯ᗇ计算ᵪ㜭ཏᴤ
࣐Ც㜭ൠѪӪԜᴽ࣑Ǆ
文本᥆ᧈᯩ法ᴰᰙࠪ⧠在кц㓚 80ᒤԓ中ᵏˈᆳ㔗᢯Ҷ㠚❦语䀰༴⨶和数据
᥆ᧈᢰᵟ的⨶ᘥǄ文本᥆ᧈᱟᤷӾབྷ䟿文本的集ਸ C中ਁ⧠䳀ਜ਼的模ᔿ pˈྲ 果ሶ
Cⴻᡀ䗃ޕ变䟿ˈሶ pⴻᡀ䗃ࠪ变䟿ˈ䛓Ѹ文本᥆ᧈ的䗷程ቡᱟӾ䗃ޕࡠ䗃ࠪ的а
њ᱐ሴ [1]Ǆ䈕ᯩ法ѫ㾱⭘ᶕ༴⨶䶎结构化ᡆ㘵ॺ结构化数据 ᒦˈӾ䘉Ӌ༽ᵲ的文本
信息中᥆ᧈࠪᯠ仆的ǃ▌在ᴹ⭘的信息Ǆ䙊䗷文本᥆ᧈᯩ法 ᡁˈԜਟԕሶ䘉Ӌⴻլ
ᵲҡᰐ章的数据䖜化Ѫ结构化的文本数据ᖒᔿˈ❦ਾ޽࡙⭘⴨ᓄ的文本༴⨶о᥆
ᧈᢰᵟӾ中ᣭਆᴹ⭘的信息Ǆ
在ྲӺ䘉ӂ㚄网ᰦԓ 网ˈ络文本数据੸ᤷ数级໎䮯 䘉ˈӋ数据中वਜ਼Ҷབྷ䟿ᴹ
⭘的信息ˈնᱟⴞࡽᡁԜӽᰐ法ݵ分࡙⭘䘉Ӌ结构༽ᵲ的信息䍴ⓀǄ䶒ሩྲ↔བྷ
㿴模фᘛ䙏໎䮯的数据ˈྲօӾ䘉Ӌ数据中儈᭸㘼৸准确ൠ㧧ᗇ⴨ޣ⸕䇶ᡀҶа
䚃བྷ䳮题Ǆ㾱想ᢺ䘉Ӌ৏࿻的䶎结构化数据䖜ᦒᡀ计算ᵪਟ䇶࡛的信息ˈ䴰㾱ሩ
ᆳԜ䘋㹼特ᖱᨀਆᒦ䟿化Ѫ⴨ᓄ的数值ੁ䟿Ǆ⭘ᶕ表示文本特ᖱ的ੁ䟿オ䰤ᗵ享
ާ༷ԕлࠐњ特ᙗ：ԓ表ᙗǃᴹ४࡛ᙗ和վ㔤ᙗǄ
特ᖱᨀਆ的䟽㾱ᙗߣᇊҶ文本᥆ᧈᢰᵟ的基⹰和Ṩᗳᱟሩ词ੁ䟿的֯⭘ˈ词
ੁ䟿ᱟᤷ⭡语ѹ⴨ޣᙗᡰᓖ䟿的⴨լᙗੁ䟿Ǆ䘉Ӌੁ䟿нӵਟԕ表示词语ѻ䰤的
1
厦
门
大
学
博
硕
士
论
文
摘
要
库
1.2 文⥞㔬䘠 ㅜа章 㔚䇪
⴨ޣᙗˈ਼ᰦᆳ䘈ᱟަԆ分析的基⹰ˈ∄ྲ文本分类ǃ文ẓ聚类ǃ词ᙗ标注ǃભ਽
ᇎփ䇶࡛ǃ情感分析ㅹǄ䎧ࡍˈབྷཊ数文本᥆ᧈᯩ法䜭ԕ词语֌Ѫ特ᖱ亩ˈ㘼文章
䙊ᑨ⭡䇨ཊн਼的词语ޡ਼组ᡀ ᡰˈԕ䘉⿽ᯩ法Պሬ㠤ੁ䟿㔤ᓖ䗷བྷ ໎ˈ࣐Ҷਾ㔝
建模分析的计算䟿 ⭊ˈ㠣䘈Պࠪ⧠㔤数⚮䳮Ǆഐ↔ аˈњྭ的词ੁ䟿ᴹ࡙于ਾ㔝的
建模分析䗷程ˈ研究ྲօ构建ањᙗ䍘Ո㢟的词ੁ䟿意ѹ䟽བྷǄ
1.2 ᮽ⥤㔲䘦
学ᵟ⭼ޣ于ੁ䟿オ䰤模型䰞题的研究⭡ᶕᐢѵˈṩ据文本ੁ䟿表⧠ᖒᔿ的н
਼ѫ㾱ਟԕ分Ѫ One-hot Rdepresentation和 Distributed Representationє类ᯩ法Ǆ
1.2.1 One-hot Representation
One-hot Representationণ⤜热编码ˈ৸〠аսᴹ᭸编码ˈ在䈕փ㌫л⇿њ词语
ሩᓄањ䮯ੁ䟿 䈕ˈੁ䟿的㔤ᓖѪ词典ᡰवਜ਼词语的数䟿Ǆ䴰㾱注意的ᱟ 䮯ˈੁ䟿
中ਚᴹањ分䟿ਆ值Ѫ 1ˈަ։㔤ᓖ的ਆ值ޘѪ 0Ǆ਼⨶ਟᗇˈሩ于аㇷ文章ᶕ䈤ˈ
⇿њ词语༴的数值ࡉ表示䈕词语的词仁情况Ǆ
Salton [2]ㅹӪ于 1971ᒤᨀ࡙ࠪ⭘ੁ䟿オ䰤模型˄Vector Space Model, VSM˅ᶕ
࡫⭫文本数据ˈԆԜ䇔Ѫ在┑䏣਴њ特ᖱ亩ѻ䰤ӂᔲфᰐݸਾ亪序ޣ㌫的ᶑԦлˈ
ਟԕᢺ特ᖱ亩ⴻᡀањ n㔤඀标㌫ ᵳˈ䟽ԓ表⴨ᓄ的඀标值 Ӿˈ㘼ањ文本ቡ表示
Ѫ n㔤オ䰤中的ањੁ䟿Ǆ
ն⭡于在Ր统的ੁ䟿オ䰤模型中ˈ特ᖱ亩ѻ䰤ӂᔲ的ٷ䇮ᶑԦ在ᇎ䱵⧟ຳ中
ᖰᖰᖸ䳮┑䏣ˈ㘼ф䈕ᯩ法ᡰ构建的特ᖱ⸙䱥䙊ᑨᱟ䎵儈㔤的ˈ䘉㔉ਾ㔝的研究
ᑖᶕ䶎ᑨབྷ的哫✖Ǆഐ↔ᡁԜ䴰㾱ㆰ化特ᖱ⸙䱥ˈ⴨ᓄ的ᐕ֌ণѪ文本特ᖱᨀਆǄ
特ᖱᨀਆᢰᵟᱟ文本᥆ᧈ模型的基⹰和ṨᗳˈӾᒯѹкᶕ䇢ˈ特ᖱᨀਆᢰᵟਟԕ
分Ѫ䘹ᤙ和变ᦒє⿽思䐟ˈࡽ㘵ѫ㾱䙊䗷䇴ՠ࠭数ㆋ䘹ࠪ䜘分特ᖱ亩ˈ∄ྲ基于
TF-IDF [3]ᧂ序算法ǃ信息໎⳺法和ӂ信息ㅹᯩ法构建㺑䟿文本特ᖱ亩䟽㾱程ᓖ的
࠭数ˈӾ㘼ߣᇊሩ䈕特ᖱ亩的ਆ㠽Ǆ特ᖱ䘹ᤙᢰᵟ㲭❦构䙐ㆰঅǃ䘲⭘㤳തᒯˈն
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