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Il 1995, data della pubblicazione del primo genoma procariotico (Haemophilus
influenzae) segna l’inizio dell’era genomica.
Se prima,quindi, si parlava di sequenziamento del genoma, adesso l’assunto e`
“intrepretare il genoma”.
A partire dal 1995 molti altri genomi procariotici ed eucariotici sono stati
sequenziati.
Ad oggi sono stati completati 663 genomi (593 procariotici), una notevole
estensione di dati sulla struttura del genoma al quale ,pero`, occorre assegnare
una semantica: connettere le strutture alla loro funzione biologica. La pratica
sperimentale ha, in questo senso, “gettato l’amo e poi ritratta”.
Sperimentalmente, infatti, si e` dimostrato come una sequenza lineare ha
funzionalita biologiche connesse:
• alle sue sottosequenze (triplette genetiche)
• allee sue palindrome (splicing)
• alle sue ripetizioni approsimate
• alle sue permutazioni(trasposoni,binding site)
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tutti pattern difficilmente analizzabili con pratica di laboratorio ma ,fortuna-
tamente,utilizzati e studiati da anni dall’informatica.
L’adozione di approcci teorici basati su assunzioni a priori (ricerca di ripeti-
zioni approssimate,di lunghezza minima fissata , con margine d’errore massimo
fissato), o su machine learning approaches permettono un’analisi veloce di grandi
masse di dati e portano a selezionare sequenze candidate per l’attribuzione a uno
specifico ruolo funzionale.
L’assunzione alla base del seguente lavoro e` che l’informazione biologica puo`
essere influenzata dal numero di occorrenze di un carattere a prescindere dalla
posizione in cui compaiono.
Il concetto viene formalizzato nella definizione di Π-pattern. Formalmente
un Π-pattern rappresenta l’insieme di stringhe ottenute dalle permutazioni di un
multinsieme dei simboli dell’alfabeto con il quale sono scritte.
La definizione e i primi studi sono di G.M Landau e L.Parida[1][3] ma le
permutazioni di simboli sono studiate da tempo sia come particolare estensione
del Patter Matching Problem[2][7] sia nella teoria dei linguaggi formali[5][6].
I due problemi qui trattati sono:
• la computazione dell’insieme P dei distinti Π-patterns che occorrono nella
sequenza di input
• in accordo a una definizione di similarita` la classificazione dei Π-patterns
Entrambi i problemi sono estensioni di due grandi domini dell’informatica
computazionale del quale raccolgono non solo metodologie e algoritmi ma anche
spazio di applicazione e obiettivi.
Definiremo brevemente quindi i problemi di Pattern Discovery e Clustering,
e introdurremo, fra i campi di applicazione possibile(elaborazione di testi, mu-
sical retrival, data mining, sicurezza di reti), gli algoritmi di bioinformatica che
possono sfruttare il concetto di Π-pattern, tralasciando pero` le tematiche di se-
quenziamento a favore dei nuovi sviluppi nel campo della genomica funzionale. Il
secondo capitolo descrive gli algoritmi e le strutture dati utilizzate per risolvere un
problema contingente a quello dei Π-pattern: la classificazione e la computazione
dei fingerprint di una sequenza.
Sia Parida che Landau definiscono i Π-pattern come un’estensione del concetto
di fingerprint, infatti, computare l’insieme dei Π-pattern di un sequenza equivale
a computare l’insieme dei fingerprint, inoltre il concetto di fingerprint ,essendo
antecedente a quello di Pi-pattern, ha un riscontro biologico piu ricco alle spalle
, sicuramente valido anche per i pi-pattern.
Gli ultimi due capitoli contengono le strutture dati e gli algoritmi che risolvono
i due problemi sui Π-pattern.
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Vengono proposte due soluzioni per la computazione dell’insieme P connesse
alla scelta della struttura dati per la memorizzazione dell’insieme.
L’insieme P viene viene classificato in base al concetto di piu´ lungo Π-pattern
con occorrenza totale di simboli minore (ancora) e vengono proposte due soluzio-
ni, anche queste connesse a due diverse strutture dati, una per la memorizzazione





L’informazione e` il nesso comune che connette due domini del sapere apparente-
mente tanto distanti fra loro come Informatica e Biologia.
L’informazione alla base della vita e` l’oggetto quindi di studio della BioInfor-
matica.
Due sono gli assunti sul quale reggono le ricerche bioinformatiche.
Il primo assunto deriva dal ristretto alfabeto utilizzato dalle macromolecole
(DNA, RNA, Proteine). La differenza di ordine di grandezza fra i due insiemi
che sono dominio(4 nucleotidi per gli acidi nucleici e 20 amminoacidi per le pro-
teine) e codomino(tutti i processi vitali di un organismo) del codice della vita,
presuppongono una complessita´ di codice molto elevata.
In questo contesto l’informazione non e` contenuta solamente nelle singole pa-
role del codice ma viene integrata in vari altri modi.
L’informatica offre le metodologie di studio a questa indagine.
La seconda assunzione e` che si possono ottenere risultati biologici significativi
considerando il DNA come una stringa monodimensionale astraendo dalla reale
natura del DNA quale molecola tridimensionale.
Una tale assunzione vale anche per le proteine, in quanto la conformazione
dell’avvolgimento tri-dimensionale delle proteine e` completamente determinato
nella sequenza lineare codificante la proteina.
Pertanto la biologia riguarda sequenze: essa riduce fenomeni biochimici com-
plessi alla interazione tra sequenze definite.
Non sorprende allora il fatto che problemi fondamentali in Biologia Molecolare
siano definiti come problemi computazionali su sequenze.
Nuovi algoritmi su stringhe trovano quindi applicazione diretta in Biologia
Molecolare, mentre problemi nuovi su stringhe emergono da questo contesto,
richiedendo spesso nuove tecniche algoritmiche per la loro soluzione.
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Superato ormai da tempo lo scoglio della mappatura genetica ( Human Ge-
nome Proiect) il nuovo obiettivo e` l’interpetazione dei dati.
Cosi se prima lo sforzo maggiore era profuso nel migliorare gli algoritmi di
confronto tra sequenze e i problemi erano la distanza tra stringhe, la maggiore
sottosequenza comune o la piu´ corta supersequenza comune adesso l’obiettivo e`
lo studio dell’espressione genica e gli algortmi di Pattern Matching e Clustering
vengono adattati allo scopo.
Rimandando alla Apppendice A per una sintesi dei presupposti biologici ci
occuperemo del ruolo svolto dagli algoritmi di pattern discovery nell’indagine
bioinformatica delle macromolecole soprattutto per quanto riguarda predizione
delle strutture e ricerca di Pattern Biologici.
1.1 Pattern Discovery e Clustering
DEFINIZIONE 1 (String matching Problem) Dati un testo T di lunghez-
za m e una stringa P di lunghezza n entrambi su un alfabeto Σ,si richiedono tutti
le posizioni di T in cui esiste un match di P
Per la sua generalita` e per la vasta mole di applicazioni al quale e` riconducibile il
problema e` stato fortemente trattato[8, 9, 10] ed ha oggi molte soluzioni efficienti.
L’Exact Set Matching [11] viene considerato ormai non piu´ migliorabile dal
punto di vista algoritmico e l’attenzione e` maggiormente concentrata sulle te-
matiche del Pattern Matching Approssimato con la definizione e l’utilizzo di
distanze diverse (Hamming Distance, Edit Distance[12], rotazioni[1, 2], scaling
e permutazioni[2] come nel nostro caso.
Gli algoritmi di Pattern Matching Approssimato sono tutti caratterizzati da
complessita´ esponenziale dovuta alla vastita` degli insiemi di pattern da ricercare
sul testo.
La complessita` della soluzione esaustiva (definita anche ricerca combinatoria
perche vengono sfruttate regole combinatorie per generare tutti i pattern fonte di
ricerca) ha incoraggiato l’utilizzo di algoritmi statistici ed euristiche che limitano
lo spazio di ricerca e permettono tempi di processamento migliori a fronte della
naturale perdita di informazione nel risultato.
Gli algoritmi di Pattern Matching approssimato svolgono, come risultato del-
la loro computazione, un lavoro di suddivisione dell’input e della soluzione che
costituisce la prima fase del processo di analisi dei cluster.
Nell’ analisi dei cluster l’obiettivo e` partizionare entita in gruppi in base a
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date caratteristiche di ogni entita, in modo che questi gruppi siano omogeni e
ben separati.
Ogni gruppo e` definito cluster, e il processo di partizionamento viene chia-
mato clustering.
Il clustering e` la naturale soluzione matematicamente piu´ efficace in alterna-
tiva alla singola soluzione vera/falso( suddivisione banale in due cluster).
Un’efficace clustering gode di due importanti meriti :
• Omogeneita´: similitudine fra elementi dello stesso cluster
• Separazione: rappresentazione efficace della distanza fra cluster diversi.
Queste due misure sono in opposizione fra di loro:incrementare l’omogeneita´ dei
cluster implica aumentarne il numero a scapito della separazione.
Esistono diverse formulazioni per il cluster problem, per lo piu sono problemi
NP-hard e questo stimola le soluzione approssimate e con supporto di euristica.
Un processo di clustering viene pilotato in vari modi:
• In base al metodo di partizione
– Agglomerativo: Costruisce cluster ha partire da piccoli gruppi co-
struendone di piu grandi attraverso un processo di fusione di cluster.
– Divisivo: Si analizzano gruppi grandi e si dividono in gruppi sempre
piu piccoli
• In base al risultato
– Gerarchico: Costruzione di una gerarchia con evidenziazione delle
relazione fra le entita. Da questo tipo di clustering si ottiene un clu-
ster tree o dendrogramma dove si diversificano vari livelli di cluster
annidati.
– Non gerarchico: Scelto un punto centrale di misurazione si calcolano
le distanze da esso.
• In base alla pre-conoscenza
– Supervisionato
– Non-supervisionato
I problemi di Clustering sono efficacemente modellati come problemi sui grafi[13].
In un grafo G i vertici sono le entita e gli archi rappresentano il grado di
similitudine fra le entita.
In questo modo il clustering si riduce al noto clique graph problem dove ogni
cliques rappresenta un cluster.
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1.2 I Pattern Biologici
Consideriamo le macromolecole DNA,RNA,PROTEINE come sequenze di carat-
teri su tre alfabeti differenti:
• ΣDNA = A,C,G, T
• ΣRNA = A,C,G, U
• ΣProteine = A,R,D,N,C,E,Q,G,H, I, L,K,M,F, P, S, T,W, Y, V
Data una sequenza S = s1 . . . sn le sottosequenze con affinita` funzionali comuni
sono definite Pattern
Sfortunatamente non e` possibile dare una caratterizzazione generale alla codifica
delle informazioni nelle sequenze bio-molecolari.
In altre parole differenti tipi di informazioni sono rappresentate in maniere
differenti e di conseguenza la definizione di Pattern Biologico resta non definibile
con precisione.
Il piu´ importante pattern biomolecolare e’ sicuramente il gene nel quale sono
codificatele informazioni per la sintesi proteiche.
Lo schema di codifica e` il codice genetico che mappa triplette di basi nelle
sequenze di amminoacidi costituenti la proteina(il codice genetico e` surgettivo
ma non iniettivo).
In questa codifica, il contributo di una singola base nella formazione di una
proteina non puo´ essere determinato senza il contributo delle basi adiacenti.
Quando un gene e` trascritto nella proteina codificata, si dice che il gene e`
stato espresso.
L’espressione genica dipende da altri pattern del DNA, i binding site.
Il binding site e´ notevolmente piu´ corto del gene e contiene informazioni su come
deve legarsi chimicamente il gene.
Queste proprieta di legame sono essenzialmente fisiche: non solamente basate
sulla particolare sequenza di basi del sito ma sulla struttura tridimensionale che
essa assume.
Le due sequenze poste (gene-binding site) a distanza ravvicinata sono tali che
l’una e` la complementata invertita dell’altra (inverted repeats).
Un terzo tipo di pattern sono i restriction site. Questi agiscono da re-
golatori dell’espressione genica (per esempio nel processo di splicing)ed hanno
l’interessante proprieta´ di essere completamente palindrome, in quando la secon-
da meta della sequenza risulta identica alla prima meta quando viene rivoltata e
complementa(in accordo con le regole di Watson-Crick).
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Figura 1.1: ripetizioni invertite nei binding site
Similmente ai pattern dei binding site, la proprieta di essere palindrome com-
plementate e` essenziale nell’attivita di legame. Una codifica palindroma e` molto
differente dalla codifica genetica.
Il codice genetico puo´ essere espresso come un linguaggio regolare, mentre le
palindrome richiedono una rappresentazione context free.
Questi tre esempi illustrano la difficolta` di ottenere una generale caratteriz-
zazione delle informazioni di DNA,RNA, e proteine e giustificano gli recerche
algoritmiche “a priori” che si fanno su di essi.
Nel 1989 Staden (vedi [29]) descrisse una gerarchia di nove classi di motivi e
defin´ı un pattern come la struttura di grado massimo formata da questi motivi.
Comune a tutte le classi di motivi era la proprieta´ di essere parti contigue di
una sequenza.
Per ogni sequenza, il numero di occorrenze di pattern contigui e` limitata da un
funzione quadratica sulla lunghezza della sequenza, mentre il numero di pattern
non contigui e` esponenziale.
I pattern non contigui offrono maggiore espressivita´ nella rappresentazione
ma sono anche piu´ difficili da manipolare dal punto di vista algoritmico.
L’identificazione di sequenze pattern serve quindi:
• alla classificazione: Dato un insieme di sequenze, trovare pattern che
possono essere usati per stabilire l’appartenenza di una sequenza ad una
classe.
• all predizione funzionale: questo metodo si basa su un’assunzione di
Gusfield (vedi [9]) sulle sequenze biologiche: Nelle sequenze biomoleco-
lari (DNA,RNA, sequenze aminoacide) sequenze altamente simili hanno
similitudini funzionali o strutturali.
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Questo fatto non e` assoluto (in biologia ci sono eccezioni ad ogni regola)
ma queste sono inferenze non verificabili usando metodi biologici e chimici.
• alla costruzione di oligonucleotidi: Gli oligonucleotidi sono piccoli seg-
menti con particolari capacita´ di ibridazione usati come primer per esempio
nella Polymerase Chain Reaction (PCR) o come probes per l’identificazione
di sequenze genetiche.
1.3 Clustering Genetico
La conservazioni dell’ordine genico e` stata studiata estensivamente [21].
C’e una forte evidenza che geni clusterizzati insieme frequentemente codificano
le stesse funzionalita’ oppure indicano trasferimento genetico.
Insieme alla completa sequenziazione del genoma, la comparazione fra ordi-
ni di geni per trovare cluster comuni e` diventata un approccio standart per la
predizione delle funzionalita’ proteiche.
Le motivazioni alla base del clustering genetico sono :
• Dedurre funzioni di geni sconosciuti da geni conosciuti con pattern espres-
sivi simili
• Identificare profili genetici “disestati“ patologicamente
• Decifrare meccanismidi regolazione(co-espressione implica co-relazione)
• Classificazione di condizioni biologiche
• Genotipare
1.3.1 Rappresentazione per mezzo di Permutazioni
Un ordine di geni viene modellato attraverso la semplice enumerazione dei geni
e le permutazioni sugli interi.
DEFINIZIONE 2 Una permutazione pi di un insieme N = 1, 2, . . . , n e` un
riordinamento degli elementi di N. Definiamo Π = (pi1, pik) una famiglia di k
possibili permutazioni di N
Un cluster genico corrisponde, in questo modo, a intervalli(sottoinsiemi conti-
gui) di permutazioni, e il problema di trovare cluster conservati in differenti




In questa direzione (considerato il problema come uno dei piu´ classici dell’in-
formatica)si hanno soluzioni ottime .
Un algoritmo ottimo in tempo Θ(n + k) e spazio Θ(n) (presentato da Uno e
Yagiura [23]) computa tutti i K < n2 intervalli comuni di due permutazioni date
di n elementi.
Generalizzato ad una famiglia Π di k ≥ 2 permutazioni il limite per il proble-
ma e` fissato in Θ(kn+ k) tempo e Θ(n) spazio [?].
Non solo il problema dell’intervallo comune, ma altri problemi di Pattern
Discovery come Pattern matching with Swap Operator [23] e with don’t care
e la ricerca dei FingerPrint trovano giustificazione in questa formalizzazione del
problema del Clustering Genetico.
1.3.2 Matrici di Espressione Genica
La struttura dati di input del clustering genico e` la matrice di espressione genica.
DEFINIZIONE 3 Una matrice di espressione genica e` una matrice M di n
righe ed m colonne in cui:
• ogni riga rappresenta un gene
• ogni colonna una condizione o un profilo.
• L’elememto Mi,j rappresenta l’espressione del gene i alla condizione j
Il pattern di espressione del gene i e´ la ith riga di M mentre l’ordine di geni
associato alla condizione j e´ rappresentata dalla jth colonna.
A partire da queste matrici si computano matrici di similitudine S,dove
l’elemento Si,j riflette la similitudine fra i pattern d’espressione dei geni i,j.
Il risultato dell’analisi di queste matrici costituisce un passo preliminare ri-
spetto ad altre tecniche di analisi come motif finding e inferenza di reti genetiche.
Il clustering per matrici di espressioni viene risolto:
• Mappe auto-organizzanti(SOM).Clustering divisivo supervisionato ba-
sato su reti neurali (vedi [25]. La tecnica SOM assegna i geni a una serie di
partizioni dello spazio topologico (clusters) sulla base della similitudine fra
i patterns di espressione di geni e i vettori caratteristici di ogni partizione
– La topologia delle partizioni (normalmente un array rettangolare o
esagonale) viene definita a priori
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– I vettori caratteristici di ogni partizione vengono generati aleatoria-
mente e sono iterativamente modificati in base ai patterns di espres-
sione di geni
– In ogni iterazione un pattern d’espressione viene presentato alla rete e
si sceglie il vettore caratteristico piu` vicino al nodo. Questa vicinanza
viene determinata da una espressione di distanza o similitudine (ad
esempio, distanza Euclidea, coefficiente di correlazione di Pearson).
• Grafi di similarita´.Le matrici di similarita´ possono essere trasformate in
grafi di similarita´ Gθ=(N,V) dove:
– N : insieme dei vertici, uno per ogni diverso gene i
– V : insieme degli archi, rappresenta i valori di similitudine Si,j fra i
vertici i, j solo se inferiore ad una certa soglia θ.
Il clustering problem viene in questo modo ridotto ad un altro problema
classico: il clique graph problem.
Il clique graph e` un grafo costituito da un sottoinsieme di cliques. l tipo di
clustering viene, di conseguenza, modellato dalle proprieta´ delle cliques da
ricercare sul grafo Gθ.
Il problema e`, in quasi tutte le sue modellazioni, di complessita´ NP-hard
ma si conoscono ed utilizzano versioni probabilisti (CAST,CLICK [26]) di
complessita´ quadratica.
1.4 Deduzione Della Struttura nelle Molecole
Biologiche
DNA,RNA,proteine, sono polimeri(insiemi ordinati di monomeri).
Le proteine sono polimeri di amminoacidi,DNA e RNA di nucleotidi.
Gli amminoacidi e i nucleotidi formano fra loro legami chimici di varia natura:
• ponti disolfuro(forte)
• peptidici
• interazioni di van der waals, legami idrogeno(deboli)
La sequenza lineare con il quale viene tipicamente rappresentata la molecola viene
quindi distorta nello spazio e assunme in questo modo diverse strutture 2.2:
• primaria (la lineare sequenza di amminoacidi)
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• secondaria (la geometria piana dei segmenti)
• terziaria (struttura 3d)
• quaternaria (struttura delle multimolecole)
Figura 1.2: strutture macromolecolari
La struttura primaria e` la sequenza lineare dei nucleotidi nel quale si distingue
la sola polarita´ ed e` ricavabile coi metodi di sequenziamento.
La struttura secondaria e` determinata dai legami che intercorrono fra le basi ed
ha l’importante tendenza a “conservarsi” nel tempo piu´ che la struttura primaria
in se.
E` relativamente comune,infatti, trovare esempi di RNA omologhi che hanno
una struttura secondaria molto simile ma primaria diversa.
Cambiamenti drastici della sequenza di basi sono ,quindi,tollerati, purche´
venga mantenuta la complementarieta´ delle basi accoppiate.
Se ne deduce che l’evoluzione di una sequenza di RNA e` vincolata dalla strut-
tura. La struttura terziaria di una macromolecola consiste nella locazione fisica
nello spazio dei costituenti atomici, e quindi riguarda la forma assunta dalla mo-
lecola nelle tre dimensioni (stato energetico e angoli fra i legami degli atomi) e
nel tempo (movimento termico).
Questo fa della terziaria una struttura continuamente in evoluzione anche se
per semplicita´ le molecole vengono rappresentate con strutture fisse.
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La struttura terziaria determina come la molecola reagisce con le altre mo-
lecole dell’ambiente e quindi controlla le attivita enzimatiche dell’RNA come lo
splicing cosa che ne fa un importante oggetto di studio.
Puo´ di fatto essere determinata sperimentalmente ma cio´ richiede esami come
cristalizzazione e cristallografia ai raggi x mentre la sola tecnica algoritmica per
determinare la struttura terziaria dalla sequenza di basi per mezzo di simulazio-
ne della dinamica molecolare e` cosi computazionalmete pesante da poter essere
utilizzata solo per sequenze corte [17].
Viste queste difficolta´ molti biologi si dedicano alla semplice computazione
della struttura secondaria che restituisce comunque informazioni sulla forma della
molecola di RNA.
Comparando le strutture secondarie di due molecole con funzioni simili si
possono determinare le funzioni dipendenti dalla struttura.
Inoltre la conoscenza o le congetture sulla similarita delle strutture secondarie
di due sequenze puo´ restituire importanti considerazioni sul reale allineamento
delle stesse nello spazio.
Nel seguito prenderemo in considerazione la predizione della struttura secon-
daria del RNA considerando comunque metodi ed algoritmi applicabili anche alle
strutture proteiche a costo di una maggiore complessita´ derivata da un alfabeto
piu´ grande e da differenti tipi di legami energetici.
Le possibili coppie di basi nella struttura dell’RNA sono scelte fra le quelle
determinata dai ponti idrogeno che si formano fra tutte le possibili combinazioni
di nucleotidi, tipicamente: adenina-uracile, citosina-guanina e, piu´ raramente,
guanina-uracile.
La disposizione di queste coppie nella sequenze generano diversi tipi di strut-
ture secondarie(vedi figura 1.3).
• stem: coppie contigue di nucleotidi complementari
• loop: sottosequenze singole racchiuse da stem
• hairpin loop: loop alla fine di uno stem
• bulge loop: interruzione di uno stem in un solo lato
• interior loop: interruzione di uno stem su entrambi i lati
• multi-branched loop: interruzione fra tre o piu` stem divergenti.
22
1.4 Deduzione Della Struttura nelle Molecole Biologiche
Figura 1.3: particolari avvolgimenti della sequenza
Si considera la coppia (i, j), i < j di due basi nella sequenza con possibilita´ di
avere un ponte idrogeno far loro(A-U,C-G,G-U).
Si definisce loop di una coppia di basi (i, j) tutte le basi comprese fra le basi
di indice i e j.
L’assunzione primaria e` che due loop non possono incrociarsi.
In altre parole se una base k appartiene a due diversi loop (i, j) (i1, j1) allora
uno dei due loop e` contenuto nell’altro.
Una base k e` considerata esposta in un loop se k e` un indice compreso in un
loop e k non e` in nessun altro loop.
Per l’assunzione di non attraversamento ogni base puo’ essere esposta al piu´
in un loop.
Definiamo (i1, j1) un subloop di (i, j) se entrambi i1 e j1 sono indici esposti
in (i, j) (per l’assunzione di non attraversamento se (i1 e` esposto lo e’ anche j1 e
viceversa).
Le coppie di basi insieme con la relazione di subloop formano una foresta di
alberi.
Ogni albero ha per radice un loop che non e` subloop di nessun altro e come
nodi i subloop del loop radice.
In questi alberi sono identificabili le strutture elementari e vengono calcolati
i bilanci energetici per le possibili strutture derivate da esse.
1.4.1 Massimizzazione degli accoppiamenti
Sotto la semplice assunzione di costi energetico costante per ogni loop si puo´
tener conto solo dei contributi energetici delle coppie.
23
INFORMATICA E BIOLOGIA
Figura 1.4: accoppiamenti considerati nell’algoritmo di Nussinov
L’algoritmo di Nussinov [20] lavora su questa assunzione computando la
struttura che massimizza le coppie.
Data una sequenza X = x1 . . . xn l’algoritmo considera solo quattro modi
(vedi figura 1.4) per ottenere la migliore struttura della sottosequenza xi . . . xj
date le migliori strutture per le sottosequenze piu´ piccole.
La scelta per ogni nuova possibile coppia (i, j) si riduce in:
• aggiungere la coppia i− j
• aggiungere la posizione i , senza formare una coppia,
• aggiungere la posizione j, senza formare una coppia,
• ricombinare due strutture ottime
1.4.2 Minima energia
:La stabilita´ termodinamica di una molecola di RNA ripiegata puo´ essere misurata
in termini di variazioni di energia libera tra la molecola a singolo filamento e la
molecola ripiegata in una struttura secondaria.
Tale variazione dipende dalla sequenza e da alcuni fattori quali la temperatura
e la forza ionica.
L’algoritmo di Zucker [18] sfrutta un soluzione di Kruskal [19] e computa la
struttura che minimizza l’energia di legame.
Si considerano le coppie di indici delle due sequenze complementari , e si
calcola il bilancio energetico delle singole coppie e delle differenti coppie fra di
loro assegnando delle funzioni di energia ad ogni tipo di struttura elementare.
Definita in questo modo la computazione dell’energia totale delle strutture
secondarie e` somma di due fattori:
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• somma delle coppie di basi con connessioni di energia
• costi delle strutture fra le coppie rilevate nella foresta di alberi dei loop.
La struttura secondaria ottima e` quella che minimizza l’energia totale.
1.4.3 Analisi di Covarianza
Basi impegnate in accoppiamenti non sono indipendenti, ma variano assieme(“covariano”)
in modo da mantenere la struttura.
Le sequenze di RNA vengono confrontate non solo rispetto alla similarita´ di
sequenza (allineamento) ma anche alla similarita´ a di struttura.
Considerando un insieme di sequenze di RNA non allineate si attua una analisi
comparativa (figura 1.5) che permette di combinare l’allineamento multiplo di
sequenze di RNA e la predizione della struttura secondaria comune (consensus).







2.1 Definizioni e Problema
SSia Σ un alfabeto finito e ordinato di cardinalita` |Σ| e Σ∗ l’insieme di tutte le
possibili sequenze dei caratteri di Σ.
Il rango i ∈ [0, |Σ| − 1] di ogni lettera σ ∈ Σ e` dato dalla funzione
fΣ(σ) = i
mentre la funzione inversa
f−1Σ (i) = σ
dato il rango all’interno dell’insieme restituisce il carattere corrispondente.
Data una stringa S sull’alfabero Σ,indicheremo con S[i] il carattere in posizio-
ne i− 1 nella stringa S e con S[i, j] la sottostringa di S compresa fra i carattere
S[i] e S[j].
DEFINIZIONE 4 (character set) Un characterset CS(S) di una stringa
S ∈ Σ∗ e´ un sottoinsieme di Σ dei caratteri che compaiono in S
Per estensione il character set di una sottostringa S[i, j] di S e´ il sottoinsieme di
Σ dei caratteri S[k] tale che k ∈ [i, j].
DEFINIZIONE 5 (FingerPrint) Dato un character set CS di una stringa
S ∈ Σ∗, definiamo Fingerprint l’array booleano di lunghezza |Σ| tale che ∀i ∈
[0, |Σ| − 1]
Fingerprint[i] =
{
1 se(σ : fΣ(σ) = i) ∈ CS(S)
0 altrimenti
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ESEMPIO 1 data la stringa s=ccagctagaat su Σ = {a, c, g, t, u, v}
Π(s) ha fingeprint [1, 1, 1, 1, 0, 0]
DEFINIZIONE 6 (occorrenza di un character set) Dato un character set
CS, definiamo occorrenza massima di CS su una stringa S in un intervallo [i, j]
se:
1. ∀.k ∈ [i, j].S[k] ∈ CS
2. , i > 0 ∧ S[i− 1] /∈ CS (massimalita´ sinistra)
3. , j < |S| − 2 ∧ S[j + 1] /∈ CS (massimalita´ destra)
In una occorrenza massima di un character set CS occorrono in qualche indice
tutti i character set sottoinsiemi di CS.
Da una sequenza data S = s1s2 . . . sn su Σ si richiede:
• Problema 1 Dato un character set C ⊆ Σ trovare tutte le occorrenze di
C su S
• Problema 2 Dato ogni character set C ⊆ Σ che compare almeno una volta
in S computare tutte le occorrenze di ogni C su S.
Particolari variazioni a questi due problemi, richieste dalle applicazioni al quale
sono destinate o per motivi di complessita´, sono:
• la ricerca dei CS con un numero di occorrenze su una sequenza maggiore o
minore si un valore dato q
• la ricerca dei CS che occorrono su una sottostringa S[i, j] della sequenza S
con j − i ∈ [LMin . . . LMax] con LMin, LMax fissati
• la ricerca su un insieme di sequenze S = S1 . . . Sk.
Nel seguito indicheremo
• F : l’insieme dei distinti fingerprint di una sequenza
• L : l’insieme delle massime occorrenze dei fingerprint di F.
e il problema si ridurra´ a computare l’insieme F di S.
Presenteremo due algoritmi per la computazione dell’insieme F di una sequen-
za di complessita´ differenti che sfruttano entrambi la tecnica del naming
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2.2 Tecnica del Naming
La tecnica del naming come soluzione algoritmica viene introdotta per la prima
volta in [14]
.
Consideriamo per semplicita´ |Σ| = 2i, i ∈ Z.
Per alfabeti che non rispettano la proprieta´ il metodo e` applicabile tramite l’ag-
giunta di falsi caratteri.
A partire da un’array A di |Σ| interi,il naming assegna un nome ad ogni
subarray di dimensioni 2j che parte dalla posizione i2j + 1 di A con
• 0 ≤ j ≤ log |Σ|
• 0 ≤ i ≤ |Σ|/2j
Un subarray di dimensioni 2i e´ concatenazione di due subarray di dimensioni 2i−1.
La coppia dei nomi dei subarray di dimensioni 2i−1 saranno l’input per la
computazione del nome per il subarray di dimensioni 2i.
L’iterazione di questa computazione genera il naming tree: albero binario
completo di altezza log |Σ| con
• foglie: gli elementi di A
• nodo x di livello j: codifica della coppia di nodi (2(x−1), 2x) di livello j−1
• nodo radice: singolo nome
Figura 2.1: naming tree per un array di dimensioni 16
La strategia di naming data una coppia (ni, ni+1) cominciando dall’array A
consiste:
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1. ricercare il nome corrispondente a (ni, ni+1)
2. assegnare un nome nuovo se (ni, ni+1) non ancora codificati in precedenza
3. copiare il nome nel livello successivo del naming tree
La complessita´ del naming dipende ,quindi,oltre che dalla grandezza dell’alfabeto
anche dal costo della ricerca dei nomi gia´ assegnati.
La memorizzazione dei nomi in alberi bilanciati di ricerca limita il tempo di
ricerca Θ(logn) con n cardinalita´ dell’insieme dei possibili nomi.
2.3 Algorimo di Didier
Un cambiamento di un solo valore nell’array A al livello piu´ basso del naming
tree comporta, al piu´, log(|Σ|) + 1 cambiamenti nei nomi dell’albero per rinomi-
nare l’intero array. Fissato k, si enumerano tutti i fingerprint che contengono k
Figura 2.2: un cambiamento nell’array di livello 1 genera un naming tree con
log(|Σ|) = 4 nuovi nomi
differenti caratteri attraverso lo scorrimento di due indici 0 ≤ i ≤ j ≤ |S| sulla
sequenza.
La prima coppia di indici (i0 = 0, j0) identifica il primo fingerprint valido.
Attraverso l’iterato incremento dei due indici si leggono i caratteri della se-
quenza fino ad ottenere una coppia (i1, j1) che racchiude un nuovo fingerprint
differente dal primo.
NOTA 1 Due differenti fingerprint della stessa lunghezza k consecutivi su una
sequenza differiscono nei valori di due sole posizioni
Utilizzando la tecnica del naming, una volta associato un nome ad un fingerprint
associare un nome al fingerprint adiacente comportera 2log(|Σ|) cambiamenti nel
30
2.3 Algorimo di Didier
Algorithm 1 Algoritmo di Tsur per i calcolo dei fingerprint
1: ComputazioniDeiNomi (L1 lista iniziale dei cambiamenti )
2: for all r: r ∈ [1, log(|Σ|) do
3: Ar ← name table di dimensioni |Σ|/2r−1
4: L← primo elemento di Lr
{inizializzazione:calcolo del primo nome}
5: for all l:l ∈ [0, |Σ|/2r−1 − 1] do
6: [a], j ← L
7: Ar[j]← [a]
8: L← nuovo elemento di Lr
9: end for
10: L′r:lista vuota
{inizializzazione della lista di appoggio}
11: for all l:l ∈ [0, |Σ|/2r−1 − 1] do
12: add(A[2l], A[2l + 1], l,L′r
13: end for
14: while L diverso da vuoto do
15: [a], j ← L
16: Ar[j]← [a]
17: add(Ar[2bj/2c], Ar[2bj/2c+ 1]), j/2, L′r)
18: L← next(Lr)
19: end while
20: ordinare lessograficamente le coppie di nomi in L′r
21: assegnare nuovi nomi alle coppie di L′r
22: costruire Lr+1 da L
′
r sostituendo le coppie con i nomi assegnati
23: end for
naming tree.
L’algoritmo(vedi algoritmo 1 ) utilizza il naming assegnando i nomi iterativamen-
te ad ogni livello del naming tree ma registrando solo i cambiamenti del primo
livello del naming tree rimandando la computazione dei nomi.
A, array di booleni di |Σ| elementi, rappresenta durante la scansione della
sequenza il fingerprint della sottosequenza S[i, j] compresa fra i due indici.
La lista dei cambiamenti L1 registra sottoforma di coppie (A[i], i) le differenze
fra i fingerprint che si incontrano durante la scansione dei due indici(i, j) (due
coppie inserite in coda alla lista per ogni nuovo fingerprint).
Letto l’ultimo carattere L1 conterra´ tutti i cambiamenti di A registrati dalla
scansione della sequenza(linee 2-9).
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Sulla lista L′1 vengono ricostruiti i cambiamenti dei nomi al secondo livello del
naming tree accoppiando gli elementi della lista L1(linee 11-19).
Per facilitare la ricerca e l’assegnamento dei nomi viene applicato un algoritmo
di ordinamento lineare a L′1. Nella lista L2,ogni coppia di nomi di L
′
1 viene
sostituita con un nome (cercato fra quelli gia´ assegnati o nuovo),ottenendo la
lista dei cambiamenti aggiornata coi nomi del secondo livello del naming tree.
L2 viene usata come input di una nuova iterazione fino alla lista Llog |Σ|+1 con i
nomi di tutti i fingerprint della sequenza.
2.3.1 complessita´
La costruzione della lista L1 richiede Θ(n) piu´ un’ordinamento lineare anch’esso
di Θ(n).
Questo per tutte le log(|Σ|) + 1 liste, tutte di lunghezza minore di L1. La
complessita´ di tempo di calcolo dato k, lunghezza del fingerprint, e` , di conse-
guenza,
Θ(n log(|Σ|))
Considerando k ∈ [0, |Σ|] l’algoritmo computa tutti i fingerprint di un sequenza
di n caratteri in tempo
Θ(n|Σ| log(|Σ|))
2.4 Algorimo di Raffinot
Il presente algoritmo e` uno dei lavori piu´ recenti ([28]) ed ha l’importante carat-
teristica di essere computazionalmente dipendente dall’insieme L delle massime
occcorrenze dei fingerprint.
Si assume, senza perdita di generalita´ e senza agravio computazionale che la
sequenza non contiene due caratteri consecutivi uguali.
Questo genere di sequenze e` definita semplice e conserva gli stessi insiemi F, L
della normale sequenza agevolando l’identificazione delle occorrenze massime di
un fingerprint. L’algoritmo lavora in due fasi
1. identificazione dei fingerprint
2. assegnamento dei nomi ai fingerprint
2.4.1 Prima Fase
Data una sequenza s = s1 . . . sn di caratteri su |Σ|, definiamo Rσs come l’indice
di s della occorrenza piu´ a destra del carattere σ .
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s = n) di una sequenza s e` la lista dgli
indici in s in cui compaiono per l’ultima volta i caratteri di Σ con Rσs = 0 se il
carattere non e` presente.







e σ ∈ Σ allora
1. Per tutte le coppie 1 ≤ i ≤ j ≤ n, Csσ(i, j) = Cs(i, j)
2. Sia ((z : Ls[l − 1] < z ≤ Ls[l]) ∧ (0 < l ≤ k)) ⇒ (Csσ(z, |sσ|) =
Cs(Ls[l], |s|) ∪ {σ})
3. Se (Rσs > 0) ∧ (0 < z ≤ Rσs )⇒ (Csσ(z, |σ|) = Cs(z, |s|))
Le proprieta´ del lemma 1 permette di costruire sequenzialmente la lista Lsi dei
character set fino all’ indice i della sequenza conoscendo Lsi−1 .
Considerando di avere i character set della stringa fino alla posizione j per com-
putare i character set fino a j+1 concatenando il carattere σ = sj+1 si aggiornano
le liste di occorrenze dei simboli per ogni indice i < j con σ fino a quando
1. si raggiunge l’indice corrispondente ad una occorrenza del carattere σ (pun-
to 2 e 3 del lemma)
2. si raggiunge l’inizio della lista (punto 2 del lemma)
Algorithm 2 Algoritmo di Raffinot pe il calcolo dei fingerprint
1: ComputazioneFingerprint (s = s = s1 . . . sn)
2: TN1[1 . . . n] tabella di n liste
3: L← 0 {lista delle occorrenze destre}
4: for all i ∈ [1 . . . n] do
5: σ ← si
6: Add([1], fΣ(σ),TN1[i]
7: j ← top(L)
8: while (j > 0) ∧ (sj 6= σ) do
9: AddinTop([1], fΣ(σ),TN1[j]
10: j ← next(L)
11: end while






CHARACTER SET E FINGERPRINTS
Per ogni indice i si mantiene una lista nella tabella TN1 al quale si aggiunge σ per
incrementare il character set corrispondente e si aggiorna la lista di occorrenze
eliminando il vecchio indice di σ e aggiungendo il nuovo in coda (vedere algoritmo
2).
2.4.2 Seconda Fase
Il naming dei diversi fingerprints segue le stesse modalita´ dell’algoritmo di Didier.
L’input e` la tabella TN1 che viene letta per ricostruire le liste dei cambiamenti
dei fingerprint relativi ad ogni indice in s(linee 5-19).
La nuova tabella TN ′1 contiene le coppie di nomi, che vengono ordinate e
nominate per formare la tabella del livello successivo TN2(linee 23-25).
L’inizializzazione dell’array FT ad ogni iterazione viene eseguito tramite il
salvataggio dei valori dell’iterazione precedente(linee 14-19)







e z l’indice di Rσs in Ls per σ ∈ Σ.
∀.l ∈ Ls : l < z ⇒ [l + 1, |s|] e` un’occorrenza massima.
nel caso z = 0,allora [0, |s|] e` un’occorrenza massima
Dimostrazione. Per dimostrare che l’intervallo I = [l + 1 . . . |s|] con l < z e`
un’occorrenza massima basta verificare
1. s|s|+1 /∈ I
2. sl /∈ I
1) dalla definizione di z = R
s|s|+1
s e` ovvio che il carattere s|s|+1 non e´ nell’intervallo.
2) Rl e´ l’occorrenza piu´ a destra del carattere che non fa parte dell’intervallo.
2.4.3 Complessita´
Un nuovo carattere viene aggiunto alla lista dei cambiamenti TN1 nell’algoritmo
di ComputazioneFingerprint.
Questo cambiamento corrisponde ad un’occorrenza massima considerato che
la sequenza e` semplice.
Quindi il numero di cambiamenti in TN1 e` limitato da |L| + n. L’algoritmo
NamingFingerprint compie log |Σ| cicli in cui legge Θ(|L|+n) quindi la comples-
sita´ temporale dell’algoritmo di Raffinot:
Θ((|L|+ n) log(|Σ|))
LEMMA 3 Il numero di |L| di occorrenze massime e` al O(n|Σ|
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Algorithm 3 Algoritmo di Raffinot pe il calcolo dei fingerprint
1: NamingFingerprint (TN1[1 . . . n])
2: ninit1 ← [0]
3: for all k ∈ [1 . . . log|Σ|] do
4: FTk ← ninitk
5: for all i ∈ [1 . . . n] do
6: L← TNk[i]
7: while L non vuoto do
8: {[a], j} ← L
9: FTr[j]← [a]




14: while L non vuoto do





20: Sl←coppie di celle di TN ′k
21: Sl← (ninitk, ninitk)
22: ordinare lessograficamente Sl
23: assegnare nuovi nomi alle coppie di Sl
24: costruire TNk+1 da TN
′
k sostituendo le coppie con i nomi assegnati
25: ninitk+1 ←nome della coppia (ninitk, ninitk)
26: end for
Dimostrazione. Sia i un indice in s e i ≤ j0 ≤ j1 ≤ jk < n i limiti destri delle
occorrenze massime che cominciano in i.
Siano α = sjp+1, σ = sjq+1, p 6= q allora sicuramente i due caratteri sono
diversi( per la definizione di occorrenza massima).
Quindi tutti i caratteri in jp sono distinti e differenti da si e di conseguenza
non possono essere piu´ di |Σ| − 1.
Un’occorrenza massima j puo´ esistere su ognuno degli n possibili indici i.
Il lemma stabilisce che l’algoritmo di Raffinot ha una complessita´ nel caso
peggiore uguale all’algoritmo di Didier ma nella maggior parte dei casi pratici si
comporta meglio.
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2.5 FingerPrint Tree
La ricerca di un dato Fingerprint f su una sequenza computata con uno dei due
algoritmi proposti richiedebbe il calcolo del naming di f e la ricerca dei diversi
nomi pe un costo in termini di tempo di Θ(|Σ|log(n)).
In alternativa si possono utilizzare tabelle hash per i nomi di ogni livello
dell’albero.
L’hashing perfetto ridurebbe i tempi di ricerca a Θ(|Σ|) a fronte di un tempo di
precalcolo delle tabelle di (O)(|F|2 log |Σ|) e di (O)(|F|2 log |Σ|) spazio di memoria
per contenerle.
Raffinot propone una struttura dati nel quale l’insieme dei nomi su tutti i
livelli del naming tree deve essere ordianto ed e` quindi utilizzabile con il secondo
degli algoritmi proposti che ordina lessicograficamente i diversi nomi ad ogni
iterazione.
La struttura e` chiamata fingerprint tree e permette la ricerca in O(|Σ|) con
un costo di costruzione dell’albero di (O)(|F| log |Σ|) e una richiesta di spazio
limitata a (O)(|F|. Il fingerprint tree ha per foglie i singoli nomi dei fingerprint e
ogni nodo e` etichettato con una tripla {DT, l, r} dove DT puo´ essere
• un singolo nome [1] oppure [0] se l = 1, r = 0 oppure l = 0, r = 1
• una coppia di nomi (nl, nr) e 1 ≤ l ≤ |Σ|, 1 ≤ r ≤ |Σ|.
La coppia di nomi di ogni nodo indica la coppia piu´ bassa nel naming tree di nomi
consecutivi che coprono il segmento compreso fra l e r delle foglie del sottoalbero
di cui il nodo e` radice.
2.5.1 Costruzione dell’Albero
Il fingerprint tree raggruppa i fingerprint per prefissi comuni.
DEFINIZIONE 7 (Massimo Prefisso Comune) Dati f1, f2 due fingerprint,
il Massimo Prefisso Comune (LCP) di f1, f2 e` definito come il piu´ lungo array
iniziale comune a entrambi i fingerprint
Dati n1, . . . , n|F | i nomi dei fingerprint costruiti rispettando l’ordine lessicografico
in tutti i livelli del naming tree, si distinguono tre fasi nella costruzione del
fingerprint tree:
1. calcolo per ogni coppia consecutiva di nomi ni, ni+1 : LCP (ni, ni + 1).
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2. Costruire l’albero contenente i nodi etichettati fra un intervallo [k . . . l].L’etichetta
denota il nodo radice del sottoalbero che contiene tutti i nomi dei naming
tree che codificano i valori da k a l nell’array del fingerprint.
3. Assegnare l’etichetta ad ogni nodo.
Computazione del LCP. Il calcolo del LCP a partire dal nome di due finger-
print viene facilmente eseguito attraverso la comparazione dei nomi dei rispettivi
naming tree livello per livello(vedi algoritmo 4).
La funzione ricorsiva compara due nomi (ni, nj) (inizialmente le radici dei
naming tree).
Se i nomi sono diversi si itera sulle coppie di nomi codificate da questi.
LCP dei nomi della parte destra viene calcolato solo se sono uguali quelli della
parte sinistra.
Algorithm 4 Computazione del piu´ lungo prefisso comune fra due nomi di
fingerprint
1: LPC(nome1, nome1, lcplocale)
2: if nome1 = nome2 then
3: return lcplocale
4: else
5: if nome1 = 1 ∨ nome1 = 0 ∨ nome2 = 1 ∨ nome2 = 0 then
6: return 0
7: else











11: if nome′1 = nome
′
2 then










LEMMA 4 Il calcolo degli LCP dell’insieme F viene computato in tempo Θ(|F|log|Σ|)
L’algoritmo per il calcolo del LCP fra due fingerprint richiede ,al piu´, il controllo
dei log|Σ|+ 1 livelli di due naming tree.
Costruzione dell’Albero.
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Inizialmente l’albero e` composto dal nodo radice,dal nodo foglia L(n1) asso-
ciata al fingerprint di nome n1 e l’arco di connessione fra i due.
gni nodo dell’albero e` etichettato in fase di costruzione con un valore di profon-
dita´. Definiamo:
• profondita` (radice)= 0
• profondita` (L(ni)) = |Σ|,∀.ni ∈ F
L’inserimento di ogni nuovo nome di fingerprint ni avviene percorrendo il per-
corso dalla foglia L(ni−1) alla radice cercando il nodo p tale che profondita`(p) ≤
LCP (ni−1, ni).
• Se profondita`(p) = LCP (ni−1, ni) allora si inserisce una nuova foglia L(ni)
connessa al nodo p
• Se profondita`(p) < LCP (ni−1, ni) allora si crea un nuovo nodo q con
profondita` LCP (ni−1, ni) figlio di p con due archi.Un arco costituito dal
sottoalbero di p l’altro connesso alla nuova foglia L(ni)
Figura 2.3: costruzione di un fingerprint tree con inserimento di quattro nomi,la
linea tratteggiata indica la successione dei nodi visitati per l’inserimento
Il tempo necessario alla costruzione dell’albero e` θ(F).
Ogni nodo e` visitato infatti al massimo due volte.Sicuramente quando viene
creato e al piu´ un ’altra volta per l’inserimento di una nuova foglia. Costruzione
delle Etichette.Ogni nodo interno dell’albero ha associata una profondita´.
Ogni arco da un nodo p ad un nodo q corrisponde al segmento (profondita´(p)+
1 . . . profondita´(q)) comune a tutti i fingerprint del sottoalbero dei due nodi.
Date le etichette di due nodi p, q al costo di una ricerca sui naming tree
(θ(log |Σ|)) si costruisce la tripla {DT, l, r} corrispondente all’etichetta dell’arco
(p, q).
Etichettare tutti gli archi dell’albero risulta proporzionale a (O)(|F| log |Σ|)
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Algorithm 5 Costruzione del fingerprint tree
1: CostruzioneAlbero(n1 . . . n|f |, LCP )
2: profondita´(radice)← 0
3: L(n1 ← |Σ|)
4: ARCO(radice, L(n1))
5: percorso1 ← radice
6: percorso2 ← L(n1)
7: for all i ∈ [2 . . . |F|] do
8: while profondita´(percorso1) > LCP (ni−1, ni) do
9: percorso2 ← percorso1
10: percorso1 ← padre(percorso1)
11: end while







19: profondita´(p)← LCP (ni−1, ni)
20: percorso1 ← p
21: end if
22: percorso2 ← L(ni)
23: end for
2.5.2 Ricerca sull’Albero
Le etichette degli archi rispettano una proprieta´ che velocizza la ricerca sul
fingerprint tree
LEMMA 5 Data l’etichetta {(nl, nr), l, r} su un arco di un fingerprint tree.Il
livello sul naming tree di nl(resp.nr) e` θ(logl) (resp.θ(logr))
La decodifica di una coppia di nomi di una etichetta e` quindi proporzionale alla
lunghezza dell’array di valori del fingerprint al quale si riferiscono.
La costruzione quindi dell’albero(vedi figura 2.4) di codifica di una coppia di
nomi (nl, nr) viene eseguita tramite l’accesso diretto al livello l e r del naming
tree per un tempo di ricerca limitato da θ(l + r).
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Figura 2.4: decodifica dell’etichetta (5, 3), 3, 1
Considerando l, r ∈ [0, |Σ|] il tempo complessivo per la ricerca di un nome di




Un Multinsieme dell’insieme Σ e` una coppia (M,n) con
• M ⊂ Σ insieme di sostegno
• n : M → N funzione di molteplicita´ degli elementi di M
DEFINIZIONE 8 (Π-pattern) Data una stringa S ∈ Σ∗ il multinsieme (A ⊆
Σ, n) viene definito Π− pattern di S.
DEFINIZIONE 9 (Signature)Dato un Π-pattern P1, il vettore di interi S di
lunghezza |Σ| tale che
S[i] = n(f−1Σ (i))∀i ∈ [0, |Σ| − 1]
viene definito Signature di P1.
ESEMPIO 2 data la stringa s=ccagctagaat su Σ = {a, c, g, t}
Π(s) ha signature [3, 3, 2, 2]
DEFINIZIONE 10 Un Π-pattern P1 di Signature S1 di lunghezza fissata L
occorre in una sequenza S ∈ Σ∗ in posizione p ∈ [0, |S| − 1] se ∀σ ∈ Σ e´ presente
in S1[fΣ(σ)] posizioni in S[p, p+ L− 1].
ESEMPIO 3 il Π-pattern [2, 1, 2, 2] occorre in posizione 3 della stringa s,
banalmente [3, 3, 2, 2] occorre in posizione 0
Dal punto di vista conbinatorio il multinsieme rappresentato dal Π− pattern P1
di lunghezza L e Signature S1 e` costituito da tutte le permutazioni di L simboli
con S[fΣ(σ)] ripetizioni del simbolo σ.
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La cardinalita´ dell’insieme e`, quindi, ricondubile al numero di permutazioni
con ripetizioni di simboli








S1[i] = L (3.1)
Un Π-pattern e` un’estensione di informazione rispetto ad un Character Set.
Dato un Π-pattern di cui fa parte una stringa S, l’insieme di sostegno A del
corrispondente multinsieme coincide con il character set di S,mentre n fornisce
informazioni sul numero di ripetizioni dei caratteri.
Data la signature S1 rappresentazione di un Π-pattern il Character set corri-
spondente contiene tutti i caratteri σ per cui S1[fΣ(σ)] 6= 0
A differenza dei Character Set, che sono insiemi di stringhe di diverse lunghez-
za quindi, i Π-pattern sono insiemi di stringhe di lunghezza fissata, caratterizzati
dal codominio della funzione n.
Associata ad una stringa S di n caratteri di Σ,definendo PL l’insieme dei
differenti Π-pattern di lunghezza L su S, avremo n possibili insiemi Pl, l ∈ [1, n]
cioe`:
• P1 di cardinalita´ |Σ|
• Pl, l ∈ [2, n− 1] di cardinalita´ n− l + 1
• Pn di cardinalita´ 1 che determina il multinsieme del quale fa parte S
Il problema che ci poniamo di risolvere sara`,data una sequenza di n caratteri
e fissati due interi LM , Lm : Lm ≤ LM ≤ n, la computazione degli insiemi
PL : L ∈ [Lm, LM ].
3.1 Computazione dei Π-patterns di lunghezza
fissa
La computazione dei Π-pattern di lunghezza fissa non si discosta troppo dalla
computazione dei Character Set con la differenza che oltre all’insieme di sostegno
occorre registrare i diversi valori della funzione di moltepilcita`.
Una sottostringa s = si . . . sj di L caratteri viene identificata per mezzo di
due indici:
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• indice i in S del carattere piu´ a sinistra di s.
• indice j in S del carattere piu´ a destra di s.
Attraverso l’iterato incremento degli indici vengono identificate tutti le diverse
sottostringhe di L caratteri consecutivi di una sequenza.
Due sottosequenze Sindex, Sindex+1 che occorrono in posizioni consecutive index, index+
1 in una sequenza differiscono di, al piu´, due diversi caratteri.
Dati quindi i rispettivi Π-patterns, ΠSindex e ΠSindex+1 , avremo
• ΠSindex+1 [fΣ(σindex)] = ΠSindex [fΣ(σindex)]− 1
• ΠSindex+1 [fΣ(σindex+1+L)] = ΠSindex [fΣ(σindex+1+L)] + 1
• ΠSindex+1 [fΣ(σ)] = ΠSindex [fΣ(σ)] ∀.σ, σ 6= σindex+1+L, σ 6= σindex
L’algoritmo 6 mantiene un array PATTERN di |Σ| interi in cui registrare il Π-
Pattern contenuto nella sequenza identificata da due indici.
Incrementando i due indici si eseguono le due uniche modifiche possibili sull’ar-
ray,registrando l’indice di occorrenza per ogni ogni Π-pattern. COMPLESSITA´:Gli
Algorithm 6 Computazione dei Π-patterns di Lunghezza L
INIZIALIZZAZIONE
ileft = 0
for all iright ∈ [0, L− 1] do
PATTERN [fσ(σiright)]+ = 1
end for
INSERT (T, PATTERN, ileft);
repeat
iright+ = 1
PATTERN [fσ(σiright)]+ = 1
PATTERN [fσ(σiLEFT )]− = 1
iLEFT+ = 1
INSERT (T, PATTERN, ileft)
until (iright = n− L)
indici scandiscono tutti i caratteri di S quindi il tempo richiesto dalla computa-




3.2 Naming dei Π-patterns
La complessita´ del procedimento di associazione di un singolo nome ad un Signa-
ture non e` diverso dal naming dei fingerprint.
LEMMA 6 (Amir) Il massimo numero di nomi generato ad un livello fissato
j del naming tree per una sequenza di n caratteri e` θ(n)
La computazione della prima Signature di lunghezza L e del nome associato
richiede O(L + |Σ|) mentre l’aggiornamento del naming tree per ogni nuova Si-
gnature, come gia` dimostrato, costa O(log(|Σ|)).
Un’efficace implementazione della struttura T per la memorizzazione dei Signa-
ture prevede in questo caso
• BAL[a] :albero binario bilanciato di tutte le coppie (a,b) ordinato secondo
i valori di b
• Se a radice di un naming tree BAL[a] contiene
– Counta: contatore delle occorrenze del pattern a
– LocationLista:lista degli indici di occorrenza del pattern a
• T[0..n]:array di BAL[a]
La procedura insert(T ) dell’algoritmo 6 si riduce in questo caso nella ricerca delle
2 log(|Σ|) coppie di nomi (a,b) sugli alberi BAL[a] per rintracciare e aggiornare
le strutture dati associate ad un nome di Signature gia´ esistente o inserire nomi
in caso di nuove Signature.
La ricerca su ogni albero binario BAL dipende dal numero dei nodi che per il
lemma di Amir sara`, al piu` n
t(insert(T )) = O(log |Σ|) ∗ t(Ricerca(Bal[a])) = O(log(|Σ|) log n)
3.3 Ternary Search Tree
Gli alberi ternari di ricerca (Ternary Search Tree) offrono struttura dati alterna-
tiva che unifica i vantaggi degli Alberi binari di Ricerca e degli Alberi Digitali di
Ricerca(Trie).
Dato un insieme di valori K-dimensionali su V , i (Trie) sono la struttura dati
piu´ efficiente sia per velocita´ di interrogazione sia per capacita´ di compressione.
L’unico problema riguarda la complessita´ di spazio che, sebbene in pratica
accettabile, viene limitata superiormente dalla cardinalita´ di V .
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I TST sono un’evoluzione dei trie generata dall’introduzione di un ordinamen-
to sui figli ereditato dagli alberi binari di ricerca.
DEFINIZIONE 11 Un Albero Ternario di Ricerca T su S = {(x1, x2 . . . xk)|x ∈
V} , V qualunque insieme ordinato, e` un albero radicato ordinato di arieta´ 3 in
cui dato un S ′ = (s1, s2 . . . sk) ∈ S ed un nodo N di valore si ∈ S ′
• tutti gli elementi del sottoalbero sinistro di N contengono i valori (s′′i , . . . s′′k)
di S ′′ ∈ S tali che s′′i < si
• tutti gli elementi del sottoalbero destro di N contengono i valori (s′′i , . . . s′′k)
di S ′′ ∈ S tali che s′′i > si
• tutti gli elementi del sottoalbero centrale di N contengono i valori (s′′i+1, . . . , s′′k)




















Figura 3.1: Albero Ternario di Ricerca di profondita 3
Cos´ı come gli alberi binari di ricerca sono isomorfi all’algoritmo Quicksort, i
TST sono isormofi alla variante dello stesso algoritmo definito MultiKey Quick-
sort, introdotto sempre da Hoare[15] ed ispirato al famoso Problem of the Dutch
flag di Dijkstra.
La complessita´ di costruzione di un albero ternario perfettamente bilanciato
fa parte della dimostrazione della complessita´ per questo problema [16].
TEOREMA 1 Una ricerca in un albero ternario perfettamente bilanciato che
rappresenta n k-vettori richiede Θ(log(n) + k) comparazioni,ed e´ ottimale
La procedura di ricerca di un elemento su un TST (vedi algoritmo 7) e` uguale
a quella di inserimento e risulta particolarmente rapida nell’identificare la non
appartenza di un elemento all’insieme tramite il fallimento della ricerca.
Consideriamo nel seguito una rappresentazione con puntatori di un TST dove




V alue ∈ (V )
nodo : LeftV al∗, RightV al∗, EqV al∗;
}
A partire dal nodo radice di un TST di N diversi valori K-dimensionali e consi-
derando solo i puntatori ai nodi con valori maggiori(RightVal) e minori(LeftVal)
del valore della radice la struttura si riduce ad un albero binario di ricerca di
tutti i diversi valori del componente di indice 1 degli N vettori.
A partire da questa struttura e considerando solo il puntatore di uguaglian-
za(EqVal) ogni nodo diventa la radice del trie con i suffissi per il valore che
contiene.
Quindi un percorso sui soli rami di uguaglianza di un TST ricostruisce, un
prefisso comune fino ad un nodo interno , o un determinato vettore se protratto
ad una foglia.
Algorithm 7 Ricerca ricorsiva su un TST
1: RicercaTST(T:node,KEY:(S), indice : int)
2: if (T == NULL) then
3: return T { elemento non trovato}
4: end if
5: if (T.V alue < Key[i]) then
6: RicercaTST(T.LeftVal,KEY,indice) {ricorsione sottoalbero sinistro}
7: else if (T.V alue == Key[i]) then
8: if (isLeaf(T )) then
9: return T {trovata foglia corrispondente}
10: end if
11: RicercaTST(T.EquVal,KEY,++indice){ricorsione sottoalbero dei suffis-
si}
12: end if
13: if (T.V alue > Key[i]) then
14: RicercaTST(T.RightVal,KEY,indice)
15: end if
3.4 Albero Ternario dei Π-patterns
I Signature sono vettori |Σ|-dimensionali e la cardinalita` dell’insieme delle Signa-
ture di una sequenza di n caratteri e` θ(n).
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L’inserimento e la ricerca di un Signature su un TST richiede tempo O(log(n)+
|Σ|).
Dati i primi |Σ| − 1 elementi di una Signature Π, l’occorrenza del carattere





permettendo di identificare univocamente Π sull’albero per mezzo di un percorso
di |Σ| − 1 nodi.
La complessita´ di tempo di (insert(T )) con T implementato su un Ternary
Search Tree e`
θ(log(n) + |Σ| − 1)
Il numero di foglie del TST e`uguale al numero dei differenti Π-pattern di una
sequenza e conterrano la lista degli indici di occorrenza.
3.5 Differenze e distanze fra Π-pattern
Definiamo ΠLi come il Π-pattern di lunghezza L e occorrenza i.
Banalmente Π1i indichera´ σi, carattere nella posizione i della sequenza.
DEFINIZIONE 12 (Differenza fra Π-pattern) Dati ΠLi , Π
L
j con i < j,la
differenza Dif(ΠLi ,Π
L





















i successione dei caratteri entranti






ESEMPIO 4 dati Π = [3, 1, 4, 2] e Π′ = [2, 2, 4, 2], distanza(Π,Π′) = 2
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DEFINIZIONE 14 Sotto-Pattern Dato un Π-pattern Π′ di L caratteri e Si-
gnature S ′, qualunque Π− pattern di L− j, 1 ≤ j ≤ L− 1, di Signature S tale
che
S[i] ≤ S ′[i] per tutti gli indici 0 ≤ i ≤ |Σ| − 1
viene definito sotto-pattern di lunghezza L− j di Π′
3.6 Memorizzazione dei Π-pattern di lunghezza
variabile senza ridondanza
Una scansione lineare della sequenza e` sufficiente per estrarre tutti gli insiemi PL
per le diverse lunghezze richieste.
Il reale agravio computazionale del calcolo di Π-pattern e` costituito invece dal-
lo spazio richiesto dalle strutture dati per la memorizzazione dei diversi insiemi,e
dalle relative operazioni di inserimento in esse.
Volendo considerare un’ implementazione con alberi ternari, mantenere e
computare K = LM − Lm diversi insiemi costerebbe:
• Spazio = θ(K ∗ n ∗ |Σ|) K diversi TST
• Tempo = Θ(n ∗K(log(n) + |Σ|)) K diversi inserimenti per ogni indice
I Π-pattern hanno pero´ proprieta´ che permettono di computare da un insieme Pl,
di lunghezza fissata, gli altri.
Dato un Π-pattern ΠLi , il Π-pattern Π
L−j
i e` ottenibile da Π
L







= ΠLi − Πji+L−j Per ogni 0 < j < L
Gli insiemi PL : L ∈ [Lm, LM ] non vengono quindi computati tutti dalla scan-
sione della sequenza ma sono ottenibili da un TST di lunghezza fissa l.
Nel seguito considereremo il solo TST di PLM
Dato ΠLMi indichiamo due modi per il recupero dell’insieme di Π-pattern
{Π1i+LM−1 . . .ΠKi+LM−K} necessario per la computazione dei Signature di lunghez-
za minore
• Lista della successione dei caratteri
Si modifica la lista degli indici di occorrenza su ogni foglia aggiungendo
, associato all’intero i per la lista della foglia etichettata con Πi, un’arco
all’elemento (i − 1) della lista degli indici della foglia di Πi−1 realizzando
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ridondanza
un ordinamento delle foglie dell’albero ternario che rispetta l’ordine di in-
serimento. Ogni arco dall’indice i all’indice i − 1 e` etichettato con Π1i . La
successione
∑i+L
h=i+L−j e` ricostruibile come la somma delle etichette degli
archi del percorso di lunghezza j che parte dall’elemento di indice i sulla
lista di occorrenza della foglia Πi.
Complessita´ temporale per il calcolo dell’insieme Πli per ogni LMax − 1 <
l < Lmin dovuto alla ricostruzione del percorso:
Θ(LMax − LMin)
• Array dei Π-pattern di tutte le lunghezze
Parallelamente alla scansione della stringa per la computazione dei Π-
pattern si memorizza nell’indice r di un’array di n posizioni il Π-pattern di
indice 0 lunghezza r, con il numero di occorrenze dei caratteri scansionati









Figura 3.2: albero ternario per P=[3, 2, 2, 3], [2, 3, 2, 3], [3, 2, 1, 4], [3, 3, 1, 3]
pattern in posizione i+ L e quello in posizione i+ L− j nell’array
Complessita´ della soluzione:
– Spazio = Θ(n ∗ |Σ|) (array di n− 1 Π− pattern)







In questo capitolo definiamo il concetto di ancora di un insieme di Π-pattern.
4.1 Gli insiemi delle Ancore
DEFINIZIONE 15 (ANCORA) Dato un insieme P h = {Π1,Π2, . . . ,Πh} de-
finiamo ANCORA di P h il sotto-pattern di lunghezza massima comune a tutti gli
elementi di P h
Per definizione l’Ancora di un insieme sara´ il vettore AP tale che
AP [i] = MIN(Π1[i],Π2[i], . . . ,Πh[i]) per ogni 0 ≤ i ≤ |Σ|
Fissati due interi LA,QA l’obiettivo e` partizionare l’insieme P
h in sottoinsiemi P ′
tali che
• |P ′| ≤ QA
• L’ancora di P ′ sia lunga LA
4.2 Cardinalita´ dell’insieme delle Ancore
TEOREMA 2 L’insieme di tutti i sotto-pattern di lunghezza L − j di un Π-
pattern Π di lunghezza L su un alfabeto Σ ha cardinalita´ θ((|Σ| − 1)J)
Dimostrazione Dato un Π-pattern Π′ di lunghezza L,ogni sotto-pattern Π′ di
lunghezza L− j di Π′ e` uguale a Π′ − Πj con Πj pattern di lunghezza j.
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Dato Πj = p1 . . . p|Σ|, possiamo costruire la sequenza Πb tale che:
b[i] = p[i] + 1 per ogni indice dell’array.
Ogni elemento di Πb e` maggiore di 0 ed inoltre
∑|Σ|
i=1 b[i] = j + |Σ| Consideriamo
una terza sequenza Πc tale che
Πc[i] = Πb[i− 1] + Πb[i− 1] e Πc[0] = Πb[0].
Gli elementi di Πc sono tutti ordinati: 0 < Πc[0] < Πc[1] . . . Πc[|Σ|]− 1 = j + |Σ|
La cardinalita` dell’insieme di tutti i sotto-pattern di lunghezza L − j e` uguale,
quindi, alla cardinalita` di tutti possibili modi disporre Σ−1 elementi nell’insieme
1, . . . , j + |Σ| − 1 cioe` (j+|Σ|−1|Σ|−1 ) = (j+|Σ|−1j ) = θ(|Σ| − 1j)
Volendo considerare tutte le L possibili lunghezze un Π-pattern ha un insieme
di sotto-pattern di cardinalita` O((|Σ| − 1)L).
Dati due Π-pattern il loro insieme di sotto-pattern non e` completamente di-
3223
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Figura 4.1: Grafo delle sotto-pattern di un Π-pattern
sgiunto,come afferma il seguente teorema
TEOREMA 3 Due Π-pattern ΠLm Π
L
n distanti fra loro h hanno un sotto-pattern
comune di lunghezza L− (h/2)




















m[i])− |ΠLm[i]− ΠLn [i]|.














(Corollario) Un insieme di N Π-pattern di una stessa sequenza hanno
O(N(|Σ| − 2)L)
sotto-pattern differenti in totale.
Su una sequenza ogni Π-pattern di occorrenza i differisce di due soli caratteri
dal Π-pattern all’indice i+ 1 ed e` quindi distante al piu´ 2, assicurando l’esistenza
di sotto-pattern comuni.
4.3 Rappresentazione geometrica
Da un punto di vista geometrico un Π-patten e` identificabile tramite un punto
nello spazio |Σ|-dimensionale, orientato dai valori di occorrenza dei caratteri.
Due Π-pattern simili saranno rappresentati da due punti vicini tra loro ed il
grado di tale somiglianza puo` essere calcolato avvalendosi delle proprieta` geome-
triche dei vettori.
Assumiamo per semplicita`, e senza perdita di generalita`, che |Σ| sia una
potenza di 2.
Consideriamo |Σ|/2 diversi piani cartesiani definiti dalle coppia di caratteri
di rango consecutivo in Σ: 〈σ2i, σ2i+1〉 per i compreso in [0, (|Σ|/2)].
Dato un Π-pattern Π′, il punto di coordinate p′〈i,i+1〉 = 〈Π′[i],Π′[i + 1]〉 e`,
banalmente, la proiezione del vettore |Σ|-dimensionale sul piano corrispondente.
Per ogni punto p′〈i,i+1〉 definiamo RΠ′ l’insieme di tutti i punti 〈x, y〉 tali che
Figura 4.3: rappresentazione vettoriale
• x ∈ [0,Π′[i]]
• y ∈ [0,Π′[i+ 1]]
LEMMA 7 Per ogni sotto-pattern Π¯ di un Π-pattern Π′, la proiezione 〈Π¯[i], Π¯[i+
1]〉 e` compresa su RΠ′ del corrispondente piano
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Geometricamente,quindi,essendo per definizione un’ancora A il sotto-pattern
di lunghezza massima di un insieme di Π-pattern, ogni sua proiezione 〈A[i], A[i+















Figura 4.4: Insieme R per le proiezioni sul piano (0,1) dei Π-Pattern [3421],[6222]
Viceversa il numero di rettangoli che includono un punto P determinano la
cardinalita` dell’insieme di Π-pattern la cui ancora ha per proiezione le coordinate
di P
Come conseguenza se il numero di RΠ che includono un punto bidimensionale
e` inferiore a QA il relativo sotto-pattern e` un’ancora per un insieme di cardinalita`
inferiore al quorum richiesto.
La ricostruzione delle ancore viene quindi eseguita su quei punti inclusi da
almeno QA diversi insiemi RΠ
4.4 Programmazione dinamica sui piani
Fissata la lunghezza LA delle ancore da ricercare, la computazione non riguarda
piu´ l’intero insieme dei sotto-pattern di un Π-pattern.
LEMMA 8 Dato il Π-pattern Π′ = Π0, . . . ,Π′|Σ|−1 di lunghezza L,un punto
bidimensionale 〈x, y〉 sul piano corrispondete ai caratteri di rango i, i + 1 tale
che
x+ y − (Π′[i] + Π′[i+ 1]) = j
puo` essere, al piu´, la proiezione di un sotto-pattern di lunghezza L− j
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Dimostrazione Un sotto-pattern di lunghezza L′ di un Π-pattern Π′ e` ottenuto
da p0, p2 . . . p|Σ|/2−1 punti tali che pi ∈ RΠ′i,Π′i+1 .
Il punto bidimensionale di somma maggiore per ogni rettangolo RΠ′i,Π′i+1 e` proprio
(Π′i,Π
′
i+1), per la definizione di R.
Scelto un punto 〈x, y〉 in RΠ′i,Π′i+1 il sotto-pattern Π¯ di lunghezza massima avra`
• Π¯[i] = x
• Π¯[i+ 1] = y
• Π¯[j] = Π[j] per ogni indice j ∈ {[0, |Σ| − 1]|j 6= i, j 6= i+ 1)}
La lunghezza di Π¯ sara`:
L− (Π[i] + Π[i+ 1]) + (x+ y)
=
L− (x+ y − (Π′[i] + Π′[i+ 1]))
=
L− j
Come conseguenza del lemma 8 tutti i punti di R(i,i+1) di somma inferiore a
L− LA non sono proiezioni di sotto-pattern di lunghezza LA e sono esclusi dalla
computazione.
Definiamo un nuovo insieme utile per i punti che sono proiezioni di sotto-
pattern di lunghezza L′ ≥ LA
DEFINIZIONE 16 Dato l’insieme RΠ′ per Π
′ di lunghezza L sul piano corri-
spondente ai caratteri di rango i, i + 1 definiamo R¯LAΠ′ l’insieme dei punti (x, y)
tali che
1. (x, y) ∈ RΠ′
2. x+ y ≥ Π′[i] + Π′[i+ 1]− (L− LA)
Ogni piano corrispondente ai caratteri σi, σi+1 viene rappresentato per mezzo
di una matrice bidimensionale Placei,i+1 di dimensioni L× L.
Per ogni Π-pattern il numero di proiezioni su un singolo piano sono O(L−LA)2
corrispondente al numero di punti dell’insieme R¯LA .
Per evitare nella fase di scansione della sequenza Θ(n(L − LA)2) inserimenti
sulle matrici, per ogni Π-pattern si registrano tre soli punti (figura 4.8) per ogni
piano rimandando la computazione su tutti i punti.





int : R, R¯1, R¯2, InsiemeR,Limite, InsiemeR¯
listainteri : Classe:
}
Per ogni Π-pattern Π′ di indice h sulla matrice Place2h,2h+1 per h compreso
in [0, (|Σ|/2)] si esegue:
Placei,i+1[Π
′[i],Π′[i+ 1]].R = +1 proiezione bidimensionale
Placei,i+1[Π
′[i]− (L− LA − 1),Π′[i+ 1]].R¯1 = +1 segnaposto sulla colonna
Placei,i+1[Π
′[i],Π′[i+ 1]− (L− LA − 1)].R¯2 = +1 segnaposto sulla riga
Placei,i+1[Π
′[i],Π′[i+ 1]].Classe←− h memorizzazione dell’indice
Terminata la scansione della sequenza e completamente identificato l’insie-
me P di Π-pattern da partizionare,si calcolano sulle matrici, per ogni punto, il
numero di R¯ differenti al quale appartengono.











Figura 4.5: Inserimento dei segnaposti e programmazione dinamica
Il calcolo delle occorrenze del punto (x, y) relativo e` ottenuto ricorsivamente
a partire dall’elemento di indice < L,L > della matrice considerando una riga di
indice L+ 1 e una colonna di indice L+ 1 inizializzata a 0.
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R¯73,4
R76,2











Figura 4.6: Insieme R¯ per sotto-pattern di lunghezza 7





Plane[x, y + 1].InsiemeR
−
Plane[x+ 1, y + 1].InsiemeR
+
Plane[x, y].R
Essendo interessati ad ancore di distanza data calcoliamo il numero di occorrenze
che sono proiezioni di ancore minori della lunghezza richiesta.
I due interi R1,R2 indicano le occorrenze da non considerare lungo le due dimen-
sioni i ed i+ 1 rispettivamente.
Per ogni punto della matrice computiamo ricorsivamente le occorrenze non
valide per mezzo della funzione ricorsiva:
Plane[x, y].Limite =

Plane[x− 1, y + 1].Limite
−∣∣∣Plane[x+ 1, y].Limite− Plane[x, y + 1].Limite∣∣∣
+
(Plane[x, y].R1 − Plane[x, y].R2)
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Le tre funzioni sono calcolabili contemporanemante su tutti i punti di una matrice
e richiedono Θ(L2) tempo di calcolo.
Dopo la computazione ogni punto < x, y > sulla matrice Placei,i+1 e` proie-
zione di un ancora di lunghezza LA per un insieme di Π-pattern di cardinalita`
Planei,i+1[x, y].Insieme
4.5 Computazione delle Ancore
4.5.1 ordinamento parziale sui piani
Stabilite le occorrenze delle singole proiezioni bidimensionali per ricostruire l’in-
tero vettore |Σ|-dimensionale corrispondete ad un ancora occorre unificare le in-
formazioni fornite dalle diverse matrici.
Fissato un punto pi su un piano definiamo:
• Classepi : la lista di lunghezza pi.InsiemeR¯ contenente tutti gli indici dei
Π-pattern per cui pi ∈ R¯LA .
Dati due punti pi, pj su differenti matrici, il sotto-pattern, del quale pi, pj sono
proiezioni, sara` ancora per tutti i Π-pattern di indice di occorrenze h tale che:
1. h ∈ Classepi
2. h ∈ Classepj
Il sotto-pattern di coordiante fissate da p1 . . . p|Σ|/2 punti,uno per ogni matrice,
sara` ancora dell’insieme ΠA = {Π′di indice h|h ∈ listapi .∀pi}
4.5.2 ricostruzione delle liste di indici
La disposizione dei punti corrispondenti alle proiezioni dei Π-pattern su una ma-
trice riflette la relazione di ordinamento parziale.
I diversi grafi sono implementanti per mezzo delle seguenti strutture:
• Classe contiene gli indici di occorrenza dei Π-pattern di cui il punto 〈x, y〈
cui appartiene la lista e` proiezione
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Figura 4.7: grafi della relazione d’ordine dei punti su una matrice
• DistanzaRiga: contiene l’intero k = w−y distanza dal piu´ vicino elemento
〈x,w〉, w > y sulla stessa riga in cui la lista di indici non sia vuota
• DistanzaColonna:contiene l’intero j = z − y distanza dal piu´ vicino ele-
mento 〈z, w〉, z > x sulla stessa colonna in cui la lista di indici non sia
vuota
Dato un punto 〈x, y〉:
• se la sua lista di indici non e` vuota
– DistanzaRiga: rappresenta l’arco fra il nodo 〈x, y〉 e il nodo 〈x,w〉
nel grafo della relazione d’ordine
– DistanzaColonna: rappresenta l’arco fra il nodo 〈x, y〉 e il nodo 〈z, y〉
nel grafo della relazione d’ordine.
• se la lista di indici e` vuota permettono la computazione dell’insieme dei
Π-pattern con l’insieme R¯ che include il punto.
TEOREMA 4 Se un punto p incluso in m differenti insiemi R¯LA, la sua lista
di Π-pattern di lunghezza L e` ricostruibile in tempo O(m(L− LA)).
Dimostrazione Se p = 〈x, y〉 e` incluso in m insiemi R¯LA significa che esistono
m punti p′ = 〈x′, y′〉, proiezioni di Π-pattern, tali che (x+y)− (x′+y′) = L−LA.
Se DistanzaRiga ≤ L − La (risp.DistanzaColonna ≤ L − La) allora il punto
p1 = 〈x − DistanzaRiga, y〉 e` proiezione di un Π-pattern che include p ed e` un
nodo del grafo di relazione d’ordine.
Il cammino p1, . . . , ph sul grafo fino al primo nodo ph+1 = 〈x′h+1, yh+1〉 tale che
(x+y)−(xh+1 +yh+1) ≤ L−LA contiene proiezioni di Π-pattern che includono p.
Se lunghezza h del cammino e` inferiore a m allora esiste un punto p′′ = 〈x+j, y+j〉
con j ≤ L− LA incluso da n insiemi R¯LA di cui n− h includono anche p.
La lunghezza totale dei diversi cammini sul grafo e` m mentre nel caso peggiore
occorrono (L− LA) cammini.
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4.5.3 computazione dell’insieme di un ancora data
Scelta un’ancora AP = p0, . . . p|Σ| − 1 di lunghezza LA dal confronto delle li-
ste di Π-patter associati ad ogni pi e` possibile ottenere l’insieme di Π-pattern
corripondente.
Per ogni coppia 〈AP [2i], AP [2i + 1]〉per ogni i nell’intervallo[0, |Σ|)/2] ,consi-
derando la massima cardinalita` richiesta, la lista dei Π-pattern e’ al massimo
lunga QA ed quindi calcolabile in tempo O((L− LA)QA) sulle diverse matrici.
Ottenuta la lista per la prima coppia di punti, ed ordinatala, controllare l’in-
clusione di ogni indice ricavato dalla conputazione sulle altre matrici ha una
complessita` lineare.
Complessivamente dato un sotto-pattern di lunghezza LA ,l’insieme dei Π-
pattern per cui e` ancora e` computabile in tempo O(|Σ|)/2(L− LA)QA logQA)
4.5.4 computazione dell’albero delle ancore
Le diverse matrici, insieme con i grafi d’ordine implementati sopra,rappresentano
da soli l’intero insieme delle ancore, e permettono il recupero rapido della classe
di Π-pattern associato ad ognuna.
Una successiva raffinazione del problema e` l’ordinamento delle diverse classi
in base alla loro cardinalita`
Raccogliamo, per lo scopo, le diverse classi in un albero ternario delle ancore,in
modo da poterle confrontare e ordinare.
La ricostruzione delle ancore con gli insiemi corrispondenti avviene per mezzo
dell’intersezione dei punti sulle matrici e delle liste degli indici associati.
La classificazione e` vincolata da due limiti:
1. La lunghezza LA delle ancore stabilisce il numero massimo delle ancore e
quindi delle classi
2. Le classi sul quale attuare la suddivione sono invece scelte dalla cardinalita`
massima QA che si vuole tenere in considerazione.
Chiaramente QA = 1 e` il rilassamento massimo del secondo vincolo e comporta
la generazione di tutte le ancore, corrispondente alla combinazioni di tutti i punti
sui diversi piani la cui somma rispetta la lunghezza LA.
L’albero delle ancore ha una profondita` progressiva: quando si inserisono i
punti della matrice Placei,i+1 le foglie hano un’altezza i − 1 e ogni cammino
rappresenta le occorrenze dei caratteri di rango 0, i− 1
Le foglie sono connesse progressivamente fra di loro e contengono le liste ricavate
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dall’inclusione degli insiemi di occorrenza dei punti bidimensionali del cammino





Figura 4.8: albero ternario delle ancore
Partendo dal piano corrispondente ai simboli σ0, σ1 per ogni punto 〈x, y〉 con
Place0,1[x, y].InsiemeR¯ ≥ QA:
• si inserisce nell’albero la coppia 〈x, y〉
• si computa l’insieme di indici corrispondenti
• si memorizza la lista degli indici sulla temporanea foglia di profondita 2
Per ogni altro piano Placei,i+1 con i > 1 ogni punto 〈x, y〉 che rispetta il vincolo
di cardinalita` si inserisce nell’albero su tutti i percorsi p0, . . . , pi − 1 tali che:
• (∑h=i−1h=0 ph) + x+ y ≤ LAS vincolo di lunghezza
• la lista di indici di pi − 1 abbia almeno QA elementi
comuni con la lista di 〈x, y〉 vincolo di cardinalita`
La complessita` della costruzione dell’albero e` nel caso peggiore elevata in
quanto proporzionale al numero di conbinazioni fra gli elementi delle |Σ|/2 ma-
trici.
Un punto su una matrice ha infatti O(L−LA)2 combinazioni che possono rispet-
tare il vincolo di lunghezza.
Risulta invece pratica se applicata ad una alfabeto di cardinalita` piccola, come
Σ = {A,C,G, T} o Σ = {A,C,G, U}, tipici in bioinformatica.
In tal caso per ogni punto sulla matrice Place0,1 corrispondono, per il vincolo
di lunghezza delle ancore, O(L) diversi punti sulla matrice Place2,3 identificando
univocamente le ancore ammissibili.
La complessita` della costruzione dell’albero completo delle ancore,indicando









Il problema della computazione dell’insieme dei Π-pattern di lunghezza L di una
sequenza di n caratteri su un alfabeto Σ e` stato risolto in due modi
• memorizzazione dei diversi nomi generati con l’algoritmo del naming
– tempo O(log(|Σ|) log n)
– spazio O(L2 logL)
• albero ternario di ricerca
– tempo O(log(n) + |Σ| − 1)
– spazio O(nL)
Il problema della classificazione e` viziato nella soluzione proposta dalla fatto
che l’insieme delle ancore ha una cardinalita` esponenziale rispetto alla lunghezza
dei Π-pattern Il memorizzare e confrontare insiemi cos´ı grandi presenta pone
limitazioni algoritmiche non superabili. La soluzione proposta suddivide in classi
di cardinalita` almeno QA per ancora di LA lunghezza con:
• tempo di precompilazione
Theta((|Σ|)/2)L2)
• spazio Θ((|Σ|)/2L2) + L
da cui per ottenere il singolo insieme associato ad un’ancora
• tempo O(|Σ|)/2(L− LA)QA logQA)
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mentre la costruzione dell’albero ternario del’insieme di ancore di cardinalita VQA :
• spazio (VQAL)
• tempo (O(|Σ|)/2(L− LA)2(QA logQA))
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