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Continuation dans les proble`mes de contact pour des plaques en flexion
Re´sume´ : Avec les codes de calculs ge´ne´ralistes
de la me´canique il est possible de suivre
nume´riquement l’e´volution de structures sou-
mises a` un chargement variable, avec des condi-
tions aux bords classiques. Un des outils pour
ces me´thodes nume´riques (dites de continuation)
est le the´ore`me des fonctions implicites C1. Mais
dans le cas des proble`mes de contact avec ou
sans frottement cet outil ne s’applique plus, car
la solution n’est en ge´ne´ral plus de´rivable par
rapport aux parame`tres du proble`me. La diffi-
culte´ a e´te´ surmonte´e pour les ope´rateurs semi-
line´aires d’ordre 2 (cas d’une membrane e´lastique
en grandes de´formations), mais pas encore pour
les plaques. Pour cela, nous avons ge´ne´ralise´ au
bilaplacien le The´ore`me de stabilite´ de Schaef-
fer, valable pour le laplacien. Ce qui fournit la
de´rive´e de la frontie`re libre par rapport aux
forces exte´rieures de classe C∞, si la frontie`re
libre est C∞. Nous savons qu’il existe une de´rive´e
par rapport aux forces de classe L2 de la solu-
tion pour le proble`me d’obstacle d’une poutre et
d’une plaque e´lastique, avec des hypothe`ses sur
la zone de contact assurant la polye´dricite´. Nous
explorons l’analyse de sensibilite´ du proble`me de
l’obstacle pour une poutre et une plaque line´aire,
par des me´thodes nouvelles d’analyse par pertur-
bation au second ordre. Enfin nous expliquons
comment ces re´sultats pourraient servir a` com-
prendre la stabilite´ et la sensibilite´ des plaques
de von Ka´rma´n.
Mots-clefs : frontie`re libre, proble`mes de l’obstacle, membranes, plaques, stabilite´, The´ore`me de
Nash-Moser, sensibilite´, sigma-terme de Kawasaki, suivi de courbes.
Abstract : There exist path following methods
for mechanical structures submitted to varying
loads, with classical boundary conditions. One
of the tool required by these numerical methods
(continuation) is the C1 implicit function theo-
rem. But in the case of contact problems the deri-
vative of the solution with respect to the load no
longer exists in general. This technical difficulty
has been overcome for an elastic membrane but
we do not yet know how to extend these methods
to the case of plates. It is known that there exist
some derivative with respect to the forces to a
solution for the obstacle problem for an elastic
beam or a plate, in the polyhedric case. In or-
der to investigate these sensitivity questions we
extended to the biharmonic operator the stabi-
lity theorem of Schaeffer which has been esta-
blished for the harmonic operator. This theorem
gives the strong derivative of the free boundary
with respect to the external forces, provided the
free boundary is smooth. We explore the sensiti-
vity analysis by second order perturbation ana-
lysis. We establish a kind of generalization of
the previous sensitivity results to the case of li-
near beams and plates. Finally we discuss how to
deal with the stability and sensitivity analysis in
the case of the obstacle problem for von Ka´rma´n
plates.
Key-words : Free boundary, obstacle problems, membrane, plate, stability, Nash-Moser Theorem,
sensitivity, sigma-term of Kawasaki, path following methods.
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INTRODUCTION
« Cherchons ce qu’il y a de mieux a` faire, et non ce qui est le plus en usage. » Se´ne`que
« Une erreur n’est pas une ve´rite´ parce qu’elle est partage´e par beaucoup de gens, tout
comme une ve´rite´ n’est pas fausse parce qu’elle est e´mise par un seul individu. » Gandhi
Les membranes, les plaques et plus ge´ne´ralement les coques minces apparaissent tre`s
fre´quemment autour de nous sous diverses formes comme par exemple les films minces, les
toiles, les membranes biologiques, les toˆles, les plaques continentales, les nanotubes. . . Cela
tient en partie a` leur bonne re´sistance me´canique, leur souplesse dans le domaine e´lastique,
couple´es a` leur le´ge`rete´. Pourtant, malgre´ plus d’un sie`cle d’e´tudes des comportements des
structures minces e´lastiques, encore de nombreuses questions sont ouvertes, notamment
du point de vue des non-line´arite´s provenant du contact, du frottement, et des grandes
de´formations. Dans la plupart des syste`mes de la me´canique des structures, il existe des
situations dans lesquelles un corps de´formable entre en contact avec d’autres corps. Il est
e´vident que la prise en compte du contact peut jouer un roˆle central dans le comportement
de la structure : sa de´formation, son mouvement, la distribution des efforts, le flambage etc.
En de´pit du roˆle fondamental des efforts de contact en me´canique, ils sont rarement pris en
conside´ration dans l’analyse des structures. En effet mode´liser des phe´nome`nes de contact
pose de se´rieuses difficulte´s : conceptuelles, mathe´matiques et informatiques qui sont bien
plus complexes que celles qui proviennent de la me´canique des structures line´aires classiques.
L’e´criture des phe´nome`nes de contact impose la prise en compte du signe de la re´action entre
les corps, et conduit donc a` des proble`mes non-line´aires. Ils appartiennent a` la grande fa-
mille des proble`mes mathe´matiques a` frontie`re libre, puisque la surface de contact re´elle sur
laquelle les corps se touchent est inconnue ainsi que les conditions de bord sur cette surface.
La prise en compte du frottement et/ou des grandes de´formations dans les proble`mes de
contact conduisent a` des solutions multiples et constituent encore des questions ouvertes.
Ne´anmoins, il y a des formulations spe´cifiques de certaines classes de proble`mes de contact
dans lesquelles ces difficulte´s classiques sont re´duites au minimum et qui fournissent la base
pour des me´thodes d’analyse e´le´gantes.
Rappelons que les phe´nome`nes de bifurcations concernent la question de l’existence et du
comportement des solutions de familles de proble`mes non-line´aires parame´tre´s. La the´orie
des bifurcations s’est de´veloppe´e depuis les travaux de L. Euler et D. Bernouilli sur l’e´quilibre
des barres e´lastiques, au XVIIIie`me sie`cle. Elle s’est poursuivie par les e´tudes de H. Poincare´
sur la me´canique ce´leste, et a beaucoup progresse´ au XXie`me sie`cle sous l’influence de l’e´cole
Russe, avec l’utilisation des techniques topologiques de M.A. Krasnosel’skii [83]. Le but
de cette the`se est de contribuer a` la compre´hension de la prise en compte du contact dans les
proble`mes de plaques du point de vue de la stabilite´, de la sensibilite´ et de la continuation
dans l’optique d’appre´hender a` terme le phe´nome`ne de bifurcation dans ce contexte unilate´ral
des e´quations de von Ka´rma´n. La motivation initiale pour l’e´tude de ce type de proble`mes
provient du de´sir de ge´ne´raliser a` des ine´quations les recherches mene´es sur les bifurcations
des e´quations des structures dans le cas bilate´ral. En effet, actuellement la structure de l’en-
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semble des solutions du proble`me de l’obstacle pour les coques e´lastiques minces en grandes
de´formations est encore mal connue, et les traitements nume´riques de suivi de courbes pro-
pose´s dans certains codes de calculs ne sont pas justifie´s mathe´matiquement. Soulignons que
nous nous restreignons au cas statique, puisque l’aspect dynamique en pre´sence de contact
conduit a` la question de la prise en compte de phe´nome`nes de chocs, qui posent pour le
moment de tre`s grosses difficulte´s.
Le mode`le line´aire de plaque qui nous sert de base est celui publie´ en 1892 par A. Love
[94] fournissant les e´quations d’e´quilibre sous l’hypothe`se des de´placements infinite´simaux
(hypothe`se des petites perturbations : HPP). Cette the´orie fonde´e sur les hypothe`ses de G.
Kirchhoff s’inspire de celle des poutres d’Euler-Bernoulli. Il s’agit d’une description simple
de la de´flexion d’une plaque e´lastique mince. Ainsi pour une plaque occupant au repos un
domaine borne´ plan Ω, encastre´e sur son bord, le de´placement normal U (i.e. la fleˆche) sous
un chargement F , orthogonal au plan moyen, ve´rifie : D∆
2U = F dans Ω,
U = ∂nU = 0 sur ∂Ω.
(1)
L’ope´rateur ∆2 = ∆ ◦ ∆ de´signe le bilaplacien qui est d’ordre 4. La constante D s’appelle
le coefficient de rigidite´ a` la flexion. Le proble`me aux limites (1) est de´couple´ de celui don-
nant les composantes tangentielles du de´placement. Bien entendu (1) mode´lise des petits
de´placements et se re´ve`le insuffisant pour de´crire la flexion forte d’une plaque e´lastique.
C’est pour prendre en compte les non-line´arite´s ge´ome´triques induites par les de´placements
mode´re´s que l’inge´nieur hongrois T. von Ka´rma´n [126] proposa en 1910 le mode`le suivant
que nous e´crivons dans un domaine borne´ Ω ⊂ R2 :
Trouver(U, χ) tels que :
D∆2U = [Θ− χ;U ] + F dans Ω,
∆2χ = −[U ;U ] dans Ω,
U = ∂nU = 0 sur ∂Ω,
χ = ∂nχ = 0 sur ∂Ω.
(2)
Ou` pour tout U, V ∈ H2(Ω), le crochet de Monge-Ampe`re [U ;V ] est de´fini par :
[U ;V ] = ∂2xU∂
2
yV + ∂
2
yU∂
2
xV − 2∂2xyU∂2xyV
Ce syste`me d’e´quations aux de´rive´es partielles est utilise´ pour mode´liser le de´placement
d’une plaque sous l’effet d’une force transversale F exerce´e sur le domaine Ω ;
La variable U repre´sente la de´flexion (de´placement vertical) tandis que la variable χ indique
la fonction d’Airy qui traduit les variations de contraintes membranaires lors du fle´chissement
de la plaque, et le terme Θ est la re´sultante des efforts inte´rieurs sous l’actions des efforts
applique´s aux bords. La condition aux limites U = ∂nU = 0 sur ∂Ω correspond au cas
d’une plaque encastre´e sur son bord. L’e´tude the´orique et nume´rique des e´quations de von
Ka´rma´n a fait l’objet de plusieurs publications. Leur justification the´orique graˆce a` l’analyse
asymptotique des e´quations de l’e´lasticite´ tridimentionnelle date de 1980 et est due a` P.G.
Ciarlet [34]. Dans [13], M.S. Berger e´tablit les proprie´te´s structurales des e´quations de
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von Ka´rma´n. La the´orie des bifurcations qui permet de traduire les phe´nome`nes de flambe-
ment, a e´te´ mene´e par M.S. Berger & P.C. Fife [13], [14] puis par P.G. Ciarlet & P.
Rabier [35] sur la base des the´ore`mes de Crandall-Rabinowitz et du classique the´ore`me des
fonctions implicites C1. Mais dans le cas des proble`mes de contact avec ou sans frottement,
cet outil fondamental ne s’applique plus car les solutions ne sont en ge´ne´ral plus de´rivables
par rapports aux donne´es du proble`me. Pour avancer dans cette direction, il a e´te´ fait appel
a` la The´orie des Perturbations dont un des champs de prospection est justement la sensibi-
lite´ des proble`mes variationnels. Si Ω est un domaine borne´ simplement connexe1 du plan le
proble`me de l’obstacle sans frottement pour une plaque de von Ka´rma´n s’e´crit [96], [57] :
D∆2U = [Θ + χ;U ] + F + µ(F ) dans Ω
∆2χ = −[U ;U ] dans Ω
U = ∂nU = 0 sur ∂Ω,
χ = ∂nχ = 0 sur ∂Ω,
0 ≤ (U − ψ) ⊥ µ(F ) ≥ 0 dans Ω,
(3)
ou` µ(F ) repre´sente la re´action de l’obstacle rigide ψ au dessus duquel est place´e la plaque.
La dernie`re condition de (3) (dite de comple´mentarite´) impose la non pe´ne´tration de la
plaque dans l’obstacle avec µ(F ) orthogonale a` ψ, puisque le frottement est ne´glige´2. En
observant que le syste`me d’e´quations de von Ka´rma´n n’est pas fortement couple´, et en
utilisant la projection orthogonale sur le convexe kψ des de´placements admissibles de (3), on
peut exprimer l’ine´quation variationnelle ge´rant l’e´quilibre du proble`me contraint (3) comme
l’e´quation de « type point fixe » suivante :
Trouver U ∈ kψ tel que :
U = prkψ(B(U, λ))
avec B un certain ope´rateur non-line´aire3.
Ce qui montre que les proprie´te´s de diffe´rentiabilite´ des solutions (3) sont intimement lie´es
a` celle du projecteur orthogonal, pour un certain produit scalaire sur H2. Or en ge´ne´ral, les
ope´rateurs de projection sur des ensembles non re´guliers ne sont pas diffe´rentiables au sens de
Fre´chet. La difficulte´ a e´te´ surmonte´e pour les proble`mes d’obstacle pour des membranes en
petites et grandes de´formations, et plus ge´ne´ralement pour des ope´rateurs elliptiques d’ordre
deux, mais pas encore pour les plaques. La the´orie des bifurcations de´crivant le flambement
de structures dans le cas bilate´ral se formule mathe´matiquement en termes de proble`mes
aux valeurs propres pour des e´quations aux de´rive´es partielles. Dans le cas unilate´ral, il
s’agit donc de rechercher des valeurs propres non plus sur un espace vectoriel, mais sur
un convexe. Graˆce a` des arguments d’invariance par homotopie du degre´ topologique, des
informations qualitatives sont disponibles quant a` l’allure des diagrammes de bifurcation
pour des plaques de von Ka´rma´n en pre´sence de contact unilate´ral [72], [86], mais elles ne
sont ni constructives ni susceptibles de fournir des me´thodes nume´riques de suivi de courbes.
1Cette hypothe`se est ne´cessaire pour de´finir la fonction d’Airy χ.
20 ≤ (U − ψ) ⊥ µ(F ) ≥ 0 sur Ω signifie que (U − ψ)µ(F ) = 0, (U − ψ) ≥ 0 et µ(F ) ≥ 0 sur Ω.
3avec B(U, λ) = −λL(U) + C(U)− Fˇ , tous les termes e´tant de´crits au Chapitre 1.
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Le proble`me (3) met en concurrence deux types de non-line´arite´s : celle de l’obstacle traduite
par une ine´galite´ et celles des grandes de´formations traduite par le crochet de Monge-Ampe`re.
Le but ultime e´tant de savoir tracer les diagrammes de bifurcations associe´s a` (3). Comme le
roˆle de la non-line´arite´ ge´ome´trique seule a de´ja` e´te´ bien compris, il nous est apparu raison-
nable de commencer a` nous inte´resser au cas des petites de´formations (the´orie line´arise´e) en
pre´sence d’obstacle avant de nous attaquer au proble`me ge´ne´ral. C’est ce choix qui justifie
l’organisation des chapitres de ce manuscrit de the`se. Nous nous focaliserons sur l’e´tude des
proprie´te´s de stabilite´ au Chapitre 3 et de sensibilite´ du proble`me de l’obstacle pour une
plaque line´aire au Chapitre 4, avant d’offrir, au Chapitre 5, un panorama de perspectives
pour le proble`me (3) en soulignant les points de´licats, et en faisant le paralle`le avec ce qui
est connu concernant le proble`me de l’obstacle pour une membrane en grandes de´formations.
Afin de faciliter la compre´hension, nous pre´senterons de fac¸on de´taille´e, au Chapitre 2, le
proble`me de l’obstacle pour une membrane en petites de´formations. Mais avant tout nous
commencerons par de´crire brie`vement les mode`les me´caniques utilise´s au Chapitre 1.
1. Le mode`le du proble`me de l’obstacle de la membrane sous l’hy-
pothe`se des petites perturbations
Formulation du proble`me On conside`re une membrane qui, en l’absence de force, est
plane et occupe un domaine borne´ du plan. On place au-dessous de cette membrane un
obstacle rigide repre´sente´ par le graphe d’une fonction ψ de Ω dans R. Le de´placement vertical
de la membrane est repre´sente´ par le graphe d’une fonction U de Ω dans R. On cherche alors la
position d’e´quilibre que prend la membrane soumise a` une force F perpendiculaire au plan de
Ω, sous la contrainte de non pe´ne´tration U ≥ ψ sur Ω (voir figure 1). Plus pre´cise´ment, nous
gardons les termes de membranes du proble`me (3) sous l’hypothe`se des petites perturbations
(HPP) : 
−∆U = −F + µ(F ) dans Ω
U = 0 sur ∂Ω
0 ≤ (U − ψ) ⊥ µ(F ) ≥ 0 sur Ω
(4)
D’apre`s [90] nous savons que (4) admet une unique solution pour tout F ∈ L2(Ω). Dans
le but d’expliciter le syste`me d’e´quations locales que ve´rifie U , nous de´finissons la zone de
contact par
I(F ) := {X ∈ Ω / U(X) = ψ(X)}.
Nous allons voir qu’il est difficile mais crucial de comprendre les proprie´te´s de cet ensemble
puisqu’il de´termine indirectement U . A priori, si F ∈ L2(Ω) la solution U ∈ H1(Ω) n’admet
qu’un repre´sentant quasi-continu (non ne´cessairement continu) ce qui ne permet de de´finir
la zone de contact qu’a` un ensemble de 1-capacite´4 nulle pre`s. Mais puisque nous savons
par ailleurs que U ∈ H2(Ω), alors elle est continue et l’ensemble de contact est de´fini point
par point (puisque dim Ω ≤ 2). Ne´anmoins, nous ne disposons pour le moment d’aucune
information sur la re´gularite´ de la zone de contact.
Re´gularite´ Contrairement a` la the´orie des Equations aux De´rive´es Partielles elliptiques,
dans les proble`mes d’obstacles la solution n’est pas de classe C∞ si les donne´es le sont. Pour
s’en convaincre, il suffit de conside´rer une membrane a` bord lisse ∂Ω ∈ C∞ au-dessus d’un
4Cap1(E) := infv∈K(E)
R
Ω
|∇v|2 dΩ, ou` K(E) := {v ∈ H10(Ω) / v ≥ 1 sur E} pour tout compact E ⊂ Ω.
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Fig. 1 – Graphe d’une solution au proble`me d’obstacle pour la membrane e´lastique
obstacle plan ψ ≡ −1 soumise a` un champ de forces constant F ≡ 1. Supposons que le bord
de la zone contact soit e´galement lisse, ainsi ∆U = 0 sur I(F ), tandis que ∆U = 1 sur le
comple´mentaire ; ceci implique en particulier que U /∈ C2(Ω) !
Ne´anmoins, un The´ore`me de J. Frehse assure que U est C1,1(Ω), pourvu que F ∈ C0,α. Ce
qui conduit a` e´crire, au moins formellement, les e´quations d’Euler-Lagrange que doit ve´rifier
U : 
∆U = F sur Ω \ I(F ).
U ≥ ψ sur Ω.
U = 0 sur ∂Ω.
U = ψ sur I(F )
∇U = ∇ψ sur ∂I(F ).
(5)
De`s lors en supposant F suffisamment re´gulie`re, on peut s’inte´resser a` la ge´ome´trie de la zone
de contact. Nous pouvons remarquer qu’une condition surabondante apparaˆıt naturellement
sur la frontie`re libre ∂I(F ), alors que celle-ci est inconnue et donc que nous ne pouvons pas
le´gitimer a priori l’utilisation de la normale a` la zone de contact.
Panorama ge´ome´trique Le caracte`re surde´termine´ impose´ par les conditions de Dirichlet
et de Neumann sur la frontie`re libre rece`le des informations pre´cieuses sur la re´gularite´ de
cette frontie`re qu’il convient d’e´tudier a` partir de la formulation faible. Cependant il est im-
portant d’observer que sans hypothe`se sur la nature des forces applique´es, la zone de contact
peut eˆtre e´gale a` n’importe quel compact du plan, meˆme avec des donne´es analytiques. C’est
ce qui a motive´ la recherche d’une hypothe`se de non de´ge´ne´rescence5 dans le but de pouvoir
5Cette hypothe`se de non de´ge´ne´rescence s’e´crit F 0 −∆ψ > 0 sur I(F 0).
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explorer la ge´ome´trie de la frontie`re libre. L. Caffarelli a re´ussi a` montrer que sous cette
hypothe`se la mesure de Haussdorff de la frontie`re libre est localement finie. La preuve est
base´e sur un lemme de non de´ge´ne´rescence qui repose sur le principe du maximum. Cela
permet alors d’e´tablir une proprie´te´ dite « de la petite boule positive », affirmant grosso
modo que tout point du comple´mentaire de la zone de contact est le centre d’une petite
boule qui n’intersecte pas la zone de contact. Ceci interdit alors a` la frontie`re libre d’eˆtre
fractale. Rappelons que nous adoptons la de´finition suivante : un point X0 de la frontie`re
libre ∂I(F ) est re´gulier si et seulement si la frontie`re libre est localement une C1-courbe au
voisinage de X0. Il est dit singulier dans le cas contraire. Un re´sultat de D. Kinderleh-
rer & L. Niremberg [81] permet de montrer que dans ce cas la frontie`re est aussi lisse
que le permettent les donne´es (tranformation de l’hodographe). Mais a` la meˆme e´poque, D.
Schaeffer [119] exhiba des exemples de situations ge´ne´rant des « cusps » sur la frontie`re
libre, et ce meˆme avec des donne´es analytiques, (voir figure 2.3.2).
Puisque les singularite´s sont ine´vitables, il est inte´re´ssant d’en savoir plus sur leur nature et
leur rarete´. L. Caffarelli [27] caracte´risa les points de la frontie`re libre par les limites de
« blow-up »(ou limites d’explosions). Cette me´thode permet d’obtenir par un argument indi-
rect des informations sur le comportement de la solution en un point de la frontie`re libre sans
avoir aucune connaissance directe sur celle-ci. L. Caffarelli [28] montra que les points
singuliers ne se manifestent que de fac¸on isole´e sur les diffe´rentes composantes connexes
de la zone de contact, sous la forme de parties d’e´paisseur infiniment petite (The´ore`me du
crite`re d’extreˆme finesse). Il prouva d’autre part que l’ensemble des points singuliers forme
un ensemble ferme´ (pour la topologie de la frontie`re libre).
Ces conside´rations sur la re´gularite´ de la frontie`re libre nous conduisent a` mentionner la
Conjecture de Schaeffer [116] qui stipule que :
« toute solution faible du proble`me de l’obstacle harmonique en dimension n obtenue ge´ne´riquement
est une solution forte ; i.e. ge´ne´riquement la zone de contact est lisse si les donne´es le sont. »
En 2003, elle a e´te´ partiellement de´montre´e (en 2D) par R. Monneau [99], pour des char-
gements constants. Plus pre´cise´ment, il e´tablit que pour une famille de proble`mes d’obstacle
harmoniques (en 2D) continuˆment indexe´e par un parame`tre λ > 0, la frontie`re libre est
analytique pour presque toute constante λ. Sa preuve est fonde´e sur une nouvelle formule de
monotonie, du type de celle de´veloppe´e par G.S. Weiss [127], pour les points singuliers de
la frontie`re libre. Enfin, il donna une formule de Taylor a` l’ordre 2 pour les points singuliers
et des estimations de leur nombre sur chaque composante connexe. Nous re´e´crirons cette
preuve dans le cas un peu plus ge´ne´ral d’une force de classe C∞.
Stabilite´ ge´ome´trique au sens de Schaeffer pour le laplacien En 1975, D. Schaeffer
[117] de´montra un the´ore`me de stabilite´ pour le proble`me (4). Pour des donne´es lisses et
sous une hypothe`se de non de´ge´ne´rescence6, ce the´ore`me affirme que si pour une force F 0
la zone de contact correspondante est une surface lisse I(F 0), alors pour F suffisamment
proche de F 0 dans l’espace des fonctions de classes C∞ la zone de contact correspondante
I(F ) est une surface lisse diffe´omorphe a` I(F 0). Sa preuve est conduite graˆce a` un the´ore`me
des fonctions implicites de Nash-Moser [64], [125] dans l’espace de Fre´chet des fonctions de
classes C∞, applique´ a` la condition surabondante qui apparaˆıt dans les e´quations d’Euler-
Lagrange. Il s’agit d’un the´ore`me de stabilite´ par perturbations, qui ne renseigne pas sur
l’existence e´ventuelle d’une de´rive´e du champ de de´placements par rapport au champ de
forces. Ce the´ore`me constitue une confirmation partielle de la pre´ce´dente conjecture.
6Cette hypothe`se de non de´ge´ne´rescence interdit que l’ensemble de co¨ıncidence soit e´gal a` n’importe quel compact
du plan ; elle s’e´crit F 0 > 0 sur I(F 0) pour un obstacle plat.
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Comment de´river une ine´galite´ ? L’analyse de sensibilite´ pour le proble`me d’e´quilibre
de la membrane avec obstacle controˆle´e par une force7 a e´te´ discute´ par F. Mignot [95]
et A. Haraux [62]. Ils firent un pas de´cisif, en e´tudiant l’existence d’une de´rive´e conique
pour projecteur sur un convexe d’un espace de Hilbert. En observant que la solution du
proble`me sous contrainte d’ine´galite´ (4) est la projection sur le convexe correspondant de la
solution du proble`me sans contrainte associe´ (i.e. bilate´ral), cela rame`ne l’e´tude de sensibilite´
par rapport au parame`tre F a` celle du projecteur me´trique sur le convexe des de´placements
cine´matiquement admissibles Kψ. Graˆce au concept de convexe polye´drique, la de´rive´e di-
rectionnelle fut obtenue, fournissant un des outils manquants pour la continuation dans les
ine´quations variationnelles elliptiques d’ordre 2.
De´rivabilite´ presque partout et Conjecture de Schaeffer D’apre`s [62], nous savons que
F 7−→ U(F ) est toujours directionnellement diffe´rentiable en F ∈ L2(Ω) dans la direction
H ∈ L2(Ω), et que cette de´rive´e est e´gale a` la projection de H sur le coˆne critique associe´ a`
U(F ). De plus cette de´rive´e est une de´rive´e directionnelle au sens de Gaˆteaux si et seulement
si le coˆne critique associe´ a` U(F ) est un espace vectoriel. Il est e´galement connu que toute
application lipschitzienne entre espaces de Hilbert est de´rivable presque partout [95]. De fait,
nous sommes assure´s que pour tout champ de forces F ∈ L2(Ω) et avec λ > 0, l’application
λ 7−→ U(λF ) est presque partout Fre´chet-de´rivable. Dans l’approche nume´rique propose´e
dans [46], il est explicitement suppose´ que l’ensemble de co¨ıncidence « n’est pas trop pa-
thologique » et que le coˆne critique est un espace vectoriel, ce qui revient a` demander que
le contact soit franc. Ne´anmoins, nous savons que I(λF ) peut eˆtre tre`s irre´gulier et que le
contact peut eˆtre aﬄeurant. Or le the´ore`me de stabilite´ de Schaeffer ne renseigne pas a` ce
sujet, et la re´ponse de R. Monneau a` la conjecture de Schaeffer ne concerne pas des forces
F ∈ L2(Ω). Donc nous ne pouvons pas conclure en ge´ne´ral sur la re´gularite´ de la zone de
contact, bien que dans les applications nume´riques elle soit conside´re´e comme un compact
parfait a` bord lisse par morceaux [76], [45], [46].
2. Le proble`me de l’obstacle pour une plaque line´aire en flexion
Formulation du proble`me La recherche de la position d’e´quilibre d’une plaque line´airement
e´lastique en petites de´formations, occupant au repos un domaine borne´ du plan Ω, encastre´e
sur son bord, alors qu’elle est place´e au dessus d’un obstacle rigide ψ, et soumise a` un champ
de forces F induisant une re´action µ(F ), conduit a` la formulation suivante : D∆
2U = F + µ(F ) dans Ω
U = ∂nU = 0 sur ∂Ω,
0 ≤ (U − ψ) ⊥ µ(F ) ≥ 0 dans Ω
(6)
Nous renvoyons aux travaux de J.C. Paumier [101] et ceux de A. Le´ger & B. Miara
[85], pour une justification asymptotique de ce mode`le de plaques en pre´sence de contact.
Le the´ore`me de Lions-Stampacchia assure qu’il existe une unique solution a` (6). Ici le cadre
fonctionnel adapte´ est celui de l’espace de Hilbert H2(Ω), qui a l’avantage de s’injecter (pour
Ω de dimension 2) dans l’espace des fonctions continues C0(Ω). Ainsi la de´finition de la
zone de contact ne demande plus le recours aux capacite´s. Cependant de par ses spe´cificite´s
ce proble`me va se re´ve´ler bien plus ardu que celui des membranes, ce qui explique que la
litte´rature soit pour celui-ci bien moins abondante.
7c’est a` dire la question de la de´rivabilite´ de la fonction U par rapport a` F.
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Re´gularite´ Conside´rons l’exemple d’une plaque a` bord lisse ∂Ω ∈ C∞ au dessus d’un
obstacle plan ψ ≡ −1 soumise a` un champ de forces constant F ≡ −1. Supposons que
le bord de la zone contact soit e´galement lisse, du coup −∆2U = 0 sur I(F ), tandis que
∆2U = 1 sur le comple´mentaire ; ceci implique en particulier que U /∈ C4(Ω) !
En 1983, B. Schild [120] assura que la solution U de (6) est en fait C2(Ω), pourvu que la
force soit L2(Ω), et l’obstacle ψ ∈ C2(Ω), avec ψ|∂Ω < 0. Du coup, si la frontie`re libre est
suffisamment re´gulie`re, la solution U satisfait le syste`me de relations suivantes :
D∆2U = F dans Ω \ I(F )
U = ψ sur ∂I(F )
∂nU = ∂nψ sur ∂I(F )
∂nU = 0 sur ∂Ω
U = 0 sur ∂Ω
D2U ∈ C0(Ω).
(7)
Le contact entre la plaque et l’obstacle est d’ordre 1 (tangent), il peut eˆtre d’ordre 2 (rac-
cord des courbures) sur les parties de la frontie`re libre qui bordent des parties de la zone de
contact d’inte´rieur non vide.
Contrairement au cas de la membrane, la rigidite´ de plaque implique que la re´action de
l’obstacle soit une mesure signe´e singulie`re pouvant charger les « courbes ». En particulier
U /∈ H4(Ω), car U /∈ C2,α(Ω), α ∈]0, 1[. L. Caffarelli a fait observer que le re´sultat de
re´gularite´ ci-dessus est optimal, car en particulier U /∈W3,p(Ω), pour F ∈ Lp(Ω). Nous ver-
rons, que si le contact est franc entre la plaque et l’obstacle, un effort tranchant apparaˆıt au
bord de la zone de contact. Nous pouvons de´tailler aise´ment le cas d’un poutre en flexion8,
encastre´e a` ses extre´mite´s, place´e au-dessus d’un obstacle plan ψ ≡ −1 soumise a` un char-
gement constant F ≡ −λ < 0 suffisamment intense pour que la zone de contact soit un
segment [−r,+r]. Alors, en faisant un de´veloppement de Taylor de la solution en un point
x de la partie de´colle´e [+r,+1[ nous obtenons, puisque le contact est d’ordre 2,
0 ≤ (U − ψ)(x) = (x− r)
3
3!
U (3)(r) +
(x− r)4
4!
U (4)(r) + o((x− r)4)
or en prenant la de´rive´e quatrie`me a` droite de U (qui est lisse sur la partie de´colle´e) e´gale a`
U (4) = −λ < 0, il vient imme´diatement que la de´rive´e troisie`me a` droite U (3)(r) > 0. Ceci
atteste de la pre´sence d’une re´action localise´e au bord de la zone de contact, donc au sens
des distributions : D4U(r) = [D3U(r)]δr.
Complexite´ de l’aspect ge´ome´trique C’est de loin l’aspect le plus vierge, le plus mal
connu et difficile ! Malgre´ cela, quelques points peuvent eˆtre e´claire´s a` la lumie`re d’un article
de L. Caffarelli & A. Friedman, et des connaissances acquises sur le proble`me de
l’obstacle mode`le de la membrane. Le re´sultat qui fait particulie`rement de´faut ici est un
principe du maximum pour le bilaplacien. Sans celui-ci, il ne nous a pas e´te´ permis d’e´noncer
un lemme « de petite boule positive », afin d’e´tablir le caracte`re non-fractal de la frontie`re
libre sous une hypothe`se de non de´ge´ne´resence ad hoc. Soulignons que meˆme si sous certaines
conditions sur la ge´ome´trie ou le chargement un principe du maximum peut eˆtre donne´ pour
le bilaplacien, ceci ne permet pas de calquer directement pour (6) la preuve donne´e par
L. Caffarelli [28] pour le cas du laplacien qui ne´cessite l’application du principe du
maximum sur toute une famille de sous domaines de Ω. Comme dans le cas du laplacien, il
8voir la formulation de l’e´quilibre (4.6)
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est aise´ de ve´rifier que sans imposer ce type de condition restrictive, la frontie`re libre peut
eˆtre tre`s « chahute´e », au point d’eˆtre fractale9 meˆme avec des donne´es C∞. Pour obtenir
des informations sur les points re´guliers et singuliers de la frontie`re libre, il faut a priori
distinguer au moins deux cas : d’une part celui ou` le contact s’effectue a` l’ordre 1 seulement,
et d’autre part celui ou` il y a raccord des courbures, contact d’ordre 2. Dans le cas du contact
a` l’ordre 1, [30] montre que la frontie`re libre est localement contenue dans une courbe de
classe C1. Tandis que la transformation de l’hodographe, assure que si la frontie`re libre est
C1 et que les donne´es sont analytiques il en va de meˆme pour la frontie`re libre. Signalons
aussi que la Conjecture de Schaeffer reste ouverte en ce qui concerne le proble`me de l’obstacle
pour une plaque.
Stabilite´ au sens d’Adams Toujours dans [30] les auteurs de´taillent un exemple dans
lequel la zone de contact passe d’un disque a` un cercle quand ils perturbent (de fac¸on infini-
ment re´gulie`re) la fonction d’obstacle ! A leur suite D. Adams [3], s’est inte´re´sse´ a` l’influence
du mode de convergence (au sens de la topologie des espaces de Sobolev Wm,p) d’une suite
d’obstacles (ψk)k sur la convergence des solutions correspondantes (Uk) du proble`me (6),
avec F = 0. Il prouva que Uk −→ U dans H2(Ω) implique Uk −→ U dans H3loc(Ω), sous cer-
taines hypothe`ses d’inte´grabilite´ sur Uk et ψ. Plus tard [4], il pre´cisa en quel sens ψk −→ ψ
implique convergence Uk −→ U dans H3loc(Ω) sous l’hypothe`se ∆U = ∆ψ sur supp(µ). Il
souligna que cette notion de stabilite´ ne de´pend pas tant du mode de convergence que de la
nature ge´ome´trique de la zone de contact. En nous inspirant de ses techniques, nous prou-
verons que Fk −→ F dans H−1(Ω) implique Uk −→ U dans H3(Ω), pour autant que les
donne´es soient suffisamment re´gulie`res (ceci afin de pouvoir e´crire H3 a` la place de H3loc, car
nous nous limitons a` la dimension 2).
Stabilite´ ge´ome´trique au sens de Schaeffer pour le bilaplacien Nous avons e´tendu le
the´ore`me de stabilite´ de Schaeffer de 1975 au cas du bilaplacien. Du fait de sa difficulte´ tech-
nique, il s’agit du re´sultat principal de ce travail de the`se. Ce re´sultat de stabilite´ ge´ome´trique
pre´cise la suggestion d’Adams. Ce the´ore`me peut s’e´noncer brie`vement, en disant que pour
un domaine Ω a` bord lisse, et pour un obstacle ψ plan, si la zone de contact I(F ◦) est une
surface lisse associe´e a` une force F ◦ ∈ C∞(Ω) ve´rifiant l’hypothe`se de non de´ge´ne´rescence
−F ◦ ≥ δ0 > 0, alors quelle que soit F suffisamment proche de F ◦ dans C∞(Ω), la zone
de contact correspondante I(F ) est une surface lisse diffe´omorphe I(F ◦). Dans ce cas, la
normale n a` ∂I(F ) est bien de´finie, ainsi la formulation forte prend la forme suivante :
D∆2U = F dans Ω \ I(F )
U = ψ sur ∂I(F )
U = 0 sur ∂Ω
∂nU = 0 sur ∂Ω
∂nU = ∂nψ sur ∂I(F )
∂2nU = ∂
2
nψ sur ∂I(F )
(8)
La preuve consiste en l’application d’un the´ore`me des fonctions implicites de Nash-Moser,
reposant sur des estimations douces dans l’espace de Fre´chet C∞(Ω). Pour cela nous per-
9Quand il y a contact aﬄeurant avec des donne´es de classe C∞ la zone de contact est l’ensemble des ze´ros d’une
fonction de classe C∞ qui peut-eˆtre un compact quelconque. Avec cette observation, pour un chargement F 0 donne´
de classe C∞, qui induit une certaine zone de contact disons I0 il suffit de modifier F 0 en F 1 pour venir toucher
l’obstacle sans re´action (contact aﬄeurant) alors on peut s’arranger pour que dans le comple´mentaire de I0 la solution
U1 soit de classe C∞ (si toutes les donne´es le sont) donc la zone de contact qui est l’ensemble I1 = {U1 − ψ = 0}
peut eˆtre tre`s chahute´e ... peut eˆtre meˆme fractale.
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turbons la frontie`re libre initiale ∂I(F ◦) par une fonction u lisse pour obtenir une nouvelle
zone de contact I(F ). Puis nous cherchons a` relier cette pertubation u a` la force F . Pour ce
faire nous traduisons en e´quation fonctionnelle la condition surabondante, qui est la dernie`re
e´quation de (8). Le point cle´ est d’exploiter cette condition de raccord des courbures sur
∂I(F ).
Nous disons que la zone de contact ∂I(F ◦), associe´e a` F ◦, est stable au sens de Schaeffer si
quelle que soit F suffisamment proche de F ◦ dans C∞(Ω), la zone de contact correspondante
I(F ) est C∞-diffe´omorphe a` I(F ◦).
Il faut prendre garde au fait que si l’hypothe`se de non de´ge´ne´rescence n’est pas ve´rifie´e, alors
la zone de contact peut eˆtre instable. Les motifs d’instabilite´ ge´ome´trique sont nombreux,
comme dans le contre-exemple de Caffarelli et Friedman ou` l’on passe d’un cercle a` un disque
en modifiant de fac¸on tre`s re´gulie`re le champ de forces applique´es, toutes donne´es e´gales par
ailleurs. Toujours en perturbant le champ de forces applique´es, on peut e´galement sauter
d’un point a` un disque, faire apparaˆıtre des cusps, ou encore cre´er la coalescence de deux
zones de contact.
Il est possible d’e´tendre ce the´ore`me pour des obstacles lisses mais non plats, en modi-
fiant l’hypothe`se de non de´ge´ne´rescence pour imposer le contact franc sur toute la zone de
contact (Supp(µ(F ◦)) = I(F ◦)), et une condition assurant l’existence d’efforts tranchants
non nuls sur ∂I(F ◦).
Comment e´tudier la sensibilite´ du proble`me de l’obstacle dans H2 ? L’ide´e d’obtenir des
proprie´te´s de diffe´rentiabilite´ au premier ordre de la fonction valeur optimale d’ine´quations
variationnelles parame´tre´es (appele´es aussi « e´quations ge´ne´ralise´es ») a` partir d’estimations
supe´rieure et infe´rieure remonte a` J. M. Danskin dans les anne´es 70. Plus tard, A. Sha-
piro [114] exploita des estimations supe´rieure et infe´rieure au second ordre de la fonction
valeur optimale dans l’optique d’e´tablir -quand elles sont suffisamment proches l’une de
l’autre- un de´veloppement au second ordre de la fonction valeur optimale. A partir de la`, on
tire un de´veloppement au premier ordre des solutions optimales. Ce dernier de´veloppement
s’obtient par des arguments de dualite´, graˆce a` des proble`mes d’optimisation auxiliaires fai-
sant intervenir les espaces tangents a` l’ordre 2 obtenus par R. Cominetti [41], [43] et H.
Kawasaki [79]. Nous avons de´ja` signale´ que l’e´tude de la sensibilite´ du proble`me de l’obs-
tacle pour la membrane a pu eˆtre re´alise´e graˆce a` la polye´dricite´ des convexes de H1. Il a
e´te´ de´montre´ par M. Rao & J. Sokolowski [106] qu’en ge´ne´ral les convexes de H2 ne
sont pas polye´driques ! Cependant en 1994 A. Cimetie`re & A. Le´ger [39] obtinrent un
re´sultat de stabilite´ et de diffe´rentiabilite´ concernant le proble`me d’obstacle de flexion d’une
poutre sous des hypothe`ses portant sur la ge´ome´trie de la zone de contact, les forces, et plus
ge´ne´ralement la re´action. En fait, ces hypothe`ses restrictives assurent la polye´dricite´, et per-
mettent l’e´criture d’une me´thode de suivi de courbe. Les techniques de preuves employe´es,
valables en dimension 1 d’espace, ne peuvent pas eˆtre e´tendues directement a` la dimension
2. En 2006, F. Bonnans & A. Hermant [22] ont propose´ des re´sultats de diffe´rentiabilite´
pour des proble`mes de controˆle optimal qui permettent de ge´ne´raliser l’e´tude de A. Cimetie`re
et A. Le´ger, ceci par des me´thodes de perturbation a` l’ordre 2, puisque l’approche de´veloppe´e
par F. Mignot [95] pour les ine´quations variationnelles au premier ordre n’est pas suffi-
sante. De´montre´s pour le cas d’une variable d’e´tat scalaire sous des hypothe`ses ge´ome´triques
moins restrictives que [39], ils autorisent a` s’affranchir de la polye´dricite´. Nous introduirons
le sigma-terme de Kawasaki et l’espace tangent a` l’ordre 2, que nous calculerons dans le
cas du proble`me de l’obstacle pour une poutre en flexion, puis pour une plaque. Ceci nous
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permettra d’expliciter la forme de la de´rive´e de U par rapport a` F , avec des hypothe`ses
plus faibles que [39] admettant des situations ou` il n’y a pas polye´dricite´. Nous illustrerons
comment la courbure de la poutre, ou de la plaque peut cre´er des situations d’instabilite´.
Comprendre les difficulte´s et proposer des solutions alternatives pour le proble`me de stabilite´
et de sensibilite´ en dimension 2 constituent l’apport essentiel de ce travail de the`se.
3. Et en grandes de´formations. . .
Dans le dernier chapitre nous donnons quelques pistes de reflexions, qui se de´gagent des
e´tudes en petites de´formations pour la membrane et la plaque, puis des techniques dont
nous disposons pour tracer les graphes de bifurcations de certaines familles d’ine´quations
variationnelles elliptiques d’ordre 2.
Un mode`le tre`s simplifie´10 pouvant eˆtre utilise´ pour de´crire l’e´quilibre d’une membrane
e´lastique non-line´aire tendue au dessus d’un obstacle rigide ψ, soumise a` un chargement
transversal F , et un chargement late´ral controˆle´es par le parame`tre λ s’e´crit :
∆U = λU + λU2 + λF + µ(F ) dans Ω
∂nU = 0 sur ∂Ω
U = 0 sur ∂Ω
0 ≤ (U − ψ) ⊥ µ(F ) ≥ 0 sur Ω
(9)
Que dire de la ge´ome´trie ? Les proble`mes d’obstacle pour des ope´rateurs non-line´aires
plus ge´ne´raux que (4) ont plutoˆt e´te´ traite´s au cas par cas, et il n’y pas de the´orie unifie´e.
Cependant on peut quand meˆme affirmer que l’ensemble des re´sultats ge´ome´triques sur
la classification des singularite´s de la zone de contact du proble`me de l’obstacle pour la
membrane line´aire peut se transposer pour certaines familles d’ine´quations variationnelles
comme les ope´rateurs line´aires elliptiques line´aires re´guliers d’ordre 2 [113], [99]. Dans [31]
L. Caffarelli & N. Rivie`re e´noncent que leurs techniques de blow-up s’e´tendent a` des
ope´rateurs quasiline´aires d’ordre 2, mais ne prouvent que certains cas particuliers comme
les surfaces minimales. D. Schaeffer mentionne e´galement dans [117] que l’emploi du
the´ore`me de Nash-Moser pour de´crire la stabilite´ de la zone de contact par perturbations
peut s’adapter facilement pour des formes quadratiques coercives re´gulie`res plus ge´ne´rales.
Enfin citons que la transformation de l’hodographe, disant grosso modo que la solution est
aussi re´gulie`re que le permettent les donne´es en dehors des points singuliers, est valable pour
des ope´rateurs quasiline´aires [81].
Bifurcation en pre´sence d’obstacle Dans [86], sont donne´s des the´ore`mes qui e´tendent au
cas des ine´quations les re´sultats classiques de bifurcations globales. Les preuves sont base´es
sur la the´orie du degre´ topologique de Leray-Schauder [87]. L’allure du diagramme de bi-
furcation pour les proble`mes (9) et (3) peut s’en de´duire, mais cette approche globale n’est
pas contructive. On sait qu’en particulier pour (9) et (3) il existe des branches de solutions
avec au plus un ensemble de´nombrable de points de bifurcation. Pour mettre en place une
me´thode de continuation sur ces branches, il faut comprendre le comportement local des
solutions. Puisqu’une solution de (9) apparaˆıt comme une projection sur un convexe de l’es-
pace H1(Ω), et que cette projection est directionnellement diffe´rentiable, la notion de point
10Il s’agit d’une simplication tre`s grossie`re du proble`me unilate´ral associe´ a` l’ope´rateur de Monge-Ampe`re (1.39),
cependant il fait parti de la famille d’ope´rateurs elliptiques non-line´aires d’ordre 2 que plusieurs auteurs [46], [45],
[76], [66] ont explore´ du point de vu du suivi de courbe.
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re´gulier et singulier, par rapport au parame`tre de bifurcation pour le cas bilate´ral, peut
eˆtre adapte´e a` certaines ine´quations variationnelles par un proce´de´ de line´arisation conique.
Dans la the`se de F. Issard-Roch [76] est prouve´e l’existence de de´veloppements locaux
au voisinage des points re´guliers et de certains points singuliers. Ces re´sultats sont repris
et comple´te´s dans [45]. F. Conrad, R. Herbin & H. Mittelmann [46] ont adapte´ la
proce´dure nume´rique de continuation par pre´diction-correction [80] de H. Keller pour cer-
taines familles d’ine´quations variationnelles (ope´rateurs elliptiques d’ordre 2) associe´es a` des
proble`mes d’obstacle avec des solutions multiples et des points de retournement.
Dans les anne´es 1980, C. Do [52] et A. Cimetie`re [37] ont donne´ certaines proprie´te´s
locales des points de bifurcations pour le cas d’une plaque de von Ka´rma´n reposant sur
obstacle rigide plan et dont le bord est encastre´ sur l’obstacle (i.e. pour le proble`me (3) avec
ψ ≡ 0 et Θ remplace´ par λΘ, ou` λ ∈ R est le parame`tre de bifurcation). Par une me´thode
de Liapounov-Schmidt adapte´e au cas des ine´quations, A. Cimetie`re [38] propose une
me´thode de construction du diagramme λ 7→ U(λ) dans un voisinage de la charge critique
positive au-dela` de laquelle la plaque flambe (i.e. le premier point de bifurcation). Ils n’ont
cependant pas traite´ le proble`me de la continuation, bien qu’ayant souligne´ que la question de
la de´rivabilite´ des branches e´tait ouverte. A notre connaissance, bien que diverses approches
de la continuation pour les ine´quations variationnelles aient e´te´ de´veloppe´es, aucune ne traite
inte´gralement la question de la diffe´rentiabilite´ des branches. Cependant nous pouvons citer
J. Eisner, M. Kucera, L. Recke qui ont donne´ en 2003 dans [110] des informations
pre´cises a` ce sujet en imposant des restrictions fortes sur la ge´ome´trie de la zone de contact
du proble`me du flambement d’une poutre en pre´sence de contact, ge´ne´ralisant l’approche de
[39] via le the´ore`me des fonctions implicites classique.
Un objectif final serait d’obtenir nume´riquement un diagramme de bifurcation dont l’allure
pourraˆıt eˆtre :
Les deux principaux re´sultats de cette the`se Le The´ore`me suivant a fait l’objet d’une
publication [104] adaptant la strate´gie de preuve donne´e dans [117] au cas de l’ope´rateur
bilaplacien (dans le plan).
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The´ore`me Soient Ω un C∞-domaine borne´ de R2.Conside´rons le proble`me
Trouver U ∈ k = {V ∈ H2(Ω) / V|∂Ω = 1, V ≥ 0 sur Ω} re´alisant le minimum
inf
V ∈k
∫
Ω
1
2
|∆V |2 − FV dΩ
et supposons que pour F ◦ ∈ C∞(Ω), les deux conditions suivantes soient satisfaites :
(i) −F ◦ ≥ δ0 > 0 sur I◦.
(ii) I◦ := I(F ◦) soit union finie de surfaces lisses, (i.e C∞).
Alors pour F suffisamment proche de F ◦ dans C∞(Ω), I(F ) est diffe´omorphe a` I(F ◦).
En collaboration avec le professeur J.-F. Bonnans, nous avons de´montre´ le The´ore`me de
sensibilite´ suivant concernant les plaques en flexion (i.e. l’ope´rateur bilaplacien dans le plan).
Il fera l’objet d’un Rapport de Recherche INRIA.
The´ore`me Soient ψ ∈ H4(Ω), ψ|∂Ω < 0, et Ω un domaine du plan de classe C4,α. Soient
F = F0+tH ∈ L2(Ω), t ≥ 0, U0 := U(F0), U := U(F ) ∈ kψ := {V ∈ H20(Ω) / V ≥ ψ dans Ω}
solution de :
min
V ∈kψ
J(V, F ) =
1
2
∫
Ω
|∆V |2dΩ−
∫
Ω
FV dΩ.
Plac¸ons nous sous les hypothe`ses :
(H1) Les courbes de contact de l’ensemble de co¨ıncidence I0 associe´ a` F0 sont un ensemble
fini T0 de courbes de classe C2 et telles que
∀X0 ∈ T0 ∩ Supp(µ0), ∂2n(U0 − ψ)(X0) > 0.
(H2) Le support de la re´action µ0 associe´e a` U0, note´ Supp(µ0), est union finie de surfaces
H2-admissibles.
Alors la de´rive´e directionnelle Z0(.) := U
′
0(., H) dans la direction H et la solution
de
inf
Z∈CrK(U0)
∫
Ω
(
(∆Z)2 −HZ)dΩ− ∫
T0
θZ,U0dµ0,
avec pour tout X0 ∈ T0 ∩ Supp(µ0) :
θZ,U0(X
0) = ςU0,Z(X
0) =
(∇nZ(X0))2(∇2n(U0(X0)− ψ(X0))−1
fini pour tout Z critique.
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NOTATIONS
” := ” signifie e´gal par de´finition.
Nous notons δij le symbole de Kronecker et employons la convention de sommation d’Ein-
stein.
R = corps des nombres re´els ; C = corps des nombres complexes ;
Rn = espace euclidien de dimension n.
x · y := ∑0≤i≤n xiyi = produit scalaire usuel de Rn.
|x| :=
√∑
0≤i≤n xixi = norme de x ∈ Rn.
dist(x,A) = distance de l’e´le´ment x a` l’ensemble A ; dist(B,A) = distance de l’ensemble B
a` l’ensemble A.
Bn(a, r) = boule de rayon r et de centre a ∈ Rn.
Sn−1(a, r) := ∂Bn(a, r) = sphe`re de rayon r et de centre a ∈ Rn.
Ω= un ouvert borne´e connexe de Rn ; ∂Ω= le bord de Ω ; int(Ω) =
◦
Ω= inte´rieur de Ω ;
Ω = adh(Ω) = adhe´rence / fermeture de Ω ;
{ΩA = Ω \ A = Ac = comple´mentaire de A dans Ω.
A÷B = (A \B) ∪ (B \ A) =diffe´rence syme´trique de A&B.
1A = indicatrice de l’ensemble A.
IC(x) :=
{
0 si x ∈ A,
+∞ si x /∈ A. = fonction indicatrice convexe de A.
dom(f) : {x ∈ X / f(x) < +∞} domaine de la fonction f : X→ R ;
supp(f) := {x ∈ X / f(x) 6= 0} = support de la fonction f ;
[f ]+ := sup(f, 0) = partie positive de f ; [f ]− := inf(f, 0)= partie ne´gative de f
f,i = ∂if = f,xi =
∂f
∂xi
= de´rive´e partielle de f par rapport a` la variable xi.
∇f := (f,i)0≤i≤n = gradient de f .
f ∗ g est le produit de convolution de f par g.
∂nf = ∇f · n =
∑
i fini de´rive´e de f suivant le vecteur n.
∂2n est de´fini a` la Remarque 2.7.1 en bas de page.
∆f := ∇ · (∇f) := ∑i ∂2i f = laplacien de f .
∆2f := ∆(∆f) :=
∑
i,j ∂
2
i,jf = bilaplacien de f .
∆(g)(f)= laplacien-beltrami de f , induit par la me´trique g.
∆2(g)(f)= bilaplacien-beltrami de f .
Λn = mesure de Lebesgue n-dimentionnelle.
δx = masse de Dirac en x.
Hn = mesure de Hausdorff n-dimentionnelle.
Cap1(N) := inf
{∫
Ω
|∇φ|2 dΩ, / 0 ≤ φ ∈ C∞0 (Rd), φ ≥ 1 sur N
}
, N ⊂ Ω compact.
Cap2(N) := inf
{∫
Ω
|∆φ|2 dΩ, / 0 ≤ φ ∈ C∞0 (Rd), φ ≥ 1 sur N
}
, N ⊂ Ω compact.
[u; v] := ∂2xu∂
2
yv + ∂
2
yu∂
2
xv − 2∂2xyu∂2xyv est le crochet de Monge-Ampe`re.
‖.‖X = norme sur l’espace de fonctions X.
Cm(Ω) = { fonctions m-fois de´rivables de de´rive´es m-ie`me continues sur Ω}.
Cm,α(Ω) = m-ie`me espace de Ho¨lder de degre´ α ;
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C0,α(Ω) := {u ∈ C0(Ω) / ‖u‖C0,α < +∞} est un Banach pour la norme
‖u‖C0,α := ‖u‖L∞(Ω) + |u|α;Ω ou` |u|α;Ω := sup
x,y∈Ω; x6=y
|u(x)− u(y)|
|x− y|α ;
et Cm,α(Ω) := {u ∈ Cm(Ω) / ‖u‖Cm,α < +∞} avec ‖u‖Cm,α := ‖u‖Cm +
∑
|i|=m |∂mi u|α;Ω
Lp(Ω) = p-ie`me espace de Lebesgue
D(Ω) := C∞c (Ω) = espace des fonctions tests (de Schwartz), i.e ensemble des fonctions de
classe C∞ a` support compact dans Ω.
C∞0 (Rd) = espace des fonctions lisses sur Rd nulles en l’infini.
Wm,p(Ω) := {f ∈ Lp(Ω) / Dif ∈ Lp(Ω)}; |i| ≤ m} = le m-ie`me espace de Sobolev de Lp(Ω).
Wm,p0 (Ω) := D(Ω)
Wm,p(Ω)
Hm(Ω) := Wm,2(Ω) si p = 2 ; c’est un espace de Hilbert 11.
L?(X, Y ) = ensemble des applications line´aires continues de X dans Y .
BV (Ω) est l’ensemble des fonctions de L1(Ω) dont la de´rive´e est une mesure de Radon finie12
CsK(u) :=
⋃
t>0 t(K− u) est le coˆne de support a` K en u.
TK(u) := lim inft↓0(K− u)/t = {h ∈ X / dist(u+ th,K) = o(t), t ≥ 0} = CsK(u) est le coˆne
tangent a` K en u.
T2K(u) := lim supt↓0(K− u− th)/(12t2) = {w ∈ X / ∃tn ↓ 0 : dist(u + th + 12t2nw,K) = o(t)}
est l’ensemble tangent exte´rieur d’ordre 2 a` K en u.
Ti,2K (u) := lim inft↓0(K− u− th)/(12t2) est l’espace tangent inte´rieur d’ordre 2 a` K en u.
CrK(u) est le coˆne critique a` K en u associe´ a` une ine´quation variationnelle parame´tre´e
(ou plus ge´ne´ralement d’un proble`me d’optimisation sous contraintes).
NK(u) := {h∗ ∈ X∗ / 〈h∗, z − u〉 ≤ 0, ∀ z ∈ K} est le coˆne normal a` K en u.
V al(.) est la fonction valeur optimale associe´e a` un proble`me d’optimisation.
11 La forme de´finie sur Hm(Ω)×Hm(Ω) par 〈u, v〉 = R
Ω
P
q≤m
P
r≤m
∂qu
∂x1...∂xq
∂rv
∂x1...∂xr
dΩ est un produit scalaire.
Muni de ce produit scalaire, l’espace Hm(Ω) est un espace de Hilbert.
12(BV (Ω), ‖.‖BV ) est un espace de Banach pour la norme ‖u‖BV =
R
Ω
|u|dΩ+ |Du|(Ω), avec |Du|(Ω) := V (u,Ω) =
est la variation totale de u = sup{P1≤j≤m;1≤i≤n RΩ φidDiuj |φ ∈ C1c (Ω), ‖φ‖∞ = 1}.
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Chapitre 1
RAPPELS DE THEORIE DES
STRUCTURES
'' Le deux yeux de lenfant sont de étoŁile. Ce n'est pa de la poésie, c'est de
la science.''
Thich Nhat Hanh
Notre travail concerne les membranes, les poutres et les plaques. Dans cette partie
introductive, nous rappellerons brie`vement les quelques mode`les de structures que nous allons
utiliser. Nous fixerons ainsi certaines notations qui serviront par la suite.
1.1 Plaques en petites et grandes de´formations
1.1.1 Mode`le des plaques line´aires
De´finition 1.1.1 Munissons l’espace affine euclidien R3 d’une base orthonorme´e directe
(O,~e1, ~e2, ~e3). Soient Ω un ouvert borne´ connexe du plan R~e1 × R~e2, a` bord re´gulier, et
h > 0. Une plaque est un milieu continu solide de´formable occupant en l’absence de forces
exte´rieures un ouvert de la forme
{(x1, x2, x3) ∈ R3 / − h
2
< x3 <
h
2
& (x1, x2) ∈ Ω},
ou` l’e´paisseur de la plaque h est petite devant le diame`tre de Ω, et Ω est appele´ le feuillet
moyen de la plaque.
Nous pre´sentons le mode`le des plaques minces de Love-Kirchhoff [94], qui est construit en
faisant des hypothe`ses sur la forme des contraintes et des de´placements. Nous de´crivons ici
brie`vement ce mode`le afin d’obtenir les e´quations d’e´quilibre avec et sans obstacle.
Hypothe`ses de Love-Kirchhoff
1. Les composantes σi3 du tenseur des contraintes σ sont nulles (hypothe`se des contraintes
planes)
2. Les sections droites, initialement normales au feuillet moyen, restent planes et normales
a` celui-ci (line´arisation en x3).
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Fig. 1.1 – feuillet moyen d’une plaque d’e´paisseur h.
Notons U¯ := (U¯i)0≤i≤3 le de´placement dans le feuillet moyen. Nous de´veloppons le de´placement
de la plaque ~U(x1, x2, x3) autour de x3 = 0, et ne retenons que la partie line´aire en x3. Les
composantes des champs de de´placements de Love-Kirchhoff (Ui)0≤i≤3 satisfont :∣∣∣∣∣∣∣∣∣∣
U1(x1, x2, x3) := U¯1(x1, x2)− x3∂1U¯3(x1, x2)
U2(x1, x2, x3) := U¯2(x1, x2)− x3∂2U¯3(x1, x2)
U3(x1, x2, x3) := U¯3(x1, x2)
(1.1)
Le de´placement normal U¯3 est appele´ la de´flexion verticale, qui est note´e
U¯3(x1, x2) := U(x1, x2), avec U : Ω −→ R~e3.
Commentaires 1.1.1 Le champ de de´placements ~U dans la plaque est exprime´ en fonction
du champ de de´placement du feuillet moyen plus est un vecteur tangent proportionnel a` x3.
Les hypothe`ses 1. et 2. sont incompatibles en e´lasticite´ line´aire 3D homoge`ne isotrope. Aussi
doit on modifier la loi de comportement (le tenseur d’e´lasticite´) pour pouvoir conserver ces
hypothe`ses.
Efforts dans plaques
Introduisons les efforts ge´ne´ralise´s suivants associe´s a` la contrainte 3D, σ :
– N tenseur des efforts membranaires,
– M tenseur des moments fle´chissants,
– Q vecteur des efforts tranchants,
de´finis par :
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Nαβ =
∫ h/2
h/2
σαβdx3,
Mαβ =
∫ h/2
h/2
x3σαβdx3,
Qα =
∫ h/2
h/2
σα3dx3.
(1.2)
Dans ce mode`le, il ne reste que les efforts ge´ne´ralise´s N et M dans l’e´criture de l’e´nergie
e´lastique, puisque l’e´nergie due aux cisaillements est nulle (d’apre`s l’Hypothe`se 1. de Love-
Kirchhoff), i.e. Q est nul puisque les contraites sont planes.
Equilibre local
Apre`s inte´gration de l’e´quilibre −divσ(~U) = ~F sur l’e´paisseur de la plaque viennent les
e´quations d’e´quilibre ge´ne´ralise´es suivantes : Nαβ,β = −FαMαβ,αβ = −F3 (1.3)
Le tenseur de de´formation de membrane et de courbure
Les de´formations et les de´placements sont petits1 (hypothe`se des petites pertubations)
En utilisant ce champ de de´placements, et en tenant compte des hypothe`ses pre´ce´dentes,
viennent les composantes sur la base naturelle {~e1, ~e2, ~e3} ≡ {~eα, ~e3}α=1,2 du tenseur des
de´formations line´arise´es dans la plaque :
αβ =
1
2
(Uα,β + Uα,β) + x3(−U,αβ),
1
Commentaires 1.1.2 Du seul point de vue cine´matique, on distingue les de´formations petites (infinite´simales) ou
grandes, et les de´placements petits mode´re´s et grands. Les de´formations sont petites si chaque composante de la
de´formation est petite devant l’unite´. Les de´placements sont petits si la norme du vecteur de´placement est ne´gligeable
devant une longueur caracte´ristique du corps. Le cas des de´placements mode´re´s se pre´sente pour les structures, pour
lesquelles la the´orie doit conside´rer des de´placements du type rotations/ translations. Les de´placements sont dits
mode´re´s si la rotation (par rapport au feuillet moyen) peut eˆtre approche´e au second ordre. Pour eˆtre plus pre´cis,
rappelons la formule de Rodrigues exprimant une matrice de rotation en fonction de son angle β et son axe −→n :
−→
Rβ,−→n = Id+ sin(β)(
−→n∧) + (1− cosβ)(−→n∧)2
avec Id l’identite´ et −→n∧ la matrice du produit vectoriel par −→n , i.e.
−→n∧ =
0@ 0 −nz nynz 0 −nx
−ny nx 0
1A
L’hypothe`se des rotations mode´re´es est l’approximation a` l’ordre 2 de la formule de Rodrigue :
−→
Rβ,−→n ∼ Id+ (−→n∧) + (−→n∧)2
Cette approximation est pre´cise pour des angles β ne de´passant pas 0, 4 radians (25 degre´s). Alors que les petites
rotations (infinite´simales) sont valides pour des d’angles d’au plus 0, 01 rad (6 degre´s).
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ou` il apparaˆıt
– le tenseur des de´formations de membrane e, dont les composants covariantes sont :
eαβ :=
1
2
(Uα,β + Uα,β),
– le tenseur des courbures κ, dont les composants covariantes sont :
καβ = −U,αβ.
Relation de comportement
La loi de comportement d’un milieu surfacique doit eˆtre une relation entre les tenseurs
de contraintes ge´ne´ralise´es et les tenseurs qui caracte´risent les changements dans la surface,
c’est a` dire la de´formation dans la surface et les variations de courbure. Pour e´tablir la loi
de comportement e´lastique de Love-Kirchhoff, il faut poser que la plaque tridimensionnelle
est un milieu continu e´lastique et en tirer les conse´quences sachant qu’il existe deux tenseurs
de surface qui caracte´risent les changements locaux dans la surface : un tenseur des petites
de´formations et un tenseur de variation de courbure line´aire en U¯. Les tenseurs N et M sont
relie´s aux tenseurs e et κ de la fac¸on suivante : Nγδ = nαβγδ.eαβMγδ = mαβγδ.καβ (1.4)
Les coefficients nαβγδ et mαβγδ satisfont aux relations habituelles de syme´tries et d’ellipticite´
et s’expriment en fonction de l’e´paisseur h et des coefficients d’e´lasticite´ du mate´riau, et
finalement :
σ =
1
h
N+
12
h3
Mx3.
Equations d’e´quilibre comple`tes en M et N
Nous pouvons synthe´tiser l’e´criture de l’e´quilibre d’une plaque sous la forme des deux
syste`mes en M et N de´couple´s suivants.
I Equations de membrane : −
−−→
Div(N) = (F1, F2) dans Ω
N · ~ν = ~0 sur ∂Ω
(1.5)
I Equations de flexion :
−div−−→Div(M) = F3 dans Ω
−−−→Div(M) · ~ν = ∂
∂~τ
(~ν ·M · ~τ) sur ∂Ω
~ν ·M · ~ν = 0 sur ∂Ω
(1.6)
Les e´quations de membranes sont line´aires, et les e´quations de flexion ne de´pendent que de
F3 la composante normale du champ de forces ~F . Le de´couplage
2 entre (1.6) et (1.5) s’ob-
serve graˆce a` (1.4) et au fait que le tenseur e ne de´pend que de Uα alors que κ ne de´pend
2 Ce de´couplage n’a pas lieu pour des grandes de´formations (Mode`le des plaques de von Ka´rma´n).
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que de U . Ce qui justifie qu’on ne s’inte´resse dans la suite qu’aux e´quations de flexion (1.6).
Une justification asymptotique de la convergence de ce mode`le lorsque l’e´lancement de la
plaque
diam(Ω)
h
tend vers l’infini, a e´te´ donne´e par P.G. Ciarlet & P. Destuynder en
1979 [36].
Equation d’e´quilibre local de la flexion & encastrement
La de´flexion verticale est l’inconnue de notre proble`me, il est ne´cessaire de se donner des
conditions a` la frontie`re de Ω.
En ge´ne´ral on partitionne ∂Ω, et impose des conditions d’appui simple, de bord libre ou
encore d’encastrement. Pour simplifier nous supposerons que la plaque est encastre´e sur ∂Ω.
Sous les hypothe`ses pre´ce´dentes l’e´quation (1.6) de la flexion d’une plaque encastre´e, sous
un champ de forces ~F = (F1, F2, F3), est :
D∆2U = F3 sur Ω,
U = 0 sur ∂Ω,
∂nU = 0 sur ∂Ω.
(1.7)
Dans cette mode´lisation ou` l’on passe d’un domaine 3D a` un domaine 2D, il ne reste plus de
souvenir de l’e´paisseur h de la plaque que dans le terme de rigidite´ D =
Eh3
12(1− υ2) , E e´tant
le module de Young et υ (1
2
> υ > 0) le coefficient de Poisson de la plaque.
Nous posons pour la suite D = 1.
Le proble`me d’e´quilibre sans obstacle (1.6) et (1.5) est pose´ dans le domaine bidimensionnel
Ω.
1.1.2 Mode`le des plaques de von Ka´rma´n
Avec le cadre et les notations du mode`le des plaques line´aires, conside´rons une plaque
mince qui, dans son e´tat naturel, occupe un domaine borne´ Ω contenu dans le plan R~e1 ×
R~e2, avec un bord ∂Ω suffisamment re´gulier. L’e´tat de´forme´ de la plaque est entie`rement
caracte´rise´, a` un de´placement rigide pre`s, par par son tenseur me´trique g et son tenseur de
courbure κ. Rappelons que l’on pose dore´navant U3 = U . Dans l’approximation non line´aire
de von Ka´rma´n ces tenseurs s’expriment sous la forme :
κ := ∇2(U),
et
g := Id+∇(U1,U2) +∇(U1,U2)t +∇(U)⊗∇(U).
La loi de comportement de l’e´lasticite´ line´aire et isotrope relie les tenseurs g et κ aux tenseurs
N et M de la fac¸on suivante :
Nγδ = nαβγδ.
[
(Uγ,δ + Uγ,δ) +
1
2
U,αU,β
]
(1.8)
Mγδ = mαβγδ.καβ (1.9)
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La relation (1.8) est bien non-line´aire en U . Dans [84] et [35] l’e´quilibre local d’une plaque
mince encastre´e sur une partie Γe 6= ∅, et en appui simple sur Γs, soumise a` des forces
normales F ∈ L2(Ω), et late´rales Lα ∈ H1/2(∂Ω), par une solution (U0, U) := (U1,U2,U3) ∈(
H1(Ω)
)2 ×H2(Ω) du proble`me de von Ka´rma´n :

D∆2U − h∂β
(
Nαβ∂αU
)
= +F dans Ω,
∂αNαβ = 0 dans Ω,
Nαβnα = Lβ sur ∂Ω,
U = 0 sur ∂Ω,
∂nU = 0 sur Γe,
m(U) = 0 sur Γs,
(1.10)
ou` n = (n1, n2) est la normale a` ∂Ω et ou` le moment au bord s’exprime sous la forme :
m(U) = D
[
∂n∆U + (1− υ)
(
n1n2∂
2
12U − n22∂21U − n21∂22U
)]
.
Premie`re version des e´quations de von Ka´rma´n Introduisons la fonction d’Airy via le
Lemme suivant que l’on trouve dans [35], page 48.
Lemme 1.1.1 Soient Ω un domaine simplement connexe borne´ du plan de classe C2+m, τ
de´signe la tangente a` ∂Ω, m ≥ 0, Lα ∈ H1/2+m(Ω), et
(
Nαβ
)
αβ
∈
(
Hm(Ω)
)4
un tenseur
syme´trique ve´rifiant :
∂α
(
Nαβ
)
= 0, sur Ω, et Nαβnα = Lβ sur ∂Ω,
Alors il existe une unique fonction χ˜ ∈ Hm+4(Ω)
L1 = ∂τ (∂2χ˜), L2 = −∂τ (∂1χ˜) sur ∂Ω
avec
∂21 χ˜ = N22, ∂
2
2 χ˜ = N11, ∂
2
12χ˜ = −N12 = −N21.
Nous rappelons l’e´quivalance du proble`me (1.10) avec la version suivante des e´quations de
von Ka´rma´n faisant intervenir la fonction d’Airy χ˜. Le lecteur pourra consulter [35] et [93],
pour les proprie´te´s d’existence et de re´gularite´ des solutions du proble`me aux limites suivant :
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The´ore`me 1.1.1 Avec les notations du Lemme 1.1.1, soient Ω un domaine simplement
connexe borne´ du plan de classe C2, Lα ∈ H1/2(∂Ω), et F ∈ L2(Ω). Alors le proble`me (1.10)
est e´quivalent a` trouver (U, χ˜) ∈ H2(Ω)×H3(Ω) solution des e´quations :
2E
3(1− υ2)∆
2U = 2[χ˜;U ] + F dans Ω
∆2χ˜ = −E
2
[U ;U ] dans Ω
U = 0 sur ∂Ω
∂nU = 0 sur Γe,
m(U) = 0 sur Γs,
χ˜ = χ˜0, sur ∂Ω,
∂nχ˜ = χ˜1 sur ∂Ω,
(1.11)
et χ˜0 ∈ H5/2(∂Ω), χ˜1 ∈ H3/2(∂Ω) avec :
∂Ω 3 x 7−→ χ˜0(x1, x2) := −x1
∫
∂Ω
L2(x)dx+ x2
∫
∂Ω
L1(x)dx+
∫
∂Ω
x1L2(x)− x2L1(x)dx
∂Ω 3 x 7−→ χ˜1(x1, x2) = −n1(x)
∫
∂Ω
L2(x)dx+ n2(x)
∫
∂Ω
L1(x)dx
(1.12)
En changeant U et χ˜ a` des constantes multiplicatives pre`s, il est facile de voir que l’on peut
exprimer ces e´quations sous la forme plus simple (3) qui figure dans l’Introduction pour le
cas encastre´, et (1.14) ci-dessous - c’est celle sous lesquelles elles figurent ge´ne´ralement dans
la litte´rature.
Deuxie`me version des e´quations de von Ka´rma´n Donnons a` pre´sent une forme des
e´quations de von Ka´rma´n, qui se preˆte mieux a` l’e´tude de leurs bifurcations. Introduisons la
fonction Θ de´finie comme l’unique solution du proble`me suivant de´pendant des charges aux
bords : la
∆2Θ = 0 sur Ω, Θ = χ˜0, ∂nΘ = χ˜1. (1.13)
Avec les notations et hypothe`ses du Lemme 1.1.1, cette fonction traduit dans le domaine Ω
la de´pendance par rapport aux forces horizontales (L1, L2), par l’interme´diaire de (1.12).
En posant
χ = χ˜−Θ,
le couple (U, χ˜) ∈ (H20(Ω) ∩H4(Ω))×H3(Ω) ve´rifie :
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
∆2U = [Θ + χ;U ] + F dans Ω
∆2χ = −[U ;U ] dans Ω
U = ∂nU = 0 sur ∂Ω.
χ = ∂nχ = 0 sur ∂Ω.
(1.14)
Remarquons que ce syste`me d’e´quations n’est pas fortement couple´, en effet en supposant U
connu, on peut calculer χ comme solution du proble`me biharmonique :
∆2χ = −[U ;U ] dans Ω, χ = ∂nχ = 0 sur ∂Ω. (1.15)
Connaissant la fonction Θ par (1.13), il de´coule alors l’e´quation re´duite suivante : ∆
2U = [Θ−∆−2[U ;U ];U ] + F dans Ω
U = ∂nU = 0 sur ∂Ω.
(1.16)
Formulation variationnelle en de´placement Par une inte´gration par parties des deux
premiers termes de (1.10) - en utilisant pour le premier terme, les formules expose´es dans
[53] chapitre 4 - nous de´duisons que l’e´quilibre global d’une telle plaque revient a` trouver3
(U0, U) ∈ H10(Ω)×H10(Ω)×H ve´rifiant :
A(U, V − U) +
∫
Ω
(
Nαβ∂αU
)
∂β(V − U)dΩ =
∫
Ω
F (V − U)dΩ (1.18)
pour tout V ∈ kψ, et pour tout (Wα) ∈ H20(Ω)×H20(Ω)∫
Ω
Nαβ∂αWαdΩ = λ
∫
Ω
LαWαdΩ. (1.19)
Il est montre´ dans [53] que l’expression
A(U, V ) :=
∫
Ω
MγδV,γδdΩ =
h3
12
∫
Ω
[
(1− υ)U,γδV,γδ
]
+ υ∆U∆V dΩ (1.20)
est une forme biline´aire syme´trique continue, qui est coercive sur l’espace
H := {V ∈ H2(Ω) ∩H10(Ω) / ∂nV|Γe = 0}
de`s lors que la plaque est encastre´e sur une partie Γe 6= ∅, et en appui simple sur Γs, avec
∂Ω = Γe
∐
Γs, ce que nous supposerons dans toute la suite. 〈., .〉 est le produit scalaire de´fini
3Il est montre´ dans [53] qu’une forme e´quivalente s’e´crit :8>>><>>>:
Trouver (U0, U) ∈ H10(Ω)×H10(Ω)×H tel que
A(U, V − U) + h
Z
Ω
“
∂β
“
Nαβ∂αU
”
(V − U)
”
dΩ = −
Z
Γs
m(U)∂n(V − U)dΓs +
Z
Ω
F (V − U)dΩ,
pour tout V ∈ H.
(1.17)
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par A, il induit une norme ‖V ‖ := √[A(V, V )] e´quivalente a` la norme usuelle sur H.
Dans la de´finition de la loi de comportement du tenseur N il y a un couplage entre U0 et U .
Ce couplage peut eˆtre e´limine´ de l’e´quilibre si N est exprime´ en fonction de U et (Lα). Ainsi,
d’apre`s [37], lorsque le torseur associe´ a` (Lα) est nul, si U est un de´placement admissible
fixe´, alors le proble`me qui consiste a` trouver U0 solution de (1.19) et ve´rifiant (1.8), admet
une seule solution N de´composable de fac¸on unique dans
[
L2(Ω)
]3
sous la forme :
N = N0 + N¯(U), (1.21)
ou` N0 est inde´pendant de U et N¯(U) est une fonction quadratique en U qui ve´rifie, d’apre`s
[102], pour tout U0 ∈ H10(Ω) : ∫
Ω
N¯αβ(U)∂αWαdΩ = 0.
Le tenseur λN0 repre´sente les contraintes dans le plan de la plaque, soumise au chargement
late´ral (λLα) et astreinte a` rester plane.
I L’ope´rateur L est de´fini4 par :
〈L(U), V 〉 := −
∫
Ω
N0αβ∂αU∂βV, (1.23)
Il traduit dans le domaine Ω les efforts applique´s au bord ∂Ω.
I L’ope´rateur C est de´fini5 par :
〈C(U), V 〉 =
∫
Ω
N¯αβ(U)∂αU∂βV dΩ, (1.25)
Cet ope´rateur rend compte des variations de me´triques sur le feuillet moyen au cours de la
de´flexion.
4Pour autant que Θ ∈ H2, ce qui est justifier par (1.13), nous avons avec les notations du proble`me simplifie´ (1.14)
〈L(U), V 〉H20 :=
Z
Ω
[Θ;U ]v dΩ (1.22)
5A nouveau, nous avons avec les notations du proble`me (1.14)
〈C(U, V ),W 〉H20 =
Z
Ω
[U ;V ]W dΩ, (1.24)
puis C(U) = C(U,C(U,U)).
33
Proposition 1.1.1 [35] Soient Ω un domaine simplement connexe borne´ du plan de classe
C2, un champ de forces late´rales Lα ∈ H1/2(∂Ω). Alors les ope´rateurs L et C posse`dent les
proprie`te´s suivantes :
L est line´aire, auto-adjoint, compact sur H; (1.26)
〈L(V ), V 〉 ≥ 0, ∀V ∈ H, & 〈L(V ), V 〉 = 0,=⇒ V = 0; (1.27)
Cest non-line´aire, continu, borne´ et compact sur H; (1.28)
C(tV ) = t3C(V ), ∀t ∈ R,∀V ∈ H; (1.29)
〈C(V ), V 〉 ≥ 0, ∀V ∈ H; (1.30)
∃k1 > 0 / ‖C(V1)−C(V2)‖ ≤ k1
(‖V1‖2 + ‖V2‖2)‖V1 − V2‖, ∀V1, V2 ∈ H; (1.31)
C(V ) est la de´rive´e de
1
4
〈C(V ), V 〉; (1.32)
C est continuˆment de´rivable ,∃k2 > 0 / ∀W ∈ H, ‖∂WC‖ ≤ k2‖W‖2. (1.33)
Finalement la formulation variationnelle suivante re´pre´sente une version e´quivalente de (1.18)
& (1.19) :  Trouver U ∈ H ve´rifiant :〈U − λL(U) + C(U)−∆−2(F ),W − U〉 = 0, ∀W ∈ H. (1.34)
Commentaires 1.1.3 Remarquons que pour tout F ∈ L2(Ω), il existe Fˇ ∈ H tel que∫
Ω
Fˇ V dΩ = 〈F, V 〉, ∀ V ∈ H. (1.35)
C’est graˆce a` cette formulation que l’on peut montrer l’existence d’au moins une solution et
e´tudier les branches de bifurcations en fonction du parame`tre λ [13], [14] et [35].
1.2 Mode`le des membranes line´aires et non-line´aires
Un cas particulier des de´formations des plaques est celui des membranes.
De´finition 1.2.1 Une membrane est un milieu continu mince ge´ome´triquement analogue
a` une plaque mais n’ayant pas de rigidite´ a` la flexion.
• La configuration de re´fe´rence de la membrane est un ouvert borne´ connexe du plan Ω ⊂ R2,
contenu dans le plan de coˆte x3 = 0. La membrane est fixe´e a` son bord ∂Ω. En l’absence de
densite´ surfacique de forces exte´rieures exerce´es sur la membrane, sa configuration initiale
est un e´quilibre. A l’e´quilibre la membrane est repre´sente´e via le graphe d’une fonction
U : Ω −→ Re3 par l’ensemble {(x1, x2, x3) ∈ R3 / x3 = U(x1, x2)}. Soit F : Ω −→ R~e3,
de´signe le champ de forces applique´es sur la membrane. Les e´quations d’e´quilibre d’une
membrane se de´duisent donc de (1.10) en supprimant le terme D∆2U :
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
h∂β
(
σ0αβ∂αU
)
+ F = 0 dans Ω,
U = 0 sur ∂Ω.
(1.36)
• Sous l’hypothe`se des petites perturbations les de´placements sont infinite´simaux, et nous
pouvons remplacer le tenseur des de´formations par le tenseur des de´formations de membranes
e (approximation au premier ordre). Le tenseur σ0 est alors constant et l’e´quilibre d’une
membrane line´airement e´lastique s’e´crit : hσ
0
αβ∂αβU + F = 0 dans Ω,
U = 0 sur ∂Ω.
(1.37)
• Dans le cas ou` la membrane est fixe´e a` son bord ∂Ω et soumise dans cet e´tat initial a` une
tension T0 isotrope
6 le tenseur σ0 est diagonal, i.e. hσ0αβ = T0δαβ et l’e´quation d’e´quilibre
prend la forme suivante :
T0∆U = −F, dans Ω, U = 0 sur ∂Ω (1.38)
C’est cette forme canonique qui est appelle´e abusivement mode`le de menbrane line´aire
e´lastique bien que la forme adequate soit (1.37).
• Dans le cas des de´placements mode´re´s, les e´quations d’e´quilibre de´crivant d’une membrane
e´lastique sont appele´es e´quations de Monge-Ampe`re, et s’e´crivent a` partir des e´quations de
von Ka´rma´n (1.14) : 
[Θ + χ;U ] + F = 0 dans Ω
∆2χ = −[U ;U ] dans Ω
U = ∂nU = 0 sur ∂Ω.
χ = ∂nχ = 0 sur ∂Ω.
(1.39)
1.3 Mode`le des poutres line´aires et non-line´aires
De´finition 1.3.1 L’espace affine euclidien R3 est toujours rapporte´ a` une base orthonorme´e
directe (O,~e1, ~e2, ~e3). Soit un segment Ω contenu dans la droite x2 = 0. Une poutre droite
de section constante est un milieu continu solide de´formable occupant en l’absence de
forces exte´rieures un ouvert contenu dans un domaine cylindrique de la forme
{(x1, x2, x3) ∈ R3 / 0 ≤
√
x22 + x
2
3 <
h
2
& x1 ∈ Ω},
ou` la section de la poutre est petite devant la longueur de Ω, et Ω est appele´ la ligne
moyenne de la poutre.
6on posera pour simplifier T0 = −1.
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Le lecteur pourra consulter [84] et [26] pour l’e´tablissement e´quations d’e´quilibres ci-dessous.
Ce sont Leonhard Euler et Daniel Bernoulli (vers 1750) qui e´mirent la premie`re the´orie des
poutres en posant les deux hypothe`ses (dites d’Euler-Bernoulli) suivantes :
1. au cours de la de´formation, les sections droites restent perpendiculaires a` la courbe
moyenne ;
2. les sections droites restent planes (pas de gauchissement).
La premie`re hypothe`se permet de ne´gliger le cisaillement dans le cas de la flexion. Ces
hypothe`ses sont l’e´quivalent 1D des hypothe`ses de Love-Kirchhoff. En se restreingant a` un
mouvement dans le plan engendre´ par les vecteur (~e1, ~e2), le de´placement est :
w~e1 + u~e2,
donc le tenseur des de´formation et le tenseur de courbure sont
 := w′ +
1
2
(u′)2 + x2u
′′
, κ = u
′′
.
Nous conside´rons une poutre e´lance´e e´lastique dont la configuration intitiale (prise comme
re´fe´rence) occupe un segment Ω contenu dans la droite x2 = 0. La poutre est fixe´e a` ses
bords, cette configuration initiale est un e´quilibre.
Supposons que cette poutre soit soumise a` un champ de forces line´iques exte´rieures verticales
f~e3, et un chargement au bord d’intensite´ λ. Alors en notant u le champ de de´placement
vertical (la fle`che) l’e´quilibre s’e´crit :
u(4) − λu′′ = f. (1.40)
Puis sous l’hypothe`se des petites perturbations l’e´quilibre d’une poutre e´lastique devient :
u(4) = f. (1.41)
Pour une poutre e´lastique simplement appuye´e sur ∂Ω, les conditions au bord sont
u|∂Ω = 0 = u
′′
|∂Ω, (1.42)
tandis que les conditions au bord d’encastrement sont
u|∂Ω = 0 = u
′
|∂Ω. (1.43)
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Chapitre 2
LE PROBLEME D’OBSTACLE
POUR UNE MEMBRANE EN
PETITES DEFORMATIONS
2.1 Introduction
'' Ne voŁu laissez pa impressionner par le poŁid de tradition, même honoŁrée
en de nombŁreux lieux et par plusieur génération. Ne croyez pa quelque chose
par ce que beaucoŁup de gen en parlent. Ne voŁu en remettez pa à lautoŁrité
de sage d'autrefoŁi. N'accoŁrdez pa foŁi à voŁtre imagination en croyant qu'un
Dieu voŁu a inspiré. Ne croyez rien qui dépende uniquement de voŁtre maître oŁu
de prêtre. Ne croyez, aprè examen, que ce que voŁu avez voŁu-même mi à
lépreuve et avez troŁuvé juste et bon.'' Le BoŁuddha Sidarta Gautama
Le but de ce chapitre est de donner un e´tat des lieux sur le proble`me de contact uni-
late´ral sans frottement d’une membrane e´lastique fixe´e, ou a` de´placements impose´s, sur son
bord, soumise a` un champ de forces, alors qu’elle est tendue au dessus d’un obstacle rigide.
On s’inte´resse ici a` un champ de de´formations line´arise´es, ne prenant pas en compte les
termes non-line´aires de variations de me´trique. Bien que ce proble`me ait e´te´ e´tudie´ depuis
les anne´es 50 par Lions, Lewy, Stampacchia, Frehse, Schaeffer, Kindelehrer pour prouver des
re´sultats d’existence, d’unicite´, de re´gularite´, de stabilite´ . . .etc, de nombreuses questions
restent ouvertes encore aujourd’hui. La difficulte´ essentielle vient de l’obstacle qui se traduit
par une ine´galite´ donnant lieu a` un Proble`me a` Frontie`re Libre (PFL). En effet la zone de
contact entre la membrane et l’obstacle apparaˆıt comme une inconnue a` part entie`re dans
notre proble`me. Nous sommes donc rendus a` trouver a` la fois la frontie`re libre et le champ
de de´placements. Apre`s avoir pre´sente´ un ensemble de re´sultats classiques sur la solution
en de´placement, nous e´tudierons les proprie´te´s topologiques et ge´ome´triques de la zone de
contact. Ces questions e´tant tre`s de´licates nous nous emploierons a` fournir des exemples
de non-re´gularite´. Il faut d’ores et de´ja` souligner que l’e´tude de l’ensemble de co¨ıncidence
en tant que varie´te´ fait l’objet d’une conjecture [116] (Conjecture de Schaeffer - 1974) qui
est toujours non-re´solue en dimension finie quelconque. Cependant graˆce aux techniques de
« blow-up » introduites par L. Caffarelli et les publications de R. Monneau nous de´montrerons
que cette conjecture est vraie en dimension 2, pour un chargement constant. Enfin nous nous
focaliserons sur la question de la continuation proprement dite (i.e le suivi de la solution
quand le champ de forces applique´es varie). Nous verrons comment la notion de de´rive´e
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conique est relie´e a` la ge´ome´trie de la zone de contact. Cet e´tat des lieux impliquant de nom-
breux points techniques, nous choisissons de le pre´senter et commenter les re´sultats (lemmes,
propositions, the´ore`mes) les plus significatifs.
2.2 La formulation faible
Pour de´crire le phe´nome`ne de contact entre une membrane line´aire e´lastique est un obstacle
(voir figure 1), nous nous plac¸ons sous les hypothe`ses suivantes :
1. Au dessous de la membrane est place´ un obstacle rigide. Il est repre´sente´ par le graphe
de la fonction ψ : Ω −→ Re3. Donc nous imposons a` U , le de´placement normal, de
ve´rifier :  U = G > ψ sur ∂Ω.U ≥ ψ sur Ω. (2.1)
2. Nous supposerons, toujours, sauf mention explicite du contraire que ψ a au moins la
re´gularite´ H1(Ω)
3. Le contact entre la membrane et l’obstacle s’effectue sans frottement.
4. En l’absence de forces exte´rieures, i.e. F = 0, la membrane est plane, le proble`me est
donc sans contact pour des forces suffisemment faibles.
5. L’ensemble des points ou` la membrane touche l’obstacle est appele´ la zone contact ou
ensemble de co¨ıncidence et on le note I(F ), (ou plus simplement I). La frontie`re libre
de ce proble`me est ∂I(F ).
On cherche alors quelle est la position d’e´quilibre de la membrane repre´sente´e par le de´placement
U sous les contraintes ci-dessus, i.e une solution au proble`me faible :
U ∈ Kψ,G∫
Ω
∇U∇(V − U)dΩ ≥ −
∫
Ω
F (V − U)dΩ
∀V ∈ Kψ,G
(2.2)
Ou` nous avons introduit :
Kψ,G := {V ∈ H1(Ω) / V ≥ ψ dans Ω, V = G > ψ sur ∂Ω.}
qui de´signe l’ensemble des de´placements cine´matiquement admissibles (note´ K s’il n’y a pas
d’ambigu¨ıte´), puis H1G l’espace de Sobolev des classes de fonctions de carre´ integrable sur Ω
e´gales a` G sur ∂Ω et dont la de´rive´e est de carre´ integrable sur Ω. Signalons au passage que
l’ensemble Kψ,G est un convexe ferme´.
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The´ore`me 2.2.1 Soient Ω un domaine borne´ a` bord lipschitz, F ∈ H−1(Ω), ψ ∈
H1(Ω) et G ∈ H1/2(∂Ω).
I Alors le proble`me (2.2) admet une unique solution : U ∈ H1G(Ω).
I De plus le proble`me faible (2.2) est e´quivalent au proble`me de minimisation de l’e´nergie
potentielle J(V, F ), sous les contraintes ci-dessus, c’est a` dire :
Trouver U ∈ Kψ,G minimisant∫
Ω
|∇V |2 + 2FV dΩ, sur Kψ,G.
(2.3)
I Si une fonction U minimise J(V, F ) :=
∫
Ω
|∇V |2 +2FV dΩ sur Kψ,G elle minimise aussi
J+(V, F ) :=
∫
Ω
|∇V |2 + 2F [V ]+ dΩ, sur H1G(Ω).
Preuve :  Le proble`me a une solution unique, graˆce au the´ore`me de Lions-Stampacchia
[90], car a(U, V ) =
∫
Ω
∇U∇(V − U) dΩ est une forme biline´aire coercive sur H1G(Ω), et
Kψ,G 6= ∅.
Remarque 2.2.1 Quand F suffisamment petit etG > ψ sur ∂Ω nous retrouvons l’e´quilibre1
(bilate´ral) 1.37. Le proble`me me´canique auquel je me suis d’abord inte´resse´, est (2.2) avec
un obstacle plan et une membrane fixe´e a` son bord, i.e ψ ≡ constante et G = 0. On peut
le´gitimement affaiblir ces hypothe`ses en conside´rant des fonctions suffisamment re´gulie`res
(i.e ψ ∈ C2,H2,H1, obstacle re´gulier ou bien pre´sentant des coins, des plis ; G ∈ C2,H1/2
de´placements impose´s au bord). Enfin G > ψ, signifie que le bord de la membrane est stric-
tement au dessus de l’obstacle, i.e sans contact pre´alable avec l’obstacle. Quant a` l’hypothe`se
F ∈ H−1(Ω) ou L2, elles est e´galement cohe´rente avec la me´canique, et elle sera renforce´e
par la suite pour l’e´tude de la re´gularite´ de la zone de contact.
Dans [113] il est montre´ que (2.2) est bien pose´ au sens d’Hadamard, c’est dire :
The´ore`me 2.2.2 Avec les notations du The´ore`me 2.2.1, l’application de H−1(Ω) dans
H1(Ω), qui a` F associe l’unique solution de (2.2), est Lipschitz continue. C’est a` dire
qu’e´tant donne´ Fi pour i = 1, 2, il existe C > 0 inde´pendant de Fi, telle que, en notant Ui
la solution associe´e a` Fi, on ait :
‖U1 − U2‖H1(Ω) ≤ C‖F1 − F2‖H−1(Ω)
Remarque 2.2.2 Ce the´ore`me est conse´quence du fait que la solution du proble`me d’obs-
tacle (2.2) est la projection orthogonale (au sens du produit scalaire de´fini par a sur H1(Ω))
1avec la convention de signe simplificatrice T0 = −1.
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de la solution bilate´rale2 ∆U [ = F sur Ω et U [ = G sur ∂Ω, i.e. U = prK(U
[). Cette obser-
vation sera capitale dans les questions de continuation.
Une formulation diffe´rente de (2.2) (dite « en potentiel ») pour une membrane line´aire,
consiste a` « emmancher » une membrane sur un obstacle ψˆ et s’e´crit :
Trouver Uˆ ∈ Kψˆ,G∫
Ω
∇Uˆ∇(V − Uˆ)dΩ ≥ 0
∀V ∈ Kψˆ,G
(2.4)
Proposition 2.2.1 Soit Ψ ∈ H2(Ω) et ψˆ ∈ H1(Ω). Etudier le proble`me (2.2) revient a`
e´tudier le proble`me (2.4) et re´ciproquement, pourvu que nous trouvions U [ tel que F :=
∆U [ ∈ L2(Ω) et U [ = 0 sur ∂Ω, avec ψˆ := U [ + ψ tel que ψˆ|∂Ω < G.
2.3 Re´gularite´ de la solution
On a vu que sous des hypothe`ses raisonnables sur les donne´es la solution U est dans
H1G(Ω). Mais ceci est assez faible car on n’a meˆme pas W1,2(Ω) ↪→ C0(Ω) et donc U n’est
pas a priori continue. Cette section tente de re´pondre a` la question : Qu’en est-il, avec des
hypothe`ses supple´mentaires, de la continuite´ et de la differentiabilite´ a` l’ordre un et deux ?
Nous compilons et commentons des re´sultats e´nonce´s et de´montre´s dans les livres de J. F.
Rodrigues [113], de D. Kindelerher & G. Stampacchia [82], et dans l’article de R.
Monneau [98].
2.3.1 Quelques re´sultats classiques
Par un argument de type pe´nalisation nous avons les estimations suivantes ([113], theorem
3.4) :
The´ore`me 2.3.1 Soient Ω un domaine borne´ du plan avec ∂Ω de classe C1,1, F ∈ Lp(Ω),
pour p ≥ 2, ψ ∈W2,p(Ω), et G ∈ H3/2(∂Ω), ψ < G sur ∂Ω. Alors U solution de (2.2) ve´rifie :
− F ≤ −∆U ≤ sup(−F,−∆ψ) sur Ω, (2.5)
U ∈W2,p(Ω) ∩H1g(Ω), donc si p > 2 U ∈ C1,α(Ω), avec 0 < α = 1− 2p .
De plus l’application F 7−→ U(F ) est continue i.e. (Fk ‖.‖Lp−→ F) =⇒ (Uk ‖.‖W2,p−→ U), avec
‖U‖W2,p ≤ C
(
‖F‖Lp + ‖[−∆ψ + F ]+‖Lp
)
.
2Cette solution bilate´rale sera note´e au besoin U [ = ∆−1F .
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Commentaires 2.3.1 • Cependant en ge´ne´ral on n’a pas :‖U1−U2‖H2 ≤ C‖F1−F2‖L2 ! ! !
• Sous les hypothe`ses du the´ore`me 2.3.1 (i.e. pour des donne´es suffisamment re´gulie`res)
U est continue, donc on peut de´finir (sans recourir a` la notion de capacite´3) l’ensemble de
co¨ıncidence comme
I(F ) := {X ∈ Ω / U(X) = ψ(X)}.
• La solution U peut eˆtre C1,α mais ne peut eˆtre, en ge´ne´ral, de classe C2(Ω), comme le
montre l’exemple suivant.
Fig. 2.1 – allure du graphe de la solution de (2.2) pour ψ(r) := 1− 2r2
Exemple 2.3.1 Soient Ω := B(0, 1), ψ l’obstacle stritement concave radial ψ(r) := 1−2r2,
U = 0 sur ∂Ω := S1(0, 1). Donc U la solution de (2.2) ve´rifie U = ψ sur B(0, 1 − 1√
2
) et
line´aire en dehors de ce disque ; il est clair qu’aux points de S1(0, 1− 1√
2
) les de´rive´es secondes
de U ont un saut.
U(r) :=

1− 2r2, si r ≤ 1− 1√
2
,
−4(1− 1√
2
)r + 1 + 2(1− (1− 1√
2
)) si r ≥ 1− 1√
2
.
(2.6)
Remarque 2.3.1 Bien que la solution de (2.2) ne soit pas deux fois differentiable, on peut
tout de meˆme avoir un re´sultat de re´gularite´ portant sur sa diffe´rentielle seconde D2(u),
comme le montre le the´ore`me suivant (le plus fin que je connaisse) duˆ a` J. Frehse [58]
(1973) :
3a priori la zone de contact pour U ∈ H1(Ω) est de´finie comme le comple´mentaire de l’ouvert {X ∈ Ω / (U −
ψ)(X) > 0}, l’ine´galite´ e´tant prise au sens de H1 (c.f. [82], definition 6.7, page 43.)
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The´ore`me 2.3.2 Soient Ω un domaine borne´ du plan a` bord C2,α, G ∈ C2,α(∂Ω), F ∈
C0,α(Ω), avec 0 < α < 1, et ψ ∈ W2,∞(Ω), avec ψ < G, sur ∂Ω. Alors l’unique solution U
de (2.2) est telle que U ∈W2,∞loc (Ω) c’est a` dire :
D2(U) ∈ L∞loc(Ω), et donc U ∈ C1,1(Ω).
Ide´e de la Preuve :  L’astuce de H. Alt & D. Philips [9] consiste en l’estimation
des de´rive´es secondes de U au voisinage de la frontie`re libre par l’application du The´ore`me
2.3.3 dans une certaine boule, ayant au pre´alable montre´ graˆce au principe du maximum
(ine´galite´ de Harnack), que U − ψ > 0 sur B(x0, r) avec r bien choisi et donc que ∆U = F
sur B(x0, r).
Comme la solution est de classe C1,α(Ω) et U − ψ ≥ c > 0 sur ∂Ω, on a l’inclusion stricte
ωδ := {x ∈ Ω / 0 < dist(x, I)) < δ0} ⊂⊂ Ω. Rappelons le re´sultat suivant que l’on trouve
de´montre´ dans [71] The´ore`me 9.22, page 246 :
The´ore`me 2.3.3 [71] Pour tout 0 < α < 1, soit F ∈ C0,α(B(x0, r)) et soit v ve´rifiant :
∆v = F dans B(x0, r).
Alors il existe une constante C = C(Ω, α) telle que
r2‖D2v‖L∞(B(x0,r/2)) ≤ C
(
‖D2v‖L∞(B(x0,r)) + r2‖F‖L∞(B(x0,r)) + rα+2|F |α,B(x0,r))
)
.
• Estimation sur ωδ. Avec l’estimation elliptique inte´rieure ci-dessus : ‖D2U‖L∞(B(x0,r/2)) ≤
C0 de`s que B(x0, 4r) ⊂ Ω ce qui est ve´rifie´ pour δ0 assez petit donc ‖D2u‖L∞(ωδ0 ) ≤ C0.
• Estimation sur ∂I. Comme U ≥ ψ sur Ω, par continuite´ du gradient de U , il vient
∇(U − ψ) = 0 sur I.
Lemme 2.3.1 ([25] prop. IX.5) Soit v ∈ H1(Ω), alors [v − ψ]+ ∈ H1(Ω) et
∂i[v − ψ]+ = ∂i(v − ψ) · 1{v>ψ} p.p. sur Ω.
Et donc pour tout v ∈ H1(Ω)∂iv = ∂i(v) · 1{v=0} p.p. sur Ω.
D’apre`s le The´ore`me 2.3.1 nous sommes assure´s que ∇(u− ψ) ∈ H1(Ω), donc par le lemme
2.3.1 nous savons que le gradient de v = ∇(u−ψ) est nul, i.e. D2(U −ψ) = ∇∇(U −ψ) = 0
p.p. sur {∇(U − ψ) = 0}, donc en particulier presque partout sur I.
• Estimation sur Ω \
(
ωδ0 ∩ ∂I
)
. A distance finie du bord on conclut par une estima-
tion inte´rieure graˆce au The´roe`me 2.3.3.
D’ou` le re´sultat. 
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Remarque 2.3.2 Le the´ore`me ci-dessus ne peut pas eˆtre relaxe´, en ge´ne´ral, pour F ∈
L2(Ω) ni meˆme F ∈ C0(Ω)! Une des questions ouvertes du proble`me de l’obstacle membra-
naire est de savoir ce que l’on pourrait dire pour F ∈ L∞(Ω), i.e borne´e, et ψ ∈ C0(Ω), par
exemple. . .
2.3.2 Sur la re´gularite´ de ∂Ω
Puisque U ∈W2,p(Ω) il vient par les the´ore`mes d’injections de Sobolev classiques [1] que
U ∈ C0(Ω), si dim Ω ≤ 3. Or comme nous supposons que U > ψ sur ∂Ω, par continuite´ il
vient que U > ψ sur V, un -Ω-voisinage de ∂Ω. Ainsi
∆U = F sur V et U ∈ Kψ,G.
De plus, graˆce a` la the´orie standard des ope´rateurs elliptiques, ceci implique que U est « aussi
re´gulier » dans V que le permettent les donne´es ∂Ω, F, G, ψ [6].
Nous pouvons affaiblir les hypothe`ses sur la re´gularite´ de bord du domaine Ω, puisque la
membrane ne touche pas l’obstacle sur un -Ω-voisinage de ∂Ω, note´ V. Pour ce faire, nous
allons utiliser les re´sultats de re´gularite´ de P. Grisvard sur un ouvert polygonal a` coins
convexes (et non pas a` coins rentrants car ils ge´ne`rent des singularite´s locales), voir [73] et
[74].
De´finition 2.3.1 Un ouvert borne´ Ω de R2 est Ck,α-polygonal a` coins convexes si son bord
est de classe Ck,α par morceaux, i.e. si ∂Ω :=
∐
0≤i≤p Γi avec Γi ∈ Ck,α et si les sommets
(intersections des Γi) admettent un Ω-voisinage convexe.
The´ore`me 2.3.4 Soit Ω un domaine C2+k,αmcx -polygonal a` coins convexes, k ≥ 0, F ∈ Hk(Ω),
(resp. F ∈ Ck,α(Ω)) et G ∈ Hk+3/2(∂Ω), (resp. G ∈ C2+k,α(Ω)). Soit U solution du proble`me
aux limites suivant {
∆U = F sur Ω
U = G sur ∂Ω
(2.7)
Alors U ∈ H2+k(Ω) (resp. U ∈ C2+k,α(Ω))
Nous en de´duisons le The´ore`me suivant :
The´ore`me 2.3.5 Soit Ω un domaine C2,α-polygonal a` coins convexes, F ∈ C0,α(Ω), ψ ∈
C2(Ω). Alors la solution de (2.2) ve´rifie :
U ∈ C1,1(Ω).
Preuve :  Rappelons que par hypothe`se U > ψ sur ∂Ω. Soit V, un -Ω-voisinage de ∂Ω,
et de´signons par ∂intV le bord inte´rieur de V suppose´ lisse ; son bord exte´rieur e´tant ∂Ω.
Introduisons une fonction G ∈ H3/2 ∩ C1,1(∂intV) et notons uint l’unique solution du
proble`me aux limites :
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{
∆uext = F sur V
uext = G sur ∂intV (2.8)
Nous savons que uext ∈ H2 ∩ C1,1 sur V, d’apre`s le The´ore`me 2.3.4, donc en particulier si
G = U . Soit uint l’unique solution du proble`me aux limites :
∆uint ≥ F sur Ω \ V
0 ≤ (uint − ψ) ⊥ µ ≥ 0 sur V
uint = 0 sur ∂Ω
uint = G sur ∂intV
(2.9)
Nous savons, d’apre`s le The´ore`me 2.3.2 que uint ∈ C1,1 sur Ω \ V, pour tout F ∈ C0,α(Ω).
Nous pouvons choisir G = U et F pour que uint = U sur Ω \ V. Puisque la solution U est
unique alors il vient comme annonce´ que U ∈ C1,1(Ω). 
2.3.3 Re´action sur la zone de contact
La formulation faible (2.2) peut se re´e´crire comme suit :
a(U, ζ) ≥ l(F, ζ), ∀ζ ≥ ψ avec ζ ∈ H1G(Ω) (2.10)
Ou` a est la forme biline´aire de´finie sur Kψ,g×Kψ,g repre´sentant le travail des efforts inte´rieurs
et l(F, ζ) la forme line´aire de´finie sur Kψ,g repre´sentant le travail des efforts exte´rieurs.
D’apre`s le the´ore`me de Riesz-Schwarz cela assure que a(U, ζ)− l(F, ζ) de´finit une mesure de
Radon positive µ(F ) sur Ω, si bien que l’on ait :∫
Ω
∇U∇ζdω +
∫
Ω
FζdΩ =
∫
Ω
ζdµ(F ) (2.11)
On montre facilement que ∆U = F sur l’ouvert Ω \ I(F ), donc que le support de µ(F ) est
contenu dans I(F ), ce qui signifie que la re´action de l’obstacle est localise´e dans la zone de
contact. De ces quelques observations et du the´ore`me 2.3.1, il de´coule :
Proposition 2.3.1 Soient Ω un domaine borne lipschitzien du plan, g ∈ H1/2(∂Ω), F ∈
L2(Ω) et ψ ∈ H2(Ω), avec ψ < g, sur ∂Ω. Alors µ := µ(F ) est une mesure a` densite´. Donc
en particulier elle ne charge pas les points, et l’on a
dµ = (F −∆U)dΛ2.
De plus il y e´quivalence entre (2.2) et (NCP) (nonlinear complementary problem), i.e :
(NCP ) : U ≥ ψ , µ ≥ 0 & µ · [U − ψ] = 0, presque partout sur Ω. (2.12)
Dans [82] il est montre´ qu’en ge´ne´ral Cap1 est plus fine que µ, et on en de´duire que la zone
de contact est de´finie a` un ensemble de 1-capacite´ nulle.
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The´ore`me 2.3.6 Soient F ∈ H−1(Ω) et ψ ∈ H10(Ω). Soient U solution de (2.2) et µ(F ) la
mesure de re´action associe´e. Alors il existe C > 0 telle que
µ(F )(E) ≤ C
√
Cap1(E), ∀E ⊂ Ω compact.
En particulier, si Cap1(E) = 0 alors µ(F )(E) = 0, et donc si Cap1(I(F )) = 0, alors
∆U = F sur Ω.
2.3.4 Equation d’Euler-Lagrange & Formulation Forte
Nous e´tablissons, maintenant, les e´quations d’Euler-Lagrange associe´es au proble`me faible
(2.2).
Proposition 2.3.2 Supposons que F ∈ L2(Ω), Ω un ouvert borne´ du plan a` bord C1,1,
ψ ∈ H2(Ω), et G ∈ H3/2(∂Ω) avec ψ < G sur ∂Ω , alors U ve´rifie :
∆U = F sur Ω \ I(F )
U ≥ ψ sur Ω.
U = G sur ∂Ω.
U = ψ sur ∂I(F )
∇U = ∇ψ sur ∂I(F ).
(2.13)
Preuve :  Par le the´ore`me de Rellich-Kondracˇov des injections de Sobolev, u et ∇u sont
dans C0,α(Ω). En particulier U est continue sur Ω donc l’ensemble {U > ψ} := Ω \ I(F ) est
ouvert. Alors par inte´gration par parties de (2.2) on tire par densite´ :
∆U = F sur Ω \ I(F ).
De U ≥ ψ sur Ω vient que ∇U = ∇ψ sur ∂I(F ) puisque U ∈ C1(Ω). 
Commentaires 2.3.2 Dans les e´quations ci-dessus on n’a pas d’informations sur le fait
que le contact membrane-obstacle soit ou non tangent. Pour que l’on puisse l’e´crire il faut
que ∂nU existe sur ∂I(F ), il alors est impe´ratif que ∂I(F ) soit une courbe re´gulie`re, ce
qui est faux de fac¸on ge´ne´rale ! Il en existe des contre-exemples ce´le`bres comme nous le
verrons plus loin. Ceci a une importance capitale pour e´tablir l’e´quivalence formulation forte
/ formulation faible :
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Formulation forte : Trouver une fonction U telle que :

∆U = F sur Ω \ I(F ).
U ≥ ψ sur Ω.
U = G sur ∂Ω.
U = ψ sur ∂I(F ) : (Dirichlet).
∂nU = ∂nψ sur ∂I(F ) : (Neumann).
(2.14)
La condition de Neumann ci-dessus signifie que la membrane a un contact tangent avec
l’obstacle.
2.4 Topologie et mesure de l’ensemble de coincidence
2.4.1 Ne´cessite´ d’une hypothe`se de non-de´ge´ne´rescence
Pour autant que les donne´es du proble`me (2.2) soient suffisamment re´gulie`res, nous savons
que U est continue donc I(F ) est un compact. Nous nous ne pouvons pas espe´rer de re´gularite´
a priori sur la frontie`re libre si nous ne faisons pas « une hypothe`se de non-de´ge´ne´rescence ».
En effet, concentrons nous sur le cas d’un contact avec re´action nulle µ(F ) = 0 (c’est le
cas du contact aﬄeurant) avec des donne´es Ω, F , G, et ψ de classe C∞. Alors l’ensemble
de co¨ıncidence peut eˆtre vu comme l’ensemble des ze´ros d’une fonction lisse et nous savons
d’apre`s le the´ore`me de Whitney que n’importe quel ferme´ de Ω peut eˆtre l’ensemble des ze´ros
d’une fonction de classe C∞(Ω,R). Il est imme´diat de ve´rifier que l’ensemble de coincidence
peut eˆtre e´gal a` n’importe quel compact de Ω donc que I(F ) peut eˆtre aussi irre´gulier que
l’on veut ! Nous allons montrer que l’hypothe`se ci-dessous est indispensable pour retrouver
de la re´gularite´.
Hypothe`se de non-de´ge´ne´rescence :F −∆ψ ≥ δ0 > 0 p.p. sur Ω. (2.15)
2.4.2 Mesure de la frontie`re libre
Malgre´ ce qui vient d’eˆtre dit, nous avons tout de meˆme des informations sur la mesure de la
frontie`re libre et sa re´gularite´ si les donne´es sont suffisamment re´gulie`res (voir [113] theorem
8.3). Le re´sultat historique suivant date de 1981 et est duˆ a` L. A. Caffarelli [29] :
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The´ore`me 2.4.1 Soient ∂Ω ∈ C2,α, G ∈ C2,α(∂Ω), F ∈ C0,α(Ω) ∩W1,1(Ω) (avec 0 <
α < 1) et ψ ∈ C1,1(Ω) ∩ W3,1loc(Ω), avec ψ(x) < G(x), ∀x ∈ ∂Ω. Faisons l’hypothe`se de
non-de´ge´ne´rescence :
(F −∆ψ) ≥ δ0 > 0 p.p. sur Ω.
Alors la frontie`re libre ∂I(F ) de U solution de (2.2) est de mesure de 1-Hausdorff (note´e
H1) finie, donc de mesure de Lebesgue (surfacique Λ2) nulle, i.e. pour toute une boule B ⊂
B ⊂ Ω (H1(∂I(F ) ∩ B) ≤ C(B)) =⇒ (Λ2(∂I(F )) = 0) (2.16)
Esquisse d’une Preuve pour le The´ore`me 2.4.1 :  Nous esquissons les grandes lignes de
la preuve de la nulite´ de la mesure de Lebesgue en adaptant (pour une force et un obstacle
re´guliers) celle donne´e dans [97] (pour une force et un obstacle constants). Elle se de´compose
en les 3 lemmes suivants :
Lemme 2.4.1 (Lemme de non de´ge´ne´rescence) Avec les notations et hypothe`ses du
The´ore`me 2.4.1 on a ∆U = F sur {U > ψ} et de plus pour tout x0 ∈ ∂{U > ψ}, alors
sup
x∈B(x0,r)
(U − ψ)(x) ≥ r2/4, pour B(x0, r) ⊂ Ω. (2.17)
Preuve du lemme 2.4.1 :  Cela provient du principe du maximum pour la fonction
w(x) = (U−ψ)(x)− 1
4
‖x−x0‖2, pour x0 ∈ {U > ψ}, puis par continuite´ pour x0 ∈ ∂{U > ψ}.

Par application d’une formule de Taylor au voisinage de x0 ∈ ∂{U > ψ} se de´duit que
‖∇U‖L∞(B(x0,r)), en utilisant le lemme 2.4.1 et par l’ine´galite´ des accroissements finis, on
de´montre :
Lemme 2.4.2 (« Lemme de la petite boule positive ») Avec les notations et hypothe`ses du
The´ore`me 2.4.1, il existe δ, r◦ > 0 tel que x0 ∈ ∂I, ∀r ∈]0, r0[,
∃B(y, δr) ⊂ B(x0, r), U − ψ > 0 sur B(y, δr)
Nous allons conclure graˆce au re´sultat suivant [61] the´ore`me 2.9.11 page 158 :
Lemme 2.4.3 Soit A ⊂ Rn un ensemble mesurable, de mesure non-nulle. Alors pour presque
tout x ∈ A,
lim sup
r→0
Λn(B(x, r) ∩ A)
Λn(B(x, r))
= 1 = lim inf
r→0
Λn(B(x, r) ∩ A)
Λn(B(x, r))
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Appliquons le Lemme pre´ce´dant avec A := I qui est compact donc mesurable. Si la mesure
de Lebesgue de ∂I est non nulle, alors il existe au moins un point x0 ∈ ∂I tel que
lim sup
r→0
Λ2(B(x0, r) ∩ A)
Λ2(B(x0, r))
= 1
Or d’apre`s le Lemme 2.4.2, il existe une boule B(y, δr) ⊂ B(x0, r) ∩ (Ω \ I) telle que
Λ2(B(x0, r) ∩ ∂I) ≤ Λ2(B(x0, r))− Λ2(B(x0, δr))
c’est a` dire
lim sup
%→0
Λ2(B(x0, r) ∩ A)
Λ2(B(x0, r))
= 1− Λ2(B(x
0, δr))
Λ2(B(x0, r))
= 1− δ2 . . .
ce qui est absurde.
Remarque 2.4.1 Le re´sultat du The´ore`me 2.4.1 subsiste si nous ne supposons que
(F −∆ψ) ≥ δ0 > 0 p.p. sur I(F ).
Corollaire 2.4.1 Avec les notations et hypothe`ses du The´ore`me 2.4.1, la solution U ve´rifie :
∆U = F1{U>ψ} + ∆ψ1{U=ψ} sur Ω. (2.18)
Preuve :  On sait de´ja` que ∆U ∈ L∞(Ω). Or on a que :
∆U = F sur Ω \ I(F ) := {U < ψ}
∆U = ∆ψ sur
o
I(F ):= Int({U = ψ})
En outre Ω \
(
{U < ψ} ∪ Int({U = ψ}
)
= ∂I(F ) = ∂
o
I(F ) qui est un ensemble de mesure
de Lebesgue nulle, d’ou` le re´sultat. 
Commentaires 2.4.1 Les irre´gularite´s sur la frontie`re libre peuvent-eˆtre de plusieurs na-
tures. Nous savons qu’a priori la zone de contact peut eˆtre e´gale a` n’importe quel compact,
mais l’hypothe`se de non-de´ge´ne´re´scence (2.15) assure que le bord est non-fractal. Cependant
nous allons voir qu’il peut ne pas eˆtre une varie´te´ lisse, meˆme sous (2.15) ! !
Aussi de´finissons l’ensemble de co¨ıncidence essentiel associe´ au proble`me d’obstacle (2.2) :
I? := int(I).
On peut observer que I \ I? est un faux-ensemble de co¨ıncidence, au sens ou` c’est une
partie de la zone de contact non charge´e par la mesure de re´action. En effet, l’obstacle ψ
peut-eˆtre remplace´ par un autre ψ? := ψ − φ, avec φ ∈ D(Ω), sans changer la solution
du proble`me variationnel (2.2), mais alors maintenant I? = {u = ψ?}. Ceci montre que
∂I \ ∂I? = ∂I \ ∂(intI) peut-eˆtre conside´re´ comme non-essentiel ou (Λ2-)ne´gligeable. Ceci
est cohe´rent avec le fait que la mesure de re´action ne charge pas les parties de mesure de
Lebesgue nulle (cf. proposition 2.3.1 et the´ore`me 2.3.6). Ceci apparaˆıt tre`s clairement sur la
figure (2.3.2) ci-dessous, ou` e´videment on a : I? 6= I.
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2.4.3 Principe du maximum et topologie de l’ensemble de co¨ıncidence
Comme nous l’avons de´ja` vu le principe du maximum (et ses variantes) permet de prouver
le the´ore`me 2.4.1. En fait il a de nombreuses implications qui permettent de comprendre
comment une membrane se de´forme, la plus simple et directe e´tant qu’une membrane se
de´forme dans le sens d’application des forces normales :
Proposition 2.4.1 Soit Ω un domaine lipschitzien borne´ du plan. Soit U solution de (2.2),
pour F ∈ L2(Ω), ψ ∈ H1 ∩ C0(Ω) et G ∈ H1/2(∂Ω), ψ < G sur ∂Ω. Alors :
I F ≤ 0 sur Ω =⇒ U ≤ G, p.p. sur Ω.
I De plus I(F ) ⊂ {x ∈ Ω / U [λ(x) ≤ ψ(x)} ou` U [ est la solution du proble`me bilate´ral
suivant : 
Trouver U [ ∈ H1G(Ω) tel que∫
Ω
∇U [∇(v − U [)dΩ = −
∫
Ω
F (v − U [)dΩ
∀V ∈ H1G(Ω).
(2.19)
Ce qui signifie que la zone de contact de (2.2) est contenue dans le domaine de Ω ou` la
solution du proble`me non contraint (2.19) de´passe l’obstacle ψ.
Preuve :  Cela re´sulte de l’application directe du principe du maximum a` U , puis du
principe de comparaison entre U et (U − U [). 
Proposition 2.4.2 Avec les notations et hypothe`se de la proposition 2.4.1, imposons l’hy-
pothe`se de non-de´ge´re´scence (2.15), alors le comple´mentaire de la zone de contact N := Ω\I
est connexe.
Preuve :  Il s’agit d’une adaptation de la preuve du Lemme 6.1. page 174 de [82]. Pour
simplifier posons g = 0 > ψ ∂Ω. Sachant que ∂Ω est connexe alors il existe une unique
composante connexe ω ⊂ Ω \ I dont l’adhe´rence intersecte ∂Ω. Supposons par l’absurde
qu’il existe une autre composante connexe ω′ ⊂ Ω \ I, alors ne´cessairement ∂ω′ ⊂ I. Pour
tout ζ ∈ C∞0 (ω′), ζ ≥ 0∫
ω′
(∇(ψ − U))∇ζ dω′ = −∫
ω′
(
∆ψ + F )
)
ζ dω′ ≥ 0
Ainsi (ψ −U) est une supersolution d’une e´quation elliptique d’ordre 2, donc le principe du
maximum implique (ψ − U)(x) ≥ infω′(ψ − U) ∀x ∈ ω′. Or ∂ω′ ⊂ I donc (ψ − U) ≥ 0 sur
ω′ ce qui contredit ω′ ⊂ Ω \ I. 
Remarque 2.4.2 Il est possible de montrer que le nombre de composantes connexes de
I peut eˆtre quelconque meˆme avec toutes les donne´es de (2.2) lisses, pour des obstacles
de formes quelconques (voir l’exemple [82] p. 182-183). En ge´ne´ral, sans supposer (2.15),
les composantes connexes peuvent eˆtre « troue´es », bien qu’on puisse en limiter le nombre
comme l’on montre´ L. Caffarelli & N. Rivie`re dans [31] :
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Proposition 2.4.3 [31] Soit Ω un C1,1- ouvert connexe du plan. Soit U solution de (2.4),
avec ψˆ,∈ C0(Ω)∩C3(Ω), ψˆ|∂Ω < G := 0, ∆(ψˆ) et ∇
(
∆(ψˆ)
)
ne s’annulent pas simultane´ment.
Alors Ω \ Iˆ n’a qu’un nombre fini de composantes connexes.
Commentaires 2.4.2 Il existe quelques re´sultats sur la convexite´ de l’ensemble de coin-
cidence, en supposant au pre´alable que Ω le soit. Ils ont e´te´ historiquement obtenus par A.
Friedman & D. Philips [60] en dimension deux, puis ge´ne´ralise´s par B. Kawohl [78]
en toute dimension finie, et par R. Monneau, J. Dolbeault [100] pour des ope´rateurs
elliptiques non-line´aires (dont l’ope´rateur de Monge-Ampe`re). Le the´ore`me suivant s’e´tablit
graˆce au principe du maximum en de´montrant que le minimum de la courbure signe´e de ∂I
est plus grand que le minimum de la courbure signe´e de ∂Ω. C’est une confirmation de la
conjecture de Schaeffer, qui se trouve dans [100], proposition 2.
The´ore`me 2.4.2 Soit Ω est domaine borne´ convexe du plan et ∂Ω ∈ C∞. Soient t < 0,
U solution de (2.2), pour F : Ω → R, X 7→ t, ψ ≡ 0, pour tout G > 0 constante sur ∂Ω
l’ensemble de coincidence It := {U = 0} est convexe analytique.
2.5 Ge´ome´trie de la frontie`re libre
L’analyse de la frontie`re libre ne´cessite de connaˆıtre certaines informations sur la topo-
logie de l’ensemble de co¨ıncidence et sur les donne´es. C’est un proble`me vraiment de´licat
dans lequel s’est investi L. Caffarelli. Nous pouvons affirmer que sous des hypothe`ses
suffisantes de re´gularite´ sur les donne´es, nous disposons d’une description assez pre´cise de la
zone de contact et sa frontie`re. En particulier nous savons de´montrer que les seules singu-
larite´s sont de type « cusp », qu’elles sont en nombres fini sur chaque composante connexe
de I. D’un autre coˆte´, D. KInderlehrer et L. Niremberg ont prouve´, graˆce a` la tran-
formation de l’hodographe-Legendre, que si la frontie`re libre est localement un graphe C1,
alors sa re´gularite´ augmente quand on augmente celle des donne´es. Enfin, D.G. Schaeffer
a exhibe´ deux exemples de frontie`re libre pre´sentant des singularite´s pour des domaines, des
forces et des obstacles lisses. Dans l’objectif de suivi de courbe que nous nous sommes fixe´,
connaˆıtre la ge´ometrie de I en terme de re´gularite´, est indispensable pour comprendre la
stabilite´ de la solution par rapport au champ de forces. Ainsi nous ferons apparaˆıtre les liens
existants entre le proble`me de continuation et la Conjecture de Schaeffer.
2.5.1 Tranformation de l’hodographe-Legendre
De´finition 2.5.1 Soit I la zone de contact du proble`me (2.2).Un point Xo ∈ I est Ck-
re´gulier, si la frontie`re libre est localement le graphe d’une fonction χ de classe Ck, avec
k ≥ 1 :
∂I ∩ B(Xo, r) = {X = (x1, x2) ∈ Ω / x2 = χ(x1)}.
Un point est dit singulier s’il n’est pas re´gulier.
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Principe de la Transformation de l’hodographe-Legendre Soit U la solution du proble`me
(2.2). On introduit pour ce proble`me la transformation de l’hodographe-Legendre :
U(X)
HL7−→ w(Y )
 w(Y ) = U(X)− x1y2
Y = (y1, y2) avec y1 = ∂x1U, y2 = x2
Ainsi la frontie`re libre est envoye´e localement sur l’ensemble {y1 = ψ} et l’ensemble {U > ψ}
est envoye´ localement sur {y1 > ψ}. Il devient possible de traduire l’EDP sur u en une
EDP sur w, de telle sorte que les estime´es de Schauder classiques des EDP elliptiques avec
conditions le bord y1 = ψ s’appliquent et fournissent certaine re´gularite´ sur w. En remarquant
que
x1 = −∂y1w
il vient que l’e´quation de la frontie`re libre est
x1 = −∂y1w(y1 = 0, x2)
et donc que la re´gularite´ de la frontie`re libre est celle de ∇w.
C’est sur ce principe que se fonde la preuve du the´ore`me suivant de D. Kinderlehrer
& L. Niremberg paru en 1978 [81].
The´ore`me 2.5.1 Soit Ω un domaine borne´ du plan avec ∂Ω de classe C∞, ψ ∈ C∞(Ω) et
ψ < 0 = G sur ∂Ω. Soit U une solution du proble`me (2.2) avec F ∈ C1 dans un voisinage,
B(Xo, r), d’un point re´gulier (au sens de la de´finition 2.5.1) Xo de la frontie`re libre. Alors
dans ce voisinage
(i) : ∂I ∩ B(Xo, r) ∈ C1,α, ∀α ∈]0, 1[;
(ii) : ∂I ∩ B(Xo, r) ∈ Cm+1,α, ∀m ≥ 1, α ∈]0, 1[, avec F ∈ Cm,α;
(iii) : ∂I ∩ B(Xo, r) est analytique pourvu que F et ψ soient analytiques.
(2.20)
Avec ce the´ore`me il apparaˆıt que plus re´gulie`res sont les donne´es, plus re´gulie`re est la frontie`re
libre en dehors des points singuliers.
2.5.2 Points singuliers et re´guliers de la frontie`re libre
2.5.2.1 Exemples de singularite´s
Dans un article de 1976, D. G. Schaeffer donne deux exemples d’apparition de singula-
rite´s sur la frontie`re libre et ce meˆme quand les donne´es sont re´gulie`res !
Cadre : On se donne un domaine Ω de R2 a` bord re´gulier C∞ et un obstacle ψ analytique.
On se concentre sur le proble`me
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Fig. 2.2 – ∂Ij(0) : j = 1; 2 deux exemples de singularite´s
inf
v∈Kψ,g=0
∫
Ω
|∇v|2 dΩ (2.21)
On se convainc facilement que la solution u∗ du proble`me de minimisation ci-dessus est
harmonique sur Ω \ I(0) et s’annule sur le bord ∂Ω. De plus u∗ ve´rifie la surde´termination
de Dirichlet-Neumann
u∗ ≡ ψ sur I(0), u∗ = ψ et ∇u∗ = ∇ψ sur ∂I(0) (2.22)
puisqu’ on sait que u∗ est C1(∂I(0)).
Re´ciproquement, si I(0) ( Ω est de classe C1 par morceaux, la solution u∗ est donne´e par :
u˘ =
{
u∗(x1, x2) sur Ω− I(0)
ψ(x1, x2) sur I(0)
Pourvu que u ≥ ψ sur Ω− I(0) et ∆ψ ≤ 0 sur I(0).
Ainsi u∗ est uniquement de´termine´e par l’inclusion diffe´rentielle :
−∆u∗ + b(u− ψ) 3 0 (2.23)
Ou` b est le graphe maximal monotone suivant :
b(v) =
{
0 si v > 0
]−∞, 0[ s v = 0
On ve´rifie aise´ment que u˘ est solution de l’inclusion diffe´rentielle ci-dessus. De la` D. Schaeffer
construit I(0) avec la singularite´ voulue et alors determine une solution ve´rifiant (2.22).
Avec un obstacle analytique on peut obtenir le type de singularite´ de la figure 2.3.2. Intuiti-
vement on explique son origine comme suit. Soient deux obstacles Ψo et Ψoo analytiques, qui
fournissent des zones de contact disjointes, borde´es par deux courbes de Jordan analytiques.
Puis conside´rons la famille d’obstacles a` un parame`tre {αΨo(1−α)Ψoo} ayant un ensemble de
coincidence a` deux composantes connexes borne´es par deux courbes de Jordan analytiques.
52
En faisant varier le parame`tre α entre 0 et 1, l’une des deux composantes connexes peut
soit disparaˆıtre soit fusionner avec l’autre et donner Iα(0), c’est ce dernier cas qui se pro-
duit dans l’obtention de la figure 2.3.2, ou` le point double consiste en deux courbes tangentes.
La frontie`re libre : On se place dans le plan complexe C, on utilise la notation complexe
z = x1 + ix2. ψ est l’obstacle, soit alors h holomorphe sur Ω− Ij(0) et h ≡ ∂1ψ − i∂2ψ sur
le bord Cj de la frontie`re libre repre´sente´e par la (figure 2.3.2).
On choisit ψ˜(x1, x2) = −(x21 + x22)/2 comme obstacle.
Cj est de´crit par :
Φj : S1(0, 1) −→ Cj
Φj := (z + z
−1)/2 + Pj(z − z−1)/2 ,  ∈ R
P1(z) := z
2 + 2 + z−1 : pour C1 et pour C2 : P2(z) := (z2 + 2 + z−1)2
A pre´sent regardons la courbe de Jordan Jj, qui contient Cj dans son inte´rieur ge´ome´trique,
de´crite par :
Φj : S1(0, 2) −→ Jj
Soit alors Ij le compact dont le bord est Cj et soit Ωj l’ouvert de Ω dont le bord est Jj.
Il suit du the´ore`me de Cauchy que l’application Φj de la couronne C(0, 1, 2) := {z ∈ C / 1 <
|z| < 2} vers Ωj \ Ij est bijective.
La solution : Avec le choix effectue´ de l’obstacle, il vient que hj(z) = −z¯ sur Ij, d’ou` l’on
de´duit (via Φj) que
hj(z) = −Φj
(
Φ−1j (z)
)
et qu’elle est analytique sur Ωj − Ij.
On de´finit alors sans ambigu¨ıte´ une fonction holomorphe :
u˜j := Re
∫
Ω−Ij(0)
hj(z) dz, avec hj ≡ ∂1u˜j − i∂2u˜j.
Il en vient ∇u˜j = ∇ψ˜ sur Cj, puis par un choix approprie´ de la constante d’inte´gration on
peut s’arranger pour avoir u˜j = ψ˜ sur Cj. On peut alors prouver que
u˜j > ψ˜ sur Ω \ Ij(0) ∪ ∂Ω.
Pour avoir une solution nulle sur le bord de Ω, on conside`re alors la solution Vj de :{
∆Vj = u˜j sur Ω
(
non juste sur Ω− Ij(0)!
)
Vj = u˜j sur ∂Ω
On prend un nouvel obstacle ψj := ψ˜ − Vj qui est re´el analytique, super harmonique et
ve´rifie ψj < 0 sur ∂Ω. On en de´duit que u
∗
j := u˜j−Vj est harmonique sur Ω−Ij(0), satisfait
u∗j > ψj sur Ω \ Ij(0), ve´rifie (2.22) et s’annule sur ∂Ω. Enfin on conclut que Ij(0) est la
zone de contact du proble`me d’obstacle ψ.
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Commentaires 2.5.1 Nous verrons qu’en fait les seules singularite´s qui peuvent ap-
paraˆıtre sur la frontie`re libre - sous l’hypothe`se de non-de´ge´ne´re´scence - sont des points
cuspidaux4 (dits singularite´s de Whitney, points de rebroussement ou encore cusps).
2.5.2.2 Conjecture sur la re´gularite´ ge´ne´rique de la frontie`re libre
Conjecture de Schaeffer [116] : '' We conjecture that generically the weak solution
of the (n-dimensional)-obstacle problem that one obŁtain variationally i a strong
solution, by which we mean that the free boŁundary ∂I(F ) i a C∞-smooŁth (n-1)-
manifold.''
Remarque 2.5.1 Cette conjecture (pour des donne´es lisses) est consistante en toute di-
mension finie n. Elle ne nous concerne que pour le cas n = 2. Une re´ponse partielle dans un
cas simple est donne´e par R. Monneau dans [99] ; nous verrons le re´sultat et un raffinement
a` la section 2.6, apre`s avoir introduit les outils ne´cessaires.
Remarque 2.5.2 Dans la Conjecture de Schaeffer, la notion de ge´ne´ricite´ a` laquelle il est
fait re´fe´rence est de nature topologique (au sens de Baire), car l’espace des fonction C∞(Ω)
est un espace de Fre´chet et qu’on sait que tout espace de Fre´chet est un espace de Baire.
2.5.2.3 L’exemple historique de Lewy-Stampacchia - 1969 [89]
Autant l’annoncer tout de suite, les re´sultats de re´gularite´ sur l’ensemble de coincidence sont
rares et difficiles a` prouver. En ce sens ceux que l’on trouve dans le livre dans [82] et [113] dans
le cas d’une membrane strictement convexe sont pre´cieux car tre`s pre´cis, ils sont quasiment
les seuls de la litte´rature ! Le the´ore`me suivant de´crit la de´formation qu’induit l’application
d’un obstacle strictement concave sur une membrane strictement convexe tendue au dessus
de lui, sans forces exte´rieures. Clairement sa solution, n’est pas de classe C2(Ω).
The´ore`me 2.5.2 Soient Ω un domaine strictement convexe du plan tel que ∂Ω soit de classe
C2,α, p ≥ 2, ψˆ ∈ Cp,α(Ω), ψˆ e´tant un obstacle strictement concave tel que maxΩ ψˆ > 0 et
ψˆ|∂Ω < 0. Alors l’ensemble de coincidence Iˆ du proble`me (2.4) avec G = 0, ve´rifie les
proprie´te´s :
1. Iˆ est un compact, connexe, simplement connexe du plan, e´gal a` la fermeture de son
inte´rieur qui est e´galement connexe ;
2. ∂Iˆ est une courbe simple de Jordan Cp−1,α ;
3. Ω \ Iˆ est home´omorphe a` un anneau.
4 Un point cuspidal, c, d’une courbe de´finie implicitement comme l’ensemble des ze´ros d’une fonction de deux
variables f, est tel que : 8>><>>:
1. f(xc, yc) = 0,
2. ∂xf(xc, yc) = ∂yf(xc, yc) = 0,
3. La matrice de Hessienne f en c est singulie`re.
(2.24)
La forme normale d’un cusp est x3 − y2 = 0, courbe qui peut eˆtre parame´tre´e par x = t2, y = t3.
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2.5.3 Les « blow-up » & les The´ore`mes de L. Caffarelli
Dans cette section nous allons nous inte´resser aux points re´guliers et singuliers (au sens
de la De´finition 2.5.1) de la frontie`re libre. Mais avant cela, rappelons nous que l’ensemble de
co¨ıncidence peut avoir de nombreuses composantes connexes et meˆme une infinite´ avec des
points d’accumulations [82] ! Aussi, il est ne´cessaire de restreindre l’analyse aux composantes
connexes de l’emsemble de co¨ıncidence.
Pour simplifier la pre´sentation nous conside`rerons le proble`me (2.2) sous les hypothe`ses
suivantes : ∣∣∣∣ ∂Ω, F, et ψ sont suppose´s lisses avec G = 1 > ψ sur ∂Ω,F −∆ψ ≥ δ0 > 0 sur Ω. (2.25)
Nous savons que nous ne pouvons pas e´tudier la ge´ome´trie de la frontie`re sans l’hypothe`se
de non-de´ge´ne´re´scence, d’autre part nous pourrions chercher a` affaiblir les conditions de
re´gularite´ sur les donne´es, mais ceci est peu e´tudie´ dans la litte´rature, et n’apporterait rien
de plus a` notre discours, puisque nous visons a` mieux comprendre la conjecture de Schaeffer
pour (2.2). Signalons qu’a` notre connaissance, on ne sait pas e´tudier la ge´ome´trie de la
frontie`re libre de (2.2) dans le cas de chargement F ∈ L2(Ω). . .
2.5.3.1 Notions et re´sultats classiques sur les « blow-up »
L.Caffarelli est le premier a` avoir introduit la notion de « blow-up » comme outil
d’analyse des singularite´s de la frontie`re libre qu’il a abondamment e´tudie´es par la suite.
De´finition 2.5.2 Un « blow-up » de la solution U de (2.2) en Xo, est la suite de fonctions
uεkXo de´finie par :
uεkXo :=
U(Xo + εkX)
ε2k
quand εk → 0
Lorsque cela n’introduira aucune ambigu¨ıte´, on notera simplement :
εn = ε, u
εn
Xo = u
ε.
En particulier
D2uε(X) = D2(U)(Xo +Xε), et donc ‖D2uε‖L∞(Ω) = ‖D2U‖L∞(Ω) < C0.
On a que uε ve´rifie (2.2) sur Ω−Xo
ε
. Si de plus Xo ∈ I, alors U(Xo) = ψ(Xo) = uε(0) et
∇U(Xo) = ∇ψ(Xo) = ∇uε(0). Ainsi en appliquant la formule de Taylor a` l’ordre 1 on
de´duit : ∣∣∣∣∣∣∣∣
‖D2uε‖L∞(B(0,r)) ≤ Co;
‖∇uε‖L∞(B(0,r)) ≤ Cor;
‖uε‖L∞(B(0,r)) ≤ Cor2/2;
supX∈B(0,r) u
ε(X) ≥ r2
4
.
(2.26)
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Proposition 2.5.1 Supposons (2.25). Soient U solution de (2.2) et un blow-up uεkXo
ve´rifiant (2.26). Nous pouvons trouver une fonction u0X◦ : R2 −→ R2 ve´rifiant −∆u0X◦ =
F1{u0
X◦>ψ(X
o)}, u0 ≥ 0 sur R2 et (2.26) tel que 0 ∈ {u0X◦ = ψ(Xo)}, et une sous-suite
(u
εkm
Xo )m telle que pour tout compact K ⊂ R2 on ait :
‖uεkm − u0X◦‖C1(K) m→0−→ 0
Remarque 2.5.3 La fonction limite u0X◦ est appele´e limite du blow-up u
εkm
Xo
. Cette limite
n’est pas unique a priori puisqu’elle de´pend de l’extraction choisie. . .
Preuve :  Pour un rayon fixe´ R > 0, on a l’estimation (2.26), alors on peut appliquer le
the´ore`me d’Arzela-Ascoli, qui nous fournit une fonction limite u0 et une sous-suite conver-
geant vers u0 sur B(0, R). Puis en conside´rant une suite croissante vers l’infini de rayon Rm,
par une extraction diagonale on a l’existence d’une sous-suite convergeant vers u0 en norme
C1(B(0, R)) et ce pour tout R > 0. Donc u0 satisfait a` (2.26), d’ou` 0 ∈ {u0X◦ = ψ(Xo)}. De
plus u0 satisfait (2.2) car la suite (u
εkm
Xo
)m le ve´rifie. Enfin on montre (graˆce a` la convergence
uniforme de (u
εkm
Xo
)m vers u
0 sur les compacts de R2) que
∆u0X◦ = F (X
o), sur {u0X◦ > ψ(Xo)}.
Commentaires 2.5.2 La classification des limites de blow-up a d’abord e´te´ faite en di-
mension 2 par L. Caffarelli et N. Rivie`re dans un article de 1977 [32] par une estimation
de la croissance des de´rive´es secondes de la solution de (2.2) via le principe du maximum
et le the´ore`me de Liouville. En 1999, G. Weiss donna une preuve diffe´rente par une for-
mule de monotonie. Nous en donnons une variante pour (2.2), qui n’est qu’une re´e´criture du
The´ore`me et de la preuve de [97] dans le cas d’une force non constante, pour la dimension 2.
The´ore`me 2.5.3 (Formule de monotonie) Supposons (2.25). Soient U la solution de
(2.2), Xo ∈ Ω avec B(Xo, ro)  Ω. Soit
ΦU,Xo(r) :=
1
r4
∫
B(Xo,ro)
[1
2
|∇U |2 + FU
]
− 1
r5
∫
∂B(Xo,ro)
U2
Alors ΦU,Xo ∈ C1(]0, ro[) et
d
dr
ΦU,Xo(r) =
∫
∂B(Xo,ro)
∣∣∣er · ∇ U(X)‖X −Xo‖2 ∣∣∣2 dΩ ≥ 0,
avec er :=
X−Xo
‖X−Xo‖ . En particulier l’application r 7−→ ΦU,Xo(r) est croissante.
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Preuve :  Notons pour simplifier Xo := 0, puis notons ΨU(r) :=
1
r4
∫
Br
1
2
‖∇U‖2 + FUdΩ
et uεX :=
U(εX)
ε2
. Par l’invariance par changement d’e´chelle :
ΨU(r) = Ψuε(
r
ε
),
d’ou`
d
dε
(
Ψuε(
r
ε
)
)
|ε=1
= 0,
autrement dit
−r d
dr
ΨU(r) +
d
dε
(
Ψuε(
r
ε
)
)
|ε=1
= 0,
mais
d
dε
Ψuε(r)
)
|ε=1
=
1
r4
∫
Br
∇U · ∇V + FV dΩ,
avec
V := X · ∇U − 2U,
donc
d
dr
ΨU(r) =
1
r5
(∫
Br
V
[
−∆U + F
]
+
∫
Sr
V∇nU
)
,
or ∣∣∣∣∣∣
∆U = F quand U > ψ,
V = 0 quand U = ψ,
ainsi
V
[
−∆U + F
]
≡ 0.
Puisque D2U ∈ L∞loc(Ω) toutes les de´rivations sont licites, et il en de´coule :
d
dr
ΨU(r) =
1
r5
(∫
Sr
[
r∂rU − 2U
]
∂rU.
Posons w :=
U
r2
, et calculons ∂rU = 2rw + r
2∂rw puis ∂rU − 2U = r3∂rw en re´injectant
d
dr
ΨU(r) =
1
r5
∫
Sr
r3∂rw
[
2rw + r2∂rw
]
= I +
∫
Sr
(∂rw)
2,
avec
I =
1
r
∫
Sr
∂r(w
2) =
d
dr
( 1
r5
∫
Sr
U2
)
,
ce qui donne la simplification « miraculeuse »
d
dr
ΦU,0(r) =
∫
Sr
(∂rw)
2,
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puisque
ΦU,0(r) = ΨU,0(r)− 1
r5
∫
Sr
U2.
Ce qui termine la preuve. 
Appliquons cela aux blow-up, en suivant [97] :
The´ore`me 2.5.4 Supposons (2.25). Soient U la solution de (2.2), Xo ∈ ∂(Ω \ I(F )), et
u0Xo une limite de blow-up en X
o. Alors :
u0Xo est homoge`ne de degre´ 2, et
Φu0Xo ,Xo(r) = constante = limR→0+
ΦU,Xo(R).
Remarque 2.5.4 Il en de´coule que l’ensemble {u0Xo = ψ(Xo)} est un coˆne.
Preuve [97] :  Pour une sous-suite nous sommes assure´s de la convergence dans C1loc(R2) :
u
εkm
Xo −→ u0X◦ , donc pour r > 0 fixe´ ΦuεkmXo ,0(r) −→ Φu0Xo ,0(r). De l’invariance par changement
d’e´chelle Φu0Xo ,0(r) −→ constante = ΦU,Xo(0+) = limR→0+ ΦU,Xo(R), cette limite existe graˆce
au The´ore`me de monotonie 2.5.3, et elle est finie en vertu des majorations suivantes :∣∣∣∣∣∣
‖D2U‖L∞(B(Xo,r)) ≤ Co;
‖∇U‖L∞(B(Xo,r)) ≤ Cor;
‖U‖L∞(B(Xo,r)) ≤ Cor2/2.
Donc pour tout R > 0, ΦU,Xo(R) ≥ −c > −∞, ce qui justifie bien que Φu0Xo0(r) = ΦU,Xo(0+).
De plus
d
dr
Φu0Xo ,0(r) =
∫
Sr
(
∂r
(u0Xo(X)
‖X‖2
))2
,
alors
u0Xo (X)
‖X‖2 ne de´pend que de θ =
X
‖X‖ , i.e. u
0
Xo(X) = ‖X‖2w( X‖X‖). CQFD.
Graˆce au the´ore`me de Liouville5, on montre que si la mesure l’ensemble de {u0 = ψ(Xo)}
est nulle, il existe une matrice Q positive, syme´trique 2 × 2 de trace tr(Q) = F (Xo) telle
que u0(X) = 1
2
tX · Q ·X ≥ 0. Rappelons que la limite de blow-up ve´rifie le proble`me aux
limites : 
∆U0 = F (Xo)1{u0>ψ(Xo)} sur R2.
u0 ≥ ψ(Xo) sur R2.
u0 ∈ C1,1(R2).
(2.27)
5
The´ore`me 2.5.5 Toute fonction harmonique borne´e sur R2 est constante.
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Sous l’hypothe`se (2.25), toutes les solutions de (2.2) sur R2 qui sont homoge`nes de degre´
2 peuvent eˆtre classifie´es. L. Caffarelli a montre´ que seules deux formes de solutions sont
possibles telles que 0 ∈ {u0 = ψ} :
u0(X) =
1
2
tX ·QXo ·X ≥ 0 avec QXo une matrice positive 2× 2 / tr(QXo) = F (Xo) (S )
u0 =
1
2
(
max
[
0, X · ν])2, avec ν un vecteur unitaire. (R)
A posteriori, on peut montrer que les limites de la forme (R) sont associe´es a` des blow-up
pour des points Xo ∈ I(F ) re´guliers, alors que celles de la forme (S) correspondent a` des
points singuliers au sens de la De´finition 2.5.1. La re´fe´rence [99] (The´ore`me 1.9 et The´ore`me
2.1) donne la classification suivante :
The´ore`me 2.5.6 (Caracte´risation des limites ”simples” de blow-up)
Soient U la solution de (2.2), Xo ∈ ∂(Ω \ I(F )). Supposons (2.25), alors :
– Ou bien limR→0+ Φu0Xo ,Xo(R) = 2α > 0, alors X
o est un point singulier de la frontie`re
libre et donc u0 est une forme quadratique, i.e
u0(X) =
1
2
tX ·QXo ·X ≥ 0
ou` QXo (de´pendant a priori de l’extraction de la sous-suite) est une matrice syme´trique
2× 2 positive de trace tr(QXo) = F (Xo).
– Ou bien limR→0+ Φu0Xo ,Xo(R) = α > 0, X
o est un point re´gulier de la frontie`re libre
et donc il existe un vecteur unitaire ν := νXo ∈ S1 (de´pendant a priori de l’extraction de
la sous-suite) tel que
u0 =
1
2
(
max
[
0, X · ν])2.
Commentaires 2.5.3 On e´crit I(F ) := R ∪ S, ou` R de´signe l’ensemble des points
re´guliers, et S de´signe l’ensemble des points singuliers.
Nous avons souligne´ qu’apriori les limites de blow-up de´pendent de l’extraction choisie. Mais
en fait, les limites de blow-up en un point Xo ∈ ∂I(F ) sont toutes d’une seule forme (R)
ou bien (S). En 1980, L. caffarelli e´tablit par l’ine´galite´ de Harnak que le pour la forme
(R) νXo est inde´pendant de l’extraction sous (2.25). En conse´quence, les limites de blow-up
sont inde´pendant de l’extraction et l’application Xo 7−→ νXo est continue sur l’ensemble R.
Il en vient que la frontie`re libre est localement une C1-courbe sur le sous ensemble R. De
plus d’apre`s le The´ore`me 2.5.1 de Kinderleherer - Niremberg on sait que cette courbe est en
fait C∞ sous les conditions (2.25). Il a fallu attendre 1998 pour que, par des arguments de
compacite´, L. caffarelli de´montre l’inde´pendance a` l’extraction pour les points singuliers
sous (2.25), puisqu’en fait la limite de blow-up u0 est unique et ne de´pend que du point Xo
de la frontie`re libre, [27].
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2.5.3.2 The´ore`me du crite`re d’extreˆme finesse
De´finition 2.5.3 L’e´paisseur de l’ensemble de co¨ıncidence en un point Xo ∈ {U = ψ} de
la solution U de (2.2) est :
epr(X
o) :=
1
r
dm({U = ψ} ∩ B(Xo, r))
ou` le diame`tre minimal d’un ensemble, note´ dm(.), est l’infimum des distances entre deux
paires d’hyperplans paralle`les determinant une bande contenant cet ensemble, avec B(Xo, r)
la boule de centre Xo et de rayon r.
Graˆce a` cette de´finition, nous pouvons e´noncer un crite`re ge´ome´trique de L. Caffarelli
[29] affirmant grosso modo que si la zone de contact a une e´paisseur finie non nulle en un
point Xo alors Xo est re´gulier, plus pre´cise´ment :
The´ore`me 2.5.7 Supposons (2.25). Soient U la solution de (2.2), pour tout r > 0, il existe
une e´paisseur critique e¯pr, avec e¯pr
r→0−→ 0, telle que si :
epr(X
o) > e¯pr
pour un point Xo ∈ ∂I et pour un rayon r > 0, alors le point Xo est C1-re´gulier. De plus la
fonction e¯pr ne de´pend que de ‖D2u‖L∞(Ω) et de dist(Xo, ∂Ω).
Remarque 2.5.5 Dans l’esquisse de preuve du the´ore`me 2.4.1, nous avons e´tabli le lemme
2.4.1 « de la petite boule positive ». Une conse´quence de ce lemme est que l’ouvert Ω \ I
ne peut pas avoir de pointes en forme de cusp, puisqu’on peut trouver une boule de rayon
non-nul aussi proche que l’on veut de son bord. Cependant le the´ore`me 2.5.7 assure que
des singularite´s apparaissent sur la frontie`re libre ∂I quand elle s’e´file jusqu’a` ne plus avoir
d’e´paisseur (meˆme si nous faisons l’hypothe`se de non-de´ge´rescence) !
2.5.3.3 Sur le nombre de points singuliers de la frontie`re libre
En conse´quence du the´ore`me 2.5.1, L. Caffarelli, & N. Rivie`re [31] montre`rent en
1975 le The´ore`me suivant :
The´ore`me 2.5.8 Dans le proble`me (2.2), supposons (2.25). Soit C une composante connexe
de l’inte´rieur de I, alors ∂C est lisse sauf en un fini de points singuliers, et les seules
singularite´s qui peuvent survenir sur ∂C sont des cusps.
En 2003, R. Monneau a encore affine´ les re´sultats pre´ce´dents en proposant une nouvelle
formule de Monotonie de´duite du The´ore`me 2.5.3, voir [99], nous en donnant une version
plus ge´ne´rale (avec (2.25)) en suivant la preuve de [97].
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The´ore`me 2.5.9 (Formule de monotonie pour les points singuliers) Supposons
(2.25). Soient U la solution de (2.2), Xo ∈ S un point singulier avec B(Xo, ro) ⊂⊂ Ω. Soit
v(X) := 1
2
tX ·Q ·X, ou` Q est une matrice syme´trique 2× 2 telle que trQ = F (Xo). Alors
l’application
ΨvU,Xo : r 7−→
1
r5
∫
B(Xo,r)
(
U(Xo +X)− v(X))2 dX
est croissante.
Preuve :  Conside´rons une fonction v telle que pour tout r > 0 Φv,0 = 2α = ΦU,Xo(0+),
ce que ve´rifie le v du The´ore`me. Alors
ΦU,Xo(r)− ΦU,Xo(0+) = ΦU,Xo(r)− Φv,0(r).
De´signons par w := U(Xo + .)− v. En faisant des inte´grations par parties, nous obtenons
ΦU,Xo(r)− Φv,0(r) = 1
r4
∫
Br
1
2
|∇w|2 +∇v · ∇w + Fw − 1
r5
∫
Sr
w2 + 2vw,
=
1
r4
∫
Br
1
2
|∇w|2 + (F −∆v)w − 1
r5
∫
Sr
w2 +
1
r5
∫
Sr
rw∇nv − 2vw,
=
1
r4
∫
Br
1
2
|∇w|2 + (F −∆v)w − 1
r5
∫
Sr
w2 +
1
r5
∫
Sr
w(X · ∇v − 2v),
− 1
r4
∫
Br
1
2
|w∆w + (F −∆v)w + 1
r5
∫
Sr
w(X · ∇v − 2v) + J,
avec
J :=
1
r5
∫
Sr
r
2
w∇nw − w2,
que l’on peut exprimer sous la forme
J =
r
4
d
dr
( 1
r5
∫
Sr
w2
)
.
Or
d
dr
( 1
r5
∫
Sr
w2
)
=
4
r
(
ΦU,Xo(r)−ΦU,Xo(0+)+ 2
r5
∫
Br
(
w∆w−2(F−∆v)w
)
− 4
r5
∫
Sr
w(X·∇v−2v).
Graˆce a` la formule de monotonie nous savons que : ΦU,Xo(r)−ΦU,Xo(0+) ≥ 0 et comme le v
est choisi homoge`ne de degre´ 2 : (X · ∇v − 2v) = 0 tout en ve´rifiant −∆v = F. Par ailleurs
w∆w(X) =
{
0 si U(Xo +X) > ψ(Xo +X)
v si U(Xo +X) = ψ(Xo +X)
∣∣∣∣ ≥ 0,
et donc finalement
d
dr
( 1
r5
∫
Sr
w2
)
≥ 0,
ce qui ache`ve la preuve. 
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En appendice de [99] graˆce a` cette formule de monotonie R. Monneau retrouve a` son tour
l’unicite´ des limites de blow-up en les points singuliers de la frontie`re libre de (2.2) sous
(2.25). Pre´cisons ne´anmoins que I. Blank a mis en de´faut l’unicite´ de la limite de blow-up
d’un point re´gulier si F n’est que continue [16]. Toujours dans [99], en Corollaire de cette
formule de monotonie, on trouve que la forme ge´ne´rale d’un point singulier Xo d’une solution
U (2.2) sous (2.25) est :
U(X) =
1
2
tX ·D2U(Xo) ·X + o(‖X −Xo‖2).
Dans [117], D. Schaeffer observe : « Dans nos exemples (. . .) les points exeptionnels se situent
tous sur l’axe re´el avec au plus deux points exeptionnels par composantes ». Graˆce a` la formule
(2.5.9), R. Monneau [99] e´claire cette observation par la classification suivante :
The´ore`me 2.5.10 Dans le proble`me d’obstacle (2.2), supposons (2.25).
I De´signons par C? une composante connexe de l’ensemble de co¨ıncidence essentiel
I?(F ) := int(I(F ).
Alors il existe une constante
%? := %?
(‖D2(u)‖L∞(Ω), dist(C?, ∂Ω)) > 0
telle que :
(i) Si diam(C?) < %?, alors ∂C? est lisse exepte´ peut eˆtre en au plus deux points singuliers.
(ii) Si diam(C?) ≥ %?, et si X1, X2 ∈ ∂C sont deux points singuliers, alors |X1 −X2| ≥ %
2
.
I De´signons par C une composante connexe de l’ensemble de co¨ıncidence I(F ).
Alors il existe une constante
% := %
(‖D2(u)‖L∞(Ω), dist(C, ∂Ω)) > 0
telle que ∂C soit une union de N courbes lisses, pouvant avoir des points doubles. De plus :
(i) Si diam(C) < %, alors N ≤ 2.
(ii) Si diam(C) ≥ %, et si X1, X2 ∈ ∂C sont deux points finaux, alors |X1 −X2| ≥ %
2
.
I Un point final est ne´cessairement un point cuspidal.
I Un point double est ne´cessairement un point de tangence de deux coubes - mais
jamais l’intersection de deux courbes avec un angle nul.
Commentaires 2.5.4 Ce re´sultat difficile est un raffinement du The´ore`me 2.5.8 ci-dessus,
en ce sens qu’il confirme que chaque composante connexe n’a qu’un nombre fini de points
singuliers et donne une estimation de leur nombre. Le the´ore`me de R. Monneau est plus
pre´cis, en ce sens qu’il fournit une classification ge´ome´trique des composantes connexes de
la zone de contact.
En particulier, nous avons une classification ge´ome´trique comple`te des petites composantes
connexes :
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– une courbe a` deux bouts : deux points cuspidaux.
– une courbe a` deux bouts en le meˆme point : un point cuspidal.
– une courbe ferme´e ayant un point double et sans point final.
Fig. 2.3 – Exemples de cusps au point X◦
2.6 Re´ponses a` la conjecture de Schaeffer en dimension 2
La grande varie´te´ d’informations disponibles pour le proble`me (2.2), a permis de corro-
borer la Conjecture de Schaeffer en dimension 2. Nous en pre´sentons une preuve propose´e
par R. Monneau et discutons de son extension.
2.6.1 Une premie`re re´ponse de R. Monneau
Un proble`me d’obstacle tre`s proche de celui qui nous pre´occupe est celui, e´tudie´ par R.
Monneau, d’une membrane plonge´e dans le champ gravitationnel, fixe´e a` son bord sur un
support rigide que l’on avance vers un obstacle plan. C’est pour ce proble`me mode`le qu’il a
e´te´ obtenu des re´sultats tre`s fins, dans la mouvance des ide´es introduites par L. Caffarelli
et G. Weiss. En particulier dans [99] est donne´e une re´ponse positive a` la conjecture de
Schaeffer dans ce cas particulier.
The´ore`me 2.6.1 (Re´gularite´ ge´ne´rique de la frontie`re libre) Conside´rons
(2.2) pour un champ de forces constant F ≡ 1 avec Ω un domaine borne´e du plan a` bord
analytique, un obstacle plan ψ ≡ 0, et imposons un de´placement uniforme constant t > 0 sur
∂Ω. Alors pour presque tout t > 0 le bord de la frontie`re libre ∂It := ∂{Ut = 0} est analytique.
2.6.2 Variante de la re´ponse de R. Monneau
Forts des observations pre´ce´dentes, nous pouvons donner une variante du the´ore`me 2.6.1,
ou` nous nous fixons le de´placement au bord U|∂Ω = 1 , un obstacle ψ ge´ne´ral, et choi-
sissons une force ve´rifiant l’hypothe`se de non de´ge´ne´rescence. Nous obtenons une version
« radiale » de la Conjecture de Schaeffer en dimesion 2.
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2.6.2.1 E´nonce´ du The´ore`me et le principe de sa De´monstration
The´ore`me 2.6.2 Conside´rons (2.2) avec ∂Ω de classe C∞ (resp. analytique), un obstacle
plat ψ ≡ 0 < G = 1. Choisissons une force F ∈ C∞(Ω) (resp. analytique) ve´rifiant
l’hypothe`se de non de´ge´ne´rescence F ≥ δ0 > 0 sur Ω.
Alors pour presque tout t > 0, la frontie`re libre ∂I(tF ) est C∞ (resp. analytique).
Commentaires 2.6.1 Nous pourrions e´noncer un re´sultat similaire en affaiblissant les
donne´es, par exemple ∂Ω de classe C2,α, ψ ∈ C1,1(Ω), G ∈ C1,1(∂Ω), et Fλ ∈ C1(Ω) ve´rifiant
une hypothe`se de non de´ge´ne´re´scence avec une condition de monotonie.
Nous donnons a` pre´sent le principe de la preuve The´ore`me 2.6.2 qui s’adapte mutatis mu-
tandis de celle du The´ore`me 2.6.1. Pre´cisons que le fait que la frontie`re libre soit C∞ ou
analytique de´pend seulement de la re´gularite´ des donne´es comme nous le savons d’apre`s le
The´ore`me 2.5.1.
Principe de la preuve : Par le changement de variables
U(t) :=
Uλ
λ
,
nous ramenons l’e´nnonce´ du The´ore`me 2.6.2 a` celui du the´ore`me 2.6.1 mais pour une force
F non constante, avec t := 1
λ
, λ > 0.
Pour alle´ger les notations nous posons ψ ≡ 0. Alors Uλ et U(t) ve´rifient :
∆Uλ = F sur Ω \ Iλ,
Uλ = λ sur ∂Ω,
Uλ = 0 sur Iλ,
Uλ ≥ 0 sur Ω.
et

∆U(t) = tF sur Ω \ I(tF ),
U(t) = 1 sur ∂Ω,
U(t) = 0 sur ∂I(tF ),
U(t) ≥ 0 sur Ω.
(2.28)
De´finissons pour tout λ > 0
Sλ := ensemble des points singuliers de l’ensemble de co¨ıncidence de Uλ
S :=
∐
λ>0
Sλ
et
Eλ := {X ∈ Sλ / dim kerQX = 0}, E := {X ∈ S / dim kerQX = 0}
I Structure de l’ensemble de l’ensemble singulier S :
Assertion 0 : Sous les hypothe`ses du The´ore`me 2.6.2, l’ensemble S \ E est contenu dans
une C1-courbe de mesure de Lebesgue line´ique finie et
H1(E) = 0
I Introduisons la fonction h de´finie par h(X) := sup{λ ∈ [0,+∞[ / Uλ = 0}.
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Assertion 1 : La fonction h est Lipschitz-continue sur Ω.
I Graˆce a` la fonction h on dispose d’une nouvelle pre´sentation de la zone de contact :
Assertion 2 :
{X ∈ Ω / h(X) ≤ λ} = {X ∈ Ω / Uλ(X) = 0}
&
{X ∈ Ω / h(X) = λ} = ∂{X ∈ Ω / Uλ(X) = 0}
ILa fonction h a un gradient nul en les points singuliers de la frontie`re libre, pre´cise´ment :
Assertion 3 :
lim sup
X,X′∈S
|X−X′|→0
|h(X ′)− h(X)|
|X −X ′| = 0
I Rappelons la formule de co-aire [61] :
The´ore`me 2.6.3 (H. Federer) Soit A ⊂ Rm un ensemble tel que A \ B soit inclus dans
une C1-k-sous-varie´te´ de k-mesure de Lebesgue finie et Hk(B) = 0, avec k < m. Soit une
fonction f ∈ C0,1(A,R). Alors le gradient ∇f est de´fini Hk-presque partout sur A et :∫
A
|∇f |dHk =
∫
R
Hk−1(f−1(y))dy.
Enfin graˆce a` la formule de co-aire nous montrons que :∫
R+
H0
((
h
)−1
|S (λ)
)
dλ = 0
avec
h−1|S (λ) = Sλ.
Nous allons a` pre´sent e´tayer la de´monstration du The´ore`me 2.6.2.
2.6.2.2 Preuve de l’Assertion 0
Nous donnons ici quelques renseignements sur la structure de l’ensemble des points sin-
guliers, S, qui seront utiles pour la preuve. Rappelons que l’on a note´ :
Sλ := {X ∈ Ω / X est un point singulier de ∂Iλ}, et S :=
⋃
λ>0
Sλ.
Proposition 2.6.1 L’ensemble Sλ est ferme´.
L’ensemble Rλ := {X ∈ Ω / X est un point re´gulier de ∂Iλ} est un ouvert de ∂Iλ, Sλ est
un ferme´ ∂Iλ. L’ensemble S est compact.
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Preuve :  La proposition de´coule des caracte´risations des ensembles Sλ et Rλ via la
formule de monotonie du the´ore`me 2.5.3, avec
Rλ := {X0 ∈ ∂Iλ / ΦUλ,X0(0+) = α}, et Sλ := {X0 ∈ ∂Iλ / ΦUλ,X0(0+) = 2α}.
Donnons-nous une suite (X0k)k de Sλ convergeant vers X
0, supposons par l’absurde que
X0 /∈ Sλ. Alors comme ∂Iλ = Sλ
∐
Rλ, d’ou` ΦUλ,X0(r)
r→0−→ α. Donnons nous un r0 > 0 tel
que ΦUλ,X0(r0) ≤ 32α, mais comme ΦUλ,X0k(r) ≥ ΦUλ,X0k(0) = 2α par passage a` la limite vient
la contradiction. Donc Sλ est ferme´, et puisque Iλ est compact Rλ est ouvert. Remarquons
pour finir que l’ensemble S est ferme´ dans Ω.
Lemme 2.6.1 L’application Q : S −→ M2(R), X 7−→ QX est continue. De plus il existe
un module de continuite´ σ(r) tel que
|QX1 −QX0| ≤ σ(|X1 −X0|) pour tout points X1, X0 ∈ S.
Ici QX est une matrice 2 × 2 positive de trace F (X), qui caracte´rise la limite (unique) de
blow-up du point singulier X.
Preuve du Lemme 2.6.1  L’existe du module de continuite´ provient de l’uniforme conti-
nuite´ sur les compacts. Supposons par l’absurde qu’il n’y ait pas continuite´. Alors il existe
δ > 0 et deux suites de points singuliers (Xk)k et (Y
k)k ∈ S telles que :
|Q(Y k)−Q(Xk)| ≥ δ > 0, quand |Y k −Xk| → 0.
Nous pouvons supposer que h(Y k) ≥ h(Xk) et posons :
V k1 (X) :=
Uh(Xk)(X
k + |Y k −Xk|X)
|Y k −Xk|2
≤ V k2 (X) :=
Uh(Y k)(X
k + |Y k −Xk|X)
|Y k −Xk|2
Apre`s extraction d’une sous suite (indice´e par k′), nous obtenons :
V k
′
1 (X) −→ V 01 (X) =
1
2
tX ·Q1 ·X ≥ 0 avec trQ1 = F (X)
et
V k
′
2 −→ V 02 .
Alors pour |X0| = 1 quelconque :
V k
′
2 (X
0 +X) −→ V 02 (X) =
1
2
tX ·Q2 ·X ≥ 0 avec trQ2 = F (X).
Puis V 01 ≤ V 02 sur R2 implique que Q1 = Q2 donc V 01 = V 02 .
Enfin graˆce a` la formule de monotonie du the´ore`me 2.5.9, de´coule∫
∂B
(V k1 (X)− V 01 (X))2 =
∫
∂B
( tX ·QXk ·X − V 01 (X))2
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∫
∂B
(V k2 (X)− V 02 (X))2 =
∫
∂B
( tX ·QY k ·X − V 02 (X))2
et du fait que V k
′
i −→ V 01 = V 02 , pour i = 1, 2, nous concluons
|Q(Y k)−Q(Xk)| −→ 0,
ce qui est absurde. 
Rappelons le the´ore`me de l’extension de Whitney [61] :
The´ore`me 2.6.4 Soit K un compact de Rd et deux fonctions
z : K −→ Rp, T (z) : K −→ Rp×d
telles que
lim sup
|a−b|→0;a,b∈K
|z(b)−z(a)− T (z(a)) · (b− a)|
|(b− a)| = 0
Alors il existe une application de classe C1, z¯ : Rd −→ Rp, ve´rifiant :
z¯|K = z et (∇z¯)|K = T (z¯)
De´monstration de l’Assertion 0 :  Appliquons le The´ore`me 2.6.4, au voisinage d’un
point singulier Xo tel que : dim kerQXo = k, l’ensemble singulier S est inclus dans une
C1-k-sous-varie´te´ de Ω. En particulier par un argument de recouvrement de´nombrable on
obtient H1(E) = 0. Puis par un meˆme type d’argument, on conclut que l’ensemble ferme´
S \ E est inclus dans une C1-courbe de longueur finie. 
2.6.2.3 Preuve de l’Assertion 3 :
Supposons par l’absurde que cette assertion soit fausse. Alors il existe δ > 0 et deux suites
de points singuliers (Xk)k et (Y
k)k ∈ S telles que :
|h(Y k)− h(Xk)|
|Y k −Xk| ≥ δ > 0, quand |Y
k −Xk| → 0.
Par les e´galite´s de l’assertion 2, on a en particulier :
{Uh(Xk) = 0} 3 Y k
or h est Lipschitz, ce qui donne :
{Uh(Xk) = 0} ⊃ B(Y k, rk), ou` rk := δ
|Y k −Xk|
Lip(h)
.
En introduisant le blow-up : uk(X) :=
U
h(Xk)
(Xk+rkX)
r2k
, en particulier :
uk = 0 sur la boule B(Xk, 1), avec |Zk| = Lip(h)
δ
67
Ceci ache`ve la preuve de l’assertion 3 par contradiction avec The´ore`me de « l’extre`me fi-
nesse » 2.5.7 qui conclut que 0 est un point re´gulier alors qu’il est singulier pour uk !
2.6.2.4 Preuve de l’Assertion 2 :
Tout d’abord nous avons besoin des trois Lemmes suivants :
Lemme 2.6.2 (lemme de non-de´ge´ne´rescence) Avec les notations et hypothe`ses du
The´ore`me 2.6.2, conside´rons Uλ solution du proble`me (2.2), X
o ∈ {Uλ > 0}. Si B(Xo, r) ⊂
Ω, alors :
sup
X∈B(Xo,r)
(
Uλ(X)− Uλ(Xo)
)
≥ r
2
4
.
Preuve :  Il suffit d’appliquer le principe du maximum a` la fonction w(X) := Uλ(X) −
Uλ(X
o)− |X|2
4
sur B(Xo, r) ∩ (Ω \ Iλ) 
Lemme 2.6.3 Avec les notations et hypothe`ses du The´ore`me 2.6.2, pour tout point Xo ∈ Ω,
Xo ∈ ∂{Uh(Xo) = 0}.
Preuve :  Ce lemme est une conse´quence directe du fait que pour λ1 = h(Xo) et pour
tout s > 0 :
Uλ1+s > 0,
en outre par le lemme de non-de´ge´ne´rescence :
sup
X∈B(Xo,r)
(
Uλ1+s(X)− Uλ1+s(Xo)
) ≥ r2
4
.
Puis par la continuite´ de l’application (X,λ) 7→ Uλ(X) en s = 0 :
sup
X∈B(Xo,r)
Uλ1 ≥
r2
4
.

Rappelons que nous avons de´ja` observer (par le principe du maximum) le re´sultat suivant :
Lemme 2.6.4 Avec les notations et hypothe`ses du The´ore`me 2.6.2, soient Uλ et Uλ′ solu-
tions de (2.2) avec Uλ = λ et Uλ′ = λ
′ sur ∂Ω, alors il y a croissance de l’ensemble de
co¨ıncidence au sens suivant :
{Uλ = 0} ⊆ {Uλ′ = 0} si λ′ ≤ λ (2.29)
Passons a` la preuve des deux e´galite´s de l’assertion 2. Par (2.29) et par la continuite´ de
l’application (X,λ) 7→ Uλ(X) il vient
{X ∈ Ω / h(X) ≥ λ} = {X ∈ Ω / Uλ(X) = 0}.
Pour prouver la seconde e´galite´, il suffit d’apre`s le Lemme 2.6.3 de montrer que :
{X ∈ Ω / h(X) = λ} ⊃ ∂{X ∈ Ω / Uλ(X) = 0}.
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Ce qui est une conse´quence du fait que
{X ∈ Ω / h(X) ≥ λ} ⊃ {X ∈ Ω / Uλ(X) = 0},
et du fait que h soit lipschitzienne (Assertion 1) ce qui exclut le cas h > λ. Ce qui ache`ve la
preuve de l’assertion 2.
2.6.2.5 Preuve de l’Assertion 1 :
Commenc¸ons par supposer acquis le re´sultat suivant que nous prouverons plus tard :
Proposition 2.6.2 L’application h est continue.
Pour montrer que h est lipschitzienne, nous avons besoin d’introduire une famille de fonctions
pour δ > 0 et ε > 0, de´finie par :
vε(X) := sup
Y ∈B(X,εδ)
Uλ−δ(Y )
sur-solution (comme nous le prouverons au Lemme 2.6.5) du proble`me d’obstacle (2.6.2) sur
Ω−εδ := {X ∈ Ω / dist(X, ∂Ω) > δ}.
Pour δ > 0 fixe´, en faisant varier continument le parame`tre ε > 0, on prouvera que les
sous-solutions restent au-dessous de Uλ et ce jusqu’a` une certaine valeur critique εc > 0, i.e :
vε ≤ uλ sur Ω−εδ pour 0 ≤ ε ≤ εc := 1‖∇Uλ‖L∞(Ω\Ω−εδ)
(2.30)
Pour ε = εc, on a
dist({Uλ = 0}, {Uλ−δ > 0}) ≥ δεc.
En particulier si Y ∈ ∂{uλ = 0} et Y ∈ ∂{Uλ−δ = 0}, alors
0 ≤ h(Y )− h(X)|X − Y | ≤
1
εc
,
Ainsi en faisant δ → 0, on obtient, en vertu de la continuite´ de l’application (X,λ) 7→
∇Uλ(X)
0 ≤ lim sup
h(Y )>h(X)
h(Y ) , h(X)→λ
h(Y )− h(X)
|X − Y | ≤ ‖∇Uλ‖L∞(∂Ω)
En particulier on conclut
Lip(h) ≤ sup
λ∈R+
‖∇Uλ‖L∞(∂Ω) = ‖∇U∞‖L∞(∂Ω) <∞,
ou` la fonction U∞ solution du proble`me aux limites : ∆U∞ = F sur ΩU∞ = 0 sur ∂Ω (2.31)
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En conclusion, nous avons bien h ∈ C0,1(Ω), si h est continue.
Reste a` de´montrer les re´sultats interme´diaires concernant vε. Par de´finition de vε, si X1 ∈
∂Ω−εδ, il existe X2 ∈ ∂Ω tel que
|X1 −X2| = εδ et [X1, X2] ⊂ Ω \ Ω−εδ
En outre
vε(X1) = sup
Y ∈B(X1,εδ
≤ λ− δ = Uλ(X2)− δ
= Uλ(X
1)− δ + (Uλ(X2)− uλ(X1)) ≤ Uλ(X1)− δ(1− ε‖∇Uλ‖L∞(Ω\Ω−εδ))
Lemme 2.6.5 Ici vε est une sur-solution du proble`me d’obstacle :
 ∆v
ε ≥ F sur {vε > 0} ∩ Ω−εδ
vε ≥ 0 sur Ω
si vε(Xo) = 0, alors vε(Xo +X) ≤ b.X2 avec b := 1
2
‖D2u‖L∞(Ω)
(2.32)
Preuve du Lemme 2.6.5 :  C’est qu’une conse´quence directe du The´ore`me suivant :
The´ore`me 2.6.5 (Une variante de l’ine´galite´ de T. Kato [77]) Soient deux fonc-
tions Lipschitziennes wi, pour i = 1, 2, satisfaisant wi ≥ 0 et ∆wi ≥ 0 sur ω un ouvert, et
avec
∆wi ≥ f sur {wi > 0} ∩ ω, avec f ∈ L1(Ω). (2.33)
Alors w := sup
(
w1, w2
)
satisfait
∆w ≥ f sur {w > 0} ∩ ω.

Conside´rons maintenant l’ensemble ouvert sur lequel vε est plus grand que Uλ :
$ := {vε > Uλ} ∩ Ω−εδ
nous voulons montrer que $ = ∅, tant que ε < εc. Supposons, par l’absurde, le contraire.
Alors graˆce au Lemme (2.6.5) ci-dessus et par le principe du maximum, on obtient :
max
$
(
vε − Uλ
)
> 0
ine´galite´ que l’on peut e´tendre a` ∂$∪
(
Iλ∩$
)
, or ∂$ ⊂
(
∂Ω−εδ
)
∪{vε = Uλ}. Alors graˆce
a` (2.30) on a
vε − Uλ ≤ 0 sur ∂$ tant que ε < εc,
ce que nous pouvons re´sumer sous la forme suivante :{
vε < Uλ sur ∂Ω−εδ
maxX∈Ω−εδ
[(
vε − Uλ
)
(X)
]
≤ maxIλ vε
}
tant que ε < εc. (2.34)
A pre´sent nous allons appliquer une « me´thode de continuite´ » (adapte´e par R. Monneau
de la technique de « sliding method » de H. Berestycki), en trois e´tapes :
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E´tape 1 : Initialisation Par la continuite´ de h (Assertion 3) et par les e´galite´s de l’Assertion
2, il existe ε1 suffisamment petit (et en particulier plus petit que εc) tel que
dist(Iλ, {uλ−δ > −1}) ≥ δε1
En particulier ceci donne
vε = 0 sur ∂Iλ pour ε ≤ ε1
Puis par (2.34), on a
vε ≤ Uλ sur Ω−εδ pour ε ≤ ε1
E´tape 2 : Continuation Soit ∗ := sup{′ ∈ [0, εc] / vε ≤ Uλ sur Ω−εδ pour tout ε ≤ ′},
en particulier on a
v
∗ ≤ uλ sur Ω−∗δ.
Si ∗ < εc, alors par le Lemme 2.6.5 et par le principe du maximum, on de´duit
v
∗
< Uλ sur {v∗ > 0} ∩ Ω−∗δ.
Remarquons que d’un autre coˆte´ comme on a
{v∗ = 0} ⊃ Iλ.
Nous allons prouver que
∂Iλ ∩ ∂{v∗ > 0} 6= ∅. (2.35)
Supposons que (2.35) soit fausse, il vient
dist
(
∂Iλ , ∂{v∗ > 0}
)
= η > 0
ce qui implique
v
∗+s(X) = sup
Y ∈B(X,δ(s+∗))
Uλ − δ(Y ) = sup
Y ∈B(X,δ(s+∗))
sup
Y ′∈B(Y,δ∗)
Uλ − δ(Y ′) = sup
Y ∈B(X,δs)
v
∗
(Y )
Alors il vient
v
∗+s = 0 sur ∂Iλ si s < η
δ
si ∗ + s < εc,
ce qui, graˆce a` (2.34), donne une contradiction avec la de´finition de ∗. Donc (2.35) est vraie,
ce qui permet d’affirmer qu’il existe X3
X3 ∈ ∂Iλ ∩ ∂{v∗ > 0}.
De plus il existe X4 ∈ ∂Iλ−δ tel que |X4 −X3| = δ∗, ce qui a pour consequence
v
∗
> 0 sur B(X4, δ∗).
Graˆce a` (2.34), nous re´sumons les proprie´te´s de Uλ − v∗ dans B(X4, δ∗) sous la forme :
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∣∣∣∣∣∣∣∣∣∣
∆(Uλ − v∗) ≤ 0 sur B(X4, δ∗)
(Uλ − v∗) > 0 sur B(X4, δ∗)
Uλ(X
3) = 0 = v
∗
(X3) avec X3 ∈ ∂B(X4, δ∗).
(2.36)
Ainsi en vertu du principe du maximum de Hopf6, on de´duit
∂ν
(
uλ − v∗
)
(X3) > 0, ou` l’on a note´ la normle exte´rieure ν :=
X3 −X4
|X3 −X4| .
Ce qui induit une contradiction manifeste avec le fait que les fonctions positives Uλ et v
∗
satisfassent : { ∇Uλ(X3) = 0 puisque Uλ ∈ C1,1(Ω).
∇v∗(X3) = 0 puisque v∗(X3 +X) ≤ bX2.
E´tape 3 : Conclusion En conse´quence de ce qui vient d’eˆtre e´tabli on a ∗ = εc.
Ce qui ache`ve de prouver que si h est continue alors elle est lipschitzienne !
.
Finalement Il nous reste donc a prouver la continuite´ de h annoce´e a` la Proposition 2.6.2.
Ce que nous allons faire par perturbation. Soit η > 0 parame`tre de la perturbation : uηλ :=
(1− η)uλ. Pour η suffisamment petit, le principe du maximum implique : uηλ ≤ uηλ′ sur Ω si
λ ≤ λ′. Supposons, par l’absurde, que h ne soit pas continue en Xo ∈ Ω. Alors il existe une
suite Xk −→ Xo telle que |h(Xk)− h(Xo)| ≥ δ > 0. Si on a h(Xk)− h(Xo) ≤ −δ < 0, alors
soit
vk2(X) :=
(
1− ηh(Xk)uh(Xk)(Xo + |Xk −Xo|X)|Xk −Xo|2
≤ vk1(X) :=
(
1− ηh(Xo)uh(Xo)(Xo + |Xk −Xo|X)|Xk −Xo|2
En vertu du Lemme 2.6.3, on a que Xo est un point de la frontie`re libre Ih(Xo). Par le
The´ore`me 2.5.6 on e´tablit que la limite de blow-up v01 ve´rifie avec λ1 := h(X
o) :
1
(1− ηλ1)v
0
1 =

1
2
tX ·Q1 ·X ≥ 0 avec tr(Q1) = 1
ou bien
1
2
(
max
(
X · ν1, 0
))2
La suite (vk2)k a e´galement une limite de blow-up, note´e v
0
2 sur R2.
Rappellons le The´ore`me suivant :
6
Lemme 2.6.6 (Lemme du point du bord ou principe du maximum de Hopf) Soit D un ouvert de classe C2
du plan. Soit w satisfaisant
∆w ≥ 0 sur D, & w ≤M sur D.
Supposons qu’il existe XM ∈ ∂D tel que w(xM ) = M et que w soit continue sur D ∪ {XM}. Alors :
ou bien la normale exte´rieure de w en XM , si elle existe, satisfait ∂νw(XM ) > 0,
ou bien w ≡M sur D.
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The´ore`me 2.6.6 [29] Supposons (2.25), et de´signons par U une solution du proble`me (2.2).
Soit la suite de blow-down (avec κn −→ +∞)
uκn :=
U(κnX)
κ2n
.
Alors apre`s extraction d’une sous-suite κ′n :
uκ
′
n −→ u∞, uniforme´ment sur les compacts de R2
avec
u∞ =

1
2
tX ·Q ·X ≥ 0 avec tr(Q) = F (X)
ou bien
1
2
(
max
(
X · ν, 0))2
Introduisons le blow-down v0,κ2 quand κ→ +∞ de´fini par :
v0,κ2 (X) :=
v02(κX)
κ2
≤ v0,κ1 (X) := v01(X).
C’est alors que le The´ore`me 2.6.6 assure que la limite de blow-down v0,∞2 satisfait, avec
λ2 = limh(X
k) ≤ λ1 − δ :
1
(1− ηλ2)v
0,∞
2 (X) =

1
2
tX ·Q2 ·X ≥ 0 avec tr(Q2) = F (X)
ou bien
1
2
(
max
(
X · ν2, 0
))2
Or le fait que l’on ait :
(1− ηλ2) > (1− ηλ1),
est absurde avec le fait que l’on ait aussi
v0,∞2 ≤ v0,∞1 := v01, sur R2.
On obtient une contradiction similaire avec |h(Xk)− h(Xo)| ≥ δ > 0. 
2.7 Stabilite´ de la zone de contact au sens de D.G. Schaeffer
Nous pre´sentons ci-dessous le re´sultat historique de stabilite´ duˆ a` David G. Schaeffer, de 1975,
allant dans le sens de l’e´tude de la conjecture pre´cite´e, affirmant que ge´ne´riquement ∂I(F )
est une C∞-2-varie´te´. Sa preuve est base´e sur le The´ore`me des fonctions implicites
de Nash-Moser rappele´ dans l’Annexe A. Initialement D.G. Schaeffer s’est appuye´ sur la
formulation propose´e par F. Sergeraert dans [123] en 1972. Cependant la version que
nous en donnons dans l’annexe est un The´ore`me issu de l’article [64] de R.S. Hamilton de
1982.
2.7.1 L’approche ge´ome´trique par le the´ore`me des fonctions implicites
2.7.1.1 Cadre
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Le re´sultat de David G. Schaeffer concerne la stabilite´ par perturbation de (2.2) par
rapport a` F ∈ C∞(Ω), dans le cas particulier d’un obstacle plan ψ ≡ 0 et G = 1∂Ω. Dans ce
cas le proble`me fort s’e´crit : 
∆U = F sur Ω \ I(F ).
U = 1 sur ∂Ω.
U ≥ 0 sur Ω.
∂nU = 0 sur ∂I(F ).
U = 0 sur ∂I(F ).
(2.37)
si nous supposons que I(F ) est une surface lisse.
The´ore`me 2.7.1 Soient Ω un C∞-domaine borne´ de R2, ψ ≡ 0 et G = 1. Conside´rons le
proble`me 
Trouver U re´alisant le minimum
inf
V ∈K0,1
∫
Ω
‖∇V ‖2 + 2FV dΩ
(2.38)
Supposons qu’il existe F ◦ ∈ C∞(Ω) satisfaisant :
(i) : F ◦ ≥ δ0 > 0 sur I(F ◦);
(ii) : I(F ◦) est une surface lisse (C∞);
Alors pour F suffisamment proche de F ◦ dans C∞(Ω), la zone de contact I(F ) est
C∞-diffe´omorphe a` I(F ◦).
Commentaires 2.7.1 Nous allons re´sumer la preuve donne´e dans [117]. Meˆme s’il n’y a
rien de nouveau (modulo la preuve comple`te de la formule de la Proposition 2.7.3) il nous
semble utile de retracer les grandes lignes de cette de´monstration assez technique afin que
les ide´es essentielles et les points de diffe´rence avec le cas de la plaque (que nous verrons au
chapitre suivant) soient plus facilement compre´hensibles et indentifiables.
2.7.1.2 Strate´gie ge´ne´rale de la Preuve selon [117] (section 2. pages 37-38)
D. Schaeffer a d’abord reformule´ le proble`me d’obstacle comme une e´quation fonctionnelle
a` laquelle il a applique´ un the´ore`me des fonctions implicites de Nash-Moser7. Ce
The´ore`me permet de re´soudre l’e´quation T[u, F ] = 0 au voisinage d’une solution particulie`re
7voir Annexe A
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(u◦, F ◦) sous une se´rie d’hypothe`ses portant sur T et ∂uT.
Commenc¸ons par introduire O ⊂ Cσ(Γ◦) × Cσ(Ω) un voisinage de (0, 0), et posons pour
simplifier
‖(u, F )‖λ = ‖u‖λ + ‖F‖λ
puis pour un entier k posons
O ′ : {(u, F ) ∈ O/‖(u, F )‖σ+k < }.
La de´monstration du The´ore`me 2.7.1 utilse le The´ore`me 2.7.2 pour m = 1, σ = 2+α, k = 2.
The´ore`me 2.7.2 [117] Soit T un ope´rateur non-line´aire d’ordre m ve´rifiant les cinq hy-
pothe`ses suivantes pour λ ≥ σ :
– (H1) T : O ′ −→ Cσ−m(Γ◦) tel que T[0, 0] = 0 ;
– (H2) ‖T[u, F ]‖λ ≤ c0
(‖(u, F )‖λ+m + 1) ;
– (H3) ‖T[u, F1]− T[u, F2]‖σ−m ≤ c1 ‖F1 − F2‖σ;
– (H4) ∃ Lu,F ∈ L?(Cσ(Γu), Cσ−m(Γu)) tel que
‖T[u+ w,F ]− T[u, F ]− Lu,F (w)‖σ−m ≤ c2
(‖T[u, F ]‖σ‖w‖σ + ‖w‖2σ) ;
– (H5) ∃ `u,F ∈ L?(Cσ+m(Γu), Cσ(Γu)) tel que ∀(u, F ) ∈ O ′,
(
Lu,F ◦ `u,F
)
(w) := w et
‖`u,F (w)‖λ ≤ c3(λ)
(‖w‖λ+m + ‖w‖0‖ (u, F )‖λ+m).
Alors il existe  > 0 et κ ≥ λ tel que pour tout F tel que ‖F‖κ ≤ , l’e´quation T[u, F ] = 0
soit re´soluble. De plus si F est de classe C∞, alors la solution est e´galement de classe C∞.
Finalement une fois l’e´quation fonctionnelle re´solue, il faut s’assurer que la courbe de´crite
par le couple (u, F ) correspond effectivement a` la frontie`re libre (bordant Iu qui repre´sente
la re´gion de contact) du proble`me d’obstacle (2.38) associe´e a` F . Notons que l’e´quation
T[u, F ] = 0 est re´soluble dans un certain espace de Ho¨lder, sa re´solution dans l’espace des
fonctions C∞ re´sulte du fait que les estimations douces (H1) - (H5) sont ve´rifie´es pour tout
κ ≥ λ (puisque l’espace des fonctions C∞ est gradue´ par les espaces de Ho¨lder Cκ).
2.7.1.3 Ide´e de la Preuve
Posons (U◦, I◦) la solution de (2.38) (i.e. (2.2) avec ψ ≡ 0, G = 1), F ◦ e´tant donne´e
telle que I◦ := I(F ◦), Γ◦ := ∂I(F ◦).
De´finissons l’application :
Υu : X ∈ Γ◦ −→ R2, Υu(X) := X + u(X)n(X),
avec n(X) := n◦(X) la normale unitaire de Γ◦ exte´rieure a` I◦. Cette application Υu permet
de perturber la frontie`re libre actuelle Γ◦ en Γu que l’on va chercher a` identifier comme la
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frontie`re libre du proble`me (2.38) associe´e a` un certain champ de forces F inconnu. De´signons
par Γu l’image de Γ◦ via Υu, et Iu la re´gion borde´e par Γu, Ωu := Ω \ Iu. Il vient naturelle-
ment :
Lemme 2.7.1 Si η > 0 est suffisamment petit, alors pour ‖u‖k ≤ η l’application Υu est un
Ck-diffe´omorphisme de Γ◦ sur Γu.
Soient 0 < α < 1 et O := {(u, F ) ∈ C2,α(Γ◦)× C0,α(Ω) / ‖u‖2+α ≤ η , ‖F − F ◦‖α ≤ η}.
Nous introduisons la fonctionnelle
T : O −→ C1+α(Γ◦)
de´finie pour (u, F ) ∈ O par :
T[u, F ] :=
∂Uu
∂n◦
◦Υu (2.39)
ou` Uu est solution du proble`me aux limites : ∆U
u = F sur Ωu.
Uu = 1 sur ∂Ω.
Uu = 0 sur ∂Iu.
(2.40)
Par des estimations de type Schauder, nous avons :
Lemme 2.7.2 La fonction T[u, F ] appartient a` C1+α(Γ◦).
Preuve :  Soit (u, F ) ∈ O, par composition Υu ∈ C2,α(Γ◦,Γu) si u ∈ C2,α(Γ◦). Donc le
bord de Ωu est au moins de classe C2,α, puisque Ω◦ est suppose´ lisse. Alors de [6] se de´duit
l’estimation suivante :
∂n◦U
u ∈ C1,α(Γu,Ω).
En effet graˆce au The´ore`me 7.3. page 668 de [6] la solution de (2.40) appartient a` Ck+2,α(Ωu)
si F ∈ Ck,α(Ωu). 
Supposons a` pre´sent que nous soyons capables de trouver, pour F ∈ C∞(Ω), une fonction
u telle que :
T[u, F ] = 0, (2.41)
alors Iu repre´sente la re´gion de contact du proble`me d’obstacle (2.38), pourvu que l’on ait
les conditions
F ≥ δ0 > 0 sur Iu, & Uu > 0 sur Ωu,
puisque sous ces conditions :
Proposition 2.7.1 Si Uu solution de (2.40) ve´rifie Uu > 0 sur Ω \ Iu, F ≥ δ0 > 0 sur
Iu, alors la fonction U˜u e´gale a` Uu sur Ω \ Iu et identiquement nulle sur Iu est e´gale a` la
fonction du proble`me (2.38).
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Commentaires 2.7.2 L’utilite´ de l’introduction de la fonctionnelle (2.41) re´side dans
l’e´quivalence ci-dessous : (
T[u, F ] = 0
)
⇐⇒
(
∂n◦U
u = 0 sur ∂I◦
)
,
l’e´quation T[u, F ] = 0 repre´sente donc la donne´e de Neumann sur ∂Iu rapporte´e sur ∂I◦.
2.7.1.4 Me´trique, courbures et diffe´rentielles sur la frontie`re libre
Soit gu la me´trique scalaire (riemannienne) sur Γu, induite par l’application Υu : ∂I◦ −→
R2, i.e la me´trique qui, par rapport a` un syste`me de coordonne´es sur ∂I◦, d’abscisse curviligne
note´ X, a pour expression :
gu :=
∑
l=1,2
[
∂X
(
Υu
)
l
]2
= 1 + (u′(X))2.
De´finition 2.7.1 Nous de´finissons la fonction ~u comme le carre´ de la courbure (normale)
donc inverse du carre´ du rayon de courbure :
~u = 1 +
(
gu
)−1[
∂Xu
]2
= 1 +
(u′(X))2
1 + (u′(X))2
. (2.42)
De´signons ßu := ^(n◦, nu) l’angle que fait la normale n◦ de ∂I◦, avec nu celle de ∂Iu. Il est
alors facile de voir que
~u =
(
cos(ßu)
)−2
.
Dans un espace euclidien, la normale au graphe de u fait un angle avec la verticale ayant
pour cosinus
(
1 + (u′)2
)−1/2
, (2.42) repre´sente la ge´ne´ralisation de cette formule au cas non-
euclidien.
Soit Uu solution de (2.40). Supposons que l’on ait (2.39). Introduisons le syste`me de coor-
donne´es de Γu, (X, t) 7→ X + [u(X) + t]n◦. Clairement pour t = 0, il s’agit du parame´trage
de ∂Iu. Ainsi par la formule de Taylor, pour t ∼ 0, avec (2.39) et (2.37), il vient :
Uu(X, t)∼
=0︷ ︸︸ ︷
Uu(X, 0) +
=0︷ ︸︸ ︷
t∂n◦U
u(X, 0) +
t2
2
∂2n◦U
u(X, 0) (2.43)
Conside´rons a` pre´sent la solution Uu+εv du proble`me aux limites (2.40) ayant pour donne´es
(u+ εv, F ), et cherchons une solution de la forme Uu + εV ; alors V re´sout le proble`me aux
limites :  ∆V = 0 dans Ω
u+εv.
Uu + εV = 0 sur Iu+εv.
V = 0 sur ∂Ω.
(2.44)
D’ou` par (2.43), en posant t = εv il vient que Uu|∂Iu+εv = O(ε
2), donc
T[u+ εv, F ] ∼ ∂n◦Uu(., 0)|∂Iu+εv ∼ ευ∂2n◦Uu(., 0).
IAinsi ∂uT sous la contrainte (2.41) est un ope´rateur multiplicatif, multipliant par ∂2n◦U(., 0)|∂Iu .
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I En ge´ne´ral la de´rive´e partielle par rapport a` u de l’ope´rateur T dans la direction v (c’est-
a`-dire ∂uT([u, F ]; v) :=
d
dε
T [u+ εv, F ] en ε = 0) est donne´e par :
∂uT([u, F ]; v) = ∂nW + v∂
2
nU
u sur Γ◦,
les e´quations ve´rifie´es par le line´arise´ W = d
dε
Uu+εv en ε = 0 , sont
∆W = 0 sur Ωu, W = 0 et W + v∂nU
u = 0 sur Γ◦.
Soulignons que pour de´finir les de´rive´es normales ∂n◦ et ∂
2
n◦ il faut e´tendre les champs dans
un voisinage tubulaire pour ne pas avoir de proble`me pour de´river. Puis nous de´finissons
∂nU = dU.n = 〈GradU, n〉gu comme une fonction nume´rique. En re´ite´rant8 nous tirons
∂2nU = ∂n(∂nU).
Proposition 2.7.2 ∂nuU
u =
√
(~u)∂n◦Uu ◦Υu =
(
cos(ßu)
)−1
∂n◦U
u ◦Υu.
Preuve de la Proposition 2.7.2 :  Puisque ßu := ^(n◦, nu), on peut e´crire en base locale :
n◦ = cos ßunu − sin ßutu & t◦ = cos ßunu + sin ßutu
d’ou`
∂nun
◦ = cos ßu , ∂tun◦ = − sin ßu & ∂nut◦ = cos ßu , ∂tut◦ = sin ßu.

Commentaires 2.7.3 Je veux ici remercier chaleureusement, B. Kolev du L.A.T.P de
Marseille, qui m’a aide´ a` e´tablir la formule suivante, que D. Schaeffer ne prouve pas dans
[117] . . .ce n’est qu’apre`s quelques mois que j’ai su « d’ou` vient le fameux cosinus » . . . et
prouver, a` partir de (2.40), la Proposition suivante.
Proposition 2.7.3 ∂2n◦U
u = cos2(ßu)F, sur ∂Iu pourvu que ∂n◦Uu = 0, sur ∂Iu.
Preuve de (2.7.3) :  Posons U := Uu pour simplifier. Plac¸ons nous dans le voisinage
tubulaire de Γu,TUBε(Γu), de´crit par
TUBε(Γu) := {(χ1, χ2) ∈ Γu × [−ε,+ε] 7−→ γu(χ1) + χ2nu}.
Les coordonne´es locales dans TUBε(Γu) sont : (χ1, χ2), (voir figure 2.3.2). Soit P ∈ TUBε(Γu),
P (χ1, χ2) := γ
u(χ1)+χ2n
u(χ1), γ˙
u tangent a` Γu, et nu normale unitaire. Ainsi ∂χ1P (χ1, χ2) =
γ˙u + χ2n˙
u et ∂χ1P (χ1, χ2) = n˙
u. D’ou`, on obtient des coordonne´es euclidiennes (pour la
me´trique Riemanienne induite, note´e 〈.|.〉g), (~x1 = ∂χ1P‖∂χ1P‖ , ~x2 = ∂χ2P ).
8
Remarque 2.7.1 On utilise la de´finition meˆme de la connexion riemannienne ∇ (le fait que gu est paralle`le) : si
A, B sont des champs de vecteurs et Z un vecteur au point X, on a (en omettant la me´trique en indice) :
– (a) d〈A,B〉.Z = 〈∇ZA,B〉+ 〈A,∇ZB〉 ∇n
est donc la de´rive´e covariante dans la direction n et la formule
– (b) ∂2nU = ∂n(∂nU) = ∂n(〈GradU, n〉) = 〈∇nU, n〉+ 〈GradU,∇n〉
utilise la proprie´te´ (a) de la connexion riemannienne.
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Fig. 2.4 – D’ou` vient le fameux cosinus ?
Assertion 1 :
(
U = 0 & ∂n◦U = 0, sur Γ
u
)⇐⇒ (U = 0 & dU = 0, sur Γu)
I Clairement pour χ2 = 0, il s’agit du parame´trage de Γu. Or sur Γu U = 0, ce qui est
e´quivalent a` U(γu(χ1), 0) = 0, ∀χ1, donc ∂χ1U = ∂χ2U = 0, sur Γu.
Assertion 2 : La de´rive´e seconde de U tangentielle est nulle, sur Γu i.e. ∂2χ2U = 0, Γ
u.
Pour les meˆmes raisons, ∂2χ1χ2U = 0, Γ
u.
I Puisque ∂χ1U(γu(χ1), 0) = 0, ∂χ2U(γu(χ1), 0) = 0 ∀χ1, alors ces fonctions indentique-
ment nulles sont de de´rive´e nulle par rapport χ2.
Assertion 3 : Le Laplacien de U , devient dans ce syste`me de coordonne´es ∆U = ∂2nuU =
F, sur Γu.
I Par de´finition, ∆gU = Div(GradU) = Tr(∇GradU), et dans la base orthonormale (~x1, ~x2),
∆gU = 〈~x1|∇~x1GradU〉g + 〈~x2|∇~x2GradU〉g =
1
‖γ˙u‖2g
∂2χ1U + ∂
2
χ2
U =
1
‖γ˙u‖2g
∂2χ1U.
Or sur Ωu, ∆U = F , d’ou` le re´sultat.
Assertion 4 : Il reste a` voir, pour conclure, que : ∂2n◦U = cos
2(ßu)∂2nuU.
INous avons, ∂2n◦U = ∂n◦
(
∂n◦U
)
= ∂n◦
(
〈GradU |n◦〉g
)
(♠)
= 〈∇n◦GradU |n◦〉g+
(♣)︷ ︸︸ ︷
〈GradU |∇n◦〉g
La formule de Levi-Civita justifie l’e´galite´ (♠) ; puis graˆce a` l’Assertion 1, le terme (♣) est
nul sur Γu.
Ecrivons : n◦ = cos(ßu)∂χ2 +
1
‖∂χ1‖g
sin(ßu)∂χ1 , et GradU =
1
‖∂χ1‖g
(
∂χ1U
)
∂χ1 +
(
∂χ2U)∂χ2
Alors ∇n◦GradU = cos(ßu)∇χ2GradU + 1‖∂χ1‖g sin(ß
u)∇χ1GradU .
En de´veloppant 〈∇n◦GradU |n◦〉g sur Γu, on obtient : ∂2n◦U = cos2(ßu)∂2nuU , car sur Γu,
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le termes ∂2χ2U et ∂
2
χ2χ1
U sont nuls, et que l’angle entre la normale a` Γ◦ et l’axe des χ2 est
cos(ßu). On conlcut alors ∂2n◦U = cos
2(ßu)F, sur ∂Iu. 
En conclusion :
Proposition 2.7.4 L’ope´rateur ∂uT[u, F ] n’est autre que la multiplication par
Lu,F := (~u)−1F ◦Υu
si T[u, F ] = 0, avec Lu,F line´aire continue i.e. dans L?(Cσ(Γu), Cς−2(Γu)).
2.7.1.5 Les Conditions de Nash-Moser via le The´ore`me 2.7.2
Nous pouvons re´soudre l’e´quation fonctionnelle T[u, F ] = 0, par le The´ore`me 2.7.2 (de´duit
du the´ore`me des fonctions implicites de Nash-Moser), dont nous allons discuter la pertinence
de l’application, en e´nonc¸ant et commentant la se´rie des hypothe`ses requises sur T.
Posons 0 < α < 1, ς = 2 + α et ι ≥ ς. Introduisons le espace
O ′α := {(u, F ) ∈ C4+α(Γ◦)× C2+α(Ω) / ‖u‖k+ς ≤  , ‖F‖k+ς ≤ }.
Alors pour tout (u, F ), (u+ w,F ), (u, F1), (u, F2) ∈ O ′α nous supposons :
– (H1) T : Oα −→ C1+α(Γ◦), est un ope´rateur non line´aire d’ordre 1 tel que T[0, 0] = 0 ;
– (H2) ‖T[u, F ]‖ι ≤ c0
(‖(u, F )‖ι+1 + 1) ;
– (H3) ‖T[u, F1]− T[u, F2]‖ς−1 ≤ c1 ‖F1 − F2‖ς , ;
– (H4) ∃ Lu,F ∈ L?(Cς(Γu), Cς−m(Γu)) tel que
‖T[u+ w,F ]− T[u, F ]− Lu,F (w)‖ς−1 ≤ c2
(‖T[u, F ]‖ς‖w‖ς + ‖w‖2ς) ;
– (H5) ∃ `u,F ∈ L?(Cς+1(Γu), Cς(Γu)) tel que
(
Lu,F ◦ `u,F
)
(w) = (w) et
‖`u,F (w)‖ι ≤ c3(ι)
(‖w‖ι+1 + ‖w‖0‖ (u, F )‖ι+1);
Commentaires 2.7.4 (‖.‖ι)ι repre´sente une e´chelle de normes ho¨lderiennes de plus en
re´gulie`res. Par ailleurs, nous avons pose´ : ‖(u, F )‖ς := ‖F‖ς + ‖u‖ς ,
(H2) signifie que l’application est Cι − douce ;
(H3) traduit la continuite´ par rapport a` la seconde variable ;
(H4) T est differentiable par rapport a` sa premie`re variable si T[u, F ] = 0. L’ope´rateur line´aire
Lu,F est une approximation a` erreur quadratique de ∂uT[u, F ].
(H5) Lu,F est inversible a` droite, d’inverse `u,F .
Posons l’inverse a` droite
`u,F :=
1
Lu,F
=
~u
F ◦Υu
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qui est bien de´fini sous les hypothe`ses 2.7.1, pour F proche de F ◦ > 0 sur Γ◦.
On en de´duit qu’avec les notations des The´ore`mes 2.7.1 et 2.7.2, si T ve´rifie les hypothe`ses
(H1)-(H5), alors il existe  > 0 et κ ≥ 2 + α tels que pour tout F ve´rifiant ‖F − F ◦‖κ ≤ ,
∀κ ≥ κ0, l’e´quation T[u, F ] = 0 est re´soluble et la solution est C∞.
Commentaires 2.7.5 Il est ne´cessaire de recourir au The´ore`me de Nash-Moser, car le
the´ore`me des fonctions implicites ne s’applique pas ici car ∂uT : C
ς(Γu) −→ Cς−1(Γu) .
Cette perte de re´gularite´ sur la de´rive´e provient de ce que l’on impose sur la frontie`re libre
des conditions d’ordres diffe´rentiels diffe´rents (Dirichlet - Neumann). En revanche si l’on
conside`re T : C∞(Γu) −→ C∞(Γu), alors l’approximation line´aire de sa diffe´rentielle ∂uT qui
consiste en la multiplication par Lu,F est une bijection de C
∞(Γu) dans C∞(Γu) et donc,
en conse´quence du The´ore`me 2.7.2, cela permet de re´soudre l’e´quation : T[u, F ] = 0 au
voisinage d’une solution particulie`re (u◦, F ◦). Il est possible de se convaincre que ∂uT n’est
pas inversible en ge´ne´ral.
Commentaires 2.7.6 Au regard des techniques employe´es par A. Bonnet & R. Mon-
neau dans [24] base´e sur la The´orie de Nash-Moser, il semble possible de conduire la preuve
du The´ore`me 2.7.1 en appliquant le The´ore`me d’inversion locale de Nash-Moser (donne´ en
Annexe : The´ore`me A.0.1) dans l’espace de Frechet C∞. en posant T[u, F ] := Uu◦Υu sur Γu,
pour (u, F ) ∈ O, ou` Uu est solution du proble`me aux limites :
 ∆U
u = F sur Ωu.
Uu = 1 sur ∂Ω.
∂nuU
u = 0 sur Γu.
2.7.2 Stabilite´ locale : ge´ne´ralisation du the´ore`me de Schaeffer
En conse´quence de la de´pendance continue aux donne´es de la solution de (2.2), L. Caf-
farelli [29] (voir aussi [113]) a obtenu des estimations fines de la mesure de la diffe´rence
syme´trique de deux zones de contact associe´es a` des donne´es suffisamment re´gulie`res sous
une hypothe`se de non-de´ge´ne´re´scence. Ces estimations permettent d’e´tablir un the´ore`me de
« stabilite´ locale » pour la zone de contact, affinant le The´ore`me de Schaeffer 2.7.1, avec
des donne´es moins re´gulie`res. Pour souligner les efforts qui ont e´te´ de´ploye´s autour de ces
questions de stabilite´ nous rappelons sans preuve les e´nonce´s pre´cis donne´s par L. Caffarelli.
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The´ore`me 2.7.3 [113] Plac¸ons nous dans la situation d’un obstacle re´gulier ψ ∈ H2(Ω),
sur Ω un domaine borne´ a` bord lipschitz, F ∈ L2(Ω), G = 0 > ψ sur ∂Ω on a alors :
F1I + ∆U = F + ∆ψ1I , presque partout sur Ω. (2.45)
En outre, si U˜ de´signe la solution attache´e au chargement F˜ ∈ L2(Ω) :
‖F1I − F˜1I˜‖L1 ≤ ‖F − F˜‖L1 + ‖U − U˜‖L1 .
ou` I et I˜ sont les ensembles de co¨ıncidence associe´s a` F et F˜ .
De plus pour ψ˜ ∈ H2(Ω), imposons
∆ψ − F ≥ δ0 > 0, et ∆ψ˜ − F˜ ≥ δ0 > 0 p.p. sur un ensemble mesurable B ⊂ Ω.
Alors il existe C > 0 :
Λ2(I ÷ I˜ ∩B) ≤ C
δ0
(
‖F − Fˆ‖L1 + ‖U − U˜‖L1 + ‖ψ − ψ˜‖W2,1
)
,
ou` la diffe´rence syme´trique I ÷ I˜ est (I \ I˜) ∪ (I˜ \ I).
Commentaires 2.7.7 La formule 2.45, quoique moins fine que la formule du Corollaire
2.4.1, permet de voir (2.2) comme un proble`me aux limites donne´ par une e´quation faisant
intervenir une discontinuite´ non-line´aire repre´sente´e par 1I . Ceci e´tant fortement lie´ au fait
que la re´action dans (2.2) est a` densite´ si les donne´es sont assez re´gulie`res.
Nous pouvons encore une fois souligner le roˆle important de l’hypothe`se de non-de´ge´ne´re´scence
sans laquelle les formules ci-dessus n’ont plus de sens ! De`s que celle-ci est ve´rifie´e (meˆme
localement) les zones de contact sont proches (localement) si les donne´es le sont.
The´ore`me 2.7.4 [29] Soient ψ, ψ˜ ∈ C2,α(Ω), sur Ω un domaine a` bord C1,1, g = 0 sur ∂Ω,
f, f˜ ∈ C0,α(Ω) ve´rifiant :
∆ψ − F, et ∆ψ˜ − F˜ ≥ δ0 > 0 p.p. sur une boule B ⊂ Ω. (2.46)
Supposons que ∂I ∩ B soit un graphe parame´tre´ par φ ∈ C1, alors pour B ⊂⊂ B tel que
∂B ∈ C0,1, il existe C > 0 et β0 > 0 tel que si
β := ‖F − Fˆ‖L1 + ‖U − U˜‖L1 + ‖ψ − ψ˜‖W2,1 ≤ β0
tel que ∂I˜ ∩ B est e´galement un graphe parame´tre´ par φ˜ ∈ C1 avec localement dans B :
‖φ− φ˜‖C0,αo ≤ Cβ
1−αo
2 , 0 ≤ αo < 1.
Commentaires 2.7.8 En supposant que la frontie`re libre soit localement de classe Cm+1,α,
pour des petites perturbations des donne´es dans la meˆme classe de re´gularite´ (F, ψ ∈ Cm,α),
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sous l’hypothe`se de non-de´ge´ne´renscence (2.46) la frontie`re perturbe´e reste proche et locale-
ment de meˆme re´gularite´.
Il s’agit donc d’une ge´ne´ralisation locale du the´ore`me de stabilite´ de Schaeffer, admettant la
perturbation des obstacles (non plats).
2.8 Continuation pour le proble`me de l’obstacle pour une mem-
brane
2.8.1 Pre´sentation du cadre et des objectifs
Nous voulons savoir comment e´volue la de´formation d’une membrane au voisinage d’un
obstacle quand le chargement varie. L’ide´e de continuation nume´rique est motive´e par
l’e´tude des instabilite´s (points de bifurcation ou de retournement) des membranes en grandes
de´formations dans ce cas contraint. Il est naturel en premier lieu de se questionnner sur
la continuation pour (2.2), i.e. quand la force varie proportionnellement a` une donne´e
F ∈ L2(Ω). C’est pourquoi le chargement dans (2.2) devient tF et on s’inte´resse a` la courbe
t 7−→ U(t) (ou` t ∈ R+) dans le proble`me suivant, avec F ∈ L2(Ω) :
Trouver U(t) ∈ Kψ,G tel que∫
Ω
∇U(t)∇(V − U(t))dΩ ≥ −t
∫
Ω
F (V − U(t))dΩ
∀V ∈ Kψ,G.
(2.47)
Nous avons vu que ce proble`me peut se formuler en termes de projection :
U(t) = prK(t∆
−1(F )),
ou` prK est l’ope´rateur de projection sur le convexe K := Kψ,G pour le produit scalaire de´fini
par la forme biline´aire a (associe´e au premier membre de (2.47)) sur H10(Ω), et ∆−1 est
l’ope´rateur de Green9 associe´ a` a. L’e´tude de la courbe t 7→ U(t) ne peut pas se faire graˆce
au the´ore`me des fonctions implicites classiques puisque prK n’est pas Fre´chet diffe´rentiable
en ge´ne´ral.
Nous savons tout de meˆme que la courbe t 7→ U(t) est lipschtizienne ( C0,1(R+,H1G(Ω))).
Commentaires 2.8.1 Graˆce aux The´ore`mes 2.7.1 et 2.6.2, nous avons un re´sultat de
diffe´rentiabilite´ dans le cas ou` toutes les donne´es sont lisses. Dans (2.47) dans le cas ou`
∂Ω une courbe C∞, ψ un obstacle C∞, avec ψ < 1 = G sur ∂Ω, et F ∈ C∞(Ω), ve´rifiant
F − ∆ψ ≥ δ0 > 0 sur Ω. Alors aux points t tels que It est une surface lisse la fonction
t 7→ U(t) est C∞. Du The´ore`me 2.6.2, nous de´duisons que pour presque tout t ∈ R+,
t 7→ U(t) est C∞. Cependant nous ne savons pas dire si pour une force donne´e la zone de
contact est ou non re´gulie`re. Le The´ore`me de stabilite´ de Schaeffer peut eˆtre vu comme une
re´sultat de sensibilite´ dans C∞, mais avec une hypothe`se sur la nature de la zone de contact,
9C’est a` dire pour tout Z ∈ L2(Ω), −∆W = Z sur Ω et W = 0 sur ∂Ω.
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ce dont nous souhaiterions bien se passer. De plus nous ne savons rien dire pour le moment
du cas ou` F ∈ L2(Ω) : c’est le propos de la section suivante.
2.8.2 De´rive´e conique pour le proble`me d’obstacle (2.2)
Dans cette section, nous allons nous inte´resser aux proprie´te´s de de´rivabilite´ conique pour
le proble`me (2.2), afin d’obtenir un de´veloppement limite´ de sa solution, i.e. que dire de ∂FU ?
Puisque le coˆne convexe des de´placements cine´matiquement admissibles Kψ est polye´drique,
nous pouvons alors appliquer la the´orie de l’analyse de sensibilite´ pre´sente´e dans l’Annexe
B dans le but de connaˆıtre une de´rive´e directionnelle de la solution du proble`me d’obstacle
(2.2) par rapport a` la commande que nous avons choisie a` savoir la force F . D’apre`s les
re´sultats de re´gularite´s pre´ce´dents, nous savons que la re´action µ(F ) = F − ∆U ∈ L2(Ω).
Nous donnons l’expression de l’espace tangent10, des coˆnes normal et critique.
TK(U) := {U ∈ H10(Ω) / U ≥ 0 q.p. sur {U = ψ}},
NK(U) := {µ ∈ L2(Ω) ∩M+(Ω) / µ({U > ψ}) = 0)},
CrK(U0) := {Z ∈ H10(Ω) / Z ≥ 0 q.p. sur I(F0), Z = 0 q.p. sur Supp(µ)}.
Graˆce au the´ore`me B.0.3 on peut e´noncer :
The´ore`me 2.8.1 Soit Ω un domaine borne´ de classe C2 de R2, ψ ∈ L∞(Ω) ∩ H1(Ω),
ψ|∂Ω < 0. Dans le proble`me (2.2) l’application F 7−→ U(F ) de L2(Ω) dans H10(Ω) est di-
rectionnellement diffe´rentiable et sa C-de´rive´e dans la direction H est la solution Z0 du
proble`me
min
Z∈CrK(U0)
∫
Ω
1
2
‖∇Z‖2 +HZdΩ,
i.e Z0 := U
′
0(., H) si F := F0 + tH ∈ L2(Ω) avec t > 0 et U0 solution de (2.2) associe´e a` F0.
C’est a` dire que U admet le de´veloppement limite´ suivant :
U(F ) = U(F0) + tZ0 + o(t), avec t ≥ 0.
La condition ψ ∈ L∞(Ω) ∩ H1(Ω) indique que l’obstacle ψ est borne´ et autorise ψ a` n’eˆtre
que C1mcx ∩ C0(Ω). Il existe des situations ou` le coˆne critique est un espace vectoriel, ce qui
simplifie l’expression de cette de´rive´e.
Proposition 2.8.1 Avec les notations et hypothe`ses du The´ore`me 2.8.1, si le coˆne critique
de (2.2) est un espace vectoriel alors F 7−→ U(F ) est Gaˆteaux-de´rivable en F0 dans la
direction H et sa G-de´rive´e ve´rifie : ∆Z0 = H dans Ω \ I(F0),Z0 = 0 sur ∂Ω,Z0 = 0 sur ∂I(F0). (2.48)
10Nous renvoyons l’annexe pour la de´finition de la capacite´ Cap1, et a` [20] pour les proprie´te´s classiques relatives
aux proprie´te´s ve´rifie´es Cap1-quasi-partout (q.p).
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Quand le contact est aﬄeurant CrK n’est pas un espace vectoriel. C’est l’inverse si l’hypothe`se
de non-de´ge´ne´re´scence est ve´rifie´e sur une zone contact assez re´gulie`re11 .
Proposition 2.8.2 Avec les notations et hypothe`ses du The´ore`me 2.8.1, l’hypothe`se de
contact franc entre la membrane et l’obstacle (i.e. supp(µ(F0)) = I(F0), e´galement appele´e
comple´mentarite´ stricte) est e´quivalente a` la line´arite´ du coˆne critique qui dans ce cas s’e´crit :
CrK(U0) := {Z ∈ H10(Ω) / Z = 0 q.p. sur I(F0)}.
En particulier cette condition est satisfaite sous l’hypothe`se de non-de´ge´ne´re´scence
F0 −∆ψ ≥ δ0 > 0 sur I(F0), avec un obstacle ψ ∈ C2(Ω)
et en supposant que I(F0) est un parfait non vide (a` un ensemble de capacite´ nulle pre`s)
ayant un bord re´gulier sauf en nombre fini de point.
F. Mignot [95] a discute´ des proprie´te´s de de´rivabilite´ ge´ne´rique et presque partout pour
les applications lipschitziennes. Le the´ore`me suivant se rapproche de l’ide´e de la Conjecture
de Schaeffer.
The´ore`me 2.8.2 Conside´rons le proble`me (2.2), Ω un domaine borne´ de classe C2 de R2,
F ∈ L2(Ω) , ψ ∈ L∞(Ω) ∩H1(Ω), ψ|∂Ω < 0, alors :
• Pour p ≥ 2, il existe un ensemble ne´gligeable de Lp(Ω), note´ N , tel que pour tout
F ∈ Lp(Ω) \N , l’application F 7−→ U(F ) est Gaˆteaux-diffe´rentiable.
• Il existe un ensemble ne´gligeable de L2(Ω), note´ N , tel que pour tout F ∈ L2(Ω) \N ,
l’application F 7−→ U(F ) est Fre´chet-diffe´rentiable.
Commentaires 2.8.2 Ce the´ore`me provient d’une proprie´te´ de diffe´rentiabilite´ des ap-
plications Lipschtiziennes entre espaces de Hilbert se´parables qui n’est pas ge´ne´rique en ce
sens que le comple´mentaire de N n’est pas force´ment un Gδ, (c.f. Remarque 3 de [95] Il est
donc plus faible que le the´ore`me de Monneau, et ne re´pond pas a` la Conjecture de Schaeffer.
D’apre`s la proposition 2.8.2 la diffe´rentiabilite´ de l’application F 7−→ U(F ) n’est pas e´quivalente
a` la re´gularite´ de I(F ).
2.8.3 Evolution de la zone de contact en fonction du chargement et de´rive´e
2.8.3.1 Exemple 1 : « obstacle plat »
Soit Ω le disque unite´ du plan, on cherche la solution de (2.2) axisyme´trique pour un
obstacle ψ ≡ −1, soumise a` F (x, t) = t.
La solution (voir figure 2.5) en fonction du parame`tre t est de la forme :
11Rappelons qu’un parfait est un compact e´gal a` la fermeture de son inte´rieur.
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– Pour t ≤ 4, Ut(r) = t
4
(r2 − 1); 0 ≤ r ≤ 1.
– Pour t > 4 , Ut(r) = −1; pour 0 ≤ r ≤ R, et pour R ≤ r ≤ 1
Ut(r) =
r2
(2R2 ln(R) + 1−R2)+
(
−1+ (1−R
2)
(2R2 ln(R) + 1−R2)
)
ln(
r
R
)− 1
(2R2 ln(R) + 1−R2) ,
avec
t =
4
(2R2 ln(R) + 1−R2) .
Le calcul direct de la de´rive´e conique de (Ut par rapport a` t) montre bien qu’elle est solution
du proble`me de Dirichlet sur le comple´mentaire de l’ensemble de co¨ıncidence annoce´ par le
The´ore`me 2.8.1 :
– Pour t ≤ 4, d+
dt
Ut(r) =
1
4
(1− r2); 0 ≤ r ≤ 1.
– Pour t > 4, d
+
dt
Ut(r) = 0 ; pour 0 ≤ r ≤ R, et
d+
dt
Ut(r) =
1
4
(1− r2) + R
2 ln(r)
2
+ tRR′ ln(r); pour R ≤ r ≤ 1, avec RR′ ln(R) = − 1
t2
.
Fig. 2.5 – graphe de la de´formation d’une membrane circulaire sur un obstacle plan
2.8.3.2 Exemple 2 : « obstacle pointu »
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• Examinons la de´formation d’une membrane e´lastique line´aire de forme circulaire sous
chargement constant F (x, t) = t et place´e au dessus d’un obstacle « pointu »). Posons
r :=
√
x2 + y2, Ω = B(0, 1) ⊂ R2, ψ(r) = −1− r.
Dans ce cas, la solution (voir figure 2.6) de (2.2) est axisyme´trique et explicite :
– t < 4, U(r, t) =
t
4
(r2 − 1) : Solution e´quation, la membrane ne touche pas l’obstacle.
– t = 4, U(r, t) = (1− r2) : Point de transition, la membrane touche l’obstacle en r = 0
et le contact est aﬄeurant.
– t > 4, U(r, t) = −1 − r si r < y et U(r, t) = t
4
r2 + a ln(r) − t
4
la membrane touche
l’obstacle suivant le disque B2(0, R) et le contact est franc, avec t fonction monotone
de R (voir figure 2.7) :
t = 4
[ −1−R +R ln(R))
R2 − 2R2 ln(R)− 1)
]
telle que 4
[ −1−R +R ln(R))
R2 − 2R2 ln(R)− 1)
]
R→0−→ 4,
et
a = −R− t
2
R2.
Fig. 2.6 – allure du graphe de la solution de (2.2) pour ψ(x, y) := −1−
√
x2 + y2
• Rappelons que le proble`me de l’obstacle pour le fil e´lastique line´aire (en petites de´formations)
est de´crit par : 
Trouver u ∈ Kψ = {v ∈ H10(−1, 1) /v ≥ ψ},∫ 1
−1
u′(v − u)′ dx ≥ −
∫ 1
−1
f(v − u) dx, ∀ v ∈ Kψ.
(2.49)
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Fig. 2.7 – monotonie de t en fonction de R.
Si nous choisissons (x, t) 7−→ f(x, t) := t et x 7−→ ψ(x) = −1 − |x| la solution (voir figure
2.8) de (2.49) s’e´crit :
– t < 2, u(x, t) =
t
2
(x2 − 1) : Solution e´quation, le fil ne touche pas l’obstacle.
– t = 2, u(r, t) = (x2 − 1) : Point de transition, le fil touche l’obstacle en x = 0 et le
contact est aﬄeurant.
– 2 < t ≤ 4, u(x, t) = t
2
x2− (−1 + t
2
)|x| − 1 : Point de transition, le fil touche l’obstacle
en x = 0 et le contact est franc avec Cap1({u = ψ} > 0 et Λ1({u = ψ}) = 0.
– t > 4, u(x, t) = −1−|x|, si |x| < 1−2√t, et u(x, t) = t
2
x2−(1+t−2√t)|x|+1+ t
2
−2√t
sinon : le fil touche l’obstacle sur un segment {u = ψ} := [y, y] et le contact est franc,
avec y = 1− 2√
t
.
2.8.3.3 Exemple 3 : « obstacle a` deux bosses »
S-N.Chow & J.Mallet-Paret [33] ont e´tudie´ la structure de la zone de contact de
(2.2) par perturbation d’un obstacle a` deux bosses. Pour cela ils se donnent un ouvert Ω ⊂ R2
re´gulier (i.e a` bord C∞),un obstacle ψ : Ω −→ R de classe C∞, avec ψ, sur ∂Ω tel que le
graphe de ψ := ψ(ε1,ε2) qui ait exactement deux maxima relatifs, vus localement comme
deux obstacles strictement concaves de hauteurs ε1, ε2, sur lequel est e´tire´e une membrane
e´lastique fixe´e a` 0 a` son bord ∂Ω. De plus entre les deux maxima relatifs de ψ, imposons
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Fig. 2.8 – allure du graphe de la solution de (2.49) pour ψ(r) := −1− |x|
qu’il n’y ait qu’un point critique qui soit un point selle non de´ge´ne´re´ Xs.
The´ore`me 2.8.3 [33] • Supposons que les deux maxima locaux de ψ soient de meˆme ordre
au voisinage de ze´ro, i.e ve´rifient :
a1 ≤ ε1
ε2
≤ a2, ou` εj > 0 & aj > 0.
Alors la frontie`re libre ∂I consiste en deux courbes de Jordan de classe C∞, note´es Γj dans
un ε-voisinage des deux maxima de ψ. Le voisinage en question est l’inte´rieur d’une ellipse
que l’on peut expliciter.
• Plus ge´ne´ralement pour ε1, ε2 ∈]εmin, εmax[, la frontie`re libre est de la forme ∂I = Γ1∪Γ2,
ou` Γj est une C
∞-courbe de Jordan, ou point ou bien vide, au voisinage d’un pic. De plus il
existe deux fonctions monotones continues ε¯j(ε3−j) telles que :
1. pour ε2 < ε¯2(ε1), Γ1 est une courbe et Γ2 = ∅,
2. pour ε2 = ε¯2(ε1), Γ1 est une courbe et Γ2 est un point,
3. pour ε2 < ε¯2(ε1), Γ1 et Γ2 sont deux courbes et ε1 > ε¯1(ε2).
Remarque 2.8.1 La perturbation lisse de l’obstacle n’engendre pas de singularite´, mais
change la nature topologique de la zone de contact.
A pre´sent appliquons une force constante F = t sur la membrane avec ψ tel que ε1 = ε2.
Alors quand t augmente la zone de contact a deux composantes connexes borde´es toutes les
deux par une courbes de Jordan C∞ tant que le Xs /∈ It. De`s que t > ∆ψ on peut assurer
que la courbe la frontie`re libre ∂It est de classe C∞. La transition s’effectue via un point
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singulier double en un certain ts en lequel il existe une de´rive´e au sens de Gaˆteau mais pas
au sens de Fre´chet.
2.8.3.4 Exemple 4 : « contact aﬄeurant sur un disque »
Nous nous inte´ressons a` la de´formation sur un plan ψ = −1 d’une membrane circulaire,
Ω := B2(0, 1) ⊂ R2 par une force F := t1
Ω\B2=(0,R1) constante uniforme sur Ω \ B
2
(0, R1)
avec (R1 < 1). Dans ce cas la de´formation de la membrane grandit avec t tant qu’elle ne
touche pas l’obstacle, puis le contact s’effectue alors sur tout le disque B2(0, R1) sans re´action
(contact aﬄeurant). Enfin l’ensemble de co¨ıncidence devient un dique de rayon R > R1 avec
contact franc sur B2(0, R) \ B2(0, R1). De`s qu’une zone de contact commence a` apparaˆtre,
seule une de´rive´e conique de la solution U existe, puisque le coˆne critique n’est pas un espace
vectoriel.
Commentaires 2.8.3 La de´rive´e conique co¨ıncide avec la Gaˆteaux-de´rive´e quand CrK est
un espace vectoriel. En particulier d’apre`s la Proposition 2.8.2 si F ∈ L2(Ω), et ψ ∈ H2(Ω)
un nombre fini de points singuliers de types cusps n’influencent pas l’existence de la de´rive´e
premie`re. Par contre, les changements de nature topologique de la zone de contact empeˆchent
d+
dt
Ut la de´rive´e conique de Ut d’eˆtre continue en t, voir (2.8.1).
Choisir les donne´es F ∈ L2(Ω), et ψ ∈ H2(Ω) impose une re´action a` densite´, par contre si ψ ∈
L∞(Ω)∩H1(Ω) alors il existe des situations ou` certaines solutions du proble`me de l’obstacle
pour un fil e´lastique (2.49) au voisinage d’un point de transition ve´rifient Cap1({Ut = ψ}) > 0
avec pourtant Λ2({Ut = ψ}) = 0, donc une re´action qui n’est plus a` densite´ (voir figure 2.8).
La perte de l’existence de Gaˆteaux-de´rive´e a lieu quand le contact est aﬄeurant sur des
zones de capacite´ non-nulle.
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Chapitre 3
LE PROBLEME D’OBSTACLE
POUR UNE PLAQUE EN PETITES
DEFORMATIONS : RESULTATS
GEOMETRIQUES DE STABILITE
'' Le yeux de lenfant sont de étoŁile. Ce n'est pa de la poésie, c'est de la
science.''
Thich Nhat Hanh
Nous allons a` pre´sent nous inte´resser a` la fac¸on dont une plaque e´lastique, encastre´e
sur son bord, entre en contact avec un obstacle rigide, alors qu’elle est soumise a` un champ de
forces variable. Nous e´tudions, comme au Chapitre II, le cas des de´formations line´arise´es dans
le cadre de la the´orie de Love-Kirchhoff. Nous rappelons l’e´criture de ce mode`le comme un
proble`me a` frontie`re libre re´gi par une ine´quation variationnelle d’ordre quatre. Les recherches
sur les plaques line´aires en contact unilate´ral ont e´te´ initie´es dans les anne´es 1980, graˆce a`
elles nous disposons de re´sultats d’existence, d’unicite´, de re´gularite´ de la solution, que nous
synthe´tisons brie`vement. D’autres plus rares concernant la nature topologique et ge´ome´trique
de l’ensemble de co¨ıncidence, sont ici rapidement pre´sente´es et comple´te´es. Apre`s quoi nous
aborderons le proble`me de la stabilite´, a` propos duquel seules sont disponibles quelques e´tudes
de B. Schild et D. Adams. Il s’agit en fait de re´sultats assez techniques de convergence dans
l’espace H3loc. Nous poursuivrons par l’e´nonce´ et la preuve d’une adaptation du the´ore`me
de stabilite´ de Schaeffer au cas du bilaplacien en pre´sence d’un obstacle plat. Puis nous
discutons de la fac¸on dont on peut traiter le cas d’un obstacle lisse de forme ge´ne´rale. Nous
commentons ensuite sur quelques exemples la ne´cessite´ des hypothe`ses assurant la stabilite´
de la zone de contact.
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3.1 Pre´sentation du proble`me et premiers re´sultats
3.1.1 Cadre & Hypothe`ses
Afin de pouvoir prendre en compte le phe´nome`ne de contact entre une plaque mince line´airement
e´lastique et un obstacle, nous supposons dans toute la suite eˆtre dans la configuration sui-
vante :
– Au-dessous de la plaque est place´ un obstacle se comportant comme un solide rigide. Il
est repre´sente´ par le graphe de la fonction ψ : Ω −→ R~e3.
– Le contact entre la plaque et l’obstacle s’effectue sans frottement.
Du coup, la re´action de l’obstacle a` l’appui de la plaque sous le chargement ~F est note´e
µ(~F ), elle est positive et porte´e par ~e3.
Finalement l’e´quilibre local de la flexion d’une plaque mince e´lastique soumise a` un champ
de forces F := F3 normale, encastre´e sur son bord ∂Ω, et place´e au dessus d’un obstacle
rigide ψ s’e´crit : 
D∆2U = F + µ(F ) dans Ω
(U − ψ)µ(F ) = 0 dans Ω
U ≥ ψ sur Ω
µ(F ) ≥ 0 dans Ω
U = ∂nU = 0 sur ∂Ω
(3.1)
Nous posons pour la suite D = 1.
Remarque 3.1.1 Le proble`me d’e´quilibre sans obstacle (1.6) et (1.5) est pose´ dans un
domaine bidimensionnel Ω ,le feuillet moyen du domaine 3D initial. En pre´sence de contact
avec un obstacle, le contact a lieu physiquement au bord du domaine 3D. Dans [85] A.
Le´ger & B. Miara ont justifie´ que la prise en compte du contact dans le proble`me de
la flexion d’une plaque e´lastique line´aire consiste a` mettre les conditions unilate´rales sur le
feuillet moyen, comme cela apparaˆıt dans (3.1), U ≥ ψ sur Ω et place de µ(F ).
De´finition 3.1.1 La zone contact ou ensemble de co¨ıncidence I(F ) est l’ensemble des points
ou` la plaque, soumise a` une force F , touche l’obstacle, i.e.
I(F ) := {X ∈ Ω / U(X) = ψ(X)}.
La frontie`re libre de ce proble`me est ∂I(F ).
3.1.2 Formulations faibles primales : Existence, Unicite´, caracte`re bien pose´
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La formulation variationnelle primale associe´e a` (3.1) est le proble`me faible suivant :
Trouver U ∈ kψ tel que∫
Ω
∆U∆(V − U)dΩ ≥
∫
Ω
F (V − U)dΩ
∀V ∈ kψ
(3.2)
ou` nous avons introduit le coˆne convexe :
kψ := {V ∈ H20(Ω) / V ≥ ψ dans Ω}
Ce coˆne de´signe l’ensemble de de´placements cine´matiquement admissibles pour le proble`me
(3.1).
De´finition 3.1.2 Notons A la forme biline´aire repre´sentant le travail des efforts inte´rieurs,
de´finie par :
A(U, V ) =
∫
Ω
∆U∆V dΩ,
et l la forme line´aire de´finie par l(V ) :=
∫
Ω
FV dΩ repre´sentant le travail des efforts exte´rieurs.
The´ore`me 3.1.1 [53] Soit Ω un ouvert lipschitzien borne´ du plan. Soient F ∈ H−1(Ω), ψ ∈
H2(Ω).
Alors le Proble`me (3.2) admet une unique solution, U ∈ kψ.
De plus le proble`me faible (3.2) est e´quivalent au proble`me de minimisation de l’e´nergie totale
(somme de l’e´nergie e´lastique et potentielle) :
J(V ) =
1
2
A(V, V )− l(V ),
sous la contrainte d’appartenance a` kψ, c’est a` dire chercher U solution de :
inf
V ∈kψ
J(V ) (3.3)
Preuve :  Le proble`me admet une solution unique, en vertu du the´ore`me de Lions-
Stampacchia [90], puisque [53] montre que A(U, V ) =
∫
Ω
∆U∆V dΩ est une forme biline´aire
coercive sur H20(Ω), et la norme de´finie sur H20(Ω) par V 7→ [A(V, V )]1/2 est e´quivalente a` la
norme usuelle sur H20(Ω). 
Graˆce au caracte`re lipschitzien de la projection orthogonale induite par la forme biline´aire
A, rappelons que (3.2) est bien pose´ au sens d’Hadamard, c’est a` dire :
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The´ore`me 3.1.2 Soit Ω un ouvert lipschitzien borne´ du plan. Soient F ∈ Lp(Ω), pour
p > 1, ψ ∈ H2(Ω) , ψ < 0 sur ∂Ω alors l’application de Lp(Ω) → H20(Ω), qui a` Fi associe
l’unique solution Ui de (3.2), est Lipschitz-continue. C’est a` dire il existe C > 0 inde´pendant
de Fi pour i = 1, 2 tel que :
‖U1 − U2‖H20(Ω) ≤ C‖F1 − F2‖Lp(Ω)
Certains auteurs ont travaille´ avec une formulation diffe´rente de (3.2) pour une plaque
encastre´e sur son bord. Elle s’e´crit :
Trouver Uˆ ∈ kψˆ∫
Ω
∆Uˆ∆(V − Uˆ)dΩ ≥ 0
∀V ∈ kψˆ
(3.4)
Proposition 3.1.1 Soient ψ, ψˆ ∈ H2(Ω) tel que ψˆ|∂Ω < 0, et F ∈ H−1(Ω). Etudier le
proble`me (3.2) revient a` e´tudier le proble`me (3.4) et re´ciproquement, pourvu que nous
trouvions Ψ ∈ H2(Ω) tel que −∆2Ψ = F sur Ω, et Ψ = 0, ∂nΨ = 0 sur ∂Ω, avec ψˆ := Ψ+ψ.
Preuve  Il suffit simplement de faire le changement de variable Uˆ := U + Ψ. 
Remarque 3.1.2 Avec les hypothe`ses de la Proposition (3.1.1) nous noterons ∆−2(F ) la
fonction Ψ ∈ H2(Ω) telle que −∆2Ψ = F sur Ω, et Ψ = 0, ∂nΨ = 0 sur ∂Ω.
3.1.3 Une absence a` remarquer. . .
Nous avons fait un usage tre`s fre´quent du principe du maximum et ses conse´quences dans
l’e´tude des membranes (laplacien ou plus ge´ne´ralement les ope´rateurs elliptiques d’ordre 2).
Mais ce principe n’est plus valable pour les ope´rateurs ∆p avec p > 1 ! En particulier, nous
avons, dans le cas d’une membrane, un principe de comparaison assurant un de´placement
croissant sous un chargement croissant. Ceci est faux, en ge´ne´ral pour une plaque ! Cepen-
dant cela n’e´tait pas apparu de fac¸on e´vidente aux mathe´maticiens du de´but du XXie`me
sie`cle. En effet, en 1904 l’Acade´mie des Sciences soumit l’e´tude des solutions d’e´quilibre
d’une plaque encastre´e a` compe´tition avec a` la cle´ le Prix Vaillant (4000 francs) pour l’anne´e
1907. En 1901 T. Boggio [17], montra que pour Ω := B2(0, 1) = la boule unite´, le principe du
maximum pour le bilaplacien avec des conditions d’encastrement est valide. Et J. Hadamard
de´clara dans son expose´ [63], au IVe`me Congre`s mathe´matiques a` Rome en septembre 1908,
a` propos du principe du maximum pour ce proble`me :
« Malgre´ l’absence de preuve rigoureuse, l’exactitude de cette proposition ne paraˆıt pas dou-
teuse pour des aires convexes. »
Plus pre´cise´ment T. Boggio & J. Hadamard (entre 1901−1908) conjecture`rent a` propos
du proble`me de plaque line´aire encastre´e sur son bord :
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Conjecture : Principe du maximum de Boggio - Hadamard
Soient Ω un domaine convexe du plan et F suffisamment re´guliers.
Si F ≥ 0 sur Ω, alors U ≥ 0 sur Ω avec
 ∆
2U = F sur Ω
U = 0 sur ∂Ω
∂nU = 0 sur ∂Ω
(3.5)
De´ja` en 1909 J. Hadamard fit observer que cette pre´ce´dente conjecture est fausse pour un
domaine annulaire. Le premier contre-exemple a` la conjecture de Boggio-Hadamard est duˆ
a` R.J. Duffin en 1949. Il montra que la fonction de Green associe´e a` ∆2 change de signe si
Ω est un rectangle de longueur infinie. Il fut suivi de nombreux autres, par exemple P.R.
Garabedyan [69] en 1951 de´montra que la conjecture est fausse en prenant pour domaine Ω
une ellipse ayant une exentricite´ suffisante donne´e par :
Ω = {(x1, x2) ∈ R2 / x21 +
5
3
x22 ≤ 1}
et une force F re´gulie`re.
Apre`s 47 ans de contre-exemples, H.-Ch. Grunau et G. Sweers certifie`rent que le principe
du maximum de Boggio-Hadamard (3.5) vaut seulement pour des domaines « proches » de
la boule, au sens de la de´finition suivante.
De´finition 3.1.3 [75] Pour  > 0 fixe´, Ω′ ⊂ R2 est dit -Ck,α-proche de Ω ⊂ R2, s’il existe
une Ck,α-application f : Ω′ −→ Ω ve´rifiant f(Ω′) = Ω et
‖f − Id‖Ck,α(Ω′) ≤ .
Voici l’e´nonce´ exact de ce principe du maximun, paru en 1996 (un e´nonce´ similaire est valable
de fac¸on ge´ne´rale pour les ope´rateurs suffisamment proches d’un ope´rateur polyharmonique).
The´ore`me 3.1.3 [75] Il existe 0 > 0 tel que ∀ ∈ [0, 0[ pour Ω ⊂ R2 un domaine de bord
∂Ω ∈ C4,α et -C4,α-proche de la boule unite´ B de R2, si U 6≡ 0 satisfait ∆2U ≥ 0 sur Ω
avec U = 0 = ∂νU = 0 sur ∂Ω, alors U est strictement positive sur Ω.
Le 0 > 0 peut eˆtre calcule´ explicitement.
Ce the´ore`me permet de montrer que le principe du maximum est bien valable pour les ellipses
d’exentricite´ infe´rieure a` environ 2.
Remarque 3.1.3 Si on remplace les conditions d’encastrement, d’appui simple ou de bord
libre par les conditions aux limites dites de Navier :
U = ∆U = 0 sur ∂Ω, (3.6)
il subsiste un « Principe du Maximum » classique i.e :
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Proposition 3.1.2 Soit Ω un ouvert lipschtzien, soit F ≥ 0 dans L2(Ω), alors sous les
conditions de Navier
∆2U ≥ F dans Ω =⇒ U ≥ 0 dans Ω.
Malheureusement, les conditions de Navier, ci-dessus, ne correspondent pas, en ge´ne´ral, a`
des conditions aux limites de´crivant le comportement me´canique d’une plaque ! Sauf par
exemple pour le cas d’une plaque circulaire soumise a` un champ de forces radial !
3.1.4 Mesure et zone de contact
La formulation variationnelle (3.2) assure d’apre`s le the´ore`me de Riesz-Schwarz, que A(u, ζ)−
l(ζ) de´finit une mesure de Radon positive µ(F ) (note´e µ s’il n’y a pas d’ambigu¨ıte´) sur Ω :
A(U, ζ) + l(ζ) =
∫
Ω
ζdµ(F ) (3.7)
Puisque la zone de contact I(F ) est un compact, il vient imme´diatement que sur l’ouvert
Ω − I(F ), ∆2U = F . Il en de´coule que le support de µ(F ) est contenu dans I(F ), ce qui
signifie que la re´action de l’obstacle est localise´e dans la zone de contact :
supp(µ(F)) ⊆ I(F)
A priori la re´action appartient a` l’espace H−2(Ω), mais elle est en fait plus re´gulie`re, comme
nous le verrons avec le The´ore`me 3.2.4 qui s’interpre`te, d’apre`s la de´finition meˆme de la
re´action, comme
µ ∈ H−1(Ω). (3.8)
Nous verrons a` la Remarque 3.2.3, qu’en ge´ne´ral µ(F ) n’est pas une mesure a` densite´ !
l
Nous rappelons une condition suffisante, donne´e par B. Schild au Lemme 3.2 de [120], pour
qu’une fonction U ∈ H20(Ω) soit une solution de (3.2). Cela nous servira dans la contruction de
solution explicite de (3.2), afin de garantir que les calculs effectue´s fournissent effectivement
la bonne.
Lemme 3.1.1 Soient F ∈ L2(Ω) et U ∈ H20(Ω) telle que µ := ∆2U − F soit une mesure
positive, et supp(µ) ( Ω. Si pour ψ ∈ C0(Ω), nous avons U ≥ ψ sur Ω et U = ψ sur supp(µ),
alors U est l’unique solution de (3.2).
Preuve  Soit v ∈ kψ, il est possible de trouver une suite (ϕk)k de fonctions de classe
C2(Ω) telles que ϕk ≥ ψ sur Ω et ϕk −→ v dans H2(Ω). Introduisons χ ∈ C∞0 (Ω), 0 ≤ χ ≤ 1
sur un voisinage V de supp(µ), et posons vk := (1 − χ)v + χψk ∈ kψ. Nous avons vk −→ v
dans H2(Ω). Puisque vk ∈ C0(V) :
〈∆2(U)− F,U − vk〉 = 〈µ, U − vk〉 =
∫
Ω
(U − vk)dµ =
∫
Ω
(ψ − vk)dµ ≤ 0.
Alors
〈∆2(U)− F,U − v〉 = 〈∆2(U)− F,U − vk〉+
∫
Ω
∆U∆(vk − v)dΩ +
∫
Ω
F (vk − v)dΩ
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≤
(
‖U‖H20 + ‖F‖L2
)
‖vk − v‖H20 −→ 0.
Ce qui conclut, puisque trivialement U ∈ kψ. 
3.2 Re´gularite´ de la solution U
Ici, nous rappelons et commentons les re´sultats connus concernant la re´gularite´ de la
solution de (3.2). Nous donnons quelques raffinements inte´ressants sous des hypothe`ses certes
non-optimales mais qui sont satisfaisantes du point de vue me´canique.
3.2.1 Re´gularite´ inte´rieure de U
En 1973, J. Frehse a montre´ un premier re´sultat de re´gularite´1 concernant la solution de
(3.4). Sa de´monstration se fait a` l’aide d’une suite re´gularisante et elle est valable pour Ω
un domaine a` bord lisse de Rd, avec d quelconque.
The´ore`me 3.2.1 [58] Soit Ω un ouvert borne´ connexe du plan, de classe C∞,
ψˆ ∈W3,∞(Ω) alors la solution Uˆ de (3.4) ve´rifie
Uˆ ∈ H3loc(Ω), ∆Uˆ ∈ L∞loc(Ω), D2Uˆ ∈ L∞loc(Ω).
Il en vient que Uˆ ∈ C1(Ω) et ses de´rive´es premie`res sont localement lipschitziennes.
Dans un article de 1979, L. Caffarelli & A. Friedman [30] montre`rent qu’en dimension
2 les de´rive´es secondes de la solution U de (3.4) sont continues. Pour ce faire ils commence`rent
par e´tablir l’ine´galite´ suivante (valable en toute dimension finie ≥ 2) :
The´ore`me 3.2.2 [30] Soient Ω un ouvert borne´ connexe du plan de classe C2,α, avec α ∈
]0, 1[, ψˆ ∈ C2(Ω) et soit Uˆ la solution de (3.4) alors
∆Uˆ ≥ ∆ψˆ sur Supp(µˆ).
Preuve du The´ore`me 3.2.2 selon L. Caffarelli & A. Friedman [30]  Prolongeons la
solution Uˆ a` R2, que nous noterons u ∈ H2loc(Ω)). Puis notons uε := Jε(u) une re´gularisation
de u via
Jε(G) =
∫
B2(Xm−Z,ε)
jε(Xm − Z)G(Z)dZ,
avec jε(Xm−Z) = ε−2j0(‖Xm−Z‖ε ) et j0 ∈ C∞(R) telle que j0(t) = 0 si |t| > 1 et
∫
R j0(t)dt = 1.
Soit Xo ∈ Ω, supposons alors qu’il en existe un voisinage V et δ > 0 tels que
1Rappelons que d’une fac¸on ge´ne´rale pour un espace fonctionnel H(Ω) de fonctions de´finies sur Ω, on dit que
h ∈ Hloc(Ω) si pour tout ouvert A ⊂⊂ Ω, h ∈ H(A).
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(
uε − ψ
)
(X) > δ, ∀X ∈ V. (3.9)
Alors uε ± ζ ∈ kψ,∀ζ ∈ C∞0 (V ), ‖ζ‖ < δ. D’apre`s la de´finition meˆme de Uˆ il vient :∫
Ω
(
|Uˆ |2
)
dΩ ≤
∫
Ω
(
|v|2
)
dΩ, ∀v ∈ kψ, ( en particulier pour v = uε ± ζ).
Or puisque ∫
Ω
(
|uε|2
)
dΩ −→
∫
Ω
(
|uε|2
)
dΩ
Nous avons ∫
Ω
∆Uˆ∆ζdΩ = 0, d’ou` ∆2Uˆ = 0 sur V.
Ainsi nous pouvons conclure que le support de µ est contenu dans l’ensemble des points ou`
(3.9) n’est pas satisfaite. Il ne reste plus, alors, qu’a` de´montrer que l’assertion suivante est
vraie :
Assertion : Il existe une suite de points (Xm)m convergeant vers Xo et une suite de nombres
strictement positifs (εm)m convergeant vers 0, tels que
uεm(Xm)− ψ(Xm) −→ 0 (3.10)
Pour ce faire utilisons la repre´sentation de Green2 de uε, donne´e par la fonction de Green
G :
uεm(Xm) =
1
Λ2(S2(Xm, %))
∫
S2(Xm,%)
uε(Y )d(S2)(Y )−
∫
B2(Xm,%)
∆uε(Y )G(Xm−Y )dY. (3.11)
ou` G de´signe la solution fondamentale du laplacien : G(X) = γ ln 1|X| , γ > 0, et S
2(Xm, %)
la sphe`re bord de la boule B2(Xm, %).
De la meˆme fac¸on pour ψε := Jε(ψˆ) une re´gularisation de ψˆ, nous avons la repre´sentation de
Green :
ψεm(Xm) =
1
Λ2(S2(Xm, %))
∫
S2(Xm,%)
ψε(Y )d(S2)(Y )−
∫
B2(Xm,%)
∆ψε(Y )G(Xm−Y )dY. (3.12)
Puisque Uˆ ≥ ψˆ, alors uε ≥ ψε et donc
∫
S2(Xm,%) u ≥
∫
S2(Xm,%) ψˆ. Graˆce a` cette ine´galite´ et
par (3.10), nous de´duisons de (3.12) & (3.11) que :
lim
m→+∞
[ ∫
B2(Xm,%)
∆uε(Y )G(Xm − Y )dY −
∫
B2(Xm,%)
∆ψε(Y )G(Xm − Y )dY
]
≥ 0. (3.13)
Puis nous avons∫
B2(Xm,%) ∆uε(Y )G(Xm − Y )dY =
∫
B2(Xm,%) G(Xm − Y )dY
∫
B2(Y,ε) jε(Y − Z)∆uε(Z)dZ
=
∫
B2(Xm,%) Jε(G)∆uε(Y )dY + ηε,m
(3.14)
2Voir le The´ore`me 5.10.1 page 233 de [65]
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avec ηε,m
ε→0−→ 0, (inde´pendamment de m). Le meˆme type de relation est valable pour la
seconde inte´grale de (3.14). D’ou`
lim
m→+∞
[ ∫
B2(Xm,%)
(
Jεm(G)
)(
∆uεm∆ψεm
)
(Y )dY
]
≥ 0.
Enfin par le The´ore`me des Valeurs Interme´diaires, il vient
∃Xm,% ∈ B2(Xm, %) / ∆u(Xm,%)−∆ψ(Xm,%) ≥ −δm, δm m→+∞−→ 0.
En extrayant (par compacite´) une sous-suite de (Xm,%)m qui converge vers un point X% et en
utilisant la continuite´ de ∆u il vient ∆u(X%)−∆ψ(X%) ≥ 0. Ainsi quand %→ 0, X% → Xo
et par la continuite´ de ∆u, nous de´duisons finalement : ∆u(Xo)−∆ψ(Xo) ≥ 0. 
Remarque 3.2.1 D’apre`s la proposition 3.1.1, nous de´duisons la traduction du The´ore`me
3.2.2 pour (3.2). Cela re´sulte directement du changement de variables Uˆ − Ψ = U avec
ψˆ ∈ C2(Ω) tel que ψˆ|∂Ω < 0, F ∈ L2(Ω), avec ψˆ := Ψ +ψ et Ψ ∈ H4(Ω)∩C2(Ω) solution du
proble`me aux limites line´aires de la Remarque (3.1.2). Pre´cise´ment, pour Ω un ouvert borne´
connexe du plan de classe C4,α, avec α ∈]0, 1[, ψ ∈ C2(Ω) et soit U la solution de (3.2) avec
F ∈ L2(Ω) alors
∆U ≥ ∆ψ sur Supp(µ). (3.15)
Remarque 3.2.2 L’ine´galite´ ci-dessus ne peut eˆtre stricte que pour des points d’une partie
ferme´e d’inte´rieur vide de la zone de contact (par exemple une courbe ou plus ge´ne´ralement
une partie de mesure de Lebesgue surfacique nulle). En effet sinon, U = ψ sur un ouvert sur
lequel les differentielles premie`res et secondes co¨ıncident.
The´ore`me 3.2.3 [30] Avec les notations et les hypothe`ses du The´ore`me 3.2.2 alors :
Uˆ ∈ C2(Ω).
Dans un papier de 1984, consacre´ a` la re´gularite´ des ope´rateurs polyharmoniques B. Schild
[120] de´montra le the´ore`me suivant qui pre´cise le comportement d’une plaque soumise a` un
champ de forces F en pre´sence d’un obstacle rigide ψ :
The´ore`me 3.2.4 [120] Soient Ω un domaine plan, borne´ de classe C2,α, avec α ∈]0, 1[,
F ∈ Lp(Ω), p > 1, ψ ∈ C2(Ω), alors la solution de (3.2) ve´rifie
U ∈ H2,∞loc (Ω) ∩H3loc(Ω) ∩ C2(Ω).
Nous savons donc que la solution de (3.2) est H3loc ∩ C2(Ω), mais ce re´sultat est optimal !
Proposition 3.2.1 Avec les hypothe`ses et notations du The´ore`me 3.2.4 , pour tout sous
domaine compact K ⊂ Ω, il n’existe a priori aucune estimation du module de continuite´ de
D2U sur K.
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Preuve :  L. Caffarelli et A. Friedman ont exhibe´ le contre-exemple suivant [30] :
Exemple 3.2.1 Soit Ω := B(0, 1), la boule unite´ euclidienne de R2, et soit ψ(r) :=
ε−r2, (r = |x|). On de´signe par U := Uε la solution de (3.4), pour les donne´es pre´ce´dentes.
Nous savons que l’ensemble de non-co¨ıncidence N := {U > ψ} est ouvert et non vide. Alors
N := {X ∈ Ω / r > δ}, (3.16)
c’est a` dire que la zone de contact est un disque de centre 0 et de rayon δ. Supposons que
(3.16) soit faux, alors il existe α < r < β tels que U > ψ, si α < r < β;
U − ψ = 0, ∂r
(
U − ψ) = 0, pour r = α & r = β. (3.17)
Puisque l’on a
∆2
(
U − ψ) = ∆2U −∆2ψ = 0 si α < r < β, (3.18)
Il vient que U − ψ ≡ 0 si α < r < β, ce qui est absurde.
Notons que δ > 0. En effet, sinon
∆2U = 0 si r > 0 et donc ∆2U = 0 si r = 0, d’ou` U ≡ 0 sur Ω,
ce qui est incompatible avec U ≥ ψ > 0 si r2 < ε. Puisque nous savons que la solution est
de classe C2, voyons a` pre´sent que
∆U(1) ≥ 0.
Comme on a ∆U ≥ 0, si ∆U(1) < 0, alors par le principe du maximum ∆U ≤ 0 sur Ω, or∫
Ω
∆U =
∫
∂Ω
∂rU = 0.
Sachant que U = ψ si r < δ, nous en de´duisons que
∆U(δ) = ∆ψ(δ) = −4
et pouvons e´crire la forme de ∆U sur δ < r < 1 :
∆U(r) = −4 + ∆U(1)
ln(1/δ)
ln(
1
r
) + ∆U(1). (3.19)
Or ∫
Ω
∆Uε
ε→0−→ 0,
d’ou` l’on conclut que
Uε → 0 & δ → 0.
Il est clair que (3.19) ne peut avoir de module de continuite´ sur aucun voisinage compact de
l’origine quand δ → 0. 
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Remarque 3.2.3 I On ne peut pas pre´tendre a` une re´gularite´ supe´rieure pour la solution
de (3.2), en particulier car U /∈ H4(Ω).
I L’exemple 3.2.1 nous permet de montrer que la mesure µ n’est pas a` densite´ ! En effet
en dimension 2, avec la formule (3.19) ci-dessus :
d3
dr3
U(r) > 0 sur Ω \ B(0, δ) et d
3
dr3
U(r) = 0 sur B(0, δ).
Nous savons que µ = ∆2U , cette mesure est a` densite´ sur l’inte´rieur de I, mais elle a une
partie singulie`re ayant pour support S1(0, δ) = ∂I, donc µ /∈ L2(Ω).
I B. Schild signale dans [120] (exemple 3.1.) qu’en ge´ne´ral U /∈ W3,∞(Ω). Il exhibe le
cas d’une solution de (3.4) pour Ω = B(0, 2) touchant un obstacle ψˆ polynoˆmial quadratique
suivant un segment.
3.2.2 Sur la masse totale
Nous montrons ici que la masse totale de Ω est finie, notre preuve simplifie celle de [30].
The´ore`me 3.2.5 Supposons F ∈ L2(Ω), ψ ∈ C2(Ω) puis ∂Ω de classe C2. Soit U la
solution du proble`me (3.2) avec U > ψ sur ∂Ω, alors
µ(F )(Ω) <∞.
Preuve  Nous travaillons sur la solution Uˆ du proble`me (3.4) apre`s avoir fait le change-
ment de variables ad hoc, et notons µˆ la re´action associe´e. Il est clair qu’il existe un compact
K0 de Ω tel que Supp(µˆ) ⊂ K0 ⊂
◦
Ω et ψ−∆−2F < 0 sur Ω \K0. D’apre`s le the´ore`me d’exis-
tence de fonctions plateaux, nous pouvons trouver φ ∈ C∞0 (Ω) e´gale a` 1 sur un compact K
quelconque de Ω. Nous en de´duisons
µˆ(K) ≤
∫
Ω
φdµˆ ≤ ‖D2φ‖L2‖D2Uˆ‖L2 .
Puisque Uˆ = ψˆ = ψ −∆−2F sur Supp(µˆ) :∫
Ω
|D2Uˆ |2dΩ =
∫
Ω
(ψ −∆−2F )dµˆ ≤ ‖[ψ −∆−2F ]+‖L∞µˆ(Supp([ψ −∆−2F ]+)).
En choisissant K =Supp([ψ −∆−2F ]+), il vient :∫
Ω
|D2Uˆ |2dΩ ≤ ‖[ψ −∆−2F ]+‖L∞‖D2φ1‖L2‖D2Uˆ‖L2
c’est a` dire
‖D2Uˆ‖L2 ≤ ‖[ψ −∆−2F ]+‖L∞‖D2φ1‖L2 .
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Par le choix K = K0, de´rive la majoration voulue :
µˆ(Ω) = µˆ(K) ≤ ‖D2φ1‖L2‖D2φ2‖L2‖[ψ −∆−2F ]+‖L∞ . (3.20)

Nous rappelons la proposition suivante dont la preuve courte due a` [3] se fait dans le meˆme
esprit que celle de [82] du The´ore`me 2.3.6 comparant a` la 1-capacite´ la re´action du proble`me
d’obstacle pour la membrane, mais pour cela nous faisons appel au The´ore`me 3.2.2 ci-dessus
qui lui est technique.
Proposition 3.2.2 Avec les notations de la proposition 3.1.1, dans le proble`me (3.4), µˆ
et Uˆ sont relie´s par µˆ = ∆2Uˆ . Soient F ∈ L2(Ω), ψˆ ∈ C2(Ω), avec ψˆ < 0 sur ∂Ω puis ∂Ω de
classe C2. Alors pour tout compact K ⊂ Ω, il existe C > 0 tel que :
µˆ(K) ≤ C
√
Cap1(K)
[‖∆ψˆ‖L∞µˆ(Ω)].
Preuve  Observons que pour φ ∈ C∞0 (Ω) tel que φ ≥ 1 sur K
µˆ(K) ≤
∫
Ω
φdµˆ =
∫
Ω
φ(∆2Uˆ)dΩ = −
∫
Ω
∇φ∇∆UdΩ
µˆ(K) ≤
√
‖∇φ‖L2‖∇∆Uˆ‖L2
d’ou`
µˆ(K) ≤
√
Cap1(K)‖∇∆Uˆ‖L2
Or ∫
Ω
|∇∆Uˆ |2dΩ = −
∫
Ω
∆Uˆdµˆ ≤ ‖[−∆ψˆ]+‖L∞µˆ(Ω). (3.21)
L’ine´galite´ (3.21) provient de la majoration ∆Uˆ ≥ ∆ψˆ sur Supp(µˆ) du The´ore`me 3.2.2. 
Commentaires 3.2.1 D’apre`s la Remarque (3.2.1), la Proposition (3.2.2) se traduit pour
(3.2) sous la forme :
µ(F )(K) ≤ C
√
Cap1(K)
[‖∆ψ −∆−2F‖L∞µ(F )(Ω)]. (3.22)
En particulier, si Cap1(E) = 0 alors µ(E) = 0, et donc si Cap1(I(F )) = 0, alors ∆2U =
F sur Ω. Nous en de´duisons que la zone de contact est de´finie a` un ensemble de 1-capacite´
nulle pre`s, en particulier comme la 1-capacite´ d’un singleton (dans un ouvert du plan) est
nulle il ne peut pas eˆtre charge´ par µ(F ), ce que nous reverrons plus loin. . .
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3.2.3 L’affaire de la re´action ponctuelle . . .
Dans son Me´moire sur l’e´quilibre et le mouvement des corps e´lastiques 3 le mathe´maticien
et physicien franc¸ais Sime´on Denis Poisson fut le premier a` exposer les solutions d’e´quilibre
d’une plaque circulaire line´airement e´lastique, encastre´e sur son bord r = R, soumise res-
pectivement a` une force F0 uniforme, et a` une force concentre´e en son centre p0δ0. Il obtint
respectivement les expressions suivantes du champ de de´placement vertical
U(r) =
F0
64D
(R2 − r2)2,
et
U(r) =
p0
8piD
(1
2
(R2 − r2)− r2 ln(R
r
)
)
.
Nous pouvons d’ores et de´ja` souligner que la solution associe´e a` la masse de Dirac n’est
pas de classe C2(Ω). Imaginons que nous placions au dessous de cette plaque circulaire un
obstacle plan ψ = −1 et que la plaque touche cet obstacle au point central (0, 0). Nous
sommes porte´s a` croire que si le champ de forces uniforme F0 est assez intense il apparaˆıt
une re´action localise´e en (0, 0). Or par le principe de superposition nous de´duisons que la
solution correspondante serait alors de la forme
U(r) =
F0
64D
(R2 − r2)2 + p0
8piD
(1
2
(R2 − r2)− r2 ln(R
r
)
)
.
Mais alors sachant d’apre`s le the´ore`me de Schild 3.2.4 que U est de classe C2(Ω), nous
obtenons une contradiction avec la pre´sence d’une re´action ponctuelle !
Il s’agit en fait d’une situation ge´ne´rale, que nous e´nonc¸ons ci-dessous comme corollaire du
the´ore`me 3.2.4.
Proposition 3.2.3 Soit Ω ⊂ R2 un ouvert connexe borne´, ∂Ω ∈ C2,α, avec α ∈]0, 1[, F ∈
L2(Ω), ψ ∈ C2(Ω), alors la mesure associe´e a` la solution de (3.2) n’a pas de partie atomique.
Preuve :  Nous savons que les solutions fondamentales SF∆2 de l’ope´rateur bilaplacien
dans le plan R2 sont de la forme
SF∆2(x, b, d) :=
‖x‖2
8pi
(ln ‖x‖ − 1) + b‖x‖2 + d; b, d ∈ R.
Introduisons la solution du proble`me aux limites line´aire :
∆2W = 0 dans Ω, W (x) = SF∆2(x, b, d), ∂νW (x) = SF∆2(x, b, d) sur ∂Ω.
Nous voyons que W est C2 (en fait C∞) sauf en 0. Supposons que la plaque fle´chisse sous le
chargement F en touchant l’obstacle ψ en un point isole´ x0 et que la re´action soit non-nulle,
alors l’e´quilibre local s’e´crit
∆2U = F + p0δx0
graˆce au principe de superposition la solution est alors somme de la solution bilate´rale en
F qui est H4(Ω) plus p0W (x) qui n’est pas C2 alors que d’apre`s le the´ore`me de Schild 3.2.4
que U est de classe C2(Ω). Contradiction donc conlusion. 
3Me´m. Acad. Roy. Sci. Inst. France 8, 357-570, (1829)
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Fig. 3.1 – Graphes des solutions de Poisson
3.2.4 Re´gularite´ de U au voisinage de ∂Ω
Du point de vue me´canique il nous est apparu inte´ressant d’affaiblir l’hypothe`se ∂Ω ∈ C∞
ou ∂Ω ∈ C4,α pour obtenir la re´gularite´ U ∈ C2(Ω) ∩ H3(Ω). Nous traitons le cas d’une
plaque encastre´e graˆce aux the´ore`mes de Grisvard. Le cas d’une plaque en appui simple sur
une partie de son bord s’en de´duit mutatis mutandis.
Puisque U ∈ H2(Ω), par les the´ore`mes d’injections de Sobolev classiques, il vient que
U ∈ C0(Ω), si dim Ω ≤ 3. Or comme nous imposons que U > ψ sur ∂Ω, (Γ3 = ∅), par
continuite´ il vient que U > ψ sur V, un -Ω-voisinage de ∂Ω. Ainsi
∆2U = F sur V et U ∈ kψ.
De plus, graˆce a` la the´orie standard des ope´rateurs elliptiques, ceci implique que U est aussi
« re´gulier » dans V que le permettent les donne´es ∂Ω, F , ψ, plus pre´cise´ment :
The´ore`me 3.2.6 Soient F ∈ L2(Ω), ψ ∈ C2(Ω) et ∂V de classe C4,α, alors U ∈ H3(Ω) ∩
C2(Ω). Si de plus ∂V est de classe Ck,α, k ≥ 4 et 0 < α < 1, alors U ∈ Ck,α(V).
Nous pouvons affaiblir les hypothe`ses sur la re´gularite´ du bord du domaine Ω puisque la
plaque ne touche pas l’obstacle sur V, graˆce aux the´ore`mes de P. Grisvard sur un ouvert
polygonal a` coins convexes ([73], p. 326), que nous rappelons ci-dessous.
The´ore`me 3.2.7 Soit Ω un domaine a` coins convexes tel que ∂Ω soit de classe C4,α par
morceaux, F ∈ L2(Ω), ψ ∈ C2(Ω). Alors comme la solution de (3.2) ve´rifie ψ < 0 sur ∂Ω
nous avons
U ∈ H3(Ω) ∩ C2(Ω).
Preuve :  De´signons par ∂intV le bord inte´rieur de V, son bord exte´rieur e´tant ∂Ω.
Supposons que ∂intV lisse, alors que ∂Ω est de classe C4,αmcx. Introduisons une fonction G ∈
C2(∂intV), avec G > ψ sur ∂intV et notons uext l’unique solution du proble`me :
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 ∆
2uext = F sur V
uext = G sur ∂intV
∂nuext = ∂nG sur ∂intV
(3.23)
Ce proble`me aux limites rentre dans le cadre d’application du The´ore`me suivant :
The´ore`me 3.2.8 [73]
Soit Ω un domaine polygonal a` coins convexes avec ∂Ω :=
∐
0≤i≤p Γi. Soient F ∈ Hk(Ω),
Gi ∈ H7/2+k(Γi) et Hi ∈ H5/2+k(Γi), avec k ≥ 0. Supposons que U ∈ H2(Ω) soit solution de∣∣∣∣∣∣
∆2U = F sur Ω
U = Gi sur Γi
∂nU = Hi sur Γi
(3.24)
Alors U ∈ H4+k(Ω). Il faut de plus ajouter qu’on peut affaiblir cet e´nonce´ en supposant
seulement les Γi ∈ C4+k.
Nous savons que uext ∈ C2 sur V, pour tout F ∈ L2(Ω) d’apre`s le the´ore`me 3.2.8 et uext = U
sur Ω \ V, avec G = U .
Soit, a` pre´sent, uint l’unique solution du proble`me aux limites :
∆2uint = F + µ(F ) sur Ω \ V
uint = 0 sur ∂Ω
0 ≤ (uint − ψ) ⊥ µ(F ) ≥ 0 sur Ω \ V
∂nuint = 0 sur ∂Ω
uint = G sur ∂intV
∂nuint = ∂nG sur ∂intV
(3.25)
Nous de´duisons du The´ore`me 3.2.4, que uint ∈ C2 sur Ω \ V pour tout F ∈ L2(Ω). Nous
pouvons choisir F pour que uint = U . Puisque la solution U est unique alors il vient comme
annonce´ que U ∈ C2(Ω) si Ω est a` coins convexes. 
3.3 Formulation forte
Comme toujours dans les proble`mes a` frontie`res libres, il est difficile de travailler sur
la formulation forte associe´e, puisque celle-ci pre´suppose que l’on connaisse un minimum
d’informations sur une des inconnues du proble`me : la frontie`re libre, sur laquelle la solution
est sense´e ve´rifier certaines relations.
The´ore`me 3.3.1 (e´quations d’Euler-Lagrange) Soient un domaine du plan Ω a` bord C2,
F ∈ L2(Ω), ψ ∈ C2(Ω). Alors la solution U de (3.2) ve´rifie :
∆2U = F dans Ω \ I(F )
U = ψ sur ∂I(F )
DU = Dψ sur ∂I(F )
∂nU = 0 sur ∂Ω
U = 0 sur ∂Ω
D2U ∈ C0(Ω)
(3.26)
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Preuve  Comme U et ψ sont continues sur Ω, l’ensemble [U > ψ] = Ω\I(F ) est ouvert.
On sait que la mesure µ(F ) est de masse totale finie et que son support est contenu dans
I(F ), ceci assure que ∆2U = F dans [U > ψ]. Enfin puisque U ≥ ψ dans Ω et U ∈ C1(Ω)
alors DU = Dψ sur ∂I(F ). 
Commentaires 3.3.1 Puisque la solution U de (3.2), est de classe C2 sur Ω, il est clair
que si la zone de contact est un parfait4 non vide et est suffisamment re´gulie`re, alors il y a
raccord des tangentes dans la direction normale n a` la frontie`re libre
∂nU(X) = ∂nψ(X) pour tout X ∈ ∂I(F ),
mais aussi le raccord des courbures dans la direction n
∂2nU(X) = ∂
2
nψ(X) pour tout X ∈ ∂I(F ).
3.4 Topologie et Ge´ome´trie de l’ensemble de co¨ıncidence
Nous aimerions comprendre ici, comme nous l’avons fait au Chapitre I, comment appa-
raissent les e´ventuelles singularite´s sur la zone de contact entre la plaque et l’obstacle. Il
s’ave`re que cette question est tre`s difficile est largement ouverte, alors nous nous bornons a`
e´noncer quelques propositions et commentaires, qui nous serviront par la suite.
Comme pour le cas du proble`me d’obstacle (2.2), aucune re´gularite´ ne peut eˆtre espe´re´e
en ge´ne´ral sur la frontie`re libre ∂I. Avec le meˆme type d’arguments que ceux pre´sente´s au
Chapitre II, on peut montrer que la zone de contact peut-eˆtre e´gale a` n’importe quel compact
de R2 ! Aussi une hypothe`se minimale pour espe´rer de la re´gularite´ sur ∂I est la suivante :
Hypothe`se de non-de´ge´ne´rescence :∆2ψ − F > δ0 > 0. (3.27)
Remarque 3.4.1 Sous la condition ψ ∈ C4(Ω), ou plus faiblement ψ ∈ H4(Ω), l’ensemble
de co¨ıncidence n’a pas de points inte´rieurs si ∆2ψ − F < 0. En effet, sinon d’une part
∆2U −∆2ψ < 0 sur un ouvert et d’autre part ∆2U ≥ F ≥ 0 sur Ω, ce qui est absurde.
3.4.1 Connexite´ de N
Nous pre´sentons une variante d’un the´ore`me de [30], qui nous permettra dans la suite
d’illustrer le comportement de la zone de contact sous un chargement variable.
The´ore`me 3.4.1 Soient Ω un domaine borne´ du plan a` bord C2,α, ψ ∈ C4(Ω), et F ∈ L2(Ω).
Soit U la solution de (3.2), avec U > ψ sur ∂Ω. Alors sous l’hypothe`se
∆2ψ − F ≥ 0 sur Ω
l’ensemble N := {U > ψ} est un ouvert connexe.
4i.e. I(F ) =
◦
I(F )
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Corollaire 3.4.1 Il en de´coule que les composantes connexes de I sont simplement connexes.
Preuve  Le The´ore`me ci-dessus est une conse´quence directe du Lemme suivant :
Lemme 3.4.1 Soit K une composante connexe de N . Alors ∂K ∩ ∂Ω 6= ∅.
En effet de la continuite´ de U et puisque U > ψ sur ∂Ω, N contient un Ω-voisinage du
bord ∂Ω ; graˆce au Lemme (3.4.1), les bords des composantes connexes de N intersectent le
connexe ∂Ω, d’ou` le re´sultat.
Preuve du Lemme 3.4.1 Suppposons par l’absurde qu’il soit faux. Dans ce cas les points
de ∂K appartiennent au support de µ(F ). Or nous savons, graˆce au the´ore`me 3.2.2, que sur
supp(µ(F )), ∆U ≥ ∆ψ, du coup
∆U ≥ ∆ψ sur ∂K.
Comme nous avons e´galement
∆(∆U −∆ψ) = F −∆2ψ ≤ 0 sur K,
nous pouvons en de´duire, par le the´ore`me 3.2.4 que U ∈ C2(Ω) et par le principe du maxi-
mum, que
∆U ≥ ∆ψ sur K.
C’est a` dire ∆(U − ψ) ≥ 0 sur K et puisque U − ψ = 0 sur K, par le principe du maximum
il vient U − ψ ≤ 0 sur K, ce qui est absurde et de´montre le Lemme 3.4.1. 
3.4.2 Sur la ge´ome´trie de la frontie`re libre
Rappelons que d’apre`s le The´ore`me 3.2.2, pour tout point Xo ∈ ∂I, ∆U(Xo) ≥ ∆ψ(Xo).
Le The´ore`me suivant affirme que lorsque la courbure de la plaque et de l’obstacle sont
diffe´rentes cela interdit « la de´ge´ne´rescence » des parties d’inte´rieur vide de la zone de
contact.
The´ore`me 3.4.2 [30] Soient Ω un domaine borne´ du plan a` bord C2,α, ψ ∈ C4(Ω), et
F ∈ L2(Ω). Soit U la solution de (3.2). Supposons que pour un point Xo ∈ ∂I de la frontie`re
libre on ait :
∆U(Xo) > ∆ψ(Xo) (3.28)
Alors il existe un voisinage V(Xo) du point Xo tel que ∂I(F ) ∩ V(Xo) soit contenu dans
une courbe de classe C1.
Ide´e de la Preuve :  Nous re´sumons la preuve de L. Caffarelli et A. Friedman [30].
Quitte a` effectuer un changement de variables, nous pouvons poser F = 0. Choisissons un
ouvert V(Xo) = V tel que Xo ∈ ∂I ∩ V , ∆U > ∆ψ sur V .
• On montre que Xo ne peut eˆtre approche´ sur le bord libre que suivant une seule di-
rection ξ(Xo) = ξo(i.e une seule direction tangente a` l’ordre 2).
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En effet s’il en existe deux ξ, ξ′ alors
∂2ξ (U − ψ) = 0, ∂2ξ′(U − ψ) = 0 en Xo.
Or U − ψ ≥ 0 et (U − ψ)(Xo) = 0, ∇(U − ψ) = 0 il vient que ∂2ξ′′(U − ψ) = 0 pour tout
vecteur ξ′′. Et donc en particulier ∆(U − ψ)(Xo) = 0, ce qui est absurde.
• Posons Xo = (0, 0) et ξo = l’axe y. Pour tout vecteur α tel que |α| soit assez petite,
on montre que la ligne y = α intersecte ∂I ∩V en au plus un point. Ce qui assure que ∂I ∩V
est un graphe x = φ(y) avec y ∈]− |α|, |α|[.
• De la continuite´ uniforme de U sur tout compact de Ω, et de la de´finition de ξo, on
de´duit que φ est une fonction lipschtzienne.
• Enfin on partitionne ] − |α|, |α|[ en m intervalles qui contiennent chacun un point de
∂I∩V , si de tels points existent. Nous pouvons ainsi connecter deux points adjacents X1, X2
par un arc de parabole C1, tel que les tangentes en X1, X2 coincident avec ξ(X1), ξ(X2),
respectivement. De´signons cette courbe par φm : x 7→ φm(y). En appliquant le The´ore`me
d’Arze´la-Ascoli a` la famille (φm)m, il de´coule que φ peut eˆtre e´tendue en une fonction φ ∈ C1.
Ce qui termine la preuve. 
La tranformation de L’hodographe, pre´sente´e au Chapitre II, peut eˆtre e´crite (modulo cer-
taines restrictions) pour un point de la frontie`re libre de (3.2). C’est ce qu’illustre le The´ore`me
de re´gularite´ ci-dessous, prouve´ dans [82] (Theorem 5.4. page 208-212), a` l’aide de la de´finition
suivante.
De´finition 3.4.1 Soit I la zone de contact du proble`me (3.2).Un point Xo ∈ I est Ck-
re´gulier, si la frontie`re libre est localement le graphe d’une fonction χ de classe Ck, avec
k ≥ 1 :
∂I ∩ B(Xo, r) = {X = (x1, x2) ∈ Ω / x2 = χ(x1)}.
Un point est dit singulier s’il n’est pas re´gulier.
The´ore`me 3.4.3 Soit Ω est domaine borne´ du plan avec ∂Ω de classe C∞, ψ ∈ C∞(Ω) et
ψ < 0 = G sur ∂Ω. Soit U une solution du proble`me (3.2) avec F ∈ C∞ dans un voisinage
B(Xo, r), d’un point re´gulier (au sens de la de´finition 3.4.1) Xo de la frontie`re libre, avec
U ∈ C4(B(Xo, r)). Supposons e´galement que
DU = 0, D2U = 0 sur ∂I(F ) ∩ B(Xo, r), et ∂
3U
∂n3
(Xo) > 0
alors dans le voisinage B(Xo, r) la frontie`re libre est de classe C∞.
Remarque 3.4.2 Avec ce the´ore`me il apparaˆıt que, en dehors des points singuliers, plus
re´gulie`res sont les donne´es plus re´gulie`re est la frontie`re libre bordant les parties d’inte´rieur
non-vide de I(F ). Pre´cisons que l’hypothe`se ∂3U
∂n3
(Xo) > 0 traduit le de´collement franc de la
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plaque au voisinage du point Xo. Elle peut-eˆtre assure´e de`s que nous supposons l’hypothe`se
de non-de´ge´ne´re´scence
∆2ψ − F ≥ δ0 > 0, ∂4nψ − F ≥ δ1 > 0 sur B(Xo, r).
Nous montrerons ce dernier point plus loin (c.f. The´ore`me 3.6.4).
Enfin L. Caffarelli et A. Friedman ont e´tabli dans [30], que si l’hypothe`se (3.27) est viole´e
en un point de la frontie`re libre bordant une partie d’inte´rieur non-vide de I(F ) celui-ci est
singulier.
The´ore`me 3.4.4 Soient Ω un domaine borne´ du plan a` bord C2,α, ψ ∈ C4(Ω), et Uˆ une
solution du proble`me (3.4) Soit Xo ∈ ∂I, avec ∆ψˆ(Xo) < 0. Supposons que ∆(Uˆ − ψˆ) = 0
sur ∂I ∩ V(Xo), ou` V(Xo) est un voisinage du point Xo. Soit N o une composante connexe
de N := {Uˆ > ψˆ} et soit C1 et C2 deux courbes de ∂N o qui se coupent en Xo, faisant un
angle θo en Xo. Alors θo ≥ pi
2
.
Remarque 3.4.3 L’absence de principe du maximum ne nous a pas permis d’e´tudier plus
avant la ge´ome´trie de la frontie`re libre de (3.2). Cependant les observations ci-dessous nous
ont conduit a` formuler dans [104] la conjecture suivante :
Dans proble`me de l’obstacle pour une plaque line´aire encastre´e en flexion (3.2), la frontie`re
libre bordant une partie d’inte´rieur non-vide de I(F ) est localement de mesure de Haussdorff
finie si la condition de non-de´ge´ne´rescence : ∆2ψ − F ≥ δ0 > 0 sur I(F ), pour ψ, F et Ω
suffisamment re´guliers.
D’autre part, nous savons que l’hypothe`se ∆U > ∆ψ en les points de la frontie`re bordant
les parties d’inte´rieur vide, assure bien que la frontie`re libre est « localement non-fractale ».
Des discussions avec R. Monneau s’est de´gage´ que l’extension de la notion de blow-up (vue
au Chapitre I) au proble`me (3.27) n’est pas imme´diate, mais est ne´cessaire pour pouvoir
e´tablir une formule de monotonie dans l’esprit de celles donne´es par G. Weiss. La condition
de de´collement franc semble jouer un roˆle capital dans la possibilite´ de pouvoir e´tablir un
crite`re d’extre`me finesse comme celui donne´ au The´ore`me (2.5.7).
3.5 Stabilite´ au sens d’Adams pour le bilaplacien
D. Adams [3], s’est inte´re´sse´ a` la stabilite´ par perturbations pour les proble`mes d’obstacle
avec des ope´rateurs polyharmoniques (∆m) pose´s dans un domaine borne´ de l’espace Eucli-
dien en dimension finie. Nous exposons ici un the´ore`me de stabilite´ topologique pour (3.4)
relativement a` une suite d’obstacles (ψn)n. Bien que ce re´sultat soit en un certain sens op-
timal, il est obtenu sous des hypothe`ses peu maniables et dont le sens me´canique et peu
clair. Nous proposons une nouvelle version de ce the´ore`me de stabilite´ pour (3.2) mais en
faisant des hypothe`ses relativement aux forces, qui sont plus satisfaisantes d’un point de vue
me´canique.
Nous imposons toujours a` l’obstacle ψ ∈ C2(Ω) et ψ|∂Ω < 0, et nous notons dans la suite
Uˆ(ψ), ou plus simplement Uˆ quand il n’y a pas de confusion a` craindre, la solution pour tout
ψ du proble`me (3.4). Par la de´finition de la re´action µˆ := ∆2Uˆ nous de´duisons l’ine´galite´
suivante, qui est a` la base de ce qui va eˆtre e´tabli dans ce paragraphe :
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∫
Ω
|∆(Uˆ − Uˆn)|2dΩ ≤
∫
Ω
(ψ − ψn)d(µˆ− µˆn) (3.29)
ou` nous notons Uˆn := Uˆ(ψn) la solution associe´e a` ψn.
Il vient de (3.29) que Uˆn −→ Uˆ fortement dans H2 quand ψn −→ ψ uniforme´ment pourvu
que l’on controˆle µˆn(Ω) et µˆ(Ω). Le but poursuivit par D. Adams fut de trouver quelles
notions de convergence sur les obstacles garantissent les convergences les plus fortes sur
les solutions. Il est pre´sente´ dans [4] des re´sultats plus fins, selon une approche bien plus
technique et comple`tement diffe´rente base´e sur la notion d’inte´grale de Choquet au sens
de la capacite´ Cap2. Ils concluent qu’un crite`re de stabilite´ ne de´pend pas tant du mode
de convergence en norme ‖.‖Wα,p(Ω), que de la nature de l’ensemble de co¨ıncidence, ce qui
apparaˆıt dans les conditions de convergence donne´es dans [4] sous la forme d’une condition
de contact a` l’ordre deux (raccord des courbures) entre la solution limite et la limite des
obstacles (The´ore`me 2, page 7). Ces observations nous ont incite´ a e´tudier plus avant la
stabilite´ de la zone de contact, comme nous le verrons plus loin.
3.5.1 Stabilite´ H3loc pour (3.4)
Nous renvoyons le lecteur a` [3], pour la preuve du the´ore`me suivant.
The´ore`me 3.5.1 Soient Ω un domaine borne´ de classe C2, et soient (ψn)n ∈ C2(Ω) une
suite d’obstacles telle que ψn < 0 sur ∂Ω, ‖ψn‖L∞ et ‖∆ψn‖L∞ soient uniforme´ment borne´s.
Soient Uˆn la solution de (3.4) associe´e a` ψn. Supposons que Uˆn
H2−→ Uˆ et que
x 7−→ Bn(x) := sup
n
{‖D3Uˆn(x)‖} ∈ L2loc(Ω), (3.30)
alors
Uˆn
H3loc−→ Uˆ .
L’hypothe`se d’inte´grabilite´ uniforme (3.30) e´tant me´caniquement peu parlante, ceci qui nous
a pousse´ a` chercher une forme plus e´le´gante quoique moins ge´ne´rale.
3.5.2 Continuite´ au sens de la norme H3
Notre lecture des re´sultats d’Adams nous a incite´ a` prouver le the´ore`me de stabilite´ suivant,
qui affirme la H3-continuite´ de la solution de (3.2) par rapport au chargement.
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The´ore`me 3.5.2 Soient Ω un domaine borne´ de R2 a` coins convexes tel que ∂Ω soit de
classe C4,α par morceaux, ψ ∈ C2(Ω). Soient Un la solution de (3.2) associe´e a` Fn ∈ L2(Ω).
Supposons que la suite (Fn)n converge vers F en dans L
2(Ω), alors
Un −→ U dans H3(Ω),
et donc
µ(Fn) −→ µ(F ) dans H−1(Ω),
ou` U (respectivement Un) est la solution de (3.2) associe´e a` F (respectivement Fn).
Preuve Comme a` la Remarque (3.2.1) introduisons la solution bilate´rale associe´e a` (3.2)
et F (resp. Fn), note´e U
[ := ∆−2(F ) (resp. U [n := ∆
−2(Fn)). Proce´dons au changement
d’inconnue :
U := U [ + Uˆ , Un := U
[
n + Uˆn.
Le the´ore`me de Lions-Stampacchia fournit U¯ ∈ kψ−U[ := {V ∈ H20(Ω) / V ≥ ψ−U [} unique
tel que :
∀V ∈ kψ−U[ ,
∫
Ω
∆Uˆ∆(V − Uˆ)dΩ ≥ 0, (3.31)
Puisque Uˆn ≥ ψ − U [n et Uˆ ≥ ψ − U [ sur Ω, nous avons∫
Ω
|∆(Uˆ − Uˆn)|2dΩ ≤
∫
Ω
(U [n − U [)d(µˆ− µˆn).
Il vient que
‖Uˆ − Uˆn‖H2 −→ 0, (3.32)
pourvu que la masse totale de la mesure µˆn soit borne´e inde´pendamment de n. Pour voir
cela, conside´rons K0 ⊂ Ω tel que ψ−U [n < 0 sur Ω \K0, ainsi supp(µˆn) ⊂ K0. De plus pour
tout compact K ⊂ Ω, il existe alors φ une fonction plateau5 de K permettant d’e´crire
µˆn(K) ≤
∫
Ω
φdµˆn ≤ ‖φ‖L2‖Uˆn‖L2 .
Or ∫
Ω
|∆Uˆn|2dΩ =
∫
Ω
(ψ − Uˆ [n)dΩ ≤
∥∥[ψ − U [n]+∥∥L∞µˆn(supp([ψ − U [n]+)).
En faisant le choix K = K0 puis K = supp([ψ − Uˆ [n]+), il existe φ0 et φ1 qui permettent
d’obtenir la majoration voulue :
µˆn(K) ≤
∫
Ω
φdµˆn ≤ ‖φ0‖L2‖φ1‖L2
∥∥[ψ − U [n]+∥∥L∞ .
Graˆce a` l’ine´galite´ (3.21) e´tabli a` la fin de la preuve de la Proposition (3.2.2) nous de´duisons :
‖Uˆn‖H3 ≤ ‖U [n‖H2 +
√
‖∆(ψ − U [n)‖L∞µˆn(Ω).
5φ ∈ C∞0 (Ω) avec φ ≡ 1 sur K
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Comme Fn converge vers F alors U
[
n est borne´e inde´pendamment de n en norme H3, nous
savons en plus que la masse totale de la mesure µˆn est borne´e inde´pendamment de n (ceci
remplace donc l’hypothe`se (3.30) du The´ore`me d’Adams.). Il s’en suit que l’on peut extraire
une sous-suite de Uˆn convergeant faiblement dans H3. Or graˆce a` (3.32) cette limite faible
n’est autre que Uˆ . Sachant qu’une suite a` valeur dans un espace me´trique compact ayant une
seule valeur d’adhe´rence est convergente, en vertu du the´ore`me de me´trisabilite´ des boules
d’espaces de Banach se´parables6 c’est toute la suite Uˆn qui converge vers Uˆ , toujours graˆce
a` (3.32). A partir de maintenant la preuve suit quasiment, a` quelques de´tails et points tech-
niques pre`s, celle donne´e dans [3].)
Ayant montre´ la convergence faible dans H3, montrons la convergence forte. Pour ce faire
nous aurons besoin du lemme suivant :
Lemme 3.5.1 Avec les hypothe`ses et notations du The´ore`me 3.5.2, si Uˆn −→ Uˆ dans H2(Ω),
alors ∆(Uˆn − Uˆ) −→ 0 Cap1-qp sur Ω.
La preuve de ce lemme se de´duit a` partir de la formule suivante :
Lemme 3.5.2 Avec les hypothe`ses et notations du The´ore`me 3.5.2, pour u, v ∈ C2(Ω),
fixe´s B(X0, t) ⊂ Ω, il existe une constante A > 0 inde´pendante de u, v, t telle que
|∇∂iu(X0)−∇∂iv(X0)| ≤ A
∫
B(X0,t)
|∇∂iu(X)−∇∂iv(X)|
|X0 −X| dX
+A
∫
B(X0,t)
|D3v(X)|
|X0 −X|dX
+A
∫
B(X0,t)
|D3u(X)|
|X0 −X| dX
(3.33)
La preuve de cette formule est donne´e dans [3] Lemma 1, pages 5-6.
Posons u = Uˆ et v := Uˆn, nous voulons montrer que∫
B(X0,t)
|D3Uˆ(X)|
|X0 −X| dX, et
∫
B(X0,t)
|D3Uˆn(X)|
|X0 −X| dX
t→0−→ 0 Cap1-qp sur Ω
et que ∫
B(X0,t)
|∇∂iUˆ(X)−∇∂iUˆn(X)|
|X0 −X| dX
n→+∞−→ 0 Cap1-qp sur Ω.
Il suffit pour cela d’appliquer le lemme suivant, dont la preuve est donne´e dans [3] Lemma
2, pages 6-8.
Lemme 3.5.3 Soit B ⊂ Ω borne´e, et (sn)n suite de L2(B) telle que
1. sn
L2(B)−→ 0
2. ∃ s ∈ L2(B) / |sn| ≤ s sur B, ∀n.
6The´ore`me [25] Dans tout espace de Banach se´parable la boule unite´ est me´trisable pour la topologie faible.
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Alors ∫
R2
sn(y)
|x− y|1B(x)dy, Cap1-qp tout x ∈ R
2.
Ceci ache`ve la preuve du Lemme 3.5.1.
Pour finir la de´monstration de la convergence forte, fixons φ ∈ C∞0 (K) ou` K ⊂ Ω, nous
pouvons e´crire que∫
Ω
|∇∆(Uˆn − Uˆ)|2φ2 dΩ = −
∫
Ω
∆(Uˆn − Uˆ)φ2 d(µˆn − µˆ).
Graˆce a` l’ine´galite´ de Young, nous avons l’existence de A > 0 tel que :∫
Ω
|∇∆(Uˆn − Uˆ)|2φ2 dΩ ≤ A
∫
K
|∆(Uˆn − Uˆ)|2 d(µˆn + µˆ) + A
∫
K
|∆(Uˆn − Uˆ)|2 dΩ.
Remarquons que graˆce a` la proposition (3.2.2) assurant que la mesure µ ≤ Cap1, nous
de´duisons
∆(Uˆn − Uˆ) −→ 0 µˆ-pp sur Ω.
Arguons de la version L2 du the´ore`me d’Egorov au sens des capacite´s7pour assurer qu’il existe
un ensemble K ′ ⊂ K tel que ∆(U¯n − U¯) −→ 0 uniforme´ment sur K \K ′, avec µˆ(K ′) ≤ ,
donc ∫
K\K′
|∆(Uˆn − Uˆ)|2 d(µˆn − µˆ) < 2(µˆ(K) + µˆn(K))
ce dernier terme est controˆle´ par les bornes sur µˆ(Ω) et µˆn(Ω) qui sont finies et inde´pendantes
de n. De plus∫
K′
|∆(Uˆn − Uˆ)|2 d(µˆn − µˆ) ≤
(
‖∆Uˆn‖L∞(K) + ‖∆Uˆn‖L∞(K)
)
.
(
µˆ(K ′) + µˆn(K ′)
)
,
ou` nous savons que les normes des laplaciens sont finies et la conclusion voulue est acquise
de`s lors que
µˆn(K
′) −→ µˆ(K ′),
ce qui est assure´ par la convergence faible dansH3 de Uˆn vers Uˆ , puisque pour tout φ ∈ C∞0 (Ω)∫
Ω
φdµˆn = −
∫
Ω
∇φ∇∆Uˆn −→ −
∫
Ω
∇φ∇∆Uˆ =
∫
Ω
φdµˆ.
Finalement ‖(Uˆn − Uˆ)‖H3(Ω) −→ 0, et donc ‖(Un − U)‖H3(Ω) −→ 0, CQFD. 
7
The´ore`me 3.5.3 (D. Egorov - 1911) Soit E un espace mesure´ muni d’une mesure finie µ. Soit (fn)n une suite
de fonctions mesurables de E dans R convergeant µ-p.p. vers f mesurable sur E. Alors, pour tout  > 0, il existe un
ensemble K′ ⊂ E, µ(K′) <  et tel que fn converge uniforme´ment vers f sur E \K′.
Sa ge´ne´ralisation aux espaces Lp a e´tait faite par D. R. Adams & L. I. Hedberg [2] page 26 :
The´ore`me 3.5.4 Soit E un espace mesure´ muni d’une mesure finie µ. Soit (fn)n une suite de Cauchy de fonctions
L2(E,µ) convergeant vers f . Alors, pour tout  > 0, il existe un ensemble K′ ⊂ E, Cap1(K′) <  et tel que fn
converge uniforme´ment vers f sur E \K′.
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3.6 The´ore`me de stabilite´ « a` la Schaeffer » pour le bilaplacien
Nous nous proposons de donner un the´ore`me de stabilite´ analogue a` celui e´nonce´ et
de´montre´ dans [117] par D. Schaeffer, pour le cas des membranes line´aires. Pour ce faire
nous nous restreignons au cas ou` les donne´es (∂Ω, ψ et F ) sont toutes lisses. Nous donnons
ci-dessous une preuve base´e sur la version du The´ore`me des fonctions implicites 2.7.2 en
adaptant la strate´gie de celle du The´ore`me 2.7.1 de D. Schaeffer, ne´cessitant des estima-
tions de Schauder assez fines. Afin simplifier la pre´sentation, nous commenc¸ons par nous
limiter a` ψ ≡ 0. Ce paragraphe reprend et de´taille l’essentiel de [104] publie´ dans Journal
de Mathe´matiques Pures et Applique´es en collaboration avec A. Le´ger. Les re´sultats de ce
chapitre ont donne´ lieu a` une Note [103].
3.6.1 The´ore`me de stabilite´ : une premie`re version
The´ore`me 3.6.1 Soient Ω un C∞-domaine borne´ de R2, ψ ≡ 0 et G = 1. Conside´rons le
proble`me
Trouver U ∈ k = {V ∈ H2(Ω) / V|∂Ω = 1, V ≥ 0 sur Ω} re´alisant le minimum
inf
V ∈k
∫
Ω
1
2
|∆V |2 − FV dΩ
(3.34)
et supposons que pour F ◦ ∈ C∞(Ω), les deux conditions suivantes soient satisfaites :
(i) −F ◦ ≥ δ0 > 0 sur I◦.
(ii) I◦ := I(F ◦) soit une union finie de surfaces lisses a` bord, (i.e C∞). (3.35)
Alors pour F suffisamment proche de F ◦ dans C∞(Ω), I(F ) est diffe´omorphe a` I(F ◦).
Remarque 3.6.1 D’apre`s le the´ore`me 3.4.1, sous les hypothe`ses pre´ce´dentes, nous savons
que les composantes connexes (qui sont en nombre fini) de I(F ◦) sont simplement connexes.
L’hypothe`se (i) impose une re´action non-nulle sur toute la zone de contact (contact franc), et
donc pour F suffisamment proche de F ◦ dans C∞(Ω), F ≥ δ0 > 0 sur I(F ). Alors, puisque
(U, I(F )) sont suffisamment re´gulie`res la formulation forte de (3.34) s’e´crit :
∆2U = F dans Ω \ I(F ),
∆2U ≥ F dans Ω,
U ≥ 0 dans Ω,
U = 1 sur ∂Ω,
∂nU = 0 sur ∂Ω,
U = 0 sur I(F )
∂nU = 0 sur ∂I(F ),
∂2nU = 0 sur ∂I(F ).
(3.36)
De´monstration du The´ore`me 3.6.1
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Allure du domaine exte´rieur Ωu
3.6.1.1 Traduction en e´quation fonctionnelle
• Soit (U◦, I◦) une solution de (3.36), pour F ◦ donne´e, satisfaisant les hypothe`ses (3.35).
Pour simplifier nous e´crirons Γ◦ := ∂I◦.
• Soit u ∈ Ck(Γ◦) une fonction a` valeurs re´elles, et soit l’application
Υu : Γ◦ −→ R2, Υu(X) := X + u(X)n◦(X),
ou` n◦(X) est la normale unitaire exte´rieure a` Γ◦, X l’abscisse curviligne sur Γ◦.
• Soit Γu, l’image de Γ◦ par Υu, Iu la re´gion borde´e par Γu et Ωu := Ω \ Iu.
• Soit O := {(u, F ) ∈ C4,α(Γ◦)× C0,α(Ω) / ‖u‖C4,α(Γ◦) ≤ η & ‖F − F ◦‖C0,α(Ω) ≤ η},
pour 0 < α < 1.
La fonction u apparait comme une perturbation de la frontie`re libre ∂I◦. C’est ce qu’affirme
le lemme suivant.
Lemme 3.6.1 Si η > 0 est suffisamment petit, si u ∈ Ck(Γ◦), avec ‖u‖k ≤ η, alors Υu est
un Ck-diffe´omorphisme de Γ◦ sur Γu.
Preuve :  En effet, Υu est injectif de matrice Jacobienne inversible si ‖u‖k est assez petite
(perturbation de l’indentite´), donc c’est un Ck-diffe´omorphisme de Γ◦ sur son image.
• A pre´sent introduisons l’application8 T :
T[u, F ] := ∂2n◦U
u ◦Υu, pour tout (u, F ) ∈ O. (3.37)
Ou` Uu est solution du proble`me aux limites elliptiques :
8 ∂2n est de´fini a` la Remarque 2.7.1 en bas de page.
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
∆2Uu = F sur Ωu
Uu = 1 sur ∂Ω
∂nU
u = 0 sur ∂Ω
Uu = 0 sur Γu
∂n◦U
u = 0 sur Γu
(3.38)
Lemme 3.6.2 Pour (u, F ) ∈ O, la fonction T[u, F ] appartient a` C2,α(Γ◦).
Preuve :  Par composition Υu ∈ C4,α(Γ◦,Γu) si u ∈ C4,α(Γ◦). Donc le bord de Ωu est
au moins de classe C4,α, puisque Ω◦ est suppose´ lisse. Alors de [6] se de´duit l’estimation
suivante :
∂2n◦U
u ∈ C2,α(Γu,Ω).
En effet graˆce au The´ore`me 7.3. page 668 de [6] la solution de (3.38) appartient a` Ck+4,α(Ωu)
si F ∈ Ck,α(Ωu). 
Commentaires 3.6.1 La preuve du Lemme 3.6.2 justifie la de´finition de O.
L’utilite´ de l’introduction de cette fonctionnelle re´side dans l’e´quivalence ci-dessous :(
T[u, F ] = 0
)
⇐⇒
(
∂2n◦U
u = 0 sur Γu
)
Elle repre´sente la donne´e surabondante de Neumann sur Γu rapporte´e a` la normale n◦.
• La proposition ci-dessous justifie que nous conside´rions Uu comme la solution de (3.34)
associe´e a` F . Il s’agit d’une conse´quence imme´diate du Lemme 3.1.1 pourvu que Uu > 0 sur
Ω \ I(F u), ce que montrera la Proposition 3.6.6.
Proposition 3.6.1 Si Uu solution de (3.38) ve´rifie Uu > 0 sur Ω \ I(F ), alors la fonction
U˜u e´gale a` Uu sur Ω \ I(F ) et identiquement nulle sur I(F ) est e´gale a` la solution du
proble`me (3.34).
3.6.1.2 Me´trique, courbure et diffe´rentielles sur la frontie`re libre
Comme nous l’avons fait dans la pre´sentation de la preuve du The´ore`me 2.7.1 de Schaeffer,
nous allons utiliser gu la me´trique scalaire (riemannienne) sur Γu, induite par l’application
Υu : ∂I◦ −→ R2, i.e la me´trique qui, par rapport a` un syste`me de coordonne´es sur ∂I◦,
d’abscisse curviligne note´ X, a pour expression :
gu :=
∑
l=1,2
[
∂X
(
Υu
)
l
]2
= 1 + (u′(X))2.
La fonction ~u donne´e a` la De´finition 2.7.1 est le carre´ de la courbure (normale) donc inverse
du carre´ du rayon de courbure :
~u = 1 +
(
gu
)−1[
∂Xu
]2
= 1 +
(u′(X))2
1 + (u′(X))2
=
(
cos(ßu)
)−2
.
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Avec ßu := ^(n◦, nu) l’angle que fait la normale n◦ de ∂I◦, avec nu celle de ∂Iu.
• Nous cherchons a` de´finir un ope´rateur line´aire Lu,F comme approximation a` erreur qua-
dratique de ∂uT et e´gal a` ∂uT[u, F ] sous la condition (3.39).
Soit Uu solution de (3.38). Supposons que l’on ait :
T[u, F ] = 0, i.e ∂2n◦U
u = 0 sur Γu. (3.39)
De´finissons un voisinage tubulaire de Γu par
Γ◦×]− t0,+t0[ 3 (X, t) 7→ X + [u(X) + t]n◦. (3.40)
Clairement pour t = 0, il s’agit du parame´trage de Γu.
Donnons un de´veloppement de Taylor de Uu en la variable t ≥ 0, en un point X fixe´ de Γ◦.
En tenant compte de (3.39) et (3.38), il vient :
Uu(X, t) =
=0︷ ︸︸ ︷
Uu(X, 0) +
=0︷ ︸︸ ︷
t∂n◦U
u(X, 0) +
=0︷ ︸︸ ︷
t2
2
∂2n◦U
u(X, 0) +
t3
6
∂3n◦U
u(X, 0) + o(t3) (3.41)
Pour calculer la de´rive´e de T[u, F ] par rapport a` u, nous conside´rons le proble`me aux limites
(3.38) ayant pour donne´es
(
u + εv, F
)
, avec v ∈ Ck(Γ◦), et cherchons une solution de la
forme Uu+εv = Uu + εV . Ainsi nous de´duisons que V re´sout le proble`me aux limites :
∆2V = 0 sur Ωu+εv
Uu + εV = 0 sur Γu+εv
∂n(U
u + εV ) = 0 sur Γu+εv
V = 0 sur ∂Ω
∂nV = 0 sur ∂Ω
(3.42)
Nous avons alors : 
∆2Uu+εv = F sur Ωu+εv
Uu+εv = 0 sur Γu+εv
∂nU
u+εv = 0 sur Γu+εv
Uu+εv = 1 sur ∂Ω
∂nU
u+εv = 0 sur ∂Ω
(3.43)
La courbe Γu+εv appartient au voisinage tubulaire de Γu de´fini par (3.40), pour ε assez petit.
En choisissant t = εv il vient, par le de´veloppement (3.41), que
Uu|Γu+ευ = O(ε
3).
Effectuons le calcul de la de´rive´e partielle directionnelle suivant v :
∂uT([u, F ]; v) =
d
dε
T [u+ εv, F ]|ε=0.
Pour cela conside´rons une variation de u en u+ εv. Puisque Uu+εv ve´rifie (3.43), et
T [u+ εv, F ] = ∂2n0U
u+εv sur Γu+ ev.
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Posons
W := ∂ε(U
u+εv)|ε=0 = (∂uUu)v

∆2W = 0 sur Ωu
W = 0 sur ∂Ω
∂nW = 0 sur ∂Ω
W + v∂n0U
u = 0 sur Γu
∂n0W + v∂
2
n0U
u = 0 sur Γu
En utilisant ∂n0U
u = 0 sur Γu nous de´duisons :
∆2W = 0 sur Ωu
W = 0 sur ∂Ω
∂nW = 0 sur ∂Ω
W = 0 sur Γu
∂n0W + v∂
2
n0U
u = 0 sur Γu
(3.44)
En conclusion la de´rive´e directionnelle suivant v :
∂uT([u, F ]; v) = ∂
2
n0W + v∂
3
n0U
u e´value sur Γu.
Donc sous la condition (3.39) : W = 0 et
T[u+ ευ, F ]
ε→0∼ ∂2n◦Uu(., 0)|Γu+ευ ε→0∼ εv∂3n◦Uu(., 0). (3.45)
Ainsi nous avons montre´ que ∂uT sous la condition (3.39) est un ope´rateur multiplicatif,
multipliant par ∂3n◦U
u(., 0)|Γu .
• La proposition suivante est le prochain pas de notre preuve et requiert quelques outils de
ge´ome´trie diffe´rentielle.
Proposition 3.6.2 Soit Uu la solution de (3.38). Alors
∂nuU
u =
√
(~u)∂n◦Uu ◦Υu, sur Γu.
∂4n◦U
u = cos4(ßu)F, sur Γu pourvu que Uu = ∂n◦U
u = ∂2n◦U
u = 0 sur Γu.
Preuve de la Proposition 3.6.2 :  Nous allons ope´rer en quatre points. Plac¸ons nous
dans le voisinage tubulaire de Γu, note´ TUBε(Γu), de´crit par
TUBε(Γu) := {γu(χ1) + χ2nu / (χ1, χ2) ∈ Γu×]− ε,+ε[}.
Les coordonne´es locales dans TUBε(Γu) sont de´signe´es par (χ1, χ2), (voir figure 2.3.2). Soit
P ∈ TUBε(Γu), P (χ1, χ2) := γu(χ1) + χ2nu(χ1), γu e´tant tangent a` Γu, et nu e´tant la
normale unitaire a` la courbe Γu. Ainsi, en notant · la de´rive´e par rapport a` χ1 il vient :
∂χ1P (χ1, χ2) = γ˙
u + χ2n˙
u et ∂χ2P (χ1, χ2) = n˙
u,
118
d’ou` nous tirons des coordonne´es euclidiennes pour la me´trique Riemanienne induite par g,
et qui sera note´e 〈.|.〉g :
~x1 =
∂χ1P
‖∂χ1P‖
, ~x2 = ∂χ2P.
Autrement dit dans cette base
[g](~x1,~x2) :=
[√
~u 0
0 1
]
.
Ainsi dans le voisinage tubulaire TUBε(Γu) nous avons
GradU = (
√
~u∂χ1Uu, ∂χ2Uu).
Point 1 :
(
Uu = 0, ∂n◦U
u = 0, ∂2n◦U
u = 0 sur Γu
) ⇐⇒ (Uu = 0, dUu = 0, d2Uu =
0 sur Γu
)
I D’abord nous remarquons que Uu ∈ C∞(Ωu). Dans le syste`me de coordonne´es locales
(χ1, χ2) si χ2 = 0, nous avons un parame`trage de Γ
u. Or sur Γu, Uu = 0, ce qui est e´quivalent
a` Uu(γu(χ1), 0) = 0,∀χ1, donc ∂χ1Uu = ∂χ2Uu = 0, sur Γu. Nous avons :
∂2n◦U
u = ∂n◦
(
∂n◦U
)
= ∂n◦
(
〈GradUu|n◦〉g
)
(♠)
= 〈∇n◦GradUu|n◦〉g+
(♣)︷ ︸︸ ︷
〈GradUu|∇n◦〉g
La formule de Levi-Civita9 justifie l’e´galite´ (♠) ; puisque GradUu = (0, 0) sur Γu, le terme
(♣) est nul sur Γu. Donc :
∂2n◦U
u =
√
~u∂χ1(
√
~u)∂χ1Uu sin(ßu) cos(ßu) + (
√
~u)2∂2χ1U
u sin(ßu) cos(ßu)
+
√
~u∂χ1(
√
~u)2∂χ1Uu sin(ßu) cos(ßu) + ∂2χ2U
u cos2(ßu),
qui est nul sous la condition d2Uu = 0 sur Γu, sachant que GradUu = (0, 0) sur Γu.
Point 2 : La de´rive´e tangentielle troisie`me de Uu est nulle, sur Γu i.e. ∂3χ1U
u = 0, sur Γu.
Pour les meˆme raisons, ∂3χ1,χ2,χ2U
u = ∂3χ1,χ1,χ2U
u = 0, sur Γu.
I Puisque ∂2χ1Uu(γu(χ1), 0) = ∂2χ1,χ2Uu(γu(χ1), 0) = ∂2χ2Uu(γu(χ1), 0) = 0, ∀χ1 ∈ Γu. C’est
a` dire que toutes ces de´rive´es sont des fonctions indentiquement nulles sur Γu, elles sont de
de´rive´e nulle par rapport χ2.
En conclusion, la seule de´rive´e partielle qui soit e´ventuellement non nulle sur Γu est ∂3χ2U
u,
ce qui est cohe´rent avec (3.45).
9Voir l’Annexe D.
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Point 3 : Le bilaplacien de Uu, devient dans ce syste`me de coordonne´es ∆2gU
u = ∂4nuU
u =
F, sur Γu.
I Nous renvoyons a` l’Annexe D pour la de´finition de l’ope´rateur de Laplace-Beltrami10
relatif a` la me´trique g, note´ ∆g. Nous savons que
∆gU
u = Div(GradUu) = Tr(∇GradUu),
et dans la base orthonormale (~x1, ~x2),
∆gU
u = 〈~x1|∇~x1GradUu〉g + 〈~x2|∇~x2GradUu〉g
donc
∆g(∆gU
u) = ∆g(
1
‖γ˙u‖2g
∂2χ1U
u + ∂2χ2U
u) = ∆g(
1
‖γ˙u‖2g
∂2χ1U
u) =
1
‖γ˙u‖4g
∂4χ1U
u.
Or sur Ωu, ∆2Uu = F , ce qui de´montre le point 3.
Point 4 : A pre´sent nous pouvons e´tablir la formule annoce´e :
∂4n◦U
u = cos4(ßu)∂4nuU
u sur Γu.
I Par la formule de Levi-Civita
∂2n◦U
u = 〈Grad〈GradUu|n◦〉g|n◦〉g
Ecrivons :
n◦ = cos(ßu)∂χ2 +
1
‖∂χ1‖g
sin(ßu)∂χ1 , et GradU
u =
1
‖∂χ1‖g
(
∂χ1U
u
)
∂χ1 +
(
∂χ2U
u)∂χ2
Alors
∇n◦GradUu = cos(ßu)∇χ2GradUu +
1
‖∂χ1‖g
sin(ßu)∇χ1GradUu.
En de´veloppant 〈∇n◦GradUu|n◦〉g sur Γu, on obtient : ∂2n◦Uu = cos2(ßu)∂2nuUu. En effet sur
Γu les termes ∂2χ2U
u et ∂2χ2χ1U sont nuls, et l’angle entre la normale a` Γ
◦ et l’axe des χ2 est
cos(ßu). On conclut alors graˆce au point 2 en re´ite´rant par la formule de Levi-Civita le meˆme
proce´de´ sur Γu :
〈Grad∂2n◦Uu|n◦〉g = ∂3n◦Uu
Grad∂2n◦U
u =
(√
~u∂2χ1(
√
~u)∂χ1Uu sin(ßu) cos(ßu)
+
√
~u∂χ1(
√
~u)2∂2χ1U
u sin(ßu) cos(ßu)
+(
√
~u)3∂3χ1U
u sin(ßu) cos(ßu)
+∂χ1∂
2
χ2
Uu cos2(ßu) , ∂3χ2U
u cos2(ßu)
)
,
c’est a` dire en tenant compte de dUu = 0 et d2Uu = 0 sur Γu :
∂3n◦U
u = cos3(ßu)∂3χ2U
u.
Puis 〈∇n◦Grad∂2n◦Uu|n◦〉g = ∂4n◦Uu = cos4(ßu)F, sur ∂Iu. 
10cet ope´rateur est : ∆gV (X) = − 1√
det(g)
P
i,j ∂XiV
`p
det(g)gij∂XjV
´
si V ∈ C2(Ω,R).
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Commentaires 3.6.2 Notons qu’au passage est apparu
1
‖γ˙u‖2g
= cos2(ßu), que nous avons
note´ ~u pour simplifier.
3.6.1.3 Les conditions de Nash-Moser
Supposons a` pre´sent que nous soyons capable de trouver pour F ∈ C∞(Ω) une fonction
u telle que : T[u, F ] = 0. Alors nous voulons re´soudre l’e´quation fonctionnelle T[u, F ] = 0,
par le The´ore`me des fonctions implicites de D. Schaeffer 2.7.2, en nous assurant que ses
hypothe`ses sont satisfaites ici. Ainsi nous aurons trouve´ la zone de contact Iu de Uu associe´e
a` F , comme la pertubation (par u) de la zone de contact I◦ de U◦ associe´e a` F ◦.
Rappelons que si M de´signe une varie´te´ avec ou sans bord :
C∞(M) =
⋂
κ≥λ
Cκ(M).
Donc si par le The´ore`me des fonctions implicites de D. Schaeffer 2.7.2 nous re´solvons T[u, F ] =
0 pour tout κ ≥ λ (λ re´el positif suffisamment grand), alors nous la re´solvons dans C∞.
Les 5 Assertions : Nous commenc¸ons par e´noncer les hypothe`ses du The´ore`me des fonc-
tions implicites 2.7.2 dans le cadre que l’on vient de poser. Rien ne change par rapport au cas
de la membrane, vu au The´ore`me 2.7.1, si ce n’est l’ordre de l’ope´rateur et donc les espaces
fonctionnels. Ensuite nous montrerons qu’elles sont bien ve´rifie´es.
Introduisons les indices ς = 4 + α, 0 < α < 1, et ι ≥ ς.
(A.1) T : O −→ Cς−2(Γ◦), ope´rateur non line´aire d’ordre 2 tel que T[0, F ◦] = 0
(A.2) ‖ T[u, F ] ‖ι ≤ c0
( ‖ (u, F ) ‖ι+2 + 1 )
(A.3) ‖ T[u, F1]− T[u, F2] ‖ς−2 ≤ c1 ‖ F1 − F2 ‖ς
(A.4) ∃ Lu,F ∈ L?(Cς(Γ◦), Cς−2(Γ◦)) /
‖ T[u+ w,F ]− T[u, F ]− Lu,Fw ‖ς−2 ≤ c2
( ‖ T[u, F ] ‖ς ‖w‖ς + ‖w‖2ς )
(A.5) ∃ `u,F ∈ L?(Cς+2(Γ◦), Cς(Γ◦)) /(
Lu,F ◦ `u,F
)
w := w et ‖ `u,Fw ‖ι ≤ c3
( ‖w‖ι+2 + ‖w‖0 ‖ (u, F ) ‖ι+2 )
Bien entendu, les constantes ci de´pendent de ι et ς mais non de u, F , w.
(‖.‖k+α)k≥0 repre´sente une e´chelle de normes ho¨lderiennes de plus en re´gulie`res, avec 0 <
α < 1, k ∈ N.
Par ailleurs, on a pose´ :
‖(u, F )‖ι := ‖F‖ι + ‖u‖ι
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Traduction des assertions : (A.1) implique qu’on ne puisse pas applique le the´ore`me
des fonctions implicites classique a` T.
(A.2) l’application T est C0 − douce.
(A.3) T continu par rapport a` la seconde variable.
(A.4) T est differentiable par rapport a` sa premie`re variable si T[u, F ] = 0. L’ope´rateur
line´aire Lu,F est une approximation a` erreur quadratique de ∂uT[u, F ].
(A.5) Lu,F est inversible a` droite, d’inverse `u,F .
Remarque 3.6.2 Sous la condition de raccord des courbures normales T[u, F ] = ∂2n◦U
u ◦
Υu = 0 sur Γu, nous avons ∂uT([u, F ]; v) = v∂
3
n◦U
u sur Γu, nous montrerons que l’ope´rateur
de multiplication par Lu,F est une approximation a` erreur quadratique de ∂uT avec :
Lu,F := ∂
3
n◦U
u ◦Υu sur Γu.
Nous posons alors
`u,F :=
1
Lu,F
sur Γu.
Pour justifie la validite´ de cette de´finition il faut s’assurer que Lu,F est bien strictement positif
sur Γu. Pour cela effectuons dans un voisinage tubulaire de Γ◦ (t ≥ 0) le de´veloppement de
Taylor suivant de la solution nominale U◦ associe´e a` F ◦ telle qu’elle est de´finie dans l’e´nonce´
du The´ore`me 3.6.1 :
0 ≤ U◦(X, t) =
=0︷ ︸︸ ︷
U◦(X, 0) +
=0︷ ︸︸ ︷
t∂n◦U
◦(X, 0) +
=0︷ ︸︸ ︷
t2
2
∂2n◦U
◦(X, 0) +
t3
6
∂3n◦U
◦(X, 0)
+
t4
4!
∂4n◦U
◦(X, 0) + o(t4).
Alors si ∂3n◦U
◦ < 0 en un point de Γ◦ l’ine´galite´ du contact est viole´e. Si nous supposons
∂3n◦U
◦ = 0 en un point de Γ◦, comme ∂4n◦U
◦ = F ◦ sur Γ◦, avec −F ◦ ≥ δ0 > 0 sur I◦ alors
l’ine´galite´ du contact est encore viole´e. Donc ∂3n◦U
◦ > 0 sur Γ◦ puisque Γ◦ est compacte,
et par continuite´ de Lu,F par rapport a` u et F , on conclut que Lu,F := ∂
3
n◦U
u sur Γu reste
strictement positif pour autant que (u, F ) soit suffisamment proche de (0, F ◦).
3.6.1.4 Ine´galite´s Utiles
En vue de de´montrer les assertions (A1)-(A5) ci-dessus, nous commenc¸ons par exhiber un
certain nombre « d’estimations douces11 de type Schauder », voir [8] & [64].
11voir Annexe A
122
Proposition 3.6.3 (estimation du produit) ∀τ ∈ R+ \ N, et ∀v, w ∈ Cτ (Ω) :
‖vw‖τ ≤ constante
(
‖v‖0‖w‖τ + ‖v‖τ‖w‖0
)
(3.46)
(estimation de la composition)
‖w ◦ v‖τ ≤ constante
(
‖w‖τ‖v′‖0 + ‖v‖τ‖w′‖0 + ‖v‖0
)
(3.47)
(estimation de la composition par une application lisse)
∀z ∈ C∞(Ω), ‖z ◦ v‖τ ≤ constante
(
‖v‖τ + 1
)
(3.48)
La proposition suivante donne une estimation douce pour la composition avec Υu, voir [117].
Proposition 3.6.4 Soit z ∈ Cτ (Ω), alors ∃C1 > 0 telle que :
‖z ◦Υu‖τ ≤ C1
(
‖z‖τ + ‖z‖1‖u‖τ
)
(3.49)
Enfin nous rappelons qu’il est e´tabli dans [118] (graˆce aux estimations douces de produit et
de composition) :
Proposition 3.6.5 Soit ~u la fonction de´finie par (2.42), alors il existe une constante C > 0
telle que :
‖~u‖τ ≤ C(1 + ‖u‖τ+1). (3.50)
Le the´ore`me suivant fournit un raffinement des estimations de Schauder classiques pour un
proble`me aux limites elliptique d’ordre 4, ceci dans l’esprit de [118].
The´ore`me 3.6.2 Soit Uu la solution du proble`me aux limites : ∆
2Uu = F sur Ωu.
Uu = ϕ1 sur ∂Ω
u.
∂nU
u = ϕ2 sur ∂Ω
u.
(3.51)
alors si ι > 4, il existe C0 > 0 tel que :
‖Uu‖ι ≤ C0
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι + ‖u‖ι(‖F‖α + ‖ϕ1‖α+4 + ‖ϕ2‖α+4)
)
(3.52)
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De´monstration du The´ore`me 3.6.2 :  Commenc¸ons par rappeler l’estimation suivante
de Agmon-Douglis-Niremberg [6] (Theorem 7.3. et Remark 2 pages 668-669) :
The´ore`me 3.6.3 Soit A un ope´rateur elliptique d’ordre 4 sur un domaine fixe´ Ω◦ a` bord
lisse
A(X, ∂) =
∑
|i|≤4
ai(X)∂
i.
Conside´rons le proble`me aux limites suivant A(X, ∂)V = F sur Ω
◦.
V = ϕ1 sur ∂Ω
◦.
∂nV = ϕ2 sur ∂Ω
◦.
(3.53)
Supposons qu’il existe M > 0 tel que A ve´rifie :
(i) ‖a‖max,ι−4 := max|i|≤4 ‖ai‖ι−4 ≤M,
(ii) infX inf |ξ|=1
∑
|i|=4 |ai(X)ξi| ≥ 1M .
(3.54)
Alors il existe C > 0 inde´pendante de V telle que :
‖V ‖ι ≤ C
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι + ‖V ‖0
)
(3.55)
Puisque le domaine Ω◦ est borne´, le terme ‖V ‖0 de (3.53) peut eˆtre omis, et la constante
C > 0, bien que de´pendante de la forme de l’e´quation (3.53), ne de´pend pas de V .
Remarque 3.6.3 La preuve de l’omission du terme ‖V ‖0 de (3.55) est justifie´e comme
suit dans [6]. Si la solution de (3.55) est unique (ce qui sera notre cas d’application) alors :
‖V ‖0 ≤ C
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι
)
. (3.56)
En effet supposons par l’absurde que (3.56) ne soit pas vrai, alors il existerait une suite de
fonctions Vn ∈ Cι(Ω◦) de norme ‖Vn‖0 = 1 telles que le second terme de (3.56) tende vers
0 pour le Vn correspondant quand n → +∞. Or de (3.55) nous voyons que la norme ‖.‖ι
est uniforme´ment borne´e. Il en vient l’existence d’une sous-suite qui converge pour la norme
‖.‖ι vers la solution V du proble`me aux limites a` donne´es nulles, qui est donc par unicite´
V = 0, ce qui contredit le fait que ‖V ‖0 = 1 !
Ce raisonnement s’applique, pour la norme ‖.‖α, aux deux lemmes suivants qui raffinent
l’estimation (3.55).
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Lemme 3.6.3 Soit A l’ope´rateur bilaplacien-Beltrami ∆2gu, dont les coefficients sont note´s
(aui )i. Avec les notations des the´ore`mes 3.6.2 et 3.6.3, posons ι > 4 non-entier, alors pour
M ′ > 0, il existe une constante C ′ > 0 telle que si (i) du The´ore`me 3.6.3 est remplace´e par :
(i′) ‖a‖max,α ≤ M ′,
alors la solution de (3.53) satisfait l’estimation, pour q = ι
ι−4 , :
‖V ‖ι ≤ C ′
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι + ‖V ‖α + ‖a‖qι−4(‖F‖α + ‖ϕ1‖4+α + ‖ϕ2‖4+α + ‖V ‖α)
)
(3.57)
Puisque le domaine Ω◦ est borne´ le terme ‖V ‖α peut eˆtre omis.
Preuve du Lemme 3.6.3 :  Elle sera donne´e en annexe E. Remarquons que les coef-
ficients (aui )i de l’ope´rateur bilaplacien-Beltrami ∆
2
gu , ve´rifient bien l’hypothe`se (i
′) (cf. la
formule (3.67) suivante). D. Schaeffer [118] indique que les arguments employe´s pour
obtenir les estimations de Schauder voulues pour le proble`me aux limites de l’ope´rateur
de Laplace-Beltrami, fonctionnent e´galement pour des ope´rateurs d’ordres plus e´leve´s et des
conditions aux limites plus ge´ne´rales. L’auteur emploi le principe du maximum pour e´liminer
des estimations la norme ‖V ‖0, mais la Remarque 3.6.3 nous assure que l’on peut se passer
du terme ‖V ‖α. 
Lemme 3.6.4 Sous les hypothe`ses du Lemme 3.6.3, nous avons l’estimation plus fine sui-
vante :
‖V ‖ι ≤ C ′′
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι + ‖V ‖α + ‖a‖ι−4(‖F‖α + ‖ϕ1‖4+α + ‖ϕ2‖4+α + ‖V ‖α)
)
(3.58)
A nouveau puisque le domaine Ω◦ est borne´ le terme ‖V ‖α peut eˆtre omis.
Preuve du Lemme 3.6.4 :  Introduisons l’ope´rateur de Nash : Nn. Pour cela conside´rons
χ ∈ S(R2), une fonction lisse ayant une transforme´e de Fourier a` support compact et e´gale a`
l’identite´ au voisinage de l’origine. Pour n ≥ 1, posons χn(X) = n2χ(nX), et Nn(f) := χn∗f ,
avec f ∈ C0(Ω◦), le produit de convolution e´tant note´ ∗. Nous avons alors, les estimations
suivantes
‖Nn(f)‖ι+τ ≤ C(4)nτ‖f‖ι, et ‖[Id− Nn](f)‖ι ≤ C(5)n−τ‖f‖ι+τ . (3.59)
De´composons l’ope´rateur A de (3.53) comme suit :
A = A˙ + A¨
A˙ :=
∑
a˙i∂i, avec a˙i := Nn(a˙
i)
A¨ :=
∑
a¨i∂i avec a¨i := [Id− Nn](a¨i).
(3.60)
Ainsi (3.53) se re´e´crit sous la forme A˙V = F − A¨V sur Ω
◦.
V = ϕ1 sur ∂Ω
◦.
∂nV = ϕ2 sur ∂Ω
◦.
(3.61)
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Il vient du lemme (3.6.3) l’ine´galite´ suivante :
‖V ‖ι ≤ C(6)
(
‖F‖ι−4+‖A¨V ‖ι−4+‖ϕ1‖ι+‖ϕ2‖ι+‖Cnι−4M‖qι−4(‖F‖α+‖A¨V ‖α+‖ϕ1‖4+α+‖ϕ2‖4+α)
)
(3.62)
ou` le (Lemme 3.6.3) et l’hypothe`se (ii) du The´ore`me 3.6.3 ont e´te´ utilise´s pour estimer
‖a˙‖ι−4.
Quant au terme ‖A¨V ‖ι−4 il peut eˆtre estime´ graˆce a` (3.46) pour donner :
‖A¨V ‖ι−4 ≤ C(7)
(
‖V ‖ι‖a¨‖max,0 + ‖V ‖4‖a¨‖ι−4
)
(3.63)
En outre viennent de (3.59) les ine´galite´s :
‖a¨‖max,0 ≤ C(8)n−α‖a˙‖max,α ≤ C(9)Mn−α.
Nous choisissons n suffisamment grand pour que le premier terme de (3.63) n’exce`de pas
1
2
‖V ‖ι. Enfin pour le second terme de (3.63) nous avons par des estimations de Schauder
classiques que :
‖a¨‖max,ι−4‖V ‖4 ≤ C(10)‖a˙‖max,ι−4‖V ‖4+α ≤ C(11)‖a˙‖max,ι−4‖F‖s.
Ce qui termine la preuve du Lemme 3.6.4.
Pour finir la preuve du The´ore`me 3.6.2, il faut justifier que l’on puisse passer du domaine fixe
Ω◦, du The´ore`me 3.6.3, pour lequel l’ope´rateur A est ∆2(gu), a` Ω
u du The´ore`me 3.6.2 pour
lequel l’ope´rateur est le bilaplacien. La transition se fait graˆce a` l’application Υ
u
: Ω◦ → Ωu,
par prolongement a` Ω◦ de l’application Υu : Γ◦ → Γu de´finie plus haut. Pour cela plac¸ons
nous dans le voisinage tubulaire de Γ◦, note´ TUBε(Γ◦), de´crit par
TUBε(Γ◦) := {γ◦(χ1) + χ2n◦ / (χ1, χ2) ∈ Γ◦×]− 4ε,+4ε[}.
Les coordonne´es locales dans TUBε(Γ◦) sont de´signe´es par (χ1, χ2). Soit alors ζ ∈ C∞(R)
telle que ζ ≡ 1 au voisinage de 0, Supp(ζ) ⊂] − 3ε,+3ε[ et |ζ ′| ≤ 1/2. Nous e´tendons
l’application Υu comme suit :
Υ
u
:=
 γ
◦(χ1) + ζ(χ1)u(χ2)n◦, si (χ1, χ2) ∈ TUBε(Γ◦),
(χ1, χ2), dans Ω
◦ \ TUBε(Γ◦)
(3.64)
Du coup, Υ
u
est une application continue de Ω◦ dans Ωu. De plus si ‖u‖τ < ε alors Υu est
injective et sa matrice Jacobienne est inversible en tout point, donc d’apre`s le The´ore`me
d’inversion locale Υ
u
est un Cτ -diffe´omorphisme.
Ce prolongement induit une me´trique sur Ω◦, du coup nous notons ∆(gu) l’ope´rateur de
Laplace-Beltrami associe´. Avec ces notations la solution du proble`me (3.51) est e´gale a`
U◦ ◦ (Υu)−1, U◦ e´tant solution du proble`me aux limites :
∆2(gu)U
◦ = F ◦Υu dans Ω◦,
U◦ = Ψ1 ◦Υu sur ∂Ω,
∂νU
◦ = Ψ2 ◦Υu sur ∂Ω,
U◦ = Ψ3 ◦Υu sur ∂I◦,
∂n◦U
◦ = Ψ1 ◦Υu sur ∂I◦.
(3.65)
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L’application Υ
u
transforme (3.65) en le proble`me :
∆2Uu = F dans Ωu,
Uu = Ψ1 sur ∂Ω,
∂nU
u = Ψ2 sur ∂Ω,
Uu = Ψ3 sur ∂Iu,
∂nuU
u = Ψ1 sur ∂Iu.
(3.66)
Ceci vient du fait que l’application Υ
u
induit un isomorphisme de´fini par :
Υ
u∗
: Cτ (Ωu) −→ Cτ (Ω◦), z 7−→ Υu∗(z) = z ◦Υu,
pourvu que u ∈ Cτ (Γ◦) et ‖u‖τ < η.
Toujours graˆce aux estimations douces (3.46), (3.47), et dans le meˆme esprit que le Lemme
2.1. de [118], il existe une contante C > 0, inde´pendante de u ∈ Cτ (Γ◦) avec ‖u‖τ < η, telle
que
‖z ◦Υu‖τ ≤ C(‖z‖τ + ‖u‖τ + ‖z‖1),
et une estimation indentique pour l’inverse Υ
u∗
.
Enfin rappelons une estimation des coefficients de l’ope´rateur bilaplacien-Beltrami.
Le lemme 2.3. de [118] assure l’existence d’une constante C inde´pendante de u telle que les
coefficients de l’ope´rateur de Laplace-Beltrami ∆gu := Σ(b
u
i ∂
i) ve´rifient :
‖bi‖τ ≤ C(1 + ‖u‖τ+2).
Il en de´coule que les coefficients (aui )i du bilaplacien-Beltrami ∆
2
gu ve´rifient :
‖au‖τ ≤ C(1 + ‖u‖τ+4). (3.67)
La fin de la preuve du the´ore`me 3.6.2 vient maintenant de l’application du Lemme 3.6.4. 
3.6.1.5 De´monstrations des Assertions 2 a` 5
Comme notre but est d’appliquer le the´ore`me de Nash-Moser dans un espace des fonctions
de classe C∞, nous pouvons imposer pour la ve´rification de ces assertions : (u, F ) ∈ O ′ avec
O ′ := {(u, F ) ∈ C8,α(Γ◦)× C4,α(Ω) / ‖u‖8+α ≤ η , ‖F‖4,α ≤ η}. (3.68)
En particulier de (3.52) se de´duit que la solution de (3.38) satisfait pour (u, F ) ∈ O ′ :
‖Uu‖8+α ≤ constante (3.69)
Pour simplifier introduisons l’espace fonctionnel :
O ′′ := {u ∈ C8,α(Γ◦) / ‖u‖8+α < η}
Rappelons que ι ≥ ς := 4 + α.
Nous commenc¸ons maintenant la preuve des Assertions.
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Preuve de (A.2) :  Tout d’abord, puisque par de´finition Uu est solution de (3.38), nous
avons graˆce a` (3.49) que :
‖T[u, F ]‖ι = ‖∂2n◦Uu ◦Υu‖ι ≤ C1
(
‖Uu‖ι+2 + ‖u‖ι
)
,
ou` (3.69) a e´te´ utilise´e pour supprimer le facteur ‖Uu‖3 devant le second terme. Puis de
(3.52) suit l’estimation voulue :
‖∂2n◦Uu ◦Υu‖ι ≤ c0
(
‖F‖ι−2 + ‖u‖ι+2 + 1
)
. 
Preuve de (A.3) :  Appliquons de nouveau (3.49)
‖T[u, F1]− T[u, F2]‖ς−2 = ‖
(
∂2n◦U
u
1 − ∂2n◦Uu2
) ◦Υu‖ς−2
≤ C0
(
‖∂2n◦Uu1 − ∂2n◦Uu2 ‖ς−2 + ‖∂2n◦Uu1 − ∂2n◦Uu2 ‖1‖u‖ς−2
)
≤ c1 ‖F1 − F2‖ς , avec (3.52), ce qui est le re´sultat attendu. 
Preuve de (A.5) :  Conforme´ment a` la de´finition de `u,F := 1Lu,F , en choisissant η > 0 de
fac¸on ad hoc, nous pouvons nous arranger pour avoir
∀(u, F ) ∈ O ′, inf
X∈Γ◦
(
− F ◦Υu
)
≥ δ > 0.
C’est alors qu’il vient, de (3.48), en prenant z(t) = t−1 :
‖ 1
Lu,F
‖ι ≤ C
(
1 + ‖Lu,F‖ι
)
.
D’autre part, graˆce l’estimation (3.50) pour ~u, puis par (3.46) pour traiter le produit, (3.68)
pour e´liminer les termes ne´gligeables de u et F , et (3.49) pour estimer la norme ‖.‖ι+3 de
Uu la solution de (3.38), nous concluons que :
‖Lu,F‖ι ≤ C
(
1 + ‖F‖ι−1 + ‖u‖ι+3
)
et
‖`u,Fw‖ι ≤ C
[
‖w‖ι +
(‖(u, F )‖ι+3)‖w‖0]. 
Lemme 3.6.5 Si Uu est solution de (3.38), alors il existe C3 > 0 tel que :
‖∂uT[u, F ]− Lu,F‖ς−1 ≤ C3‖T[u, F ]‖ς (3.70)
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Preuve du Lemme (3.6.5) :  Il s’agit d’observer que Uu est solution du proble`me de
Cauchy suivant 
∆2Uu = F sur Ωu,
Uu = 1 sur ∂Ω,
Uu = 0 sur Γu,
∂n◦U
u = 0 sur Γu,
∂2nuU
u = (~u)∂2n◦Uu sur Γu.
(3.71)
Ici nu de´signe la normale unitaire exte´rieure a` Γu. Nous allons calculer ∂3n◦U
u directement
a` partir des donne´es du proble`me de Cauchy (3.71) ci-dessus, en ne supposant pas a priori
que T[u, F ] = 0 sur Γu. Le proble`me (3.71) admet une solution unique en vertu du the´ore`me
de Holmgren12. Bien e´videmment nous savons ∂3n◦U
u ◦ Υu est e´gal a` Lu,F si nous imposons
le raccord des courbures. Le re´sultat se de´duit d’une estimation de Schauder de W solution
de (3.44). 
Preuve de (A.4) :  Pour de´montrer (A.4) nous allons avoir besoin du lemme suivant :
Lemme 3.6.6 Soit W une fonction sur R2 de´finie sur un η−voisinage de Γ◦ et soit 1 ≤ ι ≤
8 + α. Alors il existe C4 > 0 tel que pour u, u+ w ∈ O ′′ :
‖(∂n◦W ) ◦Υu+w − (∂n◦W ) ◦Υu − w(∂2n◦W ) ◦Υu+w‖ι ≤ C4‖W‖ι+4‖w‖2ι (3.72)
Preuve du Lemme 3.6.6  Pour 0 ≤ t ≤ 1 soit Υ[., t] := Υu+tw. Par une inte´gration par
parties, le membre de gauche de (3.72) est e´gal
w2
∫ 1
0
(1− t)(∂3n◦W ) ◦Υ[., t]dt.
Par l’estimation de composition par une application lisse, il vient qu’il existe une constante
C > 0, inde´pendante de u, w, W telle que :
‖w2
∫ 1
0
(1− t)(∂3n◦W ) ◦Υ[., t]dt‖ι ≤ C
≤Constante‖W‖ι+4︷ ︸︸ ︷(
‖∂3n◦W‖ι +
( ‖u‖ι‖w‖ι )‖∂3n◦W‖1 ) ‖w‖2ι ,
ce qui fini la preuve du Lemme 3.6.6 
Commenc¸ons par retraduire (A.4), avec (u, F ) , (u+ w,F ) ∈ O ′ :
‖ (∂2n◦W ) ◦Υu+w − (∂2n◦U) ◦Υu − Lu,Fw ‖ς−2 ≤ c2
( ‖ T[u, F ] ‖ς ‖w‖ς + ‖w‖2ς ) (3.73)
Posons Uu (resp. Uu+w) la solution de (3.38) pour (u, F ), (resp. pour (u+ w,F ).)
La prochaine e´tape est d’appliquer le Lemme 3.6.6, pour ce faire, prolongeons U en une
12 Nous renvoyons a` [47] pour un e´nonce´ plus ge´ne´ral et une preuve du the´ore`me d’unicite´ de Holmgren.
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fonction U¯ de´finie dans un η-voisinage de Γ◦. Ce qui a pour effet d’augmenter la norme de
U d’au plus un facteur constant ; donc (3.72) sera toujours valide. Le terme de gauche de
(3.73) est :
(∂2n◦W ) ◦Υu+w − (∂2n◦U) ◦Υu − Lu,Fw =
(♥)︷ ︸︸ ︷
(∂2n◦U
u+w) ◦Υu+w − (∂2n◦U¯) ◦Υu+w +
(♥♥)︷ ︸︸ ︷
(∂2n◦U¯) ◦Υu+w − (∂2n◦U¯) ◦Υu − Lu,Fw
(3.74)
Par le Lemme 3.6.6, la (ς − 2)-norme du second terme de (3.74) ve´rifie :
‖ (♥♥) ‖ς−2 ≤ Constante‖ (∂3n◦U¯) ◦Υu − Lu,Fw ‖ς−2 + ‖ (∂2n◦U¯) ◦Υu ‖ς+2‖ w ‖ς−2
(3.75)
terme qui est lui meˆme borne´ par le second membre de (3.73), graˆce au Lemme 3.6.5 et (3.69).
Proce´dons a` l’estimation de (♥). Par (3.49) il suffit d’obtenir une estimation en (ς − 2)-
norme de ∂2n◦
(
Uu+w − U¯), ou, en fait en (ς − 1)-norme de (Uu+w − U¯). Elle va venir de
(3.52), et donc nous devons calculer le champ de forces pour le proble`me au limites (3.51)
sur Ωu+w ayant pour solution
(
Uu+w − U¯). Le membre de droite du premier terme de (3.51)
doit eˆtre F − F¯ , ou` F¯ := ∆2U¯ . Toutefois, il est a` remarquer que F = F¯ sur Ωu+w ∩ Ωu. Or
puisque
dist(Γu,Γu+w) ≤ ‖w‖0,
alors
‖F − F¯‖ς−4 ≤ Constante‖w‖20‖F − F¯‖ς ≤ Constante‖w‖20,
ou` la seconde majoration vient de la borne (3.69) et de l’observation suivante :
‖F − F¯‖ς ≤ ‖F‖ς + ‖F¯‖ς = ‖∆2U‖ς + ‖∆2U¯‖ς ≤ ‖U‖α+8 + ‖U¯‖α+8.
Puisque les donne´es de Neumann sont ∂n◦
(
Uu+w − U¯)|∂Ω = 0, ∂n◦(Uu+w − U¯)|Γu+w = ∂n◦(−
U¯
)
|Γu+w , et comme ∂n◦U¯ = 0 au voisinage de Γ
u, alors du Lemme 3.6.6 de´coule :
‖∂n◦U¯ ◦Υu+w‖ς−1 = ‖∂n◦U¯ ◦Υu+w − ∂n◦U¯ ◦Υu‖ς−1
≤ Constante
(
‖∂2n◦U¯ ◦Υu‖ς−1‖w‖ς−1 + ‖∂n◦U¯‖ς+3‖w‖2ς−1
)
.
Or ‖∂n◦U¯‖ς+3 ≤ ‖U¯‖ς+4 ≤ Constante graˆce a` (3.69), finalement
‖∂n◦U¯ ◦Υu+w‖ς ≤ Constante
( ‖ T[u, F ] ‖ς ‖w‖ς + ‖w‖2ς ),
ce qui ache`ve la preuve de (A.4) 
Finalement ... Comme il a e´te´ annonce´ a` la Proposition 3.6.1, la dernie`re chose a` voir pour
clore cette de´monstration est que Uu > 0 sur Ωu.
Proposition 3.6.6 Soit (u, F ) satisfaisant T[u, F ] = 0, et soit Uu solution de (3.38). Alors
pour η > 0 suffisamment petit, Uu > 0 sur Ω \ Iu.
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Preuve de la Proposition 3.6.6 :  Nous avons U◦ = 0, ∂n◦U◦ = 0, ∂2n◦U◦ = (~u)∂2n◦U◦ ◦
Υu et ∂3n◦U
u = Lu,F sur Γ
u. En effectuant un de´veloppement de Taylor dans le voisinage
tubulaire de Γ◦ de´fini par (3.40), en un point X ∈ Γ◦ fixe´, et en la variable t (porte´e par le
vecteur n◦) :
0 ≤ U◦(X, t) =
=0︷ ︸︸ ︷
U◦(X, 0) +
=0︷ ︸︸ ︷
t∂n◦U
◦(X, 0) +
=0︷ ︸︸ ︷
t2
2
∂2n◦U
◦(X, 0) +
t3
6
∂3n◦U
◦(X, 0)
+
t4
4!
∂4n◦U
◦(X, 0) + o(t5).
Il de´coule que ∂3n◦U
◦ > 0 sur Γ◦ puisque Γ◦ est compacte et que ∂4n◦U
◦ = F ◦ sur Γ◦,
d’apre`s la Proposition 3.6.2, avec −F ◦ ≥ δ0 > 0. En Conse´quence du Lemme (3.6.5) en
choisissant η > 0 suffisamment petit, il est possible d’avoir
inf
X∈Γ0
Lu,F (X) ≥ δ > 0,
avec δ inde´pendant du couple (u, F ) ∈ O ′. Au vu de (3.70), et de la borne uniforme
(3.69) ∂3n◦U
u est positive dans un voisinage Vu de Γu, dont la taille peut eˆtre choisie
inde´pendamment de (u, F ). Et graˆce a` la formule de Taylor (3.41) : Uu est positif sur Vu .
Puis d’autre part, la solution U◦ est positive sur Ω \ I◦, donc
inf
X∈Ω\Vu
U◦(X) ≥ δ > 0.
Ainsi par continuite´ Uu reste strictement positif sur Ω◦ \ Vu, donc sur Ω \ Iu. 
Ce qui ache`ve la de´monstration du The´ore`me 3.6.1. 
3.6.2 The´ore`me de stabilite´ : commentaires et extensions
Il est possible d’e´tendre le The´ore`me pre´ce´dant pour des obstacles lisses mais non plats, et
relaxer l’hypothe`se de non de´ge´ne´re´scence. En fait nous allons donner des conditions sur
la zone assurant l’existence d’un effort tranchant sur la frontie`re libre, si les donne´es sont
suffisamment re´gulie`res, ce qui permet alors de se ramenner a` la preuve du The´ore`me 3.6.1.
Comme nous l’avons rappele´ plus haut, les commentaires figurant dans [4] laissent a` penser
que la ge´ome´trie de la zone de contact influence de fac¸on notoire la stabilite´ de la solution,
nous en donnons une confirmation a` travers le The´ore`me suivant.
The´ore`me 3.6.4 Soient Ω un C∞-domaine borne´ de R2, ψ ∈ C∞(Ω) et G = 0 avec
ψ < 0 sur ∂Ω. Conside´rons le proble`me (3.2) et supposons que pour F ◦ ∈ C∞(Ω), les trois
conditions suivantes soient satisfaites :
(i) ∆2ψ − F ◦ ≥ δ0 > 0 sur I(F ◦).
(ii) ∂4n◦ψ − F ◦ ≥ δ1 > 0 sur ∂I(F ◦).
(iii) I◦ := I(F ◦) soit une surface lisse a` bord, (i.e C∞).
(3.76)
Alors pour F suffisamment proche de F ◦ dans C∞(Ω), I(F ) est une surface lisse
diffe´omorphe a` I(F ◦).
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Preuve du The´ore`me 3.6.4 : La preuve est la meˆme que celle qui pre´ce`de avec le change-
ment de variables U¯u = Uu−ψ, a` ceci pre`s qu’il faut s’assurer de l’inversibilite´ de l’ope´rateur
Lu,F , ce qui revient a` vouloir ∂
3
n◦U¯
◦ > 0 sur Γu. Or dans le voisinage tubulaire de Γ◦ de´fini
par (3.40), nous avons le de´veloppement de Taylor de U¯◦ en la variable t, en un point X
fixe´ :
0 < U¯◦(X, t) =
=0︷ ︸︸ ︷
U¯◦(X, 0) +
=0︷ ︸︸ ︷
t∂n◦U¯
◦(X, 0) +
=0︷ ︸︸ ︷
t2
2
∂2n◦U¯
◦(X, 0) +
t3
6
∂3n◦U¯
◦(X, 0)
+
t4
4!
∂4n◦U¯
◦(X, 0) + o(t4).
Ici ∂4n◦U¯
◦(X, 0) = (F − ∂4n◦(ψ))(X, 0) < 0 d’apre`s (ii), ce qui permet de conclure, par
compacite´, a` la stricte positivite´ de ∂3n◦U¯
◦ sur tout Γ◦. En remplac¸ant Uu par U¯u dans
le lemme 3.6.5, on obtient, selon la preuve du Proposition 3.6.6, la stricte positivite´ donc
l’inversibilite´ de l’ope´rateur Lu,F . 
Commentaires 3.6.3 • Le The´ore`me 3.6.4 assure que la frontie`re libre est de classe C∞ par
rapport au champ de forces F ∈ C∞(Ω), mais cela n’implique directement pas la de´rivabilite´
de la solution U par rapport a` un champ de forces F ∈ L2(Ω).
• La ge´ne´ralisation du the´ore`me 3.6.4 dans l’esprit des The´ore`mes 2.7.3, 2.7.4, de stabi-
lite´ locale obtenus par L. Caffarelli pour l’ope´rateur laplacien dans le proble`me (2.2) semble
difficile. En effet ils se basent sur la re´gularite´ de la mesure de re´action qui est L2(Ω) pour
une force L2(Ω) avec un obstacle et un domaine suffisamment re´gulier, ce qui faux dans le
cas du proble`me d’obstacle pour le bilaplacien (3.2). Cependant, nous pouvons imaginer que
l’e´tude de continuite´ entreprise par Adams [3] pour le proble`me (3.2) pourrait permettre
d’e´tablir avec des mesures de re´action H−1(Ω) l’e´quivalent des The´ore`mes de stabilite´ 2.7.3,
et 2.7.4. Mais ceci repre´sente un gros travail d’analyse. Une des pistes d’exploration possible
serait l’utilisation astucieuse de formulations hamiltoniennes comme l’a fait A. Hermant
[67] pour des proble`mes de commande optimale avec une contrainte sur l’e´tat scalaire du
second ordre et une commande scalaire sous une condition assurant l’existence locale de so-
lution. Cette e´tude englobe le cas du proble`me de commande optimale associe´ au proble`me
de contact pour une poutre line´airement e´lastique soumise a` un champ de forces L∞.
• L’hypothe`se (i) de contact strict (Supp(µ(F ◦)) = I(F ◦))) du The´ore`me 3.6.4 ne per-
met pas d’assurer, en ge´ne´ral, la satisfaction de l’hypothe`se (ii), (sauf si ∆2ψ = 0). Ces
deux hypothe`ses (i) et (ii) sont indispensables pour assurer la stabilite´ de la zone de contact
I(F ◦), comme le montre l’exemple 3.6.1.
Exemple 3.6.1 Conside´rons une plaque e´lastique circulaire Ω = B2(0, 1) encastre´e sur son
bord, soumise a` une force r 7→ Ft(r) = −t, au dessus d’un obstacle parabolique
r 7→ ψ(r) := (− 1− 2r4).
Pour 64 ≤ t < 128, la force Ft est suffisamment intense pour qu’il y ait contact, la zone
de contact est (par construction) axisyme´trique. Elle est ne´cessairement d’inte´rieur vide,
d’apre`s la Remarque 3.4.1, puisque l’hypothe`se de non de´ge´ne´re´scence n’est pas ve´rifie´e.
Donc puisqu’elle ne peut pas eˆtre re´duite a` un point, d’apre`s la Proposition 3.2.3, c’est un
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cercle de rayon R. En se souvenant du the´ore`me 3.4.1, affirmant que la zone de contact est
simplement connexe sous l’hypothe`se ∆2ψ − Ft ≥ 0 sur Ω, nous concluons que la zone de
contact est un disque de centre 0 et de rayon R de`s que t ≥ 128, (voir figure (4.9). Ainsi
l’application de la force Ft qui est < 0 sur tout Ω, agit comme stabilisateur de la plaque,
et Rt croˆıt quand t croˆıt. Le cas limite ∆
2ψ = Ftc pour la charge critique tc = 128 est
ge´ome´triquement instable. Nous approfondirons l’e´tude de cet exemple au chapitre suivant.
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Chapitre 4
LE PROBLEME D’OBSTACLE
POUR UNE PLAQUE EN PETITES
DEFORMATIONS : ETUDE DE
SENSIBILITE
La Vérité que lon nomme n'est pa la Vérité Absolue.
Lao Zi - Dao De Jing
Comme nous l’avons signale´, la solution du proble`me de l’obstacle pour une poutre ou
une plaque peut eˆtre vue comme la projection de la solution non contrainte sur le convexe
des de´placements cine´matiquement admissibles du proble`me contraint. Mettre en place une
me´thode de continuation dans l’esprit de ce qui a e´te´ pre´sente´ dans l’Introduction, ne´cessite
d’expliciter la de´rive´e du projecteur me´trique sur un convexe de H2. Mais l’analyse de sensi-
bilite´ du projecteur me´trique sur un convexe de H2 est tre`s de´licate [39], [107], et est large-
ment inexplore´e. Le sujet du pre´sent chapitre est la discussion des proprie´te´s diffe´rentielles
des ine´quations variationnelles de´crivant la flexion d’une poutre et d’une plaque en pre´sence
d’un obstacle et parame´tre´es par le champ de forces applique´. Tre`s re´cemment, A. Shapiro
[115] a traite´ l’analyse de sensibilite´ d’ine´quations variationnelles en dimension finie, en re-
formulant ces ine´quations en terme de proble`mes optimisation sous contrainte et appliquant
la machinerie de la the´orie de l’analyse par perturbation au second ordre expose´e dans [20].
Dans [21] et [22], F. Bonnans & A. Hermant se sont inte´resse´s a` l’existence, la stabilite´
et la sensibilite´ pour les proble`mes de commande optimale avec un controˆle scalaire et une
contrainte sur l’e´tat, par une « analyse au second ordre ». En collaboration avec le professeur
F. Bonnans nous nous sommes inspire´s de cette situation abstraite pour de´duire l’analyse
de sensibilite´ et le calcul des de´rive´es directionnelles pour le proble`me d’obstacle pour une
poutre sous les conditions que l’ensemble de co¨ıncidence ait un nombre fini de composantes
connexes et contact tangent aux points isole´s. Puis nous avons e´tendu cette e´tude au cas de la
plaque, avec des conditions sur les courbures de la plaque et de l’obstacle. Nous pre´sentons
ci-dessous quelques exemples concrets servant de guide a` la compre´hension et l’intuition.
En particulier, nous de´montrons quelques re´sultats concernant l’e´volution de l’ensemble de
co¨ıncidence pour le proble`me de l’obstacle pour une poutre en flexion avec des conditions
d’appui simple ou d’encastrement au bord en nous basant sur les ide´es de´veloppe´es dans [39].
Ce qui nous permet d’illustrer le phe´nome`ne d’instabilite´ que ge´ne`rent les points de contacts
isole´s essentiels d’ordre 2. Ces cas pathologiques mettent en lumie`re des diffe´rences profondes
avec le proble`me (2.2), et ils doivent eˆtre pris en compte dans nos futures tentatives pour
comprendre ce que devient la conjecture de Schaeffer pour le proble`me (3.2).
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4.1 Re´sultats de diffe´rentiabilite´ en pre´sence d’obstacle pour une
poutre en flexion
Nous rappelons a` pre´sent l’e´tude de A. Cimetie`re & A. Le´ger [39] portant sur l’e´volution
de la zone de contact et la de´rivalibite´ de la solution du proble`me de l’obstacle pour une
poutre en appui simple1.
En dimension 1 l’approche est grandement simplifie´e car nous pouvons donner une e´quation
implicite de la frontie`re libre graˆce a` la solution d’un proble`me construit avec la meˆme
poutre en flexion soumise a` un champ de forces f mais en l’absence d’obstacle. Nous traitons
le cas de la poutre encastre´e au dessous d’un obstacle lisse de forme quelconque, et e´nonc¸ons
l’e´quivalent du The´ore`me 3.6.4, ce qui permet de s’assurer que les conditions d’encastrement
et de signe sur le champ de forces suffisent a` l’obtention du re´sultat ge´ome´trique (pour des
donne´es lisses) de stabilite´ espe´re´, avec un obstacle non-ne´cessairement plat.
4.1.1 Cas d’une poutre en appui simple
Conside´rons une poutre e´lastique en appui simple, dont la configuration de re´fe´rence sans
contrainte est le segment Ω := [0, 1]. Cette poutre est place´e au dessus d’un obstacle ψ rigide
et immobile. Sa flexion sous une charge f ∈ L2(0, 1) est donc limite´e par ψ, et la fle`che u a`
l’e´quilibre est la solution de l’ine´quation variationnelle suivante :

Trouver u ∈ k = {v ∈ H2(0, 1) ∩H10(0, 1) /v ≥ ψ},∫ 1
0
u′′(v − u)′′ dx ≥
∫ 1
0
f(v − u) dx, ∀ v ∈ k.
(4.2)
Il est connu [82] que la solution de (4.2) est unique et appartient a` H3(Ω) ∩ C2(Ω).
1 L’e´quation d’e´quilibre d’une poutre line´airement e´lastique place´e au dessus d’un obstacle rigide et immobile
ψ : Ω −→ R (de´crit par son e´quation carte´sienne x2 = ψ(x1)), s’e´crit formellement, dans le cas ou` le contact a lieu
sans frottement :
Trouver u ve´rifiant :
8>><>>:
u(4) = f + µ dans Ω,
u ≥ ψ, µ ≥ 0, (u− ψ)µ = 0 dans Ω,
avec (1.42) ou (1.43).
(4.1)
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The´ore`me 4.1.1 [39] Dans le proble`me (4.2), conside´rons un obstacle ψ = −1, et une force
f0 ∈ L2(0, 1) telle que :
(i) f0 strictement dirige´e vers l’obstacle (−f0 ≥ δ0 > 0 sur ]0, 1[) ;
(ii) f0 syme´trique par rapport au milieu de la poutre ;
(iii) f0 suffisamment intense pour que la zone de contact soit de mesure non nulle, i.e.
I(f0) = [y0, 1− y0], 0 < y0 < 1/2 ;
Soit ft := f0 + th une famille de chargements, pour tout t ∈ R+, et h ∈ L2(0, 1).
Alors :
I La fonction de´finissant la frontie`re de la zone de contact t 7−→ y(t) est de classe C1 au
voisinage de t = 0.
I L’application qui a` t associe ut, la solution de (4.2) pour le chargement ft est Gaˆteaux-
diffe´rentiable, sa de´rive´e en t = 0 est la fonction z0 de´finie sur ]0, 1[, syme´trique, nulle sur
la zone de contact et solution du proble`me suivant sur [0, y0] (partie gauche du domaine ou`
le contact n’a pas lieu sous f0) :{
z
(4)
0 = h, sur ]0, y0[,
z0(0) = 0 = z
′′
0 (0) = z
′
0(y0) = z0(y0) = 0
(4.3)
Remarque 4.1.1 Quand le chargement n’est pas dirige´ en tout point vers l’obstacle l’hy-
pothe`se (i) n’est plus valide, pourtant si le contact est franc le the´ore`me est toujours vrai.
Me´caniquement cela peut eˆtre re´alise´ en supposant que les moments re´sultants du charge-
ment f0 sur le comple´mentaire de la zone de contact aient un signe convenable et que le
signe du chargement satisfasse a` l’e´quilibre global (i.e. que la re´action µ(f0) = u
(4) − f0 soit
positive).
The´ore`me 4.1.2 [39] Avec les notations ci-dessus, les re´sultats de de´rivabilite´ perdurent
si a` la place de (i) nous imposons :
(i′)
∫ y0
0
xf0(x)dx < 0 et
∫ 1
1−y0
(1− x)f0(x)dx < 0;
(i′′) f0 < 0 sur [y0, 1− y0].
Commentaires 4.1.1 Lorsque la condition f0 < 0 sur la zone de contact ]y0, 1− y0[ n’est
pas satisfaite la diffe´rentiabilite´ au sens de Gaˆteaux n’est pas garantie. Et dans ce cas seule
la de´rive´e faible peut exister (c.f. The´ore`me (4.3.1)).
Le fait de devoir imposer (i′) et (i′′) peut paraˆıtre surprenant au regard du The´ore`me 3.6.4,
qui garantit la de´rivabilite´ de la frontie`re libre sous la seule hypothe`se de contact franc.
Nous proposons une nouvelle version du The´ore`me 4.1.2, en montrant que dans le cas d’un
chargement C∞ l’hypothe`se (i′′) astreint les efforts tranchants au bord de la zone a` eˆtre
strictement positifs (i.e. u(3)(y0), u
(3)(1− y0) > 0).
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The´ore`me 4.1.3 Avec les notations ci-dessus, pour f0 ∈ C∞([0, 1]) −f0 ≥ δ0 > 0 sur la
zone de contact [y0, 1− y0] alors l’application t 7−→ yt est de classe C∞ en t = 0, pourvu que
ft := f0 + th ∈ C∞([0, 1]) avec h ∈ C∞([0, 1]).
Preuve :  Choisissons f := ft ∈ C∞([0, 1]) satisfaisant (ii) et (iii) du The´ore`me (4.1.1).
Alors sur le bord gauche [0, y] ou` il n’y a pas contact u ve´rifie :{
u(4) = f
u′′(y) = u(0) = u′′(0) = 0; u(y) = −1. (4.4)
Observons, comme dans [39], que le chargement f peut eˆtre e´limine´ de ce proble`me par l’in-
troduction de la solution u[ du proble`me de flexion bilate´rale sur I0 d’une poutre simplement
appuye´e :
(u[)(4) = f, (u[)′′(1) = (u[)′′(0) = u[(1) = u[(0) = 0. (4.5)
Graˆce a` la re´gularite´ C2([0, 1]) de u nous savons que u′′(y) = 0, et nous obtenons la relation
suivante, pour x ∈ [0, y] :
u(x) = u[(x)−
((u[)′′(y)
6y
)
x3 +
(
− 1− u[(y) + y
6
(u[)′′(y)
)
x,
et donc
u′′′(x) = (u[)′′′(x)− (u
[)′′(y)
y
.
D’autre part en effectuant un de´veloppement de Taylor sur l’intervalle [0, y] ou` il n’y a pas
contact (u > ψ = −1) nous obtenons, puisque le contact est d’ordre 2, et u ∈ C∞([0, y])
0 < (u− ψ)(x) = (x− y)
3
3!
u(3)(y) +
(x− y)4
4!
u(4)(y) + o((x− y)4).
Graˆce a` la condition de signe : −f0 ≥ δ0 > 0 sur la zone de contact [y, 1 − y], il vient par
continuite´ que u(4)(y) = f(y) < 0 donc
u′′′(y) > 0.
En outre de l’e´limination de f , en tenant compte de u′(y) = 0, nous tirons pour la frontie`re
y l’e´quation implicite :
1
3
y2(u[t)
′′(y)− y(u[t)′(y) + (u[t)(y) + 1 = 0
A pre´sent le The´ore`me des fonctions implicites assure que t 7−→ yt est de classe C∞ en t = 0,
si
y0(u
[
0)
′′′(y0)− (u[0)′′(y0) > 0,
ce qui est vrai puisque u′′′0 (y0) = (u
[
0)
′′′(y0)− (u
[
0)
′′(y0)
y0
> 0. 
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4.1.2 Cas d’une poutre encastre´e au dessus d’un obstacle lisse
Pour une poutre encastre´e, occupant au repos un segment Ω, dont la flexion sous une charge
f ∈ L2(Ω) est limite´e par un obstacle rigide ψ, la fle`che u a` l’e´quilibre est la solution de
l’ine´quation variationnelle suivante :
Trouver u ∈ kψ = {v ∈ H20(Ω) /v ≥ ψ},∫
Ω
u′′(v − u)′′ dx ≥
∫ 1
0
f(v − u) dx, ∀ v ∈ k.
(4.6)
Remarque 4.1.2 Il est connu [82] que la solution de (4.6) est unique et appartient a`
H3(Ω) ∩ C2(Ω).
Examinons comme ci-dessus, la frontie`re libre pour le proble`me de l’obstacle de la poutre
encastre´e (4.6)
The´ore`me 4.1.4 Dans le proble`me (4.6) conside´rons Ω :=]0, 1[, l’obstacle ψ lisse
syme´trique par rapport au milieu de la poutre tel que ψ < 0 sur ∂Ω, et une force f0 ∈ L2(0, 1)
tel que :
(i) f0 ve´rifie l’hypothe`se de non-de´ge´re´scence : ψ
(4) − f0 ≥ δ0 > 0 sur [0, 1] ;
(ii) f0 suffisamment intense pour que la zone de contact soit de mesure non nulle, i.e.
I(f0) = [y0, 1− y0], y0 > 0 ;
(iii) f0 syme´trique par rapport au milieu de la poutre ;
Soit ft := f0 + th une famille de chargements, pour tout t ∈ R+, et h ∈ L2(0, 1). Soient u0
et ut les solutions de (4.6) correspondantes aux chargements f0 et ft, les frontie`res associe´es
de la zone de contact sont note´es y0 et yt.
Alors :
I La fonction de´finissant la frontie`re de la zone de contact t 7−→ y(t) est de classe C1 au
voisinage de t = 0, (respectivement C∞ si ft et h sont de classe C∞).
I L’application t 7−→ ut est Gaˆteaux-diffe´rentiable, sa de´rive´e en t = 0 est la fonction z0
de´finie sur ]0, 1[, syme´trique, e´gale a` ψ sur la zone de contact et solution du proble`me suivant
sur [0, y0] (partie gauche du domaine ou` le contact n’a pas lieu sous f0) : z
(4)
0 = h, sur ]0, y0[,
z0(0) = z
′
0(0) = 0,
z′0(y0) = z0(y0) = 0.
(4.7)
Preuve :  Choisissons f comme indique´ dans le The´ore`me ci-dessus. Alors sur le segment
gauche [0, y] ou` il n’y a pas contact le proble`me de flexion est :
u(4) = f
u′(y) = ψ′(y)
u(y) = ψ(y)
u0(0) = u
′(0) = 0
(4.8)
Observons que le chargement f peut eˆtre e´limine´ de ce proble`me par l’introduction de la
solution u[ du proble`me de flexion bilate´rale sur [0, 1] d’une poutre encastre´e :
(u[)(4) = f, (u[)′(1) = (u[)′(0) = u[(1) = u[(0) = 0. (4.9)
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Soient α, β re´els, de (4.8) et (4.9) nous tirons les relations suivantes :
u(x) = u[(x) + αx3 + βx2, x ∈ [0, y]
ψ(y) = u[(y) + αy3 + βy2
ψ′(y) = (u[(y))′ + 3αy2 + 2βy
ψ′′(y) = (u[(y))′′ + 6αy + 2β
(4.10)
Apre`s des ope´rations e´le´mentaires nous obtenons la caracte´risation suivante pour la frontie`re
libre y actuelle :
0 = (u[ − ψ)(y)− 2y
3
(u[ − ψ)′(y) + y
2
6
(u[ − ψ)′′(y) (4.11)
Voyons a` partir de cette e´quation comment la zone de contact e´volue sous un chargement
additionnel th. Notons u[0 et h
[ les solutions aux proble`mes (4.8) et (4.9) respectivement,
pour les chargements f0 et h respectivement. La frontie`re libre y := yt actuelle est solution
de l’e´quation G (y, t) = 0, avec G de´finie par :
G (y, t) = (u[0 − ψ + th[)(y)−
2y
3
(u[0 − ψ + th[)′(y) +
y2
6
(u[0 − ψ + th[)′′(y)
Nous ve´rifions imme´diatement :
G,t(y0, 0) = −1
3
(
− (u[0 − ψ)′(y0) + y0(u[0 − ψ)′′(y0)−
y20
2
(u[0 − ψ)′′′(y0)
)
e´tudions le signe de cette quantite´ :(
− (u[0 − ψ)′(y0) + y0(u[0 − ψ)′′(y0)−
y20
2
(u[0 − ψ)′′′(y0)
)
.
Si ft et h sont de classe C
∞ ; en re´solvant le syste`me (4.10) ci-dessus, nous pouvons e´crire
que, pour x ∈ [0, y] :
u(x) = u[(x)−
(
(ψ − u[)′(y)− y(ψ − u[)′′(y)
) x3
3y2
+
(
(ψ − u[)′(y) + y
2
(ψ − u[)′′(y)
)x2
y
,
et donc
(ψ − u)′′′(x) = (ψ − u[)′′′(x)− 2
y2
(
(ψ − u[)′(y)− y(ψ − u[)′′(y)
)
.
De l’hypothe`se (i) toujours par un de´veloppement de Taylor sur l’intervalle [0, y0] ou` il n’y
a pas contact on de´duit que (u− ψ)′′′(y0) > 0 (resp. (u− ψ)′′′(1− y0) > 0), du coup
G,t(y0, 0) 6= 0.
Remarquons e´galement que si ft ∈ L2(Ω) :(
− (u[0 − ψ)′(y0) + y0(u[0 − ψ)′′(y0)−
y20
2
(u[0 − ψ)′′′(y0)
)
=
∫ y0
0
d
dτ
(
− (u[0 − ψ)′(τ) + τ(u[0 − ψ)′′(τ)−
τ 2
2
(u[0 − ψ)′′′(τ)
)
dτ
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= −
∫ y0
0
τ 2
2
(u[0 − ψ)(4)(τ)dτ = −
∫ y0
0
τ 2
2
(f0 − (ψ)(4)(τ))dτ > 0
d’apre`s l’hypothe`se (i), et donc de meˆme G,t(y0, 0) 6= 0. Ainsi par application directe du
The´ore`me des fonctions implicites on obtient que sous les hypothe`ses du The´ore`me 4.1.4,
pour le chargement f0, la frontie`re libre de la zone de contact t 7−→ yt est de classe C1 au
voisinage de t = 0, (respectivement C∞ si ft est de classe C∞).
Il est possible de prouver la de´rivabilite´ de ut directement en e´tablissant la convergence
faible
ut − u0
t
⇀ z0, et ‖ut − u0
t
‖ → ‖z0‖. Mais en fait il suffit d’invoquer le The´ore`me 4.4.8
puisque le contact franc sur un segment (non re´duit a` un point) nous assure la polye´dricite´
d’apre`s la Proposition 4.3.2. 
Remarque 4.1.3 Nous e´tablirons plus loin le meˆme type de re´sultat de re´gularite´ pour le
cas des plaques line´aires.
Remarque 4.1.4 A. Hermant [67] (The´ore`me 6.8) a e´galement obtenu un re´sultat de
stabilite´ des segments de contact via une certaine formulation hamiltonienne du proble`me
de commande optimale traduisant (4.6). La de´monstration est conduite dans le cas ou`
l’e´tat est dans l’espace W2,∞(Ω) (i.e pour des forces L∞(Ω)) et pre´-suppose la « stricte
comple´mentarite´ uniforme »qui se traduit par l’hypothe`se de non-de´ge´ne´rescence f0 > 0 pp
sur chaque segment de contact. Ce qui sugge`re la possibilite´ de fournir pour ce re´sultat
d’autres techniques de preuve que celles que nous avons propose´es concernant la stabilite´ de
la zone contact.
4.2 Quelques exemples de l’e´volution de la zone de contact en
fonction du chargement
4.2.1 Un cas de non-diffe´rentiabilite´ du projecteur me´trique de H2
L’exemple suivant de non C-diffe´rentiabilite´ d’un projecteur sur un convexe de H2(Ω), m’a
e´te´ aimablement communique´ par J. Sokolowski. Il ruine l’espoir d’utiliser directement les
proprie´te´s diffe´rentielles d’un projecteur sur un convexe de H2(Ω) pour construire un al-
gorithme de continuation aussi simplement que dans le cas des ine´quations variationnelles
pose´es dans un convexe de H1(Ω).
Nous ici utilisons les concepts de coˆne de support et critique selon les notations de l’Annexe
B.
Soient Ω :=]−1,+1[, H := H10(Ω)∩H2(Ω) muni du produit scalaire 〈u|v〉 :=
∫
Ω
u′′v′′ dΩ. Soit
q ∈ C∞(Ω), 0 ≤ q(x) ≤ 1, q(−1) = q(1) = 0, q′ 6= 0 sur ∂Ω et q(x) = 1 pour x ∈]− 1
2
,
1
2
[.
Soit u0 := prk(v0) la projection de
v0(x) =
x2
2
q(x)− x
3
6
1]0,+∞[(x)− x
3
12
− x
2
4
+
x
6
+
1
3
sur le convexe K = {v ∈ H / v ≥ 0}. Elle est donne´e par
u0(x) =
x2
2
q(x).
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En particulier la de´rive´e conique de la projection de v0 n’existe pas dans la direction critique
h(x) =
x2
2
1]0,+∞[(x)− x
3
12
− x
2
4
− x
6
.
Ici l’inclusion dans le coˆne critique CsK(u0) ∩
(
Vect(v0 − prK((v0)))
)⊥H ⊂ CrK(u0) est stricte,
car le coˆne de support a` K en u0 est CsK(u0) :=
⋃
t>0 t(K− u0), et
CsK(u0) ∩
(
Vect(v0 − prK((v0)))
)⊥H
= {v ∈ H / v(0) = 0, v′(0) = 0}
avec le coˆne critique
CrK(u0) = {v ∈ H / v(0) = 0}.
Me´caniquement, la fonction u0 peut eˆtre vue comme la solution du proble`me de la flexion
unilate´rale d’une poutre line´airement e´lastique simplement appuye´e sur ∂Ω au dessus d’un
obstacle ψ = 0. C’est donc la projection sur le convexe des de´placements cine´matiquement
admissibles K de la solution bilate´rale associe´e v0 sous un chargement f0. Observons que
la fonction v0 ∈ H3(Ω) ∩ C2(Ω), en de´rivant 4 fois v0 nous trouvons la force f0 /∈ L2(Ω),
puisque v
(4)
0 (0) = −δ0 ∈ H−1(Ω), ce qui concerve un sens me´canique. Mais en de´rivant 4
fois h ∈ H2(Ω) nous trouvons h(4) = δ′0 qui est une distribution d’ordre 1 ! En particulier
h(4) /∈ H−1(Ω) ce qui ne permet pas de conclure a` la non-diffe´rentiabilite´ de la solution du
proble`me de la flexion unilate´rale d’une poutre.
4.2.2 « Un delta qui bouge ! »
Conside´rons une poutre e´lastique en appui simple, solution du proble`me d’obstacle (4.2).
Nous optons pour un obstacle de la forme ψ(x) := −(2/3−x)2, et nous choisissons un champ
de forces de´pendant d’un parame`tre t de la forme
t 7→ f(t) := −tδx=1/3.
A l’instant initial t = 0, cette poutre occupe le segment Ω := [0, 1] et est en contact aﬄeurant
avec un obstacle en un unique point c(0) = 2/3. Notre objectif est de montrer que, pour
t > 0 suffisamment petit, la zone de contact se re´duit a` un point, note´ c(t) = c et que la
re´action est
µ(f) = pδx=c
ou` la fonction p est telle que p(0) = 0, p(t) > 0 pour t > 0, et c non constants. Pour ce faire,
nous exhibons la solution du proble`me suivant :
u(4) = f + µ(f) sur Ω,
u ≥ ψ, µ(f) ≥ 0, (u− ψ)µ(f) = 0 dans Ω,
u|∂Ω = 0 = u
′′
|∂Ω.
(4.12)
I En supposant que le contact ait lieu en un point unique c l’intensite´ de la re´action prend
la forme suivante :
p(t) :=
(18tc3 + 72− 162c2 + t− 27tc2)
54c3(c− 1) .
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I Pour t suffisamment petit le contact a lieu en un unique point c si et seulement si t et
c sont solutions de l’e´quation implicite suivante (obtenue en injectant la re´action p dans le
proble`me (4.12) et en exploitant la re´gularite´ C2(Ω) de la solution ut) :
216c−t+54c6p−54pc3+81tc4+3tc−27c5t+162pc4−162pc5−72−270c3−54c2+162c4−80tc3+24tc2 = 0.
Graˆce au the´ore`me des fonctions implicites il est facile de voir qu’il existe une unique
solution c pour t ∈ [0, 100]. On tire
t =
18(−8c+ 4 + 3c2)
(3c− 1)(3c+ 1)(c− 1)2 ,
ce qui fournit le graphe (4.1) donnant l’e´volution du point c en fonction de t.
On obtient alors le graphe (4.1) de l’intensite´ de la re´action p, qui montre qu’elle est stric-
tement positive quand t > 0.
I Enfin le de´placement u (∈ H3(Ω)) s’obtient sous la forme :
u(x, .) =
 u0(x, .) pour x ∈ [0, 1/3]u1(x, .) pour x ∈ [1/3, c]u2(x, .) pour x ∈ [c, 1] (4.13)
avec :
u0(x, t) = −(27c
5 − 117c4 + 27x2c3 + 192c3 − 99x2c2 − 156c2 + 150x2c+ 48c− 64x2)x
18c(c− 1)2(3c+ 1) ,
u1(x, t) = −117x
3c2 − 126x3c+ 64x3 − 162x3c3 + 81x3c4 + 432x2c2 − 216x2c− 162x2c3
18c(c− 1)2(9c2 − 1)
+
378c5x+ 24cx+ 156c2x+ 693c4x+ 81c6x− 606c3x+ 16c2 − 8c− 6c3
18c(c− 1)2(9c2 − 1) ,
u2(x, t) = −−9c
4 + 9c4x+ 24c3 − 24c3x+ 9x3c2 − 30c2 + 48c2x
18(c− 1)3
+
27x2c2 + 54x2c+ 24c− 18x3c− 60cx− 8 + 24x+ 8x3 − 24x2
18(c− 1)3 .
(4.14)
Commentaires 4.2.1 On peut se convaincre que t 7→ µ(t) ∈ W1,1(0, T ;H−2(Ω)) ∩
L1(0, T ;H−1(Ω)), et cet exemple prouve qu’en ge´ne´ral t 7→ µ(t) /∈W1,1(0, T ;H−1(Ω)).
Notons que ‖δt1 − δt2‖H−1 =
√
t1 − t2.
Puisque la re´action est proportionnelle a` une masse de Dirac ceci montre en particulier que
l’application f(., t) 7→ u(., t) n’est pas lipschitzienne de H−1 a` valeur dans H3 ! Elle est au
mieux 1
2
-Ho¨lderienne.
En fait pour tout t ≥ 0, la solution ut admet un unique point de contact c donne´ par les
e´quations ci-dessus, et c tend asymptotiquement vers 1/3 quand t −→ +∞.
4.2.3 Poutre en flexion : instabilite´ pour un point de contact isole´
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Evolution du point de contact en fonction du temps
Evolution de l’intensite´ de la re´action en fonction de c
Allure de la solution pour t = 2165 , (c =
1
2).
Fig. 4.1 – Graphes de la solution de la poutre en flexion soumise a` une force ponctuelle variable
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Nous pouvons montrer sur un exemple que l’e´volution de la zone de contact a` partir d’un
point isole´ ou` la re´action est non nulle et les courbures entre la poutre et l’obstacle sont
e´gales peut se faire suivant un segment ou se se´parer en deux points.
Exemple 4.2.1 Poutre en flexion :« e´talement de la zone de contact ») Reprenons l’exemple
de la poutre encastre´e occupant au repos Ω = [−1, 1], soumise au chargement uniforme
f : t 7→ −t, et place´e au dessus d’un obstacle rigide ψ = −1, i.e. ve´rifiant le proble`me (4.6).
Pour 0 ≤ t < 24 la poutre ne touche pas l’obstacle, la solution s’e´crit :
u0(x, t) := − t
24
x4 +
t
12
x2 − t
24
Fig. 4.2 – flexion d’une poutre encastre´e (par ordre de´croissant) :sans contact, contact aﬄeurant,
contact tangent avec re´action ponctuelle, contact avec e´talement imminent et re´action ponctuelle
Pour 24 ≤ t ≤ 72 la poutre touche l’obstacle en un point avec une re´action ponctuelle, le
contact est seulement tangent sauf pour t = 72 ou` il y a aussi raccord des courbures entre
l’obstacle et la poutre (voir figure 4.2). La solution s’e´crit :
u1(x, t) := − t
24
x4 + 4(
t
24
− 1)|x|3 + (− t
12
+ 6)
x2
2
− 1
Pour t > 72 la poutre touche l’obstacle suivant un intervalle [−y, y], avec y = 1− 4
√
72
t
(voir
figure 4.3). La solution s’e´crit sur [y, 1] :
u2(x, t) := − t
24
x4 +
( t
3(1 + y2 − 2y) −
ty3
3(1 + y2 − 2y) +
ty2
(−1 + y)
)x3
6
+
(
− yt
3(1 + y2 − 2y) +
y4t
3(1 + y2 − 2y) − (y + 1)
ty2
4(−1 + y)
)x2
2
+
( y2t
6(1 + y2 − 2y) −
(−1 + 2y)ty3
6(1 + y2 − 2y) +
y3t
2(−1 + y)
)
x
+
( t
24
− (1 + 3y
2 − 3y)t
18(1 + y2 − 2y) +
(−2 + 3y)ty3
18(1 + y2 − 2y) −
(3y − 1)ty2
12(−1 + y)
)
.
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Fig. 4.3 – flexion d’une poutre encastre´e : contact suivant un intervalle
Il de´coule des calculs pre´ce´dents que la flexion de la poutre encastre´e sous le chargement
uniforme t 7→ f(t) est de´crite par la fonction :
(x, t) 7→ u(x, t) =
 u0(x, t) pour 0 ≤ t ≤ 24,u1(x, t) pour 24 ≤ t ≤ 72,u2(x, t) pour 72 < t.
On se convainc facilement que cette fonction n’est pas de´rivable par rapport a` t en t = 24
et t = 72, ce qui correspond au changement de nature topologique de la zone de contact.
Exemple 4.2.2 Poutre en flexion :« division de la zone de contact en 2 points »
Conside´rons une poutre occupant au repos le segment [−1, 1], en appui simple a` ses bords,
place´e au dessus d’un obstacle ψ(x) = −1− x4, soumise a` une force
f(x, t) = −tδx=1/2 − tδx=−1/2, t ≥ 0.
Son e´quilibre est re´gi par (4.2), dont nous calculons la solution ut pour les diffe´rentes valeurs
de t.
– Pour 0 ≤ t < 24/11 il n’y a pas contact et la solution s’exprime sous la forme suivante :
ut(x) = − t
6
(|x− 1/2|3 + |x+ 1/2|3) + tx2 − 20
48
t;
– Pour 24/11 ≤ t < 24/9 la zone de contact est un point isole´ avec re´action pontuelle de`s
que t > 24/11 (figure 4.4).
– Pour t > 24/9 la zone de contact se scinde (continuement) en deux points distincts
(figure 4.4). La distance r des points de contact a` l’origine est relie´e a` t par :
t =
8(5r4 − 4r3 − 4r2 − 3)
((2r − 1)(12r2 − 20r + 9))
r→0−→ 24
9
.
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t  = 8*(5*r^4-4*r^3-4*r^2-3)/((2*r-1)*(12*r^2-20*r+9))
r
t = 24/11
t = 3768 / 73
                 
r = 2/5           
Fig. 4.4 – Flection d’une poutre soumise a` f(x, t) = −tδx=1/2 − tδx=−1/2
4.2.4 Stabilite´ et instabilite´ de la zone de contact pour une plaque circulaire
Pour illustrer comment peut e´voluer la zone de contact, nous envisageons de traiter trois
proble`mes mettant en jeu une plaque circulaire encastre´e dans des situations ou` nous pou-
vons expliciter analytiquement les solutions de cas axisyme´triques (i.e inde´pendantes de θ,
∂θ = 0).
Exemple 4.2.3 (instabilite´ par rapport a` l’obstacle) Dans l’article de L. Caffarelli & A.
Friedman[30], est donne´e une illustration de l’instabilite´ de la zone de contact en fonction
de la forme de l’obstacle. Il est montre´ que pour Ω := B2(0, 3), le disque du plan de centre
0 et de rayon 3, pour t ≥ 0 et pour obstacle :
ψˆt(r) := 1− r
2
4
− tr4,
le proble`me : 
∆2Uˆt = µˆt dans Ω
0 ≤ Uˆt − ψˆt ⊥ µˆt ≥ 0 sur Ω
Uˆt = 0 sur ∂Ω
∂νUˆt = 0 sur ∂Ω
(4.15)
a pour ensemble de co¨ıncidence :
I0 = B2(0, ρ) si t = 0 (voir figure 4.5),
It = ∂B2(0, ρt) si t > 0 (voir figure 4.6). (4.16)
Proposition 4.2.1 La fonction t 7−→ ρt est croissante quand t ↓ 0.
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Fig. 4.5 – plaque circulaire encastre´e souleve´e par un obstacle parabolique ψˆt : la zone de contact
It est le cercle de centre 0 et de rayon ρt.
Fig. 4.6 – plaque circulaire encastre´e souleve´e par un obstacle parabolique ψ0 : r 7→ 1− r24 : la zone
de contact I0 = B2(0, 2125) est le disque de centre 0 et de rayon 2125 .
Preuve :  Remarquons que la de´croissance de t vers 0 implique la croissance de ψˆt.
Posons Et := infv∈kψt
∫
Ω
|∆v|2 dΩ. Puisque kψˆt1 ⊃ kψˆt2 pour t1 ≥ t2, alors Et1 ≤ Et2 . Ainsi
t 7−→ Et est croissante quand t ↓ 0 et atteint un minimum en t = 0, d’ou` ddtEt|t=0 ≤ 0.
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D’autre part on peut calculer que :
∆U(r, t) =

−1− 16tρ2t pour 0 ≤ r ≤ ρt,
−1 + 16tρ
2
t
ln(r/3)
pour ρt ≤ r ≤ 3.
On conclut que d
dt
ρt|t=0 < 0, et donc que ρt croˆıt quand t ↓ 0. 
Commentaires 4.2.2 (Interpre´tations Me´caniques)
En faisant le changement de variable U := Uˆ + tr4, et en introduisant le champ de forces
Ft := −∆2(tr4) = −64t, (4.15) devient :
∆2U = Ft + µt sur Ω
0 ≤ Ut − ψ ⊥ µt ≥ 0 sur Ω
U = 34t sur ∂Ω
∂nU = 0 sur ∂Ω
(4.17)
Ceci se traduit, pour Ω un disque de centre 0 et de rayon 3 avec t > 0, par le fait qu’une
plaque circulaire encastre´e sur son bord auquel est impose´ un de´placement de 81t, touche
l’obstacle r 7→ ψ0(r) :=
(
1− r2
4
) ∈ C∞(Ω) selon un cercle de rayon 0 < ρt < 3 lorsqu’elle est
soumise a` un champ de forces constant de la forme
Ft(r) = −∆2(ψε−ψ0(r)) = −
(
∂2r +
1
r
∂r
)2
(εr4) = −
(
∂4r +
2
r
∂3r −
1
r2
∂2r +
1
r3
∂r
)
(εr4) = −64t.
Exemple 4.2.4 Plaque circulaire encastre´e sous chargement constant
Inte´ressons nous a` l’e´volution de la zone de contact entre un obstacle plan ψ := −1, et une
plaque circulaire, Ω := B2(0, 1), soumise a` une force Ft uniforme −t~e3 sur Ω, avec t variant
dans R+.
L’e´quation d’e´quilibre, en coordonne´es polaires, est donc
∆2Ut = −t =⇒ Ut(r) = − t
64
r4 + ar2 ln r + br2 + c ln r + d,
les constantes a, b, c, d e´tant a` de´terminer en fonction des conditions aux limites.
En r = 0, le de´placement doit eˆtre fini, donc a = c = 0. Puis des conditions aux limites
d’encastrement (Ut(1) = 0, de´placement nul au bord, ∂νUt = 0, rotation nulle au bord)
donnent b = t
32
et d = t
64
, d’ou` pour 0 ≤ t ≤ 64 :
Ut(r) = − t
64
(1− r2)2.
Ainsi la plaque est en contact aﬄeurant avec l’obstacle, pour une pression t = 64, en (0, 0)
(voir figure 4.7).
En augmentant la pression exerce´e sur la plaque la zone de contact s’e´tale (de mesure non
nulle d’apre`s 3.2.3), comme nous savons que la zone de contact est axi-syme´trique, il s’agit
donc d’un disque (voir figure 4.7). Alors trouver la solution unilate´rale et le rayon y du disque
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Fig. 4.7 – plaque circulaire encastre´e sous un chargement uniforme au dessus d’un obstacle ψ :
r 7→ −1 : la zone de contact I(F24) = {(0, 0)} est un point alors que la re´action est nulle ; puis en
augmentant le chargement la zone de contact devient un disque et la re´action est non-nulle.
de contact I(Ft) := B2(0, y) revient a` re´soudre :

∆2Ut(r) = −t sur Ω \ I(Ft)
Ut(r) ≥ −1 sur Ω
∂rUt(r) = 0 sur ∂Ω
Ut(r) = −1 sur ∂I(Ft)
∂rUt(r) = 0 sur ∂I(Ft)
∂2rUt(r) = 0 sur ∂I(Ft)
Le de´placement est donc de la forme Ut(r) = − t64r4 + ar2 ln r + br2 + c ln r + d et satisfait
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les conditions aux limites : 
Ut(1) = 0
Ut(rt) = −1
∂ru(1) = 0
∂rUt(y) = 0
∂2rUt(y) = 0
Il s’agit de trouver a, b, c, d, y, sachant que y est le rayon de la zone de contact. On trouve
que t et y sont relie´s par la relation suivante :
t = −64 (−1− 2 ln(y) + y
2)
(−3 + 7y2 − 5y4 + y6 − 4y2 ln(y) + 6y4 ln(y)− 2 ln(y)− 8y4 ln(y)2)
Avec l’aide de Maple, nous avons trouve´ que pour t > 64 :
U(r, t) :=
(−64− 2ty2 ln(y) + 4 ln(r)y6t+ tr4 + 128y2 ln(y)− 2ty4 + 64y2 − 8 ln(r)y4t
64(1− 2y2 − 4y2ln(y)2 + y4)
+
64r2 + 4 ln(r)y2t− 4y2 ln(y)2t− 4tr4y2 ln(y)2 + 2r2 ln(r)ty2 + 2r2 ln(r)ty4 − 2r2 ln(r)ty6 + 2r2ty2 ln(y)
64(1− 2y2 − 4y2ln(y)2 + y4)
+
8r2y2 ln(y)2t− 4r2ty4 ln(y) + 2r2ty6 ln(y) + 4 ln(r)y2t ln(y)− 4 ln(r)y6t ln(y) + ty2 + ty6
64(1− 2y2 − 4y2ln(y)2 + y4)
−2tr
4y2 + tr4y4 + r2ty2 + r2ty4 − r2ty6 − r2t− 64r2y2 − 128r2 ln(r) + 4ty4 ln(y)− 2ty6 ln(y)
64(1− 2y2 − 4y2ln(y)2 + y4)
+
128r2 ln(r)y2 − 2r2 ln(r)t− 128r2y2 ln(y)− 8r2 ln(r)ty2 ln(y) + 8r2 ln(r)ty4 ln(y) + 256 ln(r)y2 ln(y))
64(1− 2y2 − 4y2ln(y)2 + y4)
I Au point de transition e´quation-ine´quation, t = 64, la fonction t 7−→ U(., t) n’est pas
F-de´rivable !
4.3 Polye´dricite´ dans H2(Ω)
Puisqu’il existe une de´rive´e faible (conique) pour les solutions d’ine´quations variation-
nelles pose´es dans H1 permettant de construire des me´thodes de suivi de courbe il semble
naturel de se questionner sur son extention au cas de H2. La notion cle´ dans H1 est la
polye´dricite´ du convexe des de´placements cine´matiquements admissibles, kψ. Nous allons
rappeler les re´sultats de M. Rao, I. Sokolowski [106] qui e´tablissent en particulier que
k n’est polye´drique que si le support de la re´action est admissible au sens pre´cise´ ci-dessous
(dans un contexte un peu plus ge´ne´ral que dans [106]). Cette caracte´risation est a` rapprocher
du the´ore`me B.0.4 de A. Haraux, qui montre qu’en ge´ne´ral les convexes de H2 ne sont pas
polye´driques. Nous obtenons alors un autre e´clairage sur les re´sultats de A. Cimetie`re &
A. Le´ger [39].
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De´finition 4.3.1 [106] Nous notons la Cap2-capacite´ de N ⊂ Ω par
Cap2(N) := inf
{∫
Ω
|∆φ|2 dΩ, / 0 ≤ φ ∈ C∞0 (Rd), φ ≥ 1 sur N
}
.
Soit Ω (⊂ RN) un domaine borne´, a` bord suffisamment re´gulier. Un compact K ⊂ Ω est dit
H2-admissible si ∀h ∈ H20(Ω) :
(
h ≡ 0 Cap2-q.p. sur K =⇒ h ∈ H20(Ω) ∩ H2(Ω \K), i.e.
h = 0, ∂nh = 0 sur ∂K (au sens des distributions), avec n normale exte´rieure a` ∂K
)
. La
notation Cap2-q.p. sur K, signifie que la proprie´te´ h = 0 est satisfaite sur K, excepte´e sur
un sous-ensemble N ⊂ K, tel que Cap2(N) = 0.
Proposition 4.3.1 [106] Avec les notations et hypothe`ses de la De´finition 4.3.1, un compact
Kψ ⊂ Ω (⊂ RN) est H2-admissible si pour Cap1-quasi tout x ∈ Kψ et pour toute boule
BN(x, r) de rayon r > 0 suffisamment petit :
ΛN(Kψ ∩ BN(x, r)) > 0,
ΛN e´tant le mesure de Lebesgue de RN .
Remarque 4.3.1 Dans RN , un vrai segment avec N = 1, ou une surface re´gulie`re avec
N = 2 sont des compacts H2-admissible. Du coup les points isole´s en dimension 1, et les
courbes planes en dimension 2, ne sont pas H2-admissibles.
Calculons les coˆnes tangent et critique pour un convexe de H2. Ces ensembles sont de´finis
dans l’Annexe B a` partir du coˆne de support a` K en u, note´ CsK(u) :=
⋃
τ>0 τ(K− u).
Proposition 4.3.2 Soit ψ ∈ H2(Ω)tel que ψ < 0 sur ∂Ω, avec Ω (⊂ RN) un domaine
borne´, a` bord suffisamment re´gulier, avec N ≤ 3. Pour tout e´le´ment u0 ∈ K := kψ = {v ∈
H20(Ω) / v ≥ ψ}, rappelons que nous notons la zone de contact I0 := {x ∈ Ω / u0(x) = ψ(x)}.
Alors le coˆne tangent d’ordre 1 prend la forme suivante :
TK(u0) = {v ∈ H20(Ω) / v ≥ 0 sur I0}.
Le coˆne critique associe´ au projecteur me´trique s’e´crit :
CrK(u0) = {v ∈ H20(Ω) / v = 0 sur Supp(µ), v ≥ 0 sur I0 \ Supp(µ)}.
Preuve :  Nous savons que v ∈ TK(u0) ⇐⇒ 1tdist(u0 + tv,K) −→ 0 quand t ↓ 0. Puisque
K est un convexe, ceci est e´quivalent a` dire :
‖u0 + tv − prK(u0 + tv)
t
‖H20
t↓0−→ 0.
Sachant que u0(x) ≥ ψ(x) sur Ω, nous de´duisons que TK(u0) ⊆ {v ∈ H20(Ω) / v ≥ 0 sur I0}.
Montrons la re´ciproque. Puisque les e´le´ments de H20(Ω) sont continus sur Ω (en dimension
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≤ 3), alors ∀ ε > 0, ∃ t > 0 tels que :
u0 + t(v + εη)− ψ ≥ 0, sur Ω,
avec 0 ≤ η ∈ C∞0 (Ω), η ≡ 1 sur I0, i.e. η est une fonction plateau sur la zone de contact.
Ainsi (v + εη) ∈ CsK(u0) =
⋃
t>0 t(K − u0), ∀ε > 0, d’ou` (v + εη)
‖.‖H20−→ v quand ε ↓ 0. Du
coup v ∈ TK(u0) := CsK(u0).
Le calcul du coˆne critique est imme´diat, a` partir de la de´finition
CrK(u) := TK(u) ∩ ker(µ),
ker(µ) :=
(
u
)⊥
:= {h ∈ X / 〈u, h〉 = 0}. 
Enonc¸ons a` pre´sent le lien entre polye´dricite´ et admissibilite´ obtenu par M. Rao & J.
Sokolowski dans [106].
The´ore`me 4.3.1 [106] Soient ψ ∈ H2(Ω) avec ψ < 0 sur ∂Ω puis ∂Ω de classe C2, K := kψ.
Soit prK(u
[) la projection me´trique (pour le produit scalaire 〈v, w〉H :=
∫
Ω
∆v∆wdΩ) d’un
e´le´ment u[ ∈ H := H20(Ω), i.e. ve´rifiant
‖u[ − prK(u[)‖H = inf
v∈K
‖u[ − v‖H. (4.18)
Et soit ν la mesure de Radon positive de´finie par∫
Ω
ϕdν =
∫
Ω
∆(prK(u
[)− u[)∆ϕdΩ, ∀ϕ ∈ C∞0 (Ω).
Alors le convexe kψ est polye´drique en u = prK(u[) si le support de la mesure ν associe´e a`
u est H20-admissible.
Remarque 4.3.2 Ce the´ore`me indique donc que la diffe´rentiabilite´ conique de l’ope´rateur
de projection sur le convexe kψ n’est plus assure´e par le the´ore`me B.0.3 de A. Haraux de`s
lors que le support de la mesure de re´action n’est pas admissible ! Nous en de´duisons ce que
nous avions annonce´ : la polye´dricite´ n’est pas toujours garantie pour (3.2).
The´ore`me 4.3.2 Soit U la solution du proble`me (3.2), avec F ∈ L2(Ω), ψ ∈ H2(Ω) avec
ψ < 0 sur ∂Ω puis ∂Ω ∈ C2. Le convexe kψ est polye´drique en U si et seulement si le
support de la mesure µ(F ) associe´e a` U est H20-admissible.
4.4 Espaces tangents d’ordre 2 et σ-terme
4.4.1 De´finitions et carate´risations des ensembles tangents a` l’ordre 2
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Comme dans les proble`mes d’optimisation sans contraintes, les conditions du second ordre
servent a` ve´rifier l’optimalite´ locale d’un point critique, elles sont e´galement utiles dans
l’analyse de la convergence et l’estimation d’erreur des algorithmes. Quand les conditions
ne´cessaire et suffisante du second ordre sont les plus proches possibles (ne diffe´rant que
d’une e´galite´ large ou stricte) elles sont dites « no-gap ». Pour les proble`mes de commande
optimale avec contraintes sur l’e´tat, les conditions « no-gap »sont difficiles a` obtenir a` cause
de la pre´sence d’un terme supple´mentaire (dit σ-terme) dans la condition ne´cessaire (c.f.
The´ore`me 4.4.4). Il a e´te´ mis en e´vidence par H. Kawasaki [79] que le σ-terme est duˆ
a` la pre´sence d’une infinite´ de contraintes d’ine´galite´s. Ce terme est nul dans le cas ou` le
convexe des e´tats admissibles a une structure suffisamment simple par exemple quand il est
polye´drique. Mais en ge´ne´ral le σ-terme est non-nul, et les seules conditions suffisantes sans
ce terme e´taient connues jusqu’aux travaux [21] et [22] de F. Bonnans & A. Hermant. La
polye´dricite´ des convexes de H2(Ω) est une condition d’ordre 1, au sens ou` elle est de´finie a`
partir du coˆne tangent a` l’ordre 1. Puisque qu’elle n’est pas satisfaite en ge´ne´ral, nous allons
brie`vement pre´senter les concepts de l’analyse a` l’ordre 2 ne´cessaires pour de´crire l’e´ventuelle
courbure du convexe K. Ils ont e´te´ introduits et de´veloppe´s, dans le cadre des espaces de
Banach, par F. Bonnans, R. Cominetti, H. Kawasaki, A. Shapiro depuis la fin des anne´es
80. A l’aide des ensembles tangents d’ordre 2, il est alors possible de de´finir une notion de
polye´dricite´ affaiblie qui donne lieu a` des the´ore`mes de de´rivabilite´ directionnelle.
Nous rappelons que nous conside´rons des ine´quations variationnelles de la forme suivante :
Trouver u ∈ K / 〈H(u), v − u〉 ≥ 0, ∀v ∈ K (4.19)
avec H : X −→ X∗ une fonction continuement diffe´rentiable, et K un convexe ferme´ d’un
espace de Banach X.
De´finition 4.4.1 [20] Soit h ∈ CrK(u), nous de´finissons les ensembles limites2
T2K(u, h) := lim sup
t↓0
(K−u− th)/(1
2
t2) = {w ∈ X / ∃tn ↓ 0 : dist(u+ tnh+ 1
2
t2nw,K) = o(t2n)}
Ti,2K (u, h) := lim inf
t↓0
(K− u− th)/(1
2
t2) = {w ∈ X / dist(u+ th+ 1
2
t2w,K) = o(t2)}
appele´s, respectivement, les ensembles tangents exte´rieur et inte´rieur d’ordre 2 a` K en u.
Nous appelons ensemble de contact a` l’ordre 2, l’ensemble I2(u0, h) := {x ∈ I(u0) / h(x) =
0}
Commentaires 4.4.1 Evidemment Ti,2K (u, h) ⊆ T2K(u, h), mais il faut prendre garde au
fait que rien n’assure en ge´ne´ral que les ensembles tangents a` l’ordre deux soient non vides3 !
Ils sont non vides seulement si h ∈ TK(u) et ∀t > 0,
Ti,2K (x, th) = t
2Ti,2K (x, h). (4.20)
2au sens de Painleve´-Kuratowski, de´finition rappele´e a` la remarque B.0.4 dans l’Annexe B.
3Nous disposons des inclusions suivantes e´tablies dans [20] :
Proposition 4.4.1 [20] Si K est un convexe de H, alors :
Ti,2K (u, h) + TTK(u)(h) ⊆ Ti,2K (u, h) ⊆ TTK(u)(h),
T2K(u, h) + TTK(u)(h) ⊆ T2K(u, h) ⊆ TTK(u)(h).
De plus si 0 ∈ T2K(u, h), alors T2K(u, h) = TTK(u)(h) ; si 0 ∈ Ti,2K (u, h), alors Ti,2K (u, h) = T2K(u, h) = TTK(u)(h).
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Du caracte`re lipschitzien de la fonction distance il de´coule qu’ils sont ferme´s. Et puisque K
est convexe alors Ti,2K (u0, h) l’est aussi ; ce qui n’est pas le cas en ge´ne´ral pour T
2
K(u0, h).
L’introduction de ces ensembles est motive´e par l’ide´e d’approximation suivante :
De´finition 4.4.2 On dit de K qu’il est re´gulier a` l’ordre 2 en un point u0 ∈ K si pour tout
h ∈ TK(u) et tout suite (uk)k de K de la forme uk := u0 + tkh+ 12t2kwk, ou` tk ↓ 0 et tkwk → 0,
la condition suivante est ve´rifie´e
lim
k→∞
dist(wk,T
2
K(u, h)) = 0.
De´finition 4.4.3 [20] Conside´rons l’ensemble des directions critiques a` « courbures nulles » et
l’ensemble des directions radiales critiques, de´finis respectivement par :
C0(u) := {h ∈ CrK(u) / 0 ∈ T2K(u, h)},
C00(u) := {h ∈ CrK(u) / h ∈ CsK(u)}.
Nous disons que l’ine´quation variationnelle (4.19) satisfait la condition de polye´dricite´ e´tendue
(resp. radiale e´tendue) en un point u, si C0(u) (resp. C00(u)) est dense dans CrK(u)
4.
Commentaires 4.4.2 Notons que CsK(u) ⊂ C00(u) ⊂ C0(u) ⊂ CrK(u), et que la condition
de polye´dricite´ radiale e´tendue implique la condition de polye´dricite´ e´tendue. La condition
de polye´dricite´ radiale e´tendue est en particulier ve´rifie´e si CrK(u) = {0}, ou bien si K est
polye´drique (dans le cas des ine´quations variationnelles). En guise d’exemples nous pouvons
citer les carate´risations des ensembles tangents d’ordre 2 inte´rieur et exterieur pour le coˆne
convexe des fonctions continues positives donne´es dans [20] ; e´galement pour le coˆne convexe
des fonctions positives de Lp(Ω) donne´es dans [42] et [43] :
The´ore`me 4.4.1 Soit p ∈ [1,+∞[. Soit K le coˆne convexe des fonctions positives de Lp(Ω).
Pour tout e´le´ment u0 ∈ K, et pour tout h ∈ TK(u0) = {v ∈ Lp(Ω) / v(x) ≥ 0 p.p. x ∈ I(u0)}
les assertions suivantes sont e´quivalentes :
(a) Ti,2K (u0, h) 6= ∅,
(b) 0 ∈ Ti,2K (u0, h),
(c) lim
t↓0
1
t2
∫
Ω
[u0 + th]
p
−dΩ = 0,
(d) T2K(u0, h) = T
i,2
K (u0, h) = {v ∈ Lp(Ω) / v ≥ 0 sur I2(u0, h)}.
La caracte´risation des espaces tangents a` l’ordre deux, donne´e par H. Kawazaki [79] pour
le coˆne des fonctions continues positives nous servira par la suite, nous en pre´sentons une
version quelque peu e´tendue. Pour ce faire nous avons besoin de rappeler la de´finition de
l’e´piconvergence et le lemme suivant, e´nnonce´ dans dans [20].
4C’est a` dire si pour un ensemble dense de h ∈ CrK(u) on a : T2K(u, h) = TTK(u)(h) 6= ∅.
155
De´finition 4.4.4 Pour une famille de fonctions (ft)t ∈ C0(Ω), on appelle e´pi-limite infe´rieure
de (ft)t quand t −→ t0 la limite suivante
e- lim inf ft(X) = lim inf
t→t0
X′→X
ft(X
′).
Lemme 4.4.1 [20] Soient Ω un compact me´trique et (fk)k ∈ C0(Ω) une suite de fonctions
continues. Alors
lim inf
k→+∞
(
inf
X∈Ω
fk(X)
)
= inf
X∈Ω
(
e- lim inf
k→+∞
fk(X)
)
Le the´ore`me suivant figure dans [20] pour le cas ψ = 0, nous l’e´crivons dans le cas plus
ge´ne´ral ou` ψ continu, ce qui permet d’introduire les outils et notations utiles par la suite.
The´ore`me 4.4.2 Soient X := C0(Ω), ψ ∈ C0(Ω), K := {v ∈ C0(Ω) / v ≥ ψ sur Ω} ,
u ∈ K et h ∈ TK(u) := {v ∈ C0(Ω) / v ≥ 0 sur I = {u = ψ}} Alors :
(i) L’ensemble tangent inte´rieur d’ordre 2 s’e´crit
Ti,2K (u, h) = {w ∈ C0(Ω) / w(X) ≥ ςu,h(X), ∀X ∈ Ω} (4.21)
ou` la fonction ςu,h : Ω→ R est de´finie par
ςu,h := −e- lim inf
t↓0
(u− ψ + th
t2/2
)
avec
ςu,h(X) :=
 0, si X ∈ int(I), et h(X) = 0,θu,h(X), si X ∈ ∂I, et h(X) = 0,−∞, sinon. (4.22)
avec
θu,h(X) := lim sup
X′→X
(u−ψ)(X′)>0
(
[−h(X ′)]+
)2
2(u(X ′)− ψ(X ′)) .
(ii) Ti,2K (u, h) 6= ∅ ⇐⇒ ςu,h(X) < +∞, ∀X ∈ Ω.
(iii) Ti,2K (u, h) = T
2
K(u, h) si et seulement si la fonction
u− ψ + th
t2/2
e´piconverge quand t ↓ 0.
Preuve :  Par de´finition w ∈ Ti,2K (u, h) si et seulement si dist(u + th + t
2
2
w,K) = o(t2),
t > 0. Posons ft := w +
u− ψ + th
t2/2
, alors
w ∈ Ti,2K (u, h)⇐⇒ inf
X∈Ω
(fn(X)) ≥ o(1)⇐⇒ lim inf
t↓0
( inf
X∈Ω
(ft(X)) ≥ 0.
En vertu du lemme 4.4.1 e- lim inft↓0 ft = w + e- lim inft↓0
u− ψ + th
t2/2
, de´coule (4.21).
Remarquons que l’ensemble de co¨ıncidence est un compact qui est l’union disjointe de son
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bord ∂I et de son inte´rieur int(I). Traitons le cas u(X) > ψ(x). Il existe alors ε, δ > 0 tels
que (u− ψ)(X ′) ≥ ε et h(X ′) > 0 pour X ′ assez proche de X, et
e- lim inf
u− ψ + th
t2/2
(X) ≥ e- lim inf ε+ tδ
t2/2
= +∞ =⇒ ςu,h(X) = −∞.
De fac¸on similaire pour (u − ψ)(x) = 0, on prend dans la pre´ce´dente ine´galite´ ε = 0, δ > 0
pour obtenir ςu,h(X) = −∞.
Montrons (ii). Si ςu,h(X) = +∞ pour un certainX ∈ Ω l’ensemble Ti,2K (u, h) = ∅. Re´ciproquement,
puisque l’e´pilimite de fonctions continues est s.c.i. Donc ςu,h est s.c.s. donc par la compacite´
de Ω, si ςu,h(X) < +∞ pour tout X ∈ Ω l’ensemble Ti,2K (u, h) 6= ∅. 
Remarque 4.4.1 Graˆce a` l’injection de l’espace H2(Ω) dans l’espace des fonctions conti-
nues C0(Ω) nous de´duisons la caracte´risation des espaces tangents a` l’ordre deux dans H2(Ω),
pour dim Ω ≤ 3.
The´ore`me 4.4.3 Soient H := H20(Ω), ψ ∈ H2(Ω) K := kψ avec ψ < 0 sur ∂Ω, u ∈ K et
h ∈ TK(u) := {v ∈ H20(Ω) / v ≥ 0 sur I = {u = ψ}} Alors :
(i) L’ensemble tangent inte´rieur d’ordre 2 s’e´crit
Ti,2K (u, h) = {w ∈ H20(Ω) / w(X) ≥ ςu,h(X), ∀X ∈ Ω}, (4.23)
avec ς de´fini par (4.22).
(ii) Ti,2K (u, h) 6= ∅ ⇐⇒ ςu,h(X) < +∞, ∀X ∈ Ω.
(iii) Ti,2K (u, h) = T
2
K(u, h) si et seulement si la fonction
u− ψ + th
t2/2
e´piconverge quand t ↓ 0.
Preuve :  De l’injection continue de H20(Ω) dans l’ensemble des fonctions continues sur
Ω (en dimension ≤ 3), il vient que l’ensemble tangent a` l’ordre 2 inte´rieur en (u, h) est
l’intersection de H20(Ω) avec l’espace tangent inte´rieur a` l’ordre 2 des fonctions continues
(4.21). Montrons l’inclusion re´ciproque. Soit w ∈ H20(Ω) / w ≥ ςu,h sur Ω. Puisque les
e´le´ments de H20(Ω) sont continus sur Ω (en dimension ≤ 3), alors ∀ ε > 0, ∃ t > 0 tels que :
min
X∈Ω
(
u+ th+
t2
2
(w + εη)− ψ
)
(X) ≥ εη + o(t2)
avec 0 ≤ η ∈ C∞0 (Ω), η ≡ 1 sur ∂I ⊂
◦
Ω car ψ < 0 sur ∂Ω, i.e. η est une fonction plateau sur
la zone de contact.
Ainsi (w+εη) ∈ Ti,2K (u, h), ∀ε > 0, d’ou` (w+εη)
‖.‖H20−→ w quand ε ↓ 0. Du coup w ∈ Ti,2K (u, h).
Le reste suit. 
Commentaires 4.4.3 • De´signons par Ω un segment, par K := {v ∈ C0(Ω) / v ≥
−1 sur Ω}, et soit k−1 = {v ∈ H20(Ω) v ≥ −1 sur Ω}.
Supposons que la zone de contact soit re´duite a` un singleton I = {x0}, et que u ∈ C2(Ω),
avec u′′(x0) > 0 ( matrice hessienne de´finie positive !). Soit h ∈ TK(u) ∩ C1(Ω) et tel que
h(x0) = 0. Alors pour cette situation nous trouvons ([20], exemple 4.152) :
Ti,2K (u, h) = T
2
K(u, h) = {w ∈ C0(Ω) w(x0) ≥ h′(x0)[u′′(x0)]−1h′(x0)}.
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Ce qui implique que l’ ensemble tangent a` l’ordre 2 en (u, h) sur k−1 est contenu dans l’en-
semble {w ∈ H20(Ω) / w(x0) ≥ h′(x0)[u′′(x0)]−1h′(x0)}, qui ne contient pas la fonction nulle
pour un ensemble dense de h ! Il n’y a donc pas polye´dricite´ e´tendue pour le proble`me d’obs-
tacle pour la poutre encastre´e (4.6) dans le cas du contact ponctuel (tangent) !
• Il est facile d’obtenir θ(x) = +∞, donc la vacuite´ de l’ensemble tangent inte´rieur a` l’ordre
2, par exemple avec u
x+0∼ (x− x0)3 et h(x0) x0∼ (x− x0). Ce cas de figure correspond pour le
proble`me d’obstacle pour la poutre encastre´e (4.6) a` un contact ponctuel a` l’ordre 2, c’est a`
dire avec raccord des courbures entre l’obstacle et la poutre comme dans l’Exemple 4.2.1 !
Exemple 4.4.1 Donnons un cas ou` il y a polye´dricite´ e´tendue (au sens de la de´finition
4.4.3) pour le proble`me d’obstacle (3.2), sans qu’il y ait polye´dricite´ ponctuelle. Pour cela
conside´rons Ω le disque unite´ du plan, ψ = −1 et Ft = −tδ0. Avant contact la solution
axisyme´trique est :
r 7→ Ut(r) = − t
8pi
(
(1− r2) + r2 ln(r)), pour 0 ≤ t ≤ 16pi,
Avec contact aﬄeurant en (0, 0) pour t = 16pi. Alors, nous savons d’apre`s la sous-section
3.2.3, que pour t > 16pi, la zone de contact est le point (0, 0) avec une re´action non-nulle, et
la solution est radiale :
Ut(r) = −2
(1
2
(1− r2) + r2 ln(r)).
Dans ces conditions, pour tout Z ∈ TK(U16pi) := {Z ∈ H20(Ω) / Z(0, 0) ≥ 0} ∩C1(Ω) tel que
Z(0, 0) = 0, il vient que le θ-terme caracte´risant l’espace tangent inte´rieur a` l’ordre 1 est en
(0, 0) :
θU16pi ,Z(0, 0) = lim sup
X′→(0,0)
(U16pi+1)(X′)>0
(
[−Z(X ′)]+
)2
2(U16pi(X ′) + 1))
= 0,
donc par densite´ 0 ∈ Ti,2K (U16pi, Z), pour tout un ensemble dense de Z. Notons que la re´action
µt = ∆
2Ut − Ft croˆıt avec t, mais Ut = U16pi pour tout t ≥ 16pi.
Bien entendu avec Ft la solution Ut /∈ C2(Ω).
4.4.2 Estimations supe´rieures et infe´rieures a` l’ordre 2 (cas convexe)
L’analyse de sensibilite´ de proble`mes d’optimisation parame´tre´s, a e´te´ partiellement ex-
plore´e dans le cadre ge´ne´ral d’espaces de Banach par H. Kawasaki [79], R. Cominetti
[41], J.-F. Bonnans, A. Shapiro [20]. En proce´dant par « dualite´ convexe » ils ont obtenu
des re´sultats qui nous concernent quant a` la diffe´rentiabilite´ directionnelle des projecteurs
sous l’hypothe`se de polye´dricite´ e´tendue sur K, un convexe ferme´ non vide d’un espace de
Hilbert H.
Remarque 4.4.2 Nous choisissons de nous placer ici dans le cadre Hilbertien d’un proble`me
d’optimisation convexe 5 afin d’assurer l’existence d’une solution globale, ce qui suffit a` notre
objectif imme´diat d’e´tude des proble`mes d’obstacle pour la poutre et la plaque line´aires. Mais
5i.e. d’un proble`me de la forme minv∈K J(v, t) tel que pour tout v ∈ K et µ ∈ NK, le lagrangien associe´ L(., µ, t)
soit convexe.
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Fig. 4.8 – De´flexion d’une plaque circulaire encastre´e sous un chargement Ft = −tδ0 avec re´action
ponctuelle.
en fait nous pourrions nous placer dans un cadre Banachique avec une fonctionnelle plus
ge´ne´rale [20], ce qui demanderait de prendre certaines pre´cautions. Nous reviendrons sur ce
point au chapitre suivant.
Dans le but de comprendre l’analyse de sensibilite´ (i.e. les proprie´te´s diffe´rentielles de la
fonction valeur optimale et des valeurs optimales) de (4.19) associe´ a` une fonctionnelle J de
classe C2 et convexe (i.e. H = ∇vJ(.)), nous de´finissons les proble`mes approche´s line´aire
(L) et quadratique (Q) associe´s au lagrangien :
L(v, µ, t) := J(v, t) + 〈µ, v〉H
min
z∈TK(u0)
∂vJ(u0, 0)(z, 1) (L)
il s’agit d’une « line´arisation » du proble`me : minv∈K J(v, t).
min
z∈CrK(u0)
V al(Lz) (Q)
ou` Lz est de´fini par
min
w∈Ti,2K (u0,z)
∂vJ(u0, 0)(w, 1) + ∂
2
vJ(u0, 0)(z, 1)
2 (Lz)
Enfin, de´finissons le proble`me quadratique re´duit :
min
z∈CrK(u0)
∂2vL(u0, µ0, 0)(z, 1)(z, 1) (QR)
Notre motivation tient en les observations suivantes.
Nous appelons chemin admissible toute application t 7→ ut ∈ K, et ut t↓0−→ u0, avec t > 0.
Supposons alors que nous ayons un chemin admissible de la forme ut = u0 + tz + o(t), alors
z ∈ TK(u0) et la valeur optimale ve´rifie :
V al(ut) ≤ J(ut, t) = J(u0, 0) + t∂tJ(u0, 0)z + o(t),
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ce qui sugge`re que : V al(ut) ≤ V al(u0) + tV al(L) + o(t).
De meˆme en imposant z ∈ TK(u0), et en conside´rant un chemin admissible (au second ordre)
de la forme ut = u0+tz+
t2
2
w+o(t2), nous tirons w ∈ T2K(u0) et en utilisant le de´veloppement
de Taylor a` l’ordre 2 suivant (J e´tant suppose´e de classe C2) :
J(ut, t) = J(u0, 0) + t∂tJ(u0, 0)z +
t2
2
[
∂tJ(u0, 0)w + ∂
2
t J(u0, 0)(z, z)
]
+ o(t2), (4.24)
il vient
V al(ut) ≤ J(ut, t) = J(u0, 0)+tV al(L)+t∂tJ(u0, 0)+t
2
2
[
∂tJ(u0, 0)w+∂
2
t J(u0, 0)(z, z)
]
+o(t2),
ce qui laisse pre´sager que l’on puisse avoir : V al(ut) ≤ V al(u0) + tV al(L) + t22 V al(Q) + o(t).
Pour prouver ces estimations supe´rieures il suffit de montrer que chaque z ∈ TK(u0) ad-
met une o(t)-correction telle que ut = u0 + tz + o(t) ∈ TK(u0) ; et de fac¸on similaire que
chaque w ∈ T2K(u0) admet une o(t2)-correction telle que ut = u0 + tz+ t
2
2
w+ o(t2) ∈ T2K(u0).
C’est ce que nous allons faire a` pre´sent.
De´finition 4.4.5 Pour tout sous ensemble K ⊂ X, nous appelons fonction d’appui de
l’ensemble K (ou σ-terme), la fonction σ : X∗ −→ R ∪ {+∞} telle que
σ(u∗,K) := sup
u∈K
〈u∗, u〉
Si l’ensemble K = ∅, alors σ(u∗,K) = −∞.
Commentaires 4.4.4 Si K = T2K(u, h) 3 0 alors
σ(µ,T2K(u, h)) =
{
0, si u∗ ∈ NK(u), et 〈u∗, h〉 = 0,
+∞, sinon.
En particulier, le σ-terme est nul si µ = 0 (la re´action est nulle) ou encore si la condition de
polye´dricite´ e´tendue est ve´rifie.
De plus, pour tout sous ensemble convexeK de X, µ ∈ X∗, et u ∈ K, la fonction−σ(µ,Ti,2K (u, .))
est bien de´finie comme une fonction s.c.s., ne´gative et convexe (voir [20], Proposition 3.48).
Rappelons qu’une condition ne´cessaire du second ordre due initialement a` H. Kawasaki
[79] et raffine´e par R. Cominetti voir [41]) s’e´nonce :
The´ore`me 4.4.4 Soit u0 une solution de (4.19) associe´ a` une fonctionnelle J de classe
C2 et convexe telle que H = ∇J(.), alors pour tout z ∈ CrK(u0) et tout ensemble convexe
K(z) ⊂ T2K(u0, z) :
L′′(u0, µ0)(z, z)− σ(µ0,K(z)) ≥ 0. (4.25)
On montre alors le The´ore`me suivant par « dualite´ convexe », en suivant la me´thode expose´e
dans [18] (ou plus ge´ne´ralement dans [20] paragraphe 4.7.1) :
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The´ore`me 4.4.5 Conside´rons un espace de Hilbert H, J(., t) : H −→ R ∪ {+∞} une fonc-
tion convexe de classe C2 propre et K ⊂ H un convexe ferme´ non vide.
Alors en notant u0 une solution optimale pour t = 0 de
min
v∈H
(
J(v, t) + IK(v)
)
(4.26)
V al(Q) := min
z∈CrK(u0)
V al(Lz) = min
z∈CrK(u0)
∂2vL(u0, µ, 0)(z, 1)(z, 1)− σ(µ,Ti,2K (u0, z))
Preuve :  Les hypothe`ses impose´es sur J(., t) assure que la solution optimale ut existe
(The´ore`me 9.5.5 de [10])pour tout t. Le calcul de la conjugue´e de Legendre-Fenchel6 de IK
ve´rifie
(
IK
)∗
(µ) = σ(µ,K). Il en vient que le proble`me dual de (4.26) s’e´crit
L′′(v, µ)− σ(µ,K).
La fin de la preuve du The´ore`me 4.4.5 de´coule de l’application du re´sultat classique suivant :
The´ore`me 4.4.6 [20] Conside´rons Θ(y) := inf{ϕ(x, y) / x ∈ X} ou` ϕ : X× Y −→ R ∪
{+∞} une fonction s.c.i. convexe propre, avec X, Y deux espaces de Banach, et R+⋃x ϕ(x, .) =
Y. Alors θ est continue dans un voisinage de 0 et Θ(0) <∞. En particulier Θ(0) = Θ∗∗(0),
ce qui peut eˆtre e´crit sous la forme suivante
inf
x∈X
ϕ(x, 0) = − min
y∗∈Y∗
ϕ∗(0, y∗),
avec l’ensemble des solutions du minimum de droite e´gal au sous-diffe´rentiel ∂Θ(0), qui est
non-vide et ∗-faiblement compact quand Θ(0) est fini et e´gal a` l’espace Y∗ tout entier si
Θ(0) = −∞.
Il suffit de poser
ϕ(w, y) :=
{
∂vJ(u0, 0)(w, 1) + ∂
2
vJ(u0, 0)(z, 1)
2 si w + y ∈ Ti,2K (u0, z)
+∞ sinon. (4.27)
pour conclure que V al(Lz) = −minµ ϕ∗(0, µ) ou` la duale de Legendre-Fenchel de ϕ est
donne´e par :
ϕ∗(0, µ) :=
{
σ(µ,Ti,2K (u0, z))− ∂2vL(u0, µ, 0)(z, 1)2 si ∂vL(u0, µ, 0) = 0
+∞ sinon. (4.28)

Nous disposons alors des bornes supe´rieure et infe´rieure suivantes de la fonction valeur
optimale :
6
De´finition 4.4.6 [10] Soit z : X −→ R ∪ {+∞} une fonction s.c.i. convexe propre sur un espace de Banach. La
conjugue´e de Legendre-Fenchel de z est la fonction
z∗ : X∗ −→ R ∪ {+∞}
de´finie par
z∗(x∗) = sup{〈x∗, x〉 −z(x) / x ∈ X}.
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The´ore`me 4.4.7 [18] Avec les hypothe`ses et notations du The´ore`me 4.4.5, notons ut un
chemin o(t2)-optimal de (4.26) avec ut = u0 +O(t). Alors
• nous avons les estimations supe´rieures suivantes :
lim sup
t↓0
V al(ut)− V al(u0)
t
≤ V al(L) (4.29)
et V al(ut) ≤ V al(u0) + tV al(L) + o(t).
lim sup
t↓0
V al(ut)− V al(u0)− tV al(L)
t
≤ V al(Q) (4.30)
et V al(ut) ≤ V al(u0) + tV al(L) + t
2
2
V al(Q) + o(t2).
• Et nous avons l’estimation infe´rieure suivante :
V al(ut) ≥ V al(u0) + tV al(L) + t
2
2
V al(QR) + o(t2). (4.31)
Remarque 4.4.3 En ge´ne´ral il y a un saut entre l’estimation supe´rieure et infe´rieure qui
est duˆ au fait que l’estimation infe´rieure ne prend pas en compte la possible courbure du
convexe K, car elle ne tient pas compte du σ-terme [41]. C’est ainsi qu’en rassemblant ces
deux estimations sous l’hypothe`se de polye´dricite´ e´tendue (sans contribution du σ-terme) que
l’on obtient le re´sultat suivant de F. Bonnans & R. Cominetti [18], pour le projecteur
me´trique.
The´ore`me 4.4.8 Etant donne´ un convexe ferme´ K non vide d’un espace de Hilbert H. Sous
la condition de polye´dricite´ e´tendue en u0, la valeur optimale de la projection orthogonale de
u[t = u
[
0 + th ∈ H sur K
V al(ut) := ‖ut − u[t‖H = inf
v∈K
‖u[t − v‖H,
ve´rifie :
lim
t↓0
V al(ut)− V al(u0)− tV al(L)
t2/2
= V al(Q) = V al(QR), (4.32)
et ut := prK(u
[
t) admet le (C-)de´veloppement limite´ suivant :
ut = u0 + tz0 + o(t), avec t ≥ 0, (4.33)
avec z0 = prCrK(u0)(h) l’unique solution du proble`me
inf
z∈CrK(u0)
‖z − h‖H.
Remarque 4.4.4 Avec les hypothe`ses et notations du The´ore`me 4.4.5 le The´ore`me 4.4.8
reste valable pour (4.26) si la condition de polye´dricite´ e´tendue est ve´rifie´e [18].
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Remarque 4.4.5 En ge´ne´ral, il n’y a pas polye´dricite´ e´tendue pour les convexes de de´placements
cine´matiques admissibles dans H2(Ω), comme le montre l’exemple du paragraphe 4.2.1. En
effet, commentons les re´sultats que avons obtenus quand la poutre touche obstacle.
• pour 16
120
≤ t ≤ 16
24
la poutre touche l’obstacle en un point X = (0, 0), et le contact
est tangent a` l’ordre 1 (non-raccord des courbures de la poutre et de l’obstacle). Pour
t = 16
120
le contact est aﬄeurant, pour t > 16
120
le contact est franc (la re´action est non-
nulle). Du coup, pour µt ∈ NK(ut) , l’inclusion CsK(ut) ∩ (µt)⊥H ⊂ CrK(ut) est stricte. On
a CsK(ut) ∩ (µt)⊥H = {v ∈ H / v(0) = 0, v′(0) = 0} et le coˆne critique CrK(ut) = {v ∈
H / v(0) = 0}. Il n’y a pas polye´dricite´, ni meˆme polye´dricite´ e´tendue car l’espace tangent
inte´rieur d’ordre 2 ne contient pas 0 pour un ensemble dense d’e´le´ments de H. Il est non vide
pour t < 16
24
. Pour t = 16
24
la courbure de la poutre est annule´e, il raccord tangent a` l’ordre
2 entre la poutre est l’obstacle bien qu’il n’y ait contact qu’en le point X = (0, 0). Il n’y a
toujours pas polye´dricite´, de plus l’espace tangent a` l’ordre 2 est ici vide.
• pour t > 16
24
la poutre touche effectivement l’obstacle suivant un segment [−rt,+rt] avec
rt :=
1
4√t . Dans ce cas il y a polye´dricite´.
Remarque 4.4.6 Soulignons que la polye´dricite´ de K en u0 solution de (4.26) entraˆıne
la condition de polye´dricite´ e´tendue est ve´rifie´e en u0, i.e. 0 ∈ T2K(u0, h), pour un ensemble
dense de h ∈ CrK(u0).
Commentaires 4.4.5 Le The´ore`me 4.4.8 assure que, sous la condition de polye´dricite´
e´tendue, l’ope´rateur de projection sur un convexe ferme´ non vide, admet un de´veloppement
limite´. Il en va de meˆme pour la solution du proble`me de l’obstacle pour une poutre ou une
plaque e´lastique en petites de´formations vue comme la composition de prK avec l’inverse
de l’ope´rateur bilaplacien. Le concept de polye´dricite´ e´tendue nous permet d’affirmer que la
solution de l’exemple 4.4.1, est de´rivable par rapport au chargement F16pi d’apre`s The´ore`me
4.4.8 alors que la configuration ge´ome´trique de la zone de contact interdit la polye´dricite´.
De plus la pre´sentation de ce The´ore`me nous a permis d’introduire les proble`mes auxiliaires
et le cadre ne´cessaires a` notre approche de la sensibilite´ a` l’ordre 2.
4.5 Etude de sensibilite´ a` l’ordre 2 dans le proble`me d’obstacle
pour une poutre
Comme nous allons nous re´fe´rer a` des outils issus du domaine de la commande optimale7,
il paraˆıt naturel de faire le lien entre la terminologie qu’elle utilise et celle de la me´canique.
Le proble`me (4.6) re´gissant l’e´quilibre d’une poutre line´aire e´lastique, occupant au repos
un domaine Ω := [−1,−1], encastre´e sur son bord ∂Ω, place´e au dessus d’un obstacle rigide
ψ ∈ C4(Ω), ψ|∂Ω < 0, alors qu’elle est soumise a` un chargement variable t 7−→ ft := f0 + th ∈
L2(Ω)
est e´quivalent a` la minimisation sur kψ de la fonction couˆt (l’e´nergie totale), note´e
J(v, t) :=
∫
Ω
(1
2
(v′′)2 − ftv
)
dΩ
L’unique solution (l’optimum) ut ∈ H := H20(Ω) repre´sente l’e´tat de la poutre (le de´placement),
7le lecteur peut se re´fe´rer a` [92] pour une introduction a` la the´orie du controˆle des EDP.
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ft est la commande (la force).
Objectifs : Lorsque la solution u0 a un nombre fini de points de contact francs isole´s sans
raccord des courbures, et lorsque l’hypothe`se de contact franc est satisfaite, nous donnons des
conditions d’optimalite´ du second-ordre ne´cessaires et suffisantes pour le proble`me (4.6), et
par le calcul du terme de courbure de Kawasaki nous explicitions les estimations supe´rieure
et infe´rieure a` l’ordre 2 de la fonction valeur optimale. En conse´quence les de´rive´es direc-
tionnelles de u0 sont obtenues comme solutions d’un certain proble`me quadratique (Q).
Pour ce faire il est alors ne´cessaire de nommer pre´cise´ment les composantes de la zone
de contact, qui comme nous le savons peut eˆtre quelconque si nous ne faisons d’hypothe`se
sur la nature du chargement ou la forme de l’obstacle.
De´finition 4.5.1 Les points de contacts isole´s qui composent I(ft) := {X ∈ Ω / ut(X) =
ψ(X)} = It forment un ensemble appele´ ensemble de points de contact note´ Tt := ∂
(I(ft) \
int(I(ft))
)
. Un point de contact X est dit essentiel, si le multiplicateur de Lagrange µ0,
satisfait [µ0(X)] > 0, (i.e. si la mesure de re´action µ0 le charge). L’ensemble des points de
contact essentiel pour la solution ut est note´ T esst := Tt ∩ Supp(µt).
Nous disons que l’ensemble de contact I(f0) a une structure finie si le support de la re´action
Supp(µ0) est une union finie disjointe de points de contact et une union finie disjointe de
segments.
Remarque 4.5.1 Un point de contact isole´ essentiel correspond a` une discontinuite´ de la
mesure de re´action (i.e. du multiplicateur µ) qui est une fonction croissante, donc il n’existe
au plus qu’un ensemble de´nombrable de points de contact isole´s essentiels. Ceci exclut en
particulier qu’il y ait contact franc sur des parties fractales (type Cantor).
Rappelons que le Lagrangien associe´ a` (4.6) est L(v, µ, t) := J(v, t) + 〈µ, v〉, nous omettrons
la variable t dans L et J quand cela n’induira pas d’ambigu¨ıte´.
Nous allons commencer par nous placer sous les hypothe`ses suivantes :
(H1) Hypothe`se de contact franc sur l’inte´rieur de l’ensemble de contact :
int(I0) ⊂ supp(µ0). (4.34)
Notons que l’hypothe`se de contact franc ne concerne pas les points de touche. Elle est
e´quivalente a` la condition de non-de´ge´ne´re´scence : ψ(4) − f0 > 0 sur I0. Remarquons que si
Supp(µ0) ⊂ I2(f0, z), alors σ(µ,Ti,2K (u0, z)) ≥ 0.
(H2) Hypothe`se de contact tangent a` l’ordre 1 sur l’ensemble des points de contact
essentiel :
∀X ∈ T ess0 ,
d2
dX2
(u0 − ψ)(X) > 0. (4.35)
(H3) Hypothe`se de finitude des composantes connexes de I0 :
I0 est une union finie d’intervalles et l’ensemble des points de contact essentiel (T ess0 ) est fini.
(4.36)
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Remarque 4.5.2 Nous traitons le cas d’une poutre encastre´e, mais nous pourrions faire
de meˆme avec une poutre simplement appuye´e a` ses extre´mite´s pour autant que l’on ait
ψ < u0 sur ∂Ω. Sous les hypothe`ses (H2)-(H3), la re´action dµ0 := u
(4)
0 − f0 se de´compose
de la fac¸on suivante :
dµ0(X) = µ˜0(X)dΛ1 + µI,0(X).
La densite´ (par rapport a` la mesure de Lebesgue line´ique), µ˜0 ∈ L1(Ω) est la de´rive´e (de
Radon-Nikodym) de µ0 par rapport a` Λ1.
La partie atomique de la re´action s’e´crit µI,0 :=
∑
X∈∂I0 µ
X
0 δX , ou` µ
X
0 := [µ0(X)] est le saut
positif8 en X ∈ ∂I0, et δX la mesure de Dirac en X.
Nous de´finissons les proble`mes approche´s line´aires et quadratiques associe´s a` (4.6) :
(L) min
z∈TK(u0)
J ′(y0)z
line´arisation conique de (4.6), avec Sol(L) := CrK(u0), et
(Q) min
z∈CrK(u0)
min
w∈T2K(u0,z)
J ′(u0)w + J ′′(u0)(z, z).
Par le The´ore`me 4.4.5 de dualite´ convexe, le The´ore`me 4.4.3 caracte´risant le σ-terme, et
graˆce au de´veloppement de Taylor (4.24) on de´duit que le proble`me quadratique (Q) associe´
a` (4.6), pour t = 0 s’e´crit :
inf
z∈CrK(u0)
∫
Ω
(1
2
(z′′)2 − hz
)
dΩ−
∫
∂I0
θz,u0dµ. (4.37)
Remarque 4.5.3 V al(Q) < +∞ si et seulement s’il existe z ∈ Sol(L) = CrK(u0) tel
que T2K(u0), z) 6= ∅. Puisqu’on a e´tabli que l’espace tangent a` l’ordre deux est toujours non
vide sous les hypothe`ses (H1)-(H4) ci-dessus, alors V al(Q) < +∞. On en de´duit alors que
V al(Q) est finie. Le sigma terme e´tant de la forme :
σ(−µ,Ti,2K (u0, z)) = −
∫
Ω
ςu0,z(X)dµ(X). (4.38)
8i.e. [µ0(X)] = µ0(X
+)− µ0(X−) ou` µ0(X±) = limξ→X± µ0(ξ)
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The´ore`me 4.5.1 Plac¸ons nous sous les hypothe`ses (H1)-(H3), et imposons ψ ∈ C4(Ω),
et ψ|∂Ω < 0. Soit ft := f0 + th avec f0, h ∈ L2(Ω) Soit u0 la solution de (4.6) associe´e a` f0,
alors pour tout z ∈ CrK(u0) nous avons la condition ne´cessaire :
L′′(u0, µ0)(z, z)− σ(µ0,Ti,2K (u0, z)) ≥ 0. (4.39)
Re´ciproquement, nous avons la condition suffisante :
L′′(u0, µ0)(z, z)− σ(µ0,Ti,2K (u0, z)) > 0, ∀z ∈ CrK(u0) \ {0}. (4.40)
En particulier nous avons l’estimation supe´rieure suivante de la fonction valeur optimale :
V al(ut)− V al(u0)− tDJ(u0)h ≤ t
2
2
V al(Q) + o(t2) (4.41)
Re´ciproquement, nous avons l’estimation infe´rieure comple´mentaire :
V al(ut)− V al(u0)− tDJ(u0)h ≥ t
2
2
V al(Q) + o(t2) (4.42)
En outre, si on de´signe par ut une o(t
2)- solution. Alors zt :=
ut − u0
t
−→ z0 en norme et
satisfait le proble`me (4.37), ce qui fournit le de´veloppement suivant :
ut = u0 + tz0 + o(t). (4.43)
Autrement dit z0(.) := u
′
0(.;h) solution de (4.37) ve´rifie le proble`me aux limites suivant :
z
(4)
0 = h+
∑
X∈T0 θu0,z0(X)µ
X
0 δX sur Ω \
(
I(f0) \ T0
)
z0 = 0 = z
′
0 sur ∂Ω
z′0 = 0 sur ∂I(f0) \ T0
z0 = 0 sur I(f0) \ T0
(4.44)
avec θu0,z0(X0) =
(Dz0(X0))
2
[D2(u0 − ψ)] .
Preuve :  La preuve se fait en quatre e´tapes.
1) Finitude du sigma-terme
Commenc¸ons par nous assurer que pour tout X0 ∈ ∂I(u0), nous avons ςu0,z(X0) < +∞.
En effet, d’apre`s la de´finition de ςu0,z (4.22), seuls les points de ∂I(u0)∩I2(u0, z) contribuent
au sigma-terme.
Puisque I0 est compact et d’apre`s l’hypothe`se (H3)
◦
I0 est une re´union finie de « vrais »
intervalles, donc H2-ψ-admissible. Construisons une solution u˜0 ∈ H20(Ω) de (4.6) ayant pour
zone de contact l’ensemble
◦
I0, associe´e a` f˜0 = f0−µI,0 ∈ H−1(Ω). Alors d’apre`s la Remarque
(4.4.6) ςu˜0,z(X0) = 0, pour tout un ensemble de z critique, et comme u0 et u˜0 co¨ıncident sur
un voisinage de
◦
I0 donc ςu0,z(X0) = 0, pour tout un ensemble de z critique.
Pour les points de contact isole´s essentiels X0 ∈ T ess0 , z(X)
X+0∼ α+(X −X0) (resp. z(X) X
−
0∼
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α−(X −X0) ) et (u0 − ψ)(X) X
+
0∼ β+(X −X0)2 (resp. (u0 − ψ)(X) X
−
0∼ β−(X −X0)2). Graˆce
a` (H2), en posant α := min(α+, α−) et β := min(β+, β−)
θu0,z(X0) =
[−α]2+
2β
=
(Dz(X0))
2
[D2(u0 − ψ)] .
Ceci assure que ςu0,z(X0) est fini, et s’e´crit :
σ(µ0,T
i,2
K (u0, z)) =
∫
◦
I0
ςu0,z(X)µ˜0(X)dΛ2(X) +
ess∑
X∈T0
µXI,0ςu0,z(X),
soit apre`s simplifications (puisque le premier terme est nul sur
◦
I0) :
σ(µ0,T
i,2
K (u0, z)) =
∑
X∈T ess0
µXI,0θu0,z(X).
2) Le proble`me a une valeur optimale finie
En effet le proble`me (4.37) (i.e. (Q)) est fortement convexe (comme somme de deux fonctions
convexes ; voir le Commentaire (4.4.4) pour la convexite´ du σ-terme) et s.c.i. sur un convexe
ferme´, donc (Q) admet une solution unique9.
3) Estimation supe´rieure
D’apre`s (4.24) nous pouvons e´crire le de´veloppement a` l’ordre 2 de J sous la forme :
J(ut) = J(u0) + t
∫
Ω
hzdΩ +
t2
2
[ ∫
Ω
(1
2
(z′′)2 − hz
)
dΩ +
∫
Ω
(
(u0)
′′w′′ − f0w
)
dΩ
]
+ o(t2).
d’ou` graˆce a` (4.37) :
V al(ut)− V al(u0)− tDJ(u0)h
t2/2
≤ inf
(∫
Ω
(1
2
(z′′)2 − hz)dΩ− ∫
∂I0
θzdµ
)
+ o(1)
donc
lim sup
t↓0
V al(ut)− V al(u0)− tDJ(u0)z
t2/2
≤ V al(Q).
On en de´duit que l’estimation supe´rieure est ve´rifie´e, puisque V al(Q) est finie.
4) Estimation infe´rieure
Nous reformulons la contrainte G(v) := ψ − v ≤ 0 sur Ω, par la me´thode de re´duction
pre´sente´e a` la section 3.4.4 de [20] . Cette approche est tre`s proche de [19] excepte´ le fait que
nous sommes en dimension infinie. D’une manie`re ge´ne´rale l’ide´e est de minorer le crite`re
par le lagrangien. Avant cela il faut reformuler les contraintes pour tout X ∈ Ω par des
9
The´ore`me 4.5.2 Soit f : X −→ R ∪ {+∞} propre, fortement convexe et s.c.i. sur un convexe ferme´ K du Banach
X, telle dom(f) ∩K 6= ∅, alors f a une solution unique dans K.
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contraintes ”re´duites” non line´aires dont le hessien permet de recoller avec le sigma terme.
Traitons le cas du point de contact isole´ ; on a une contrainte
g(u,X) ≤ 0, pour tout X ∈ Ω
e´quivalente, au moins localement, a`
G(u) := g(u,X(u)) ≤ 0, avec X(u) caracte´rise´ par g,X(u,X(u)) = 0,
ou` X(u) est le point ou` u 7→ g(u,X) atteint son maximum, tel que sous l’hypothe`se g,XX
de´finie positive (assure´e par (4.35)) par application du the´ore`me des fonctions implicites :
g,uX(u,X(u)) + g,XX(u,X(u))X˙(u) = 0
On calcule en utilisant g,X(u,X(u)) = 0 :
G′(u) = g,u(u,X(u)); G′′(u) = g,uu(u,X(u)) + g,uX(u,X(u))X˙(u)
et donc puisque g,uu(u,X(u)) = 0
G′′(u) = −g,uX(u,X(u))g,XX(u,X(u))−1g,uX(u,X(u)).
Donc, se ramenant a` la contrainte G(u) ≤ 0, minorant le crite`re par le lagrangien avec cette
dernie`re contrainte, on obtient bien une contribution du hessien de la contrainte correspon-
dant au sigma terme, avec
(Q) inf
{∫
Ω
(
(z′′)2 − hz)dΩ − ∑
X∈T0∩Supp(µ0)
[µ(X)]
(
z′(X)
)2(
(u0 − ψ)′′(X)
) ; z ∈ CrK(u0)}.
Graˆce a` la coercivite´ de J , pour ε > 0 suffisamment petit, u0 est solution du proble`me
ε-approche´ :
min
u˜∈K
Jε(u˜) := J(u˜)− ε‖u˜− u0‖2H (4.45)
Les proble`mes (4.45) et ((4.6) ont meˆme multiplicateur de Lagrange,µt, la meˆme contrainte
et donc le meˆme coˆne critique, il de´coule que les hypothe`ses (H1)-(H3) sont satisfaites pour
(4.45), ainsi la conditions ne´cessaire est e´galement valable pour le proble`me ε-approche´ car,
en notant son Lagrangien Lε(u, µ),
D2uLε(u, µ)(z, z) = L′′(u, µ)(z, z)− ε‖z‖2H
donc
L′′(u0, µ0)(z, z)− σ(µ0,Ti,2K (u0, z)) ≥ ε‖z‖2H, ∀z ∈ CrK(u0).
Soit ut une o(t
2)-solution de (4.6), associe´e a` ft. Nous savons, d’apre`s (3.1.2), que ‖ut −
u0‖H = O(t). Alors zt := ut − u0
t
est borne´e, et on note z0 sa limite faible. Puisque
V al(ut) ≤ J(u0) + tDJ(u0)zt + t
2
2
V al(Q) + o(t2)
en lui soustrayant le de´veloppement de J(ut) (4.24) et apre`s division par
1
2
t2, nous obtenons :
0 ≤ 2t−1DJ(u0)zt +D2J(u0)(zt, zt) ≤ V al(Q) + o(1). (4.46)
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Ce qui fournit DJ(u0)zt ≤ o(t), et donc DJ(u0)z0 = 0. Comme zt ∈ CsK(u0), sa limite
appartient donc a` TK(u0), ce qui fait de z0 une direction critique. De plus zt ∈ CsK(u0) et la
condition ne´cessaire d’optimalite´ du premier ordre implique que DJ(u0)zt ≥ 0, en utilisant
la s.c.i. de D2J(u0), d’apre`s (4.46) il de´coule
D2J(u0)(z0, h), (z0, h)) ≤ lim inf
t↓0
D2J(u0)(zt, h), (zt, h)) ≤ V al(Q).
Du fait que z0 ∈ CrK(u0) il vient que z0 est solution du proble`me (Q), d’ou`
D2J(u0)(zt, h), (zt, h))→ D2J(u0)(z0, h), (z0, h))
Or zt ⇀ z0, ce qui assure que D
2J(u0)(zt, zt)→ D2J(u0)(z0, z0) puisque
Q(z) := L′′(u0, µ0)(z, z)− σ(µ0,Ti,2K (u0, z))
est une forme de Legendre10 d’apre`s la Proposition 3.76 [20] nous obtenons alors zt → z0 en
norme et le de´veloppement de la solution (4.43). 
Commentaires 4.5.1 Certaines situations de contact ne sont pas contenues dans cette
e´tude de sensibilite´, il s’agit des points isole´s avec raccord des courbures, les zones de contact
ayant une infinite´ de composantes connexes, et les intervalles sans comple´mentarite´ stricte.
Pour le calcul du σ-terme, nous avons impose´ un nombre fini de points de contact isole´s
essentiels a` la zone de contact. Puisque la mesure µ est finie sur Ω, s’il en existe une infi-
nite´ (au plus de´nombrable d’apre`s la Remarque 4.5.1) (Xk)k∈N, alors la suite associe´e des
sauts ([µ(Xk)])k de la mesure tend vers 0. Aussi si la se´rie est convergente alors la finitude
du σ-terme de´pend de la contribution du point d’accumulation X¯ := limk→+∞Xk. Cette
contribution est difficile a` e´valuerpuisque nous ne pouvons pas effectuer de de´veloppement
de Taylor X¯ car le nume´rateur et le de´nominateur de θu0,z0 s’annulent dans tout voisinage
de X¯ une infinite´ de fois11 . . .
Bien suˆr quand la zone de contact est un « vrai » segment (sans point de contact isole´) avec
comple´mentarite´ stricte, nous retrouvons le the´ore`me de diffe´rentiabilite´ 4.1.4.
10
De´finition 4.5.2 Sur un espace de Hilbert H, une forme quadratique Q est dite de Legendre si elle est faiblement
se´quentiellement s.c.i. sur H telle que, si hk ⇀ h (faiblement) et Q(hk)→ Q(h) alors hk → h en norme.
On conclut ici graˆce a` la proposition suivante :
Proposition 4.5.1 [10] Dans un espace de Banach uniforme´ment convexe pour toute suite (hk)k l’implication sui-
vante est ve´rifie´e :
hk ⇀ h (faiblement) et ‖hn‖ → ‖h‖ =⇒ hk → h en norme.
11Nous pouvons certainement obtenir cette situation dans (4.6) avec un chargement 0 > tf0 := t
P
k∈N akδXk ∈
H−1(Ω) avec Xk −→ 1/2 ∈ Ω :=]0, 1[, pour t > 0 assez grand.
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Corollaire 4.5.1 Sous les hypothe`ses du the´ore`me 4.5.1, si (H1) est relaxe´e en imposant
(H1′) : int(supp(µ0)) admissible
alors le de´veloppement (4.43) subsiste avec z0 solution de (4.37) ve´rifiant le proble`me aux
limites suivant :
z
(4)
0 = h+
∑
X∈T ess0 θu0,z0(X)µ
X
0 δX sur Ω \
(
supp(µ0) \ T ess0
)
z0 = 0 = z
′
0 sur ∂Ω
z′0 = 0 sur ∂supp(µ0) \ T ess0
z0 = 0 sur supp(µ0) \ T ess0
(4.47)
Exemple 4.5.1 Reprenons l’Exemple 4.2.1 d’une poutre encastre´e a` ses bords et calculons,
quand il y a contact ponctuel, les de´rive´es directionnelles dans la direction h du de´placement,
note´ z0(.) := u
′
0(.;h).
Pour 24 ≤ t < 72 la poutre touche l’obstacle en point avec une re´action ponctuelle, le contact
est seulement tangent.  z
(4)
0 = h+ θz0,u0(0)µ
0
0δ0 sur ]− 1, 1[,
z0(−1) = 0 = z(1)
z′0(−1) = 0 = z′0(1)
(4.48)
Ce syste`me peut eˆtre interpre´te´ comme la flexion d’une poutre e´lastique encastre´e, sous un
chargement distribue´ h et un chargement localise´ au point 0.
Remarque 4.5.4 A. Hermant [67] a montre´ que l’instabilite´ d’un point de contact isole´
X0 avec raccord des courbures (i.e. (u−ψ)′′(X0) = 0, que l’on appelle aussi non-re´ductible)
du proble`me (4.6) peut faire apparaˆıtre soit un segment soit un deuxie`me point de contact
isole´ suivant le signe du chargement applique´, suppose´ dans L∞(Ω). La me´thode employe´e
repose sur une formulation hamiltonienne et une analyse du signe des relations que l’on en
de´duit et qui font intervenir le champ de force, les efforts tranchants et la re´action. Toutefois
la question de la diffe´rentiabilite´ (par rapport au parame`tre de perturbation t) de la solution
de (4.6), pre´sentant ce type de point de contact isole´ non-re´ductible, n’a pas e´te´ tranche´e.
4.6 Etude de sensibilite´ dans le proble`me de l’obstacle pour une
plaque
L’e´quilibre d’une plaque line´aire e´lastique, occupant au repos un domaine plan Ω de classe
C4,α encastre´e sur son bord ∂Ω, place´e au dessus d’un obstacle rigide ψ ∈ C4(Ω), ψ|∂Ω < 0,
alors qu’elle est soumise a` un chargement variable t 7−→ Ft := F0 + tH ∈ L2(Ω) est de´crit
par la minimisation (3.3) de la fonction couˆt (l’e´nergie totale, c.f. The´ore`me (3.1.1)) note´e
J(V, t) :=
∫
Ω
(1
2
(∆V )2 − FtV
)
dΩ
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L’unique solution (l’optimum) Ut ∈ H := H20(Ω) repre´sante l’e´tat de la plaque (le de´placement),
Ft est la commande (la force). Le Lagrangien associe´ toujours note´ L(V, µ, t) := J(V, t) +
〈µ, V 〉.
Objectifs : Comme pour le cas de la poutre (4.6), nous donnons des conditions permettant
d’obtenir les de´rive´es directionnelles de U0 comme solutions d’un certain proble`me quadra-
tique.La preuve ne´cessite le calcul du terme de courbure de Kawasaki. Dans le cadre pose´
ci-dessus il n’y a pas de points de contact isole´s, cependant le contact peu avoir lieu le long
de courbe, et bien suˆr sans hypothe`se sur la nature du chargement, la structure topologique
peut eˆtre quelconque.
De´finition 4.6.1 Les courbes qui composent la zone de contact I(Ft) de (3.3) forment un
ensemble dit ensemble de courbes de contact note´ T (Ft) := ∂
(I(Ft) \ int(I(Ft))) 12. Une
courbe de contact est dite essentielle si la mesure de re´action µt la charge. L’ensemble des
courbes de contact essentielles pour la solution Ut est note´ T esst := Tt ∩ Supp(µt).
Nous disons que l’ensemble de contact I(F0) a une structure finie si le support de la re´action
Supp(µ0) est une union finie disjointe de courbes de contact et une union finie disjointe de
surfaces H2-admissibles.
Nous allons mener une analyse au second ordre sous les hypothe`ses suivantes :
(H1) Hypothe`se de comple´mentarite´ stricte sur l’inte´rieur de l’ensemble de contact :
int(I0) ⊂ supp(µ0). (4.49)
Notons que l’hypothe`se de contact franc ne concerne pas les points de contact. Elle est
e´quivalente a` la condition de non-de´ge´ne´re´scence : ∆2ψ − F 0 > 0 pp sur I0.
(H2) Hypothe`se de contact tangent a` l’ordre 1 sur l’ensemble des courbes de contact
essentiel :
les courbes de contact sont des courbes de classe C2 et ∀X ∈ T ess0 , ∂2n(U0 − ψ)(X) > 0.
(4.50)
(H3) Hypothe`se de finitude sur l’ensemble des courbes de contact essentiel :
Iess0 a une structure finie. (4.51)
C’est a` dire que le nombre de composantes connexes de l’ensemble des courbes de contact
essentiel T ess0 est fini, et que
◦
I0 est union finie de surfaces H2-admissibles.
Remarque 4.6.1 Sous les hypothe`ses (H2)-(H3), la re´action dµ0 := ∆
2U0−F0 se de´compose
de la fac¸on suivante :
dµ0(X) = µ˜0(X)dΛ2 + dµL,0(X).
La densite´ (par rapport a` la mesure de Lebesgue surfacique), µ˜0 ∈ L1(Ω) est la de´rive´e (de
Radon-Nikodym) de µ0 par rapport a` Λ2.
La partie singulie`re de la re´action est µL,0 est e´gale a` ∆
2U0 sur l’ensemble essentiel T ess0 :=
T0 ∩ Supp(µ0). Rappelons que la partie atomique de la re´action est ici nulle.
12si nous relaxons les hypothe`ses de re´gularite´s cet ensemble inclut les points de contacts isole´s
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The´ore`me 4.6.1 Plac¸ons nous sous les hypothe`ses (H1)-(H3), imposons ψ ∈ H4(Ω),
ψ|∂Ω < 0, et Ω un domaine du plan de classe C4 (e´ventuellement C4 par morceaux a` coins
convexes).
Soit U0 la solution de (3.3) associe´e a` F0, alors nous avons l’estimation suivante de la fonc-
tion valeur optimale :
V al(Ut)− V al(U0)− tV al(L) = t
2
2
V al(Q) + o(t2) (4.52)
En outre, si Ut de´signe une o(t
2)- solution, alors Zt :=
Ut−U0
t
−→ Z0 en norme et satisfait
le proble`me (Q), ce qui fournit le de´veloppement suivant, pour t ≥ 0 :
Ut = U0 + tZ0 + o(t). (4.53)
Autrement dit Z0(.) := U
′
0(., H) ve´rifie le proble`me aux limites suivant :
∆2Z0 = H + θZ0,U0µL,0 sur Ω \
(
I(F0) \ T (F0)
)
Z0 = 0 = ∂nZ0 sur ∂Ω
∂nZ0 = 0 sur ∂I(F0) \ T (F0)
Z0 = 0 sur I(F0) \ T (F0)
(4.54)
Preuve : La preuve suit exactement la trame de celle du the´ore`me 4.5.1 a` ceci pre`s que
nous devons ve´rifier la finitude du σ-terme qui apparaˆıt dans le proble`me quadratique (Q)
associe´ a` (3.3), qui s’e´crit pour t = 0 :
inf
Z∈CrK(U0),
∫
Ω
(
(∆Z)2 −HZ)dΩ− ∫
∂I0
θZ,U0dµ (4.55)
D’apre`s la de´finition de σ (4.22), seuls les points de ∂I(U0) ∩ I2(U0, Z) contribuent au
sigma-terme.
Sous l’hypothe`se (H3) le compact
◦
I0 est une re´union finie de surfaces H2-ψ-admissible.
Graˆce au The´ore`me 3.1.1 nous sommes assure´ de l’existence d’une solution U˜0 ∈ H20(Ω) de
(3.3) ayant pour zone de contact franc l’ensemble
◦
I0, associe´e a` F˜0 = F0 − µL,0 ∈ H−1(Ω).
Alors d’apre`s la Remarque (4.4.6) ςU˜0,Z(X0) = 0, pour tout un ensemble de Z critique, et
comme U0 et U˜0 co¨ıncident sur un voisinage de
◦
I0 donc ςU0,Z(X0) = 0, pour tout un ensemble
de Z critique.
Soit X0 un point d’une courbe de contact. Nous calculons le θ-terme qui est d’apre`s (4.22),
θ(X0) := lim sup
X′→X0
(U0−ψ)(X′)>0
(
[Z(X ′)]+
)2
2(U0(X ′)− ψ(X ′))
Conside´rons une fonction Z critique continuement diffe´rentiable en X0. De´signons par n la
normale en X0 a` la courbe a` laquelle il appartient, et de´finissons un voisinage tubulaire de
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∂I0 ∩ B2(X0, r), avec r suffisamment petit, par
∂I0 ∩ B2(X0, r)×]− , 0[ 3 (χ1, χ2) 7→ χ1 + χ2n. (4.56)
En effectuant un de´veloppement de Taylor (dans ce voisinage tubulaire avec les coordonne´es
locales (χ1, χ2)) de Z et de U0−ψ en X0 (graˆce au The´ore`me 3.2.4 nous savons U0 de classe
C2), il vient :
θ(X0) := lim sup
(χ1,χ2)→X0
(U0−ψ)(χ1,χ2)>0
(
[∇nZ(X0)(χ1, χ2)]
)2
+ o(‖(χ1, χ2)−X0)‖
(∇2n(U0(X0)− ψ(X0)))(χ1, χ2)2 + o(‖(χ1, χ2)−X0‖)2
=
(∇nZ(X0))2(∇2n(U0(X0)− ψ(X0))−1.
donc par densite´, θ(X0) = ςU0,Z(X
0) =
(∇nZ(X0))2(∇2n(U0(X0) − ψ(X0))−1, qui est fini
pour tout Z critique.
Nous reformulons la contrainte G(v) := ψ − v ≤ 0 sur Ω, par la me´thode de re´duction
pre´sente´e a` la section 3.4.4 de [20]. L’estimation supe´rieure s’obtient comme pour le cas de la
poutre, pour l’estimation infe´rieure nous donnons la marche a` suivre pour le cas du contact
suivant une courbe re´gulie`re C, au point nominal U0, on a
g(U0, Xs(U0)) = 0,
ou` s ∈ [0, 1] est une parame´trisation du point de la courbe C. On note ns une famille de
directions normales (ou au moins non tangentes), a` la courbe C ∈ T0 ∩ Supp(µ0). Sous
l’hypothe`se de courbure normale non nulle (4.50) :
g,XX(0, Xs(X))(ns, ns) < 0 (4.57)
la contrainte a (localement en X) pour U voisin de U0, sur la droite Xs(U0) +Rns un unique
point de maximum Xs(U0)) = Xs(U0) + αs(U)ns tel que la stationarite´ en αs(U) implique
g,X(U,Xs(U))ns = 0, et donc
g,XU(U,Xs(U))ns + g,XX(U,Xs(U))(ns, ns)α˙s(U) = 0.
Posant G,s(U) := g(U,Xs(U)), on se rame`ne a` la contrainte
G,s(U) = 0, s ∈ [0, 1].
Il vient G,s(U) = gU(U,Xs(U)), et donc
G,s(U) = g,UU(U,Xs(U)) + g,UX(U,Xs(U))nsα˙s(U)
soit finalement
G,ss(x) = g,XX(U,Xs(U))− n>s g,UX(U,Xs(U))>g,XX(U,Xs(x))(ns, ns)−1g,UX(U,Xs(U))ns.
Comme on s’est ramene´e a` la dimension 1 en minimisant on peut re´crire cette expression
avec g,XX(U,Xs(U)) = 0
G,ss(U) = −(g,XU(U,Xs(U))ns)2/g,XX(U,Xs(U))(ns, ns)
Exprimant le lagrangien avec la contrainte G,s ≤ 0 on obtient la forme du proble`me (Q) et
l’estimation infe´rieure voulues. 
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Corollaire 4.6.1 Sous les hypothe`ses du the´ore`me 4.6.1, si (H1) est relaxe´e en imposant
(H1′) : int(supp(µ0)) admissible
alors le de´veloppement (4.53) subsiste avec Z0 solution de (4.55) ve´rifie le proble`me aux
limites suivant : 
Z
(4)
0 = F + θZ0,U0µL,0 sur Ω \
(
supp(µ0) \ T ess0
)
Z0 = 0 = ∂νZ0 sur ∂Ω
∂νZ0 = 0 sur ∂supp(µ0) \ T ess0
Z0 = 0 sur supp(µ0) \ T ess0
(4.58)
Exemple 4.6.1 Reprennons l’Exemple 3.6.1 et donnons l’expression de la de´rive´e direc-
tionnelle Zt′(.) := U
′
t′(.;H) de Ut′ dans la direction H, avec Ft := t
′+ tH, quand t→ 0. Nous
avons polye´dricite´ quand t′ ≥ 128 puisque la zone de contact est un disque (voir figure ( 4.9)
et que le contact est franc donc :
∆2Zt′ = H sur Ω \ B¯2(0, Rt′)
Zt′ = 0 = ∂nZt′ sur ∂Ω
∂nZt′ = 0 sur S1(0, Rt′)
Zt′ = 0 sur B2(0, Rt′)
Par contre quand 64 < t′ < 128 (voir figure (4.9) il n’y a pas polye´dricite´. Comme il n’y
a pas raccord des courbures entre la plaque et l’obstacle nous pouvons utiliser le The´ore`me
4.6.1 pour obtenir la de´rive´e directionnelle dans la direction H sous la forme (avec r :=√
X21 +X
2
2 ) :
∆2Zt′ = H + θZt′ ,Ut′ (Rt′)
(
∆2Ut′(r)− t′
)
sur Ω \ S¯1(0, Rt′)
Zt′ = 0 = ∂nZt′ sur ∂Ω
∂nZt′ = 0 sur S1(0, Rt′)
Zt′ = 0 sur S1(0, Rt′)
Avec ∆2Ut′ =
(
∂4r +
2
r
∂3r − 1r2∂2r + 1r3∂r
)
(Ut′), ∂
4
rUt′ = [∂
3
rUt′(Rt′)]δr=Rt′ et
θZt′ ,Ut′ (Rt′) =
(
∂rZt′(Rt′)
)2
∂2r
(
Ut′ − ψ
)
(Rt′)
.
Commentaires 4.6.1 Nous ne savons encore pas nous affranchir des hypothe`ses sur la
structure topologique (nombre fini de composantes connexes) et la ge´ome´trie (re´gularite´ des
parties parfaites de I0) de la zone de contact, pour obtenir la de´rive´e directionnelle de U
par rapport a` F . Une nouvelle fois ces pre´occupations semblent relie´es a` la conjecture que
nous avons formuler a` la Remarque 3.4.3 du Chapitre 3 quant a` la non-de´ge´ne´rescence de
la frontie`re libre. En particulier le cas d’un point ou d’une courbe de contact avec raccord
des courbures entre U et ψ conduit a` un phe´nome`ne d’instabilite´ ge´ome´trique (c.f. Exemples
4.2.1 et 4.2.2) et nous ne savons pas conclure de la de´rivabilite´ de U par rapport a` F , la
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R= 1/12 
t:= (-64+189*R^2+128*R^3-128*ln(R)+128*R^7-256*R^5+134*R^4-259*R^6+768*R^4*ln(R)
+524*R^4*ln(R)^2-512*R^5*ln(R)^2)/((R-1)*(R^6-R^5-4*R^4*ln(R)^2-3*R^4-2*R^3+6*R^3*ln(R)-
R^2+6*R^2*ln(R)+2*ln(R)*R+3*R+2*ln(R)+3))
R=1/4
t:=   -(64+634*R^4-573*R^2+128*ln(R)+1012*R^4*ln(R)^2-125*R^6-768*R^4*ln(R))/
(-2*R^6+4*R^2-2*ln(R)+R^4-4*R^2*ln(R)+6*R^4*ln(R)+4*R^4*ln(R)^2-3);
Fig. 4.9 – De´flexion sous chargement constant d’une plaque circulaire encastre´e : pour t = 123, 578
la zone de contact est un cercle de centre 0 et de rayon R = 1/12, et pour t = 364, 9 la zone de
contact est un disque de centre 0 et de rayon R = 1/4.
question est aussi ouverte pour un nombre infini de courbes de contact.
Pour finir, nous pouvons signaler comme application nume´rique possible des pre´ce´dants
re´sultats l’article de F. Bonnans & A. Hermant [23] dans lequel ils de´veloppent des
me´thodes de tir par homotopie permettant de calculer avec pre´cision la solution d’une
e´quation diffe´rentielle ordinaire soumise a` une contrainte sur l’e´tat (sous une hypothe`se
de qualification), dont la structure topologique de la zone de contact est suppose´e ve´rifier
les hypothe`ses (H1) - (H3). L’ide´e e´tant d’introduire les points (en nombre fini) de la
frontie`res libre ∂I comme parame`tres de la fonction de tir, et d’utiliser une me´thode d’ho-
motopie pour une certaine pe´nalisation de la contrainte (graˆce aux re´sultat de de´rivabilite´
[22]). Ils donnent une condition ne´cessaire et suffisante pour que cet algorithme soit bien
pose´ (c’est-a`-dire que le Jacobien de la fonction de tir soit inversible), sa nouveaute´ est de
de´terminer automatiquement la structure de la trajectoire et d’initialiser les parame`tres de
tir associe´s. Cette approche pourrait faire l’objet d’une adaptation au cas de la poutre et
d’une extension au cas de la plaque line´aire e´lastique.
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Chapitre 5
LE PROBLEME D’OBSTACLE
POUR UNE PLAQUE DE VON
KARMAN : PERSPECTIVES
''If people do noŁt believe that mathematic are simple, it i only because they do
noŁt realize how complicated the life i.?'' John. L. Von Neumann
Apre`s s’eˆtre inte´resse´ au cas des petites de´formations, nous allons a` pre´sent prendre en
compte les termes non-line´aires de variations de me´triques selon le Mode`le de Von Karman.
Ici a` la diffe´rence des chapitres pre´ce´dents nous allons seulement rappeler l’e´tat des lieux en
vue d’introduire les sujets de travaux ulte´rieurs. Nous expliquons, aux travers d’un re´sume´
des connaissances acquises sur le sujet, pourquoi l’exploration des branches de bifurcations
des plaques en grandes de´formations se complique grandement dans le cas unilate´ral par
rapport a` la situation sans obstacle. La premie`re formulation variationnelle du proble`me
statique de la flexion forte des plaques de Von Karman en pre´sence d’obstacle a e´te´ donne´e
par G. Duvaut & J.-L. Lions [54] en 1974. Ils ont prouve´ l’existence d’une solution par des
techniques de re´gularisation de graphes maximaux monotones. A leur suite, C. Do [50] et A.
Cimetie`re [38] ont donne´ certaines proprie´te´s globales et locales des points de bifurcations
pour un proble`me de flambage unilate´ral d’une plaque de Von Karman. Dans les anne´es 1990,
par des techniques topologiques de points fixes s’appuyant sur le degre´ de Leray-Schauder, D.
Goeleven, V.H. Nguyen, M. Thera [72], puis V.K. Le & K. Schmitt [86] ont donne´
des the´ore`mes qui e´tendent au cas des ine´quations les re´sultats classiques de bifurcations
globales. Ils n’ont cependant pas traite´ le proble`me de la continuation, car leur approche
concerne les proprie´te´s qualitatives du diagramme de bifurcation mais pas sa construction
explicite. Poursuivant l’exploration de stabilite´ de la solution en fonction de la ge´ome´trie de
la zone de contact, nous commentons les re´sultats de J. Eisner, M. Kucera, L. Recke
[110] pour une poutre en grandes de´formations, dans l’optique d’une extension du the´ore`me
de stabilite´ 3.6.1. Enfin nous terminons ce Chapitre par quelques perspectives concernant
l’e´tude du diagramme de bifurcations des plaques de Von Karman en pre´sence d’obstacle,
incluant les questions de re´gularite´, stabilite´, sensibilite´.
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5.1 Formulation variationnelle du proble`me de contact
Conside´rons une plaque de Von Karman place´e au dessus d’un obstacle rigide ψ ∈ H4(Ω),
soumise a` un champ de forces transversales F ∈ L2(Ω), et late´rales Lα ∈ H1/2(∂Ω). La
plaque est encastre´e sur une partie Γe 6= ∅, et en appui simple sur Γs, avec ∂Ω = Γe
∐
Γs.
Nous supposons que le contact s’e´ffectue sans frottement.
Nous utilisons les notations introduites au Chapitre I, en particulier la de´finition des ope´rateurs
L et C .
L’e´quilibre global d’une telle plaque s’e´crit : Trouver U ∈ kψ ve´rifiant :〈U − λL(U) + C(U)− Fˇ ,W − U〉 ≥ 0, ∀W ∈ kψ. (5.1)
Rappelons que le coˆne des de´placements cine´matiquement admissibles est
kψ := {V ∈ H / V ≥ ψ dans Ω}
Remarquons que pour tout F ∈ L2(Ω), il existe Fˇ ∈ H tel que∫
Ω
Fˇ V dΩ = 〈F, V 〉, ∀ V ∈ H. (5.2)
L’ine´quation variationnelle (5.1) peut eˆtre re´e´crite en utilisant l’incatrice convexe, comme la
recherche de U ∈ kψ ve´rifiant :
〈U − λL(U) + C(U)− Fˇ ,W − U〉+ Ikψ(W )− Ikψ(U) ≥ 0, ∀W ∈ H.
Sous cette forme, il est alors facile d’appliquer les re´sultats de S. Adly, D. Goeleven, M.
Thera [5] relatifs aux ope´rateurs pseudo-monotones borne´s et l’anaylse de re´cession. Notons
que le classique The´ore`me de Lions-Stampacchia pour des ope´rateurs monotones, continus
et coercifs tombe en de´faut pour (5.1). Cela est duˆ a` la pre´sence du terme (Id − λL) qui
engendre une perte de coercivite´ au dela` d’une certaine valeur du parame`tre λ. En particulier
nous avons :
The´ore`me 5.1.1 Soit Ω un domaine borne´ du plan, avec ∂Ω ∈ C2, F ∈ L2(Ω), ψ ∈ H2(Ω)
et ψ ≤ 0 sur Ω, alors le proble`me (5.1) admet au moins une solution pour toute valeur de λ.
Remarque 5.1.1 Une autre formulation e´quivalente de (5.1) peut eˆtre donne´e en terme
de point fixe graˆce a` l’ope´rateur de projection prkψ sous la forme :
Trouver U ∈ K tel que :
U = prkψ(B(U, λ)),
(5.3)
avec B(U, λ) := −λL(U)+C(U)−Fˇ . Ce qui justifie l’inte´reˆt que nous portons aux proprie´te´s
de diffe´rentiabilite´ de l’ope´rateur prkψ par rapport au parame`tre λ.
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5.2 Flambage en the´orie unilate´rale des plaques de Von Karman
L’analyse du flambage des plaques e´lastiques minces encastre´e sur Γe et en appui simple sur
∂Ω \Γe, soumises a` des conditions unilate´rales sur le de´placement vertical, conduit a` l’e´tude
de proble`mes aux valeurs propres pour des ine´quations variationnelles line´arise´es.
L’ine´quation varitionnelle line´arise´e homoge`ne associe´e a` (5.1) (selon la terminologie de
l’Annexe F) s’e´crit :
Trouver U ∈ kψ tel que : 〈U − λL(U), V − U〉 ≥ 0, ∀V ∈ kψ. (5.4)
Commentaires 5.2.1 (cas bilte´ral) Rappelons que dans le cas du flambement bilate´ral,
on a k = H, et la charge critique est la plus petite valeur propre λ1 de la partie line´aire de
l’ope´rateur de Von Karman. Par exemple pour F = 0, la solution nulle est un point d’e´quilibre
stable pour le proble`me de Von Karman, pour tout λ < λ1. Si la compression λ varie de fac¸on
quasistatique, les termes d’inertie peuvent eˆtre ne´glige´s et le flambage est suppose´ se faire
suivant une branche non triviale de solutions bifurquant a` partir de la branche triviale au
point λ1. Quand la compression late´rale augmente au dela` de λ1, la solution perd sa stabilite´
et la plaque flambe vers un autre e´tat stable, λ1 est appele´e charge de flambage ou critique.
Le mode de flambage est la fonction propre associe´e a` valeur propre λ1 de la partie line´aire
de l’ope´rateur de Von Karman. Les analyses de la stabilite´ des branches pour λ > λ1 ont fait
apparaˆıtre des phe´nome`nes de transitions brusques entre deux modes que M. Golubitsky et
D. G. Schaeffer ont baptise´ « mode jumping ».
5.2.1 Re´sultats de bifurcations locales
G. Duvaut & J.-L. Lions [54] ont e´tabli une formulation du type (5.1) avec L = 0
et ψ = 0 pour mode´liser la flexion forte des plaques encastre´es soumises a` des conditions
unilate´rales. L’existence de solutions pour le cadre fonctionnel de´crit ci-dessus est e´tablie
par les techniques de re´gularisation des ope´rateurs maximaux monotones. Ils ont montre´
l’existence d’une solution unique si les charges exerce´es sur la plaque sont de la forme F = tF 0
pour les petites valeurs de t.
Remarque 5.2.1 Ils signalent que les questions de bifurcations (probables) de Ut quand
t croˆıt sont ouvertes.
C. Do et A. Cimetie`re ont e´tudie´ le flambage d’une plaque e´lastique mince reposant sans frot-
tement sur un support rigide plan (obstacle plan) soumises a` un chargement late´ral λ(Lα) et
transversal F , sous l’hypothe`se que F appuie la plaque sur son support1 (i.e. F ≤ 0, sur Ω).
La plaque est encastre´e sur son bord Γe et en appui simple ailleur. Ils ont examine´ l’exis-
tence de branches de bifurcation continues autour de points critiques (λ, U). C. Do [50],
[51], [52] a prouve´ que le proble`me (avec L 6= 0 et ψ = 0) admet une unique solution quand
λ ∈ [−λ0, λ0] (λ0 > 0) , mais il ne caracte´rise pas ce λ0. En outre si F < 0 sur Ω, alors il n’y
pas bifurcation autour de la solution nulle pour λ fini. Plus pre´cise´ment :
1Avec la notation (5.2) : (F ≤ 0, pp sur Ω) est e´quivalant a` (〈Fˇ , V 〉 ≤ 0 pour tout V ∈ k0).
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The´ore`me 5.2.1 Posons F ∈ L2(Ω), ψ = 0 et k0 = {V ∈ H20 / V ≥ 0 sur Ω}, dans
(5.1), avec les ope´rateurs (1.22) et )1.24). Nous nous plac¸ons sous l’hypothe`se F ≤ 0, sur Ω.
I Soit λ+c (resp. λ−c ) la plus petite valeur propre classique > 0 (resp. la plus grande
valeur propre classique < 0) de L alors si λ ∈]λ−c , λ+c [, U = 0 est l’unique solution du
proble`me dans (5.1).
I Il existe une famille de solutions non-triviales de (5.1), note´es (λr, Ur)r>0 telles
que
〈L(Ur), Ur〉H20 = sup
V ∈∂Ar
〈L(V ), V 〉H20 avec Ar := {V ∈ k0 /
1
2
‖V ‖2H20 +
1
4
C(V )− 〈Fˇ , V 〉 = r}.
De plus limr→0 ‖Ur‖H20 = 0, et limr→+∞ ‖Ur‖H20 = +∞.
I Avec la notation (5.2), supposons que 〈Fˇ , V 〉H20 < 0 =⇒ V 6= 0.
Alors λ = +∞ est le seul point de bifurcation autour de la solution triviale.
I λ = +∞ est e´galement le seul point de bifurcation autour de la solution triviale si
nous faisons l’hypothe`se :
〈C(V ), V 〉H20 > 0,=⇒ V 6= 0. (5.5)
Commentaires 5.2.2 L’hypothe`se (5.5) signifie que la plaque ne peut fle´chir sans exten-
sion. Cette condition est satisfaite si nous supposons que la plaque est encastre´e, ou bien
lorsque la plaque est en appui simple et ∂Ω sans point d’inflexion [102].
Le pre´ce´dent the´ore`me e´tablit l’existence de charges critiques sans en donner de caracte´risation.
En effet, dans le cas du flambage bilate´ral classique, les charges critiques apparaissent comme
valeurs propres d’un ope´rateur line´aire. Le re´sultat suivant d’ A. Cimetie`re [37] pallie cette
lacune en assurant que dans le cas unilate´ral elles sont donne´es par un quotient de Rayleigh
sur le coˆne k0.
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The´ore`me 5.2.2 Posons F ∈ L2(Ω), ψ = 0 et k0 = {v ∈ H / v ≥ 0}, dans (5.1).
L’ine´quation line´arise´e homoge`ne (5.4) posse`de une plus petite valeur propre ge´ne´ralise´e
positive λ1 (resp. une plus grande valeur propre ge´ne´ralise´e ne´gative λ
′
1). Soit Z1 (resp. Z
′
1)
un vecteur propre correspondant cette valeur propre λ1.
I Alors, pour F = 0, l’ine´quation (5.1) admet une solution non nulle si et seulement si
λ /∈ [λ′1, λ1], avec :
〈L(Z1), Z1〉
‖Z1‖2 =
1
λ1
= sup
V ∈k0
〈L(V ), V 〉
‖V ‖2 ;
〈L(Z ′1), Z ′1〉
‖Z ′1‖2
=
1
λ′1
= inf
v∈k
〈L(V ), V 〉
‖V ‖2
I λ′1 est la charge critique ne´gative, et λ1 est la charge critique positive.
I Pour F 6= 0 si 0 ≤ λ ≤ l1 := 1/
(
sup
V ∈k0
〈L(V ), V 〉
‖V ‖2 + κ[C(V )〈Fˇ , V 〉2]1/3
)
, avec κ = (3
3√2)
2
, alors
U = 0 est la seule solution de (5.1) ; et si λ > l˜1 := 1/
(
sup
V ∈k0
〈L(V ), V 〉
‖v‖2 + 3√2κ[C(V )〈Fˇ , V 〉2]1/3
)
alors (5.1) posse`de une solution non nulle.
Commentaires 5.2.3 La preuve du pre´ce´dent the´ore`me repose sur la me´thode de Galer-
kin, qui conduit a` re´soudre l’ine´quation (5.1) sur une suite de convexes ferme´s de sommet
l’origine, kψ(n) ⊂ kψ, de dimension fini et tels que kψ(n) n→+∞−→ kψ.
Bien que nous connaissions l’expression des charges critiques, nous ne savons pas encore
de´crire la bifurcation au point (λ1, 0). Ceci a e´te´ fait par A. Cimetie`re [38] par une
me´thode constructive adaptant la Me´thode de Lyapounov-Schmidt a` l’ine´quation (5.1) va-
lable pour la premie`re valeur propre ge´ne´ralise´e, avec un obstacle ψ plan et F = 0. Le
re´sultat suivant est le premier du genre, caracte´risant localement la branche au voisinage de
la charge critique λ1 sous les deux hypothe`ses suivantes dont la validite´ est acquise dans un
certain nombre de situations classiques [15] :
– (H1) : L’espace propre de L associe´ a` λ
[
1 la premie`re valeur propre positive de L est de
dimension 1.
– (H2) : Notons λ
[
2 la deuxie`me valeur propre positive de L, alors
λ1
λ[1
− 1 < λ
[
2 − λ[1
λ[2 + λ
[
1
.
Enonc¸ons le Lemme suivant qui de´finit en particulier des notations utiles a` l’e´nonce´ du
The´ore`me qui lui fait suite.
Lemme 5.2.1 Soit Z1 un vecteur propre de (5.4) associe´ a` la valeur propre λ1. Alors
λ1 < λ2 avec :
1
λ2
= sup
V ∈Z⊥1
〈L(V ), V 〉
‖V ‖2 .
De plus nous avons la proprie´te´ suivante de se´paration de deux directions propres Z1 et Z
′
1
associe´e a` la valeur propre λ1 :
Z ′1 ∈ k+0 (Z1) := {V ∈ k0 / 〈Z,Z1〉 > 0} =⇒ Z ′1 ∈ R+(Z1).
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The´ore`me 5.2.3 [38] Avec les notations et hypothe`ses du The´ore`me (5.2.2), avec F = 0,
(H1) et (H2) nous avons
I pour λ ∈ [0, λ1[, l’ine´quation (5.1) ne posse`de que la solution nulle.
I pour Z1 un vecteur propre de l’ine´quation line´arise´e homoge`ne (5.4), associe´ a` λ1,
au voisinage du point (λ, U) = (λ1, 0) l’ine´quation (5.1) posse`de, dans k+0 (Z1) une et une
seule branche de bifurcation. Pour cette branche il existe une repre´sentation parame´trique
{(λ(α), U(α)) / α ∈ [0, α¯]}
telle que :
λ(α) = λ1 + λ1〈C(Z1, Z1)〉α2 + α3O(α); (5.6)
U(α) = αZ1 + α
2O(α) avec O(α) ∈ {Z1}⊥; (5.7)
Les applications α 7−→ λ(α), & α 7−→ U(α) sont lipschitziennes sur [0, α¯]; (5.8)
lim
α→0
U(α)
‖U(α)‖ = Z1; (5.9)
I Suivant la valeur de 〈C(Z1), Z1〉, nous disposons des pre´cisions comple´mentaires sui-
vantes :
(i) Si 〈C(Z1), Z1〉 > 0, l’application α 7−→ U(α) est strictement croissante sur un
intervalle [0, α′], α′ ≤ α, alors la branche de solutions peut-eˆtre parame´tre´e par λ et on a :
lim
λ→λ1
U(λ) = 0;
(ii) Si 〈C(Z1, Z1)〉 = 0, la branche de bifurcation situe´e dans k+0 (Z1), est « verticale », i. e.
(αZ1, λ1) ve´rifie (5.1) pour tout α ≥ 0.
Remarque 5.2.2 De plus, graˆce a` ces resultats l’auteur montre que tout vecteur sur cette
branche peut eˆtre caracte´rise´ comme solution d’une e´quation et d’une ine´quation fonction-
nelles pose´e dans un coˆne contenu dans {Z1}⊥. Par contre, encore aujourd’hui nous ne savons
pas en ge´ne´ral conclure sur la diffe´rentiabilite´ de U par rapport a` λ.
5.2.2 Re´sultats de bifurcations globales
Si nous posons F = 0 = ψ dans (5.1), nous constatons alors que pour tout λ, U = 0
en est solution triviale. Les re´sultats de bifurcations globales, issus de la the´orie du degre´
topologique de Leray-Shauder (The´ore`me F.4.1), renseignent sur le comportement qualita-
tif des branches de solutions du proble`me (5.1), sans pour autant permettre un traitement
nume´rique.
En conse´quence du The´ore`me F.4.2, nous pouvons e´noncer le corollaire suivant qui condensent
les re´sultats du livre de V.K. Le & K. Schmitt [86].
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Corollaire 5.2.1 Dans (5.1) Posons F = 0 = ψ et k0 = {v ∈ H / v ≥ 0 sur Ω.}. Alors
(5.4) admet au plus un ensemble de´nombrable de points de bifurcation (0, λ), avec pour seul
point d’accumulation +∞. En outre si la plaque est encastre´e sur tout son bord, elle ne
flambe pas. Si elle est simplement appuye´e sur une partie de mesure de Lebesgue non-nulle
alors :
(i) Si (0, λ0) est un point de bifurcation de (5.1), alors λ0 est une valeur propre de (5.4).
(ii) Si λ est une valeur propre de (5.4) de multiplicite´ impaire, alors (0, λ) est un point de
bifurcation de (5.1) ve´rifiant l’alternative du The´ore`me F.4.2 :
I C est non-borne´e dans H× R,
ou bien
I (0, λ1) ∈ C ∩
({0} × R \ [a, b]) 6= ∅, pour λ1 /∈ [a, b] valeur propre de (5.4) ;
si a et b (a < b) ne sont pas des valeurs propres de (5.4) et pour C composante connexe de
S contenant {0} × [a, b], avec
S := {(U, λ) ∈ H× R / (u, λ) solution de (5.1) avec u 6= 0} ∪ ({0} × [a, b]).
Nous retiendrons que ce Corollaire, comme l’alternative de Rabinowitz, fait apparaˆıtre la
bifurcation comme un phe´nome`ne global. Cependant si nous souhaitons obtenir des infor-
mations plus pre´cises (comme le nombre de solutions pour une valeur fixe´e du parame`tre λ),
il faut mettre en place une e´tude locale en adaptant, par exemple, la me´thode de Lyapunov-
Schmidt, et trouver les moyens d’un traitement nume´rique ad hoc. A ce propos nous savons
que tant que la solution conside´re´e e´volue sur une branche d’e´quation, elle peut eˆtre calcule´e
aux points re´guliers graˆce au The´ore`me d’inversion locale, et H. Keller a explique´ comment
traiter le cas de points singuliers. Pour faire de meˆme pour le proble`me simplifie´ mode`le de
la membrane en grandes de´formations (9) on peut imaginer calculer la branche de solutions
unilate´rales a` partir du point de transition. Pour cela il faut impe´rativement connaˆıtre « ∂u
∂λ
»,
ide´alement en tout point re´gulier et savoir « sauter » les points singuliers en adaptant les
techniques de bifurcations d’e´quations.
Inspire´s de la me´thode de Keller [80] pour la re´solution du proble`me de bifurcation sans
contrainte, les auteurs de [46] de´finissent un proble`me augmente´ associe´ a` (9) dans H1 et
prouvent que les points re´guliers et singuliers simples de (9) deviennent re´guliers pour un
proble`me augmente´. Pour le cas du proble`me (5.1) il se peut que la de´rive´e directionnelle
n’existe pas en certains points re´guliers en fonction de la nature de la zone de contact, ce
qui rend encore plus de´licate l’e´criture d’une me´thode de continuation.
5.2.3 Re´gularite´ des solutions
Conside´rons le proble`me (5.1) pour une plaque encastre´e. Nous nous inspirons de la preuve
de la re´gularite´ des solutions de (1.14) de´taille´e dans [93].
The´ore`me 5.2.4 Soit Ω un domaine borne´ du plan, avec ∂Ω ∈ C2, F ∈ L2(Ω), ψ ∈ C2(Ω)
et ψ < 0 sur ∂Ω, alors toute solution de (5.1) pour une plaque encastre´e, ve´rifie :
U ∈ H2,∞loc ∩H3loc ∩ C2(Ω).
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Preuve :  L’astuce consiste a` utiliser le The´ore`me 3.2.4 de B. Schild assurant que la
solution de (3.2) est H2,∞loc ∩H3loc ∩ C2(Ω), de`s que le champ de forces est Lp(Ω) avec p > 1.
D’apre`s le The´ore`me (5.1.1) une solution (U, χ) ∈ H20(Ω)×H4(Ω) de (5.1) pour le cas Γs = ∅,
et Γe = ∂Ω. Pour tout ε > 0,
[U ;U ] ∈ L1(Ω) ⊂ H−1−ε(Ω),
donc graˆce a` [91]
χ ∈ H3−ε(Ω).
Or
∂αβχ ∈ H1−ε(Ω) ⊂ L2/ε(Ω),
donc
[U ;χ] ∈ Lq(Ω), avec 1 ≤ q < 2.
Or d’apre`s la de´fintion (1.13), Θ ∈ H3(Ω), alors
[U ;χ] + λ[Θ;U ] + F ∈ Lq(Ω),
ce qui suffit pour conclure. 
Remarque 5.2.3 Ce re´sultat peut-eˆtre affine´ en s’affranchissant du « loc » si nous sup-
posons plus de re´gularite´ sur ∂Ω comme dans le Chapitre 3.
Remarque 5.2.4 Conside´rons une plaque circulaire charge´e par une force constante par-
tout dirige´e vers un obstacle ψ = −1. Alors sous ces conditions, une solution axisyme´trique
de (5.1) ayant pour zone de contact un disque, pre´sente des efforts tranchants strictement
positifs tout au long de la frontie`re de la zone de contact, ce qui interdit a` U d’appartenir a`
H4(Ω)!
5.3 Stabilite´ ge´ome´trique pour une poutre en grandes de´formations
- Application aux bifurcations
Conside´rons le flambage d’une poutre e´lastique, occupant au repos le segment [−1, 1], sim-
plement appuye´e en −1 et 1, comprime´e par une force applique´e a` ses extre´mite´s dont
l’intensite´ est mesure´e par le parame`tre λ, alors qu’elle est place´e au dessus d’un obstacle
rigide plan ψ ≥ 0. Si le contact a lieu sans frottement, l’e´quilibre d’une telle poutre s’e´crit2
Trouver u ∈ k0 := {v ∈ H2(−1, 1) ∩H10(−1, 1) / v ≥ 0 sur Ω} tel que :∫ 1
−1
u′′(v − u)′′(x)− λu′(v − u)′(x)dx ≥ 0, ∀v ∈ k0.
(5.10)
2Le lecteur pourra consulter [26] pour l’e´tablissement e´quations d’e´quilibres bilate´rales du flambage d’une poutre
e´lastique. A ce propos signalons que l’e´quation d’e´quilibre (bilate´rale) du de´placement vertical u d’une poutre e´lastique
simplement appuye´e en −1 et 1, comprime´es par une force applique´e ses extre´mite´s dont l’intensite´ est mesure´e par
le parame`tre λ, s’e´crit : “ u′′
1− (u′)2
”′′
− λ
“ u′p
1− (u′)2
”′
+
(u′′)2u′
1− (u′)2 = 0.
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Le but poursuivit par J. Eisner, M. Kucera, L. Recke dans [110] est de fournir un
the´ore`me des fonctions implicites pour (5.10). Le re´sultat obtenu peut eˆtre e´nonce´ comme
suit :
The´ore`me 5.3.1 Soit (λ0, u0) une solution (5.10) ayant pour zone de contact I0 := [α0, β0],
avec −1 < α0 < β0 < 1. Alors l’ensemble de toutes les solutions (λ, u) de (5.10) proches de
(λ0, u0) peut eˆtre parame´tre´ par (λ, u¯(λ)), ou` u¯ est de classe C
1 sur un voisinage de λ0 dans
R, et a` valeurs dans H2(−1, 1) ∩H10(−1, 1).
En particulier la zone de contact de la solution u¯(λ) s’e´crit [α¯(λ), β¯(λ)] avec α¯ et β¯ de
classe C1.
Commentaires 5.3.1
• Il s’agit, dans le contexte des grandes de´formations, d’une ge´ne´ralisation du The´ore`me de
de´rivabilite´ de la frontie`re libre d’A. Cimetie`re & A. Le´ger [39], bien qu’il faille signaler
qu’en ge´ne´ral (contrairement au cas line´aire) λ 7→ u¯(λ) n’est pas C2.
• La preuve est base´e sur l’ide´e suivante. Sous l’hypothe`se que la zone de contact soit un
vrai-intervalle et sous une hypothe`se de non-de´ge´ne´re´scence portant sur le parame`tre λ,
l’ensemble de toutes les solutions (λ, u) de (5.10) proche de (λ0, u0) est C
1-diffe´omorphe a`
l’ensemble de toutes les solutions d’une e´quation implicite faisant intervenir un ope´rateur
re´gulier de classe C1, auquel il est alors alors possible d’appliquer le the´ore`me des fonctions
implicites classique.
• Notons que la proce´dure de transformation de l’ine´quation variationnelle (5.10) en une
e´quation faisant intervenir un ope´rateur re´gulier, sous re´serve d’hypothe`ses ge´ome´triques
sur la zone de contact et sur les charges applique´es, peut donner lieu a` d’autres re´sultats
locaux de diffe´rentiabilite´ (et servir comme outil pour e´crire une me´thode de Newton, ou
une me´thode de Lyapunov-Schmidt) pour (5.10).
• Les auteurs ont obtenu plus re´cemment, pour ce proble`me, l’existence d’une famille de
solutions λ-re´gulie`res non-triviales qui bifurque de la solution triviale, si la zone de contact
est une union finie de vrai-intervalles [111].
• Nous pouvons encore une fois noter le roˆle important joue´ par la ge´ome´trie de la zone de
contact dans l’e´tablissement de re´sultats de stabilite´ ou de re´gularite´ d’une solution d’un
proble`me d’obstacle pose´ dans H2.
• En outre, la me´thode de preuve propose´e par les auteurs pour des ope´rateurs quasiline´aires
d’ordre 4 en dimension 1 peut tre`s vraisemblablement se transposer en dimension 2 au cas
de l’ine´quation variationnelle des plaques de Von Karman (5.1), avec F = 0 et ψ = 0.
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5.4 Perspectives
Les principales perspectives de recherches qui apparaissent a` l’issue de cette the`se concernent
l’e´nonce´ de the´ore`mes de stabilite´ ge´ome´trique et de sensibilite´ pour le proble`me de l’obstacle
des plaques de Von Karman (5.1).
1. La possibilite´ de transposer la me´thode de preuve du The´ore`me de Stabilite´ 3.6.1 en
perturbant la zone de contact d’une solution de (5.1) repose principalement sur la
ne´cessite´ d’obtenir des estimations de Schauder non plus seulement pour le bilaplacien-
Beltrami, mais aussi pour des ope´rateurs quasiline´aires d’ordre 4 dont les coefficients
proviennent d’une certaine me´trique riemannienne. L’autre point de´licat sera de s’as-
surer que la solution perturbe´e obtenue apre`s application du The´ore`me de Nash-Moser
satisfait bien les e´quations d’e´quilibre. Ceci semble eˆtre ve´rifie´ sous l’ hypothe`se de non-
de´ge´ne´rescence du cas line´aire (3.27) avec un obstacle ψ plat. Un des arguments est que
les termes faisant intervenir le crochet de Monge-Ampe`re s’annulent automatiquement
sur le bord d’une zone de contact si elle est une surface lisse.
2. La ge´ome´trie de la zone de contact de (3.2) est largement me´connue, et beaucoup
de questions restent encore en suspends comme l’e´nonce´ de re´sultats ge´ome´triques de
stabilite´ locale dans l’esprit des The´ore`mes 2.7.3 et 2.7.4 formule´s par L. Caffarelli ; ou
l’extension du The´ore`me 2.6.1 de Monneau pour (3.2) - e´galement pour le proble`me de
l’obstacle associe´ a` l’ope´rateur de Monge-Ampe`re.
3. Nous pouvons envisager de comple´ter l’e´tude de sensibilite´ du Chapitre 4, pour les
branches de solutions de (5.1) avec F = 0 = ψ. En effet d’apre`s le re´sultat de bifurcation
globale du Corollaire 5.2.1 nous savons que les points re´guliers forment des branches
dont il est inte´ressant d’e´tudier la diffe´rentiabilite´. Ceci fournira un outil important
pour la conception de me´thode de continuation par « pre´diction-correction ».
4. Un autre de´veloppement porterait sur l’exploration des directions de bifurcation de
(5.1) et les liens entre leur sensibilite´ et stabilite´ au sens des syste`mes dynamiques (par
exemple de Lyapounov), et la compre´hension du phe´nome`ne « claquage » (appele´ aussi
« mode jumping ») dans le cas unilate´ral.
5. Ceci fait, l’imple´mentation d’une me´thode de continuation dans un code de calcul
serait re´alisable, elle permettrait de connaˆıtre les valeurs propres ge´ne´ralise´es associe´es
au proble`me (5.1). Ceci permettrait en particulier de re´pondre a` la question ouverte
pose´e par G. Duvaut & J.-L. Lions [54], que nous avons rappele´e a` la remarque
5.2.1.
6. A plus long terme, la construction comple`te du diagramme de bifurcation de (5.1) - c’est
a` dire savoir traiter nume´riquement les branches apre`s le premier point de bifurcation
comme ge´ne´ralisation de la me´thode de A. Cimetie`re [38] - serait le point d’orgue
de cette de´marche.
D’autres voies d’investigations sont possibles comme :
– la confirmation de la conjecture formule´e dans [104] (et rappele´e a` la Remarque 3.4.3)
portant sur la re´gularite´ de la frontie`re libre de (3.2), et annonc¸ant la nullite´ de la
mesure de la frontie`re libre sous l’hypothe`se de non-de´ge´ne´rescence ;
– la poursuite de l’e´tude des proprie´te´s ge´ome´triques du proble`me de l’obstacle (3.2)
dans la continuite´ des travaux de G. Weiss et de R. Monneau, pourrait permettre de
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mieux cerner les phe´nome`nes d’apparition de singularite´s sur la frontie`re libre, par
exemple en classifiant les formes de cusps possibles et leur nombre, en proposant de
nouvelles formules de monotonies, en e´tudiant la validite´ de Conjecture de Schaeffer
pour l’ope´rateur bilaplacien. A plus forte raison ces questions sont totalement ouvertes
pour le proble`me (5.1).
– l’extention des travaux esquisse´s au paragraphe 5.3 aux proble`mes unilate´raux des
plaques de Von Karman (5.1) ;
– ou encore avancer dans la compre´hension de l’adaptation a` (3.2) puis a` (5.1) des al-
gorithmes de continuation par me´thode de tir dans l’esprit de ce que F. Bonnans &
A. Hermant [23] ont re´alise´ pour la commande optimale d’une e´quation diffe´rentielle
ordinaire soumise a` une contrainte sur l’e´tat et sous des hypothe`ses sur la structure
topologique de la zone de contact. Dans cette direction il serait plus satisfaisant de
s’affranchir des hypothe`ses portant sur la ge´ome´trie de la zone de contact ;
– proposer une justification du passage « 3D au 2D » prenant en compte le contact et
aboutissant a` la formulation (5.1) ( ine´quation U ≥ ψ sur Ω et place de µ(F )), comme
mentionne´e a` la Remarque 3.1.1 dans l’esprit des travaux de A. Le´ger & B. Miara
[85].
– le vaste champ d’e´tudes des bifurcations de coques en pre´sence de contact qui fait
naturellement suite aux pre´ce´dentes questions pour des ine´quations variationnelles dans
H2.
– les proble`mes de frottement qui posent de se´rieuses difficulte´s conceptuelles et tech-
niques (de´ja` dans le cas quasi-statique en ce qui concerne l’unicite´ de la solution)
pourraient eˆtre examine´s en approfondissant les questions souleve´es par nos re´centes
discussions avec P. Ballard [11].
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Annexe A
Douceur & The´ore`me de Nash-Moser
Le The´ore`me de Nash-Moser, dont nous avons besoin s’e´nonce dans des espaces de
Fre´chet-doux, aussi nous rappelons ci-dessous le cadre ne´cessaire a` son bon emploi. Les
re´fe´rences sont [8], [64] et [12].
A.0.1 Cadre
De´finition A.0.1 Une semi-norme sur un espace vectoriel E est une application s : E −→
R ve´rifiant  (i) s(x) ≥ 0 ∀ x ∈ E;(ii) s(x+ y) ≤ s(x) + s(y) ∀ x, y ∈ E;(iii) s(λx) = |λ|s(x) ∀ x ∈ E, ∀λ ∈ R. (A.1)
Une norme est donc une semi-norme avec la condition supple´mentaire que
[
s(x) = 0 ⇐⇒
x = 0
]
.
De´finition A.0.2 Un espace vectoriel topologique localement convexe me´trisable (elcm)
est un espace vectoriel muni d’une suite
(
si
)
i
croissante de semi-normes telles que :
∀i ∈ N, si(x) = 0 =⇒ x = 0.
Proposition A.0.1 (i) - Un espace vectoriel topologique localement convexe un espace
vectoriel E muni d’une topologie se´pare´e T rendant continues les ope´rations
[
(x, y) 7→ x+ y
et (λ, x) 7→ λx
]
, et pour laquelle tout point admet un syste`me fondamental de voisinages
convexes.
(ii) - La topologie associe´e a` une semi-norme est une topologie d’espace localement convexe.
(iii)- Re´ciproquement, toute topologie localement convexe sur E est associe´e a` une suite
de semi-normes.
De´finition A.0.3 Un espace de Fre´chet est un espace localement convexe me´trisable qui
est complet pour la structure d’espace me´trique induite.
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Remarque A.0.1 Rappellons qu’ : « un espace vectoriel topologique est un espace norme´
si et seulement si il est localement convexe et localement borne´ ». Si bien que ce qui manque
a` un espace de Fre´chet pour eˆtre de Banach est d’eˆtre localement borne´.
Exemples A.0.1 (1) Tout espace de Banach est un espace de Fre´chet.
(2) L’espace C∞K (Rn) des fonctions inde´finiment de´rivables ayant toutes comme support
un compact K fixe´ de Rn, est un espace de Fre´chet pour la suite de semi-normes :
sp(f) := sup
x∈K, |α|≤p
|∂αf(x)|.
(3) Soit S(Rn) l’espace des fonctions C∞ dont toutes les de´rive´es sont a` de´croissance rapide
(ie leur produit par un polynoˆme quelconque est borne´). C’est un espace de Fre´chet lorsqu’on
le munit de la famille de semi-normes suivante :
sp(f) := sup
|β|≤p |α|≤p
‖xβ∂αf(x)‖∞.
(4) Par contre l’espace des fonctions tests (de Schwartz)D(Ω) := C∞c (Ω), n’est pas me´trisable
et donc, en particulier, n’est pas un espace de Fre´chet.
Remarque A.0.2 Il faut bien noter que toute tentative de ge´ne´ralisation brutale du
the´ore`me d’inversion locale classique (i.e banachique) a` un espace de Fre´chet est force´e
d’avorter... Pour illustrer notre propos voici un contre-exemple (parmi de nombreux) qu’Ha-
milton fournit dans [64] :
Soit Θ : C∞([−1, 1],R) −→ C∞([−1, 1],R), Θ(f) = f − xff ′.
Alors Θ est re´gulie`re et sa de´rive´e est donne´e par :
DΘ(f)h = h− xhf ′ − xfh′.
En f = 0, DΘ(0)h = h, c’est a` dire DΘ(0) = Id = l’identite´ ...
MAIS : DΘ(f) n’est pas inversible pour f arbitrairement proche de 0.
De´finition A.0.4 Un espace de Fre´chet-doux (ou bon espace de Fre´chet, de l’anglais ”tame
Frechet space”) est un espace de Fre´chet dont la topologie peut eˆtre de´finie par une suite
croissante de normes : (
‖.|i ≤ ‖.‖i+1, ∀i ∈ N
)
;
De plus E doit eˆtre muni d’une famille a` un parame`tre t d’ope´rateurs d’approximations
Πt : E −→ E ve´rifiant :
∃r ∈ N t.q. :
 si
(
i ≥ j) , ∃c(i,j) > 0 ‖Πt(x)‖i ≤ c(i,j)ti−j+r‖x‖j
si
(
i ≤ j) , ∃C(i,j) > 0 ‖x− Πt(x)‖i ≤ C(i,j)ti−j+r‖x‖j (A.2)
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De´finition A.0.5 Soient M, M′ deux varie´te´s e´ventuellement a` bord. Une application
φ : tC∞(M) −→ C∞(M′) est dite C0− douce sur un ouvert U ⊂ C∞(M) si elle est continue
et ve´rifie l’ine´galite´ douce suivante pour un α ∈]0, 1[ tout u ∈ U
∃r ∈ N, ∀k ∈ N, ∃ck+r > 0 / ∀u ∈ U : ‖φ(u)‖k+r+α ≤ ck+r
(
1 + ‖u‖k+r+α
)
.
φ est dite C∞ − douce si Djφ est C0 − douce pour tout j ∈ N. Ici (‖.‖k+r+α) de´signe une
e´chelle de normes Ho¨lderiennes de plus en plus re´gulie`res.
Exemples A.0.2 (1) Les espaces de Ho¨lder Cn,α(Ω) sont des espaces de Fre´chet-doux.
(2) Si M est une varie´te´ compacte, avec ou sans bord, alors C∞(M) est un bon espace
de Fre´chet.
A.0.2 E´nonce´ des the´ore`mes
Remarque A.0.3 Contrairement au classique the´ore`me d’inversion locale dans les es-
paces de Banach, ici nous devons imposer dans les espaces de Fre´chet-doux l’inversibilite´ de
l’application line´aire DΨ(u) sur tout un voisinage du point u◦ (et non seulement au point
u◦ comme le montre [64] sur un contre-exemple). En voici l’e´nonce´ pre´cis :
The´ore`me A.0.1 (The´ore`me d’inversion locale de Nash-Moser version C∞,
[64]) Soient M, N deux C∞-varie´te´s e´ventuellement a` bords. Si Ψ : U ⊂ C∞(M) −→
C∞(N) de classe C∞-douce, et si ∀u ∈ U voisinage de u◦, et ∀v ∈ C∞(N), DΨ(u).w = v,
avec w =
(
DΨ(u)
)−1
.v, et
(
DΨ(u)
)−1
de classe C∞-douce en les variables (u, v), alors Ψ
est localement inversible d’inverse
(
Ψ
)−1
.
L’e´nonce´ ci-dessous est le the´ore`me 3.3.1 page 212-213 de [64] donne´ par R. Hamilton.
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The´ore`me A.0.2 (The´ore`me des fonctions implicites d’Hamilton-Nash-Moser
[64] ) Soient F, G, H trois espaces de Fre´chet-doux et O ⊂ F×G un ouvert. Soit T : O −→ H
une application C∞ − douce telle que sous la contrainte
T[f, g] = 0
∂fT[f, g] soit surjective.
On suppose de plus qu’il existe une application `(f, g)h line´aire en h telle que
` : O ×H −→ F
qui soit une approximation line´aire a` erreur quadratique Q de l’inverse a` droite de ∂fT[f, g]
pour tout (f, g) ∈ O, h ∈ H, i.e. il existe une application Q[f, g](h, k) biline´aire en h et k
telle que :
Q : O ×H×H −→ F
ve´rifiant :
∂fT[f, g]`(f, g)h = h+Q[f, g](h, k)(T[f, g], h)).
Si
T[f ◦, g◦] = 0
alors il existe des voisinages ouverts V(f ◦) de f ◦, W(g◦) de g◦ t.q. l’e´quation T[f, g] = 0 soit
C∞-re´soluble, pour tout g ∈ W(g◦).
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Annexe B
Diffe´rentiabilite´ d’un projecteur sur
un convexe polye´drique d’un espace
de Hilbert
L’inte´reˆt conside´rable porte´ en analyse variationnelle, aux proprie´te´s de Fre´chet, Gaˆteaux ou
conique diffe´rentiabilite´ de l’ope´rateur de projection sur un convexe d’un espace de hilbert
(ou plus ge´ne´ralement de la fonction distance a` un ferme´) tient en grande partie au fait
qu’elles ont de nombreuses applications dans les questions d’optimisation sous contrainte(s).
Bien souvent l’absence de connaissances sur les proprie´te´s de re´gularite´ de la distance a`
un ensemble admissible, qui apparait dans beaucoup de proble`mes de controˆle optimal, et
contourne´e en « pe´nalisant », et en faisant des calculs sur le proble`me non contraint, le souci
e´tant que les justifications de la le´gitimite´ de telles proce´dures sont rares et difficiles.
De´finition B.0.6 Soit K un convexe ferme´ non vide d’un espace de Hilbert H, on appelle
projecteur sur K, la fonction, prK, de´finie, pour tout u[ ∈ H, par
‖u[ − prK(u[)‖H = inf
v∈K
‖u[ − v‖H (B.1)
On appelle ine´quation variationnelle le proble`me suivant :
Trouver u ∈ K / 〈H(u), v − u〉 ≥ 0, ∀v ∈ K (B.2)
avec H : H −→ H∗ une fonction continuement diffe´rentiable.
Objectif : Nous nous inte´ressons a` la sensibilite´ de la projection orthogonale de u[t =
u[0 + th ∈ H sur K
V al(ut) := ‖ut − u[t‖H = inf
v∈K
‖u[t − v‖H, (B.3)
Sa solution est note´e ut := prK(u
[
t), et sa fonction valeur optimale V al(ut) := infv∈K
1
2
‖u[t −
v‖2H. Le lagrangien associe´ est L(v, µ, u[t) := 12‖u[t − v‖2H + 〈µ, v〉H
Commentaires B.0.1 Il est bien connu, que l’ope´rateur prK est 1-lipschitzien et donc
est, au moins sur un espace de Hilbert se´parable, Gaˆteaux-diffe´rentiable presque partout
(cf. le The´ore`me C.0.8), alors qu’il est toujours diffe´rentiable en les points de son image.
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Plusieurs auteurs se sont employe´s a` comprendre comment les proprie´te´s de diffe´rentiabilite´
d’un projecteur prK sur un convexe ferme´ non vide K d’un espace de Hilbert H de´pendent
de la re´gularitite´ du bord de K. Ainsi R.B. Holmes [68], a montre´ que si le bord de K est
de classe Ck (k ≥ 2), alors prK ∈ Ck−1(H \K). La situation se complique grandement pour
des convexes non-re´guliers.
De´finition B.0.7 • Le coˆne de support1 d’un convexe ferme´ K d’un espace de Banach X
en un point u ∈ K est le plus petit coˆne convexe de sommet l’origine contenant K− u, nous
le de´signons par
CsK(u) := {h ∈ H / ∃ t > 0, u+ th ∈ K} =
⋃
t>0
t(K− u).
• Le coˆne tangent2 a` K en u, note´ TK(u) := CsK(u), est l’adhe´rence de CsK(u) dans X fort.
• Nous appelons coˆne critique a` K en u associe´ a` l’ ine´quation variationnelle (B.2) l’ensemble
CrK(u) := TK(u) ∩ ker(u∗),
ker(u∗) :=
(
H(u)
)⊥
:= {h ∈ X / 〈H(u), h〉 = 0}
• Le coˆne normal a` K en u, est :
NK(u) := {x∗ ∈ X∗ / 〈x∗, z − u〉 ≤ 0, ∀ z ∈ K}.
De´finition B.0.8 • Nous disons que le convexe K est polye´drique en u ∈ K, si pour tout
u∗ ∈ NK(u),
CsK(u) ∩ ker(u∗) est dense dans CrK(u).
On dit que K est polye´drique s’il est polye´drique en tout point de K.
Commentaires B.0.2 Si K est un coˆne de sommet l’origine, alors pour u ∈ K, CsK(u) =
K + Vect(u). Cette notion de coˆne polye´drique est la ge´ne´raliralisation du coˆne polye´dral
(voir figure B) en dimension finie. Le coˆne critique associe´ a` (B.1) est CrK(u) := TK(u) ∩(
Vect(u− prK(u))
)⊥
.
De´finition B.0.9 Soient X, Y deux espaces de Banach.
• Une fonction f : X −→ Y continue au voisinage de x encore f est directionnellement
diffe´rentiable en x dans la direction h ∈ X si la limite (en t > 0) suivante existe :
f ′(x;h) := lim
t↓0
f(x+ th)− f(x)
t
.
1Il s’agit du coˆne des de´placements cine´matiquement admissibles dans K a` partir de u ; on l’appelle aussi coˆne
radial a` K en u.
2
Remarque B.0.4 Dans [20] le coˆne tangent est de´fini plus ge´ne´ralement dans un espace de Banach pour un ensemble
K quelconque sous la forme TK(u) = lim inft↓0(K− u)/t = {h ∈ X / dist(u+ th,K) = o(t), t ≥ 0}.
Rappelons la de´finition des limites infe´rieure et supe´rieure d’une famille d’ensembles (au sens de Painleve´-Kuratowski)
At d’un espace de Banach X (indexe´s par t qui peut eˆtre un nombre re´el ou plus ge´ne´ralement un e´le´ment d’un espace
me´trique) : 8<:
lim inft→t0 At := {x ∈ X / lim inft→t0 [dist(x,At)] = 0},
lim supt→t0 At := {x ∈ X / lim supt→t0 [dist(x,At)] = 0}.
(B.4)
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Fig. B.1 – Coˆne polye´drique convexe pointe´ engendre´ par les combinaisons line´aires positives
des vecteurs : k1,k2, . . . ,k9. Les demi-droites supporte´es par ces vecteurs constituent les rayons
extreˆmes de la carcasse du coˆne.
• La fonction f : X −→ Y est dite coniquement diffe´rentiable (ou directionnellement diffe´rentiable)
en x s’il existe une application positivement homoge`ne d+f(x) : X −→ Y, appele´e de´rive´e co-
nique (ou C-de´rive´e (a` droite)), ve´rifiant la proprie´te´ :
∀h ∈ X, ∀t > 0, / f(x+ th) = f(x) + td+f(x)(h) + o(t, h), avec lim
t→0+
‖o(t, h)/t‖Y → 0.
(B.5)
C’est a` dire que f est directionnellement diffe´rentiable en x pour toutes directions h ∈ X, et
d+f(x) :=: f ′(x; .).
Commentaires B.0.3 Il est a` noter que l’ope´rateur d+ n’est pas ne´cessairement line´aire !
Rappelons que f est dite Gaˆteaux-diffe´rentiable en x si f directionnellement diffe´rentiable
en x et si h 7→ f ′(x;h) est line´aire continue, i.e. est l’ope´rateur d+f(x) :=: f ′(x; .) est line´aire
continu. Nous notons cet ope´rateur Df(x), i.e. Df(x)(h) = Df(x;h) = f ′(x;h).
Remarque B.0.5 Il a e´te´ e´tabli par E. Zarantonello [128], que prK admet une C-
de´rive´e en tout point u ∈ ∂K, pourvu que K soit d’inte´rieur non vide, i.e
prK(u+ th) = u+ td
+prK(u)h+ o(t, h), ∀h ∈ H, ∀t > 0.
Mais en ge´ne´ral, sans hypothe`se supple´mentaire, il existe des exemples de non de´rivabilite´
directionnelle d’un projecteur me´trique, meˆme en dimension finie ! Voir l’exemple 3.31 donne´
dans [20] page 166, pour H := R2. Cette difficulte´ peut-eˆtre contourne´e graˆce au the´ore`me
suivant e´tabli par A. Haraux :
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The´ore`me B.0.3 [62] Soit K un convexe polye´drique d’un espace de Hilbert H. Alors
∀u, h ∈ H la courbe t 7−→ prK(u + th) est coniquement diffe´rentiable en 0, et d+prK(u) =
prCrK(u), c’est a` dire
prK(u+ th) = prK(u) + tprCrK(u)(h) + o(t, h), ∀h ∈ H, ∀t > 0. (B.6)
Remarque B.0.6 Soulignons que la de´rive´e conique du projecteur d+prK(u) = prCrK(u)
est une de´rive´e au sens de Gaˆteaux si et seulement si CrK(u) est un espace vectoriel.
The´ore`me B.0.4 [62] Soit H un espace de Hilbert re´ticule´, avec K = {h ∈ H/h ≥ 0}
ferme´. Notons [h]+ = sup{h, 0}. S’il existe M > 0 telle que ‖[h]+‖H ≤ M‖h‖H, ∀h ∈ H
alors le convexe K est polye´drique.
Corollaire B.0.1 • Le coˆne convexe K := {v ∈ Lp(Ω) / v ≥ 0 sur Ω} est polye´drique.
• Le coˆne convexe K := {v ∈ C0(Ω) / v ≥ 0 sur Ω} est polye´drique.
• Le convexe K := {v ∈ H1g(Ω) / v ≥ 0 sur Ω} est polye´drique.
• Mais le coˆne convexe K := {v ∈ C1(Ω) / v ≥ 0 sur Ω} n’est pas polye´drique3.
3Car le maximum de deux fonctions diffe´rentiables peut ne pas eˆtre diffe´rentiable.
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Annexe C
Applications liptschiziennes &
Proprie´te´ de Radon-Nikodym (PRN)
Nous donnons ici quelques proprie´te´s sur les applications liptschitziennes dans les espaces
de Banach, selon la re´fe´rence [12].
The´ore`me C.0.5 (H. Rademacher (1919)) Soit U ⊆ Rn un ouvert et f : U −→ Rm une
fonction lipschitzienne, avec n,m ∈ N∗. Alors f est presque partout Fre´chet-diffe´rentiable1
sur U.
The´ore`me C.0.6 (F. Mignot (1976)) [95] • Toute application lipschitzienne de´finie sur
un ouvert U ⊆ Rn a` valeurs dans un espace de Hilbert se´parable est Fre´chet-diffe´rentiable
presque partout.
• Toute application lipschitzienne de´finie sur un ouvert U ⊆ H1 d’un Hilbert se´parable
a` valeurs dans un Hilbert se´parable H2 est Gaˆteaux-diffe´rentiable aux points d’un ensemble
dense.
Commentaires C.0.4 Il faut toutefois prendre garde au fait que la proprie´te´ de diffe´rentiabilite´
d’une application lipschitzienne n’est pas ge´ne´rique au sens que l’ensemble sur lequel elle est
diffe´rentiable n’est pas un Gδ
2, (voir l’exemple donne´ dans [95]).
Remarque C.0.7 La de´finition usuelle de la proprie´te´ de Radon-Nikodym porte sur les
mesures vectorielles et la possibilite´ d’e´tendre le the´ore`me de Radon-Nikodym. Ne´anmoins,
une autre de´finition sera plus utile dans nos applications. C’est pourquoi on la de´finira comme
suit :
De´finition C.0.10 Soit X un espace de Banach. On dit que X a la proprie´te´ de Radon-
Nikodym (PRN), si toute application lipschitzienne f : R −→ X est presque partout de´rivable.
The´ore`me C.0.7 • Tout dual se´parable a la PRN.
• Tout espace de Banach re´flexif a la PRN.
1Soient X et Y deux espaces de Banach et f une application continue d’un voisinage de 0 dans X a` valeurs dans Y.
I f est diffe´rentiable au sens de Fre´chet en 0 s’il existe L ∈ L?(X,Y) tel que ‖f(x)− f(0)− L(x)‖ = o(x).
I f est dife´rentiable au sens de Gaˆteaux en 0 s’il existe L ∈ L?(X,Y) tel que ∀x ∈ X, t ∈ R, ‖f(tx)−f(0)− tL(x)‖ =
o(t).
2 On appelle Gδ une intersection de´nombrable d’ouverts, et Fσ une re´union de´nombrable de ferme´s. Attention ! ! !
Un Gδ n’est pas en ge´ne´ral un ouvert, et un Fσ n’est pas en ge´ne´ral un ferme´. . .
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Exemples C.0.3 Les espaces Lp(Ω) ont la PRN pour 1 < p <∞, mais L1(Ω) n’a pas la
PRN.
Remarque C.0.8 On rappelle la notion d’ensemble nul donne´e dans [12] qui est l’analogue
de celle d’ensemble ne´gligeable utilise´e en dimension finie. Il y a plusieurs manie`res de de´finir
cette notion (cf le chapitre 6 de [12]), mais la de´finition suivante est la plus commode pour
nous :
De´finition C.0.11 Soient X un espace de Banach et N une famille de bore´liens de X.
N est dite famille nulle (et ses e´le´ments ensembles nuls) si :
(i) N est stable par union de´nombrable
(ii) Soit A un bore´lien de X. Si il existe un sous-espace de dimension finie X0 de X tel que
(A+ x) ∩ X0 soit un sous-espace de X0 de mesure nulle pour tout x de X alors : A ∈ N .
(iii) Les ensembles de N sont d’inte´rieurs vides.
(iv) Si X0 ⊂ X et dimX0 <∞ alors on a :
(
A ∈ N)⇐⇒ ((A+ x)∩ Y sous-espace de X0 de
mesure nulle
)
.
I On dira alors qu’une fonction ve´rifie une proprie´te´ presque partout si elle la ve´rifie partout
sauf sur un ensemble nul.
Remarque C.0.9 On admet l’existence de telles familles dans un Banach se´parable quel-
conque. Pour des exemples de telles familles, on consultera [12].
The´ore`me C.0.8 (Aronszajn, Christensen, Mankiewicz (1973)) Soit X un espace
de Banach et soit Y un espace de Banach ayant la PRN. Alors toute application lipschitzienne
d’un ouvert U ⊆ X dans Y est Gaˆteaux-diffe´rentiable presque partout.
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Annexe D
Formule de Levi-Civita & Ope´rateur
de Laplace-Beltrami
On rappelle quelques de´finitions et proprie´te´s e´le´mentaires de ge´ome´trie riemannienne selon
[65]1.
De´finition D.0.12 Soit une varie´te´ lisse Ω. Pour chaque x ∈ Ω, on de´finit une me´trique
riemannienne comme la donne´e d’un produit scalaire sur chaque espace tangent Tx(Ω) et
qui de´pend de manie`re C∞ du point de base x ∈ Ω.
Commentaires D.0.5 Dans Rn, on sait calculer la diffe´rentielle d’un champ de vecteurs
X en un point x ∈ Rn. C’est une application line´aire
DX : Rn −→ Rn, Y 7−→ DY (X)
DY (X) qu’on appelle la jacobienne de X. Elle ve´rifie les relations suivantes :
DX(Y )−DY (X) = [X, Y ] et X · 〈Y |Z〉 = 〈DX(Y )|Z〉+ 〈Y |DX(Z)〉,
pour tous champs de vecteurs X, Y, Z et 〈.|.〉 de´signant le produit scalaire canonique de Rn
et [., .], le crochet usuel des champs de vecteurs. Sur une varie´te´ diffe´rentielle Ω, on ne sait
pas, en ge´ne´ral, de´river un champ de vecteur car il faut pour cela effectuer des ope´rations
line´aires sur des vecteurs appartenant a` des espaces vectoriels diffe´rents. Pour reme´dier a`
ce proble`me, il faut se donner arbitrairement une connexion line´aire, (i.e. « une manie`re de
relier entre eux ») des espaces tangents voisins. Ceci revient a` de´finir une de´rive´e covariante,
notion qui ge´ne´ralise celle de jacobienne.
Rappelons que l’espace vectoriel Γ(T(Ω)) des champs de vecteurs d’une varie´te´ Ω de classe
C∞, est une alge`bre de Lie pour crochet usuel. Et que les champs de vecteurs d’une varie´te´
Ω sont les sections du fibre´ vectoriel T(Ω) 7→ Ω, avec T(Ω) = ⋃x Tx(Ω).
De´finition D.0.13 Une de´rive´e covariante sur l’espace des champs de vecteurs Γ(T(Ω))
est une application biline´aire
Γ(T(Ω))× Γ(T(Ω)) 3 (X, Y ) 7−→ ∇XY ∈ Γ(T(Ω))
1 Pour plus de de´tail, on pourra consulter :
Gallot S., Hulin D., Lafontaine J. Riemannian geometry. Universitext. Springer- Verlag, Berlin, third edition, (2004).
Lang S., Fundamentals of differential geometry, volume 191 of Graduate Texts in Mathematics. Springer-Verlag, New
York, (1999).
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qui ve´rifie :
∇f(X)Y = f∇XY,
et la formule de Le´vi-Civita
∇X(fY ) = (X · f)Y + f(∇XY )
pour tout X, Y ∈ Γ(T(Ω)) et f ∈ C∞(Ω)2. Cette de´rive´e covariante sur Γ(T(Ω)) est dite
syme´trique si :
∇XY −∇YX = [X, Y ].
Proposition D.0.2 Sur une varie´te´ lisse Ω munie d’une me´trique riemannienne g, il existe
une unique de´rive´e covariante syme´trique ∇ ve´rifiant :
X· < Y,Z >= 〈∇XY,Z〉g + 〈Y,∇XZ〉g,∀X, Y, Z ∈ Γ(T(Ω)).
On l’appelle la connexion de Le´vi-Civita (ou connexion riemannienne) de (Ω,g).
Remarque D.0.10 Dans une carte locale (C, φ), les composantes de ∇XY s’e´crivent :
(∇XY )k = X i∂iY k + (∇∂i∂j)kX iY j
ou` X i et Y j de´signent les composantes de X et Y respectivement. La connexion riemannienne
∇ est donc de´termine´e localement par les composantes Γkij des vecteurs ∇∂i∂j appele´es
symboles de Christoffel. Nous pouvons les calculer en fonction des composantes gij de la
me´trique :
Γkij =
gks
2
(
∂igsj + ∂jgis − ∂sgij
)
,
ou` gij sont les composantes de l’inverse de la matrice des gij.
De´finition D.0.14 Soit (Ω,g) une varie´te´ riemannienne compacte, non ne´cessairement a`
bord et (C, φ) une carte de Ω. L’ope´rateur Laplacien-Beltrami de u ∈ C2(Ω,R) est de´fini
par :
∆gu := −gij
(
∂2xi,xju− Γkxi,xj∂xku
)
,
ou` les Γkxi,xj sont les symboles de Christoffel sur (Ω,g).
Proposition D.0.3 Soit (Ω,g) une varie´te´ riemannienne compacte, non ne´cessairement a`
bord et (C, φ) une carte de Ω. Alors pour u, v ∈ C2(Ω,R)∫
Ω
(
∆gu
)
vdg =
∫
Ω
〈∇u|∇v〉gdg =
∫
Ω
(
∆gv
)
udg
Corollaire D.0.2 Pour tout point x ∈ C :
∆gu(x) = − 1√
det(g)
∑
i,j ∂xiu
(√
det(g)gij∂xju
)
si u ∈ C2(Ω,R).
∆2gu(x) =
∑
i,j,k,l ∂xl
[
∂xk
(
− 1√
det(g)
∂xiu
(√
det(g)gij∂xju
))√
det(g)gkl
]
si u ∈ C4(Ω,R).
2Cet ope´rateur s’e´tend de manie`re canonique en une loi de de´rivation sur les sections de tous les fibre´s tensoriels
de Ω.
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Annexe E
Preuve de l’estimation de Schauder
du Lemme 3.6.3
Les espaces de Ho¨lder jouent un roˆle pre´ponde´rant dans la preuve qui suit, il est important
de rappeler quelques e´le´ments techniques qui comple`tent la Proposition 3.6.3. En particulier
nous pre´cisons les notations suivantes : C0,α(Ω) := {u ∈ C0(Ω) / ‖u‖C0,α < +∞} qui est un
espace Banach pour la norme
‖u‖C0,α := ‖u‖L∞(Ω) + |u|α;Ω ou` |u|α;Ω := sup
x,y∈Ω; x6=y
|u(x)− u(y)|
|x− y|α ;
et
Cm,α(Ω) := {u ∈ Cm(Ω) / ‖u‖Cm,α < +∞} avec ‖u‖Cm,α := ‖u‖Cm + max|i|=m |∂
m
i u|α;Ω
avec ‖u‖Cm = supx max|i|=m |∂mi u(x)| (= ‖u‖m s’il n’y a pas d’ambigu¨ıte´). Enfin i de´signe
un multi-indice de la forme (i1, i2, ...iN).
Nous rappelons le Lemme suivant prouve´ dans [118] :
Lemme E.0.1 Soient Ω un ouvert du plan, borne´ et a` bord lisse, ou bien Ω = R2 0 < α < 1,
m ∈ N et τ := m+ α.
• Pour tout u ∈ Cm,α(Ω), il existe C > 0 tel que
‖u‖m,α ≤ 2|u|τ + C‖u‖0, avec |u|τ := max|i|=m |∂
m
i u|α;Ω.
• Pour tout entier naturel l < τ := m + α < κ, et pout tout u ∈ Cτ (Ω), il existe C > 0 tel
que
‖u‖m,α ≤ C‖u‖qκ‖u‖1−ql , avec q :=
τ − l
κ− l .
• Soit u ∈ Cm,α(Ω) et u˜(X) := u(X/R) avec R := (‖u‖m,α) 1m+α . Alors il existe C > 0 telle
que
(‖u˜‖m,α ≤ C
(
1 + ‖u‖0
)
.
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Lemme E.0.2 Choisissons pour Ω := H+ le demi-espace positif du plan (i.e. Ω := H+ =
{(X1, X2) ∈ R2 / X1 > 0}) et A l’ope´rateur bilaplacien-Beltrami ∆2gu, dont les coefficients
sont note´s (aui )i. Avec les notations des the´ore`mes 3.6.2 et 3.6.3, posons ι > 4 non-entier,
alors pour M ′ > 0, il existe une constante C ′ > 0 telle que si (i) du The´ore`me 3.6.3 est
remplace´e par :
(i′) ‖a‖max,α ≤ M ′,
alors la solution de (3.53) pose´e sur le demi-espace positif H+, satisfait l’estimation, pour
q = ι
ι−4 , :
‖V ‖ι ≤ C ′
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι + ‖V ‖α
+‖a‖qι−4(‖F‖α + ‖ϕ1‖4+α + ‖ϕ2‖4+α + ‖V ‖α)
)
.
(E.1)
.
Preuve du Lemme E.0.2 :  Nous pouvons imme´diatement nous limiter aux cas ϕ1 =
0 = ϕ2. Nous supposons sans perte de ge´ne´ralite´ que ‖a‖ι−4 ≥ 1, sinon (E.1) re´sulte du
The´ore`me 3.6.3. Posons
V˜ (X) := V (X/R) avec R := (‖a‖ι−4)1/(ι−4).
Alors V˜ satisfait l’e´quation ∑
i≤4
a˜i(X)∂
|i|
i V˜ =
1
R4
F˜ ,
ou` F˜ := F (X/R), a˜i(X) := R
|i|−4ai(X/R). A pre´sent graˆce au Lemme E.0.1 nous tirons :
‖a˜‖ι−4 ≤ C
(
1 + ‖a‖α
)
≤ C
(
1 +M
)
.
Nous concluons par The´ore`me 3.6.3 (qui reste valable pour le demi-espace) :
‖V˜ ‖ι ≤ C
( 1
R4
+ ‖F˜‖ι−4 + ‖V˜ ‖α
)
.
Puisque R ≥ 1, nous savons que :
‖V ‖ι ≤ Rι‖V˜ ‖ι ≤ C
(
Rι−4‖F˜‖ι−4 +Rι‖V˜ ‖α
)
(E.2)
En vertu du Lemme E.0.1, il vient :
‖F˜‖ι−4 ≤ 2|F˜ |ι−4 + C‖F˜‖α.
Or ‖F˜‖α = ‖F‖α et par homoge´ne´ite´ |F˜ |ι−4 = R−(ι−4)|F˜ |ι−4. En resubstituant dans (E.2)
nous trouvons finalement :
‖V ‖ι ≤ Rι‖V˜ ‖ι ≤ C
(
‖F˜‖ι−4 +Rι
[
‖F˜‖α + ‖V˜ ‖α
])
,
ce qui comple`te la preuve du Lemme E.0.2.
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Nous pouvons maintenant achever la preuve du Lemme 3.6.3. Commenc¸ons par observer que
sous les hypothe`ses du Lemme 3.6.3 avec 4 < κ < 5, il existe une constante C > 0 telle que
la solution de (3.38) :
‖V ‖κ ≤ C
(
‖F‖κ−4 + ‖ϕ1‖κ + ‖ϕ2‖κ
)
. (E.3)
En effet, les coefficients (aui )i du bilaplacien-Beltrami ∆
2
gu ve´rifient (3.67) donc en particulier
pour u ∈ O ′′′ := {u ∈ C5(Γ◦) / ‖u‖α0 < η, ‖u‖5 < 1} nous avons :
‖aui ‖κ−4 = ‖aui ‖1 ≤ C(1 + ‖u‖5) ≤ 2C.
De plus il est facile de trouver M satisfaisant aux hypothe`ses du The´ore`me 3.6.3, et donc
‖V ‖κ ≤ C
(
‖F‖ι−4 + ‖ϕ1‖ι + ‖ϕ2‖ι + ‖V ‖0
)
,
d’apre`s la Remarque 3.6.3 nous pouvons e´liminer la norme ‖V ‖0. Comme les estimations
inte´rieures de U ne posent pas de proble`me, nous nous focalisons sur le bord. Nous voyons
(graˆce a` la compacite´) qu’il suffit d’estimer V sur un voisinage V d’un point quelconque de
Γu. Pour ce faire nous allons ope´rer par induction, en commenc¸ant par (E.4). Nous choisissons
une suite de fonctions plateaux (ζk)k telle que ζk ≡ 1 sur Supp(ζk+1)∪V . Et nous conside´rons
une application
Φ : K := Supp(ζ1) −→ H+(le demi espace) telle que K ∩ Γ◦ −→ ∂H+.
Et par le Lemme (E.0.3) ci-dessous nous obtenons :
‖ζk+1V ‖κ ≤ C
[
‖ζkV ‖κ−1 + ‖u‖κ+4
(
‖F‖α + ‖ϕ1‖α+4 + ‖ϕ2‖α+4
)
+ ‖ϕ1‖κ + ‖ϕ2‖κ
]
,
qui permet de mener l’induction aboutissant a` l’estimation voulue.
Remarquons que si f ∈ Cτ (K) est a` support compact, alors il existe une fonction g ∈
Cτ (H+)∩ Im(Φ) telle que f = g ◦Φ. De fait ‖f‖τ et ‖g‖τ sont des normes e´quivalentes, que
nous ne distinguerons pas.
Lemme E.0.3 Soient ζ et ζ ′ deux fonctions plateaux telles que ζ ≡ 1 sur Supp(ζ ′) et K :=
Supp(ζ) pouvant eˆtre envoye´ sur H+ avec Φ(K ∩ Γ) ⊂ ∂H+. Alors pour tout κ > 4 il existe
une constante C > 0, de´pendante de la fonction plateau et de κ mais pas de V , telle que
la solution de (3.53) pose´e sur Ω◦ un domaine plan borne´ a` bord lisse, avec A l’ope´rateur
bilaplacien-Beltrami ∆2gu, satisfasse :
‖ζ ′V ‖κ ≤ C
(
‖ζ ′V ‖κ−1 + ‖u‖κ+4
(
‖F‖α + ‖ϕ1‖α+4 + ‖ϕ2‖α+4
)
+ ‖ϕ1‖κ + ‖ϕ2‖κ
)
. (E.4)
Preuve du Lemme E.0.3 :  En utilisant le fait ζ ′V = ζ ′ζV , nous calculons ∆2gu(ζ ′V ) = F
et nous trouvons en utilisant la formule de´rivation d’un produit et le fait que toutes les
de´rive´es de ζV sont nulles sur le support de ζ ′ :
F = (au)i
(
(ζV )∂4i ζ
′ + 3∂3i (ζV )∂iζ
′ + 3∂i(ζV )∂3i ζ
′ + 2∂2i (ζV )∂
2
i ζ
′+
∂2i (ζV )∂iζ
′ + ∂i(ζV )∂iζ ′ + (ζV )∂iζ ′
)
.
(E.5)
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De plus ζ ′V est solution du proble`me aux limites
∆2gu(ζ
′V ) = F sur K, ζ ′V = ζ ′ϕ1, ζ ′∂nV = ζ ′ϕ2 sur ∂K. (E.6)
Graˆce a` l’application Φ nous transformons (E.5) en un proble`me aux limites sur H+. Notons
que ‖ζ ′ϕβ‖τ ≤ Constante‖ϕβ‖τ (pour β = 1, 2). Puis en vertu de la majoration (3.67) des
coefficients de l’ope´rateur ∆2gu , nous tirons du Lemme E.0.2 :
‖ζ ′V ‖κ ≤ C
(
(‖u‖κ+4
(
‖F‖α + ‖ϕ1‖α+4 + ‖ϕ2‖α+4
)
+ ‖F‖κ−4 + ‖ϕ1‖κ + ‖ϕ2‖κ
)
. (E.7)
Observons que les cinq termes de (E.7) faisant intervenir ϕ1 et ϕ2 et ‖F‖α apparaissent bien
dans (E.4). Il ne reste donc plus qu’a` traiter le terme de (E.7) faisant intervenir ‖F‖κ−4. De
(E.5) et de l’estimation douce du produit (3.46) de la Proposition 3.6.3 nous de´duisons que
‖F‖κ−4 ≤ C
[
‖au‖0‖ζV ‖κ−1 + ‖ζV ‖3‖au‖κ−4
]
,
puisque la norme‖au‖max,α est borne´e (par hypothe`se) et que tous ces derniers termes appa-
raissant dans l’estimation souhaite´e, ceci ache`ve la preuve. 
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Annexe F
Bifurcations d’ine´quations
variationnelles dans les espaces de
Hilbert
Une bifurcation est par de´finition la perte d’unicite´ de la solution d’un proble`me aux
limites. Ce phe´nome`ne est connu en me´canique sous le vocable de flambement. D’un point
de vue statique et pour les syste`mes conservatifs, cette notion de bifurcation est de´tecte´e
par la pre´sence des « points critiques ». Nous allons commencer par de´crire les conditions
ne´cessaire pour l’existence de points de bifurcations, puis nous pre´senterons une proce´dure
de line´arisation de (F.2) dans le but d’obtenir une ine´quation variationnelle homoge`ne. En
outre, nous rappelerons comment le degre´ topologique d’une branche solutions de (F.2)
permet d’en repe´rer les points de bifurcations.
F.1 The´ore`me d’inversion locale & points re´guliers
Soit X, Y deux espaces de Banach. Conside´rons la fonction f : X×R−→ Y de classe Ck,
k ≥ 1, l’e´quation :
f(u, λ) = 0 (F.1)
Soit (λ0, u0) une solution de (F.1). Dans le cas bilate´ral repre´sente´ par (F.1) on veut
de´crire l’ensemble des solutions voisinage de (λ0, u0). Le the´ore`me d’inversion locale, assure
que si ∂uf(λ0, u0) est un isomorphisme de X sur Y alors (λ0, u0) est un point (λ)-re´gulier.
C’est a` dire qu’il existe un voisinage ouvert V de (λ0, u0), un voisinage ouvert W de λ0 et
une unique application, de classe Ck, Θ : λ 7−→ u(λ) telle que u(λ0) = u0 et (λ, u(λ)) soit
l’unique solution dans V de (F.1). Du coup, autour d’un point re´gulier (λ0, u0), l’ensemble
de solutions de (F.1), est un arc (λ, u(λ)) ayant la re´gularite´ de f, admettant un parame´trage
de la forme :
λ = λ0 + t, u(λ) = u0 + tu
′(λ0) + tε(t); avec lim
t→0
ε(t) = 0 dans X.
Si ∂uf(λ0, u0) n’est pas un isomorphisme de X sur Y alors (λ0, u0) est un point (λ)-singulier.
Dans ce cas la parame´trisation par λ n’est ge´ne´ralement pas possible.
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F.2 Position du proble`me dans le cas unilate´ral
• Soit K un convexe ferme´ non vide d’un espace de Hilbert (re´el) H, muni du produit scalaire
〈., .〉. Supposons que 0 ∈ K. Soit B : H× R −→ H, une application comple`tement continue.
Conside´rons l’ine´quation variationnelle suivante : Trouver u ∈ K tel que :〈u−B(u, λ)|v − u〉 ≥ 0, ∀ v ∈ K. ⇐⇒
 Trouver u ∈ K tel que :
u = prK(B(u, λ)).
(F.2)
sous l’hypothe`se B(0, λ) = 0, ∀λ ∈ R, i.e. (F.2) admet pour solution la solution triviale
u = 0, ∀λ ∈ R. Cependant, il se peut naturellement qu’il existe des valeurs de λ pour
lesquelles (F.2) ait d’autres solutions que 0 qui sont appele´es dans ce cas des « solutions
non-triviales ».
• Le proble`me que nous souhaitons explorer peut s’e´noncer comme suit :
Etudier l’existence, le comportement local et global, des solutions non triviales de (F.2) quand
le parame`tre λ varie.
De´finition F.2.1 λ0 ∈ R est appele´ point de bifurcation de (F.2) s’il existe une suite
(un, λn)n de solutions de (F.2), telles que ‖un‖ 6= 0, ∀n, et (un, λn) n→∞−→ (0, λ0).
• Supposons que l’ope´rateur B admette une de´rive´e partielle par rapport a` u en u = 0, i.e.
qu’il existe une application comple`tement continue1
L : H× R −→ H
telle que pour toutes suites (vn), (λn), (τn) satisfaisant
vn → v, λn → λ, τn → τ quand n→∞, et τn > 0, ∀n
1
τn
B(τnvn, λn)
n→∞−→ L(v, λ), dans H. (F.3)
Alors l’ope´rateur L(., λ) est positivement homoge`ne de degre´ 1.
• Introduisons maintenant, l’ine´quation conifie´e homoge`ne associe´e a` (F.2)
 Trouver u ∈ K tel que :〈u− L(u, λ)|v − u〉 ≥ 0, ∀ v ∈ K. ⇐⇒
 Trouver u ∈ K tel que :u = prK(L(u, λ)). (F.4)
De´finition F.2.2 Nous appelons λ ∈ R une valeur propre de (F.4), si (F.4) admet (u, λ)
pour solution avec u ∈ K− {0}, et u est appele´ vecteur propre de (F.4) associe´ a` λ.
Remarque F.2.1 De l’homoge´ne´ite´ de L, il vient que si u est solution de (F.4), alors τu
l’est encore, pour τ ≥ 0. Ainsi si pour tout τ > 0, τu est un vecteur propre si u en est un.
Ces notions ge´ne´ralisent celles d’analyse spectrale du cas bilate´ral K = H.
1De´finition (J. Leray (1950)) :Une application line´aire l : E → F entre espaces vectoriels topologiques est dite
comple`tement continue s’il existe un voisinage V0 de l’origine tel que que l(V0) soit relativement compact dans F .
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F.3 Solution e´quation, solution ine´quation pure & point de tran-
sition
De´finition F.3.1 On dit qu’une solution (λ, u) de (F.2) est une solution e´quation (resp.
une solution ine´quation pure ) si u = B(u, λ) sur Ω, (resp. si (λ, u) n’est pas solution de
u = B(u, λ) sur tout Ω).
Remarque F.3.1 Dans de nombreuses situations l’ine´quation (F.2) admet une branche
de solutions e´quations et une branche de solution ine´quation ; ces deux branches e´tant
connecte´es par un point dit de transition e´quation-ine´quation. Nous donnons une de´finition
plus pre´cise de ce type de point, pour en faire une e´tude locale a` son voisinage.
De´finition F.3.2 On dit qu’une solution (λt, ut) de (F.2) est un point de transition
e´quation-ine´quation si quelque soit le voisinage V de (λt, ut) dans R×H, il existe (λ1, u1) ∈ V
une solution e´quation de (F.2) et il existe une solution (λ2, u2) ∈ V solution d’ine´quation
pure de (F.2).
Remarque F.3.2 La de´finition pre´ce´dente implique que si (λ, u) est un point de transition
de (F.2), alors (λ, u) est une solution e´quation de (F.2).
F.4 Re´sultats de bifurcations globales a` la Crandall-Rabinowitz
Les travaux de J. Leray & J. Schauder [87] ge´ne´ralisent aux espaces de Banach la
notion de degre´ topologique introduite en dimension finie par L. Brouwer. Le The´ore`me
suivant de´crit ces proprie´te´s ge´ne´rales :
The´ore`me F.4.1 Soient X un Banach et
A = {(Id− f,Ω, y), ouvert borne´ de X, f : Ω −→ X compacte , y /∈ (Id− f)(∂Ω)},
alors il existe une unique application appele´e de´gre´ de Leray-Schauder
deg : A −→ Z, (Id− f,Ω, y) 7−→ deg(Id− f,Ω, y)
ve´rifiant :
1. (normalisation) deg(Id,Ω, y) = 1, pour tout y ∈ Ω;
2. (additivite´) Si (Id− f,Ω1 ∪ Ω2, y) ∈ A et Ω1, Ω2 sont des ouverts disjoints de tels que
y /∈ (Id− f)(Ω \ (Ω1 ∪ Ω2)), alors
deg(Id− f,Ω1 ∪ Ω2), y) = deg(Id− f,Ω1, y) + deg(Id− f,Ω2, y),
3. (invariance par homotopie) Si h : [0, 1] −→ X est compacte et y : [0, 1] −→ X continue
ve´rifie ∀t ∈ [0, 1], y(t) /∈ (Id−h(t, .))(∂Ω), alors deg(Id−h(t, .),Ω, y) est inde´pendant
de t ∈ [0, 1].
4. Si (Id− f,Ω, y) ∈ A et deg(Id− f,Ω, y) 6= 0, alors il existe x ∈ Ω tel que
x− f(x) = y.
5. Le degre´ ne de´pend que des valeurs de la fonction sur ∂Ω.
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Le de´gre´ de Leray-Schauder permet d’e´tablir des the´ore`mes de point de fixes, servant a` mon-
trer l’existence de solution d’Equations Elliptiques non Linaires. En particulier D. Goele-
ven, V.H. Ngyen, M. Thera [72], et V.K. Le & K. Schmitt [86] ont prouve´ le re´sultat
sur les bifurcations globales d’ine´quations variationnelles suivant :
The´ore`me F.4.2 Avec les notations et les hypothe`ses de la section pre´ce´dente, nous
avons :
(i) Si (0, λ0) est un point de bifurcation de (F.2), alors λ0 est une valeur propre de
(F.4).
(ii) Si a et b (a < b) ne sont pas des valeurs propres de (F.4) et si
deg(Id− prK(L(., a),B(0, r), 0)) 6= deg(Id− prK(L(., b),B(0, r), 0))
pour r > 0, et pour C composante connexe de S contenant {0} × [a, b], avec
S := {(u, λ) ∈ H× R / (u, λ) solution de (F.2) avec u 6= 0} ∪ ({0} × [a, b])
alors ou bien :
I C est non-borne´e dans H× R,
ou bien
I (0, λ1) ∈ C ∩
({0} × R \ [a, b]) 6= ∅, pour λ1 /∈ [a, b] valeur propre de (F.4).
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