We consider the problem of universal approximation of functions by two-layer neural nets with random weights that are "nearly Gaussian" in the sense of Kullback-Leibler divergence. This problem is motivated by recent works on lazy training, where the weight updates generated by stochastic gradient descent do not move appreciably from the i.i.d. Gaussian initialization. We first consider the mean-field limit, where the finite population of neurons in the hidden layer is replaced by a continual ensemble, and show that our problem can be phrased as global minimization of a free-energy functional on the space of probability measures over the weights. This functional trades off the L 2 approximation risk against the KL divergence with respect to a centered Gaussian prior. We characterize the unique global minimizer and then construct a controlled nonlinear dynamics in the space of probability measures over weights that solves a McKean-Vlasov optimal control problem. This control problem is closely related to the Schrödinger bridge (or entropic optimal transport) problem, and its value is proportional to the minimum of the free energy. Finally, we show that SGD in the lazy training regime (which can be ensured by jointly tuning the variance of the Gaussian prior and the entropic regularization parameter) serves as a greedy approximation to the optimal McKean-Vlasov distributional dynamics and provide quantitative guarantees on the L 2 approximation error.
Introduction and informal summary of results
Recently, there has been much interest in the performance of asymptotically infinite-width neural nets which afford efficient training, as optimization entails perturbing the weights minimally away from a Gaussian initialization -the aptly named "lazy training" regime (Chizat et al., 2019) . The focus of analysis in these works is the so-called neural tangent kernel (Jacot et al., 2018) , which arises from the linearization of the neural net around the initial values of the weights, and the key observation is that the trajectory of SGD on this linearized model can be shown to closely track that of SGD on the (appropriately rescaled) original model (Jacot et al., 2018; Allen-Zhu et al., 2019; Chizat et al., 2019) .
It is useful in the setting of infinitely wide nets to reason about the evolution of weights during training as a gradient flow in the space of probability measures over the weights, as this so-called distributional dynamics can be captured by a certain nonlinear PDE of McKean-Vlasov type (Kolokoltsov, 2010) . This mean-field description preserves the essential features of optimization landscape that are insensitive to the number of neurons (Chizat and Bach, 2018; Mei et al., 2018) . A finite-size network in this case can then be conceived of as providing an empirical distribution over the weights, and, under mild regularity assumptions on the data and on the activation function, we can transfer results from the continuous-time, infinitewidth setting to the discrete-time, finite-width setting (Mei et al., 2018; Rotskoff and Vanden-Eijnden, 2018; Mei et al., 2019; Sirignano and Spiliopoulos, 2020a,b) . In particular, Mei et al. (2019) have provided a mean-field perspective on the neural tangent kernel by phrasing it as a linear approximation to the nonlinear distributional dynamics in a specific short-time limit.
In this paper, we provide an alternative view of lazy training through the lens of mean-field theory, connecting it to entropic regularization in the space of probability measures over the weights. Our analysis of this mean-field limit consists of two complementary parts: a static formulation, where we seek to minimize a certain free-energy objective; and a dynamic formulation, which elucidates the evolution towards the optimal distribution by a controlled perturbation of a suitably rescaled Brownian motion.
For the first (static) part, the free energy functional is a linear combination of the mean-field risk of a distribution and its Kullback-Leibler divergence from an isotropic Gaussian. The free energy, which has appeared in a different guise in the work of Mei et al. (2018) , is parametrized by the variance τ of this Gaussian prior and by the regularization (inverse temperature) parameter β that controls the trade-off between these two terms. We show that, under appropriate regularity conditions, the free energy has a unique minimizer and provide explicit upper bounds on both the KL divergence and the L 2 Wasserstein distance between this minimizer and the Gaussian prior.
The second (dynamic) part entails setting up a finite-time optimal stochastic control problem for a stochastic differential equation (SDE) on the space of weights, where the terminal cost function accounts for both β (scaling) and τ (the diffusion parameter of the controlled SDE). The control law that achieves minimum quadratic running cost subject to a desired terminal density corresponds to the Föllmer drift (Föllmer, 1985; Dai Pra, 1991; Lehec, 2013; Eldan and Lee, 2018 ) that also solves the entropic optimal transport problem for the optimal measure. Working with the Föllmer drift here acquires the additional complication that it depends on the law of the process that minimizes the free energy; due to this nonlinear dependence of the terminal cost on the target probability law, we have to employ the machinery of controlled McKean-Vlasov dynamics (Carmona and Delarue, 2015) . The resulting distributional dynamics consists of two coupled PDEs, the forward (Fokker-Planck) equation that governs the evolution of the probability density of the weights and the backward (Hamilton-Jacobi-Bellman) equation that governs the evolution of the value function of the McKean-Vlasov control problem. By contrast, the distributional dynamics that is analyzed in previous works on the mean-field theory of neural nets involves only the forward (Fokker-Planck) PDE over an infinite time horizon.
Finally, we examine the extent to which SGD can approximate the optimal mean-field dynamics. We begin by viewing it as a discrete-time greedy approximation to the Föllmer drift. In the mean-field limit, this greedy approximation is furnished by the type of nonlinear dynamics analyzed by Mei et al. (2019) , which makes for a ready comparison to SGD with N neurons. In particular, we show that, under the usual assumptions, with probability at least 1 − δ, SGD with step size η tracks the optimal mean-field dynamics over t ∈ [0, 1] to within
where κ is polynomial in the Lipschitz parameters of the target function and the activation function. Vis-à-vis the tunable parameters β and τ , whose ratio and magnitude both play a role in the optimal distribution, we can identify different regimes of interest. As long as β ≫ τ , the entropic regularization has little contribution to optimization, and the process is comparable to a (noise-free) gradient flow; indeed, it corresponds to the goal of optimizing with a slight bias towards low-complexity solutions. On the other hand, choosing β ∼ √ τ d = ε, where ε is the desired accuracy of approximation, corresponds to a strong Gaussian prior and thus militates toward having the initial Brownian motion primarily drive the dynamics, as is witnessed with the phenomenon of "lazy training." The scaling properties of Brownian motion also confer another interpretation to the choice of τ : the optimization process can be scaled down (w.r.t. drift and diffusion coefficients) by τ , and the time interval rescaled from [0, 1] to [0, τ ]. In this case, τ corresponds to the duration of the optimization process, and choosing τ to be small equivalently forces solutions to be minimally perturbed away from the Gaussian prior.
Related work
The amenability of the neural tangent kernel (NTK) regime to the analysis of neural network optimization was brought to attention by the work of Allen-Zhu et al. (2019) , which showed that massively overparametrized shallow networks, i.e., those whose width approaches infinity, can efficiently learn functions represented by smaller networks; and that SGD finds these solutions in overparametrized networks in polynomial time and sample complexity. These solutions were observed to be close to the Gaussian initialization. Ji et al. (2020) considered the problem of universal approximation by shallow ReLU NTK models; in doing so, they introduced the idea of constructing both finite-and infinite-width approximations to a given target function by applying a transport map to the weights sampled from a Gaussian prior. The mean-field framework closest to the one we explore is due to Mei et al. (2019) , who phrased the learning process as a discrete-time approximation to the continuous-time distributional dynamics and dervied a dimension-free bound on the approximation error. The work of Chizat and Bach (2018) has cast neural network optimization as particle dynamics and employed the limiting mean-field view to circumvent difficulties in the analysis of highly non-convex functions; subsequently, Chizat et al. (2019) established theoretically that lazy training actually occurs. Our work brings these perspectives together by means of a control-theoretic dynamic formulation and provides an alternative perspective on lazy training through the lens of approximate entropic optimal transport.
Problem setup
We consider the problem of approximating a target function f : X → R by a two-layer neural net with N hidden-layer neurons. Here, X is a Borel subset of R p , and the neural nets will take the form
is an activation function. We will measure the accuracy of approximation using L 2 (π) risk, where π is a fixed Borel probability measure supported on X:
As usual, it is expedient to express the risk (1.1) as
The alternative form (1.2) of the L 2 risk makes it apparent that it depends only on the empirical distribution of the weights (and, in particular, is invariant under permutations of the neurons). Moreover, if we define the mappingf :
This lifting from finite populations of neurons to continual ensembles is the essence of the mean-field theory of neural nets. Our focus in this work will be on managing the trade-off between the risk R(µ) and the relative entropy (or Kullback-Leibler divergence) between µ and an isotropic Gaussian prior.
Notation
For τ > 0, we will denote by γ τ the centered Gaussian measure on R d with covariance matrix τ I d . The space of Borel probability measures on R d will be denoted by P(R d ), and P p (R d ), for p ≥ 1, will stand for the set of µ ∈ P(R d ) with finite pth moment. The relative entropy (or Kullback-Leibler divergence) between µ, ν ∈ P(R d ) will be denoted by D(µ ν). The L p Wasserstein distance between µ, ν ∈ P p (R d ) is
where the infimum is over all random elements (W, V ) of R d × R d with marginals µ and ν, and · denotes the Euclidean (ℓ 2 ) norm on R d . Other notation will be introduced in the sequel as needed.
2 Entropy-regularized risk in the mean-field limit
As stated in the Introduction, we are interested in trading off the risk R(µ) and the relative entropy between µ and a Gaussian prior γ τ . In this section, we will formalize this trade-off via two complementary formulations: a static one, under which the optimal measure arises as the global minimizer of a suitable free energy functional, and a dynamic one, under which the optimal measure emerges as the solution of a certain optimal stochastic control problem.
The static formulation
Let us consider minimizing, over P 2 (R d ), the following free energy functional:
where τ > 0 is the variance of the isotropic Gaussian prior and the inverse temperature parameter β > 0 controls the strength of the entropic regularization term in (2.1). We impose the following assumptions, which were also made by Mei et al. (2019) :
Assumption 2.1. The target function f : R p → R and the activation function σ :
Assumption 2.2. The functionsf and K are differentiable and Lipschitz-continuous, with Lipschitz-continuous gradients:
Throughout the paper, we will use κ to denote a generic quantity that grows like O(poly(max{κ 1 , κ 2 })) and c to denote a generic absolute constant. The values of κ and c may change from line to line.
Theorem 2.1. Under Assumptions 2.1 and 2.2, the free energy (2.1) admits a unique minimizer µ ⋆ = µ ⋆ β,τ , such that the following hold:
1. µ ⋆ is absolutely continuous w.r.t. γ τ and satisfies the Boltzmann fixed-point condition
where the potential Ψ :
where M 2 2 (µ) := R d w 2 µ(dw) is the second moment of µ.
3. The relative entropy and the squared L 2 Wasserstein distance between µ ⋆ and the Gaussian prior γ τ are bounded by
(2.5)
Remark 2.1. One way to motivate the scaling of the entropy term in (2.1) by τ is to view (2.1) as an entropic relaxation of the Wasserstein-regularized risk
Indeed, the inequalityF β,τ (µ) ≤ F β,τ (µ) follows from Talagrand's Gaussian entropy-transportation inequality 2W 2 2 (µ, γ τ ) ≤ τ D(µ γ τ ) (Bakry et al., 2014) . While the quantity (2.6) is perhaps more meaningful from the practical standpoint, the entropic regularization term in (2.1) is easier to work with.
Remark 2.2. The free energy (2.1) can be expressed in terms of another free-energy functional introduced by Mei et al. (2018) :
and h(µ) := − R d dµ log dµ dλ is the differential entropy of µ (Cover and Thomas, 2006) , i.e., the (negative) relative entropy of µ w.r.t. the d-dimensional Lebesgue measure λ. (Without loss of generality, we may assume that the density of µ w.r.t. λ exists; otherwise, we can convolve µ with the Gaussian measure γ ε for a suitably small ε > 0.) Note that F β,τ (·) is always nonnegative, while F MMN β,λ (·) may take negative values. From the risk bound (2.3), it readily follows that
for any τ that is of order o(β). However, a more intriguing message of Theorem 2.1 is that it is also meaningful to consider the regime where both β and τ are small, as long as the ratio β/τ is suitably large. For instance, let us pick a suitably small ε > 0 and take τ = ε 2 /d, β = √ τ d = ε. Then β/τ = d/ε, and we see from (2.4) that the corresponding optimal distribution µ ⋆ satisfies
Moreover, in the realizable case, i.e., when the target function f is equal tof (·; µ • ) for some µ • ∈ P 2 (R d ), Eq. (2.5) gives
so R(µ ⋆ ) will be on the order of ε as soon as D(µ • γ τ ) = O(d). This regime can be viewed as a mean-field counterpart of the notion that, for certain target functions f , with high probability there exist good neuralnet approximations near a random Gaussian initialization (Allen-Zhu et al., 2019). Moreover, such a good approximation can be obtained from the random Gaussian initialization by applying a transport mapping to the weights (Ji et al., 2020) . The following corollary of Theorem 2.1 gives a precise statement:
Corollary 2.1. Let β, τ > 0 be given, where 0 < β < 1 cκ 2 . Then there exists a Lipschitz-continuous transportation mapping T : R d → R d such that all of the following holds with probability at least 1 − δ for a tuple W = (W 1 , . . . , W N ) of i.i.d. draws from γ τ :
(2.7)
2. The transported weights T (W i ) are uniformly close to the i.i.d. Gaussian weights W i :
3. The transported neural netf N (·; T (W )) and the random Gaussian neural netf N (·; W ) are close in L 2 (π) norm:
(2.9)
Remark 2.4. Note that the bounds in Corollary 2.1 scale with β and √ τ . The choice of β = ε and τ d = ε 2 for a sufficiently small ε > 0 suffices to guarantee that the transported weights are, with high probability, ε-close to the randomly sampled Gaussian weights, while at the same time the ratio τ β = ε d moderates the effect of entropic regularization in (2.1).
Remark 2.5. The mapping T is, in fact, the optimal (Brenier-McCann) transportation mapping that pushes γ τ forward to µ ⋆ and satisfies W 2
In particular, it has the form T (w) = ∇ϕ(w) for some convex function ϕ : R d → R (Villani, 2003) .
The dynamic formulation
We now show that we can introduce a stochastic dynamics in the space of weights that leads to µ ⋆ and is also optimal in a well-defined sense. Specifically, we will construct a flow of measures µ ⋆ = {µ ⋆ t } t∈[0,1] with densities ρ ⋆ t , such that: (i) µ ⋆ 0 = δ 0 (the Dirac measure concentrated at the origin), (ii) µ ⋆ 1 = µ ⋆ (the unique minimizer of the free energy F β,τ ), and (iii) the evolution of µ ⋆ is governed by a system of two coupled nonlinear PDEs,
. Here, the forward PDE (2.10a) is the Fokker-Planck equation, while the backward PDE (2.10b) is the Hamilton-Jacobi-Bellman equation.
Let (Ω, F, {F t }, P) be a probability space with a complete and right-continuous filtration {F t } t≥0 , and let {B t } be a standard d-dimensional Brownian motion adapted to {F t }. Given an admissible control, i.e., any progressively measurable
We wish to choose u to minimize the expected cost
To motivate this dynamic optimization problem, consider first the case of zero drift:
, and the resulting expected cost is proportional to the risk of the Gaussian prior γ τ . By adding a nonzero drift u, we perturb the Brownian path √ τ B [0, 1] , and the expected cost (2.12) captures the trade-off between the strength of this perturbation and the L 2 (π) risk off (·; µ u 1 ). In fact, we can think of the drift as inducing a transport mapping that acts on the entire
so the control cost in (2.12) penalizes those transport maps that take √ τ B [0,1] to a random vector far from √ τ B 1 .
Remark 2.6. A word of caution is in order here: While the transport map in Corollary 2.1 is the Brenier-McCann optimal transportation map from γ τ to µ ⋆ , the transport maps T u defined in (2.13) map Brownian paths to random vectors in R d and are not related to optimal transportation in the L 2 Wasserstein sense. As we will see later, however, the problem of minimizing (2.12) subject to (2.11) is closely related to the socalled Schrödinger bridge problem (Dai Pra, 1991; Lehec, 2013; Chen et al., 2016; Eldan and Lee, 2018) , a form of entropic optimal transportation (Reich, 2019) .
The problem of minimizing (2.12) subject to (2.11) is an optimal control problem, where the first term on the right-hand side of (2.12) is the control cost, while the second term is the terminal cost. There is, however, a twist: in contrast to the standard stochastic control framework (Fleming and Rishel, 1975) , where the terminal cost is of the form E[g(W 1 )] for some measurable function g : R d → R and is therefore linear in µ u 1 , here the terminal cost is a nonlinear functional of the probability law µ u 1 of W 1 . Indeed, as elaborated in the proof of Theorem 2.2 below, we can express the risk R(µ) as E µ [c(W ; µ)] for a certain deterministic functionc :
In other words, the terminal cost is an expectation of a function of both the terminal state W 1 and the probability law µ u 1 of the terminal state. Thus, the problem of minimizing the cost (2.12) subject to (2.11) is an instance of controlled McKean-Vlasov dynamics in the sense of Carmona and Delarue (2015) . 1 In general, solving optimal control problems of McKean-Vlasov type is a fairly intricate affair that rests on solving a coupled system of forward (Fokker-Planck) and backward (Hamilton-Jacobi-Bellman) PDEs; a detailed treatment can be found in Carmona and Delarue (2018) . Somewhat surprisingly, though, in this case we can obtain an exact characterization for both the optimal control law and the optimal cost in terms of the minimizer µ ⋆ of the free energy F β,τ , and the Boltzmann fixed-point condition (2.2) plays the key role in guaranteeing that the corresponding forward-backward system admits a solution.
Theorem 2.2. Let µ ⋆ be the (unique) minimizer of the free energy F β,τ (µ). Then the optimal controlled process solves the Itô SDE
Moreover, under (2.14), W 1 is distributed according to µ ⋆ , and the above optimal control achieves
Remark 2.7. The control law in Eqs. (2.14)-(2.15) is also optimal in the following sense (Dai Pra, 1991; Lehec, 2013; Eldan and Lee, 2018; Eldan, 2018) : Let U (µ ⋆ ) denote the subset of all admissible drifts that obey the terminal condition W u
and the infimum is achieved by the drift in (2.14). The optimization problem in (2.16) is known as the Schrödinger bridge problem (see Chen et al. (2016) and references therein), and the optimal drift is also referred to as the Föllmer drift (Föllmer, 1985) .
It is instructive to take a closer look at the structure of the Föllmer drift in (2.14). To start, a simple computation gives
where A ranges over all Borel subsets of R d , then we can write (2.17) more succinctly as
An inspection of (2.18) reveals that the flow t → Q 0,t interpolates between µ ⋆ at t = 0 and δ 0 at t = 1, so the measures Q 0,t get increasingly concentrated as t approaches 1. Moreover, it can be shown that the flow of random measures {Q Wt,t } t∈[0,1] along the trajectory of (2.14) satisfies
almost surely (Eldan, 2018, Lemma 11) . Using these facts, one can readily verify that the drift in (2.14) can be written as
i.e., it is equal to the conditional mean of the scaled negative gradient −β∇Ψ(W 1 ; µ ⋆ ) given W t . Note, however, that the potential Ψ(W 1 ; µ ⋆ ) is a function of both W 1 and of the marginal distribution of W 1 . This provides a nice illustration of the "nonlocal" nature of optimal control laws in control problems of McKean-Vlasov type (Carmona and Delarue, 2018) . Another noteworthy feature of the dynamic formulation of mean-field entropic regularization is that the variance parameter τ can be interpreted as the total time that the dynamics is run. Indeed, by the scale invariance of the Brownian motion, { √ τ B t/τ } t≥0 and {B t } t≥0 have the same process law. From this and from (2.14), it follows that the process W τ t := W t/τ is a solution of the SDE
Once again, this suggests that taking τ to be small and choosing β ≫ τ is a sensible course of action if the overall goal is to optimize the L 2 (π) risk, while keeping the relative entropy D(µ γ τ ) small. On the other hand, by interpreting τ as time, we uncover an alternative interpretation of the entropic regularization term in (2.1): If we zero out the drift in (2.22), then at t = τ we will end up with B τ , which has the Gaussian distribution γ τ ; the role of the drift in (2.22) is to transport the Brownian path B [0,τ ] to W τ [0,τ ] with W τ τ ∼ µ ⋆ , and the minimum total "energy" E[ 1 2 τ 0 u t 2 dt] over all such transport maps is equal precisely to D(µ ⋆ γ τ ). Thus, by choosing the variance parameter τ , we are effectively controlling the duration of the optimization process that leads to µ ⋆ .
Stochastic gradient descent as a greedy heuristic
In the preceding section, we have shown that, under suitable regularity conditions, there exists a unique probability measure µ ⋆ = µ ⋆ β,τ that minimizes the free energy F β,τ and thus achieves optimal trade-off between the L 2 (π) risk and the relative entropy w.r.t. the Gaussian prior γ τ . We have also shown that µ ⋆ naturally arises in the context of a stochastic control problem of McKean-Vlasov type; in particular, if we denote by µ ⋆ t the probability law of W t in (2.14), then µ ⋆ 1 ≡ µ ⋆ . Now, in the spirit of mean-field theory, we can run N independent copies {W i t } t∈[0,1] of (2.14) in parallel and form the finite neural-net approximation
Since the empirical distributionμ (N ) 
This, however, runs up against the obvious difficulty -the drift in the optimal McKean-Vlasov dynamics (2.14) depends functionally on the target measure µ ⋆ , which is not available in closed form, but only implicitly through the Boltzmann fixed-point condition (2.2). Moreover, even if µ ⋆ were somehow known, Eq. (2.21) shows that the computation of the optimal drift involves averaging w.r.t. a family of Gibbs measures specified by (2.18), yet another highly nontrivial task. This stands in stark contrast to the usual mean-field framework, where a data-driven iterative algorithm, such as SGD or noisy SGD, is shown to track a suitable continuous-time dynamics in the space of measures (i.e., the mean-field limit). Thus, a question that naturally arises is whether it is at all possible to approximately track the optimal McKean-Vlasov dynamics (2.14) by means of a practically implementable iterative scheme, at least in some restricted regime.
To get an idea of how one might go about this, let us once again examine the expression for the optimal drift in (2.14) in terms of the Gibbs measures (2.18):
where, as we had noted already, the random Gibbs measures Q Wt,t become increasingly concentrated around W t as t → 1 (we provide a quantitative illustration of this in Lemma E.3). Thus, it is tempting to compare (3.1) against
This admittedly crude step replaces, at each time t, the average of ∇Ψ(·; µ ⋆ ) w.r.t. the Gibbs measure Q Wt,t by the 'highly likely' value ∇Ψ(W t ; µ ⋆ ). However, there is still the worrisome dependence on the target measure µ ⋆ , so we take yet another bold step and replace (3.2) with
where µ t is the probability law ofŴ t . Note that the drift in (3.3) is a function of not only the current statê W t , but also of its marginal probability law µ t , so (3.3) is a McKean-Vlasov SDE (see, e.g., Section 4.2 of Carmona and Delarue (2018)). We can think of the dynamics in (3.3) as a sort of a "greedy approximation" to the optimal SDE (3.1), provided we can show that the paths of W t andŴ t stay close to one another with high probability. The main result of this section is that this is indeed the case when both β and τ are suitably small, while the ratio β/τ is large. (As we will see from the bound of Theorem 3.1 below, the choice of τ = ε 2 /d and β = √ τ d = ε is a reasonable one.) In fact, we will show that, somewhat surprisingly, vanilla SGD with Gaussian initialization can closely track the optimal mean-field McKean-Vlasov dynamics with high probability.
We consider the usual set-up, where we receive a stream of i.i.d. data (X 1 , Y 1 ), (X 2 , Y 2 ), . . ., where X 1 , X 2 , . . .
∼ π and Y k = f (X k ), and update the weights W k = (W 1 k , . . . , W N k ) by running SGD with constant step size η > 0:
∼ γ τ . Following Mei et al. (2018 Mei et al. ( , 2019 , we are assuming that each sample is visited exactly once. While we focus on the noiseless case Y = f (X), we can always arrange things so that f (X) = E[Y |X]. For the sake of simplicity, we assume that η = 1/n for some n ∈ N. ] be the flow of measures along the optimal McKean-Vlasov dynamics, with µ ⋆ 0 = δ 0 and µ ⋆ 1 = µ ⋆ . Then, with probability at least 1 − δ,
(3.5) Remark 3.1. As before, we see that choosing β ∼ √ τ d = ε will ensure that SGD will track the optimal McKean-Vlasov dynamics to accuracy O(ε) with high probability, provided the network has at least N ∼ 1 ε 2 neurons. Curiously, the bound is insensitive to the choice of the step size η ≤ 1, since the latter is scaled down by β in (3.4). This helps further elucidate the connection between lazy training and entropic regularization: The above choice of β and τ grants us the uniform approximation guarantee for SGD vs. optimal McKean-Vlasov dynamics regardless of how many steps of SGD we take. If we express everything in terms of N , we obtain β = 1 √ N and τ = 1 N d , which corresponds to parameter choices used in practice.
A Proof of Theorem 2.1
The risk R(γ τ ) is finite by virtue of Assumption 2.1, and evidently
Therefore, we can restrict the minimization to the set
which is weakly compact by Lemma E.1. By Assumptions 2.1 and 2.2, F β,τ is a weakly lowersemicontinuous functional, and therefore attains an infimum on M . Uniqueness follows from the fact that F β,τ is a positive linear combination of a convex functional µ → R(µ) and a strictly convex functional µ → D(µ γ τ ), and is therefore strictly convex. Hence, F β,τ has a unique minimizer µ ⋆ = µ ⋆ β,τ ∈ P 2 (R d ). To prove that µ ⋆ satisfies the Boltzmann fixed-point condition (2.2), we proceed analogously to the proof of Lemma 10.3 of Mei et al. (2018) . Let λ denote the Lebesgue measure on R d . We first show that µ ⋆ has an almost everywhere positive density w.r.t. λ.
Since D(µ ⋆ γ τ ) < ∞, µ ⋆ is absolutely continuous w.r.t. λ. Thus, the density ρ ⋆ := dµ ⋆ dλ exists. To show that ρ ⋆ > 0 almost everywhere, suppose, by way of contradiction, that there exists a nonempty set K ⊂ R d such that ρ ⋆ = 0 on K. Without loss of generality, we may assume that K is compact (otherwise, we can replace K by its intersection with a ball of suitably large radius). Let ρ be an arbitrary probability density supported on K, such that the differential entropy
is finite (for instance, we can take ρ(w) = 1 K (w) λ(K) ). Consider the mixture µ ε = (1 − ε)µ ⋆ + εµ for some ε ∈ (0, 1), where dµ := ρ dλ. Then
where we have used the fact that µ ⋆ and µ are mutually singular, so that
As a consequence, we see that, for all sufficiently small ε > 0,
which contradicts the optimality of µ ⋆ . Thus, ρ ⋆ > 0 almost everywhere. Next, we show that Ψ(w; µ ⋆ ) + τ β log ρ ⋆ (w) is constant almost everywhere. Fix some ε 0 > 0 and consider the set
Repeating the same argument with −v instead of v, we see that
for all v satisfying conditions (i)-(iii) above. This implies that Ψ(w; µ ⋆ ) + τ β log ρ ⋆ (w) = const for all w ∈ S ε 0 . Since λ(R d \ ∪ ε 0 >0 S ε 0 ) = 0, we see that
holds almost everywhere for some constant ξ(β, τ ; µ ⋆ ). Since µ ⋆ is a probability measure, we see that ξ(β, τ ; µ ⋆ ) = − τ β Z(β, τ ; µ ⋆ ). Exponentiating both sides of (A.1) and rearranging gives the Boltzmann fixed-point equation (2.2).
To prove (2.3), we proceed analogously to the proof of Lemma 10.5 of Mei et al. (2018) . Pick some ε > 0, to be chosen later. Let G,G be two independent samples from γ. Then, for any µ ∈ P 2 (R d ),
where, using the intermediate value theorem, we can write
for some (random) point ξ in R d . Since ∇ 2f is bounded by Assumption 2.2, we conclude that
An analogous argument gives
Thus,
Moreover, for any µ ∈ P 2 (R d ), the convolution µ * γ ε has a smooth density w.r.t. λ, say, ρ ε , and therefore the differential entropy h(ρ ε ) is well-defined. Consequently,
Since differential entropy increases under convolution (Cover and Thomas, 2006) , we can further estimate
which gives
From Eqs. (A.3) and (A.4), it follows that, for any µ ∈ P 2 (R d ),
By virtue of the optimality of µ ⋆ , we obtain
Optimizing over ε, we get (2.3). Next, we move on to (2.4). From the Boltzmann fixed-point equation (2.2), it follows that that ∇ log dµ ⋆ dγτ = − β τ ∇Ψ(·; µ ⋆ ). Therefore, by the log-Sobolev inequality (E.1) for γ τ ,
Moreover, by Talagrand's entropy-transport inequality (E.2),
Finally, if f =f (·; µ • ) for some µ • ∈ P 2 (R d ), then R(µ • ) = 0, and evidently
B Proof of Corollary 2.1
Let µ ⋆ = µ ⋆ β,τ be the global minimizer of the free energy F β,τ . By Theorem 2.1, µ ⋆ has an almost everywhere positive density w.r.t. γ τ , and therefore has an almost everywhere positive density ρ ⋆ w.r.t. the Lebesgue measure on R d :
By the theory of optimal transport (Villani, 2003) , there exists a mapping T :
Since 1−cκ 2 β > 0, V (w; µ ⋆ ) is strongly convex, and therefore the optimal transport mapping T is Lipschitzcontinuous by Caffarelli's regularity theorem (Caffarelli, 2000; Kolesnikov, 2010) :
Now, let W 1 , . . . , W N be i.i.d. samples from γ τ . By the triangle inequality,
Since T is the (optimal) map that transports γ τ to µ ⋆ , T (W 1 ), . . . , T (W N ) are i.i.d. according to µ ⋆ , so in particular E[σ(·; T (W i ))] =f (·; µ ⋆ ). Therefore, we can apply the high-probability version of Maurey's lemma due to Ji et al. (2020) (reproduced in Appendix E.4) to the functions g(·; w) := σ(·; T (w)) to conclude that
with probability at least 1 − δ. This proves (2.7). Consider now the mapping ∆(w) := T (w) − w . By Jensen's inequality, Theorem 2.1, and the optimality of T ,
Moreover, from (B.1) we see that ∆ is Lipschitz-continuous:
where L := 2−cκ 1 β 1−cκ 1 β ≤ 3 provided β is smaller than 1 2cκ 1 . Therefore, the following Gaussian concentration inequality holds for every i ∈ [N ]: Boucheron et al., 2013, Theorem 5.6) . By the union bound, (2.8) holds with probability at least 1 − δ.
Finally, let us consider the function
.
Using the definition and the properties of K(w,w), we have
Consequently, for any r > 0,
Since E[∆(W 1 )] ≤ κβ, we see that (2.9) holds with probability at least 1 − δ.
C Proof of Theorem 2.2
We first note that the control cost J β,τ (u) can be expressed as
Thus, the problem of minimizing J β,τ (u) is an instance of controlled McKean-Vlasov dynamics (Carmona and Delarue, 2015) with running cost c(x, u) = 1 2 u 2 and terminal cost β 2c (x, µ). We now follow the formulation in Section 6.1 of Carmona and Delarue (2018) to solve this McKean-Vlasov control problem. 2 Without loss of generality, we can restrict the optimization to Markovian controls of the form u = {ϕ(W t , t)} t∈[0,1] for some deterministic function ϕ : R d × [0, 1] → R d ; for u of this form, we will write µ ϕ t instead of µ u t . We seek a pair (ρ ⋆ , V ⋆ ), where ρ ⋆ = (ρ ⋆ t ) t∈[0,1] is a flow of probability densities on R d and V ⋆ is a real-valued C 2,1 (R d × [0, 1]) function that jointly solve the forward-backward system
for µ ⋆ t (dw) := ρ ⋆ t (w) dw, and where δc δµ (w, ·)(·) is the linear functional derivative of µ →c(w, µ) (with w fixed), cf. Carmona and Delarue (2018, Section 5.4.1) or Appendix E.2. If such a pair (ρ ⋆ , V ⋆ ) is found, then the optimal control is given by ϕ(w, t) = −∇ w V ⋆ (w, t) and µ ϕ t (dw) = ρ ⋆ t (w) dw for all t. In this instance, since µ →c(w, µ) is linear, we can take δc δµ (w, ν)(w) = R 0 +f (w) +f (w) + K(w,w) and thus the terminal condition (C.2) becomes
Now let µ ⋆ be the minimizer of F β,τ (·), and consider the Cauchy problem
with the terminal conditionV (w, 1) = βc(w, µ ⋆ ). Then, making the logarithmic (or Cole-Hopf) transformationĥ(w, t) := e − 1 τV (w,t) (Fleming, 1978; Fleming and Sheu, 1985) , it is not hard to verify thatĥ solves the Cauchy problem
where M (β, τ ; µ ⋆ ) does not depend on w. The solution to (C.3) is given by the Feynman-Kac formula (Kallenberg, 2002) :
where we have used the fact that { √ τ B t } t∈[0,1] and {B τ t } t∈[0,1] have the same probability law. Consider now the SDE
Then we know from the results of Dai Pra (1991) that the marginal distributionμ t of W t is given bŷ
In particular,ρ
, soμ 1 = µ ⋆ , since µ ⋆ satisfies the Boltzmann fixed-point condition (2.2). Thus,V solves the backward equation
with the terminal conditionV (w, 1) = βc(w, µ ⋆ ) = βc(w,μ 1 ). It is also straightforward to show that the flow of densitiesρ = (ρ t ) t∈[0,1] solves the forward equation
with the initial conditionρ 0 (w) = δ(w). (It is easy to show this directly by differentiating both sides of (C.6) with respect to time and using the fact that w → 1 (2πτ t) d/2 e − w 2 /2τ t is the fundamental solution of the heat equation ∂ t φ = τ 2 ∆φ andĥ solves the backward problem (C.3).) Hence, (ρ ⋆ , V ⋆ ) = (ρ,V ) is the pair we seek that solves the McKean-Vlasov forward-backward system. We have thus proved that (2.14) and (2.15) specify the optimal controlled dynamics, and that W 1 ∼ µ ⋆ .
Finally, by Theorem E.1 in Appendix E.3, the drift of the process (2.14) is the Föllmer drift for µ ⋆ . As a consequence,
D Proof of Theorem 3.1
Following Mei et al. (2019) , we will work with four stochastic processes on the space of weights. Let  B = (B 1 , . . . , B N 
. The processes are indexed by i ∈ [N ] and are defined as follows:
• optimal McKean-Vlasov (MKV) dynamics:
is the optimal drift of Theorem 2.2, andW i 0 ≡ 0 for all i.
• particle dynamics:
is the empirical distribution ofŴ t , and ∼ γ τ .
• stochastic gradient descent (SGD):
Note that the optimal McKean-Vlasov dynamics (D.1) and the particle dynamics (D.2) start from the origin and include both drift and diffusion terms, whereas the gradient descent dynamics (D.3) and the stochastic gradient descent dynamics (D.4) are deterministic, apart from the common random initialization. Note also that the joint distribution of {W i kη } n k=0 in (D.4) coincides with the joint distribution of {W i k } n k=0 in (3.4). Following Mei et al. (2019) , we will decompose the difference sup 0≤k≤n |R N (W kη ) − R(µ ⋆ kη )| into four error terms:
We will obtain high-probability bounds for each of these four terms, and the overall result will follow by the union bound. In broad strokes, our techniques are essentially the same as those of Mei et al. (2019) , except that we take care to isolate the contributions of β and τ . The proof of Theorem 3.1 is completed by combining the bounds of Propositions D.1-D.4, each of which holds with probability at least 1 − δ, and simplifying the resulting expression.
D.1 Technical lemmas
Lemma D.1. The function G(w, µ) is Lipschitz-continuous in both of its arguments:
Proof. Let ∇ 1 K(w, w ′ ) denote the gradient of K w.r.t. the first argument, with the second argument held fixed. Then
where we have invoked Assumption 2.2 and the Kantorovich dual representation of W 1 (Villani, 2003) :
Since W 1 (·, ·) ≤ W 2 (·, ·), we obtain (D.5).
Lemma D.2. Let B 1 , . . . , B N be N independent copies of the standard d-dimensional Brownian motion. Then, for any δ ∈ (0, 1) and any η ∈ (0, 1),
Proof. Let B be the standard d-dimensional Brownian motion. By the reflection principle (Mörters and Peres, 2010) , for any ε > 0 and any 0 ≤ t 1 < t 2 ,
where the second inequality is a standard Gaussian tail bound. The two probability estimates of the lemma follow from (D.6) and from the union bound. 
Proof. For any 1 ≤ k ≤ n and any u ∈ [0, η], we have 
with probability at least 1 − δ. Invoking the union bound over all i and k, we obtain (D.7). The proof of (D.8) proceeds along the same lines.
Lemma D.4. For every i ∈ [N ] and for all 0 ≤ t ≤ t + h ≤ 1,
Proof. Proceeding in the same manner as in the derivation of (D.9) and taking expectations, we get 
Proof. Following Mei et al. (2019) , we decompose the difference |R N (W t ) − R(µ ⋆ t )| into two terms and control each term separately:
For T 1 , using the fact thatW 1 t , . . . ,W N t are i.i.d. according to µ ⋆ t , we have
For T 2 , an application of McDiarmid's inequality, just like in the proof of (Mei et al., 2019, Lemma 15 ), gives
We now choose a partition 0 = t 0 < t 1 < . . . < t M = 1 and estimate
where the last step uses the Lipschitz estimate
for w = (w 1 , . . . , w N ) andw = (w 1 , . . . ,w N ) (Mei et al., 2019, Lemma 11 
with probability at least 1 − δ. Therefore, from Eqs. (D.12)-(D.15) and from the union bound, it follows that
with probability at least 1 − δ. Hence, choosing the partition of [0, 1] so that h = 1/N , we see that (D.11) holds with probability at least 1 − δ. 
Proof. Recall that [t] = ⌊t/η⌋η. Then, for any k,
[s] ) ds
The two terms can be estimated using Lemma D.1:
and
where we have also used the bound
for the L 2 Wasserstein distance between the empirical distributionsμ w andμw of w = (w 1 , . . . , w N ) and w = (w 1 , . . . ,w N ). By Lemma D.3, 
where ∇ 1 K(w,w) denotes the gradient of K(w,w) w.r.t. the first argument, while keeping the second argument fixed, and µ (N ) k
is a product of a bounded random variable and a subgaussian random vector, and is therefore itself a κ-subgaussian random vector. Then, applying the Azuma-Hoeffding bound for vector-valued subgaussian martingales (see, e.g., Lemma 60 in Mei et al. (2019) ) and the union bound, we get Applying discrete Gronwall's lemma, we obtain (D.21), and then (D.22) follows from this and from (D.14).
E Miscellanea E.1 Inequalities for the Gaussian measure
Let µ be a Borel probability measure on R d , which is absolutely continuous w.r.t. the Gaussian measure γ τ : dµ = e F dγ τ for some differentiable function F : R d → R. The following inequalities relate the relative entropy D(µ γ τ ) = R d F dµ, the Fisher information distance I(µ γ τ ) = R d ∇F 2 dµ, and the L 2 Wasserstein distance W(µ, γ τ ) (see Bakry et al. (2014) for a detailed treatment):
• log-Sobolev inequality -D(µ γ τ ) ≤ τ 2 I(µ γ τ ) (E.1)
• entropy-transport inequality -
E.2 Functions of measures and their linear functional derivatives
Recall that P 2 (R d ) denotes the space of all Borel probability measures on R d with finite second moment, equipped with the L 2 Wasserstein distance W 2 (·, ·). Let a function G : P 2 (R d ) → R be given. The following definition can be found in Section 5.4 of Carmona and Delarue (2018) .
Definition E.1. We say that G has a linear functional derivative if there exists a function
which is jointly continuous in ν and w, such that, for all ν, ν ′ ∈ P 2 (R d ),
For instance, it is easy to verify that if G is linear in µ, i.e., G = R d g dµ for some function g : R d → R of at most quadratic growth, then δG δµ (ν)(·) = g(·) for all ν.
E.3 The Föllmer drift
The following result, which can be found in different forms in the works of Föllmer (1985) ; Dai Pra (1991); Lehec (2013) ; Eldan and Lee (2018) , is used in the proof of Theorem 2.2.
Theorem E.1. Let a probability measure µ ∈ P(R d ) be given, such that µ ≪ γ τ . Consider the Itô SDE dW t = ϕ(W t , t) dt + √ τ dB t , W 0 = 0; 0 ≤ t ≤ 1 (E.5) Proof. The function µ → D(µ γ τ ) is weakly lower-semicontinuous, so E (D) is weakly closed. Now, by Talagrand's transportation inequality,
Let ρ be the optimal coupling of µ and γ τ that achieves W 2 (µ, γ τ ). Then
Thus, E (D) is a closed subset of {µ ∈ P 2 (R d ) : R d w 2 µ(dw) ≤ 2τ (D + d)}, and the latter set is weakly compact. This establishes the compactness of E (D).
Lemma E.2 (Maurey's empirical method -high-probability version (Ji et al., 2020) ). Let a collection of functions g(·; w) ∈ L 2 (π) be given, parametrized by w ∈ R d , and let µ ∈ P 2 (R d ). Let W 1 , . . . , W N be i.i.d. samples from µ. Then, forĝ := E µ [g(·; W )], we have and, moreover,
≤ sup w g(·; w) L 2 (π) 1 √ N + log(1/δ) N with probability at least 1 − δ.
Lemma E.3. The probability measures Q w,t defined in (2.18) satisfy
Proof. We first note that, by translation, we can consider instead the measurē
where Z is the normalizaton constant. Invoking Talagrand's entropy-transport inequality (E.2) and the Gaussian log-Sobolev inequality (E.1), we can write W 2 2 (Q w,t , γ τ (1−t) ) ≤ 2τ (1 − t)D(Q w,t γ τ (1−t) ) ≤ τ 2 (1 − t) 2 · κβ 2 τ 2 = κβ 2 (1 − t) 2 .
Therefore, letting ν ∈ P 2 (R d × R d ) be the optimal L 2 Wasserstein coupling ofQ w,t and γ τ (1−t) , we can estimate
This proves (E.9).
