We discuss some properties of the distance to infeasibility of a conic linear system Ax = b; x 2 C; where C is a closed convex cone.
Introduction
The distance to infeasibility of a conic linear system, as introduced by Renegar, plays an interesting role in the study of interior-point methods (c.f. 2, 5, 6] ). The distance to infeasibility of the conic system (1) is de ned as the smallest perturbation on the data that yields an infeasible system, that is, (1) is infeasibleg: An interesting problem is: How can one compute or estimate dist((A; b); I) for a given instance (A; b)? Or even more ambitiously, how can one describe the set of infeasible instances about a given instance? This paper addresses these two questions.
To provide motivation and intuition, in Section 2 we present some insight into the geometry underlying some of our central results, illustrating how certain facts about matrix perturbation theory concerning singular values extend naturally to the more general context of conic systems.
In Section 3 we concentrate on a particular type of perturbation (rank-one) of a given instance. It is shown that the smallest infeasible perturbation of this type can be characterized as the solution of a certain convex optimization problem; in particular, our results here provide a new, simpler proof of a particularly useful characterization of dist((A; b); I) given by Renegar (see Theorem 3.5 in 6]).
We also give a local description of the manifold of infeasible rank-one perturbations about a given feasible instance.
Some work has already been done in order to give estimates for dist((A; b); I).
In 3] the authors describe several optimization problems whose optimal values provide bounds for dist((A; b); I). Our work has a di erent nature as we focus more on characterizing infeasible perturbations rather than just estimating dist((A; b); I).
In Section 4 we deal with perturbations with restricted structure. Some of the results presented in Section 3 for general perturbations are extended to the case in which only certain columns and/or rows of the matrix A are allowed to be perturbed.
Finally, in Section 5 we discuss more general conic systems: Ax?b 2 C Y ; x 2 C X , where C X and C Y are closed, convex cones in X and Y respectively. By introducing slack variables, this context can be seen as a special case of the structured perturbations studied in Section 4. We also give a characterization of the manifold of infeasible rank-one perturbations about a given instance.
Several of our results use dual cones. Let us recall this notion here: Given a convex cone C in a Hilbert space X, its dual cone is de ned as C := fx 2 X : hx; yi 0 for all y 2 Cg:
For our development we will assume that dist((A; b); I) > 0 and that we work with homogeneous systems, i.e., b = 0; in that case we will write dist(A; I) instead of dist((A; b); I). Via a homogenization procedure Proposition 1.1 shows that with regard to perturbations of (1), we can focus on homogeneous systems without loss of generality.
Given a non-homogeneous system Ax = b (2) or (3), we can construct an infeasible perturbation for the other of arbitrarily close size. In particular, the structure of the perturbations yielding infeasibility of both systems is the same and so is the distance to infeasibility.
Proof. Suppose the following perturbation of (2) we see that the structure of infeasible perturbations for (2) and (3) 2 Geometry of infeasible perturbations When C = X, the distance to infeasibility of the conic system Ax = 0 x 2 C corresponds to the distance from A to the set of rank-de cient matrices. By relying on the singular value decomposition (c.f. 4, 8] ), it is easy to see that the distance is equal to the smallest singular value of A, which can be written as inffk k : Ax = ; kxk 1 is inconsistentg:
In general, Renegar's characterization (see Corollary 3.6) of the distance to infeasibility states dist(A; I) = inffk k : Ax = ; kxk 1; x 2 C is inconsistentg; notice how this naturally extends the smallest singular value of A. Now suppose we are interested in perturbing A so that it becomes rankde cient. Moreover, suppose we choose a non-zero vector 2 Y and we want to perturb A to A + A so that = 2 f(A + A)x : x 2 Xg:
We can, again using the singular value decomposition, easily construct such a perturbation by taking
where is the minimum-norm solution to the equation A = : It is easy to see that this is the smallest rank-one perturbation of the form T that makes A rank-de cient.
We prove (see In a certain sense, this is also the smallest rank-one perturbation of the form T that makes Ax = 0; x 2 C infeasible (see Proposition 3.2).
The norm of the rank-one perturbation 1 k k 2 T is exactly the length of the segment in the direction contained in fAx : kxk 1; x 2 Cg; and the distance to infeasibility dist(A; I) is precisely the length of the shortest such segment.
Rank-one perturbations
We study the conic linear system Ax = 0 (4) x 2 C; where C is a closed convex cone.
We have the following goal in this section: Given a non-zero vector 2 Y , characterize the rank-one perturbations to A of the form T ; 2 X that lead to an infeasible system (A ? T )x = x 2 C for at least one vector 2 Y .
The following program is crucial in our development: (P ) min k k A = 2 C: Notice that if dist(A; I) > 0, then for every 2 Y the system Ax = x 2 C has a solution; this is immediate if k k < dist(A; I) and hence by scaling for all 2 Y . Therefore, dist(A; I) > 0 implies that the program (P ) has a solution .
Moreover, it is easy to see that the solution is unique. We can use this to construct an infeasible rank-one perturbation of the desired form T . (
which contradicts the optimality of .
Notice that if we replace by ? then we conclude that for all > 0, the
is also infeasible, where ? solves
The next proposition tells us that one of these two rank-one perturbations is the smallest one of the form T which gives infeasibility, and is unique in this regard. which contradicts the optimality of .
One might wonder whether rank-one perturbations say much about dist(A; I). The following result tells us that if we are interested in dist(A; I), it is enough to consider just rank-one perturbations. Let be the solution of (P ) for this . Since 2 C, 0 T (A + A) = T + T A = 1 + T A : So
Finally, the system (9) is infeasible by Proposition 3.1.
As a straightforward consequence we obtain a new, simpler proof of the following characterization of dist(A; I) originally due to Renegar (see 6]). Corollary 3.6 (Renegar, 95) dist(A; I) = (A) := inffk k : Ax = ; kxk 1; x 2 C is inconsistentg:
Proof. Given such that Ax = ; x 2 C; kxk 1 is inconsistent, the solution to (P ) has norm > 1. By Proposition 3.1, we can construct an infeasible perturbation of size arbitrarily close to 1 k k 2 T = k k k k < k k; it follows that dist(A; I) (A).
On the other hand, given any arbitrary infeasible perturbation ( A; b), by Proposition 3. 4 Perturbations with restricted structure In many situations the perturbations of interest are not arbitrary perturbations on the data but are restricted to have a particular structure. For example, certain prede ned entries of A (e.g., determined by some sparsity pattern) may be the only ones allowed to be perturbed (c.f. 1]).
As an early step towards developing a theory of structured perturbations, in this section we study the special cases in which only certain rows and/or certain columns of A are allowed to be perturbed.
Assume rst that perturbations can be made only on certain columns of A. That is, suppose we can split X = X 1 X 2 , and accordingly we decompose A into two corresponding blocks: A = A 1 A 2 so that our conic system is A 1 A 2 x 1 x 2 = 0 (10) x 2 C; where C is a closed convex cone in X.
Suppose that we only allow perturbations of the form
In this section we will see how most of the development presented in Section 3 can be \split" to t this context. (This is an interesting phenomenon as the cone C is not assumed to be the product of two cones in X 1 and X 2 .)
We start with a split version of the program (P ). Once again, for the purpose of determining the smallest restricted perturbation that makes the system (10) infeasible, it su ces to look at rank-one perturbations. Proof. Just split the proof of Proposition 3.5.
As a straightforward consequence we obtain the following generalization of Corollary 3.6. Now assume that we restrict the perturbations to be only on certain columns and rows, i. We can write (17), (18) Again, by homogenizing if necessary, there is no loss of generality in assuming b = 0 here. We will write dist(A; I) in this case. We will also assume dist(A; I) > 0.
By introducing slacks variables, we can write (20) as follows:
So infeasible perturbations of (20) correspond to infeasible perturbations to (21), where we only allow the rst block (namely A) to be perturbed, i.e., we have a particular case of what we discussed in Section 4.
We could rewrite the results we discussed in Section 4 in this context. For example, Corollary 4.5 becomes dist(A; I) = inffk k : Ax ? 2 C Y ; x 2 C X ; kxk 1 is inconsistentg (which is the way Renegar phrased his characterization of dist(A; I) in 6]).
We can also rewrite program (11) as
The next result is analogous to Proposition 3.7. The rst part states how to construct minimum size rank-one perturbations of (21) 
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