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As speech and natural language processing technology advance, it now reaches a
stage where the dialogue control or initiative can be studied to realise usable and
friendly human computer interface programs such as computer dialogue systems.
One of the major problems concerning dialogue initiative is who should take the
dialogue initiative when.
This thesis tackles this dialogue initiative problem using the following ap-
proaches:
 Human dialogue data is examined for their local dialogue structures;
 A dialogue manager is proposed and implemented, which handles variations
of human dialogue data concerning the dialogue initiative, and experimental
results are obtained by having the implemented dialogue managers working
with a parser and a generator exchange natural language messages with
each other; and
 A mathematical model is constructed and used to analyse who should take
the dialogue initiative when.
The rst study shows that human dialogue data varies concerning the number
of utterance units in a turn and utterance types independently of the dierence of
the dialogue initiative. The second study shows that the dialogues in which the
dialogue initiative constantly alters (mixed-initiative dialogues) are not always
more ecient than those in which the dialogue initiative does not change (non-
mixed-initiative dialogues). The third study concludes that under the assump-
tion that both speakers solve a problem under similar situations, mixed-initiative
dialogues are more ecient than non-mixed-initiative dialogues when initiating
i
utterances can reduce a problem search space more eciently than responding
utterances.
The above conclusion can be simplied to the condition that the agent should
take the dialogue initiative when s/he can make an eective utterance like in the
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In the 1970s, one of the main targets in natural language processing was to de-
velop systems which could interact with users by natural language. In building
such systems, researchers identied problems which still remain current research
topics in parsing, semantic interpretation, generation and so on. For example, in
parsing, ambiguity resolution is still an important research topic in natural lan-
guage processing. In addition to those problems, users needed to input messages
through a keyboard, which makes the systems less usable. Although keyboard
input is ecient if users master typing, it cannot be considered to be a natural,
user friendly and/or attractive input method (actually dierent types of hardware
like a mouse was invented for lightening the user's burden of typing).
In the 1980s, speech technology made great advances as hardware technology
such as the speed of CPUs and the size of memory greatly improved. In the mid-
1990s, the top level speech recognisers can correctly recognise continuous (read)
speech around 70-80% of the time. The success of speech recognition has inu-
enced research in natural language processing. Many researchers have applied
statistical techniques to problems in parsing and semantic interpretation, and
achieved good results. The progress of speech technology and natural language
processing has again gained attention on human-computer interface systems by
natural language speech. Based on this progress, we have reached a stage where
we can examine the problem of interaction itself for eective and ecient human-
computer interface systems.
1
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In the previous systems, interaction is mainly controlled by one party. That
is, for computer advisory systems, the user takes the control over the system,
while for computer instructional systems, the system takes the control over the
user. In using an advisory system, it is not unusual that a user does not have a
denite goal to achieve. Often s/he gradually constructs the goal as the dialogue
with the system proceeds. In using an instructional system, the user often does
not have enough knowledge to follow the system. Or they do have knowledge to
propose an alternative for the system's instruction. For the systems to deal with
a variety of users, it is very important to allow exible control of interaction.
In other words, the problem about interaction amounts to how exible systems
should be, or which speaker should take control of interaction when.
In this thesis, a computer dialogue management program is built to let the
programs communicate with each other, and data on the eciency of interac-
tion is collected under conditions where only one speaker can take the control
(non-mixed-initiative dialogue) and both speakers can take the control (mixed-
initiative dialogue). Furthermore mathematical model is constructed based on
this program to derive a condition for deciding which speaker should take control
of interaction when.
The following sections examine possible approaches to exploring the rela-
tionship between control and eciency of interaction and address the following
questions:
 what is the control of interaction?
 why is computer dialogue simulation necessary to examine the relationship
between control and eciency of interaction?
 how to construct a dialogue manager based on the previous research for
exploration of the relationship, and
 why is mathematical analysis necessary to draw conclusions from the results
obtained by the computer dialogue simulation?
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1.1 Mixed-Initiative Dialogue
Austin and Searle have proposed Speech Act theory in which utterances are in-
terpreted as actions [5, 66, 67]. Based on their theory, a dialogue consisting of
exchanges of utterances is thought of as a collaboration between conversational
participants. One of the most salient characteristics of collaboration is active
participation in physical activities. This enables the agents to improve the e-
ciency of goal achievement. Consider a task of moving some object in elementary
dynamics. Two agents can cooperatively do the task twice as fast as one agent
can. However, collaboration in dialogue is dierent from the elementary dynam-
ics example. In dialogue, agents do not perform actions to change the external
environment like the location of a box. Rather, they perform actions, i.e. make
utterances, for the other agents to change their information states which enable
them to complete a task of sharing information. The activeness of the dialogue
participants lies in their voluntary provision of information.
Example (1) shows a typical information exchange in a mixed-initiative dia-
logue on planning a trip to Kyoto, Japan, where labels A and B represent two
dierent conversational participants. Suppose the goal of the participants is to
see temples or shrines in Kyoto just for a day. In the example, participant A
suggests a plan to see temples in the eastern part of Kyoto, e.g., Sanjusangen-
do, Kiyomizu and and Ginkakuji temples. Participant B rejects A's proposal by
mentioning his previous trip to Kyoto. B instead suggests to see temples in the
western part of Kyoto (Sagano area) e.g., Rakushisha, Jojakkoji and Daikakuji
temple. This exchange can be said to be of the mixed-initiative type, since A and
B alternately proposes a plan for their trip to Kyoto.
(1) A: How about a plan like rst going to Sanjusangendo,
then Kiyomizu and Ginkakuji temple?
B: I've been there before. Instead how about going to Sagano area,
where Rakushisha, Jojakkoji and Daikakuji temple are located?
. . .
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Dialogue initiative or control in dialogue is dened by Whittaker and Stenton
[82] using their classication of utterance types assertions , commands, questions
and prompts, summarised in table1.1.
Table 1.1. Summary of Whittaker and Stenton's utterance types
Utterance type Summary
Questions Utterances intended to elicit information from the audi-
ence
Assertions Declarative utterances used to state facts. Yes or no
answers to questions
Commands Utterances intended to instigate action in their audience
Prompts Utterances which do not express propositional content
such as \Okay" and \Uh-huh. . . "
According to their denition,
 a conversational agent has the initiative when:
{ s/he asks a question to the partner except for the question which di-
rectly follows a question or command;
{ s/he makes an assertion to the partner except for the assertion which
is made in response to a command and a question; and
{ s/he issues a command to the partner.
The reason for the exceptions for questions and assertions is that questions
or assertions uttered following a question or command are elicited by the
previous speaker's utterance rather than directing the conversation in their
own right: the questions following a question or command are normally
attempts to clarify the preceding utterance; the assertions following a ques-
tion or command are normally attempts to answer or comply with/reject
the preceding utterance.
 a conversational agent does not have the initiative or the partner has the
initiative when:
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s/he uses a prompt to the partner, since the agent clearly abdicates his
opportunity for expressing some propositional content.
In summary,
a conversational agent can be said to have the dialogue initiative when
s/he initiates an exchange requiring the partner's response with the
condition that s/he is not required to do so.
Accordingly, a mixed-initiative dialogue can be dened as a dialogue in which
both conversational agents may have the initiative in due course. In other words,
mixed-initiative dialogue is a term used for describing the kind of dialogue in-
volving this active exchange of information.
The above denition of dialogue initiative provides a basis for dening mixed-
initiative exchanges. Although the notion of the initiative is sometimes confused
with that of the turn, they should be clearly distinguished from each other.
Indeed, the word \initiative" has a general meaning of being the rst to take
an action, and the term `turn' has been used to signify `the allocated chance to
take the oor' in dialogue research for more than twenty years. In the above
denition, the word initiative |not turn| is adopted for the following reason.
In dialogues, the turn or speakership will change in due course. This is because
turn-taking is normally a prerequisite to constituting a dialogue. Conversely, if
only one speaker keeps the turn or takes the oor , we normally do not call
such a kind of verbal behaviour a dialogue. In this sense, the conversational
participants have no choice but to take turns in a dialogue. The dialogue initia-
tive, on the other hand, allows a conversational participant more latitude. As
explained above, given the oor, the participant can choose not to take the initia-
tive. This variability in initiative-taking enables us to examine the consequences
of the strategic selection of the initiative. Such is the case with utterances in
a subdialogue like questions following a question or command, and responding
assertions following a question or command. That is, these utterances are nor-
mally simply obligatory for properly achieving a (conversational) goal or bringing
about a proper conversational exchange, but they are not suitable as parameters
CHAPTER 1. INTRODUCTION 6
for an experimental approach to dialogue adopted in this thesis.
As in the elementary dynamics example, physical collaboration between agents
can improve the eciency of goal achievement. Then can linguistic collaboration,
or mixed-initiative dialogue, also improve the eciency of goal achievement?
The eciency of goal achievement is important in designing robust human com-
puter dialogue systems in the sense that ecient systems can satisfy the user in
shorter time and thus have less opportunities to face problematic situations. If
mixed-initiative dialogue can improve the eciency, the computer dialogue sys-
tem should try to share the initiative with the user; if not, the system should have
the user take the initiative; and if there are conditions for eciency improvement,
the system should switch the mode of taking the initiative according to them.
This thesis examines the eciency condition for mixed-initiative dialogue using
computer dialogue simulation and mathematical modelling (the denition of the
eciency of a dialogue will be discussed in the next section).
1.2 Computer Dialogue Simulation for Mixed-
Initiative Dialogue
There are two general approaches to examining the eciency of mixed-initiative
dialogue: one using human dialogue data and the other using computer dialogue
simulation [60, 40, 69, 12, 78, 35].
Before considering which approach is appropriate for the purpose of this the-
sis, the eciency of a dialogue needs to be dened. In everyday conversation,
we are not normally conscious of or pursuing its eciency. You do not always
converse with your friends to obtain some information eciently; Rather your
main subjective is often to have a good time with them. Even in a serious busi-
ness meeting, there might be utterances intended to make the atmosphere of the
meeting more friendly, but not to contribute to chief objective of the meeting
itself. How can you estimate the eciency of such dialogues? Moreover, can the
concept of eciency play a role in characterising even some aspect of this kind of
dialogue? With the current technology of natural language and/or speech pro-
cessing, we cannot yet handle conversations or utterances which mainly serve to
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aect our feelings or emotions. Rather the current research target for natural lan-
guage and/or speech processing researchers is limited to so called task-oriented
dialogues.
A task-oriented dialogue is one in which the subjects exchange pieces of in-
formation in order to solve a goal given by the experimenter. Since the goal
motivates the subjects to behave in certain ways, it provides a vital clue for
analysing a task-oriented dialogue. For instance, we know that when an agent
does not have enough knowledge to solve a given problem, s/he will ask or request
the partner to provide some piece of information which will enable him/her to
solve it. Similarly, when an agent realises that the partner has a misunderstand-
ing on the current problem solving situation, s/he will inform the partner of how
or why the partner misrecognises the situation. Thus, a task-oriented dialogue
has the advantage that it can be analysed in terms of the subjects' goal-directed
behaviour. Moreover, it is designed to minimise the eects of physical and social
factors irrelevant to goal achievement, while eliciting spontaneous speech in an
experimental setting.
By restricting our considerations to task-oriented dialogues, the eciency of
a dialogue acquires a signicance as a measure in evaluating dialogues. That is,
if the conversational participants can achieve a task more eciently in one type
of dialogue than another, you can say that the former type of dialogue is better
or more desirable than the latter. In general, if the task performance of two
dialogues turns out the same, the eciency of the dialogues is measured by their
cost or energy expended. For example, in physical collaboration, one sequence
of actions is said to be more ecient than another when the former achieves
the goal in shorter time than the latter. Possible parameters for measuring the
cost of a dialogue would be the amount of time, and the numbers of characters,
words, utterances, turns, moves, pieces of semantic content, inferences, and/or
assumptions, involved in the dialogue.
The above candidates can be classied into three groups whose members pos-
itively correlate with each other:
 time, characters and words;
 utterances, turns, and moves; and
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 pieces of semantic content, inferences, and assumptions.
Time, characters and words can be used to calculate the cost of a dialogue without
incurring subjective judgment(Time can be applied to a spoken language, while
characters and words to a written language). However, there are various ways of
expressing the contents of an utterance. Suppose some pair has a talking speed
of 0.5 second per character, and the other pair 0.8 second per character. Then, if
some content needs 600 characters for the former pair to nish, it needs only 375
characters for the latter. Thus, in order to apply these measures to a dialogue,
we need to x surface forms for expressing the contents of an utterance.
Carletta showed that the number of moves positively correlates with that of
characters [14]. The number of utterances and turns apparently correlates with
that of moves positively. Characters and words can be dened as an element of
a set (e.g., a dictionary can be thought of as a set whose elements are words),
whereas utterances, turns and moves as a combination of characters and/or words,
and need rules to dene them. Up to now, however, there are no such rules
which can handle various kinds of dialogue data consistently, and are agreed by
all researchers.
When we regard the number of characters or words as `too shallow', we prob-
ably consciously or unconsciously contrast it with the number of objects found at
a deeper level such as semantic expressions, inferences, and assumptions. These
objects seem to be able to capture what we want for estimating eciency. How-
ever, there is no standard by which to count the number of pieces of semantic
content, inferences or assumptions. In other words, if we use some of them for
our computer dialogue simulation, we might lose generality of our conclusion.
For the computer dialogue simulation of this thesis, we adopt the number
of characters to estimate the eciency of a dialogue for a rst approximation,
because the number of characters can be measured objectively, computer dialogue
simulation enables us to x surface forms, and characters is more primitive, or
simpler than words.
To study certain characteristics of dialogue, it is vital to analyse those dia-
logue data that include the characteristics. In general, however, data analysis
using available corpora has the problem that the data might include only a small
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amount of relevant characteristics, or might not include them at all. Even if we
come across data exhibiting a fair number of instances of some such character-
istics, the data usually do not include enough instances for the purpose of the
study, making it necessary to collect further new data. Collecting data, espe-
cially homogeneous data for the purpose of a study, is very labor-intensive, and
is sometimes not possible.
Moreover, if you want to examine a certain hypothesis against dialogue data,
which is in fact the purpose of this thesis, just the existence of the data including
relevant phenomena is not enough for justifying or falsifying the hypothesis. For
this purpose, we need controlled dialogue data which can be used to examine
the relationship between the factors and their eects (mixed initiativeness and
eciency for this thesis).
Since controlled dialogue data is collected for a particular hypothesis, when
you want to test another hypothesis, you need to collect a dierent set of data
unless there is already available controlled data for the hypothesis, which is the
case for this thesis. In collecting controlled dialogue data, even if we limit our
concern to task-oriented dialogue, factors relating to the task, participants and
experimental settings must be carefully designed so that experimental subjects
spontaneously exhibit certain features to be examined. Some of the factors can
be enumerated as follows:
 Task:
the task goal, knowledge, conversational roles, and constraints on the con-
versational participants' behaviour such as a prohibition against using ges-
tures, all of which are given to the participants in advance;
 Participants:
gender, age, familiarity with the other participant, disposition, and social
status;
 Experimental settings:
the type of the room where the recording is made (e.g. sound proof cham-
ber), the type of the microphone used, and the visibility condition (whether
the participants are visible to each other).
CHAPTER 1. INTRODUCTION 10
For the purpose of collecting controlled dialogues to examine the relationships
between the mixed-initiative mode and eciency, how many or which factors do
we need to consider? As yet, we do not have such non-contrived tasks as would
enable us to have our experimental subjects switch between the mixed- and non-
mixed-initiative modes at will. From our experience of collecting dialogue data,
which will be explained in Chapter 3, we suspect those dialogues in which the
participants' social status, general outlook and/or age are wholly dierent seem
to prohibit them to engage in mixed-initiative exchanges. In one dialogue, the
participants are a company president and his employee in real life. The president
is around 30 years older than his employee. In this dialogue, the president takes
most of the dialogue control, whose cause will be attributed to his social status
and/or age relative to the other party. In another dialogue, the participants are
two youngsters: one is a little older than the other; the older has a skin head, and
the other has an ordinary hairdo. In this dialogue, the younger seems unwilling to
take the initiative, and tends to yield it to the older. We do not know the reason
for this behaviour, but the reason might be attributed to the dierence in outlook
and age. Based on this experience, we conjecture that the unequal `status' of the
agents might prohibit them from engaging in a mixed-initiative dialogue. But
we do not know how this conjecture should be related to relevant factors. We
are further in the dark about such conditions as would facilitate dialogues in the
mixed-initiative mode. Thus, we have to conclude that it is impractical to collect
controlled dialogue data exhibiting mixed initiativeness.
By contrast with handling real dialogue data directly, a computer dialogue
simulation enables the experimenter to change parameters which are dicult to
control in real data, e.g. mixed initiativeness of dialogue. The resultant data can
be used to build and/or examine hypotheses about particular types of dialogue.
In computer dialogue simulation, a pair of programs automatically exchange
natural language messages with each other to achieve a task goal. Example (2)
shows an information exchange between the dialogue programs implemented for
this thesis. In the example, conversational program A proposes a route from Ten-
noji to Dobutsuenmae stations; conversational program B accepts A's proposal
and then proposes a new route from Dobutsuenmae to Ebisucho stations; A does
not know the location of Ebisucho and so asks a clarication question about it;
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B replies that Ebisucho is located below Nipponbashi; and then A accepts B's
proposal.
(2) A: I would like you to go from Tennoji to Dobutsuenmae.
B: (Ok.) I am going from Tennoji to Dobutsuenmae.
I would like you to go from Dobutsuenmae to Ebisucho.
A: Where is Ebisucho?
B: Ebisucho is a stop below Nipponbashi.
A: (Then) I am going from Dobutsuenmae to Ebisucho.
. . .
Although there might exist some dialogue corpora including mixed-initiative ex-
changes, because of the diculties involved in collecting controlled data for ex-
amining the relationship between mixed initiativeness and eciency, we decide
to use computer dialogue simulation for the purpose of this thesis.
1.3 Dialogue Management for Mixed-Initiative
Dialogue
1.3.1 Relation between computer simulated dialogue and
human dialogue
To be able to relate a hypothesis created by computer dialogue simulation to
human dialogue, the program must reect the characteristics of human dialogue
in simulating mixed-initiative exchanges. Human dialogue can be analysed at the
levels of speech sounds, morphology, syntax, semantics and discourse/dialogue. It
would be ideal for computer dialogue simulation if the program could reproduce
human dialogue at all levels. However, there is currently no theory which can
explain human dialogue behaviour at all levels. Since the interest of this thesis is
in mixed-initiative dialogue, which is characterised by its local dialogue structure,
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human dialogue on the target task in this thesis is examined from the viewpoint
of local dialogue structures and the analysed characteristics of those structures
are reected in the simulated dialogues.
1.3.2 Conservative extension to a plausible dialogue pro-
cessing architecture
To increase the reliability of the simulation results obtained by computer dialogue
simulation, the simulation program should reect a plausible dialogue processing
architecture for mixed-initiative dialogue as well as the characteristics of human
dialogue. Since there is no unique dialogue processing architecture which every
researcher approves of, previous research on dialogue management is examined
and used as a basis for this thesis. If some common architecture can replicate
certain characteristics of human mixed-initiative dialogue, it will be used for
computer dialogue simulation. If not, the architecture is conservatively or min-
imally extended to deal with the characteristics. This conservative extension is
used to augment the plausibility of the simulation results by counterarguing the
peculiarity of the architecture.
1.4 Mathematical Analysis of Mixed-Initiative
Dialogue
As there is no unique computer architecture viable for dialogue simulation at all
levels, simulation results may only hold under the assumption of some specic
architecture. For the results to be recognised as a genuine nding, they must be
examined at an abstract level based on the program but free from the specic
computer architecture. There are two approaches to this problem: mathematical
and data analysis.
In mathematical analysis, the program is abstracted into initial, nal and
current states and state transition functions. The states must include relevant
features to be examined. In the transition process from the initial to the nal
states, how the values of the features are changed and/or the nal values of the
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features are used to examine the results obtained by computer simulation.
In data analysis, dialogue data need to be collected rst. However, as men-
tioned in section 1.2, since which factors control mixed initiativeness in dialogue,
collecting controlled dialogue concerning mixed initiativeness is simply impossi-
ble, although there might exist some dialogue corpus including mixed-initiative
exchanges. Furthermore, the results of computer dialogue simulation might cap-
ture only some aspect of dialogue even if the simulation is conducted on a large
scale. Thus in this thesis, a mathematical analysis is used to examine the results
obtained by computer simulation.
1.5 The Organisation of the Thesis
The thesis demonstrates that mixed-initiative dialogue is not always more e-
cient than non-mixed-initiative dialogue using computer dialogue simulation and
mathematical analysis.
 In Chapter 2, common basic working mechanisms for computer dialogue
systems including computer dialogue simulation programs are shown to
be based on the ndings from the other disciplines such as conversational
analysis, psycholinguistics and pragmatics. This chapter also examines the
past research on computer dialogue simulation and variable communicative
modes, and shows that the results of computer dialogue simulation can be
used to create and verify hypotheses about human dialogue.
 In Chapter 3, actual data on a route nding task is examined for local dia-
logue structures in preparation for the simulation of human dialogues. The
variations concerning the number of information units and those concerning
utterance types are observed from the data.
 In Chapter 4, a computer dialogue manager is developed. The dialogue
management mechanisms in previous research are conservatively extended
to handle the variations of human dialogues based on the observations in
chapter three.
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 In Chapter 5, how the implemented dialogue manager works is explained
using actual system output.
 In Chapter 6, the experimental results comparing mixed-initiative dialogue
with non-mixed-initiative dialogue are illustrated in terms of eciency. To
conrm the observation of the experimental results, a mathematical model
is constructed and used to derive a condition where mixed-initiative dia-
logue is more ecient than non-mixed-initiative dialogue.




The purpose of this chapter is to:
 justify that common basic principles for the current computer dialogue sys-
tems including computer dialogue simulation programs are based on some
of the major ndings concerning dialogue from other disciplines;
 show that we need a new dialogue handling mechanism for simulating
mixed-initiative dialogue by summarising the basic setup and requirements
for computer dialogue systems and surveying some of the major previous
research on computer dialogue simulation; and
 conrm that computer dialogue simulation has been used (and therefore
can be used) to build/verify hypotheses concerning human dialogue.
2.1 Common Basic Principles for Computer Di-
alogue Systems
Computer dialogue systems including computer dialogue simulation programs
can be characterised by the following specication of the system's actions.
1. A system and its partner alternately take the oor, which changes their
relative roles as the speaker and the listener.
15
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2. The system initiates a sequence of utterances to which the partner is re-
quired to respond, or responds to the utterances initiated by the partner.
3. The initiating and responding utterances are made to satisfy the given task
goal based on the (belief) database or knowledge base of the participants.
In this section, we show the basic characteristics of these systems reect the
ndings from other disciplines such as conversation analysis, psycholinguistics
and pragmatics. As we will explain in this section, this does not mean that the
dialogue systems have managed to implement these ndings directly. Although
some ndings are directly realised as they are, the others can be categorized as
`emergent' properties, or epiphenomena, in some sense as a result of goal-directed
behaviour of the system. Since the purpose of this chapter is to show the basic
working mechanisms of the current dialogue systems use certain common func-
tions and it is impracticable to give a complete survey of the relevant disciplines
we concentrate on the inuential studies relating to computational aspects of
handling dialogue. In this chapter, the term `computer dialogue systems' is used
to refer not only to human-computer-dialogue systems but also to computer di-
alogue simulation programs.
(1) The system and its partner alternately take the oor, which switches
their roles as the speaker and the listener: In dialogue, by denition,
both conversational participants need to speak in due course. If only one person
monopolises the talking, we cannot normally call such linguistic behaviour a di-
alogue. In conversation analysis, the changing of speakers is called turn-taking.
Sacks, Scheglo and Jeerson [63] claim to have identied some regularities gov-
erning turn taking based on human dialogue data (called local management sys-
tem). Their local management system is summarised as follows:
 a conversational participant gives syntactic and prosodic cues to signal the
end of a turn for a designated partner to take the next turn;
 if the current speaker does not select the next speaker, a conversational
participant who speaks rst can take the turn; and
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 if the current speaker does not select the next speaker, and no speaker tries
to take the turn, then the current speaker may (but need not) continue the
turn.
Up until now, there is no conclusive research on what kind of cues a conversa-
tional participant uses to signal the end of his/her turn. Hence, some computer
dialogue systems use a switch to explicitly signal the end of a turn, or a pause
of some length to determine the end of a turn. The other systems prepare a
separate program to explicitly assign a turn to conversational participants.
(2) The system initiates a sequence of utterances to which the partner
is required to respond, or responds to the utterances initiated by the
partner: Scheglo and Sacks [65] pointed out that there exist utterance types
which require the conversational partner to react with corresponding utterance
types such that they come in pairs of question and answer, and request and
compliance (called adjacency pairs). The pairing of utterance types also helps
the conversational participant to predict his/her partner's response type, which
reduces his/her processing load for utterance recognition. Scheglo [64] also
showed that an adjacency pair can contain some embedded adjacency pairs, like
one question-answer pair within another (called insertion sequences). Insertion
sequences are used to clarify the content of the utterance which precedes it.
Clark et al. [23, 21, 22, 19, 20] called initiating utterances presentation, and
responding utterances acceptance. The agent's information presentation and the
partner's acceptance becomes a unit for establishing mutual knowledge (called
a contribution). By a single contribution, they might not be able to reach a
satisfactory level of understanding because of time pressure, errors or ignorance.
In such a case, they might need to construct multiple contributions to satisfy
their goal.
In computer dialogue systems, utterances are classied into (speech-act) types
such as commands, assertions and questions. They are used to label an adjacency
pair or a contribution, which becomes a part of goal achievement. The system
can handle insertion sequences using a special computational mechanism or a
data structure like a stack (FILO: First-In Last-Out).
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Garrod and Anderson [31, 30] proposed the output/input principle, which says
that:
When producing an utterance (output) the processor will where pos-
sible make the same choices at the lexical, syntactic, semantic and
pragmatic level as were required in interpreting the most recent rele-
vant utterance from their interlocutor (input).
In computer dialogue simulation, the two conversational participants are normally
one and the same program, which naturally realises the output/input conditions.
For human computer dialogue systems, it still presents a challenge to have the
computer make the same choices at various levels as human users do. Computer
dialogue simulation programs face this problem, when they try to interact with
human users.
(3) Initiating and responding utterances are made to satisfy his/her
task goal based on a (belief) database or knowledge base: Grice [32]
identied the following four conversational maxims, by which conversational par-
ticipants understand and generate utterances.
 Quantity:
{ Make your contribution as informative as is required (for the current
purposes of the exchange).
{ Do not make your contribution more informative than is required.
 Quality:
Try to make your contribution one that is true.
{ Do not say what you believe to be false.
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{ Avoid obscurity of expression.
{ Avoid ambiguity.
{ Be brief (avoid unnecessary prolixity).
{ Be orderly.
In computer dialogue systems for task-oriented dialogues, most of these maxims
are naturally realised or can be treated as `emergent' in some sense as a by-
product of pursuing a task goal.
A system initiates an utterance based on a plan derived from the task goal
and his/her (belief) database or knowledge base. This utterance observes the
Quality maxim in that the utterance initiated is based on the system's belief or
knowledge. It also observes the Relation maxim in that the utterance is directly
related to the task goal. The system's initiating utterance is informative in the
sense that it contributes to the goal achievement. If `the current purposes of the
exchanges' and `required informativeness' in the Quantity maxim are interpreted
with respect to goal achievement, the initiated utterance can be said to observe
the Quantity maxim. Since the system's presentation of information for achieving
the task goal is based on the derived plan. The information is presented orderly,
which realises one of the Manner submaxims: that of orderliness. Although the
other Manner (sub)maxims might also be satised just by presenting information
according to the derived plan, it might exist cases where these (sub)maxims need
to be programmed directly.
As to the system's responding utterances to the partner, they observes the
Quality maxim, because they are made based on the system's belief or knowledge.
This does not mean that the system cannot be fallible. Rather, even if the
system has incorrect information, if it believes the information is true or based
on adequate evidence, communicating the information can be said to observe
the Quality maxim. The responding utterances also observe the Relation maxim
for the same reason as the initiating utterances. For the Quantity and Manner
maxims, it is generally the case that they are naturally satised by making a
response based on the task goal and the system's belief or knowledge in some
tasks. However, there might exist cases where these maxims need to be directly
programmed.
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2.2 Previous Research on Computer Dialogue
Simulation
In computer dialogue simulation, the results obtained by dialogue simulation
programs are inevitably aected by their program architectures. To make the
results objective or reliable, it is desirable that the architectures include as few
special mechanisms as possible which produce particular types of communicative
behaviour. The aim of this section is to provide a basis for constructing a general
dialogue simulation program for this thesis by extracting common mechanisms
from previous dialogue simulation systems. If a very general architecture for
computer dialogue simulation were already available, we could use it without
worrying how particular dialogue simulation programs are. However, computer
dialogue simulation research is still at its early stage and so there are relatively
few studies in the eld of computer dialogue simulation. This is one reason why
we do not take a specic system as a test bed for this thesis. The other reason
concerns our dialogue simulation task. As will be explained in the next chapter, a
task dierent from previous ones is used in this thesis. This means that previous
programs cannot be used as they are because at least a new problem solver needs
to be built for any of them.
To compare certain characteristics of dialogues, a program switch for chang-
ing the characteristics of a dialogue is convenient (Hereafter we call this switch
a communicative mode). In conjunction with the survey of previous dialogue
simulation programs, kinds of communicative modes, motivations for preparing
those modes and mechanisms for setting the characteristics of dialogues are ex-
amined whether or not they can be used for comparing the eciency of mixed-
and non-mixed- initiative dialogues, which is the main purpose of this thesis.
2.2.1 Functions in computer dialogue systems
A computer dialogue system consists of several modules, but naming and/or divi-
sion of such modules can be dierent from system to system. To avoid confusion
on the part of readers, let us summarise functions and names of modules for com-
puter dialogue systems before explaining previous computer dialogue simulation
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research. We do not have any intention to claim that the functions and names
summarised here are the only way of modularising computer dialogue systems.
However, since they are based on previous human computer dialogue systems
[6, 39, 9, 52, 46, 83, 8, 45, 86, 49, 54, 71, 2, 10, 25, 18, 85, 15, 16, 17], they can be
said to be general to some extent. The interest of this thesis does not extend to
all the functions summarised here, so what will be taken up in later chapters is
limited to some functional modules, although the computer simulation program
fully implemented in this thesis has realised all the functions. The reason why the
following summary refers to all of them is for the reader to be able to understand
without diculties how a dialogue simulation program works.
 morphological analysis:
converts words into their dictionary form (In Japanese sentences, words are
not separated by a space. Hence a morphological analyser needs to nd
words in sentences or utterances);
 parsing:
analyses dependency or structural relationships between words and phrases,
represented by a tree structure in many cases;
 semantic interpretation:
analyses resultant tree structures from a parser, and create semantic repre-
sentations;
 dialogue management:
keeps track of and changes execution states (i.e., an execution history and
database contents) at the task level (subtasks completed so far) and the con-
versational level (distinction between initiating and responding utterances
for recognising and generating utterance including interpreting /creating
anaphora and ellipsis, or speech act types);
 problem solving:
solves a given problem to complete a given task. A problem varies from
task to task (e.g., searching for required data in a database, planning a
meeting schedule, or nding a shortest connected route for a route nding
task); and
CHAPTER 2. RELATED STUDIES 22
 content determination:
creates a semantic content based on the output of a dialogue manager and
a problem solver;
 surface generation:
converts a semantic content from a content determination module into a
string.
For spoken input/output, a system needs additional modules to the above.
 speech signal analysis:
digitises analog signal and extracts characteristics of speech sound such as
the intensity of sound at dierent frequencies and the change in intensity
over time;
 speech recognition:
identies a sequence of words from characteristics of speech sound, generally
using a statistical technique;
 speech synthesis:
converts words into phonetic strings (with intonation), and then makes
sound by sending them to a speech synthesizer.
Here semantic interpretation, dialogue management, problem solving and con-
tent determination are explained as if they are totally independent functions.
However, boundaries between them are not denite, and vary from system to
system. Especially, dialogue management, problem solving and content determi-
nation can be closely connected in dialogue simulation programs.
2.2.2 An overall setup for computer dialogue simulation
In computer dialogue simulation, an overall setup consists of two programs and
a program manager: the programs understand and generate utterances; and the
program manager mediates between the two programs to control turn-taking. Di-
alogue simulation programs have the same functions as computer human dialogue
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systems have; however, the relationship between those utterances they can un-
derstand and those they can generate is dierent in each case. Human computer
dialogue systems, on the one hand, must be able to handle utterances users might
produce, and generate utterances which are easy for users to understand. Hence,
utterances they can understand do not coincide with those they can generate,
but the former includes the latter in most of the systems. In dialogue simulation
programs, on the other hand, utterances they must handle can be restricted to
those they generate. This restriction enables experimenters to focus on utterances
with interesting phenomena using dialogue simulation programs. Furthermore,
it is easy to add a switch to the programs to change utterances to be produced
for examining their eects in the resultant dialogues. From the viewpoint of
human computer dialogue systems, the correspondence between what dialogue
simulation programs can understand and generate has a connotation that the
programs cannot handle as many utterances as users can produce. This suggests
a limitation of dialogue simulation programs as opposed to a human computer
dialogue system. However, they are still useful in that they can be used as an
early prototype and provides an inexpensive test bed for developing a human
computer dialogue system.
The following examines actual studies on computer dialogue simulation by
Power [60, 61], Houghton [40, 41], Shadbolt [68, 69]
1
, Carletta [11, 12], Walker
[78, 79, 80, 81] and Guinn [35, 36] from the viewpoints of tasks, problem solving,
interaction, communicative modes (i.e., switches for determining whether or not
certain dialogue features are simulated) and dialogue management.
2.2.3 Case study: Power and Houghton
Power [60, 61] used a simple planning task: moving from one place to the other,
where the two places are separated by a door. Houghton [40, 41] added a blocks
world problem by Winograd [84] to Power's task. An example of Houghton's task
is to carry a box from one location to the other, where the box is placed under
1
Shadbolt's two studies are independent of each other, [68] is about communicative modes
and [69] is about computer dialogue simulation. Not to confuse readers, the former and the
latter are named Shadbolt(CM) and Shadbolt(CDS), respectively.
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another box and the two locations are separated by a door. These tasks can be
solved by means-ends analysis. For example, the task of moving from one place
P1 to the other P2 needs the following chain of inferences to achieve:
 to move from P1 to P2, an agent needs to walk to P2;
 to walk to P2, s/he needs a door to be opened; and
 for the door to be opened, s/he needs to push it.
These tasks are changed to motivate a conversational program to communi-
cate. For instance, a door is equipped with a bolt, which only one agent can
unlock, and one agent is supposed to be blind. The former motivates one agent
to issue a request for unlocking the bolt to the other; the latter forces both agents
to communicate information on the current problem solving situation.
Power implemented his program using conversational procedures, in which
conversational actions like informing and questioning are procedurally embedded
in task planning procedures. Houghton [40, 41] re-structured Power's conver-
sational procedures into a declarative form named interactional frames. The
execution cycles of the rst and the second speakers are described as follows: For
the execution cycle of the rst speaker (program),
1. the program decides which action to take for satisfying a (sub)goal or pre-
condition in a depth-rst fashion while recording the planning process as a
tree;
2. (the cases where the program can perform an action to satisfy a (sub)goal
or precondition)
it actually performs the action, changes its database and planning tree to
take into account the action result and reports it to the partner. (Here
the database includes the information on the state of the world such as the
current position and whether or not the door is bolted); and
3. (the cases where the program cannot perform an action to satisfy a (sub)goal
or precondition)
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it requests the partner to satisfy the preconditions of the action by call-
ing conversational procedures, and changes its database and planning tree
based on the partner's report of the action result.
For an execution cycle of the second speaker,
1. (the cases where the partner reports an action result)
the program changes its database and planning tree;
2. (the cases where the partner requests the program to perform a certain
action (e.g., giving some information to the partner)
(a) (the cases where the program can perform the action)
it cooperatively performs the action, changes its database and planning
tree.
(b) (the cases where the program cannot perform the action)
it takes control of the dialogue and starts a new topic.
In Power's and Houghton's domains, the roles of the two conversational agents
are dierent from each other: one needs to perform an action while the other
provides help. This prevents free change of dialogue control between two agents.
Agents can switch dialogue control only when one cannot satisfy the other's
request. This inexibility of the dialogue control does not t in with the purpose
of this thesis, that is, to compare the eciency of non-mixed- and mixed- initiative
dialogues. For this purpose, in a given task, the agents should not be biased with
respect to the goal. Furthermore, conversational and task procedures should be
more clearly separated so that a program switch to change dialogue control is
easily introduced.
2.2.4 Case study: Shadbolt(CDS)
Shadbolt(CDS) [69] used a house building problem, in which a decorator and an
installer cooperatively build a house (virtually) by exchanging information and
performing necessary actions such as pouring the basement oor and installing
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the drains. In this problem, the execution times of some actions are mutually con-
strained (e.g., action A1 needs to be performed before action A2 in these cases
where the results of A2 inhibit A1 from being performed). Tate [76] proposed
a non-linear planner named NonLin which computes the temporal relationship
between actions and eciently represents it as a graph, in which actions are rep-
resented by partially ordered nodes. For a house building problem, for example,
a non-linear plan species that installing the drains should be performed before
installing the rough plumbing, but installing the storm drains can be performed
independently of installing the drains and the rough plumbing.
To motivate a conversational program to communicate, all actions are divided
into those only a decorator can do (e.g., pouring the basement oor) and those
only an installer can do (e.g., installing a drain). Each agent knows all actions
s/he can do and their ordering, but does not know all actions the other can do and
their ordering. For example, one agent thinks that installing the rough plumbing
should be preceded by installing a drain, but the other agent does not know this
precedence relation between the two actions.
Shadbolt(CDS) [69] extended Power's and Houghton's programs by replacing
their depth-rst planners by a non-linear planner NonLin by Tate [76]. He used
it for a house building problem to make more realistic simulated dialogues than
those of Power's and Houghton's.
To achieve a given task, both agents rst make a non-linear plan based on each
other's information on possible actions and their ordering. Then the rst speaker
chooses an executable action, reports that he will perform it, actually performs
it and records the action as executed in his/her non-linear plan. If s/he does not
have any executable actions, s/he will request the second speaker or the partner to
perform an action which directly or indirectly enables the rst speaker to perform
his/her executable action. For the second speaker, when s/he receives the rst
speaker's report of action execution, s/he records the action as executed if it is
in his/her plan, since there is no possibility of action failure in this task setting.
When s/he receives an action request from the rst speaker, s/he checks his/her
non-linear plan, and if there are no prerequisite actions for the action requested,
s/he performs it, reports the action result to the rst speaker and records the
action as executed. But if there is an action which must be executed before
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the requested action, the second speaker temporarily stores the rst speaker's
request, lets the rst speaker know that fact, performs the prerequisite action,
reports the action result to the rst speaker and records the action as executed.
The second speaker then restores the rst speaker's request and tries to comply
with it.
In Shadbolt(CDS)'s domain, the two conversational agents are of equal sta-
tus with respect to the goal, so in theory there is no obstruction to prevent the
agents to engage in mixed-initiative dialogue. However, this mixed initiativeness
depends on the problem setting. For example, if actions are divided into two sets
which can be independently performed, agents can engage in mixed-initiative dia-
logues, but cannot engage in non-mixed-initiative dialogues. This dependence on
the problem setting is not suitable for conducting experiments of comparing non-
mixed- and mixed-initiative dialogues. Thus, a mechanism to control dialogue
variations independently of task characteristics is necessary for this thesis.
2.2.5 Case study: Carletta
Carletta targeted the Map Task dialogues [3] and modelled it as knowledge trans-
fer of map feature information characterising subroutes. The original task is for
one agent (giver) to provide information on his/her map for the partner (follower)
to be able to describe a route which is not on the partner's map. Under her mod-
elling, this task is changed to one in which the giver provides information about
the relations between the locations of map features, and the follower examines
the giver's information to determine whether or not the follower can conrm it.
This abstraction is reasonable because for the aims of her research it is enough
to show that the principle of parsimony by Shadbolt(CM) [68] can be used as
guidelines in simulating variations of the Map Task dialogues. Furthermore, in
the actual Map Task dialogues, the giver quite often takes such a strategy that
the whole route is divided into several subroutes and the subroutes are explained
one by one by referring to salient map features.
Carletta [11, 12] applied a hierarchical planning mechanism by Stek [72] to
simulate variations of the Map Task dialogues [3]. Her hierarchical planner is
roughly grouped into two layers: one is at a meta level where the planner decides
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how to continue from the current situation (i.e., a decision between continuation
of the current plan and replanning) and whether or not it runs the risk of misun-
derstanding (i.e., whether or not to explain unconrmed map features); the other
is at a domain level where the planner constructs a plan for the task related in-
teraction. Since she modelled knowledge about map features using nested beliefs,
for interactional or conversational planning, she related a sort of speech acts to
the beliefs and calculated the eect of an utterance by belief change rules named
belief transition rules devised by her. At the meta level, the planner maintains
the cost for the current planning situation based on various factors such as the
number of map features for the plan, unconrmed map features and goals to
be explored. This cost is used for deciding how to continue from the current
situation as well as for selecting the best (or the least cost) plan.
Carletta used the above-mentioned cost to simulate variations on the Map
Task dialogues. These variations were characterised and various kinds of de-
cisions were explained using the principle of parsimony by Shadbolt(CM). She
re-classied and structured the variations according to the responsible modules
for task planning, discourse planning, utterance realisation and meta-planning
(and error-recovery) in a computer dialogue system, and the dierences between
the giver and the follower (she implemented some of the variations). Her com-
municative modes are summarised as follows:
 Task and discourse planning:
The modes for task and discourse planning concern the type of information
to be included, and that of dialogue structure to be employed, respectively.
The modes for task planning are classied into ontology, ontological reso-
lution and partner modelling : the former two modes stipulate how much
detailed information a conversational agent gives in an explanation and
needs to interpret; the latter controls whether or not a conversational agent
uses a model of the partner when constructing an explanation. Those for
discourse planning are classied into dierence and coherence: the former
controls whether or not an agent assumes that s/he has the same informa-
tion concerning the task domain as the partner has; the latter determines
information ordering for organising discourse.
CHAPTER 2. RELATED STUDIES 29
 Utterance realisation:
The modes consist of articulation and resolution of context, focus, and de-
scription, which involve selection and interpretation of such surface expres-
sions as cue words and referring expressions for context and focus shift, and
description details.
 Meta-planning (and error recovery)
2
:
The mode for meta-planning is plan commitment, which determines whether
or not her conversational program re-plans. The modes for error recovery
are classied into goal adoption, ceding the turn, omission and ignoring the
problem for escaping problematic situations, and elaboration, repetition,
repair and re-planning for restoring normal situations.
In the Map Task Carletta targeted, conversational agents are biased not to
engage in mixed-initiative dialogue, because a giver and a follower have dier-
ent roles and information for problem solving. More concretely, the giver has
route information, which is the most important information to communicate,
but the follower does not. The role of the giver is to provide information while
that of the follower is to understand it. Carletta's idea of varying the charac-
teristics of dialogues are very important to this thesis; however, the relationship
between the cost and the dialogue characteristics is indirect in that the cost is
calculated from various factors. For this thesis, we need a more direct way to
switch variations of dialogue. Since mixed-initiative dialogue has variations in
its local dialogue structure, and Shadbolt(CM)'s and Carletta's communicative
modes for discourse planning seem better suited for considering variations on
mixed-initiative dialogue, they will be discussed more in the next chapter.
2.2.6 Case study: Walker
Walker [78, 79, 80, 81] used a furniture layout task, in which an agent has pieces
of furniture, with which a score and a colour are associated, and selects a com-
bination of pieces of furniture for which s/he can get a high score. Here colors
2
Meta-planning and error recovery do not seem to concern communication. However, they
indirectly aect other modes such as task and discourse planning. In this sense, they are
included in the communicative modes in this thesis.
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are introduced to make this problem more complicated. For example, a scoring
system can be changed so that an agent can get a bonus for matching the colour
between pieces of furniture. If the agents do not have to take a bonus into ac-
count, they can solve the problem by enumerating pieces of furniture associated
with the highest score one by one. If not, they need to consider the eect of a
bonus.
To make this task a communication problem, pieces of furniture are divided
between two agents. But unlike the other tasks, both of them are supposed to
have information on all pieces of furniture for them to be able to evaluate each
other's proposals. This setting makes the task goal unnatural because at the rst
stage of problem solving, agents are required to separately calculate the best score
combination for the pieces of furniture each agent has, although they can calculate
the best score combination for all the pieces of furniture. For her computational
model and research purpose, however, this setting is reasonable, since limitations
on memory and inference degrade task performance. Since this thesis does not
concern these limitations, another task needs to be found, although her task
permits agents to engage in mixed-initiative dialogue.
Walker [78, 79, 80, 81] used a cognitive model of resource bounded inference
developed by Pollack and Ringuette [59] and an attention/working memory model
by Landauer [48] for this furniture layout problem. To solve this problem, each
agent rst calculates a combination of his/her pieces of furniture with the high-
est score, and then repeats propose-evaluate cycles until both agents can nd a
specied number of furniture items. In a cycle, the rst agent proposes a piece of
furniture which constructs the highest score combination, and the second agent
evaluates the rst agent's proposal by checking the score of the proposed item.
If the second speaker conrms that the rst agent's proposed item constructs
the highest score combination, s/he accepts the proposal and proposes the next
item (whether or not s/he makes his/her acceptance explicit depends on a switch
which controls the dialogue structure). If not, s/he makes a counter-proposal to
the rst agent.
Since one of the aims of her research is to support her claim that information
redundant expressions like repetition can contribute to improving task perfor-
mance under cognitive resource boundedness, she ran experiments for examining
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the relationship between the size of memory, information redundancy and task
performance. For controlling information redundancy, she introduced a switch
which controls redundant expressions which she dubbed acceptance (explicit ac-
ceptance), consequence (open best), reasons (explicit warrant) and inference made
(close consequence).
For her research purpose, switches for adding certain expressions to overcome
limitations on memory and inferences are reasonable and sucient. Since these
switches are motivated by problem solving considerations, for this thesis, another
mechanism needs to be built for controlling the local dialogue structure
2.2.7 Case study: Guinn
For his dialogue simulation, Guinn [35, 36] adopted an example domain of decid-
ing on a candidate which possesses certain properties from a set. Examples of
the tasks are to nd a murderer from a set of suspects in a detective story and a
faulty gate in a logical circuit. This type of problem can be solved by examining
candidates one by one to see whether they possess given properties.
To make this kind of problem a dialogue simulation task, information on
whether or not candidates (or suspects in a detective story) have properties is
divided between two program agents. So when one agent cannot decide whether
or not a candidate has a certain property, s/he needs to request this information
to the other agent. In this task, the examination order of candidates aects
task performance: suppose there be three suspects S1, S2 and S3, and S3 is a
murderer. A problem solving agent can solve this example problem by examining
three candidates in order, but examining S3 rst would be more ecient than
examining him/her last. So even if the rst speaker selects a candidate to examine
and make a query about whether or not the candidate has some property, the
second speaker can neglect the rst speaker's query and makes a query about
another candidate if the second speaker thinks that his/her candidate is more
plausible.
To provide a basis for this decision, as a setting, weights are associated with
factors characterising candidates in a task, which indicate the percentage of the
time the correct answer has some factor. He also lets the the two conversational
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programs know how much knowledge each agent has by the ratio. Based on
these kinds of information, the agents calculate the weights of candidate nodes
in their search space and determine which node they pursue, which corresponds
to the initiative (task initiative). But if both agents have the same probability
at the top score node, they cannot decide which should solve the problem. To
avoid this situation, he prepared a mode where an agent presents evidence for
his/her choice (negotiation). To eciently solve a problem, an agent needs to
obtain information on the latest situation of problem solving. However, in these
situations where only one agent continues to take dialogue control, the partner
cannot obtain information on the decisions by the controlling agent, which can
reduce the partner's problem search space. To improve the eciency of problem
solving, Guinn proposed a mode in which a controlling agent voluntarily reports
the state of problem solving to the non-controlling agent (summary).
In Guinn's domain, conversational agents ask questions alternately, giving
an impression that they are engaged in mixed-initiative dialogue in that both
agents alternately initiate utterances. These questions, however, play dual roles
of proposing a search path and requesting information to the partner. For search
path decision, the agents are provided with the knowledge distribution, which
is not usually available in all previously proposed task-oriented dialogues. Since
this setting is rather peculiar compared with the previous tasks, Guinn's task
cannot be used in this thesis.
His proposed switches decide whether or not the program takes the initia-
tive, provides evidence and creates summary, all of which are rooted in problem
solving. Furthermore, Guinn's mechanism for handling dialogue is procedurally
incorporated into his problem solving mechanism. These characteristics make
Guinn's mechanism be quite inconvenient to compare the eciency of mixed-
and non-mixed-initiative dialogues.
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2.3 Computer Dialogue Simulation for Creating
and Verifying Hypotheses
In cognitive science, computer simulation is used to explore how we think and
behave. The hardware of the brain is dierent from that of the computer, but if a
program can simulate certain aspects of human intelligent behaviour, it can give
us an insight into intelligence, as an understanding of how planes y could deepen
our understanding of how birds y. In this sense, computer dialogue simulation
can contribute to exploring human communication mechanisms.
Human dialogue data can be used to construct hypotheses about them. How-
ever, for the cases where human dialogue data is not sucient to check some
hypothesis about dialogue, it is possible to save resources collecting human dia-
logue data of homogeneous quality if computer dialogue simulation can be used
as an alternative. However, if computer dialogue simulation is totally dierent
from human dialogue data, then hypotheses on the simulation results cannot be
equally valid for human dialogue. To relate hypotheses on simulated dialogue to
human dialogue, relevant aspects of human dialogue should be incorporated into
computer simulated dialogue.
Computer dialogue simulation can be classied into three categories accord-
ing to whether or not the program incorporates the characteristics of human
dialogue data into the output, and the relationships among simulated dialogues,
hypotheses on human dialogue and those on simulated dialogues. This section
explains how computer dialogue simulation can be used for creating and verifying
hypotheses about human dialogue.
2.3.1 Power and Houghton
Power [60, 61] and Houghton [40, 41] were not (or, at least did not seem to
be) interested in creating or verifying hypotheses about human dialogue using
simulation results and did not examine human dialogue data so as to reect
its characteristics in simulated dialogue. However, they showed that computer
programs can simulate some aspects of dialogue. The reason why they did not
use human dialogue might be ascribed to the scarcity of human dialogue data.
CHAPTER 2. RELATED STUDIES 34
Figure 2.1 summarises the status of the simulated dialogue in Power and
Houghton in relation to human dialogue data and hypotheses about dialogue. It
shows that they do not have hypotheses to be checked (indicated by a bold cross)
and do not incorporate the characteristics of human dialogue into the simulated







on the human dialogue
Hypotheses
on the simulated dialogue
Figure 2.1. Relationship between data and hypotheses in Power and Houghton
2.3.2 Shadbolt(CDS) and Carletta
Shadbolt(CDS) [69] examined his computer simulation results based on Grosz's
discourse structure theory [33] and Grice's quantity maxim [32]. Carletta [11, 12]
considered dialogue simulation in connection with real dialogue data in the Map
Task Corpus [3]. Although they related the simulation results to the character-
istics of human dialogue in some way, both of them did not use the simulation
results to verify their hypotheses named the principle of parsimony. Figure 2.2
illustrates the status of their computer dialogue simulation programs: a rela-
tion between human dialogue and hypotheses on human dialogue is indicated by
a bold line; a weak relation between human dialogue and computer simulated
dialogue is indicated by a dotted line.






on the human dialogue
Hypotheses
on the simulated dialogue
Figure 2.2. Relationship between data and hypotheses in Shadbolt and Carletta
2.3.3 Walker and Guinn
Walker [78, 79, 80, 81] and Guinn [35, 36] incorporated the characteristics of hu-
man dialogue data into the output of the programs and used simulated dialogues
to verify their hypotheses on human dialogue.
Walker created a hypothesis that information redundancy is caused by limita-
tions on memory and inference capability. To verify the hypothesis, she collected
simulated data to verify the causal relationship between the two factors. She also
examined human dialogues on nancial advice and furniture layout, and showed
that they include informationally redundant utterances in terms of Grice's quan-
tity maxim.
Guinn veried a hypothesis to the eect that his proposed modes improve the
eciency of dialogues by running a dialogue simulation program. He also made
a mathematical model for the program and proved his hypothesis.
Figure 2.3 summarises relations among human and computer simulated di-
alogue data and hypotheses created based on them in Walker's and Guinn's
research. The relation between hypotheses about the simulated data and those
about human dialogue is basically supported by the fact that the simulated data
reects the characteristics of human dialogue (indicated by a bold line). Since
computer programs cannot create completely similar data to human dialogue,
the hypotheses about the simulated dialogue need another piece of evidence to
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support them such as Walker's human dialogue examination and Guinn's math-
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Examination of
the human dialogue
Figure 2.3. Relationship between data and hypotheses in Walker and Guinn
2.4 Summary
In this chapter, rstly common basic working mechanisms for computer dialogue
programs were shown to be based on major ndings concerning dialogue from
other disciplines such as conversation analysis psycholinguistics and pragmat-
ics. Secondly, the functions of the previous human computer dialogue systems
were summarised to understand mechanisms of computer dialogue simulation pro-
grams. Thirdly, previous research on computer dialogue simulation was surveyed
from the viewpoints of tasks, problem solving, communication and switches to
change utterances or dialogue structures. For the purpose of this thesis, that is,
comparing the eciency of non-mixed- and mixed-initiative dialogues, a problem
solving task should be neutral to the dialogue initiative, and a dialogue manager
should be separately built from a task planner and switches to handle variations
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of utterances or dialogue structures should be controlled independently of prob-
lem solving tasks. Thus another task and a new mechanism were concluded to be
necessary. Finally, it was observed that in some of the previous studies, computer
dialogue simulation has been actually used to create and verify hypotheses about
human dialogue.
Chapter 3
Examination of Human Dialogue
This chapter examines possible local dialogue structures for comparing mixed-
and non-mixed-initiative dialogues, and investigating whether these structures
occur in human dialogue. Before that, dialogue tasks previously proposed are
surveyed and the dialogue task used in this thesis is explained.
3.1 A Dialogue Task Used In This Thesis
A dialogue task for this thesis must meet the following requirements:
 The setting allows experimenters to control dialogue experiments concern-
ing whether conversational participants are engaged in mixed-initiative ex-
changes.
 The initial and terminating conditions, and knowledge for problem solving
must be representable by a computer program.
 The algorithm for performing the task must be established.
The rst requirement is based on the purpose of this thesis: comparing non-
mixed- and mixed-initiative dialogues in terms of eciency. The second require-
ment is for computer dialogue simulation: if the initial and terminating condi-
tions, and knowledge for problem solving could not be represented by a computer
program, dialogue could not be simulated. The third requirement is necessary for
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eliminating the possibility of ascribing the simulation results to the peculiarities
of the adopted algorithm.
The above-mentioned requirements are used to examine the previous dialogue
tasks: the Map Task [3, 4, 47], pump assembly [33, 7, 24], Tangram [19], TRAINS
[38], travel arrangement [42], telephone shopping [42], dierence spotting [43],
crossword puzzle [56], three dimensional maze [55], appointment scheduling [42]
and route nding [37]. These tasks might not exhaust all the tasks proposed so
far, but seem to cover the major ones.
 Map Task :
The giver describes a route on a map so that the follower can replicate it
on his/her own map. The giver and the follower have dierent maps in that
some landmarks on the giver's map might not be on the follower's and vice
versa, and the landmarks whose positions are almost the same on the two
maps might have dierent names.
 Pump assembly :
An expert gives instructions to a novice on how to put named parts together
to make a toy pump.
 Tangram:
The director has tangram gures in a certain order, while the matcher with
the same tangram gures as the director, has them in a dierent order.
The task is for the director to give information to the matcher on how to
arrange the gures.
 TRAINS :
The agent is instructed to make a commodity delivery plan by rail trans-
portation using its partner's advice. The agent knows the connections be-
tween stations, the station names and commodities in the stations, while
the partner knows additional information such as the time necessary for
moving from one station to the other, and commodities a locomotive can
pull and carry. The partner is instructed to provide information the agent
does not know, and check whether or not the current plan will work, if
asked.
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 Travel arrangement :
Upon a customer's request, the agent provides information on sightseeing
sites, and/or arranges airline or hotel reservations.
 Telephone shopping :
The operator accepts a customer's order for goods listed in a shopping
catalogue.
In the Map Task, pump assembly, tangram, TRAINS, travel arrangement and
telephone shopping, the fact that the roles of the conversational participants are
xed makes it dicult to exibly control dialogue experiments concerning mixed
initiativeness. This fact prevents these tasks to meet the rst requirement.
 Crossword puzzle:
The participants are instructed to complete a crossword puzzle with given
clue information. The clue information is divided into two mutually ex-
clusive sets so that the participants need each other's help to nish the
puzzle.
 Dierence spotting:
Each participant is given a picture which is almost the same as the other's,
but dierent in several points. The participants are instructed to nd out
the dierences between their pictures.
 Three dimensional maze:
Each participant has a half maze divided by an irregular line around the
centre. In a maze, there exist routes, tunnels, steps and enemies who block
routes [58]. The participants are instructed to nd a route which goes from
one half to the other half.
The task of the crossword puzzle, dierence spotting and three dimensional maze
do not prevent experimenters to control mixed initiativeness of dialogue exper-
iments. However, in the crossword puzzle, association between a clue and an
answer word is not known, so an association table linking a clue to an answer
word needs to be carefully prepared to control mixed initiativeness. This is ex-
tremely dicult, even if not impossible. In the picture matching, pictures need to
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be decomposed into discrete parts with location information. Furthermore, algo-
rithms for nding out non-matching parts are not known except for enumerating
parts one by one. In the three dimensional maze, communication is expected to
occur only about a juncture between the two maps, since agents cannot know
each other's map but the juncture. For this task, not only modelling the pictures
by a computer is dicult, but also a problem solving algorithm is not known. It
might be possible to adopt the crossword puzzle, the dierence spotting or the
three dimensional maze as the task for this thesis, but a task which does not need
modications would be more desirable.
 Appointment scheduling:
The participants are instructed to nd out the time of their meeting without
changing each other's given schedules.
 Route nding :
Both conversational agents have train route maps showing the connections
among stations. These maps have start and goal stations; the map one agent
has might be dierent from that of the other concerning station names and
connections between stations: The stations whose positions are the same
on the two maps might have their names written on one map, but not on
the other; the connection between two stations on one map might not be
on the other. Under these circumstances, the agents are asked to nd the
shortest connected path from start to goal stations, where the path must
be connected on both maps.
The appointment scheduling and route nding tasks also permit experimenters
to control mixed initiativeness of dialogue, and do not need any modications for
computer simulation. For the appointments scheduling task, there are no estab-
lished algorithms except for one-by-one checking, whereas for the route nding
task, the problem solving can be formalised as graph search. Thus, based on the
above-mentioned requirements, the route nding task is chosen to be used in this
thesis.
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3.2 Local Dialogue Structures for Comparing
Non-Mixed- and Mixed-Initiative Dialogues
3.2.1 Patterns of initiative change
From the viewpoint of dialogue initiative, an information exchange consists of
two kinds of utterances: those requesting the partner to respond and those made
in response to the partner's utterances, as observed by Whittaker and Stenton
[82]. This distinction has also been made in conversational analysis [65, 50] and
discourse analysis [70, 29, 74, 27, 73].
Let the former and the latter utterances be named initiating utterances and





mixed- and mixed-initiative dialogues are modelled using a sequence of initiating
and responding utterances. In non-mixed-initiative dialogues, one conversational
participant (A) always takes the initiative over the other participant (B). Thus
the pattern of an information exchange for non-mixed-initiative dialogue is a
sequence of A's initiating utterances U
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In mixed-initiative dialogues, both conversational agents take the initiative at
occasions. Pattern (4) shows an extreme case of mixed-initiative dialogue, where
conversational participants A and B take the initiative at every possible occasion:
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rstly, A takes the initiative; secondly, B responds to A's initiated utterance and
initiates an utterance in the same turn; thirdly, A responds to B and initiates an























In some cases, a conversational participant cannot respond before making a clar-
ication about the partner's initiating utterance, since the initiating utterance
might be ambiguous or might not include enough information to respond. Hence,
the patterns of information exchanges for non-mixed- and mixed-initiative dia-
logues need to be revised to allow clarications following initiating utterances.
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This distinction between non-mixed- and mixed-initiative dialogues can be
realised by a switch for the second speaker dictating that in the former case, s/he
only responds to the rst speaker's utterance, while in the latter, s/he initiates a
new utterance in addition to responding to the rst speaker. In mixed-initiative
dialogue, the initiative the speaker (rst or second) takes dynamically changes
and, thus, this switch is meaningful to the rst speaker as well as the second. For
referring to this switch, the former and the latter are named passive and active
communicative modes, respectively.
Comparison of initiative change with previous communicative modes
 Shadbolt(CM) [68] and Carletta [11, 12]:
In the Map Task dialogue [3], almost all exchanges can be predicted to be
of non-mixed-initiative type, because one agent (giver) plays a predomi-
nant role over the other (follower) due to experimental settings. Thus it
is reasonable for their research purposes that they do not have the mode
related to the initiative change. If the mode would be newly created, then
it would go into discourse planning parameters which concern discourse
organisation.
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 Walker [78, 79, 80, 81] and Guinn [35, 36]:
Their modes give rise to mixed-initiative exchanges like proposal-proposal
and questioning-questioning in some parts of the dialogues, which are de-
termined by the knowledge distribution setting in the tasks. To compare
mixed- and non-mixed-initiative dialogues, it is necessary to switch the
mode concerning the dialogue initiative independently of task knowledge.
3.2.2 Variable communicative modes for the patterns of
initiative change
There are two possible variations of initiative change patterns: those concerning
utterance types and those concerning the number of information units.
Variations of utterance types: Whittaker and Stenton [82] classied ut-
terance types into four kinds: assertions , commands, questions and prompts,
repeated as table 3.1.
Table 3.1. Summary of Whittaker and Stenton's utterance types
Utterance types Summary
Assertions Declarative utterances used to state facts. Yes or no
answers to questions
Commands Utterance intended to instigate action in their audience
Questions Utterances intended to elicit information from the audi-
ence
Prompts Utterances which do not express propositional content
such as \Okay" and \Uh-huh. . . "
Initiating and responding utterances can be instantiated to commands, questions
or assertions and prompts or assertions, respectively. For the route nding task,
agents do not use assertions as initiating utterances because assertions can be in-
terpreted as commands or questions in our experimental setting. Since prompts
relate to the real time aspect of spoken dialogue, and there is no approved the-
ory which can predict when people use prompts, these are omitted from both
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mixed- and non-mixed-initiative dialogues in order not to aect the comparison
of dialogue eciency.
To determine the distinction of utterance types between commands and ques-
tions in initiating utterances, audacious and cautious modes are introduced. In
cautious mode, the speaker checks all preconditions of intended actions that are
not shared by the partner. In audacious mode, s/he proposes intended actions
to the partner without checking the preconditions. For the route nding task,
the intended actions and the preconditions correspond to route proposals and
route connection: in audacious mode, an agent proposes a route without check-
ing whether or not the connections of the proposed route, while in cautious mode,
an agent checks all the connections of a route before proposing it.
Variations of the number of information units in a turn: So far there
has been assumed to exist one initiating or responding utterance in a turn except
for mixed-initiative exchanges, in which a turn consists of one responding and one
initiating utterance. In principle, a turn can include any number of initiating and






















































































Stepwise and rash modes are introduced to distinguish the dierences in the
number of utterances in initiation and response. In stepwise mode, the speaker
initiates a single utterance about the next action or some steps of actions for
goal achievement. In rash mode, the speaker builds a larger chunk of content,
sometimes containing all actions to achieve a goal.
Comparison of utterances types and the number of information units
in a turn with the previous communicative modes
 Shadbolt and Carletta:
Their dierence mode has the same eect as the distinction between au-
dacious and cautious modes. That is, an agent in cautious mode (or their
low risk mode) tries to conrm information which s/he does not share with
the partner, while an agent in audacious mode (or their high risk mode)
does not care about possible dierences of knowledge between his/hers and
the partner's. However, in the Map Task, most of the turns do not contain
multiple information units. The reason might be that for the follower, un-
derstanding the giver's instruction and describing a route at the same time
is cognitively overloaded.
 Walker:
In her task domain, the basic pattern of interaction is proposal-(compliance
/slash rejection, proposal) and both agents share the information on the
domain, so they do not have to request the partner to acquire information.
She prepared modes to augment a turn with an additional information
unit to help the partner overcome limitations on memory and inferential
capabilities for the partner. However, unlike the stepwise and rash modes
proposed here, her additional information unit is auxiliary to main steps of
proposal or acceptance, and can be grouped with a main step into one unit
from the viewpoint of information exchange.
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 Guinn:
His summary mode seems to create multiple information units in a turn,
however, a summarisation is a response to a dialogue segment, not to an
utterance. This thesis concerns local dialogue structures and thus his sum-
mary mode is outside the scope of this thesis.
3.3 Human Dialogue Examples of the Proposed
Communicative Modes
The previous section theoretically derived possible variations of local dialogue
structures for computer dialogue simulation. These variations are supposed to
reect the characteristics of human dialogues at some abstract level; otherwise,
the results of computer dialogue simulation based on these local dialogue struc-
tures could not be related to the nature of human dialogues. This section exam-
ines human dialogues to prove that the local dialogue structures derived in the
previous section are actually observed in the human dialogues.
Dr. Yasuharu Den and the author of this thesis collected Japanese dialogue
data on the route nding task. In spoken dialogue, conversational participants
often use colloquial expressions and/or reduced word forms, which are sometimes
dicult to decode for non-native speakers. Furthermore, in analysing a spoken
dialogue, it is sometimes important to understand the nuances of utterances or the
atmosphere where the conversational participants nd themselves, both of which
are implicitly shared or encoded. The reason for using Japanese dialogue data in
this thesis is to avoid or lessen the probabilities of misinterpreting utterances in
the data.
The Japanese dialogue data on the route nding task are collected under
two dierent experimental settings. In one experimental setting, the conversa-
tional participants communicate with each other through keyboards using the
Unix `talk' command, where they cannot see each other (i.e., in a non-eye con-
tact condition). The experimental subjects are researchers of ATR Interpreting
Telecommunications Research Laboratories and students of the Graduate School
of Information Science, Nara Institute of Science and Technology, ranging from
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mid-twenties to mid-thirties in age. For this setting, 13 dialogues (12 male-male
pairs and 1 male-female pair) were collected. In the other setting, the conver-
sational participants talk to each other in a non-eye contact condition (they are
physically separated with a board). The conversations are recorded in a box
room with two compact DAT players, whose microphones are attached to each
conversational participant and with three videocameras, with one used to record
the faces of the participants from the side and the other two used to record their
hands and maps. The subjects are university students or graduates, ranging from
eighteen to thirty-nine in age (the average age is about twenty-four). In this set-
ting, 90 dialogues were collected, with 30 male-male, 30 female-female and 30
male-female dialogues.
Examples (9) through (12) are information exchanges from these Japanese
human dialogues about the route nding task, shown in English translation.
Example (9) shows an exchange where speaker A takes cautious mode, since
s/he checks all preconditions, that is, route connections before proposing a route
from Tokyo to Utsunomiya. Example (10) shows the exchange where speaker A
takes audacious mode, since s/he proposes a route from Tokyo to Naha without
checking the preconditions.
(9) A: Are there stations Kofu and Shizuoka on your map?
B: Yes, there are.
A: Is Toyama located at the left of Shizuoka?
B: Yes, it is.
. . .
A: Please go from Tokyo to Utsunomiya through Kofu, Shizuoka and
Toyama.
. . .
(10) A: How about a route from Tokyo to Naha?
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B: Where is Naha?
A: It's between Morioka and Fukushima.
B: I can, but I do not know the name of the stop between Kofu and
Chiba.
A: It's Shizuoka.
B: Ok. I will go to Naha.
Examples (9) and (10) show exchanges in stepwise mode as well as cautious
and audacious modes. Example (11) shows an exchange where speaker B takes
rash mode, since s/he queries the route connection between Nagano and Morioka,
and the station name two stops above Tokyo in the same turn. Example (12)
shows an exchange where speaker B takes rash mode, since s/he replies to A's
rash proposal and proposes another route from Naha to Osaka. For the variation
of utterance types, examples (11) and (12) illustrate a contrast between cautious
and audacious modes.
(11) A: . . . Is Naha directly connected to Tottori?
B: Yes (Naha is directly connected to Tottori).
Is Nagano connected to Morioka?
Which station is two stops above Tokyo?
(12) A: How about a route from Tokyo, Kofu, Tottori, Nagasaki, Maebashi,
Nagano, Saga, Takamatsu to Osaka?
B: Naha is not connected to Nagasaki.
How about a route from Naha, Morioka, Saga, Takamatsu to Osaka?
Examples (9) and (10), and (11) and (12) show the contrast of the initiative
change: Exchanges (9) and (10) constitute non-mixed-initiative dialogue, respec-
tively, since the second speaker does not try to take the initiative (the second
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speaker is in passive mode); exchanges (11) and (12) constitute mixed-initiative
dialogue, respectively, since the second speaker tries to take the initiative (the
second speaker is in active mode).
The variations concerning the initiative change, the utterance types and the
number of information units in a turn are derived from theoretical considerations
on dialogue structures. The above examples verify that these variations appear
in real human dialogues. Since the causes of these variations are not known,
collected data might or might not include the variations, and, thus, the frequency
of the variations is not examined.
3.4 Summary
In this chapter, rstly, the dialogue task for this thesis was chosen by surveying
dialogue tasks in previous research, and the route nding task proved to be
the task which satises all the requirements. Secondly, non-mixed- and mixed-
initiative dialogues were characterised by sequences of information exchanges
consisting of initiating and responding utterances, and the switch of dialogue
initiative was shown to be capable of describing non-mixed- and mixed-initiative
dialogues. Furthermore, variations concerning the utterance type and the number
of information units in a turn and their switches were discussed. Lastly, human
dialogues were examined to conrm that the proposed dialogue variations are
not an artifact, but appear in real dialogue, serving to tie computer dialogue
simulation to human dialogue.
The modes proposed in this section are summarised for discussion in the
subsequent chapters:
 active and passive communicative modes:
in passive mode, an agent only responds to the partner's initiating utter-
ance, so a resultant exchange consists of a proposal/question and a response;
in active mode, an agent not only responds to the partner's initiating ut-
terance but also initiates a new utterance, which results in an exchange
consisting of a proposal/question and a response plus possibly a further
proposal/question.
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 audacious and cautious communicative modes:
in audacious mode, an agent proposes actions without checking the precon-
ditions; in cautious mode, an agent checks all the preconditions for actions
before proposing them.
 stepwise and rash communicative modes:
in stepwise mode, an agent makes a turn by a single information unit; in




This chapter explains an overall mechanism and a dialogue management algo-
rithm for computer dialogue simulation proposed and implemented in this the-
sis. For improving understandability, the algorithm is explained as three sub-
algorithms for handling the following variations.
 variations on initiative change (active mode vs. passive mode, i.e., non-
mixed-initiative exchanges vs. mixed-initiative exchanges)
 variations on the number of information units in a turn (stepwise mode vs.
rash mode)
 variations on utterance types (audacious mode vs. cautious mode)
4.1 An Overview of the Mechanism for Simu-
lating Mixed-Initiative Dialogue
Figure 4.1 shows the relationship among modules for our computer simulation
programs for Japanese task-oriented dialogue. The program consists of a program
manager, a parser, a dialogue manager and a generator. The program manager
is an interface between computer dialogue programs. It determines the start and
53
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the end of a dialogue and sends/receives natural language messages from/to the
parser and the generator. The parser analyses input utterances from the program
manager and passes the resultant logical form to the dialogue manager. The dia-
logue manager constructs a quasi logical form adequate for the current dialogue
situation using the output from the parser. The generator builds (surface) utter-
ances using the quasi logical form from the dialogue manager, and sends it to the
program manager. The parser and the generator were developed by Tashiro [75]
and Akamine [1], respectively, based on a Japanese-to-English speech translation
system. The program manager was developed by Den, which has been also used
in the contest for natural language dialogue systems, named DiaLeague organised
by Hasida et al. [37].
As in the researches of speech recognition and message understanding, com-
petition between dierent natural language dialogue systems or their algorithms
has been conrmed to contribute to the advance of the research. The purpose
of DiaLeague is to further the advance of the research on natural language dia-
logue systems by having them compete with each other. Another advantage of
the contest is to be able to avoid the monotony of dialogue created by various
independent computer systems. To cope with this imposed variety, the systems
should be designed to be able to handle a variety of input. Complex systems
like dialogue systems can be evaluated module by module or as a whole system
by certain subjective or objective criteria. In DiaLeague, systems are evaluated
wholly (a black-box approach) using an objective criterion. The reasons for their
decision are as follows:
 A black box approach:
The aim of the evaluation is to check whether a dialogue system can prop-
erly initiate utterances and respond to the partner's utterances, not how
the system process them. In this sense, a black-box approach to evaluation
is a natural choice. Furthermore, building a proper dialogue system needs
developing proper (sub)modules and thus evaluating a system as a whole
can amount to indirectly evaluate its modules. Evaluating the modules re-
quires the organisers of the contest to create a standard division of modules
and the standard interfaces between the modules. They expect that this
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kind of standardisation will naturally emerge at the time when the contest
is matured.
 An objective criterion:
A criticism is often made that a subjective criterion like the one used in the
Loebner prize could not bring about proper techniques for improving dia-
logue systems. In the Loebner prize, human judges converse with dialogue
systems and evaluate how the systems behave to simulate the behaviour of
human beings. The organisers of DiaLeague pointed out that the contes-
tants for the Loebner prize tend to resort to shallow techniques to cheat
human judges like creating typos intentionally, instead of facing the real
challenges of dialogue systems. By contrast, DiaLeague uses the number of
characters or words as the basis of its evaluation criterion, which is adopted
in this thesis for dierent reasons as explained in Chapter 1.
So far there have been three DiaLeague contests, the rst of which took place
to publicize the idea of the contest. Whether the contests were successful or not
seems to be too early to judge. However, we can at least say that DiaLeague
contributed to increase the public awareness of the need for the evaluation for
advancing research on dialogue systems.
In this thesis, a dialogue manager is proposed and implemented using about
4000 lines of LISP code. As shown in Figure 4.2, the dialogue manager consists of
the LF recogniser, the problem solver, the LF generator, the stack, the database
and the execution history.
In Figure 4.2, the execution ow of the dialogue manager is indicated by a
bold line: the LF recogniser and generator are called in order; if the dialogue
manager is the rst speaker, then the LF recogniser does nothing but pass the
control to the LF generator. In the previous approaches to computer dialogue
simulation, a task planner mainly controls the dialogue manager: it calls a con-
versational planner for interaction, and builds a planning tree for the task and
conversational plans for recording an execution history. In the dialogue manager
for this thesis, a conversation-handling program is separately built from a task-
handling program and takes control of the execution of the dialogue. That is, the
conversation-handling program calls the task-handling program when it needs
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the next action or plan at the task level of execution or communication. By this
change of main control, the dialogue manager can work with any task-handling
program as long as the latter can provide the next action or plan at the task level
whenever the conversation-handling program requests it to do so. This enables us
to simplify the control of the dialogue manager, making it easily transportable to
another task domain. Suppose we make the setting of the route nding task more
complicated by assigning the conversational participants non-equivalent sets of
stations. In this setting, they need to add new stations dynamically when one
agent realises that the partner has a station which the agent does not have.
Even for this change of the setting, our conversation-handling program can work
without change, while the task-handling program needs to be modied to handle
stations which exist in its own map, but does not on the other's map, and vice
versa.
The LF recogniser transforms quasi logical forms (QLFs) to logical form (LFs)
and classies the partner's LF into initiating and responding ones using the
stack. In the route-nding task, a QLF may include indexical expressions such
as \above" and \left of" to indicate the location of a station. The LF recogniser
converts such an indexed expression to the name of a station.
The problem solver makes a problem-solving plan or a solution for a given goal
based on the database and the execution history. In the case of the route-nding
task, the plan and the database correspond to a route from the start to the goal
station and the map information such as route connections and the names of the
stations. The execution history consists of the negotiated route from the start
of a dialogue to the current station, and the negotiated knowledge about route
connections and the names of stations.
The LF generator makes LFs in response to the partner's LFs as well as
making initiating LFs including those for clarications: for a response, the gen-
erator examines the partner's LFs and creates the answer or the clarication; for
an initiation, it creates LFs according to the content of the database, the exe-
cution history, the output of the problem solver and the communicative modes
explained in Chapter 3. The generator transforms the resultant LFs into QLFs
for the surface utterance generator.















Figure 4.1. A module diagram of the computer dialogue simulation program.
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Figure 4.2. A module diagram of the dialogue manager for the computer dia-
logue simulation program.
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Logical forms The (quasi) logical forms in this thesis are developed jointly
by Den, Tashiro, Akamine and the author of the thesis, who built the program
manager, the parser, the generator and the dialogue manager, respectively.
The (quasi) logical form consists of multiple lists, each element of which is
composed of an utterance type, a variable list and a proposition. The multiple
lists are taken to mean that each list is connected by the logical connective `and'.
The utterance types are based on the classication byWhittaker and Stenton [82].
The variable list holds variables representing unknown objects. The proposition
consists of a domain action, its arguments, and a polarity. Table 4.1 shows
examples of logical forms used for modelling dialogue on the route nding task.
For notation, special symbols are delimited by `*' and variables are started by `?'.
The utterance type takes `*command*', `*question*' or `*assertion*' to represent
a request and a query for an initiating (Q)LF and a reply for a responding (Q)LF;
The domain action takes `*go*', `*connect*', `*location*' or '*name*' to represent
an intended route, route connection, the position and the name of a station; The
arguments allow functional terms as well as simple terms: functional terms take
the form of (fn obj), which returns an object obtained by the application of
function fn to object obj. For example, with the expression \one stop above
Kyoto", `(above Kyoto)', is used to refer to the station located at a stop above
Kyoto. The polarity is '*yes*' or '*no*' to distinguish armative from negative.
In naturally spoken Japanese, the subject or who is speaking is normally omitted
for various reasons. If someone explicitly use `I' (`watashi' or `boku' in Japanese)
in expressing his/her opinion, we tend to think that s/he is placing an emphasis
on him/herself, or that s/he is considered to be a little childish or egocentric.
Hence, in the (quasi) logical forms, the subject is omitted and restored by the
dialogue manager, which is explained in section 4.2.
4.2 AMechanism for Handling Initiative Change
To compare non-mixed-initiative dialogue (NMID) and mixed-initiative dialogue
(MID), dialogue managers for both types of dialogue need to be prepared.
For mixed-initiative dialogues between agents of equal status, the initiative
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Table 4.1. Examples of the logical form for Japanese route nding task dialogues
Surface expression Corresponding logical form
I would like you go from P1 to P2. (( (*command* nil)
(*go* P1 P2 *yes*)))
I am going from P1 to P2 (( (*assertion* nil)
(*go* P1 P2 *yes*)))
Is P1 connected to P2? (( (*question* (?t))
(*connect* P1 P2 ?t)))
Where is P? (( (*question* (?y))
(*location* P ?y *yes*)))
What is the name of P? (( (*question* (?y))
(*name* P ?y *yes*)))
can freely change hands. Accordingly, a computer program for handling mixed-
initiative dialogue needs to have the functions of both advisory and instructional
systems. That is, it needs not only to create voluntary utterances but also respond
to the partner's, both of which may be accompanied by its own and the partner's
clarication questions.
In this section, conventional algorithms for handling non-mixed-initiative ex-
changes are described, and then extended to handle mixed-initiative exchanges.
In the next two sections, the algorithms are further extended to handle variations
concerning the number of information units in a turn and those concerning the
utterance types.
4.2.1 Algorithms for simulating non-mixed-initiative ex-
changes
A non-mixed-initiative exchange consists of an agent's initiating utterance and a
partner's responding utterance. For the agent and the partner to cooperatively
achieve a given goal, the agent must initiate an utterance and evaluate the part-
ner's response as well; the partner must evaluate the agent's initiating utterance
to make a response. At this level of abstraction, the top level algorithms for the
agent and the partner can be described as in Algorithms 4.1 and 4.2.
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Algorithm 4.1. Handling NMID for the agent (the rst speaker)
Step.1 Initiate an utterance.
Step.2 Wait for the partner's response.
Step.3 When receiving the response, evaluate it and revise relevant
databases.
Step.4 Repeat from step 1 through 3 until a goal is achieved.
Algorithm 4.2. Handling NMID for the partner (the second speaker)
Step.1 Wait for the agent's initiating utterance
Step.2 When receiving the initiating utterance, revise relevant databases
and evaluate the initiating utterance.
Step.3 Make a response to the utterance
Step.4 Repeat from step 1 through 3 until a goal is achieved.
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Since an initiating or a responding utterance might not carry enough informa-
tion, the agent and the partner sometimes need to make a clarication about each
other's utterances. The agent must respond to the partner's clarication question
by communicating his/her intent. The partner must make a clarication question
if the agent's utterance does not contain enough information to respond. Clari-
cations, in principle, can be nested ad innitum. To handle nested clarications,
a stack is used to match the utterances of the agent's and the partner's: when
the partner asks for clarication about an agent's initiating utterance,
1. the partner saves the agent's utterance and his/her clarication utterance
in order onto the stack,
2. the agent responds to the partner's clarication and pops the agent's orig-
inal utterance from the stack to wait for the partner's response; when re-
ceiving the response, the partner evaluates it.
3. if the partner thinks a further clarication is not necessary, s/he pops the
agent's original utterance from the stack and makes a response.
4. if the partner thinks a further clarication is necessary, s/he pushes the
agent's response onto the stack, makes a further clarication and pushes
his/her clarication onto the stack.
Algorithms 4.1 and 4.2 can be extended to Algorithms 4.3 and 4.4 with the
clarication handling steps.
4.2.2 An algorithm for simulating mixed-initiative exchanges
For mixed-initiative exchanges, the dialogue manager not only responds to the
partner's utterance but also initiates an utterance in the same turn. This means
that the manager must initiate an utterance and evaluate the partner's response
(algorithm 4.3), and evaluate the partner's initiating utterance and make a re-
sponse to it (algorithm 4.4). However, a simple combination of the agent's and
the partner's algorithms for non-mixed-initiative exchanges does not work for the
above-mentioned logical forms because the logical forms do not contain informa-
tion on speakers, or whom they are ascribed.
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Algorithm 4.3. Handling NMID with clarication for
the agent (the rst speaker)
Step.1 Initiate an utterance.
Step.2 Wait for the partner's response.
Step.3 When receiving the response, evaluate it.
Step.3.1 (The cases where the partner's response is a clarication)
Step.3.1.1 Push the initiating utterance onto the stack.
Step.3.1.2 Evaluate the partner's clarication.
Step.3.1.2.1 (The cases where the partner's clarication does not con-
tain enough information) Push the partner's clarication onto the stack,
make a further clarication and go to step 2.
Step.3.1.2.2 (The cases where the partner's clarication contains enough
information) Make a response to the partner's clarication.
Step.3.1.3 Pop the initiating utterance from the stack, and go to 2.
Step.3.2 (The cases where the partner's response is not a clarication)
Revise relevant databases and if the stack is not empty, pop the partner's
utterance from the stack and go to 3.1.2.
Step.4 Repeat from step 1 through 3 until a goal is achieved.
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Algorithm 4.4. Handling NMID with clarication for
the partner (the second speaker)
Step.1 Wait for the agent's initiating utterance.
Step.2 When receiving the initiating utterance, revise relevant databases
for the previous exchange.
Step.3 Evaluate the initiating utterance.
Step.3.1 (The cases where the initiating utterance does not contain
enough information)
Step.3.1.1 Push the initiating utterance onto the stack and make a clar-
ication.
Step.3.1.2 Wait for the agent's response.
Step.3.1.3 When receiving the agent's response, evaluate it.
Step.3.1.3.1 (The cases where the agent's response is a clarication)
Push the partner's own clarication onto the stack and go to step 3.
Step.3.1.3.2 (The cases where the agent's response is not a clarication)
Revise relevant databases.
Step.3.1.4 Pop the initiating utterance from the stack and go to step 3.
Step.3.2 (The cases where the initiating utterance contains enough in-
formation) Make a response to the agent's initiating utterance and if the
stack is not empty, go to step 3.1.2.
Step.4 Repeat from step 1 through 3 until a goal is achieved.
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When the dialogue manager is the rst speaker, and the partner initiates
a clarication about the manager's initiating LF, the manager must save the
partner's clarication question onto the stack. Furthermore if the manager makes
a clarication question about the partner's, the manager must also save his/her
own clarication about the partner's onto the stack. Accordingly, the stack is
piled up from the bottom in such an order that it contains the manager's LF, the
partner's clarication question, the manager's clarication question and so on.
When the dialogue manager is the second speaker, any clarication is rst made
by the manager and thus the bottom of the stack is the partner's initiating LF.
For a further possible clarication, the manager's clarication about the partner's
is stacked. Thus the dialogue manager must carefully handle the content of the
stack so as not to be confused about when s/he initiated or responded.
To determine the speaker of an utterance in the stack, the simple combina-
tion algorithm is revised to always keep the manager's initiating LF as the top
element of the stack. That is, for generation, the manager pushes his/her own
initiating LF onto the stack. For recognition, if the stack is not empty, the man-
ager recognises the partner's LF as a response to the top element of the stack
(the manager's previously-made initiating LF). And if the stack is still not empty
after popping the top element, the manager interprets the next top element of
the stack to be the partner's initiating LF to make a response. Consequently,
either the remaining stack is empty or its top element remains the manager's LF.
Algorithm 4.5 shows the algorithm equipped with this clarication mechanism
for a mixed-initiative dialogue manager (In the dialogue manager in this thesis,
there are two sub-modules to handle initiating and responding utterances. Which
sub-module processes the logical form changes depending on the subject or the
speaker of a logical form determined by the above-mentioned stack mechanism,
Owing to this mechanism, the subject of a logical form continues to be implicit
within the dialogue manager).
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Algorithm 4.5. Handling MID with clarication
Step.1 (The cases where the manager is the rst speaker at the start)
Initiate an utterance and push it onto the stack.
Step.2 Wait for the opponent's response.
Step.3 When receiving the response, pop the original utterance from
the stack and evaluate the response.
Step.3.1 (The cases where the opponent's response is a clarication)
Step.3.1.1 Push his or her own initiating utterance back onto the stack.
Step.3.1.2 Go to step 6.
Step.3.2 (The cases where the opponent's response is not a clarica-
tion) Revise relevant databases, and if the stack is not empty, pop the
opponent's utterance from the stack and go to step 6.
Step.4 (The cases where the manager is the second speaker at the start)
Wait for the opponent's initiating utterance.
Step.5 When receiving the initiating utterance, revise relevant databases
for the previous exchange.
Step.6 Evaluate the partner's initiating utterance.
Step.6.1 (The cases where the opponent's initiating utterance does not
contain enough information)
Step.6.1.1 Push the opponent's initiating utterance onto the stack, make
a clarication, push the clarication onto the stack and go to step 2.
Step.6.2 (The cases where the opponent's initiating utterance contains
enough information) Make a response to the opponent's initiating utter-
ance. If the stack is not empty, go to step 2.
Step.7 Repeat from step 1 through 6 until a goal is achieved.
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4.2.3 A worked example
Figure 4.3 shows how the proposed algorithm for handling mixed-initiative ex-
changes works using an example. To eliminate irrelevant details from the execu-
tion ow of the algorithm, utterances are abstracted by the initiative, the speaker
and the number of a turn. The notational conventions are summarised below.
Examples of actual output by the implemented system are shown in the next
chapter.
 An utterance is represented as U .
 The initiative is represented by a superscript. Initiating and responding ut-
terances are abbreviated as I and R. Initiating and responding clarications
are abbreviated as CI and CR.
 The speaker is represented by a subscript (A or B).




Figure 4.3 shows the execution ow of the algorithm for an example of mixed-
initiative exchanges with clarication. The following conrms that the proposed
algorithm enables A and B to properly match initiating and responding utterances
by changing the content of the stacks.
1. A's initiating utterance U
I
A1
Speaker A initiates utterance U
I
A1
, and pushes it onto the stack.






, and B's initiating utterance U
I
B2
Speaker B evaluates A's utterance U
I
A1




ates a new utterance U
I
B2
, and pushes it onto the stack.




A pops the original utterance U
I
A1








, and make a clarication U
CI
A3
. A pushes B's initiating utterance U
I
B2
and his/her own clarication U
CI
A3
in order onto the stack.
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B pops his/her original utterance U
I
B2











. A pushes B's initiating utterance U
I
B2




in order onto the stack.
5. A's response U
R
A5
to B's original utterance U
I
B2
A pops his/her clarication U
CI
A3




pops B's initiating utterance U
I
B2
, and makes a response U
R
A5
to it. B pops
his/her initiating utterance U
I
B2




4.3 A Mechanism for Handling Variations Con-
cerning the Number of Information Units in
a Turn
To enable the algorithms for initiative exchanges to handle multiple information
units (LFs), it needs to be considered how to match an initiating utterance and
a responding utterance.
To make one-to-one correspondence between the parts of an initiating utter-
ance and a responding utterance, the stack used in the previous algorithms needs
to be extended to a stack whose elements have a structure such as a queue, a
stack or more generally, a graph. Using a stack of queues, an earlier initiating
utterance corresponds to an earlier responding utterance; a later initiating ut-
terance to a later responding utterance. Using a stack of stacks (equivalent to
a stack), an earlier initiating utterance corresponds to a later responding utter-
ance, in reverse order of correspondence to using a stack of queues. Using a graph
structured stack, any order of correspondence between an initiating utterance and
a responding utterance is allowed. Selecting the right type of stack element is an
empirical question, and will be discussed for the route nding task.
In a sequence of information units, some unit(s) might presuppose the truth
of the other unit(s) (unit dependency). In the cases where there is no unit depen-
dency, a response to initiating utterances can be made simply by answering each



























(5) A: U  RA5
(2) B: RUB2 UB2
I
(A1) Initiate & Push U
(B2−1) Evaluate U    & 
               Make a response U    to U
(B2−2) Initiate & Push U
(A3−2) Push U    & U
(B4−1) Pop U    & Evaluate U
(B4−2) Push U    &
              Make a response U    to U 
(A5−1) Pop U    & Evaluate U
(A5−2) Pop U    &
              Make a response U    to U 










(A3−1) Evaluate U    &












































Figure 4.3. Execution snapshots of the proposed algorithm on an example of
MID
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initiating utterance independently, while in the cases where the units are depen-
dent on each other, however, if some unit needs a clarication or is negatively
responded to, the remaining units do not have to be processed, because the truth
of the unit is presupposed by the remaining unit(s). Hence, if a negative unit is
recognised in the phase of evaluating initiating utterances, the remaining units
can be abandoned; if some unit needs a clarication, the unit and the remaining
units must be temporarily saved onto the stack for the cases where the partner
positively resolves the clarication question.
In the route-nding task, an information unit corresponds to a route between
two adjacent stations (unit route). If the agent proposes a route from the start
to the goal, the route consists of multiple unit routes, each of which presup-
poses the preceding unit routes. Thus, for computer dialogue simulations of the
route-nding task, the previous algorithm for mixed-initiative exchanges must be
extended to handle unit dependency.
In exchange (13) taken from a human dialogue on a route nding task, the
questions by speaker A are answered in order by speaker B. This also holds
in example (14) taken from a human dialogue on scheduling a meeting [62].
Therefore, a stack of queues is adopted to make a one-to-one correspondence
between the parts of an initiating utterance and a responding utterance.
The algorithm needs to be changed to be able to handle the cases where there
is backward unit dependency or no unit dependency (or random unit dependency)
between units. This can be easily realised by changing the data structure for the
elements of a stack from a queue to a stack or a graph, depending on the type of
dependency.
(13) A: Which station is a stop below Wakayama?
Is that station connected to Fukui through Fukuoka and Mito?
B: A stop below Wakayama is Kochi.
Kochi is connected to Fukui through Fukuoka and Mito.
(14) A: When can we meet next week?
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B: Tuesday afternoon looks good.
I could do it Wednesday morning too.
A: Tuesday I have a class from 12:00-1:30.
But the other day sounds good.
The previous algorithms for non-mixed- and mixed-initiative exchanges are
extended to handle multiple information units in Figure 4.6, 4.7 and 4.8.
4.3.1 A worked example
Figure 4.4 shows the execution ow of the algorithm for an example of mixed-
initiative exchanges consisting of multiple information units with clarication.
The following conrms that the extended algorithm can match initiating and
responding utterances correctly.
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Algorithm 4.6. Handling multiple information unit NMID
with clarication for the agent (the rst speaker)
Step.1 Initiate a given number of utterances and make a queue of
them.
Step.2 Wait for a queue consisting of the partner's responses.
Step.3 When receiving the partner's queue, evaluate the partner's
utterance in the queue one by one until the queue is empty.
Step.3.1 (The cases where the partner's response is a clarication)
Step.3.1.1 Make a new queue from the utterance claried and the
remaining utterance in the queue, and push the new queue onto the
stack.
Step.3.1.2 Evaluate the partner's clarication.
Step.3.1.2.1 (The cases where the partner's clarication does not
contain enough information) Push the partner's clarication onto
the stack, make a further clarication and go to step 2.
Step.3.1.2.2 (The cases where the partner's clarication contains
enough information) Make a response to the partner's clarication.
Step.3.1.3 Pop the initiating utterance from the stack, and go to
2.
Step.3.2 (The cases where the partner's response is not a clari-
cation)
Step.3.2.1 (The cases where the partner's response is positive)
Revise relevant databases and if the stack is not empty, pop the
partner's utterance from the stack and go to 3.1.2.
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Step.3.2.2 (The cases where the partner's response is negative)
Abandon the queue, revise relevant databases and go to step 4.
Step.4 Repeat from step 1 through 3 until a goal is achieved.
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Algorithm 4.7. Handling multiple information unit NMID
with clarication for the partner (the second speaker)
Step.1 Wait for a queue consisting of the agent's initiating utter-
ances.
Step.2 When receiving the queue, revise relevant databases for the
previous exchange.
Step.3 Evaluate an initiating utterance in the queue one by one
until the queue is empty or the response is negative.
Step.3.1 (The cases where the initiating utterance does not con-
tain enough information)
Step.3.1.1 Make a new queue from the utterance claried and the
remaining utterances in the queue, push the new queue onto the
stack and make a clarication.
Step.3.1.2 Wait for the agent's response.
Step.3.1.3 When receiving the agent's response, evaluate it.
Step.3.1.3.1 (The cases where the agent's response is a clarica-
tion) Push the partner's own clarication onto the stack and go to
step 3.
Step.3.1.3.2 (The cases where the agent's response is not a clari-
cation) Revise relevant databases.
Step.3.1.4 Pop the queue from the stack and go to step 3.
Step.3.2 (The cases where the agent's initiating utterance contains
enough information)
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Step.3.2.1 Make a response to the agent's initiating utterance and
if the stack is not empty, go to step 3.1.2.
Step.4 Repeat from step 1 through 3 until a goal is achieved.
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Algorithm 4.8. Handling multiple information unit MID with clarication
Step.1 (The cases where the manager is the rst speaker at the
start) Initiate a given number of utterances, make a queue of them
and push it onto the stack.
Step.2 Wait for a queue consisting of the opponent's responses.
Step.3 When receiving the partner's queue, pop the original queue
from the stack and evaluate the opponent's response in the queue
one by one until the queue is empty.
Step.3.1 (The cases where the opponent's response is a clarica-
tion)
Step.3.1.1 Push his or her own initiating utterance back onto the
stack.
Step.3.1.2 Go to step 6.
Step.3.2 (The cases where the opponent's response is not a clari-
cation)
Step.3.2.1 (The cases where the opponent's response is positive)
Revise relevant databases and if the stack is not empty, pop the
opponent's utterance from the stack and go to 6.
Step.3.2.2 (The cases where the opponent's response is negative)
Abandon the queue, revise relevant databases and go to step 7.
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Step.4 (The cases where the manager is the second speaker at
the start) Wait for a queue consisting of the opponent's initiating
utterances.
Step.5 When receiving the opponent's queue, revise relevant databases
for the previous exchange.
Step.6 Evaluate the opponent's initiating utterance.
Step.6.1 (The cases where the opponent's initiating utterance does
not contain enough information)
Step.6.1.1 Make a new queue from the utterance claried and the
remaining utterances in the queue, push the new queue onto the
stack, make a clarication, push the clarication onto the stack and
go to step 2.
Step.6.2 (The cases where the opponent's initiating utterance con-
tains enough information) Make a response to the opponent's initi-
ating utterance. If the stack is not empty, go to step 2.
Step.7 Repeat from step 1 through 6 until a goal is achieved.
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Figure 4.4. Execution snapshots of the proposed algorithm for multiple infor-
mation units on an example of MID
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4.4 A Mechanism for Handling Variations Con-
cerning Utterance Types
So far the algorithm for handling mixed-initiative exchanges has been proposed
and extended to handle multiple information units in a turn, but details of how
utterances are processed have been taken up for clarity of algorithm description.
In this thesis, the distinction as to utterance types only concerns command (or
request, proposal) and question. For generation, to distinguish between the utter-
ance types, the communicative modes of audacious and cautious are introduced:
in audacious mode, on one hand, the manager does not check whether or not
the preconditions hold and proposes actions for goal achievement; in cautious
mode, on the other hand, the manager checks all preconditions for the actions to
be proposed. In the route nding task, actions and preconditions correspond to
route proposal and route connection, respectively. For recognition, the manager
needs to take dierent actions for dierent utterance types: for questions, the
manager searches the database and the execution history for the facts to answer
the partner; for proposals, the manager examines his/her current plan to check if
the partner's proposal can be accepted. Algorithms 4.9 and 4.10 show generation
and recognition algorithms for handling variations concerning utterance types.
4.5 Summary
This chapter explained an overall mechanism and dialogue management algo-
rithms for handling initiative change, multiple information units in a turn, and
dierent utterance types in mixed-initiative exchanges. For initiative change, the
algorithm for mixed-initiative exchanges was constructed on the basis of a com-
bination of the algorithms for non-mixed-initiative changes by revising a stack
handling mechanism. In order to handle multiple information units, a stack of
queues was introduced to match initiating and responding utterances. As to
generating dierent utterance types, the modes of audacious and cautious were
introduced. And for recognition of dierent utterance types, dierent actions
were specied. In the next chapter, how the proposed algorithms work will be
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shown using actual system output.
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Algorithm 4.9. Generation of utterances with dierent utterance types
Step.1 Determine if the communicative mode is audacious or cautious.
Step.2 (For the audacious mode) Make a command (or request) for the
partner to perform a given number of actions proposed by the problem
solver.
Step.3 (For the cautious mode)
Step.3.1 (The cases where all preconditions have been already conrmed
to be true) Make a request for the partner to perform the actions.
Step.3.2 (The cases where there exist preconditions which have not been
conrmed to be true) Make a question for the partner whether or not non-
negotiated preconditions for a given number of actions hold in the partner's
database.
Algorithm 4.10. Recognition of utterances with dierent utterance types
Step.1 Determine if the partner's response is a command or a question.
Step.2 (For commands) Check the preconditions of the actions indicated
by the command or the request.
Step.2.1 (For the cases where some precondition does not hold) Make a
negative response (or assertion) about the partner's command or request.
Step.2.2 (For the cases where all the preconditions hold) Check the
partner's command or request against the current plan. If the current
plan includes the actions indicated by the partner's command or request,
make a positive response (or assertion). If not, make a negative response
(or assertion).
Step.3 (For the question cases) Check the database or the execution
history for the question.
Step.3.1 (For the cases where the database or the execution history
contains the answer) Make a positive response (or assertion).
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Step.4 (For the cases where the database or the execution history does
not contain the answer) Make a negative response (or assertion).
Chapter 5
Worked Examples
This chapter shows actual system output for the domain of the route nding task.
The output consists of natural language messages exchanged by two computer
dialogue managers based on the proposed and implemented algorithms. The task
is to nd the shortest common route from a start to goal station.
The maps for the computer dialogue simulation are shown in Figure 5.1 and
5.2.
 Both maps include 45 stations, 56 routes between adjacent stations and 3
stations whose names are unknown.
 The start and goal stations are indicated by a thick line rectangle: the start
is Tennoji, located at the bottom right and the goal is Kamishinjo, at the
top right.
 The computer dialogue managers need to compute candidates for the an-
swer route. These answer route candidates are used to explain why the
manager proposes, accepts or rejects some route. The initial answer route
candidates are shown by dotted lines. In this thesis, the manager computes
the shortest candidate route using given map information; however, it is
not dicult to change our program to compute a candidate route based
on other criteria. This is because each module in the dialogue manager is
separately implemented.
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 The current base station is used as a start point for proposing, accepting
or rejecting a route. On later maps, it is indicated by a dotted rectangle.
 Since the dialogue managers have stations whose names are unknown on
their maps, they might need to obtain information about the names of some
stations. To distinguish acquired station names from given ones, the former
are shown in italics, while the latter in roman font.
In what follows, actual system output is shown for non-mixed- and mixed-
initiative dialogues. For both types of dialogues, variations concerning the num-
ber of information units and those concerning the utterance types are also shown.
The variations are distinguished by the communicative modes explained in chap-
ter three: for the number of information units, stepwise handles one information
unit at a time, and rash handles multiple information units. In the following sec-
tions, example exchanges of at most three information units in a turn are shown
(since this number corresponds to the number of loops for utterance generation,
it is not dicult to change); for the utterance types, audacious proposes actions
without checking their preconditions, and cautious examines all the preconditions
for actions before proposing them. For understandability, the example exchanges
shown in this chapter are those where both agents take the same communicative
modes. This means that if agent A takes passive, stepwise and audacious modes,
then agent B also takes the same modes as A (Here if both agents take passive or
active mode, the resultant exchanges constitute non-mixed- and mixed-initiative
dialogue, respectively).
As our base case, whole dialogues in stepwise and audacious modes for non-
mixed- and mixed-initiative exchanges are shown and explained in terms of how
such exchanges are created. Then parts of dialogues in other modes are shown
to be compared with the base case. All output is originally Japanese; however,
only English translation is shown for readability for English speakers.















































































































































Figure 5.2. Speaker B's map for worked examples of non-mixed-initiative dia-
logue
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Table 5.1. A simulation result for non-mixed-initiative dialogue: stepwise and
audacious communicative modes
No Sp Utterance
1 A I would like you to go from Tennoji to Dobutsuenmae.
2 B (Ok.) I am going from Tennoji to Dobutsuenmae.
3 A I would like you to go from Dobutsuenmae to the stop at the left of
Dobutsuenmae.
4 B (Ok.) I am going from Dobutsuenmae to Daikokucho.
5 A I would like you to go from Daikokucho to Nanba.
6 B Where is Nanba?
7 A Nanba is the stop above Daikokucho.
8 B (Then) I am going from Daikokucho to Nanba.
9 A I would like you to go from Nanba to Shinsaibashi.
10 B (No.) I am not going from Nanba to Shinsaibashi.
11 A I would like you to go from Nanba to Yotsubashi.
12 B (No.) I am not going from Nanba to Yotsubashi.
13 A I would like you to go back from Nanba to Dobutsuenmae.
14 B (Ok.) I am going back from Nanba to Dobutsuenmae.
15 A I would like you to go from Dobutsuenmae to the stop below
Nipponbashi.
16 B (Ok.) I am going from Dobutsuenmae to Ebisucho.
17 A I would like you to go from Ebisucho to Nipponbashi.
18 B (Ok.) I am going from Ebisucho to Nipponbashi.
19 A I would like you to go from Nipponbashi to Nagahoribashi.
20 B (Ok.) I am going from Nipponbashi to Nagahoribashi.
continued on next page
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continued from previous page
No Sp Utterance
21 A I would like you to go from Nagahoribashi to Sakaisujihonmachi.
22 B (Ok.) I am going from Nagahoribashi to Sakaisujihonmachi.
23 A I would like you to go from Sakaisujihonmachi to Kitahama.
24 B (Ok.) I am going from Sakaisujihonmachi to Kitahama.
25 A I would like you to go from Kitahama to the stop below Ogimachi.
26 B (Ok.) I am going from Kitahama to Minamimorimachi.
27 A I would like you to go from Minamimorimachi to Higashiumeda.
28 B (No.) I am not going from Minamimorimachi to Higashiumeda.
29 A I would like you to go back from Minamimorimachi to
Sakaisujihonmachi.
30 B (Ok.) I am going back from Minamimorimachi to Sakaisujihonmachi
31 A I would like you to go from Sakaisujihonmachi to Honmachi.
32 B Where is Honmachi?
33 A Honmachi is the stop at the left of Sakaisujihonmachi.
34 B (Then) I am going from Sakaisujihonmachi to Honmachi.
35 A I would like you to go from Honmachi to Higobashi.
36 B (Ok.) I am going from Honmachi to Higobashi.
37 A I would like you to go from Higobashi to Nishiumeda.
38 B (Ok.) I am going from Hogobashi to Nishiumeda.
39 A I would like you to go from Nishiumeda to Umeda.
40 B (Ok.) I am going from Nishiumeda to Umeda.
41 A I would like you to go from Umeda to Juso.
42 B (Ok.) I am going from Umeda to Juso.
43 A I would like you to go from Juso to Nishinakajimaminamikata.
continued on next page
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continued from previous page
No Sp Utterance
44 B (Ok.) I am going from Juso to Nishinakajimaminamikata.
45 A I would like you to go from Nishinakajimaminamikata to Sozenji.
46 B (Ok.) I would like you to go from Nishinakajimaminamikata to
Sozenji.
47 A I would like you to go from Sozenji to Awaji.
48 B (Ok.) I am going from Sozenji to Awaji.
49 A I would like you to go from Awaji to Kamishinjo.
50 B (Ok.) I am going from Awaji to Kamishinjo.
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5.1 Computer Simulation of Non-Mixed-Initiative
Dialogue
5.1.1 Stepwise and audacious communicative modes
For a non-mixed-initiative dialogue, speaker B is supposed to only respond to
speaker A's initiating utterance. In stepwise and audacious communicative modes,
speaker A picks out a unit action without checking preconditions of the action.
For the route nding task, a unit action and the preconditions of the action cor-
respond to moving a unit route and the connection of the unit route, respectively.
Turn 1 through 8: At the rst and the second turns, speaker A proposes a
unit route from Tennoji to Dobutsuenmae station, and speaker B accepts A's
proposal, even though B's answer route candidate does not include the proposed
unit route. This is because B can re-calculate another answer route candidate
including A's proposal, as shown in Figure 5.4.
At the third and the fourth turns, A proposes a next unit route, and B accepts
the proposed route, because the route candidates of A's and B's are the same up
to Nanba. In this exchange, A uses an indexed expression, \the stop at the left
of Dobutsuenmae", since on A's map, there is no name on the target station,
Daikokucho, and B makes the station name explicit for A to learn.
At the fth turn, A proposes a next unit route from Daikokucho to Nanba,
but B makes a clarication question about the location of Nanba at the sixth
turn, because on B's map, there is no station named Nanba. At the seventh turn,
A explains the location of Nanba, which enables B to evaluate A's proposal. At
the eighth turn, B accepts the proposed unit route, since both candidate routes
include the unit route.
Figure 5.3 and 5.4 show the resultant maps after these exchanges: A's initial
route candidate does not change, while B's route candidate changes to a route
going through Dobutsuenmae. The reason why A does not re-calculate a route
candidate up to this point is that speaker A does not receive any negative in-
formation about route connection from speaker B; station names, Daikokucho
and Nanba, are acquired through communication by A and B, respectively; and
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Nanba becomes the current base station on both maps.
As you can see, the exchanges above (and below) seem to observe the Grician
maxims | those of Quantity, Quality, Relation and Manner |, however, as
explained in Chapter 4, there is no mechanism addressing the simulation of these
maxims. Rather, the system is working just to achieve the task goal based on its
given knowledge. In this sense, the properties specied by the Grician maxims
might be said to emerge from the goal-directed behaviour. This situation allows
us to simplify the design of the dialogue manager.
Turn 9 through 14: At the ninth and the tenth turns, speaker A proposes a
unit route from Nanba to Shinsaibashi, and speaker B refuses the proposed unit
route, because on B's map, Shinsaibashi is not connected to Nanba.
At the eleventh turn, A proposes another unit route from Nanba to Yotsubashi
based on his/her own re-calculated route candidate going through Yotsubashi. At
the twelfth, B again refuses the proposed unit route, because Yotsubashi is a dead
end, that is, it does not have any link except for one from/to Nanba.
At the thirteenth, A proposes to go back to Dobutsuenmae, because A's re-
calculated route candidate goes through Dobutsuenmae, which is the nearest
station from the current station, Nanba.
Turn 15 through 30: At the fteenth through the twenty-sixth turns, speakers
A and B negotiate six consecutive unit routes from Dobutsuenmae to Minami-
morimachi, because they have the same route candidate up to Minamimorimachi,
as shown in Figure 5.5 and 5.6. All the exchanges consist of A's proposal and
B's acceptance. In these exchanges, at the fteenth turn, A uses an indexed ex-
pression to refer to Ebisucho station, because A does not know the name of the
station. At the sixteenth turn, A learns the station name, since B understands
which station A refers to and explicitly states the station name, the same pattern
of the exchange as occurred at the third and the fourth turns.
At the twenty-seventh and the twenty-eighth turns, speaker A proposes a
unit route from Minamimorimachi to Higashiumeda, and speaker B rejects the
proposed unit route, because B does not have the unit route in his/her route
candidate. When A receives B's refusal, A re-computes a new route candidate







































































Figure 5.3. Speaker A's map after the eighth turn in the simulation of non-









































































Figure 5.4. Speaker B's map after the eighth turn in the simulation of non-
mixed-initiative, stepwise and audacious dialogue
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and proposes to go back to Sakaisujihonmachi at the twenty-ninth turn, which
is accepted by B at the thirtieth turn, for the same reason as at the thirteenth
turn.
Figure 5.5 and 5.6 show the resultant maps after both agents negotiate the
section from Dobutsuenmae to Sakaisujihonmachi. On both maps, the current
base is moved to Sakaisujihonmachi. A identies the location of Minamimori-
machi through clarication.
Turn 31 through 50: At the thirty-fth turn, speakers A and B reach the same
answer route candidate, although they do not know that fact. Hence, they need
to repeat exchanges of A's proposal of a unit route and B's acceptance to nally
reach the goal, Kamishinjo station. From the thirty-rst through thirty-fourth
turns, being the same as the exchanges from the fth through eighth turns, A
acquires the information on the name of the station unknown to A through B's
reply.
5.1.2 Stepwise and cautious communicative modes
Table 5.2 shows example exchanges of stepwise and cautious communicative
modes. In stepwise and cautious modes, a speaker checks all the preconditions
for the actions to be proposed. For example, in Table 5.2, at the rst and the
second turns, speaker A checks the connection of the unit route between Tennoji
and Dobutsuenmae before proposing it. From the fteenth through the twenty-
second turns, A rst tries to conrm the connection of the unit route between
Nanba and Shinsaibashi, and B lets A know that the unit route is not connected.
Then at the eighteenth turn A checks the connection of another unit route be-
tween Nanba and Yotsubashi. Although B positively veries the connection of
the proposed unit route at the nineteenth turn, B rejects A's proposal, because
B knows that there is no link from/to Yotsubashi except for one from/to Nanba.
5.1.3 Rash and audacious communicative modes
Table 5.3 shows example exchanges of rash and audacious communicative modes.
In rash and audacious modes, a speaker proposes multiple information units in









































































Figure 5.5. Speaker A's map after the nal turn in the simulation of non-mixed-









































































Figure 5.6. Speaker B's map after the nal turn in the simulation of non-mixed-
initiative, stepwise and audacious dialogue
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Table 5.2. A dialogue simulation example of non-mixed-initiative dialogue: step-
wise and cautious communicative modes
No Sp Utterance
1 A Is Tennoji connected to Dobutsuenmae?
2 B (Yes.) Tennoji is connected to Dobutsuenmae.
3 A I would like you to go from Tennoji to Dobutsuenmae.
4 B (Ok.) I am going from Tennoji to Dobutsuenmae.
5 A Is Dobutsuenmae connected to the stop at the left of Dobutsuenmae?
6 B (Yes.) Tennoji is connected to Daikokucho.
7 A I would like you to go from Dobutsuenmae to Daikokucho.
8 B (Ok.) I am going from Dobutsuenmae to Daikokucho.
9 A Is Daikokucho connected to Nanba?
10 B Where is Nanba?
11 A Nanba is the stop above Daikokucho.
12 B (Then) Daikokucho is connected to Nanba.
13 A I would like you to go from Daikokucho to Nanba.
14 B (Ok.) I am going from Daikokucho to Nanba.
15 A Is Nanba connected to Shinsaibashi?
16 B (No.) Nanba is not connected to Shinsaibashi.
17 A Is Nanba connected to Yotsubashi?
18 B (Yes.) Nanba is connected to Yotsubashi.
19 A I would like you to go from Nanba to Yotsubashi.
20 B (No.) I am not going from Nanba to Yotsubashi.
21 A I would like you to go back from Nanba to Dobutsuenmae.
22 B (Ok.) I am going back from Nanba to Dobutsuenmae.
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a turn without checking the preconditions. For example, in Table 5.3, at the
rst and the second turns, speaker A consecutively proposes the unit routes from
Tennoji to Nanba, and speaker B accepts the rst two unit routes from Tennoji
to Daikokucho, but makes a clarication about the location of Nanba to evaluate
A's proposal. After B acquires the information on the location of Nanba at the
third turn, B accepts A's proposal. At the fth and the sixth turns, B refuses A's
proposed unit routes from Nanba to Higobashi by informing A that B does not
nd any route to reach the goal from Shinsaibashi. The same kind of exchanges
occured at the seventh and the eighth turns. Then at the ninth turn, A re-
calculates an answer route candidate, and proposes to go back to Dobutsuenmae,
which is accepted by B at the tenth turn.
5.1.4 Rash and cautious communicative modes
Table 5.4 shows example exchanges of rash and cautious communicative modes.
In rash and cautious modes, a speaker checks all the preconditions of multiple
information units in a turn before proposing them. For example, in Table 5.4, at
the rst and the second turns, speaker A consecutively checks the connection of
the unit routes from Tennoji to Nanba, and speaker B positively answers about
the rst two unit routes from Tennoji to Daikokucho, but makes a clarication
about the location of Nanba to answer A's question. After B acquires the in-
formation on the location of Nanba at the third turn, B positively answers A's
question. After A checks all the connections of the unit routes, at the fth and
the sixth turns, A proposes the unit routes from Tennoji to Nanba, which are
accepted by B. A and B in rash and cautious modes exchange information in the
same way as those in rash and audacious modes except that in the former the
preconditions of the actions are checked before the actions are proposed; in the
latter actions are proposed without checking the preconditions.
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Table 5.3. A dialogue simulation example of non-mixed-initiative dialogue: rash
and audacious communicative modes
No Sp Utterance
1 A I would like you to go from Tennoji to Dobutsuenmae.
I would like you to go from Dobutsuenmae to the stop at the left of
Dobutsuenmae.
I would like you to go from the stop at the left of Dobutsuenmae to
Nanba.
2 B (Ok.) I am going from Tennoji to Dobutsuenmae.
(Ok.) I am going from Dobutsuenmae to Daikokucho.
Where is Nanba?
3 A Nanba is the stop above Daikokucho.
4 B (Then) I am going from Daikokucho to Nanba.
5 A I would like you to go from Nanba to Shinsaibashi.
I would like you to go from Shinsaibashi to Honmachi.
I would like you to go from Honmachi to Higobashi.
6 B I am not going from Nanba to Shinsaibashi.
7 A I would like you to go from Nanba to Yotsubashi.
I would like you to go from Yotsubashi to Honmachi.
I would like you to go from Honmachi to Higobashi.
8 B I am not going from Nanba to Yotsubashi.
9 A I would like you to go back from Nanba to Dobutsuenmae.
10 B (Ok.) I am going back from Nanba to Dobutsuenmae.
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Table 5.4. A dialogue simulation example of non-mixed-initiative dialogue: rash
and cautious communicative modes
No Sp Utterance
1 A Is Tennoji connected to Dobutsuenmae?
Is Dobutsuenmae connected to the stop at the left of Dobutsuenmae?
Is the stop at the left of Dobutsuenmae connected to Nanba?
2 B Tennoji is connected to Dobutsuenmae.
Dobutsuenmae is connected to Daikokucho.
Where is Nanba?
3 A Nanba is the stop above Daikokucho.
4 B (Then) Daikokucho is connected to Nanba.
5 A I would like you to go from Tennoji to Dobutsuenmae.
I would like you to go from Dobutsuenmae to Daikokucho.
I would like you to go from Dobutsuenmae to Nanba.
6 B I am going from Tennoji to Dobutsuenmae.
I am going from Dobutsuenmae to Daikokucho.
I am going from Daikokucho to Nanba.
7 A Is Nanba connected to Shinsaibashi?
Is Shinsaibashi connected Honmachi?
Is Honmachi connected to Higobashi?
8 B (No.) Nanba is not connected to Shinsaibashi.
9 A Is Nanba connected to Yotsubashi?
Is Yotsubashi connected to Honmachi?
Is Honmachi connected to Higobashi?
8 B Nanba is connected to Yotsubashi.
Where is Honmachi?
9 A Honmachi is the stop above Shinsaibashi.
10 B Yotsubashi is not connected to Honmachi.
11 A I would like you to go back from Nanba to Dobutsuenmae.
12 B (Ok.) I am going back from Nanba to Dobutsuenmae.
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Table 5.5. A simulation result for mixed-initiative dialogue: stepwise and au-
dacious communicative modes
No Sp Utterance
1 A I would like you to go from Tennoji to Shitennojimae.
2 B (No.) I am not going from Tennoji to Shitennojimae.
3 A I would like you to go from Tennoji to Dobutsuenmae.
4 B (Ok.) I am going from Tennoji to Dobutsuenmae.
I would like you to go from Dobutsuenmae to the stop at the left of
Dobutsuenmae.
5 A (Ok.) I am going from Dobutsuenmae to Daikokucho.
I would like you to go from Daikokucho to the stop above Daikokucho.
6 B (Ok.) I am going from Daikokucho to Nanba.
I would like you to go from Nanba to Shinsaibashi.
7 A (No.) I am not going from Nanba to Shinsaibashi.
8 B I would like you to go from Nanba to Yotsubashi.
9 A (No.) I am not going from Nanba to Yotsubashi.
10 B I would like you to go back from Nanba to Dobutsuenmae.
11 A (Ok.) I am going back from Nanba to Dobutsuenmae.
12 B I would like you to go from Dobutsuenmae to the stop below
Nipponbashi.
13 A (Ok.) I am going from Dobutsuenmae to Ebisucho.
I would like you to go from Ebisucho to Nipponbashi.
14 B (Ok.) I am going from Ebisucho to Nipponbashi.
I would like you to go from Nipponbashi to Nagahoribashi.
15 A (Ok.) I am going from Nipponbashi to Nagahoribashi.
continued on next page
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continued from previous page
No Sp Utterance
I would like you to go from Nagahoribashi to Sakaisujihonmachi.
16 B (Ok.) I am going from Nagahoribashi to Sakaisujihonmachi.
I would like you to go from Sakaisujihonmachi to Kitahama.
17 A (Ok.) I am going from Sakaisujihonmachi to Kitahama.
I would like you to go from Kitahama to Minamimorimachi.
18 B Where is Minamimorimachi?
19 A Minamimorimachi is the stop above Kitahama?
20 B (Ok.) I am going from Kitahama to Minamimorimachi.
21 A I would like you to go from Minamimorimachi to Ogimachi.
22 B (Ok.) I am going from Minamimorimachi to Ogimachi.
I would like you to go from Ogimachi to Tenjinbashisujiroku.
23 A Where is Tenjinbashisujiroku.
24 B Tenjinbashisujiroku is the stop above Ogimachi.
25 A (Ok.) I am going from Ogimachi to Tenjinbashisujiroku.
26 B I would like you to go from Tenjinbashisujiroku to Nakasakicho.
27 A (Ok.) I am going from Tenjinbashisujiroku to Nakasakicho.
I would like to go from Nakasakicho to Higashiumeda.
28 B (Ok.) I am going from Nakasakicho to Higashiumeda.
I would like you to go from Higashiumeda to Umeda.
29 A (Ok.) I am going from Higashiumeda to Umeda.
I would like you to go from Umeda to Juso.
30 B (Ok.) I am going from Umeda to Juso.
I would like you to go from Juso to Nishinakajimaminamikata.
31 A (Ok.) I am going from from Juso to Nishinakajimaminamikata.
continued on next page
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continued from previous page
No Sp Utterance
I would like you to go from Nishinakajimaminamikata to Sozenji.
32 B (Ok.) I am going from Nishinakajimaminamikata to Sozenji.
I would like you to go from Sozenji to Awaji.
33 A (Ok.) I am going from Sozenji to Awaji.
I would like you to go from Awaji to Kamishinjo.
34 B (Ok.) I am going from Awaji to Kamishinjo.














































































































































Figure 5.8. Speaker B's map for worked examples of mixed-initiative dialogue
CHAPTER 5. WORKED EXAMPLES 103
5.2 Computer Simulation of Mixed-Initiative Di-
alogue
5.2.1 Stepwise and audacious communicative modes
Turn 1 through 6: Table 5.5 shows example mixed-initiative exchanges of
stepwise and audacious communicative modes. In stepwise and audacious modes,
both speakers alternately take the dialogue initiative that they propose the route
from start to goal.
At the rst turn, speaker A proposes a unit route from Tennoji to Shiten-
nojimae, because on his/her map shown in Figure 5.7, the current answer route
candidate indicated by a dotted line includes the unit route. At the second turn,
speaker B rejects the proposed unit route, because on his/her map in Figure 5.8,
there is not a route going from Shitennojimae. At the third turn, A proposes a
new unit route from Tennoji to Dobutsuenmae, which is accepted by B at the
fourth turn. In the same turn , B also proposes a new unit route from Dobut-
suenmae to Daikokucho to take the dialogue initiative. In this utterance, B
describes Daikokucho as `the stop at the left of Dobutsuenmae', since on his/her
map, there is no station name, which is named `Daikokucho' on A's map. At
the fth turn, A accepts B's proposal, in which A explicitly mentions the name
of the station, `Daikokucho', for B to learn it, and proposes a new route from
Daikokucho to `the stop above Daikokucho', which is accepted by B at the sixth
turn. At the fourth through sixth turns, each speakers exchange information
in mixed-initiative manner, which is not observed in the previous simulation of
non-mixed-initiative dialogue.
Turn 6 through 13: At the second half of the sixth turn, B proposes a route
from Nanba to Shinsaibashi, but at the seventh turn, A rejects B's proposal, be-
cause on A's map, there is no direct connection between Nanba and Shinsaibashi.
At the eighth and ninth, B's proposal from Nanba to Yotsubashi is also rejected
by A, since there is no link from/to Yotsubashi except for one from/to Nanba.
Since on B's map, the shortest route from the start to the goal goes through
Dobutsuenmae, at the tenth turn, B proposes to go back to Dobutsuenmae to
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pursue his/her shortest route, which is accepted by A at the eleventh turn. From
Dobutsuenmae, B proposes a route to Ebisucho as `the stop below Nipponbashi'
at the twelfth turn, and A also accepts B's proposal at the thirteenth turn. Fig-
ures 5.9 and 5.10 shows the resultant maps after the twelfth turn.
Turn 13 and 20: At the second half of the thirteenth through seventeenth
turns, both agents take the dialogue initiative to exchange information, by which
both of them move from Ebisucho to Minamimorimachi. On B's map, there
is no station named Minamimorimachi, so B asks A about its location at the
eighteenth turn, which is answered by A at the following turn. By A's response,
B can locate Minamimorimachi, examine A's proposed route and accept it at
the twentieth turn. As shown in Figures 5.11 and 5.12, both agents are now at
Minamimorimachi, but have dierent route candidates from each other.
Turn 21 through 27: At the twenty-rst through twenty-seventh turns, A
and B reach Nakasakicho through information exchanges including A's clari-
cation about the location of Tenjinbashisujiroku. Here both agents recompute
their shortest routes upon each other's partner's proposal: From A's proposal
at the twenty-rst turn, B abandons the route going from Minamimorimachi to
Higashiuemda; from B's proposal at the twenty-sixth turn, A abandons the route
from Tenjinbashisujiroku to Kunishima. As such, both agents take a strategy of
locally minimising backtracking, which leads them to a nonoptimal solution from
the global viewpoint.
Turn 27 through 34: As shown in Figures 5.13 and 5.14, A and B's shortest
route coincide with each other. Hence, at the twenty-seventh through thirty-
fourth turns, A and B exchange information in a mixed-initiative way, which
nally allows them to nd the negotiated route.
5.2.2 Stepwise and cautious communicative modes
Table 5.6 shows example exchanges of stepwise and cautious communicative
modes. In stepwise and cautious modes, both speakers alternately take the dia-
logue initiative in checking all the preconditions for the actions and proposing the









































































Figure 5.9. Speaker A's map after the twelfth turn in the simulation of mixed-









































































Figure 5.10. Speaker B's map after the twelfth turn in the simulation of mixed-
initiative, stepwise and audacious dialogue









































































Figure 5.11. Speaker A's map after the twentieth turn in the simulation of











































































Figure 5.12. Speaker B's map after the twentieth turn in the simulation of
mixed-initiative, stepwise and audacious dialogue











































































Figure 5.13. Speaker A's map after the twenty-seventh turn in the simulation











































































Figure 5.14. Speaker B's map after the twenty-seventh turn in the simulation
of mixed-initiative, stepwise and audacious dialogue
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Table 5.6. A dialogue simulation example of mixed-initiative dialogue: stepwise
and cautious communicative modes
No Sp Utterance
1 A Is Tennoji connected to Dobutsuenmae?
2 B (Yes.) Tennoji is connected to Dobutsuenmae.
3 A I would like you to go from Tennoji to Dobutsuenmae.
4 B I am going from Tennoji to Dobutsuenmae.
Is Dobutsuenmae connected to Ebisucho?
5 A Where is Ebisucho?
6 B Ebisucho is the stop below Nipponbashi.
7 A (Then) Dobutsuenmae is connected to Ebisucho.
8 B I would like you to go from Dobutsuenmae to Ebisucho.
9 A I am going from Dobutsuenmae to Ebisucho.
Is Ebisucho connected to Nipponbashi?
10 B (Yes.) Ebisucho is connected to Nipponbashi.
11 A I would like you to go from Ebisucho to Nipponbashi.
12 B I am going from Ebisucho to Nipponbashi.
Is Nipponbashi connected to Nagahoribashi?
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actions. For example, in Table 5.6, at the rst through the third turns, speaker A
checks the connection of the unit route between Tennoji and Dobutsuenmae, and
proposes the unit route after receiving B's positive answer about the connection
of the unit route. At the fourth turn, B accepts A's proposed unit route, and
checks the connection of another unit route from Dobutsuenmae to Ebisucho.
At the fth through the seventh turns, A positively answers about B's proposed
unit route after making a clarication about the location of Ebisucho. At the
eighth and the ninth turns, B proposes the unit route from Dobutsuenmae to
Ebisucho, and A accepts B's proposal and checks the connection of another unit
route between Ebisucho and Nipponbashi.
5.2.3 Rash and audacious communicative modes
Table 5.7 shows example exchanges of rash and audacious communicative modes.
In these modes, both speakers propose multiple information units in a turn with-
out checking the preconditions, and respond to the partner's proposal as well. For
example, in Table 5.7, at the eleventh and twelfth turns, speaker A consecutively
proposes the unit routes from Dobutsuenmae to Nagahoribashi, and speaker B
accepts all the unit routes and proposes another consecutive unit routes from
Nagahoribashi to Minamimorimachi.
5.2.4 Rash and cautious communicative modes
Table 5.8 shows example exchanges of rash and cautious communicative modes.
In these modes, both speakers check all the preconditions of multiple information
units in a turn before proposing the units as well as responding to the partner's
proposal. For example, in Table 5.8, at the rst through the fourth turns, speaker
A checks all the connections of the unit routes from Tennoji to Nanba, and speaker
B positively answers about the connections of the unit routes after a clarication
about the location of Nanba. After conrming the connections of all the unit
routes, at the fth turn, A proposes the checked unit routes. At the sixth turn,
B accepts A's proposal and checks the connections of another unit routes from
Nanba to Sakaisujihonmachi.
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Table 5.7. A dialogue simulation example of mixed-initiative dialogue: rash and
audacious communicative modes
No Sp Utterance
1 A I would like you to go from Tennoji to Dobutsuenmae.
I would like you to go from Dobutsuenmae to the stop at the left of
Dobutsuenmae.
I would like you to go from the stop at the left of Dobutsuenmae to
Nanba.
2 B (Ok.) I am going from Tennoji to Dobutsuenmae.
(Ok.) I am going from Dobutsuenmae to Daikokucho.
Where is Nanba?
3 A Nanba is the stop above Daikokucho.
4 B (Then) I am going from Daikokucho to Nanba.
5 A I would like you to go from Nanba to Shinsaibashi.
I would like you to go from Shinsaibashi to Honmachi.
I would like you to go from Honmachi to Higobashi.
6 B (Ok.) I am not going from Nanba to Shinsaibashi.
. . .
11 A I would like you to go from Dobutsuenmae to the stop below Nippon-
bashi.
I would like you to go from the stop below Nipponbashi to Nippon-
bashi.
I would like you to go from Nipponbashi to Nagahoribashi.
12 B (Ok.) I am going from Dobutsuenmae to Ebisucho.
(Ok.) I am going from Ebisucho to Nipponbashi.
(Ok.) I am going from Nipponbashi to Nagahoribashi.
I would like you to go from Nagahoribashi to Sakaisujihonmachi.
I would like you to go from Sakaisujihonmachi to Kitahama.
I would like you to go from Kitahama to Minamimorimachi.
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Table 5.8. A dialogue simulation example of mixed-initiative dialogue; rash and
cautious communicative modes
No Sp Utterance
1 A Is Tennoji connected to Dobutsuenmae?
Is Dobutsuenmae connected to the stop at the left of Dobutsuenmae?
Is the stop at the left of Dobutsuenmae connected to Nanba?
2 B (Yes.) Tennoji is connected to Dobutsuenmae.
(Yes.) Dobutsuenmae is connected to Daikokucho.
Where is Nanba?
3 A Nanba is the stop above Daikokucho.
4 B (Then) Daikokucho is connected to Nanba.
5 A I would like you to go from Tennoji to Dobutsuenmae.
I would like you to go from Dobutsuenmae to Daikokucho.
I would like you to go from Daikokucho to Nanba.
6 B (Ok.) I am going from Tennoji to Dobutsuenmae.
(Ok.) I am going from Dobutsuenmae to Daikokucho.
(Ok.) I am going from from Daikokucho to Nanba.
Is Nanba connected to Nipponbashi?
Is Nipponbashi connected to Nagahoribashi?
Is Nagahoribashi connected to Sakaisujihonmachi?
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5.3 Summary
In this chapter, the actual output of the dialogue simulation program was shown
to explain how the proposed and implemented algorithms work.
For active and passive modes (i.e., non-mixed- and mixed-initiative dialogues),
combinations of communicative modes concerning the number of information
units and utterance types, which amounts to the following communicative modes:
1. stepwise and audacious,
2. stepwise and cautious,
3. rash and audacious, and
4. rash and cautious
were shown to exhibit how these communicative modes are realised in a dialogue.
Chapter 6
The Experimental Results and
Analysis
This chapter describes the experiments and their results obtained by running
the implemented program using the proposed algorithms, and analyses the cases
where mixed-initiative dialogue is more ecient than non-mixed-initiative di-
alogue. First, the experimental setting which includes map information and
variable communicative modes is explained. Secondly, the experimental results
are shown and examined with respect to the dierences between non-mixed-
and mixed-initiative dialogues. Thirdly, a mathematical model for analysing the
setting is constructed. Lastly, the condition where mixed-initiative dialogue is
more ecient than non-mixed-initiative dialogue is derived based on the proposed
mathematical model.
6.1 The Experimental Setting
The systems consisting of the proposed dialogue manager, the parser and the
generator, exchange messages with each other through the system manager. In
the experiments, three pairs of maps for the DiaLeague contest proposed by
Hasida et al. [37] are used as map information available to the systems. These
are shown in Figures 6.1 and 6.2, 6.3 and 6.4, 6.5 and 6.6. In each map, start
and goal stations are indicated by bold rectangles (the start and goal are located
113


























































































Figure 6.2. A map for evaluating the eciency of dialogue: 1B




























































































































































Figure 6.4. A map for evaluating the eciency of dialogue: 2B




























































































































































Figure 6.6. A map for evaluating the eciency of dialogue: 3B
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at the lower and the upper places, respectively), and the shortest common route
by a dotted line. In each pair of maps, the two maps have dierent information
with respect to route connections and station names: there are some routes which
exist on one map and do not on the other; there are also some stations which
have names on one map, but do not on the other. The characteristics of the maps
are shown below:
 The maps shown in Figures 6.1 and 6.2:
{ the number of stations: 45, 45;
{ the number of links between stations: 56, 56;
{ the number of stations whose name is unknown: 3, 3;
{ the length of the shortest routes: 12, 15;
{ the length of the shortest common route: 15
 The maps shown in Figures 6.3 and 6.4:
{ the number of stations: 43, 43;
{ the number of links between stations: 54, 55;
{ the number of stations whose name is unknown: 3, 3;
{ the length of the shortest routes: 7, 8; and
{ the length of the shortest common route: 17
 The maps shown in Figures 6.5 and 6.6:
{ the number of stations: 50, 50;
{ the number of links between stations: 58, 58;
{ the number of stations whose name is unknown: 3, 3;
{ the length of the shortest routes: 12, 16; and
{ the length of the shortest common route: 50
The characteristics of the pairs of maps are summarised as follows:
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 the sizes of the maps are almost the same;
 the numbers of stations whose names are unknown on the maps are the
same; and
 the diculties of nding a solution specied by the maps vary in a principled
way.
In the route nding tasks, the diculties of the problems can be roughly esti-
mated by the ratio between the length (or the number of stations) of the shortest
common route and the shortest route of each map:
 The ratio for the rst pair of maps ' 1;
 The ratio for the second pair of maps ' 2 and;
 The ratio for the third pair of maps ' 3.
Suppose each map is a square of 5  5 stations (= 25 stations), and the
number of possible links for vertical and horizontal directions is 4  7 (the total
equals 28 links). Then a map can be constructed in 2
28
(= 268,435,456) dierent
ways. The number of combinations of the maps is the square of that of variations




(= 72,057,594,037,927,936) combinations), although every
combination do not necessarily create a valid route nding task. This number
exponentially grows as the size of a map gets larger. It is not possible to run
the dialogue simulation program for all variations of maps and map combina-
tions. Thus, we must content ourselves with a small number of experiments, and
give up extracting denite conclusions. Instead, we limit the functions of com-
puter dialogue simulation to (1) obtaining a rough estimation of the eciency of
non-mixed- and mixed-initiative dialogues and (2) providing a model for math-
ematical analysis to derive a rigid condition where mixed-initiative dialogue is
more ecient than non-mixed-initiative dialogue.
The size and the diculty of a problem are simply factors that are easy to
control, and which aect the eciency of dialogues. The former equally aects
the eciency regardless of mixed initiativeness, but how the latter aects it is not
known. The above-mentioned map pairs are dierent in the degree of problem
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solving diculty in a principled way. Thus, they are chosen to be used as the
target by the dialogue simulation program implemented in this thesis.
In the experiments, a map and the communicative modes are assigned to each
system by a human operator.
 The number of map pairs: 3.
 The number of combinations of a dialogue system and a map for each map
pair : 2.
This is because for each pair of maps, two kinds of data can be collected
corresponding to which system uses which map. Suppose we have System1
and System2, and MapA and MapB, which constitute a pair: one case is
that System1 uses MapA and System2 uses MapB; and the other is that
System1 uses MapB and System2 uses MapA.
 Variations concerning the number of information units (stepwise/rash) and
utterance types (audacious/cautious): 20.
{ for a non-mixed-initiative dialogue:
only the rst speaker can vary the number of information units (two
cases) and utterance types (two cases). The total number of cases is
4.
{ for a mixed-initiative dialogue:
Both speakers can vary the number of information units and utterance
types. The total number of cases is four cases for both speakers, which
amounts to 16 cases.
With two combinations of a dialogue system and variations concerning the
communicative modes, a total of 40 (= 20  2) cases are examined for each of
the three pairs of maps, giving a grand total of 120 (= 40  3) cases.
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Table 6.1. The experimental results for maps 1A and 1B (The answer route
consists of 15 stations.)
The second speaker




SA 15, 51, 780 18, 31, 691 18, 51, 1167 15, 27, 889 17, 33, 1327
SC 15, 90, 1647 16, 54, 1180 16, 89, 1955 15, 36, 1082 15, 48, 1713
RA 15, 27, 889 15, 26, 890 15, 32, 1015 17, 29, 1023 15, 35, 1469
RC 15, 40, 1785 18, 35, 1402 15, 51, 1974 18, 29, 1443 18, 30, 1741
Table 6.2. The experimental results for map 2A and 2B (The answer route
consists of 17 stations.)
The second speaker




SA 17, 62, 1056 22, 70, 1784 22, 93, 2383 18, 55, 2141 18, 79, 3285
SC 17, 105, 2103 20, 119, 3002 18, 170, 4276 18, 75, 2629 20, 75, 2921
RA 17, 34, 1203 17, 37, 1518 17, 51, 1847 17, 36, 1543 19, 38, 1825
RC 17, 47, 2188 17, 55, 2530 17, 65, 2729 17, 63, 3068 19, 66, 3414
Table 6.3. The experimental results for map 3A and 3B (The answer route
consists of 50 stations.)
The second speaker




SA 50, 136, 2382 50, 164, 4132 50, 213, 5404 50, 90, 3643 50, 154, 6567
SC 50, 252, 5076 50, 215, 5461 50, 258, 6470 50, 115, 4327 50, 136, 5999
RA 50, 69, 2749 50, 87, 3679 50, 113, 4311 50, 90, 4048 50, 125, 5891
RC 50, 130, 5565 50, 152, 6882 50, 130, 5911 50, 130, 6708 50, 148, 7389
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6.2 The Experimental Results
Tables 6.1, 6.2 and 6.3 show the experimental results obtained by running the
implemented dialogue system for map pairs 1A and 1B, 2A and 2B, and 3A and
3B for non-mixed- and mixed-initiative dialogues.
In these tables, the rows of the table represent the communicative modes the
rst speaker takes: the rst letter concerns the number of information units in
a turn (Stepwise or Rash); the second one concerns the utterance type (Auda-
cious or Cautious). The columns of the table represent the dialogue type or the
mode concerning initiative taking (active and passive, i.e., non-mixed-initiative
dialogue (NMID) and mixed-initiative dialogue (MID)) and (if it is MID) the
communicative modes the second speaker takes. The numbers separated by com-
mas represent the number of stations on the acquired answer route, that of turns
taken to reach the goal station, and that of characters used to reach the goal
station. These numbers represent the average results for each combination of the
systems and maps for readability.
To compare NMID and MID with regard to eciency, the numbers of char-
acters for each combination of the communicative modes for NMID and MID
shown in the tables are plotted in Figure 6.7, 6.8 and 6.9. From the tables and
the graphs, we can observe the following facts:
 Dialogues with precondition checking (i.e., route connection checking) are
almost twice less ecient than those without it.
In the route nding tasks, proposing a route can function as checking
the route connection, because the second speaker should reject the rst
speaker's proposal when the route is disconnected. Thus, in cautious com-
municative mode, precondition checking and proposal duplicate the same
job. This is the reason why dialogues with precondition checking are less
ecient than those without it.
 The problem diculty calculated by the ratio between the length of the short-
est common route and that of each shortest route can predict the eciency
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of a dialogue.
The problem diculty approximately reects a search space for solving the
problem. Thus dicult problems such as those using map 3A and 3B take
more information exchanges than easy ones such as those using map 1A
and 1B. The reason why diculty ratios between the maps are not exactly
reected in the number of characters is that some information might be
able to eciently reduce solution candidates.
 With easy problems such as those using map 1A and 1B, mixed-initiative
dialogue is a little more or equally ecient as non-mixed-initiative dialogue.
However, with dicult problems such as those using map 3A and 3B, mixed-
initiative dialogue is less ecient than non-mixed-initiative dialogue.
In the case of easy problems, the agents can solve them by alternately
proposing a solution candidate, and their proposals can reduce fruitless
solution candidates. In the case of dicult problems, however, the agents
can have more opportunities to propose a solution candidate for making
the partner search a fruitless problem space than in the easy ones.
As explained in Chapter 1 and 2, collaboration is expected to improve task
performance including eciency of goal achievement. However, these gures show
that MID is not always more ecient than NMID, rather MID is less
ecient than NMID in most cases. However, these observations are made
on the basis of a small number of the computer experiments, and thus need a
rigid analysis to explore reasons and derive conditions. In the next two sections,
a mathematical model is constructed based on the dialogue simulation program
for this purpose.




































NMID: Non−Mixed Initiative Dialogue
SA: Stepwise & Audacious
RA: Rash & Audacious
SC: Stepwise & Cautious
RC: Rash & Cautious
MID: Mixed Initiative Dialogue
Figure 6.7. A comparison of the numbers of characters for NMID and MID:
map 1A and 1B





































4200 NMID: Non−Mixed Initiative Dialogue
SA: Stepwise & Audacious
RA: Rash & Audacious
SC: Stepwise & Cautious
RC: Rash & Cautious
MID: Mixed Initiative Dialogue
Figure 6.8. A comparison of the numbers of characters for NMID and MID:
map 2A and 2B
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NMID: Non−Mixed Initiative Dialogue
SA: Stepwise & Audacious
RA: Rash & Audacious
SC: Stepwise & Cautious
RC: Rash & Cautious










Figure 6.9. A comparison of the numbers of characters for NMID and MID:
map 3A and 3B
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6.3 A Mathematical Model for the Route Find-
ing Task
In this section, the terms necessary for analysing the performance of route nding
task dialogues are dened. One thing to be noticed is that the following model
is not specic to the route nding task. The reason why task specic terms are
used is just for improving understandability. The model can be applied to those
problems in general where answer candidates can be ordered by some criteria.
This is also true for the analysis in the next section.
To begin with, map-related terms such as map information, and answer route
candidates are dened. Map information is characterised by start node SN and
goal node GN , a set of nodes Ns, and unit routes URs which are represented by
pairs of connected adjacent nodes. An answer route candidate RC consists of a
sequence of unit routes URs from start node SN to goal node GN .
Given these map-related terms, the terms for analysing problem solving be-
haviour can be dened. For some specied map information, there can exist
multiple answer route candidates. The candidates can be ranked by length from
the shortest to the longest. These ordered route candidates are named an answer
route candidate list RCL. Since the goal of the route nding task is to nd the
shortest common route which exists on both maps, the answer route is always
included in each RCL. The position of the answer route in a RCL is named
M . Figure 6.10 illustrates relationships among a unit route UR, an answer route
candidate RC, an answer route candidate list RCL, and the position of the an-
swer route M in the RCL schematically, in which the answer route is shown by
a bold line.
Finally, the terms for comparing eciency of interaction are introduced. In
dialogue, the participants exchange utterances turn by turn. To estimate the
eciency of a dialogue, these utterances in a turn can be used as a measuring unit.
To compare non-mixed- and mixed-initiative dialogues, the distinction between
initiating and responding utterances is important. Hence, measuring units for





, respectively. Since the answer route is bound to exist in each speaker's
answer route candidate list, the route nding task can be solved by repeating






UR:   unit route
RC:   answer route candidate
RCL: answer route candidate list
M:     the position of the answer route in RCL
Figure 6.10. The terms for analysing problem solving behaviour
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information exchanges in such a way that the rst speaker proposes the shortest
solution route on his/her own map, and obtains the information as to whether
such a route exists on the second speaker's map. If the second speaker only tells
the rst speaker whether or not the proposed route is connected, the rst speaker
needs to examine answer route candidates on his/her answer route candidate list
one by one. However, if the second speaker informs the rst speaker which unit
routes are connected and disconnected, then the size of the answer route candidate
list which the rst speaker must examine can be reduced, since the rst speaker
does not have to examine the answer route candidates which include disconnected
unit routes. Here the average rate of answer route candidate list reduction by an
utterance is abstracted by . The table 6.4 shows a summary of the terms for a
mathematical analysis of the route nding task.
Table 6.4. A summary of the terms for a mathematical analysis of the route
nding task
Term Explanation
N The average number of measuring units in an utterance
UR Connected adjacent nodes dened on a map (unit route)
RC A sequence of unit routes from start to goal (answer route candidate)
RCL Answer route candidates ordered by length (answer route candidate
list)
M The position of the answer route in RCL
 The average RCL reduction rate by an utterance
Suppose speakers A and B have Map 4A and 4B illustrated in Figure 6.11.
Speaker A's answer route candidate list RCL consists of the following six answer
route candidates RCs.
 1-2 2-5 5-8 8-7
 1-6 6-5 5-8 8-7
 1-2 2-3 3-4 4-9 9-8 8-7
 1-2 2-5 5-4 4-9 9-8 8-7
 1-6 6-5 5-4 4-9 9-8 8-7
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Map 4A Map 4B
Figure 6.11. Example maps for explaining the analytic terms
Speaker B's answer route candidate list RCL consists of the following two answer
route candidates RCs.
 1-6 6-7
 1-6 6-5 5-2 2-3 3-4 4-9 9-8 8-7
The position of the answer route M for speakers A and B is the sixth and the
second, respectively. That is, the answer route is positioned at the sixth and at
the second in each RCL, respectively.
In this setting, suppose A and B cooperatively try to nd the shortest common
route. A will propose a unit route 1-2, and B will reject the proposal, because
A's shortest route candidate includes 1-2, but B has no connection between 1-2.
When A receives B's refusal, A does not have to consider answer route candidates
which include 1-2. The RCL reduction rate of B's refusal is calculated by 3/6 (=
0.5). The resultant RCL is shown below.
 1-6 6-5 5-8 8-7
 1-6 6-5 5-4 4-9 9-8 8-7
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 1-6 6-5 5-2 2-3 3-4 4-9 9-8 8-7
After negotiating URs 1-6 and 6-5, A's proposal 5-8 will be rejected by B,
because B does not have any answer route candidate including UR 5-8. This
time the RCL reduction rate of B's refusal is calculated by 2/3 (= 0.66 . . . ). A's
another proposal 5-4 will also be rejected by B. The RCL reduction rate of B's
refusal can be also calculated by 1/2 (= 0.5 . . . ). Finally A and B can reach the
answer route, which consists of URs, 1-6 6-5 5-2 2-3 3-4 4-9 9-8 8-7.
As shown in this schematic example, the RCL reduction rate varies from
utterance to utterance, however, for constructing a mathematical model, the
average of this rate,  is used (In this example,  is calculated by (3/6 + 2/3 +
1/2) / 3 (= 0.55 . . . ).
6.4 The Eciency Condition for Mixed-Initiative
Dialogue
6.4.1 Audacious and rash communicative modes in NMID
For audacious and rash communicative modes in a non-mixed-initiative dialogue
(NMID), only the rst speaker (A) proposes an answer route candidate to the
second speaker (B) from start to goal without checking connections of the unit
routes in advance. In dialogues, A proposes a solution route and B checks its
connection. If all A's proposed unit routes are connected on B's map, the pro-
posed solution route is the answer. If not, B answers with both connected and
disconnected unit routes on his/her map for A's proposal. The information on
connections of the unit routes can be used to reduce the size of the answer route
candidate list RCL, because if a candidate in RCL includes disconnected unit
routes, that candidate does not have to be examined anymore and hence can be
removed from RCL. By repeating this exchange, both speakers are guaranteed
to reach the answer route, since the answer route is always in each agent's RCL.
When both speakers nd the answer route, the position of the answer route M
A
in A's RCL becomes the top of the reduced RCL. Suppose that the number of
exchanges made to reach the answer route is T
1
. Then equation (6.1) holds for
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the average RCL reduction rate by B's utterance (
R
B
), the position of the answer



















) for an exchange (B's response to A's proposal);






times of information exchanges, A nds the answer route at the
top. That is, M
A
becomes the top.
By equation (6.1), the number of the exchanges necessary for nding the answer
route, T
1











The number of measuring units for one exchange is the sum of the numbers of







. Therefore, the total number of measuring units necessary for nding
the answer route D
1













6.4.2 Audacious and rash communicative modes in MID
For audacious and rash communicative modes in mixed-initiative dialogue (MID),
both speakers (A and B) propose answer route candidates and respond to each
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other. As shown in example interactional pattern (15), the basic pattern of
information exchanges is A's initiating proposal (U1
I
A
































A: . . .
In this exchange, for A, the size of the answer route candidate list, RCL, is



















. Similarly for B, a RCL


















. For both speakers, the number of information exchanges
carried out to nd the answer route, T
2
, depends on which speaker can reach the
answer route rst, because if one speaker nds the answer route, the partner does
not have to continue the search for the answer route, but he only needs to accept
the proposal. Thus, T
2


























The number of measuring units for an exchange above is the sum of the numbers
of measuring units for A's proposal N
I
A
, B's response N
R
B







. Therefore, the total number of measuring units required to nd
the answer route D
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6.4.3 The condition for MID to be more ecient than
NMID for audacious and rash communicative modes
The condition for mixed-initiative dialogue (MID) to be more ecient than non-
mixed-initiative dialogue (NMID) can be equated with the one that the ratio of
the number of measuring units for NMID (D
1
















































































































In audacious and rash communicative modes, the condition for MID to be more
ecient than NMID is represented by equation (6.6) having a greater value than











































































Since the MID eciency conditions derived above involve too many factors to
be considered, it is dicult to extract a useful guideline to control the dialogue
initiative. Hence, we introduce the following assumption to simplify the equations
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representing the ratio of the number of measuring units for NMID to that for MID.
Assumption 1 Both speakers solve a problem under similar situations.
Under this assumption, the position of the answer route in the answer route





), and the reduction rate of the answer route




) can be assumed






























































(* the logarithm function is monotonic)
(6.10)
Here the eect of an utterance  is calculated by
1  (the number of answer route candidates reduced by an utterance = the
number of answer route candidates).
Thus, the smaller the value of  is, the more eectively solution candidates can
be reduced. That is, if assumption 1 holds, mixed-initiative dialogues are more
ecient than non-mixed-initiative dialogues under the condition where initiating
utterances can reduce a search space more eectively than responding utterances
can. This suggests that a dialogue manager should take the dialogue initiative
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when s/he can make an eective utterance like in the situations where s/he has
more knowledge than the partner with respect to the current goal.
6.4.4 The condition for MID to be more ecient than
NMID in other communicative modes than auda-
cious and rash
Audacious and stepwise communicative modes The dierence between
rash and stepwise communicative modes is that a solution route in the former and
a unit route in the latter is proposed. In audacious and stepwise communicative
modes for non-mixed-initiative dialogue, the basic pattern of exchanges consists
of one speaker's proposal of a unit route and the other speaker's response. Since
the speakers do not necessarily have the same top candidate in the answer route
candidate list, after negotiating a certain number of unit routes, a proposal of
some unit route is rejected by the other speaker. Then the speaker needs to revise
his/her answer route candidate list, RCL, and proposes another unit route based
on the revised RCL. Before reaching the answer route, they need to repeat this
kind of exchanges.
To estimate the amount of information for dialogues in audacious and stepwise
modes, the average number of proposed unit routes rejected by the other speaker














;   1), because N
I
models a route from start to goal while N1
I
models
a route from start to some intermediate point.
Since the number of exchanges necessary for nding the answer route can be
calculated in the same way as before (= T
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units), the total number of measuring units required to reach the
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For mixed-initiative dialogue, the dierence between rash and stepwise commu-
nicative modes is the same as in the non-mixed-initiative case. The number of
exchanges necessary for nding the answer route can be calculated in the same
way as before (= T
2
































With audacious and rash communicative modes, under assumption 1, the










































































(* the logarithm function is monotonic)
(6.14)
Here  measures the average reduction rate for an utterance only including a
single information unit.
Cautious and rash/stepwise communicative modes In cautious and rash/stepwise
communicative modes, speakers check all the route connections for an answer
CHAPTER 6. THE EXPERIMENTAL RESULTS AND ANALYSIS 137
route candidate/a unit route before proposing it. The same technique as above
is used to compare the eciency between NMID and MID.
1. Measuring units are xed upon:
The average amount of information in checking utterance(s) and that in









for stepwise mode. The
amount of information in the nal proposing utterance(s) and that in their









2. The number of measuring units required to nd the answer route is calcu-
lated for NMID and MID:
































































3. The ratio of the number of measuring units of NMID to that of MID is
calculated under assumption 1:




























The ratios calculated above are the same as that for audacious and rash commu-
nicative modes.
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6.4.5 Interpretation of the experimental results based on
the mathematical model
In the experimental results shown in section 6.2, mixed-initiative dialogue is a
little more or equally ecient as non-mixed-initiative dialogue for easy problems
such as map 1A and 1B. However, mixed-initiative dialogue is less ecient than
non-mixed-initiative dialogue for dicult problems such as map 3A and 3B. These
results can be explained by the proposed model.
Since knowledge of each agent is incomplete in this problem setting, most
of the solution candidates each agent proposes are fruitless. Moreover, in some
problems like shown in section 5.2, the agents cannot nd the common shortest
path because of their local decision. This aects the eciency of the dialogue.
That is, the answer route actually found might be positioned lower than the
theoretical common shortest answer route in the answer route candidate list (This
is the reason why the agents could nd the shortest answer route in mixed-
initiative dialogue for map 1A and 1B). In the mathematical model, this means
the reduction rate of the answer candidate list is greater than 1, i.e., the search
space expands. This is a reason why most of mixed-initiative dialogues are less
ecient than non-mixed-initiative dialogues.
The degree of the ineciency varies with the diculty of problems: solving
dicult problems is less ecient than solving easy ones, because in dicult prob-
lems each agent has more opportunities to propose fruitless answer candidates
and expand the search space than in easy ones.
In stepwise and audacious modes for a map pair 1A and 1B, mixed-initiative
dialogues are more ecient than non-mixed-initiative dialogues. This can be
explained by two factors: one is that since the problem is relatively easy, even in
mixed-initiative dialogues, the agents have less opportunities to propose fruitless
solution candidates and expand the search space; the other is that in this problem,
the loss incurred by backtracking in non-mixed-initiative dialogues is greater than
the loss by search space expansion in mixed-initiative dialogues.
Here it is worth noting that the example tasks in this section are used to falsify
the assumption that mixed-initiative dialogues are always more ecient than non-
mixed-initiative dialogues, not to verify the eciency condition of mixed-initiative
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dialogue derived in this chapter. The reasons we did not perform multiple exper-
iments are: (1) our goal for the simulation, i.e., falsifying the above assumption
was achieved, and (2) as pointed out in section 6.1, even for a map consisting of





(= 72,057,594,037,927,936), which would require a huge amount of
computing power even for the samples reecting the characteristics of the pop-
ulation. Furthermore, based on the condition derived mathematically here, we
can easily create example maps for the route nding task where the eciency
condition of mixed-initiative dialogue can be satised, such as those shown in
Figure 6.12 (where the start and goal stations are designated by a bold rectangle.
The common shortest route is shown by a shaded line)
Start
Goal
5 4 3 2 1
109876
1112131415
16 17 18 19 20
2122232425
Map 5A
5 4 3 2 1
109876
1112131415





Figure 6.12. Example maps in which MID is more ecient than NMID
In map 5A, routes such as 10-11, 8-13, 14-17 are intentionally prepared, which
lead to a shorter route than the common shortest route, while in map 5B those
routes are intentionally disconnected. As a result, in NMID, the rst agent (A)
proposes a fruitless solution at these points, while, in MID, the second agent (B)
always helps A not to propose a fruitless solution by proposing the correct route.
Table 6.5 shows the whole exchanges of the mixed- and non-mixed-initiative types
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(MID and NMID) for this pair of maps, in which an utterance is represented by
the the unit route (`station number'-`station number'), and its acceptance (`Ok'),
or rejection (`No'). As can easily be seen, for this problem, MID is more ecient
than NMID, with the former needing only 32 units, and the latter 40 units.
However, the agents can still nd the common shortest route both in MID and
in NMID.
Table 6.5. MID and NMID in abstract exchanges for a pair of maps shown in
Figure 6.12
MID NMID
A1: 1-10. A1: 1-10. A21: 6-15.
B2: Ok. 10-9 B2: Ok. B22: Ok.
A3: Ok. 9-8. A3: 10-11. A23: 15-14.
B4: Ok. 8-3. B4: No. B24: Ok.
A5: Ok. 3-4. A5: 10-9. A25: 14-17.
B6: Ok. 4-5. B6: Ok. B26: No.
A7: Ok. 5-6. A7: 9-8. A27: 14-13.
B8: Ok. 6-15. B8: Ok. B28: Ok.
A9: Ok. 15-14. A9: 8-13. A29: 13-12.
B10: Ok. 14-13. B10: No. B30: Ok.
A11: Ok. 13-12. A11: 8-7. A31: 12-19.
B12: Ok. 12-19. B12: No. B32: Ok.
A13: Ok. 19-18. A13: 8-3. A33: 19-18.
B14: Ok. 18-23. B14: Ok. B34: Ok.
A15: Ok. 23-22. A15: 3-4. A35: 18-23.
B16: Ok. 22-21. B16: Ok. B36: Ok.
A17 Ok. A17: 4-5. A37: 23-22.
B18: Ok. B38: Ok.
A19: 5-6. A39: 22-21.
B20: Ok. B40: Ok.
6.5 Summary
This chapter showed the experimental results of the computer dialogue simula-
tion, and concluded that a mixed-initiative dialogue is not always more ecient
than a non-mixed-initiative dialogue. Since the experimental results obtained
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might represent a special case, a mathematical model was constructed to analyse
the eciency of dialogues in general terms. The route nding task was modelled
as a problem of reducing search space by utterances until nding an answer; the
search space consists of answer route candidates ordered by their lengths. To
compare the eciency of non-mixed- and mixed-initiative dialogues,
 a measuring unit for an utterance, and
 the eect of an utterance, which is calculated by
1  (the number of answer route candidates reduced by an utterance = the
number of answer route candidates)
were introduced for calculating the amount of information necessary to nd an
answer route. Based on this modelling, the eciency condition of mixed-initiative
dialogues over non-mixed-initiative dialogues was derived.
Under the assumption that both speakers solve a problem under similar sit-
uations, the eciency condition of mixed-initiative dialogues was simplied to
the condition that a dialogue manager should take the dialogue initiative when
s/he can make an eective utterance like in the situations where s/he has more
knowledge than the partner with respect to the current goal.
The mathematical modelling proposed here used only abstract terms such as
measuring unit, the reduction rate of a problem-solving space (an answer route
candidate list for the route nding task) and the position of an answer in the
problem solving space. Due to this abstraction, the proposed modelling can be
applied to problems formalised in terms of a problem solving space, which should
include a wide variety of problems usually addressed by task-oriented dialogues.
Chapter 7
Conclusion and Further Work
7.1 Conclusion
In this thesis, the eciency condition for mixed-initiative dialogue was examined
using computer dialogue simulation and mathematical modelling. Here a mixed-
initiative dialogue is dened as a dialogue in which both conversational agents
may have the initiative in due course. A conversational agent is dened to have
the dialogue initiative when s/he initiates an exchange requiring the partner's
response with the condition that s/he is not required to do so. The initiative
switching is dierent from turn-taking: the former can be changed as a parameter,
while the latter is an obligatory condition for making a sequence of speech events
a dialogue.
For the purpose of this thesis, rstly, human dialogues were examined from
the viewpoint of local dialogue structure in order to establish the relationship
between simulated dialogues and human dialogues. Based on the criteria for
mixed initiativeness and computer dialogue simulation, the route nding task was
adopted as the dialogue task to be worked upon. 13 Keyboard and 90 spoken
dialogue data were collected using this task. With respect to the local dialogue
structures, in addition to variations on initiative taking, variations concerning the
utterance types and the number of information units in a turn can be predicted.
By examining the collected dialogues, these variations were identied.
Secondly, based on these observations, a dialogue handling mechanism for
142
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comparing these variations was constructed from a combination of those mech-
anisms devised for advisory and instructional dialogues, and the conversation-
handling mechanism was separately built to take the control over the task-
handling mechanism for portability across tasks. In Japanese spoken dialogue,
the subject, or the speaker, tends to be omitted in an utterance. For handling the
ellipsis of the speaker, a new stack algorithm was contrived that the rst element
of the stack always corresponds to a semantic content of the speaker's utterance.
Furthermore, for handling multiple information units in a turn, the element of
the stack is modied to be a queue, based on the collected dialogue data.
By applying this dialogue simulation program to route-nding tasks with dif-
ferent diculties, the eciency of mixed- and non-mixed-initiative dialogues was
calculated. The eciency of a dialogue in general is dicult to dene; however, by
limiting our concern to task-oriented dialogues, which have been intensively stud-
ied for creating useful applications, it was decided that the eciency of a dialogue
be dened by the number of characters for a rst approximation. The aim of the
simulation was to verify or falsify the assumption that mixed-initiative dialogues
are always more ecient than non-mixed-initiative dialogues. Using the settings
proposed by Hasida et al. [37], the result indicated that a mixed-initiative
dialogue is not always more ecient than a non-mixed-initiative dia-
logue.
Thirdly, to verify the nding from the simulation result and to derive the con-
dition where mixed-initiative dialogue is more ecient than non-mixed-initiative
dialogue, a mathematical model was constructed based on the simulation pro-
gram. In the model, the unit for measuring the amount of information in an
utterance, the rate of reducing possible candidates for a solution, and the number
of information exchanges (or interactions) were used to calculate a total amount
of information necessary for the goal achievement. Under the assumption that
both speakers solve the problem in mutually similar situations, we can arrive at
the simplied condition that initiating utterances be able to reduce more problem
search space than responding utterances. This condition can be paraphrased to
the one that the agent should take the dialogue initiative when s/he can make
an eective utterance as seen in those situations where s/he has more knowledge
than the partner with respect to the current goal. Because of this abstract nature
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of the formulation, this modelling can be applied to a wide variety of task-oriented
dialogues. The above dialogue simulation did not reveal the eciency condition
of mixed-initiative dialogues, which is not our original aim, however, based on the
mathematical modelling, the settings which make mixed-initiative dialogues more
ecient than non-mixed-initiative dialogues were shown to be easily created.
7.2 Further Issues
In this thesis, we used the route nding task as an example task for our simulation
and mathematical modelling, although the simulation and modelling developed
here can be applied to other task-oriented dialogues. The reason why we concen-
trated on task-oriented dialogue is not because there is no interesting phenomena
in everyday dialogue, but because there is no computational theory which can ex-
plain various aspects of everyday dialogue, and at present task-oriented dialogue
is the only kind one which allows us to take a computational approach.
Although this thesis established the fact concerning the eciency of mixed-
initiative dialogues at some abstract level, even within task-oriented dialogues,
it is important to envisage how far our ndings and the proposed method can
be applied, and how we can cope with such limitations as might turn up for the
next step. This section discusses these issues with regard to dialogue modelling,
mathematical analysis and computer dialogue simulation programs.
7.2.1 Dialogue modelling
In this thesis, human dialogue data was analysed from the viewpoint of local
dialogue structures, and the characteristics of local dialogue structures in human
dialogues were reected in those in simulated dialogues. Since there is no ap-
proved theory which can explain the interaction between such characteristics at
the level of local dialogue structures and those at the level of syntax, semantics
and pragmatics, the local dialogue structures were focused upon in this thesis,
which suciently characterised the dierence between non-mixed- and mixed-
initiative dialogues.
As statistical techniques are more and more widely recognised eective in
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speech and natural language processing, speech and language databases are be-
ing constructed at many sites. Furthermore, in some databases, the data have
been tagged with information at the level of syntax, semantics and discourse or
dialogue. For example, dialogue tags based on such theories as speech act the-
ory [5, 66, 67], discourse analysis [70, 74, 27, 73], discourse structure theory [51],
Grosz and Sidner's discourse theory [34] have been proposed by Carletta et al.
[13, 14], Condon and Cech [26], Jekat et al. [44, 53] and Traum [77].
Once enough dialogue data have been collected and tagged with the above
information, the data could be used to statistically examine relationships among
syntax, semantics and discourse or dialogue structures. The results of such sta-
tistical analysis could be used not only to study how syntax, semantics and
pragmatics aect the eciency of mixed-initiative dialogue, but also to create
a rened dialogue model, which can be a basis for reexamining and improving on
our ndings in this thesis.
Furthermore, based on the standardised tags, the measure of the number of
characters used for evaluating the eciency of a dialogue in this thesis could
be replaced by other measures like the number of units of semantic content,
moves, and/or beliefs. Although Carletta indicated that the number of characters
positively correlate with the number of moves in the Map Task corpus [14], we
could extensively examine relationships among various factors to determine a
more sensible way for evaluating the eciency of a dialogue.
7.2.2 Mathematical analysis
In the route nding task used in this thesis, as the dialogue proceeds, the problem
solving space becomes monotonically smaller, and is nally changed to the one
whose top element is the answer. As pointed out in the previous section, the
mathematical analysis developed here can be applied to problems which can be
modelled in terms of problem-solving space, in which solution candidates are or-
dered by some criteria, and the rate of reducing possible candidates for a solution
in response to an utterance. Because the reduction rate can take a value more
than 1, the proposed model can handle those cases where the problem-solving
space can get larger than at the previous step, as in the case of a route nding
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task with non-equivalent sets of stations on the subjects' maps. (if the reduc-
tion rate for some problem is more than 1, the problem is not guaranteed to be
solved). The mathematical model proposed here may not be applicable to prob-
lems which do not have a goal in our sense, such as everyday conversations, which
do not have a problem-solving space. Such problems are hard to model by the
current speech and natural language processing techniques, and the concept of
`eciency' may well be inappropriate for evaluating such dialogues. To deal with
them, a theory of dialogue modelling which takes into account not only logical
but also illogical factors such as emotion will be necessary as well as the advances
of speech and natural language processing technology.
The eciency condition of mixed-initiative dialogues derived in this thesis
accounts for the close relationship between task performance and knowledge rel-
evant to the goal. Davies [28] reached a similar conclusion by analysing relation-
ships between the speaker's eort and task success in the Map Task [3] . In the
Map Task, the information-giver uses map features to explain a part of a route.
Task success is evaluated by how accurately the information-follower can describe
the designated route (the accuracy of the described route can be measured by
comparing it with the giver's route). Hence, the analysis of the relationships be-
tween the speaker's eort and task success amounts to that of the relationships
between what map features the giver includes in his/her explanation and the
accuracy of the route the follower draws. Her conclusion is as follows:
 When the giver does not include map features necessary for the follower
to understand the giver's instruction, the experiment ends with poor task
success.
 Even when the giver does not always explain all or most of map features, the
experiment does not necessarily end with poor task success (this might be
interpreted as suggesting that the giver should provide the right information
at the right time).
 When the giver explains all or most of map features, the task performance
of the experiment depends on the follower's eort. That is, even if the giver
provides rich information, the task performance cannot be improved if the
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follower does not provide as much information as would correspond to the
giver's eort.
From the point of view of our thesis, her conclusion can be interpreted as follows:
 When the agent does not provide necessary pieces of information for the
goal achievement, the task performance is degraded.
 Even when the agent who does not have relevant knowledge does not pro-
vide certain pieces of information, the task performance is not necessarily
degraded.
 If the agent provides incorrect pieces of information, the task performance
is degraded if the partner who has correct pieces of information does not
provide them in return.
The above points can be summarised as follows: a more knowledgeable agent
should take the dialogue initiative and a less knowledgeable one should not take
it in providing pieces of information, if the agents want to improve the task
performance. Her conclusion and the conclusion here are dierent in that the
former considers the quality of task performance and the latter the eciency
of task performance. The quality and eciency of task performance are closely
related with each other, and so her conclusion can be said to be coherent with
ours.
In this way, our conclusion can hold for other task domains; however, further
studies on various kinds of dialogue data need to be done to empirically verify the
claim that the conclusion in this thesis can be extended to new kinds of dialogue
tasks.
7.2.3 Computer dialogue simulation
Transportability: The implemented dialogue manager separates the conversation-
handling mechanism from the task-handling mechanism. When the system is
transported to another task, it only needs minimum changes for handling the
task. That is, it needs to change the task-handling program and the stack ma-
nipulation mechanism of the conversation-handling program concerning multiple
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information units in a turn, which can be changed by the task characteristics. In
the route-nding task used in this thesis, an earlier initiating information unit
corresponds to an earlier responding information unit; a later initiating one to a
later responding one. However, there might exist tasks in which multiple infor-
mation units in a turn needs to be matched in reverse or random order. Only
the system needs to handle these tasks is to change the data structure for the
elements of the stack from a queue to a stack or graph.
Extensibility: As Guinn [35, 36] pointed out, a dialogue simulation program
can be thought of as an early prototype for a human-computer dialogue program.
For the program implemented in this thesis to be usable as a real computer di-
alogue system, it needs to be extended on the following counts: analysis of ut-
terances, dialogue management and generation. For the analysis of utterances,
the system needs to be able to handle a wider variety of expressions including
ones with ill-formed utterances, and anaphora and/or ellipsis, the restoring of
which needs not domain but linguistic constraints. For dialogue management,
the system might need to dispose of certain initiating utterances without match-
ing responding utterances, and might need to ignore certain responses of the
partner's. For generation, the system needs to carefully select words, and build
syntactic structures which enable the partner to easily understand the system's
utterances. Although a dialogue simulation program can provide a rst step
and a test bed towards building a real computer dialogue system, solving these
problems still present challenges for further work.
How to incorporate our nding into computer dialogue systems: The
dialogue manager can be made greatly robust if it can implement the nding
in this thesis. That is, if the manager thinks that the partner has more knowl-
edge on the current problem, s/he can escape problematic situations by passing
the initiative to the partner. To actually apply the nding in this thesis to the
problem of dialogue control, the problem of how to determine the more knowl-
edgeable agent has to be addressed. For example, based on advance specications
concerning the topics on which the agents have knowledge (this technique was
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proposed by Paris [57]), a dialogue program could eectively control the ini-
tiative. Such specications might be dynamically acquired through the words
and phrases the conversational agents tend to use, which has been a target of
user-modelling research in computer aided instruction and information retrieval.
Even if the techniques of inferring the advances of the user's knowledge within a
dialogue, it is extremely dicult to do it 100 % correctly. Thus, managing the
dialogue initiative based on incomplete knowledge is important for building a real
human-computer dialogue system and is a further issue worthy of investigation.
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