INTRODUCTION
Although various definitions exist for Big Data, as noted by Marcus (2013) , few know precisely what the term means. Big Data is commonly defined with vague and self-referencing definitions. Frequently these definitions include buzzwords, which cause Big Data to be viewed as a "buzzword" itself (Jedras, 2013; Global Language Monitor, 2013) . However, the authors do not share this view and will quickly dispel that notion by examining the phenomenon of Big Data, reviewing disciplines that consider it an issue, exploring various problems both associated with Big Data and caused by Big Data, and examining methods of handling Big Data and its problems. One aspect driving Big Data is that data storage capabilities that continuously grow and hence allow more data to be stored. This is captured in a revision of Parkinson's Law (1961) , "data expands to fill the space available for storage," as noted by (Kleinstein, 2005; Sarafis, Trinder, & Zalzala, 2007) .
First, the authors will explore defining Big Data, which involves examining the historicity of data, and addresses the differences between data and Big Data. Such an analysis leads directly to understanding Big Data and its impact in various domains. A few observations will be evident, including that the issue of Big Data is not new, but that its appearance in a multitude of domains is. Due to various issues related to Big Data, addressing and handling Big Data are critical and a major focus herein. As a variety of contemporary issues exist in Big Data; see (Gudivada, BaezaYates, & Raghavan, 2015) these should be examined. The authors further consider the various computational and methodological means to process Big Data.
Tangential concepts are also explored. Despite some successes in exploiting Big Data, many companies either do not have a plan to exploit Big Data or do not know how to go about it (Bartram, 2013) . While Big Data is considered revolutionary, it is arguable that small datasets and feature selection can result in more focused analysis (Arbesman, 2013; Bartram, 2013, p. 30) ; therefore, this matter needs to be considered. The authors posit that value or saliency of Big Data is a, if not the, critical component in exploiting Big Data, and thus the various means to process Big Data are a significant focus herein. This paper is organized as follows: a general understanding of what is data, Big Data, and its history is presented next in Section 2. Section 3 then discusses various issues with Big Data and methods to address Big Data. Section 4 then concludes the paper.
UNDERPINNINGS OF BIG DATA
To understand Big Data, one must first understand data. Beyond this simple distinction, and to vet the various expectations associated with Big Data, one must further understand how data is related to information, knowledge, and wisdom.
What is Data?
Data itself can consist of all forms of sensing outputs, data logging outputs, and collected information. In general, data is contained and shared by four storage mediums: print, film, magnetic, and optical . Thus, data can include remotely sensed images taken from an airplane, archival pdf documents stored on a hard drive, books in a library, patient medical records, etc. However, discerning relevant information, knowledge, wisdom, or actionable information from raw data is another matter (Stenmark, 2002) .
Data, information, knowledge, and wisdom (DIKW) are higher-level abstractions that are inter-related; Figure 1 conceptualizes their relationship in the continuum. Although inferring a linear relationship between data-informationknowledge is not considered accurate (Stenmark, 2002) , Figure 1 does illustrate that a hierarchy exists between DIKW. Furthermore, the definition and distinction between the quantities of DIKW are metaphysical (i.e. not physically measurable (Rickaby, 1890) in nature) subjective, and largely immeasurable. Lao Tzu (Cheng, 2000) considered the difference between wisdom and knowledge as, "to attain knowledge, add things every day. To attain wisdom, remove things every day," implying that saliency is key.
However, examples of the differences between DIKW quantities can be proffered. For example, Heraclitus (1995) simply stated, "knowledge is not intelligence," which we subjectively understand, but objectively have difficulty describing. A further example might help in describing the continuum. Unread books in a library represent data to one who has not read them; one could argue that reading the books would confer knowledge. However, one may not grasp the concepts in a given book; one may have memorized the books, in a manner similar to copying them into a computer document, but not possess their knowledge. Depending upon the definition used, the information would exist somewhere between these steps (Stenmark, 2002) .
Defining Big Data
With an understanding of data, one can now explore the concept of Big Data. Inherently, Big Data involves problems with data growing beyond its analysis abilities. What makes current Big Data a new issue is that data in many disciplines is being collected and stored at rates beyond our currently available means to analyze them. Many reasonably claim that 90% of the data in the world was created within the last two years (Browne, 2013) . Such issues have variously been termed information overload (Gross, 1964, pp. 856-857; Rosenberg, 2003) , digital obesity (Martin T. , 2005; Martin, Shen, & Majidian, 2010) , digital gluttony (Holmes, 2010) , data deluge (Megler & Maier, 2012; Hey & Trefethen, 2003) , and data obesity (Holmes, 2011) . These terms are now largely encompassed by Big Data.
However, despite this ubiquity, no concise definition exists for Big Data (Arbesman, 2013) . To untangle the various views on Big Data to arrive at one definition, the authors examined the opinions of individuals, organizations, and companies that were concerned with analyzing and manipulating Big Data. Conceptually, all of these definitions require some understanding of data and how Big Data differs from "normal" data.
The authors offer a simple definition of "Big Data," adapted from the various definitions in Table 1 as "the generation and accumulation of data beyond given processing capabilities to the point that users are overwhelmed by it." This definition includes three key pieces: the size and scope of big data, a subjective quantity relating to difficulties in comprehending it, and a realization that Big Data could always be present in some form despite and because of technology. Furthermore, this definition realizes that once one has analyzed yesterday's Big Data, there is more data to consider, due to continuing advances in data collection and storage. Inherently, Big Data involves very large datasets of unstructured data. Difficulties in processing big data are conceptualized in Figure 2 through a general relationship between the size and complexity of the data.
Understanding Big Data

History of Big Data
Despite many definitions in Table 1 implicitly or explicitly connecting Big Data to the information age, Big Data is certainly not a new phenomenon. Big Data and information overload issues have existed for centuries in various forms (Arbesman, 2013; Blair A. M., 2010) . Various people throughout history have examined ways to collect, sort, group, categorize, and index the data available to them. A consistent theme throughout history has been the impossibility of knowing all that is knowable.
Xenophanes and Ecclesiastes, contemporaries (Haxton & Heraclitus, 2001) , are both known to have expressed Big Data concerns. Poignantly, Ecclesiastes (1899, p. 12:12) indicated the futility of attempting to know all by writing, "of making many books there is no end." Similarly, Xenophanes was considered as being "the first to say that everything is unknowable" (Barnes, 1983, pp. 107-119) . In essence, both expressed a Big Data problem, despite writing over 1,000 years before the printing press. Despite their writings being contemporaneous, Ecclesiastes and Xenophanes were possibly unaware of one another, and one can posit that both were the first to describe the Big Data issue. Further ancients (e.g. Socrates, Seneca, and Ibn Khaldun) also criticized the growing data problem in the printing of too many books (Zaid, 2003) . More recently, eighteenth-century observers were known to have complained of the multitude of books, journals, and information sources (Rosenberg, 2003) .
Big Data existed throughout the medieval world, and included large biblical concordances with contextual features that existed for centuries (Arbesman, 2013) . Additionally, problems caused by Big Data-related information overload go back two millennia, with one example being the large medical research output of Claudius Galen, which is now considered to have stifled medical research for centuries (Ustun, 2004; Garrison, 1922) .
The first Big Data analysis originated with Aristotelian category theory, which provided a taxonomy to group all things that exist or could exist (Aristotle, 1995) . This provided what was essentially the first study on classification and clustering. Certainly, Aristotle was concerned with Big Data, as viewed with a general meaning of Big Data being data that exceeds currently available analysis means. However, what is new to the current Big Data problem are the means to quickly and easily compile and store it (Arbesman, 2013) , and its appearance in a multitude of disciplines since the emergence of electronic data management means (Goebel & Gruenwald, 1999) .
For Big Data to be possible, both the means for transmission and storage of data and information is necessary. The first two revolutions in the transmission and storage of data were the development of spoken language hundreds of thousands of years ago, and written language tens of thousands of years ago (Harnad, 1992) . In general, languages have become simpler overtime, thereby compressing information, with early logographic transitioning to formal symbols, phonetic writing, and shorthand over time (Cherry, 1951) . Although encyclopedias were developed to store and transmit accumulated knowledge (Salor, 2012) , it took the invention of the printing press to facilitate easy and relatively rapid transmission and storage of data on a large scale, previously impossible with hand-copied methods (Harnad, 1992) .
Further advancements with data transmission speed occurred with telegraphy and telephony, both further extending the ability to transmit information (Cherry, 1951) . Research on transmission bandwidth established limits on what could be transmitted simultaneously (Tuller, 1949) , while binary coding from telegraphy could be applied to compression and, eventually, digital computing (Cherry, 1951) . Microfilm developments also allowed one to store and retrieve a large amount of data (Stevens, 1971) ; however, digital computers enabled previously unthinkable abilities in the storage, measurement, computation, and transmission of data, with potential data storage reaching atomic levels (Feynman, 1992) . While these may have alleviated some of the difficulties of Ecclesiastes and Xenophanes (along with many others'), they have also exacerbated the problem of "Big Data." Information overload was noted by the 1960s (Gross, 1964, pp. 856-857) , with subsequent advances leading Naisbitt (1982) to declare that, "We are drowning in information but starved for knowledge," indicating that the processing of data was lagging behind its generation and storage, a key aspect of what is contemporarily known as "Big Data."
Big Data was also an acknowledged problem, although not termed consistently, by the early 1990s, when barcode scanners, marketing, banking, science, medicine, and government efforts started collecting more data than could be analyzed using contemporary means (Rangaswamy, Harlam, & Lodish, 1991; Chen, Han, & Yu, 1996; Hand, 1998) . Ethical issues related to Big Data also first appeared with the development of newspapers, photography, and telephony/telegraphy in the nineteenth century, with such developments creating numerous privacy issues, which were not present prior to their use (Warren & Brandeis, 1890) . In handling Big Data ethical issues, it is worth examining both present and past issues, as many of the privacy complaints discussed in Warren & Brandeis (1890) also mirror those discussed today of Big Data and social media; see (O'Hara, 2013; Smith, Szongott, Henne, & von Voigt, 2012; Richards, 2005; Rosen, 2012) .
Big Data is presently touted as a potentially major transformation in history (Browne, 2013) . Big Data is associated with the accumulation and generation of data on a scale not previously possible, e.g. 15 petabytes of new data is generated every day -eight times the amount of information stored in all US libraries (Chiang, Goes, & Stohr, 2012) . New issues with Big Data include the reality that information, which would not have been retained previously, can now be cheaply stored on a hard drive (Holmes, 2010) . This has caused an additional aspect, unique to the current Big Data issue, with Big Data's appearance in a myriad of disciplines. In many ways, as posited by Rosenberg (2003) , the devices made to solve yesterday's information overload are the very devices that create tomorrow's information overload.
Phenomenology of Big Data
Various analysts and reports have settled on three primary properties of Big Data: volume, variety, and velocity (O'Leary, 2013; Singh & Singh, 2012; Sagiroglu & Sinanc, 2013; Gudivada, Baeza-Yates, & Raghavan, 2015) . Additional attributes have also been considered, including value, veracity/quality (Joseph & Johnson, 2013; Higdon, et al., 2013) , and volatility (Khan, Uddin, & Gupta, 2014) . Volume, occasionally termed quantity (Girard & Allison, 2008) , is an intuitive quality that puts the "Big" in Big Data. Variety refers to Big Data consisting of not only numbers, but also text, differing file types, metadata, imagery, and the like; this can extend to Big Data consisting of structured, unstructured, semi-structured, and illstructured data, thus making Big Data difficult to analyze (Arbesman, 2013) . By inference, this implies that each Big Data problem is different, and an analysis method that works well on one Big Data problem may not on another. Velocity relates to Big Data growing in volume and variety constantly (i.e., how fast data is collected) (Chiang, et al., 2012) .
One example that combines and illustrates the volume, variety, and velocity attributes in Big Data versus pre-Big Data would be businesscustomer interactions. Before Big Data, these interactions would mainly be in person, by mail, or over-the-phone (Isson & Harriott, 2013, pp. 51-76) . With changes in technology, the same business could have Big Data issues with variety due to email, social media (reviews), and smartphone interactions; volume could exist in any or all of these area (including spam e-mail); and velocity further exists in interactions occurring at any time of the day (Isson & Harriott, 2013, pp. 51-76) . However, the value of Big Data was not explored, and the authors posit that value is a critical component of exploiting Big Data.
Domains Concerned with Big Data
Depending on the domain, the perspective on what Big Data is and how to handle it can vary greatly. A variety of disciplines have Big Data issues or an interest in exploiting Big Data, as presented in Table 2 . Deeper understandings of Big Data in specific domains (i.e. academics and publishing, business and finance, education, and medicine) are discussed in depth.
Academia and Publishing
Being academics, of particular interest to the authors is the existence of Big Data in scholarly publishing.
Historical issues with an overabundance of publications are minute compared to contemporary Big Data in publishing. As noted by Zaid (2003) , books are being read in linear numbers while being produced in exponential numbers; this is conceptualized in Table 3 . "Publish or perish" is one of the maxims of the academic world, where tenure demands a sufficient number of publications (with the earliest known attribution to Davis (Bowman, 1934) ).
However, this philosophy can also generate useless research, as well as the proliferation of papers and journals (Smith P. , 1990) . In 2015, approximately 2,000 journal publishers were producing approximately 25,400 peer-reviewed journal titles, as well as publishing 1.5 million (approximately) journal articles annually (Ware & Mabe, 2009; Evans A. , 2012) ; tens of millions of articles were further indexed in medical journals alone (Howe, et al., 2008 ). This does not even include the amount of past publications, conference papers, or presentations. The humor was not lost on the authors that while researching Big Data for a paper about Big Data, they were also necessarily manipulating Big Data and possibly contributing to Big Data.
It is impossible to know if the number of publications is driven by demand for the research, or by the demands of tenure and prestige. Although the academic world does self-sort and acknowledge which journals are of which quality through various metrics (e.g. impact factors and lists of disreputable journals) the number of refereed journal titles still increases by 3.26% a year (Bauerlein, et al., 2010) . Although academic publishing can certainly be divided into categories and topics, in essence conducting a literature review on any given scholarly topic could itself be an exercise in Big Data analytics. Text mining and search engines (c.f. (Tan, Han, & Elmasri, 2000; Brin & Page, 2012) ) have made progress in these areas; however, unexpected queries are always an issue.
Aviation
Aviation Big Data comes as either: a) collected and saved messages, b) air traffic control (ATC) data, or c) data from sensors in the aircraft accident and health monitoring systems. ATC data involves that relating to arrivals and departures, flight plan changes, positioning, reports, and other data (Ayhan, Pesce, Comitz, Bliesner, & Gerberick, 2013) . ATC data can be massive; the Boeing AATM system archived 19 billion support records over a 2-year period (Ayhan, Pesce, Comitz, Bliesner, & Gerberick, 2013) . Despite the expected benefits, some concerns also exist due to datadependent ATC systems, one example being the Tokyo ATC "crash" of 2003, where the operators could not manually handle the system after a computer outage (Dodge & Kitchin, 2005) . Commercial aircraft also includes various sensor logging (Wood & Sweginnis, 2006) , leading to the analysis of datasets of various sizes per incident. New research in structural health monitoring, where sensors are placed throughout an aircraft's structure, is posited to provide information about the physical condition of a given aircraft (Derriso, McCurry, & DeSimio, 2012) ; however, such advances will also increase the amount of data collected.
Business, Marketing and Finance
Big Data has been a problem for businesses since at least the early 1990s (Rangaswamy, et al., 1991) . Some posit that future business survival will be linked to their ability to understand and exploit Big Data for competitive purposes (Lopez, 2012) ; however, many businesses also ignore Big Data altogether, either out of ignorance/inexperience, or due to higher expectations from smaller datasets (Bartram, 2013) . Due to the long history of Big Data in business and the conflicting opinions on it, it is therefore important to explore the nature of Big Data and its exploitation in business. Collectively, business Big Data analytics can be termed as Business Intelligence and Analytic (BI&A) (Chen, Chiang, & Storey, 2012) . Some businesses appropriately exploiting Big Data have shown increased profitability of 5-6% above their peers (Barton & Court, 2012) . A good example of this would be the work by Zhang et al. (2014) into optimization of pharmacy stock for a large retail chain.
Big Data is frequently collected for marketing purposes, with some of the largest collectors including social media platforms and internet search engines (Newman, 2013) . Their primary aims would be regarding the three functions of marketing: informing, reminding and persuading (Weideman & Haig-Smith, 2002) . Advanced data storage and computational abilities, combined with the introduction of loyalty cards, have increased Big Data penetration in retail to facilitate directed marketing (Wigan & Clarke, 2013) . Data analysis in restaurant and hospitality businesses is a more recent Big Data area of interest, which includes guest and customer profiling, menu analysis, and pricing optimization and selection (Kooser, 2013) . Finance is also a large area of Big Data analysis; of note are applications that include predicting business failures (Fernandez, Los Santos, Martinez, Izquierdo, & Redondo, 2013) , bankruptcies (Zhang, Hu, Patuwo, & Indro, 1999) , and forecasting (Sharma, 2012) .
Education and Government
Education has two primary interests in big data: A) collecting, analyzing, and managing academic data (tests, grades, surveys, etc.) (Romero & Ventura, 2010) and B) training students to operate on Big Data (Korn & Tibken, 2011) . Big Data and datadriven analysis is currently posited to improve educational decision-making (West & Bleiberg, 2013) and accountability (Hargreaves & Braun, 2013) . Increases in business, industrial, and government interest in Big Data have also driven educational institutions to examine and increase Big Data pedagogic activities (Korn & Tibken, 2011) .
Additionally, in US K-12 institutions, some have begun monitoring the Big Data of publicly available off-hour student interaction through social media. Ethical guidelines in such areas are commonly nonexistent, e.g. Glendale Unified's social media monitoring of students' personal social media usage for possible insulting, derisive, threatening, or speech otherwise deemed harmful, such as cyberbullying (Ceasar, 2013) .
Medicine
Medical interest in Big Data includes data management, research, patient records, and biocuration. Big Data in medical research includes many extensions of Big Science; for example, millions of chemical compounds are currently available for use, but few have been tested for their medical applications (Voas, Hurlburt, Miller, Laplante, & Michael, 2011) , and nucleotide sequences are available for hundreds of thousands of organisms (Howe, et al., 2008) . Big Data issues also exist in the analysis of tumors and genetic sequences, wherein large datasets are built in the hope of finding small changes in genes that lead to big impacts in treatment (Ledford, 2010) . Some approaches to medical Big Data problems are brute force in nature, e.g. (Voas, Hurlburt, Miller, Laplante, & Michael, 2011; Cooke, 2007) . However, such approaches, while possibly successful, are not efficient. Further Big Data issues exist in clinical medicine, including the increasing sensitivity of instruments, as well as more data collected for each patient (Brinkmann, Bower, Stengel, Worrell, & Stead, 2009) . Issues also exist with medical records being digitally indexed and stored for analysis and interpretation (Bollier & Firestone, 2010) . Text mining methods tailored to biomedical data are therefore important to accurately analyzing records (Athenikos & Han, 2010; Athenikos, Han, & Brooks, 2009 ).
ADDRESSING BIG DATA
Addressing Big Data involves considering various social and technical issues, data analytics, and a myriad of other issues.
Issues with Big Data
Various issues exist in Big Data, as described in Table 4 . These include issues of privacy and ethics in collecting and storing data, fraud activities if the data is illegally acquired, mental issues from dealing with too much data, and security and technical issues related to storing, maintaining, and retaining data.
Big Data Connotations
Negative perceptions exist for both the buzzword nature of Big Data and the negative connotations of statisticians being associated with Big Data and businesses, rather than purer research (Walker & Fung, 2013) . It can be seen that some of the issues regarding the term Big Data mirror issues statisticians had on being associated with data mining in the 1990s, due to connotations that data mining involved poorly executed statistical analysis (Hand, 1998) .
Ethical, Privacy, Fraud, and Security Issues
Many issues with Big Data revolve around privacy; as Big Data becomes manageable, privacy concerns (both contemporary and potential) become more relevant (Craig & Ludloff, 2011) . Privacy implications for society for leveraging Big Data are actually not fully understood (de Montjoye, et al., 2013) . Although one common retort against a presumption of privacy is that "if you have nothing to hide, you have nothing to fear," such arguments are specious at best (Solove, 2007) , and thus privacy issues are important to discuss. Even when anonymizing data to protect privacy, it can be possible to extract identities when enough data is available, e.g. the de-anonymization work of Narayanan and Shmatikov (Narayanan & Shmatikov, 2008) .
Compounding the ethical and privacy issues is that technologists are not always cognizant of the possible uses of their tools. The collection of highly personalized genomic data is one example, where privacy, chains of ownership, and reporting expectations are complex (McEwen, et al., 2013) . Further ethical questions and issues exist, due to the exploitation of Big Data by governments and businesses to learn more about individuals without their knowledge for some kind of competitive advantage, such as in targeted marketing and predictive analysis (Katal, Wazid, & Goudar, 2013) .
Aggregating data from a variety of sources can yield more information about a person than they may wish to share (Katal, et al., 2013) , and it has the potential to possibly implicate a person when no ill will is meant (Heffner, Popkin, Alsweilem, & Kannan; McFarland, 2012) . Data broker companies, e.g. Corelogic and Intelius, collect personal data for marketing purposes on a scale large enough to warrant government studies of their habits (Mirani & Nisen, 2014; Federal Trade Commission, 2014) . Compounding such privacy issues with Big Data is the availability of online public records. While public records are naturally not private, what previously required individual effort to obtain (through time, filing requests, or visiting an office to make a copy) is now easily available online (Salzmann, 2000) . Currently, the matter of appropriately handling public records is unresolved. Thus, relevant to Big Data privacy concerns is an attributed quote by Richelieu; "If you give me six lines written by the hand of the most honest of men, I will find something in them which will hang him" (Hoyt, 1896, p. 763) .
Information Anxiety and Overload
Information overload fundamentally results from there being more data than time available to process it (Blair A. , 2011) . Information anxiety relates to the psychological problem of having too much or too little information, with issues relating variously to not understanding information, knowing information exists, information overload/feeling overwhelmed by volume, redundancy, relevancy, access, unindexed information, and ineffective or ignorant searches (Girard & Allison, 2008) . A psychological condition, "information fatigue syndrome," has even been defined for this condition (Rosenberg, 2003) . When dealing with these matters in prior centuries, encyclopedias and catalogs were developed to store data (Blair A. , 2011) (Salor, 2012) ; however, data storage is not a solution to the current Big Data problem, which results from storing more data than is analyzable. Further information anxiety issues possibly exist due to the unknown intellectual consequences of continuous computer and internet use (Blair A. , 2011 ) (Carr, 2010 (Carr, 2008) .
Reinventing the Wheel
The issues of Big Data in academia and research have caused problems such as "reinventing the wheel" (Evans A. , 2012; Monaco & Anderson, 1994) . Due to a plethora of published articles and books, finding salient information can be difficult; one example is "Tai's formula" , a publication wherein the trapezoidal rule of integration was titled as the author's original research (Monaco & Anderson, 1994; Bender, 1994; Wolever, 1994) . Confusion can continue even when confronted with the realization that they have reinvented a wheel (e.g. Tai's response (1994) ) and academic publishing can be slow to respond (as seen by the 200+ Google Scholar citations of " Tai's formula" in 2015) . Reinventing the wheel issues are failures of Big Data due to information overload and, at their worst, can be plagiaristic in nature. These issues are compounded by increasingly separated academic domains (Smithson, 1989) (Evans A. , 2012) . The Big Data aspect is apparent here, while improved pattern recognition (e.g. search engines and text mining (Tan, Han, & Elmasri, 2000; Falagas, Pitsouni, Malietzis, & Pappas, 2008; Brin & Page, 2012) methods are developed; the research publication landscape further expands, as discussed above.
Technical, Expertise, and Financial
Beyond the technical issues related to analyzing Big Data, other such issues exist in the form of increased power consumption (Jones, et al., 2012) , as well as storage and data transmission concerns (Katal, Wazid, & Goudar, 2013) . Additionally, unanswered questions exist for what happens if Moore's Law runs into a bottleneck due to atomic barriers (Young, Kaya, & & Weckman, 2009; Courtland, 2013) . Solutions, such as nanotechnology (Wu, Zhu, Wu, & Ding, 2013) and design variations to cut power and improve performance (Courtland, 2013) , are currently posited as potential solutions to these issues. However, other problems could exist due to a reliance on digital data; such data can be erased from history accidentally, purposefully, or from acts of nature. Thus, accumulated Big Data could be erased with a worst-case scenario of a digital dark age, wherein records no longer exist from a segment of history (Bergeron, 2001 ). Alleviating such concerns is research in long-term memory storage, e.g. crystal storage (Laursen, 2013) . Additional Big Data issues involve a predicted shortage in experienced, skilled, and qualified data analysts as early as 2018 (Chen, et al., 2012) . Training on Big Data exploitation is key, since many companies have yet to exploit smaller datasets appropriately, and thus have limited desires to spend for more storage and analysis of Big Data (Barton & Court, 2012; Bartram, 2013) .
Big Data Analytics
Because of the volume of Big Data, traditional methods of analysis can function poorly, e.g. by finding patterns that do not exist (Ratner, 2003) ; additionally, the variety can cause automated methods to have issues with unexpected queries (Labrinidis & Jagadish, 2012). For example, as datasets grow in size (leaning towards Big Data) spurious structures tend to also be discovered in datasets and interpreted as meaningful when they have no true meaning (Ratner, 2003) . There are various methods employed for Big Data analysis, many of which were developed for statistical analysis and pattern recognition; as such, an overview of the background here is necessary, including an explanation of data mining (and why it differs from pattern recognition), followed by more Big Data -specific material.
Statistical Pattern Recognition
Humans are naturally suited for recognizing and interpreting patterns; however, as datasets become large and multi-dimensional (let alone Big Data), efficient human analysis becomes difficult. Statistical pattern recognition encompasses means of describing, classifying, grouping, categorization, and/or clustering data . Pattern recognition tools, such as those in Table 6 , are commonly used for data analysis tasks of initial data analysis/exploration, DRA, classification, regression, and other tasks . Some methods, such as Artificial Neural Networks (ANNs), suffer from a lack of understanding and misconceptions from their "black-box" nature; see (Dewdney, 1997) despite their processes being fundamentally statistical in nature (Sarle, 1997; Young, Bihl, & Weckman, 2014) . Thus, simpler methods are often used in practice. When applying any pattern recognition method, one should always aim to provide enough information to aid in repeating results, e.g. ANNs are frequently published without such information and thus encounter various criticisms (Zhang G. P., 2007) . Additional issues, such as training and testing set selection to prevent over-fitting issues, are relevant for improved generalizability to future data or other problems.
Data Mining (Secondary vs Primary Data
Analysis)
While primary data analysis considers data collected for a specific purpose with constrained goals, secondary data analysis considers data collected in an ad hoc basis (Hand, 1998) , e.g. many Big Data problems. Data mining consists of extracting information, patterns and relationships, and high-level information from a dataset (Chen, et al., 1996) (Browne, et al., 2003) ; essentially, data mining consists of applying pattern recognition methods without considering algorithmic assumptions (Eriksson, et al., 2006, p. 193; Hand, 1998) . Despite some negative connotations with the term and practice, see Hand (1998) , data mining is primarily interested in secondary data analysis, while traditional statistical applications focus on primary data analysis. While many pattern recognition methods imply a knowledge of classes, distributions, and other assumptions, Big Data problems can include unstructured data with unknown group membership. Various terms, such as knowledge discovery in databases (KDD) (Mannila, 1996) , data dredging, knowledge extraction, knowledge mining, data archaeology (Chen, Han, & Yu, 1996) , and fishing (Hand, 1998) , are further synonymous with data mining.
Data mining differs from traditional statistical analysis in several manners (i.e. clean data is rare); it can be difficult to check the source; hypothesis testing lacks relevance due to an abundance of data; and the data is probably not independent (Hand, 1998) . Simple data mining methods include correlation coefficients, which measure the linear relationship between two features, and simple visualizations, such as scatterplots (Ratner, 2003) . More statistical and computational methods include broad categories of methods such as those as listed above and in Table  5 . Due to the amount of data available in Big Data, small samples of a big dataset may themselves still be large (Lu & Li, 2013) . To ensure that results on reduced datasets are generalizable, cross validation and appropriate sampling methods are then important (Duda, Hart, & Stork, 2001, pp. 482-484) .
Multi-vs Mega-variate
Due to the large number of sensors available in many fields, there is a possibility that Big Data is also megavariate rather than multivariate, as conceptualized in Figure 3 . While having many features at each observation could be beneficial, these are not always salient features, and megavariate data causes dimensionality issues when applying functions that expect full rank (Kristal, 2002; Donoho, 2000) . Megavariate data has matrix inversion issues, resulting in computational issues with many data mining methods, e.g. analyses of variance. However, statistical estimation is still possible with megavariate data through methods such as the Dantzig selected (Candes & Tao, 2006) , partial least squares (Geladi & Kowalski, 1986) , and lasso methods (Zou & Zhang, 2009) .
Additionally, standard data mining and statistical methods can overcome some megavariate limitations via over-sampling, boosting, bootstrapping (Zhang J. , 2004) , and/or artificial sampling methods (Bui, 2004) . These methods artificially increase the number of samples available, and thus permit the use of more traditional approaches. Additional methods also exist, e.g. PCA preference analysis, which preserves multivariate aspects of the data and then considers subsets of the data. Even with such methods, limited observations relative to features are a serious problem that often impedes algorithm and proper model development, since properly developing methods requires training and testing on subsets of data to prevent problems such as overfitting (Porter, et al., 2001 ).
Value and Intelligently Collecting Data
Hayek (1945) noted that many problems could be reduced to logic "if we possess all the relevant information, if we can start out from a given system of preferences and if we command complete knowledge of available means." The primary challenge becomes knowing what information and knowledge is needed and getting the relevant knowledge and information to decision makers while avoiding needless abstractions (Hayek, 1945) . However, Big Data commonly runs contrary to these propositions by collecting data beyond computational limits, due to the technical processes of storing and archiving data. Therein lies the importance of the concept of Big Data (i.e. value). Inherently, a problem of searching for appropriate data to exploit exists within Big Data (Xie, 2009 ); therefore, importance should be placed on appropriate selection features for data collection and dimensionality reduction analysis (DRA) to extract value and determine saliency.
Khan et al. (Khan, Uddin, & Gupta, 2014 ) placed value at the top of the Big Data hierarchy. However, in and of itself, Big Data does not necessarily have any value; one must work to extract value from Big Data to identify something that was previously unidentifiable (Bartram, 2013) , finding salient information in a large dataset (Lapide, 2013), or appropriately selecting quantities to measure (Barton & Court, 2012) . The concept of value is closely related to feature saliency; in other words, bigger is not always better (Lapide, 2013). As Rogers et al. (2008) noted, "it is infeasible to collect enough data to properly sample the world as it exists." Therefore, methods that collect relevant (e.g. salient or valuable) data may be more beneficial than those that collect all data for potential future use. Thus, it is arguable that small datasets can be more focused and useful by being tailored to the given problem at hand (Arbesman, 2013; Bartram, 2013) .
However, collecting only salient information relevant to a given problem can still result in a Big Data problem (Barton & Court, 2012) . Therefore, DRA and feature selection should be of high importance in Big Data analytics; not only in the data analysis steps, but also in the data collection process. One could potentially gain insight into which data features are relevant through an initial data collection and analysis phase, and then only collect the relevant features in the main data collection process.
An example of value and saliency in Big Data can be considered in Schmidt's (2010) statement: "From the dawn of civilization until 2003, humankind generated five exabytes of data. Now we produce five exabytes every two days…and the pace is accelerating." However, as noted above relative to DIKW, a large portion of the exabytes of data created daily likely has a low value. The exabytes of culture have passed a test of value, while many exabytes of Big Data have not. Additionally, unmentioned is that many exabytes of data and information were created annually through unrecorded conversations; e.g. in 2002 alone, all telephone calls were equal to 17.3 exabytes of data , which was mostly lost data, since it was not recorded.
Certainly, the amount of data created is expanding, but how much of it is useful or interesting is debatable. Value refers to "that which matters." For determining value and saliency, feature selection, ranking, and extraction methods are available to create parsimonious datasets. However, such methods are generally statistical in nature, and hence, a feature selection method may return statistically valuable features which are not interpretable.
Man-Machine Approaches and Considerations
Returning to the premise in Figure 1 , a wide distinction exists between data and information. Extracting information and knowledge from raw Big Data could be extremely useful. Content-based image retrieval (CBIR) image processing methods offer a way to add meaning to collected data (Gudivada, 2010) . Applying and improving such methods to extract semantic information from web pages and other Big Data sources could reduce the amount one needs to process and improve upon finding the relevant data (Tan, Han, & Elmasri, 2000) .
While human and automated systems are frequently compared (Israel, Han, & Song, 2010) , appropriately leveraging the benefits of human and automated systems may be the proper research direction for improved data processes. One successful example of combined human-computer solutions are internet search engines, which leverage queries, history, and interaction with the user to provide a useful response (Reverdy, 2014; Lohr, 2013) .
Providing improved human-computer solutions and methods inherently involves understanding the mind. Stanovich and West (2000) posed the dichotomy between automatic/reflexive thinking (System 1) and deliberative thinking (System 2) in human cognition. System 1 processes, such as current computational intelligence methods, solve problems using prior knowledge with instinctive, automatic, repetitive, and associative means (Evans J. S., 2003) . However, System 2 processes have internal and subjective representations of the physical world and events (Lewis, 1929, pp. 60-61, 117-153; Rogers, et al., 2008) .
One can therefore argue that an augmented system can improve performance by leveraging the System 2 abilities of human analysts in an appropriate way, where automated solutions are aligned with users (Rogers, et al., 2008) . Some current research in the field of augmenting human and computer solutions includes global workspace theory-inspired architectures (Derriso, et al., 2012) and conscious-inspired and QUEST (QUalia Exploitation of Sensors) architectures (Rogers, et al., 2008) .
Big Data Analysis and Management
Due to Big Data being not only bigger than other data mining and analysis problems, but having other attributes as well, there are various specific Big Data aspects of analysis. Specific tools, methods, and visualization methods must be considered. Additionally, example Big Datasets are available to facilitate algorithm development, visualization, and analysis of real-world Big Data problems.
Big Data Analytics and Big Data Mining
Big Data analytics naturally extend pattern recognition and data mining methods; Big Dataspecific methods include considerations of data access, privacy and domain knowledge, and data mining algorithms (Wu, et al., 2013) . Wu et al. (2013) posit that an understanding of the volume, heterogeneity, autonomous sources with distributed and decentralized control, and complex and evolving relationships are required to process Big Data in an intelligent system. In the case of Big Data, datasets can contain more information and features than necessary for a given problem; e.g., both salient and non-salient features are common in raw data, since a priori knowledge of feature importance for understanding a situation rarely exists. Thus, feature selection/extraction methods are potentially useful for analyzing Big Data problems.
Additional methods used, or suggested for use, in Big Data mining include data and model fusion, local-global methods, correlation analysis, semantic-based integration, and automated hypothesis generation; all are considered important. Additionally, methods such as rule-induction and database selection for data coming from multiple sources (Wu & Zhang, 2003; Wu, Zhu, Wu, & Ding, 2013) , dynamic data methods for high velocity data (Domingos & Hulten, 2000) , local pattern analysis (Wu, Zhang, & Zhang, 2005) , and concept drift (Wu, Zhu, Wu, & Ding, 2013) have been proposed.
Data Visualizations
Appropriate visualizations are critical in data analysis, adding meaning, and displaying results; visualization best practices include simplicity and clarity (Isson & Harriott, 2013, pp. 95-112; Tufte, 2001) . However, high-dimensional data is naturally difficult to visualize, and thus different visualization methods exist for different domains. Simple approaches for visualization include scatter plots (Keahey, 1999) ; PCA and FA loadings and score plots (Dillon & Goldstein, 1984) , and plotting retained features post-DRA. However, these methods are not always applicable, and given a large dataset, the selected/extracted features may be significant in number.
Various methods have therefore been proposed for visualizing multi-dimensional datasets. These include methods such as dimensional stacking (LeBlanc, Ward, & Wittels, 1990) , parallel coordinates (Inselberg & Dimsdale, 1990) , and multiple frames (Keahey, 1999) . Nonlinear magnification has also been proposed (Keahey, 1999) , as well as virtual worlds (Feiner & Beshers, 1990) . Other methods include the means to project multidimensional data into two or three dimensions for visualizations; hyper-radial visualization (HRV) is one such method, which enables multiple attributes or features to be combined and plotted two-dimensionally based upon their correlation and other metrics (Chiu, Naim, Lewis, & Bloebaum, 2009 ).
Big Data Tools and Management
Data management in Big Data is a key concern (Gudivada, et al., 2015) (Gudivada, et al., 2015) . Beyond the amount of data, storing Big Data in an appropriate data structure is key, and tools such as NoSQL have been developed to get around data management issues (Gudivada, Rao, & Raghavan, 2014) . Additional Big Data analytics directions have included incorporating various software tools, such as Hadoop (Lim, Chen, & Chen, 2013) . Various software tools are available for Big Data analysis, Table 6 , with many developed in Java programming language and employing the ability to use multiple processor clusters for operations. Further work in Big Data analytics includes combining various Big Data software programs to create new functionality, as seen in Das & Kumar (Das & Kumar, 2013) who extended Hadoop and HBase to create a Twitter cataloging and analysis system. One issue with many Big Data software programs is that they are built for operators and not scientists and engineers; as such, many details and statistical operations are hidden from the operator, as in MapReduce (Dawei & Lei, 2013) . Variations and extensions of commonly available Big Data tools are also pursued, e.g. (Herodotou, Dong, & Babu, 2011; Dawei & Lei, 2013) .
Example Big Datasets for Analysis
The availability of Big Datasets is key if one is interested in algorithmic developments, or if one has developed an algorithm and wishes to test generalizability or compare against competing analyses. While one could collect their own Big Data, this may divert time away from algorithmic development. Facilitating this are available datasets, some of which are listed in Table 7 and range from entertainment domains to health and business applications. When compiling this list, the authors used a notional cutoff of 100,000 observations as the minimum number of observations in a Big Dataset. It is also important to note that, due to their static nature as example datasets, the Big Datasets in Table 7 may have many Big Data attributes, with the exception of velocity.
CONCLUSION
The authors presented an overview of Big Data, its history, implications, and remedies. In brief, Big Data appears to be the new status quo in a variety of fields. Various issues exist with respect to terminology, understanding what Big Data actually implies, experiments on Big Data, and effectively using Big Data rather than being overwhelmed by it. Big Data is also not a new phenomenon, and has been present for centuries; thus, the current Big Data problem can learn much from prior issues. While advances in algorithmic approaches to analyze Big Data are advancing, so are data collection and storage means. Issues in Big Data research also exist due to the Big Data nature of research publications themselves, and thus finding salient information can be difficult and one could easily, and inadvertently, reinvent the wheel in research.
Beyond size, the unstructured nature of Big Data also makes processing it difficult. While Big Data can be stored for future exploitation, in the meantime more and more Big Data is being generated. Thus, the authors believe that the examination of Big Data research problems can benefit heavily from DRA and a firm foundation in the variety of available methods. (Eriksson, Byrne, Johansson, Trygg, & Vikström, 2013) Data Information Knowledge Wisdom (Hand, 1998) (Heck, 2001 ) Sensors (Rogers, et al., 2008 ) Social Networks (Reips & Garaizar, 2011 ) Sports and Games (Bednar, 2011) (Walker & Fung, 2013) (Carr, 2008) (Salor, 2012) Reinventing the Wheel (Evans A. , 2012 ) (Monaco & Anderson, 1994) Technical, Expertise and Financial (Jones, et al., 2012 ) (Katal, Wazid, & Goudar, 2013 ) (Bergeron, 2001 ) (Chen, Chiang, & Storey, 2012) . 
Topic
Reference and Examples
Anomaly Detection
A form of unsupervised classification where statistically rare events are of interest. Useful for removing background from data. Methods: PCA reconstruction error/residual analysis (Jackson & Mudholkar, 1979) (Jablonski, Bihl, & Bauer, 2015) , Mahalanobis distance (De Maesschalck, Jouan-Rimbaud, & Massart, 2000) , RX detector (Reed & Yu, 1990) Artificial Neural Networks A variety of nonlinear classifiers that employ gradient descents and a variety of algorithms to classify and predict data Methods: Feedforward, recurrent, and self-organizing map methods (Young, Bihl, & Weckman, 2014) (Ward, Bihl, & Bauer, 2014) Classification Applying methods to create a model that accurately represents the data with respect to known classes. Methods: ANNs (Duda, Hart, & Stork, 2001) , Classification Trees (Duda, Hart, & Stork, 2001) , Discriminant Analysis (Dillon & Goldstein, 1984) , Logistic Regression (Hosmer & Lemeshow, 2000) ,
Class Imbalance
Dealing with imbalances in classes, which can create bias in analytical methods Methods: Over-sampling, boosting, bootstrapping (Zhang J. , 2004) , artificial sampling (Bui, 2004) Clustering Clustering, or unsupervised classification, refers to methods that search for underlying patterns in data Methods: Hierarchical (distance and linkage based) (Gordon, 1987) (Johnson, 1967) (Milligan & Cooper, 1987) (Milligan & Cooper, 1985) , k-means (Jain, 2010) , affinity propagation (Frey & Dueck, 2007) , density based (Ester, Kriegel, Sander, & Xu, 1996) , and other methods (Jain, 2010) 
Crowd Sourcing
Employing multiple users to analyze data, contribute to a solution, or leverage their computer power Methods/Examples: Crowd sourced games to find patterns (Mavandadi, et al., 2012) (Martin, et al., 2013) , multiple opinions for clinical data (Celi, Mark, Stone, & Montgomery, 2013) , distributed projects (Schreiner, 2001) Dimensionality Reduction Analysis Dimensionality reduction through transforming data into a new space (feature extraction) or selecting subsets of original data features (feature selection). Methods: Principal Component Analysis (PCA) (Dillon & Goldstein, 1984) , Factor Analysis (FA) (Dillon & Goldstein, 1984) , Independent Component Analysis , Kernel methods , Stepwise, forward, and backward selection methods , ANN signal to noise ratio feature screening (Bauer, Alsing, & Greene, 2000) , input reduction (Young W. , Weckman, Thompson, & Brown, 2008 ), Wilk's Lambda (Dillon & Goldstein, 1984) (Eisenbeis, 1977) , F-test (Bihl, Temple, Bauer, & Ramsey, 2015) , and other methods .methods Imputation Filling in missing observation through various methods, missing data can appear randomly through a dataset, in rows (e.g. survey responses), or in columns (possibly from a bad sensor or attribute) Field, 2004) HIGGS Data Set 11,000,000 Physics Monte Carlo simulation data of high level features for discriminating between 2 types of particles (Baldi, Sadowski, & Whiteson, 2014) SUSY Data Set 5,000,000 Physics Monte Carlo simulation data of high level features for discriminating between 2 types of particles (Baldi, Sadowski, & Whiteson, 2014) Twitter N/A Social Networks http://tweetminer.eu (Reips & Garaizar, 2011) US DoT Airline Traffic 123,000,000+ Transportation Daily flight information for US commercial airline traffic ) (Wicklin, 2009 ) (Wicklin, 2011) 
