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Resumen 
En este trabajo se hace una revisión del estado del arte en el campo de las neurociencias 
con vistas a establecer las bases para el diseño de un sistema de control cognitivo 
artificial y su aplicación a la regulación de procesos complejos. El fundamento radica en 
el nexo entre el paradigma del control por modelo interno y la conectividad cerebro-
cerebelo como base de la inteligencia humana. La principal hipótesis radica 
precisamente en que el control por modelo interno a través de la conectividad cerebro-
cerebelo es un componente único de la inteligencia humana. Los resultados preliminares 
de la aplicación de un sistema de control cognitivo artificial basado en modelos internos 
avalan la validez de esta hipótesis en el campo del control de procesos [1-3]. 
 
 
Introducción. 
 
En la actualidad, está científicamente demostrado que el reconocimiento instantáneo de 
un objeto conocido es posible, entre otros motivos, porque en el cerebro, ya tenemos un 
modelo de ese objeto que se activa a través de la visión. Igualmente, podemos 
comprender rápidamente lo que oímos, porque el cerebro es probable que contenga un 
modelo de representación de los significados de los sonidos que recibimos. Además, 
podemos realizar movimientos complejos con tanta facilidad y precisión debido a que el 
cerebelo proporciona un modelo del movimiento que se pretende hacer. Tales modelos 
internos ofrecen una atractiva explicación refinada de los mecanismos cognitivos y de 
control del cerebro. 
Una base interesante desde la perspectiva de la Teoría de Sistemas la proporcionan 
Imamizu et al. [4] que proponen un sistema de control adaptativo con dos grados de 
libertad para emular en control de un brazo (Fig. 1). Cuando movemos una mano, la 
referencia del movimiento deseado se activa en el cerebro, y se transmite como una 
instrucción a la zona motora y a sus correspondientes regiones de la corteza cerebral. 
Estas áreas generan señales de mando, que actúan en el sistema mano / brazo para llevar 
a cabo el movimiento. La información acerca de la realidad del movimiento se transmite 
a través del sistema visual a la zona motora y áreas relacionadas, y se compara con el 
movimiento recibido como una instrucción. 
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Figura 1. Diagrama de bloques de los dos grados de libertad del sistema de control 
adaptativo con un mecanismo de aprendizaje por retroalimentación del error [5].  
 
 
Este sistema combina un control realimentado llevado a cabo por la corteza cerebral con 
una acción anticipativa ejecutada por el cerebelo. En la corteza cerebral se comparan las 
instrucciones, el movimiento deseado con un movimiento realizado a partir de la 
retroalimentación sensorial, mientras que el cerebelo sólo recibe la instrucción. Para 
realizar un movimiento sin la información deseada del movimiento realizado, el 
cerebelo tiene que disponer de un modelo inverso de la mano / brazo, tal como se 
visualiza usando datos de imágenes cerebrales. 
Esta información asegura que el movimiento realizado sea similar al movimiento 
deseado o de referencia. La instrucción ó referencia también puede ser convertida en 
señales por el cerebelo, en lugar de por la corteza cerebral. Incluso sin esa información, 
esta vía puede producir un movimiento que se corresponde estrechamente con el 
movimiento que recibió como una instrucción. Para que esto suceda, sin embargo, el 
cerebelo tendría que contener la dinámica inversa o la cinemática de la mano / brazo. En 
otras palabras, el cerebelo tendría que contener un modelo inverso de la mano / brazo. 
El modelo se crea y actualiza a través del aprendizaje, al referirse a los errores entre los 
movimientos deseados y realizados como se detectan por las áreas motoras y otras áreas 
de la corteza cerebral (información de error-aprendizaje) [6, 7]. 
 
 
 
Figura 2. Estructura básica de los circuitos neuronales en el cerebelo [8].  
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En la figura 2 se muestra solo una unidad mínima funcional de los circuitos del 
cerebelo. Las señales de la fibra musgosa proporcionan entradas a la unidad funcional y 
las neuronas del núcleo del cerebelo generan salidas. Las señales de las fibras trepadoras 
proporcionan los errores, reorganizando las conexiones internas dentro de la unidad 
funcional para modificar su propia relación entrada-salida.  
Cabe destacar que ya en los años 90, numerosas grabaciones de las células de Purkinje 
en el cerebelo de una rata permitieron la investigación del mecanismo responsable de la 
activación. Al determinar la distribución espacial de la fibra trepadora que sigue a una 
micro estimulación eléctrica de la corteza cerebelosa, se demostró que el mecanismo de 
la simultaneidad de los disparos está basado en la interacción eléctrica entre las 
neuronas de la oliva inferior (IO) [9]. Igualmente se han examinado las implicaciones 
funcionales de la sincronización y de la organización temporo-espacial de los picos 
complejos en la corteza cerebelosa en el contexto de la coordinación motora y el 
tiempo.  
Algunos trabajos trascendentales se han centrado en el modelado no lineal con 
inspiración en los circuitos de Van der Pol y en el modelo de FitzHugh-Nagumo del 
sistema olivo-cerebelo y su aplicación al control de procesos de alta complejidad. El 
sistema olivo-cerebelar constituye una de las redes de la organización central de 
coordinación de movimientos en los vertebrados. Las últimas décadas de estudios en 
muchos laboratorios han contribuido significativamente a la comprensión de la 
electrofisiología de la oliva inferior y las neuronas del cerebelo [10]. A pesar de los 
éxitos en el campo del control de sistemas físicos complejos, a partir de  la 
implementación de sistemas de control basados en el principio de linealización por 
realimentación y que utilizan como base la implementación analógica de un circuito que 
representa el sistema olivo-cerebelo, todavía quedan por discernir numerosas cuestiones 
[11].  Por ejemplo, la comprensión y el modelado matemático de las interacciones no 
lineales y no modeladas a nivel del cerebelo por medio de las herramientas 
computacionales que tenemos a nuestro alcance.  
Es por ello que gana peso la hipótesis de los modelos internos [5]. El concepto de 
modelo interno de aprendizaje motor es razonable si se consideran parcialmente 
conocidos los mecanismos celulares del cerebelo. El cerebelo tiene una estructura 
compartimentada que consiste en numerosas pequeñas unidades funcionales, cada una 
de los cuales contiene una red neuronal, compuesto por las neuronas de Purkinje y otras, 
organizados en una forma geométricamente especial (Fig. 2). Cada unidad puede 
cambiar su relación entrada/salida a través del aprendizaje, que es conducido por las 
señales de error transmitidas a las células de Purkinje por una única estructura de 
entrada: las fibras trepadoras. Las señales de las fibras trepadoras inducen una depresión 
a largo plazo (LTD), de la transmisión de una importante aportación a las células de 
Purkinje, a través del camino de las fibras musgosas y las fibras paralelas. La LTD 
deprime las sinapsis entre las fibras paralelas y las células de Purkinje que participan en 
la toma de errores, por lo que la reorganización de las conexiones interiores apunta 
hacia una reducción de los errores. A través de este mecanismo de aprendizaje del 
cerebelo, una unidad podría modificar su relación entrada-salida hasta que represente el 
modelo necesario que permita un control preciso. 
 
2. Control de actividades mentales por medio de modelos internos en el cerebelo. 
 
El intrincado circuito neuronal del cerebelo está pensado para codificar modelos 
internos que reproducen las propiedades dinámicas de las partes del cuerpo. Estos 
modelos son esenciales para controlar el movimiento de estas partes del cuerpo: 
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permiten al cerebro controlar con precisión el movimiento, sin la necesidad de 
información sensorial explícita. Se cree que el cerebelo también puede codificar 
modelos internos que reproducen las propiedades esenciales de las representaciones 
mentales en la corteza cerebral. Esta segunda premisa sugiere un posible mecanismo por 
el cual la intuición y el pensamiento implícito podrían funcionar y explica algunos de 
los síntomas que son exhibidos por algunos pacientes psiquiátricos.  
 
2.1 Modelos internos. 
 
En su sentido más amplio, el término "modelo interno" se aplica a cualquier 
representación artificial del mundo exterior [12]. Sin embargo, ya está aceptado el 
concepto de modelos internos en el cerebelo, que se ha desarrollado a partir de las 
teorías modernas del control de movimiento. Según este concepto, el cerebelo forma (a 
través de un proceso de aprendizaje), un modelo interno que reproduce bien la dinámica 
de una parte del cuerpo (en el caso de un modelo directo) o la dinámica inversa (en el 
caso de un modelo inverso). Este modelo interno se forma y se ajusta según se repite un 
movimiento. En última instancia, el modelo interno ayuda al cerebro a realizar el 
movimiento con precisión, sin la necesidad de hacer referencia a la parte del cuerpo 
involucrada en el movimiento. Esto explica la forma en que se puede mover un 
miembro con habilidad después de varias prácticas. El concepto de control de 
movimiento de los modelos internos tiene sus bases en la modelización computacional y 
en la neurociencia experimental. Una materialización ha sido la creación de un robot 
que puede aprender movimientos expertos a través del uso de principios similares [13]. 
Los síntomas clínicos derivados de lesiones del cerebelo han sugerido la implicación del 
cerebelo en las funciones mentales [14]. En dicho trabajo se sugiere que el cerebelo 
regula la velocidad, la coherencia y la adecuación de los procesos cognitivos. La 
hipótesis de los modelos internos para las actividades mentales requiere la actividad 
concertada a gran escala de una red que involucra al lóbulo prefrontal, al lóbulo 
temporo-parietal y los hemisferios del cerebelo. 
 La comprensión de las características compartidas del control motor y la 
manipulación mental ha avanzado y nos ha acercado a los mecanismos de los 
pensamientos implícitos, intuitivo y creativo [15], e incluso a las interacciones sociales. 
La hipótesis de los modelos internos también está soportada por evidencias científicas 
incluidas las que reanalizan las vías anatómicas que interconectan la corteza cerebral y 
el cerebelo. 
 
2.2 Componentes del control por modelo interno. 
 
Ciertamente, cuando pensamos, algo en nuestra mente se manipula. La suposición de la 
existencia de modelos internos conlleva a que este proceso de reflexión tiene sustratos 
neuronales en el cerebro, que comparten los principios de los sistemas de control 
diseñados durante década según el paradigma del control por modelo interno [16]. 
La corteza prefrontal se supone que tiene la función de controlador, mientras que las 
neuronas de la corteza temporo-parietal codifican el objeto controlado. Por otra parte, se 
supone que los hemisferios cerebelares proporcionan el modelo interno (que puede ser 
directo o inverso). Los valores de referencias, el sistema sensorial / percepción y el 
sistema atencional son componentes adicionales. 
 
2.2.1 La corteza prefrontal como controlador. 
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La corteza prefrontal abarca un conjunto de áreas neocorticales interconectadas en el 
lóbulo frontal. Se cree involucrado en las funciones ejecutivas que son importantes para 
el control consciente de pensamiento y de la acción de conformidad con los objetivos. 
De las tres principales regiones de la corteza prefrontal (dorsolateral, medial y 
orbitofrontal), es la corteza prefrontal dorsolateral, una de las más importantes ya que 
controla algunas funciones cognitivas. Esta región también conocida como DL-PFC 
sirve como la mayor área cortical responsable de la planificación, organización y 
regulación motora. Desempeña un papel importante en la integración de la 
información sensorial y en la regulación de la función intelectual y su acción. También 
participa en la memoria de trabajo. La corteza orbitofrontal y las regiones 
ventromediales están implicadas en la toma de decisión y en el procesamiento del miedo 
y el riesgo. Las tres regiones parecen trabajar juntas como un sistema funcional 
interactivo. 
 
¿Cuáles son los mecanismos neuronales que utiliza la corteza prefrontal cuando 
manipula un objeto controlado?  
 
Se cree que un conjunto de neuronas en la corteza prefrontal genera y mantiene los 
patrones de actividad que representan los objetivos y los medios para su realización 
[17]. Estas neuronas proporcionan señales que influyen en la actividad en gran parte del 
cerebro y afectan a muchos procesos neuronales, incluyendo aquellos que son 
responsables de la sensación y / o la percepción, la respuesta de la ejecución, la 
recuperación de la memoria y la evaluación emocional. Parece que estas señales 
prefrontal constituyen colectivamente señales que manipulan la actividad en las 
neuronas que codifican el objeto controlado.  
La corteza prefrontal participa también en la memoria de trabajo, que utiliza 
brevemente información on-line y sienta las bases de los procesos del pensamiento [18]. 
La memoria de trabajo funciona solo cuando es impulsada o conducida por la atención. 
Se supone que tiene diferentes funciones, incluida la manipulación mental de la 
información existente [19]. Estas funciones son, por tanto, compatibles con la 
asignación de la función de controlador de la corteza prefrontal. 
 
2.2.2 Modelos mentales en la región temporo parietal. 
 
Esta región es conocida por desempeñar un papel crucial en los procesos de distinción e 
interacción “yo-otros” y en la Teoría de la Mente (TOM) [20]. Se trata  de una teoría 
soportada en la habilidad para atribuir estados mentales, creencias, intenciones, deseos, 
pretensiones, conocimientos, etc., a uno mismo y a los demás y entender que otros 
tienen creencias, deseos e intenciones que son diferentes a la propia de cada individuo. 
Este tema está fuera del ámbito de este trabajo. Recientemente, se han mostrado ciertas 
carencias en esta teoría relacionadas con la elaboración de perspectivas, como una 
habilidad fundamental que guía nuestras interacciones sociales. Se distinguen dos 
componentes de la perspectiva: la capacidad de inhibir nuestra propia perspectiva y la 
capacidad de inferir otro punto de vista [21].  
 
Un "modelo mental" es un sustrato psicológico de una situación real o imaginaria 
[22, 23]. Según su definición, un modelo mental es un pequeño modelo a escala de la 
realidad que se utiliza para razonar, para explicar los acontecimientos actuales y 
anticipar los acontecimientos futuros. Los modelos mentales pueden ser construidos a 
partir de la percepción, la imaginación o la comprensión del discurso. Los modelos 
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mentales incorporan nuestra capacidad para imaginar escenas visuales, pero también 
pueden ser abstractos y representar situaciones que no pueden ser visualizadas. El 
concepto de un modelo mental es un concepto psicológico, pero se considera un 
objetivo equivalente en nuestro cerebro [24]. La hipótesis del modelo interno de los 
procesos mentales supone que el controlador prefrontal construye y manipula los 
sustratos neuronales de un modelo mental, con el modelo mental actuando como 
un objeto controlado. 
En la neocorteza, muy relacionada con los sentimientos, las habilidades y la 
experiencia acumulada, la información sensorial es analizada primero en las zonas 
sensoriales y, a continuación, integradas para formar una percepción en algún lugar de 
las amplias áreas de asociación temporo-parietal. Por ejemplo, esta integración se refleja 
en la actividad neuronal que se induce en el área de asociación infero-temporal cuando 
un mono visualiza un objeto [25]. Después que se ha producido un cierto grado de 
integración, la información sensorial se transforma en una representación mental. Esa 
representación mental de un patrón visual se ha puesto de manifiesto en las neuronas 
situadas en la parte anterior de la zona infero temporal [26]. En la rivalidad binocular, 
un estímulo visual se presenta a cada ojo. El sujeto no percibe una combinación de los 
dos estímulos, sino que la percepción alterna entre los dos estímulos. En este caso, la 
actividad de las neuronas en el área infero temporal refleja lo que se percibe, no lo que 
se intuye a través de la retina. 
 
 
 
Figura 3. Sistemas de control por modelo interno del movimiento voluntario, 'directo' 
(a) e «inverso» (b) los modelos de sistemas de control de movimiento.  
 
 
De acuerdo con la figura 3 según la referencia u objetivo (P) en la corteza 
premotora, la corteza suplementaria ó la circunvolución anterior, el controlador (CT) en 
la corteza motora envía señales al objeto controlado (CO; una parte del cuerpo o un 
elemento motor menor). La corteza visual (CV) media en la realimentación de la parte 
del cuerpo con la corteza motora. Las flechas discontinuas indican que la parte del 
cuerpo se copia en un modelo interno en el cerebelo (ya sea un modelo directo (FM) o 
un modelo inverso (MI)). En el sistema de control basado en modelo directo, el control 
d puede ser realizado, con precisión, haciendo referencia a la información interna del 
modelo directo. En el sistema de control por modelo inverso, el control realimentado 
(CT) se sustituye por el propio modelo inverso.  
 
Los últimos estudios basados en neuro imágenes de diferentes lesiones han 
demostrado la activación de la corteza temporo-parietal en distintos tipos de tareas del 
pensamiento. La actividad puso de manifiesto cambios en los estados internos y / o 
características de la respuesta dinámica de los circuitos neuronales que codifican los 
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modelos mentales. Tales cambios se cree que son inducidos por señales de control o 
acciones de control prefrontales. En estos estudios recientes, los modelos mentales a 
menudo parecen contener información sobre reglas de cálculo o transformación. A fin 
de que la corteza temporo-parietal tenga un papel como un objeto controlado en el 
control por modelo interno, debe recibir señales de control, y dar retroalimentación a la 
corteza prefrontal. 
  
2.2.3 Modelos internos en el cerebelo. 
 
El cerebelo se compone de numerosos módulos también llamados microcomplejos, 
cada uno de los cuales constituye una unidad de aprendizaje automático que está 
estructurada de manera uniforme, con algunas pequeñas variaciones regionales (Fig. 3). 
El intrincado circuito neuronal del cerebelo proporciona un mecanismo por el cual un 
modelo interno para una función específica puede formar un micro complejo. La idea 
general es que la relación entrada-salida de un micro complejo es adaptativamente 
modificada por la actividad de la fibra trepadora. Las fibras trepadoras transmiten las 
señales que representan los errores e inducen la llamada depresión a largo plazo (LTD), 
activando conjuntamente la sinapsis de las células de Purkinje y las fibras paralelas [27, 
28]. Este aprendizaje de los errores es la base de la capacidad del cerebelo para formar y 
actualizar modelos internos. Las señales de error pueden ser obtenidas por la 
comparación de la salida del objeto controlado con las del modelo directo, cuando 
ambos están respondiendo a las señales. La oliva inferior es la única fuente de las fibras 
trepadoras y pudiera ser el sitio donde se lleva a cabo esa comparación. Esto requeriría 
que la oliva inferior reciba las proyecciones tanto de los núcleos cerebelosos como de la 
corteza temporo-parietal. De hecho, una proyección inhibitoria del núcleo cerebelar a la 
oliva inferior existe, pero no hay pruebas de una proyección directa desde la corteza 
temporo-parietal. Sin embargo, hay proyecciones indirectas a la oliva inferior desde la 
corteza parietal a través de estructuras del mesencéfalo.  
Por ejemplo, la porción parvocelular del núcleo rojo (pRN) recibe las aportaciones 
de la corteza parietal posterior [29] y, a su vez proyecta las señales de excitación a la 
oliva inferior [30]. El aprendizaje por realimentación de error [13] es otro mecanismo 
que se ha sugerido en el aprendizaje de los modelos inversos (fig. 4b). Si el modelo 
inverso no funciona perfectamente, habrá discrepancias entre la salida del objeto 
controlado y las señales de referencia o deseadas (fig. 4b). Estas discrepancias, 
expresadas a través de la retroalimentación de errores, impulsará la corteza motora, por 
lo que las señales de control generadas por la corteza motora reflejan estos errores 
realimentados. Estas señales se envían al cerebelo a través de la pRN y la oliva inferior 
(fig. 4b), y maneja los procesos de aprendizaje basados en LTD en el modelo inverso. 
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Figura 4 Diagrama de bloques de control por modelo interno a) Sistema de control por 
modelo directo, b) por modelo inverso [31]. 
 
 
En este sistema (ver figura 4) un modelo directo imita las propiedades dinámicas 
del objeto controlado. Las señales de error se obtienen mediante la comparación de los 
resultados del CO (supervisados por el sistema sensorial SS) con las del modelo directo 
en la oliva inferior (IO), y se envían al modelo directo para modificarlo. Por su parte, en 
el control por modelo inverso (IM), un modelo imita ó reproduce la inversa de las 
propiedades dinámicas del objeto controlado. Para el aprendizaje en el modelo inverso, 
los errores en la realimentación son obtenidos a partir de las acciones de control o 
señales de mando se generan por el controlador. Las flechas que oblicuamente cruzan 
los modelos directos e inversos representan la vía de las señales que ajustan la dinámica 
de los modelos directos e inversos. 
Las vías o caminos que sigue la señal de error para el control por modelo interno 
de la actividad mental está en fase de investigación ya que la porción parvocelular del 
núcleo rojo recibe las aportaciones de la corteza motora suplementaria, la 
circunvolución del cíngulo, y del área prefrontal y parietal posterior [30]. Es posible que 
la pRN medie en el aprendizaje en el cerebelo en relación con diversas actividades 
corticales no motoras. Para proporcionar un modelo interno de la actividad mental, los 
hemisferios cerebelosos deben tener conexiones con las cortezas prefrontal y temporo-
parietal. Una zona del cerebelo codifica un modelo directo debe estar mutuamente 
relacionadas con la corteza prefrontal. Un modelo inverso, por otra parte, requiere que 
haya conexiones paralelas entre el cerebelo y la corteza prefrontal, y estas zonas deben 
recibir una entrada común desde la referencia o valor deseado, y que a su vez es 
proyectado a un objeto controlado común. Esta condición también se puede cumplir, 
porque tanto la corteza prefrontal como los hemisferios del cerebelo (este último vía 
núcleos pontinos) reciben las entradas de la circunvolución anterior del cíngulo y la 
proyectan hacia la corteza temporo-parietal [32]. Por lo tanto, los datos anatómicos 
apoyan cualquier tipo de modelo interno de la actividad mental pero no nos dicen 
qué tipo de modelos se utilizan en los seres vivos. La cuestión de qué tipo de modelo 
interno está representado en un módulo ó microcomplejo del cerebelo se ha tratado de 
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esclarecer en los casos de la actividad motora por medio de la grabación de patrones 
temporales usando impulsos de descarga desde las células de Purkinje por medio de 
microelectrodos. Desafortunadamente, en la actualidad este tipo de estudio no se puede 
realizar en el cerebelo de los seres humanos. A menos que se desarrollen métodos no 
invasivos para analizar la actividad de las distintas células de Purkinje en los seres 
humanos, será difícil diferenciar las contribuciones de los modelos directos e 
inversos en el control de las actividades mentales. 
 La hipótesis del control modelo interno implica que, durante la repetición de 
juicios de un pensamiento que utiliza un modelo mental, un modelo interno (ya sea 
hacia directo o inverso) que imita el modelo mental se forma en el cerebelo. Un modelo 
directo pudiera sustituir el modelo mental como objeto del control. Durante la 
manipulación del modelo directo, pudiéramos no ser conscientes del contenido del 
pensamiento, ya que esta manipulación se lleva a cabo en el cerebelo. Sin embargo, 
queremos ser conscientes de que estábamos pensando (es decir, ser conscientes de que 
el acto del pensamiento), porque el controlador se encuentra en la corteza prefrontal. 
Cuando el modelo directo comenzó a representar una solución correcta, sería 
realimentado de nuevo a la corteza prefrontal ejecutiva para completar el pensamiento. 
Podemos entonces sentir que hemos resuelto el problema de inmediato, sin conocer la 
razón - es decir, utilizando la intuición. Si se utiliza un modelo inverso, este podría 
sustituir a la corteza prefrontal como controlador y nos debe permitir proceder 
totalmente implícitamente (sin el acto mismo de percepción). El paradigma de control 
por modelo interno pudiera explicar aspectos implícitos e intuitivos del pensamiento. 
Cuando un problema nuevo se presenta como una instrucción la memoria de trabajo 
atiende brevemente el problema dado en los sistemas de almacenamiento. La corteza  
ejecutiva de la memoria de trabajo convierte el problema en señales de control o 
acciones de control. Estas señales actúan en un modelo mental para alterar sus estados 
internos o características dinámicas. Esta manipulación debe llevar al modelo mental a 
generar una solución al problema dado. Sin embargo, cuando el problema es nuevo, los 
modelos mentales disponibles pueden no ser capaces de producir la solución correcta. 
La disparidad entre la solución generada por el modelo mental y el problema dado (E1 
en la figura 5) pudiera activar el sistema de novedad del cerebro, tal y como ha sido 
postulado que se producen en modelos neuronales clásicos de acondicionamiento [33]. 
El sistema de novedad se ha sugerido que consiste en la zona CA1 del hipocampo ylas 
neuronas dopaminérgicas del área tegmental ventral (VTA) [34]. El sistema de novedad, 
a su vez, activa el sistema de atención, lo que intensifica la memoria de trabajo en 
términos de magnitud y persistencia [33]. Las señales de control van por tanto a 
fortalecer su acción en el modelo mental. Cuando se genera una solución correcta, se 
realimenta a la ejecutiva central para completar el pensamiento. Estos eventos son 
posibles durante la fase inicial explícita del pensamiento en la resolución de problemas.  
Si no se obtiene una solución correcta durante la fase explícita, el funcionamiento 
altamente atencional de la memoria de trabajo cesará muy pronto. Sin embargo, la 
corteza prefrontal contiene neuronas que muestran actividades sostenidas que son 
selectivamente relacionadas con una determinada tarea y robusta frente a interferencias 
que producen distracciones [35]. Estas neuronas podrían constituir una parte ejecutiva 
de la memoria de la corteza prefrontal que no es de trabajo (Fig. 5), y que tendría el 
papel de controlador durante la segunda fase de menor atención del pensamiento. Esta 
parte ejecutiva de la corteza seguirá actuando sobre los modelos mentales, pero 
intermitentemente y con un menor grado de atención. Además, el pensamiento se 
llevará a cabo utilizando un modelo directo en lugar de un modelo mental. Mientras 
continúan los ensayos, el aprendizaje del error (E2 en la figura 5) ajusta al modelo 
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directo para imitar mejor al modelo mental. El modelo directo eventualmente 
modificado reemplaza al modelo mental como objeto de control de modo que 
implícitamente se continúe manipulando el modelo directo (Fig. 5b). Del mismo modo, 
un modelo inverso también puede ser sintonizado por retroalimentación del error de 
aprendizaje, para reemplazar la función del controlador de la corteza ejecutiva. Por lo 
tanto, el sistema de pensamiento procederá implícitamente hasta que, según lo descrito 
anteriormente, se genera una respuesta correcta aparentemente intuitiva. 
 
Figura 5. Diagrama de un sistema artificial para control del pensamiento [31]. 
 
El diagrama de la figura 5 muestra un esquema de los procesos explícitos e implícitos 
del pensamiento. La memoria de trabajo y el sistema de atención en conjunto 
constituyen un sistema de control para un modelo mental durante la fase de atención 
explícita pensamiento. La parte de la corteza prefrontal que lleva a cabo funciones 
ejecutivas actúa como un controlador para la fase explícita del pensamiento de menor 
atención. El modelo inverso proporciona un controlador anticipativo. Los comparadores 
son muy importantes en el esquema. COMP1 es un comparador asociado con la 
novedad del sistema. COMP2 es un comparador de la participación de la oliva inferior. 
COMP3 es un comparador postulado para e3.  
A partir de una revisión rigurosa de la literatura a la que se ha tenido acceso [10, 13, 31] 
se ha corroborado el papel que desempeñan los modelos internos para el control de las 
actividades mentales. La premisa parte del supuesto de la coactivación del 
hemisferio cerebeloso con la corteza prefrontal y la región témporo-parietal 
durante el desempeño de tareas mentales. 
 
3. Sistema de control cognitivo artificial aplicado al mecanizado de alto 
rendimiento. Una propuesta conceptual. 
 
Una teoría científica completa de la inteligencia no existe todavía, sin embargo, la 
comprensión y el conocimiento sobre como construir un sistema pseudo-inteligente se 
ha desarrollado tan rápido en diferentes campos que ha hecho emerger nuevos 
paradigmas como el de los sistemas cognitivos artificiales. Los resultados recientes en 
diferentes disciplinas tales como las neurociencias, la psicología, la inteligencia 
artificial, la robótica y los relacionados con nuevas máquinas y procesos inteligentes 
han sentado las bases de una teoría computacional de la inteligencia [36, 37]. 
Precisamente, es la habilidad de los seres humanos para desarrollar eficientemente 
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tareas cognitivas desconocidas o arbitrarias, nuevas y de elevada complejidad, y luego 
explicarlas con instrucciones breves, lo que ha motivado a muchos investigadores de 
áreas de conocimiento como la Automática, las Ciencias de la Computación y la 
Inteligencia Artificial (IA) a explorar nuevos paradigmas: que permitan transitar de la 
inteligencia estructurada [38, 39] al control cognitivo artificial.  
Durante mucho tiempo, y desde los albores de la cibernética, los sistemas cognitivos se 
han asociado con la robótica debido al reto científico que supone el diseño de robots con 
inteligencia similar a la humana en cuanto a percepción, actuación y alto nivel de 
cognición. Sin embargo, los progresos en los procesos de fabricación desde el punto de 
vista de la mecánica, los nuevos materiales, etc. imponen la necesidad de incorporar 
nuevas leyes de control que mejoren y optimicen estos procesos [40].  
La hibridación de la lógica borrosa con las redes neuronales es la metodología más 
establecida y mejor conocida con el fin de construir sistemas de control con inteligencia 
estructurada que sean robustos y eficientes [1, 41-44]. De esta forma se combina una 
excelente habilidad para modelar cualquier función no lineal con un alto grado de 
precisión y una alta capacidad de aprendizaje (neuronal) con la transparencia semántica, 
la habilidad para la representación del pensamiento humano y el excelente 
comportamiento en situaciones de cierta incertidumbre e imprecisión (borroso). 
Por otra parte, el diseño de controladores inteligentes requiere necesariamente la 
utilización de esquemas de control y métodos que garanticen las prestaciones deseadas. 
El paradigma del control por modelo interno (CMI) ha sido aplicado con éxito en el 
control inteligente. Se puede considerar un método consolidado para el diseño de 
controladores borrosos, neuronales y neuro-borrosos que garantiza una buena respuesta 
dinámica y un buen comportamiento en presencia de perturbaciones [2, 45, 46]. 
De este modo, las características anteriormente expuestas convierten al paradigma del 
control por modelo interno y a los sistemas neuroborrosos evolutivo en estrategias 
adecuadas para el diseño de sistemas de control cognitivos artificiales [47, 48]. En la 
figura 6 se muestra el esquema del sistema de control cognitivo artificial para optimizar 
un proceso de fabricación: el taladrado de alto rendimiento.  
 
 
Figura 6. Diagrama del esquema funcional del sistema de control cognitivo artificial 
basado en modelos internos. 
 
En la figura 6 se han particularizado todas las partes del sistema estableciendo algunas 
analogías con el esquema mostrado en la figura 5. En este caso los modelos directos e 
inversos están representados por sistemas neuroborrosos, la componente anticipativa 
está representada por un sistema borroso y un sistema neuronal artificial representa la 
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detección de novedad. Las cuestiones relacionadas con el aprendizaje, el ajuste y la 
auto-optimización no aparecen de forma explícita en el esquema, pero se presupone la 
utilización de técnicas estocásticas para la auto-optimización (e.g., entropía cruzada) y 
deterministas para el aprendizaje por medio de la propagación hacia atrás de los errores 
(e.g., Levenberg-Marquardt). Los ensayos preliminares han mostrado la viabilidad 
técnica de versiones simplificadas de este esquema en el control de fuerza en procesos 
de fabricación. 
Desde el punto de vista científico, se trata de evolucionar los controladores 
inteligentes a partir de la imitación de la conectividad cerebro-cerebelo. Para alcanzar 
estas capacidades, el objetivo final es el diseño de un sistema de control cognitivo 
basado en modelos internos con una arquitectura federada (jerárquica y heterárquica), 
dotado de unidades inteligentes (unidades neuroborrosas auto-optimizadas), de niveles 
de razonamiento inductivo y transductivo y con niveles avanzados de coordinación 
(competición) a través de la red.  
El sistema de control tendrá cuatro capacidades básicas -auto- (configurable, 
aprendizaje, optimizable, adaptable). De esta manera habrá modelos inductivos (todo el 
conjunto de datos disponibles, visión global) y transductivos (percepciones creativas) 
[49]. Se tratará de eliminar las barreras entre el proceso y el controlador, inherentes al 
diseño tradicional. El método desarrollado será aplicado a un proceso de fabricación de 
alto rendimiento, que puede abarcar desde la macro-escala (taladrado de alto 
rendimiento) hasta la micro/nano-escala. 
 
 
 
Conclusiones 
 
En este trabajo se hace una revisión del estado del arte en el campo de los sistemas de 
control cognitivo artificiales basados en modelos internos. La principal hipótesis del 
papel que desempeña el control por modelo interno a través de la conectividad cerebro-
cerebelo como componente único de la inteligencia humana ha sido corroborada a 
través del estudio. Finalmente se hace una propuesta de esquema de control por modelo 
interno que incluye la incorporación de estrategias anticipativa y de detección de 
novedad. Los ensayos preliminares de este esquema han demostrado su viabilidad 
técnica. 
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