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Jika hubungan antara logit mean respon dengan predil..iomyajauh dari bentuk 
linear maka perlu dipertimbangkan bahwa penyesuaian model dengan menggunakan 
prediktor model hnear masih belum tepat. Sehingga tidak dapat meringkas dengan 
tetap seperti gans lurus, karena hal tersebut dapat menyebabkan jurnlah kuadrat 
residual yang semakin besar dan ketepatan model dengan data menjadi jauh. 
Demam berdarah dengue merupakan suatu penyakit yang masih menjadi 
masalah kesehatan masyarakat karena morbiditasnya tinggi dan bila penderita datang 
berobat dalam keadaan syok (renjatan) mempunyai resiko kegawatan yang tinggi dan 
akibatnya mortalitasnya ting~:.>i. Keterlambatan penanganan terhadap penderita 
demam berdarah dengue dapat menyebabkan penyakit ini menjadi gawat. Kegawatan 
teljadi karena kebocoran plasma keluar dari saluran pembuluh darah menuju ke 
jaringan tubuh disekitamya terutarna yang beronggga. Hasil penelitian di Rumah 
Sakit menunjukan bahwa terdapat beberapa kasus penderita demam berdarah dengue 
ringan dapat berubah keadaan klinisnya menjadi gawat, terutama penderita yang 
datang dengan menunjukan manifestasi klinis kesadaran yang menurun, panas yang 
tinggi, kejang dan bcraknya berwama hitam. Pada penelitian ini akan dilakukan 
penyesuaian analisis faktor-faktor prognostik demam berdarah dengue dengan 
mcnggunakan regresi logistik. Dilanjutkan dengan menerapkan penggunaan regresi 
logistik additive dcngan penaksiran fungsi penghalusan dengan menggunakan 
penghalus kubik spline (cubic spline smoothers). Dari kedua metoda tersebut akan 
menjelaskan kelebihan regresi logistik dengan penghalusan kubik spline. 
Hasil penelitianini mcnunjukan bahwa regresi logistik setiap keterlambatan 
penderita yang ingin mendapatkan perawatan di rumah sakit sebesar satu unit bari 
maka resiko untuk menjadi status kegawatan berat naik sebesar I ,4 kali. Sedang.kan 
pada regresi logistik additive, variabel yang signifikan nonlinear nonparametrik 
variabel umur, ternyata penderita yang berurnur kurang dari 4 tahun memiliki 
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1.1 Latar Belakang 
Regresi logisuk adalah salah satu metode statistik yang sering digunakan 
untuk menggambarkan hubungan antara variabel respon yang bersifat biner 
(dikotomus) dengan satu atau beberapa variabel prediktor. Fungsi regresi logistik 
dapat dituliskan sebagai berikut: 
1 eq /(77)= _ atauekuivalen dengan /(TJ)=--
1 + e ? 1 +eq (1.1) 
nilai TJ dalam hal ini bisa dianggap scbagai kombinasi dari berbagai penyebab 
timbulnya suatu kcjadian, dimana nilai f(TJ) berkisar antara 0 dan I yang 
dipengaruha oleh perubahan nilai 11 antara -oo dan +oo. Untuk mendapatkan model 
regresi logistik dari fungsi logistik, pendekatan yang sering dilakukan adalah 
menyatakan TJ scbagai model linear, dimana 11 merupakan kombinasi linear dari 
variabel prediktomya yang dinyatakan sebagai TJ = c:x + j3x. Untuk menaksir 
parameter pada model regresi loglStik dicari nilai taksiran c:x dan l3 yang 
memaksimumkan fungsi likelihood menggunakan prosedur Iteratively Rewetghted 
Least Square. 
Jika hubungan antara logit mean respon dengan prcdiktomya jauh dari bentuk 
linear atau tidak adanya informasi scbelumnya tentang bentuk hubungan tersebut, 
perlu dipertimbangkan bahwa penyesuaian model dengan menggunakan prediktor 
model linear adalah tidak tepat. Sehingga tidak dapat meringkasnya dengan tetap 
menggunakan gans lurus, karcna hal tersebut dapat menyebabkan jumlah kuadrat 
residual yang semakin besar dan ketepatan model dengan data menjadi jauh 
Prediktor model regresi linear tersebut dapat diperluas dengan menggunakan 
prediktor model additive, dimana 11 merupakan kombinasi dari jumlahan fungs1 
penghalusan tunggal variabel prediktomya. Prediktor model additive dapat dituliskan 
scbagai 11 "' CL - f(x). Untuk mendapatkan taksiran f(x) diperlukan adanya 
pendekatan tertentu khususnya apabila bentuk f(x) tidak diketahui. Suatu pendekatan 
klasik adalah menggunakan polinomial derajat rendah, akan tetapi satu titik pencilan 
data akan sangat berpengaruh tcrhadap model. Selanjutnya digunakan pendekatan 
fungsi penghalusan untuk meringkaskan kecenderungan hubungan antara logit mean 
respon dengan variabel prediktomya. Suatu kelebihan dari penghalusan adalah tidak 
diperlukannya asumsi yang kaku, misalnya linear, dari bentuk hubungan antara dua 
variabel tersebut. Ada berbagai macam fungsi penghalusan, salah satunya dengan 
pendekatan kubik spline. Penghalusan kubik spline (cubic spline smoothers) 
digunakan karena penghalusan ini memiliki sifat tetap kontinyu pada turunan 
keduanya. Regresi logistik dengan penghalusan untuk variabel prediktor lebih dari 
satu berbentuk 11 - CL + f1(x1) + f2(x2) + . .. + fp(xp). Agar lebih memahami tentang 
regresi logistik dengan penghalusan ini , maka dalam penelitian ini digunakan kasus 
demam berdarah dengue dan melakukan analisa terhadap model tersebut. Model 
regresi logistik biasa, selanjutnya disebut dengan regresi logistik atau lengkapnya 
regresi logistik linear dan model regresi IO!,>istik dengan penghalusan, yang 
sclanjutnya penulis sebut dengan regresi logistTk additive. 
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Penyakit demam berdarah dengue mencmpati urutan kedelapan sebagai 
penyebab kesakttan di negara-negara tropis kawasan Asia Tenggara dan Pasifik 
Barat [9]. Demam berdarah dengue merupakan suaru masalah kesehatan masyarakat 
karena morbiditasnya tinggt dan bila disertai shock, mortalitasnya tinggi. Setiap 
tahun diperkirakan 20 juta orang terinfeksi oleh virus dengue, dari jumlah tersebut 
24.000 sebagian besar anak-anak menjadi korban virus ini [12). 1\amun, pengobatan 
yang dini dan tepat dapat secara signifikant mengurangi keparahan penyakit dan 
mencegah akibat yang fatal. Sccara umum insidens demam berdarah dengue tidak 
menunjukan perbedaan antarajcnis kclamin, tetapi kematian ditemukan lebih banyak 
pada anak perempuan daripada anak laki-laki. Keterlambatan penanganan terhadap 
penderita demam berdarah dengue dapat menyebabkan penyakit ini menjadi gawat. 
Kegawatan terjadi karena kebocoran plasma keluar dari saluran pembuluh darah 
menuju ke jaringan tubuh disekitamya terutama yang beronggga Sekitar 80% kasus 
gawat yang cepat minta penolongan dapat di tolong, tetapi kasus yang nadinya tak 
teraba dan ujung-ujung ektrimitas tangan dan kaki teraba dingin seperti pelepah 
pisang dalam kurun waktu tidak lebih dari 2 jam, apabila lebih dari 2 jam umumnya 
penderita sukar duolong Terdapat beberapa kasus dimana penderita demam berdarah 
dengue ringan dapat menjadi gawat, terutama penderita yang datang dengan 
menunjukan manifestasi klinis kesadaran yang menurun, panas yang tinggi sukar 
diturunkan dengan obat dan beraknya berwama hitam [10). 
Pada penyesuaian model regresi logistik, baik yang linear atau additive 
digunakan data penderita dcmam berdarah dengue untuk menggambarkan resiko 
status kegawatan penderita demam bcrdarah dengue. Status kegawatan bagi 
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penderita ditentukan oleh beberapa hal, diantaranya adalah kedaan penderita saat 
masuk rumah sa kit (yaitu jenis kelamin, umur, kecepatan kirim, dan nutrisi). 
1.2 Permasalaban 
Berdasarkan pada latar belakang diatas, permasalahan yang timbul adalah: 
Bagaimana melakukan penyesuaian terhadap faktor-faktor prognostik demam 
berdarah dengue dengan menggunakan regresi logistik. 
2. Bagaimana penggunakan regresi logistik additive dengan penaksiran fungsi 
penghalusan mcnggunakan penghalus kubik spline (cubic spline smooters). 
3. Mengetahui kelebihan regresi logistik dengan penghalus kubik spline (cubic 
spline smooters). 
1.3 Tuj uan 
Berdasarkan pada permasalahan diatas, maka penelitian ini bertujuan untuk: 
I. Melakukan penyesuaian terhadap faktor-faktor prognostik demam berdarah 
dengue dengan menggunakan regresi logistik. 
2. Menerapkan penggunaan regresi logistik additive dengan penaksiran fungsi 
penghalusan menggunakan penghalus kubik spline (cubic spline smooters). 
3. Mengetahui kelebihan regresi logistik dengan penghalus kubik spline (cubic 
spline smooters). 
1.4 Manfaat 
Penelitian ini diharapkan bcrmanfaat baik dari segi kesehatan maupun bagi 
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pencliti scndiri, yaitu; 
1. Memberikan gambaran tentang penyakit demam berdarah dengue khususnya 
mengenai resiko kegawatan penyakit ini, sebingga dapat digunakan untuk 
memberikan penerangan kepada masyarakat. 
2. Membenkan gambaran tentang metode generalized additive models dengan 
kasus khusus model regresi logistik ini sehingga dapat digunakan untuk. 
penelitian-penelitian kesehatan lainnya, dan dapat diperoleh gambaran 
keadaan data sebenamya dengan sedikit asumsi terbadap data. 







Metode regrest telah mcnjadi komponen penting dalam analisis data yang 
digunakan untuk menggambarkan hubungan fungsional antara variabel respon 
dengan satu atau beberapa variabel prediktor. Saat ini metode regresi mengalami 
perkembangan sangat pesat, sehingga memberikan banyak altematif pilihan untuk 
melakukan analisis data. Metode regresi logistik digunakan untuk menggambarkan 
hubungan antara variabcl respon yang bersifat biner (dikotomus) dengan satu atau 
beberapa variabel independen (variabel prediktor) yang bersifat diskrit atau kontinyu. 
Saat ini diperkirakan ada sekitar 30 hingga 50 persen artikel penel itian 
kesehatanlkedokteran yang menggunakan regresi logistik sebagai pilihan analisisnya. 
Penggunaan dalam bidang kesehatan mulai populer sejak digunakan dalam 
mengaoalisis penelitian Framingham, kemudian peningkatan penggunaannya dalam 
penelitian kesehatan yang mempelajari pengaruh beberapa variabel terhadap kejadian 
morbiditas, mortalitas, atau fenomena kesehatan lainnya. Penelitian diagnostik, 
penelitian prognosuk, serta penelitian kesehatan lainnya hampir tidak terpisahkan 
dari anal isis regresi logtstik. 
Hosmer dan Lemeshow [7) membahas secara detail metode regresi logistik 
tinier secara aplikatif. Dalam penelitiannya yang beljudul Ana/isis Statistik terhadap 
l·aktor-Faktor yang Berpengaruh pada Kematian Bayi di Jawa Timur, Nyoman 
Santa Widasapwika [13] menggunakan metode ini sebagai metode analisisnya. 
Penelitian lainnya dilakukan Luluk Farida (2000) yang beljudul Ana/isis Statistik 
terhadap Faktor Resiko dan Kualitas Penderita Stroke Berdasarkan Skala 
Neurologtk Kcmadtan dt RSUD Dr. Soetomo Surabaya. Sehingga penulis tidak perlu 
lagi menguraikan metode tersebut, pada bab ini penulis hanya akan memfokuskan 
pada pembahasan regresi logistik additive. 
2.1 MODEL REG RES I LOGISTLK ADDITNE 
Outcome (keluaran) dari variabet respon Y memiliki dua kategori yaitu 
"sukscs" atau "gaga!" yang dinotasikan dengan Y = 1 untuk sukses dan Y = 0 untuk 
menyatakan kejadian gaga!. Dalam keadaan tersebut, maka variabel respon Y 
mengikuti distribusi Bernoulli dengan fungsi probabilitasnya adalah: 
j(y,) =Pi' (I - p, y-Y .. y, = 0,1 (2.1) 
jika y, = 0 maka f(y1) = 1- p, danjika y, =I maka f(y,) = p,. 
Kurva fungsi logistik yang dituliskan pada persamaan (L I) dapat dilihat pada 
Gambar.2. I. 
1 ----------------- - -----------------
!(=)=:! 
Gambar.2.1. Kurva regresi logistik 
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Pada kurva (2.1) tersebut, efck '1 dapat minimal dengan rendahnya nilai 11 sampai 
batas tenentu dan kemudian pengaruhnya akan meningkat dengan cepat dan 
probabalitasnya akan ungga mendekati nilai I (satu) [8]. 
Digunakan notasi ;r(x) = E(Y I x) untuk menyatakan rata-rata bersyarat dari 
Y jika diberikan nilai x. Suatu struktur prediktor model additive didelinisikan 
sebagai kombinasa dari jumlahan fungsi penghalus tunggal (scatterplot smoother) [6) 
yang dapat dituliskan sebagai TJ =a+ f(x) sehingga bentuk model regresi logistik 
additive adalah: 
( ) _ exp(a + f(x)) 
n x - I +exp(a + f(x)) (2.2) 
untuk kemudahan dalam menaksir parameter regresinya, maka n(x) pada persamaan 
(2.2} ditransformasi dengan menggunakan transfonnasi logit. Diperoleh model 
regrcsi antara logit mean respon dengan variabel prediktomya yang teajadi dalam 
kombinasi jumlahan fungsi penghalusnya. Dan persamaan (2.2) berubah menjadi: 
;r(.t) 
In( ( )] =a+ f(x) 1-n x 
g(x)= a~ f(x) (2.3} 
dimana g(.) disebut sebagai bentuk logit. 
Model regresi logistik additive pada persarnaan (2.2) adalah model tunggal 
karena banyaknya variabel prediktor hanya satu. Pada regresi logistik additive ini 
dapat juga disusun suatu model yang terdiri dari banyak variabel prediktor dengan 
skala pengukuran yang berbeda. Model dengan banyak variabel predilctor ini disebut 
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dengan model regre~i logistik additive berganda. Model regresi logistik berganda 
dengan p variabel prcdiktor adalah: 
(2.4) 
dimana p adalah banyaknya variabcl predil..'!or. 
Apabila model pada pcrsamaan (2.4) ditransformasi dengan transformasi 
logit, didapatkan bentuk logit: 
g(x)=a+ If1(x1 ) 
J•i 
(2.5) 
yang menggambarkan bahwa logit mean respon berpengaruh terhadap predilctor 
sebagai kombinasi jumlahan dari penghalus tunggal yang tidak diketahui bentuknya. 
2.2 PENYESUAlAN REGRESI LOGISTIK ADDITIVE 
Untuk menaksir fungsi penghalus pada model regresi logistik additive dicari 
taksiran a dan ftx) yang memaksimumkan fungsi likelihood dengan menggunakan 
prosedur algoritma lokal sk:oring (local scormg algorithm). Peodekatan tertentu pada 
ftx) diperlukan, pada rcgresi logistik linier pendekatan f{x) menggunakan fungsi 
linier. Khususnya apabila bentuk tersebut tidak diketabui, pendekatan penghalusan 
digunakan untuk meringkaskan kccenderungan antara logit mean dengan variabel 
prediktomya. Pada penelitian ini digunakan penghalus kubik spline dikarenakan 
fungsi penghalus ini tetap kontinyu sampai dengan turunan keduanya. 
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Dalam melakukan penyesuaian model regresi logistik additive, suatu 
algoritma yang umum dan efisien terdiri atas tiga bagian (5). Pertama, penghalus 
tunggal (scauerplot smoothmg) yang merupakan janrung dari prosedur dan 
d•gunakan untuk mengepaskan fungsi individu. Penghalus tunggal dapat 
digambarkan sebagai suatu metodc regresi umum untuk mengepaskan bubungan 
fungsional antara respon dengan variabel prediktor runggal. Kedua, backfiumg 
algorithm yang menggunakan scauerplot smoothing untuk menaksir fungsi /
1
. Dan 
ketiga, local scormg alf!,orilhm menggunakan backfilling algorithm secara iteratif 
untuk mengepaskan model regresi logistik additive pada persarnaan (2.5). Algoritma 
ini hampir sama dengan Fisher-scoring algorithm atau IRLS yang digunakan untuk 
mcngepaskan regresi logistik linier, hanya saja prediktor model lioier digantikan 
dengan prediktor model additi ve. Masing-masing tahap iterasi menghasilkan suatu 
nilai respon baru dengan bobotnya, yang diberikan pada backfitting algorithm 
terbebani, selanjutnya menghasilkan suatu prediktor additive baru. 
2.2.1 Peoghalus Tuoggal (Scatterplot smoother) 
Penghalusan adalah suaru metode untuk meringkaskan kecenderungan dari 
variabel respon Y sebagai fungsi dari satu atau lebih variabel predil..1or 
X 1,X2 , ... ,X r Dengan penghalusan dihasilkan taksiran kecenderungan yang lebih 
kecil dibandingkan variabel asalnya. Hal penting dari penghalusan adalab tidak 
adanya asumsi yang kaku mengenai bentuk hubungan antara Y dengan 
XI' xl , ... ,X p . Ada dua kegunaan utama dari penghalusan [6]. Pertama, digunakan 
untuk pendeskripsian; melihat kecenderungan dalarn plot data. Kedua, menaksir 
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hubungan antara £(Y) dengan variabel predil1or X"X
2
,. •• ,X,, dan kemudian 
sebaga1 dasar untuk penaks1ran model aditif. 
Ada berbagai JCnis metode yang dapat digunakan untuk menaksir fungsi 
pcnghalusan tersebut Salah satu diantaranya adalah penghalusan kubik spline. 
Dalam bentuk yang paling sederhana pendekatan penalty kek:asaran adalah suatu 
metode untuk mengendurkan asumsi model dalam regresi linier klasik sekitar garis, 
sedikit berbeda dari regresi polynomial [I). Penyesuaian yang baik terhadap data 
tidak hanya satu-satunya tujuan dalam penyesuaian kurva, tujuan lainnya yang sering 
bertentangan adalah untuk mendapatkan taksiran kurva yang tidak terlaJu banyak laju 
fluk1uasi. Suatu ukuran "ketepatan terhadap data" untuk: kurva 1 adalah jumlah 
" 
kuadrat residual L(Y,- g(X,)J2 jika I diberikan untuk: kurva yang tidak dibatasi 
1•1 
dalam bentuk fungsionalnya, kcmudian ukuran jarak ini dapat dikurangi sehingga 
menjadi bemilai nol dengan I yang menginterpolasikan data. Akan tetapi hal 
tersebut menyebabkan kurva tidak akan dapat diterima lagi dengan alasan bahwa 
kurva tersebut tidak unik dan terlalu berfluktuasi untuk tujuan interpretasi 
berorientasi pada struktur. Pendekatan penghalusan spline menghindari interpolasi 
tidak masuk akal im dari data dengan mengukur keseimbangan antara tujuan untuk: 
menghaslikan suatu penyesuaian yang baik terhadap data dan tujuan untuk 
menghasilkan kurva tanpa terlalu banyak laju variansi lokal [4). 
Tcrdapat beberapa metodc untuk mengukur variansi lokal. Satu diantaranya 
adalah ukuran yang berbasiskan kekasaran, dengan melakukan integrasi dari turunan 
kedua kuadrat, yakni penalti kekasaran J (!" (x )} dr yang digunakan untuk 
1 1 
mengukur variansi lokal (3]. Ide dasar dari pendekatan penalty kekasaran adalah 
untuk mengukur dugaan nuktuasi kurva secara cepat dan kemudian untuk masalah 
taksiran dalam cara membuat kompromi secara tegas antara dua perbedaan tujuan 
lebth lanjut dalam takstran kurva. 
Diberikan kurva I yang didefinisikan pada interval [a,b}, ada banyak cara 
berbeda untuk mengukur bagimana 'kekasaran ' atau 'bergclombang' k-urva g 
tersebut. Suatu cara intuitive yang mcnarik dalam mengul..-ur kekasaran k-urva I 
yang dapat diturunkan dua kali adalah menghitung turunan kedua dikuadrat 
b 
diintegrasikan f u· (x)}2 de Diberikan fungsi I yang dapat diturunkan dua kali 
" 
didefinisikan pada interval [a. b], dan ;. > 0 menyatakan parameter penghalusan, 
jumlah kuadrat penalized didefinisikan sebagai: 
" . 
S(f)= z)y,- l(x,)J 2 +xfu·cxWctt 
••• • 
(2.6) 
dimana A. adalah scbuah konstanta, dan a=xo~.t1 ~ .. . $x11 =b . Pada persamaan 
(2.6) diatas suku pertama mcnyatakan ukuran kedekatan terhadap data, sedangkan 
suku kedua menyatakan bentuk kurva penalized dalam fungsi. Penambahan suku 
penalty kekasaran A. J 1"2 pada (2.6) menjamin bahwa harga kurva khusus S(t) 
ditentukan tidak hanya dengan goodness of fit-nya terhadap data yang diukur dengan 
jumlah kuadrat sisa z)r;- l(x,)} 2 tetapijuga oleh kekasarannya fl.2 . Parameter 
/, mcmegang peran terhadap bcntuk kurva. Nilai /,yang besar menghasilkan bentuk 
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kurva yang lcbih halus, sementara nilai I. yang keeil menghasilkan bentuk kurva 
yang bergelombang. 
D1berikan fungsi I didefinisikan pada [a,b] dan kumpulan titik-titik 
a = xo s x 1 s ... s x, = b , suatu interpolasi I..<Jbik spline S untuk 1 adalah fungsi 
yang memenuhi kondisi bcrikut: 
a. S(x) adalah polinomial kubik (polinomial berderajat tiga), dinyatakan S1(x), 
padasub-interval h.x1+,] untuk I=O.I, ... ,n-1; 
f. Satu dari kondisi batas berikut dipenuhi: 
(i) s- (xo) = s· (x.) = 0 (batas be bas a tau alami); 
(ii) s'(x0 )= /(x0 ) dan S'(x.)= /(x.) (batasterapit) 
Untuk menentukan interpolasi k<~bik spline untuk fungsi I yang diberikan, 
menggunakan kond1si (a) memberikan empat koefisen polinomial pada masing-
masing suku polinomial derajat riga tcrsebut dan berbentuk: 
(2.7) 
untuk i a 0,/ .... ,n - 1. 
Dengan mengambil nilai x = x, maka persamaan (2.8) diatas menjadi 
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danjika kondisi (c) digunakan, maka 
untuk 1 = O.l ..... n- 2. SelanJutnya didcfinisikan h; = x1+l- x1 , untuk i =0./, .... n -I. 
Kubik spline pada interval (a, b) dikatakan kubik spline alami (Natural 
Cub1c Splme) ji l.:a kondisi batas alami (f{i)) terpenuhi. Andaikan bahwa g adalah 
kubik spline alami dengan a = x0 < x1 < ... < x, = b dan didefinisikan 
It =S(x,) dan r; =S"(xt} untuk 1= 0,/ .... ,n 
Dengan definisi dari kubik spline alami turunan kedua dari 1 pada x 1 dan x11 adalah 
nol, sehingga Yt • y, • 0. Jika 1 merupakan vector [r1 .... . J,,jT dan jika y juga 
merupakan vector [r 2 ..... rn-1 ] . Suatu catatan bahwa vektor y berul.."Uran (n-2), 
pcnomoran vector y dimulai dengan i = 2. Vektor 1 dan r menentukan kurva I 
secara lengkap, dan hal tersebut mungkin memberikan formula tegas dalam suku I 
dan r untuk nilai dan turunan 1 pada suatu titik x. Ini memungkinkan I untuk 
suatu keinginan derajat ketcpatan (a1.'11rasi). Kondisi tersebut tergantung pada dua 
matrik Q dan R yang didefinisikan sebagai berikut Jika h; = x,+f- x1 untuk 
1 = l .... ,n -I. Jika Q matrik berukuran nx{n- 2) dengan elemen qiJ, untuk 1 = l, ... ,n 
dan J = 2, n -I, dibenkan sebagai 
q11 = 0 untuk II-J ?:. 0 
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Matrik R adalah matrik simetris yang berukuran (n- 2)x(n - 2) dengan elcmen ' IJ, 
untuk t.J = 2 .... (n -I) 
I 
'u.1 = r,.,, = - 111 untuk t = 2 ..... (n - 1) 6 
'v = 0 untuk 1 i - j i'?: 2 
Matrik R merupakan matrik definit positif dimana 1 ' !I ·>I, 1,) '!I 1 untuk ; masing-
masing. Kemudian didefinisikan matrik K dengan 
(2.9) 
Vektor f dan r menentukan kubik spline alami jika dan hanya jika kondisi 
(2.10) 
dipenuhi. Jika kondisi (2.10) terpenuhi, kemudian kekasaran penalty akan 
memenuhi: 
• f S"(x)' d.t = rr Rr 
• 
r' Rr =I' QR"'Q' I =I ' Kl (2.11 ) 
Penyelesaian (2.6) adalah kubik spline [5], selanjutnya kita menyederhanakan 
(2.6) dengan menuliskannya sebagai suatu fungsi jj = f(x,}, n pengamatan yang 
meminimalkan fungsi f. Hal ini memberikan bentuk yang sama 
(2. 12) 
dimana K adalah matrik penally kuadrat khusus. Persamaan (2.12) mempunyai 
minimum yang diberikan dcngan 
IS 
(2.13) 
Dalam perluasannya, kita men-generalisasi kriteria (2.6) unruk meminimumkan 
(2.14) 
Penyelcsaian (2.14) adalah kubtk spline pada masing-masing prediktor, selanjutnya 
kita menuliskan (2.14) sebagai 
" r " (y- IJ;J (y- "Lf,J 
) = / }=I (2.15) 
dimana KJ adalam matrik penalty untuk masing-masing prediktor. Jika (2.15) 




) + 2A._.Kd, = 0 
a tau 
' ' Jk c(!+A-,K,)"'(y- LfJ) 
}ole 
(2.16) 
dim ana (I+ A._.K, )"1 adalah matrik penghalus untuk penghalusan kubik spline. Pada 
(2.6) jarak aotara data dan penaksir diukur dengao fungsi kuadrat sederbana. Secara 
lebih umum, jarak kuadrat tcrboboti dapat dipergunakan. Diberikan matrik diagonal 
bobot W suatu kuadrat terkecilterboboti berbentuk 
(2.17) 
Penyelesaiannya sekali lagi mcrupakan penghalusan kubik spline, dengan vektor f 
nilai penyesuaiannya dibcrikan scbagai 
A A 
I* =(W+),kK*r'w(y- I, I 1J }"k 
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(2.18) 
Akhimya, penyesuaian dengan menggunakan situasi 101 digunakan, dimana 
pengamatan dibebani dari satu iterasi ke saru iterasi berikutnya. 
2.2.2 Algoritma Backfitting 
Algoritma backfitnng adalah suatu algoritma urnum yang dapat mengepaskan 
model additive menggunakan aturan penyesuaian segala tipe regresi. Didefinisikan 




sclanjutnya E{R; X) )= f;{X; ). Pengamatan ini menyediakan suatu cara untuk 
mcnaksir masing-masing fungsi penghalusan f)O diberikan penaksiran 
{f J), i., j) untuk semua lainnya. Hasil prosedur iterasi dikenal sebagai algoritma 
backfitting. 
Algoritma backfitting menaksir fungsi 
E(; .t)=!o + I !;h). sebagai berikut: 
Menentukan nilai awal 
Melakukan iterasi untuk 
A 
' f j(x)=O ltx dan ltj, / 0 = Y 
J = 1.2 ....• p ,/ ,2, ... , p,/,2 .... 
A p A 
,., = y,- t o- L:tt (x.aL i = u ..... n 
ko) 
J•j 
sampai dengan fungsi Jj konvergen. 
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dalam model 
Sebagai catatan bahwa pada masing-masing tahap algoritma menghaluskan 
residual dengan kovariatc berikutnya. Residual 1m didapatkan dengan 
menghilangkan fungsi penaksir atau pengaruh kovariate dari semua variabellainnya. 
2.2.3 Algoritma Lokal Skoring 
Proscdur penaksiran untuk generalized additive models terdiri atas dua 
putaran [1). Bagian masing-masing langkah dari algoritma lokal skoring (putaran 
terluar), algoritma backfitting terbebani (putaran dalam) digunakan sampai 
konvergen. Selanjutnya, didasarkan pada pcnaksir dari algoritma backfitting 
terbebani, suatu kumpulan bobot dihitung dan iterasi selanjutnya dari algoritma lokal 
skoring dimulai . Algoritma berhenti ketika deviance dari taksiran berhenti 
bertambah. 
Diberikan suatu sampel (y1,x1) .... ,(y11 ,x11 ), dimana Y; =0 atau I dan x1 
adalah suatu vektor dari p kovariate. 
Menentukan nilai awal I' 
0
( } 0 tuk dan 1' =In( ;r(x) ) 1 x1 = un semua x, j, 0 1- ;r(x) 
Melal,;ukan putaran dengan menggunakan persamaan-persamaan 
"" ... p " m 
'I (x,)=fo+Lf, (x,. ) 
j • l 
A A 0> 
p, = log ;r' (77 (x, )) 
• m 
= 
exp(q (x, )) 
'' '" 
I + exp('7 (x, )) 
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• :; IJM + Yt - p , 
_, ~ ~ 
p,(l-p,) 
w1 = p1(1- p1), i =/.2 .... ,n 
f-1) 
Mendapatkan f 1 , j: 1.2 ..... p dengan menerapkan algoritma backfining untuk 
urutan : dengan kovariate X dan bobot pengamatan w, sampai devians 
D(y, p) = -i~)y, In p 1+(1- y1) ln(l- p 1 )] konvergen. 
2.2.4 Pcmilibao Parameter Pengbalus Langsung 
Pada ukuran jurnlah kuadrat penalized yang didefinisikan pada persamaan 
(2.6), bentuk tersebut dipengaruhi oleh parameter penghalus /... Memilih nilai /.. yang 
sangat kccil atau besar akan memberikan pada bentuk penyelesaian yang sangat 
kasar atau sangat mulus. Sementara, diinginkan bentuk penyelesaian yang disamping 
mempunyai suatu derajat kemulusan, juga mendapatkan penyelesaian yang sesuaa 
dengan datanya. Akibatnya, pemilihan parameter penghalus /.. menjadi penting. 
Untuk mendapatkan nilai A. tersebut digunakan metode Cross Validauon (CV) dan 
Generali:ed Cross Validauon (GCV) (4][11]. 
Metode cross validation bekelja dengan menghilangkan titik pengamatan 
(x,,y,), menaksir lcuadrat residual fungsi penghalus pada titik ke-i berdasarkan sisa 
n-1 titik pengamatan tersebut, selanjutnya memilih penghalus yang meminimumkan 
jumlah kuadrat residual tcrsebut. Fungsi cross validation didefinisikan sebagai 
(2.20) 
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dimana /A., (x,) menunjukan penyesuaian pada titik x., yang dihitung denf,>an 
meghilangkan titik pengamatan ke-i [4]. Parameter penghalus I. dipilih yang dapat 
meminimumkan kriteria cross validauon tersebut. Persamaan (2.6) memiliki 
,. 
mmimum yang d1berikan pada persamaan (2.7) yaitu f ={I -J..KF 1y dimana 
minimum tersebut dapat dipandang sebagai f = {A(,l.)}y. Matrik A( A.) dinamakan 
hat matrix (matrik topi). Dari definisi cross validation pada persamaan (2.20) 
selanjutnya dibentuk kriteria cross validation sebagai berikut: 
(2.21) 
dimana f(x,) merupakan penghalus yang dihitung berdasarkan n data pengamatan 
dengan parameter penghalusan A.. 
Generali:ed cross validation (GCV) memperluas bentu.k cross validation 
diatas sehingga memberikan penyelesaian yang lebih umum dan luas. Ide dasar 
generalized cross validation adalah menggantikan 1- A.(A.) dengan nilai rata-
ratanya, 1-n "
1
trAA..\)( 10]. Sehingga kriteria generah=ed cross valtdation dituliskan 
sebagai: 
(2.22) 
memilih parameter penghalus dengan cara mencari nilai A. yang dapat 
meminimumkan fungsi GCV(A.) pada persamaan (2.22). 
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Parameter penghalus mengkompromikan antara derajat penghalusan 
penyesuaian 1..-urva dengan kesesuaian kurva dengan data sebenamya (semakin tcpat 
penghalus kubik spline mengepaskan data, maka semakin kasar kurva tersebut, dan 
sebahknya) (6] penchuan statistik dalam beberapa tahun ini mengembangk:an 
pendukung secara teori bagaimana menentukan nilai parameter penghalus secara 
otomatis. Hal ini dikarenakan kedua metode tersebut diataS menggunakan taksiran 
penghalus yang masih belum diketahui bentuknya Untuk itu biasanya pemilihan 
parameter penghalus dilakukan secara otomatis pada saat melakukan penaksiran 
bentuk modelnya. 
2.3 DEMAM BERDARAB DEl'iGUE 
Pada subbab ini akan diuraikan beberapa hal yang berhubungan dengan 
penyakit demam berdarah dengue. Bagian pertama menguraikan tentang 
Epidemiologi penyakit demam berdarah dengue. Bagian kedua akan meojelaskan 
tentang manifestas1 klinis yang digunakan untuk menentukan apakah tersangka 
demam berdarah dengue terserang penyakit ini atau tidak. Bagian selanjutnya 
menguraikan tentang tatalaksana demam berdarah dengue, bagian akhir dari subbab 
ini menguraikan tentang SIStem rujukan bagi penderita demam berdarah dengue. 
2.3.1 Epidemiologi Demam Berdarah Dengue 
Demam berdarah den!,'llC selanjutnya dituliskan dengan DBD pada mulanya 
ditcmukan di Manila pada tahun 1953 yang kemudian pada tahun-tahun berikutnya 
menyebar ke Asia tenggara. Selama dekade 1970-an, telah meluas sampai kepulauan 
2 1 
Pasifik dan selama dekade 1980-an sampai kepulauan Karibia, Amerika Tengah yang 
dimulai adanya wabah di Kuba pada tahun 1981 
Di Indonesia, penyakit DBD pertama kali ditemukan sekitar tahun 1968 di 
Surabaya dan kemudian di Jakarta. Sejak itu penyakit ini merupakan salah satu 
penyakit endemis d1 Indonesia. Penyakit ini dapat menyebabkan teljadinya gejala 
shock (renjatan), perdarahan (gross bleeding) dan kematian. 
Menurut data Ditjcn P2M-PLP (1991) setiap tahun jumlah penderita DBD 
meningkat, yaitu dari 58 penderita pada tahun 1968 dengan angka kesakitan (IR) 
0,14 per 1000 penduduk meningkat menjadi 10.362 penderita pada tahun 1989 
dengan IR 6,09; sedangkan pada tahun 1990 tercatat 22.807 penderita dengan IR 
12,70 dan pada tahun 1991 jumlah penderitanya agak menurun sedikit yaitu 21. 120 
penderita dengan IR 11,56 per 1000 penduduk. Walaupun angka kesakitan 
mengalami pcn.ingkatan dari tahun ketahun tetapi angka kematian (CFR) penyakit ini 
dapat ditekan yaitu dari 41,4% pada tahun 1968 menurun menjadi 4,5% pada tahun 
1989. Dan pada tahun 1990 turun menjadi 3,6%. Sedangkan data tahun 1991 
menunjukan hanya 2,7% angka kematian DBD (lihat TabeL2.1 ). 
Tabel.2.1. Jumlah Kasus DBD, angka kematian propinsi dan kabupaten 
yang teljangkit, dan insidens tiap tahun di lndonesia, 1986-1997 
Jumlah Case Jumlah Jumlah lnsidens 
Tabun kasus Jumlah fatality propms1 kabupaten per 
DBD kematian rate yang yang 100.000 (CFR)% teriangkit teriandit penduduk 1968 58 24 41.3 2 2 0.05 1969 167 40 23.9 2 7 0.14 1970 477 90 18.8 4 8 0.40 1971 267 40 14.9 ~ 7 0.22 .) 1972 1400 135 9.6 4 II 1. 14 
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L . Tbl21 anjutan a c 
1973 10189 470 4.6 10 67 8.14 
1974 4586 180 3.9 10 69 3.57 
1975 4548 368 8.1 19 89 3.47 
1976 4548 214 4.7 19 93 3.38 
1977 7826 320 4.1 16 112 5.69 
1978 6989 384 5.5 20 125 4.96 
1979 3422 165 4.8 23 105 2.37 
1980 5007 243 4.8 23 115 3.39 
1981 5978 231 3.9 24 125 3.96 
1982 5451 255 4.7 22 142 3.53 
1983 13668 491 3.6 22 162 8.65 
1984 12710 382 3 20 160 7.86 
1985 13588 460 3.4 19 15 8.14 
1986 162529 608 3.7 23 159 9.79 
1987 23864 1105 4.6 20 160 13.50 
1988 57573 1527 3.2 25 201 27.09 
1989 10362 464 4.5 24 163 6.09 
1990 22807 821 3.6 21 177 12.70 
1991 21120 578 2.7 24 181 11.56 
1992 17620 509 2.9 24 187 9.45 
1993 17148 418 2.4 25 198 9.17 
1994 18783 471 2.5 27 217 9.72 
1995 35102 885 2.5 26 227 18.50 
1996 45548 1234 2.7 25 222 23.22 
1997 30730 681 2.5 27 240 14.90 
Selain itu telah banyak informasi epidemiologi yang dapat dikemukakan 
sebagai berikut. Angka kesak.itan dan kematian DBD di berbagai negara sangat 
bervariasi dan terganrung pada berbagai macam faktor, seperti : status kekebalan dari 
populasi, kepadatan vektor dan frekuensi penularan (seringnya teljadi penular virus 
dengue), prevalensi sero ripe virus dengue dan keadaan cuaca. Di wilayah 
pengawasan WHO Asia Tenggara, Thailand merupakan negara peringkat pertama 
yang melaporkan banyak. kasus DBD yang dirawat di rumah sakit. Sedangkan 
Indonesia termasuk peringkat kedua berdasarkan jumlah kasus DBD yang 
dilaporkan. Sejak tahun 1980 jumlah kasus yang di1aporkan 1ebih dari 10000 setiap 
tahunnya 1nsiden DBD tertinggi di1aporkan tahun 1987, denganjumlah kasus 22760 
dengan 1039 kasus meninggal (CFR 4.6%) 
Selama awal tahun epidemi pada setiap negara penyal.:it DBD ini kebanyakan 
menyerang anak-anak dan 95% kasus yang dilaporkan berumur l.:urang dari 15 tahun. 
Walaupun demikian, berbagai negara melaporkan bahwa kasus-kasus dewasa 
meningkat selama terjadi kejadian luar biasa. Kelompok resiko tinggi meliputi anak 
berumur 5-9 tahun. Philipina dan Malaysia baru-baru ini melaporkan banyak kasus 
berumur lebih dari 15 tahun. Walaupun Thailand, Myanmar, Indonesia dan Vietnam 
tctap melaporkan banyak kasus di bawah 14 tahun. Kasus DBD yang berwnur lebih 
15 tahun banyak dijumpai di Amerika dari pada di Asia 
Jenis kelamin pernah ditcmukan perbedaan nyata diantara anak laki-laki dan 
wanita. Beberapa negara melaporkan banyak kelompok wanita dengan DSS 
menunjuk.kan angka kcmatian yang tinggi daripada laki-laki. Singapura dan Malaysia 
pemah mencatat adanya perbedaan angka kejadian infeksi diantara ke1ompok etnik. 
Kelompok penduduk Cina banyak terserang DBD daripada yang lain. Penemuan 
dijumpai pada awal epidem1. 
Di daerah yang sangat endemic di negara Philipina, lhrul.and, Myanmar, 
Malaysia, Singapura, Indonesia dan Vietnam, musim epidemik teljadi di saat musim 
hujan yang hampir setiap lahun teljadi. Banyaknya penderita sesuai dengan keadaan 
curah hujan yang hampir setiap tahun teljadi. Kejadian luar biasanya terjadi bulan 
Mei mencapai puncaknya pada bulan J uli dan Agustus, menurun pada bulan Oktober. 
Tetapi pada musim epidemik akhir-akhir ini ditemukan kasus DBD di awal bulan 
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Januari . Dt Indonesia tidak scpeni negara lain. Epidemik dimulai sesudah bulan 
September dan mencapai puncaknya pada bulan Desember. 
2.3.2 Manifcstasi Klinis 
Penyakit Demam Berdarah Dengue dikenal sebagai penyakit akut pada anak 
sebagian besar menunjukkan empat gejala klinik : panas tinggi mendadak, timbulnya 
fenomena perdarahan, ditemukan pembesaran hati dan sering te~adi kegagalan 
si rkulasi sehingga te~adi renjatan. Hasil pemeriksaan laboratorium pada awal fase 
panas mcnunjukkan harga: lekosit normal atau lekopeni dengan dominasi sel netrofil. 
Pada akhir fase panas sering dijumpai limfositosis relatif yaitu dengan ditemukan 
limfosit atipik Jebih dari 15%. Selain itu, hasil hitung trombosit menunjukkan 
tanda trombositopcnia dan hasil pemeriksaan hematokrit menunjukkan peningkatan 
yamg lebih dari 20% harga normal. 
Di RSUD Dr. Soetomo Surabaya 70-80% penderita didiagnosis sebagai DBD 
berdasarkan kriteria WHO 1975/1986 sebagai berikut : 
a. Kriteria Klinis 
I. Panas mendadak tinggi terus menerus dan berlangsung selama 2-7 bari. 
2. Manifestasi perdarahan, meliputi minimal uji tourniquet menunjukkan hasil 
yang positif disertai petelci tersebar, bercak peteki yang sating tumpang 
tindih, epistaksis, perdarahan gusi, melena dan hematemesis. 
3. Pcmbesaran hati. 
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4. Renjatan yang manifestasinya cepat dengan nadi melemah disertai tekanan 
yang menyempit (20 mmHg atau kurang) atau hipotensi dengan ditandai 
dengan kuht yang lembab dingin dan penderita gelisah. 
b. Kriteria Laboratoriu m 
• Trombositopeni (S 100000) 
• Hemokonsentrasi : hematokrit meningkat 20% atau lebih dari harga normal 
saat pendcrita sembuh. 
• Diagnosis DBD menjadi jelas apabila trombosit turun segera sebelum atau 
bersamaan dcngan meningkatnya hematokrit. Kurun waktu perjalanan 
klinis yang ada hubungannya dengan menurunnya jumlah trombosit dan 
meningkatnya hcmatokrit merupakan satu kesatuan yang hanya dijumpai 
pada pcnderita DBD. Perubahan ini ada hubungannya deogan beratnya 
penyakit ya itu ketika pcnderita sedang rnengalarni kekacauan sistern 
patolisiologinya sehingga keadaan faal hemostatis menjadi abnormal dan 
te~adilah kebocoran plasma. Hasil penelitian Sasongko (1994) di RSUD 
Dr. Soetomo mcngemukakan bahwa kebocoran plasma pada penderita DSS 
dapat mencapai lebih dari 20-30%. beberapa kejadian yang membuktikan 
adanya kejadian kebocoran plasma adalah : keadaan anemia, perdarahan 
hebat, efusi pleura dan hipoalburninemi. 
Walaupun DBD dianggap sebagai penyakit yang akut, tetapi tidak semua 
penderita DBD akan jatuh dalam shock yang berat. WHO rnembuat klasifikasi 
derajat penyakit tcrsebut sebagai berikut. Derajat I, panas diikuti dengan gejala 
tambahan yang tidak spesifik. Manifestasi perdarahan hanya di tunjukkan dengan uji 
26 
tourniquet positif. Derajat II, manifestasi klinik pada derajat I ditambah dengan 
manifestasi perdarahan spoman di bawah 1..'1llit seperti peteki, hematom dan 
perdarahan dari lain tempat. Derajat Ill, manifestasi klinik pada derajat n ditambah 
ditemukan manifestasi kegagalan system sirkulasi berupa nadi yang cepat dan lemah, 
menyempitnya tekanan nadi (20 mmHg atau kurang) atau hipotensi dengan kulit 
yang lembab dingin dan penderita gelisah. Derajat IV, manifestasi klinik pada derajat 
lll ditambah dengan ditemukan manifestasi reojatan yang berat dengan ditandai tensi 
tak terukur dan nadi tak teraba. 
Manifestasi klinik DBD yang jarang sekali terjadi diuraikan sebagai berikut. 
Kelainan utama dari penyakit DBD jarang melibatkan organ vital. Tanda dan gejala 
yang melibatkan organ vital merupakan dampak kelainan sekunder akibat kebocoran 
plasma, renjatan dan perdarahan. Hal ini hanya ditemukan pada beberapa penderita 
DBD saja. Kasus yang jarang pemah dilaporkan pada pertemuan ilmiah di RS 
Sumber Waras Jakana sebagai masalah kasus yang perlu diwaspadai. Apabila organ 
vital susunan syaraf pusat terserang maka manifestasi klinik yang tirnbul adalah 
gejala keJang, otot spastik dan ditemukan perubahan kesadaran. Selain itu dijumpai 
kelainan faal hati dan faal ginjal. 
Pada diagnosis serologi penyakit DBD dilakukan sebagai berilan: 
I. Uji bambatan hemaglutinasi 
Pada umumnya penyakit yang disebabkan virus dapat dikonfirmasikan dengan 
pemeriksaan uji hambatan hemaglutinasi (HI test). Untuk mengkonfirmasikan 
penderita penyakit infeksi virus dengue disarankan pemeriksaan uji 
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hemaglutinasi yang telah dimodifikasi oleh Clarke dan Cosala dengan 
menggunakan system mikro titrasi yang sudah lazim digunakan dimana-mana. 
2. Uji Netrahsasi 
Variasa UJi Nerrahsasi telah dikembangkan untuk mengukur antibodi dengue. 
Keputusan mengemukakan bahwa ukuran yang dipakai jika akhir uji netralisasi 
ditemukan 50% rcduksi plaque di jaringan sel LLCMK. 
3. Uji Fiksasi Komplcmen 
Uji fiksasi komplemen dapat juga dipakai sebagai diagnosisi serologi apabila 
fasilitas ini ada. Tctapi sediaan darah yang berasal dari kertas saring tidak dapat 
dipakai untuk uji fiksasi komplemen karena sel-sel darah merah telah lisis. Uji 
fiksasi komplemen ber,IJtma jika anti Den IgG terfiksir komplemen dengan 
antigen Den. Keberadaan antibody fiksasi komplemen pada serum penderita saat 
fase penyembuhan menunjukkan respon imun sekunder. 
4. Teknik Hemadsorpsi lmmunosorben 
Uji ini dipakai di laboratorium diagnostik untuk mendeteksi lgM spesifik 
terbadap virus dengue. Tcknik yang digunakan adalah uji imunologik dengan 
menunjukkn adanya selubung antibody pada eritrosit. 
5. Uji Elisa Anti-Den1,rue lgM 
Uji "antibody-capture Elisa" telah berbasil mengukur titer antibody JgM 
terhadap virus dengue. Uji ini telah dipakai untuk membedakan infeksi virus 
dengue dari infeksi virus Japanese B.ensefalitis. 
Manifestasi klinis 0130 juga dapat dilaJ-:ukan dengan Isolasi Virus, darah 
beku atau darah yang dicampur dengan heparin yang diperoleh dari seorang 
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penderita di saat awal perjalanan penyakitnya diperbolehkan untuk pemeriksaan 
isolasi virus. Serum atau plasma sebaiknya dipisahkan dan segera dipakai atau 
disimpan pada suhu negat1f 60"C atau lebih rendab sampai dipakai. Untuk 
penyimpanan jangka pendek, bahan dapat disimpan pada 4"-8"C selama 24 jam. 
2.3.3 Tatalaksana Demam Bcrdarah Dengue 
Penderita demam berdarah dengue yang mengeluh panas dan badan terasa 
ngilu dapat dibcrikan obat anti piretika paraserarnol. Obat panas seperti salisilat 
sebaiknya jangan diberikan sebab obat ini dapat menyebabkan perdarahan dan 
asidosis. Pad a saat fase pan as penderita dianj urkan banyak minum air buah atau 
oralit yang biasa dipakai untuk mengatasi diare. Apabila hematokrit meningkat lebih 
dari 20% dari harga normal merupakan indicator adanya kebocoran plasma dan 
sebaiknya penderita dirawat dengan diberikan infus cairan kristaloid maupun 
elektrolit. Pada kasus dengan derajat I dan II, cairan pengganti dapat diberikan pada 
penderita rawat jalan di pusat rehidrasi selama kurun waktu I 2-24 jam. 
Penderita DBD harus menjalani rawat inap di rumah sakit dengan indikasi 
berikut. Penderita DBD yang gelisah dengan ujung ekstremitas yang teraba dingin, 
nyeri peru! dan produksi air kemih yang kurang sebaiknya dianjurkan rawat inap. 
Penderita dengan tanda-tanda perdarahan dan hematokrit yang tinggi harus dirawat 
di rumah sakit umuk memperoleh cairan pengganti segera. Cairan pengganti untuk 
penderita DBD. Volume dan macam cairan sama seperti yang digunakan pada kasus 
diare dengan dchidrasi sedang (6- 1 0% kekurangan cairan) tetapi tetesan harus hati-
hati. Kebutuhan cairan sebaiknya diberikan da lam waktu 2-3 jam pertama dan 
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selanjutnya tetesan diarur kembali dalam \vaktu 24-48 jam saat kebocoran plasma 
te~adi. Pemeriksaan hematokrit secara seri ditenrukan setiap 4-6 jam dan mencatat 
data vital dianjurkan setiap saat unruk menenrukan atau mengatur agar memperoleh 
jumlah cairan pengganti yang cukup dan cegah pemberian transfusi berulang. 
Perunjuk pemberian cairan jumlah tetesan harus jelas. Perhitungan secara sebagai 
berikllt : 
(mVjam) = (tetesan/mcnit) x 3 
ca1ran pengganti adalah volume minimal yang cukup untuk mempertahankan 
sirkulasi secara efektif selama periode kebocoran (24-48 jam) pemberian cairan yang 
berlebihan akan menyebabkan kegagalan faa! pernafasan (efusi pleura dan asites), 
menumpuknya cairan dalam jaringan paru yang berakhir dengan edema. 
Tipe Cairan yang digunakan dalam penatalaksanaan penyakit DBD adalah 
sebagai berikut. 
1. Kristaloid : 
Ringer Laktat 
5% Dekstrose di dalam larutan Ringer Laktat 
5% Dckstrose di dalam larutan Ringer Asetat 
5% Dekstrose di dalam larutan setengah normal garam faali, dan 
5% Dekstrose di dalam larutan normal garam faa! 
2. Kolodial 
Plasma expander dengan be rat molekul rendah (Dekstran 40) 
Tabel 2.2 berikut menunjukan kebutuhan cairan penderita DBD dengan berbagai 
kondisi bcrdasarkan Berat Badan (BB) dan lama perawatan di rumah sakit. 
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Tabcl.2.2 Kebutuhan cairan untuk penderita dengan dehidrasi 
sedang (diberikan secara intravena ... mllkgBB) 
hari II 165 ml 132 ml 88ml 
hari I 
7-IIK II -18K 7K 
165 ml 
88 ml 
132 ml 220 ml 





Pada penderita DBD yang dirawat hari l dengan Hematokrit meningkat lebih 20%, 
jumlah cairan tidak boleh lebih dari 500 ml atau tidak boleh d.iberikan dalam waktu 
lebih dari 6 jam (petunjuk diambil dari Pediatric Clinic of North America 
1964; I I: I 09). 
Penatalaksanaan renjatan diberikan kepada penderita DBD yang datang 
dalam keadaan berat diuraikan sebagai berikut. "Dengue Shock Syndrome" 
(sindroma renjatan dengue) tcrmasuk kasus kegawatan yang membutuhkan 
penanganan secara cepat dan perlu memperoleh cairan pengganti secara cepat. 
Biasanya dijumpai kelainan asam basa dan elektrolit (hiponatremi). Dalam hal ini 
perlu dipirkan kemungkinan dapat teljadi DIC. Terkumpulnya asam dalam darah 
mendorong terjad.inya DIC yang dapat menyebabkan terjadinya perdarahan hebat dan 
renjatan yang sukar diatasi . 
Penggantian secara cepat plasma yang hilang digunak.an dalam larutan garam 
isotonic (Ringer Laktat, 5% Dekstrose dalam larutan ringer laktat atau 5% Dekstrose 
dalam larutan ringer asetat dan larutan normal garam faali) dengan jumlah 10-20 
ml/kg/1 jam atau pada kasus yang sangat berat (derajat IV) dapat diberikan bolus 10 
mllkg (I a tau 2x). 
31 
Jika syok berlangsung terus dengan hematokrit yang tinggi, larutan koloidal 
(dekstran dengan berat molekul 40.000 di dalam larutan normal garam faal atau 
plasma) dapat diberikan dengan jumlah I 0-20 mllkg1am. 
Transfusi darah merupakan indikasi pada kasus dengan renjatan yang sangat 
berat atau renjatan berkclanjutan walaupun hematokrit belum menurun secara nyata 
setelah diberikan cairan pengganti. Jika tanda perbaikan tampak, cairan pengganti 
yang diberikan secara intravena dikurangi setiap 1-2 jam daJam waktu 24 jam. 
Pemberian cairan infus dilanjutkan dengan tetesan yang diatur sesuai dengan 
plasma yang hilang, dan sebagai petunjuk digunakan harga hematokrit dan Ianda-
Ianda vital yang ditemukan selama kurun waktu 24-48 jam. Pemasangan central 
venous pressuredan kaleler urinal penting untuk penatalaksanaan penderita DBD 
yang sanga1 berat dan sukar diatasi. Cairan koloidal diindikasikan pada kasus dengan 
kebocoran plasma yang ban yak sekali yang telah memperoleh cairan kristaloid yang 
cukup banyak. 
Pada kasus bayi 5% dekstrose di dalam setengah larutan normal garam faali 
(5% dekstrose/ Yz l\SS) dipakai pada awal memperbaiki keadaan penderita dan 5% 
dekstrose di dalam 113 larutan normal garam faali boleh diberikan pada bayi dibawah 
I tahun, jika kadar natrium dalam darah normal. Infus dapat dihentikan bila 
hematok.rit turun sampai 40% dengan tanda vital stabil dan normal. Produksi urine 
baik merupakan indikasi sirkulasi dalam ginjal cukup baik. Nafsu makan yang 
meningkat menjadi normal dan produksi urine yang cukup merupakan tanda 
penyembuhan. 
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Pada umumnya 48 jam scsudah tegadi kebocoran atau renjatan tidak lagi 
memburuhkan cairan. Rcabsorbsi plasma yang telah keluar dari pembuluh darah 
membutuhkan waktu 1-2 hari sesudahnya. Jika pemberian cairan berkelebihan dapat 
terjadi hipervolemi, kegagalan faal janrung dan edema paru. Dalam hal ini 
hematoktrit yang menurun pada saat reabsorbsi jangan diinterpretasikan sebagai 
perdarahan dalam organ. Pada fase reabsorbsi ini tekanan nadi kuat (20 mmHg) dan 
produksi urine cukup dengan tanda-tanda vital yang baik. 
Pada kasus yang berat hiponatremia dan asidosis metabolic sering dijumpai , 
oleh karena itu kadar elektrolit dan gas dalam darah sebaiknya ditentukan secara 
teratur terutama pada kasus dengan renjatan berulang. Kadar kalium dalam serum 
pada serum pada kasus yang berat biasa rendah, terutarna kasus yang memperoleh 
plasma dan darah yang cul"Up banyak. Kadang-kadang tegadi hipoglemia. 
Pada bebt:rapa kasus obat penenang memang dibutuhkan terutama pada kasus 
yang sangat gelisah. Obat yang hepatotoksik sebaiknya dihindarkan, chloral hidrat 
oral atau rectal dianjurkan dengan dosis 12.5-15 mglkg (tetapi jangan lebihl jam) 
digunakan sebagai satu macam obat hipnotik. Di RSUD Dr. Soetomo digunakan 
valium 0.3 mg-0.5 mglkg/BB/1 kali (bila tidak terjadi gangguan system pemafasan) 
atau Largactil I mglkg BB/kali. Terapi dengan menggunakan oksigen diberikan 
kepada semua penderita DBD yang mengalami renjatan. 
Penderita yang menunjukkan gejala perdarahan seperti hematemesis dan 
melena diindikasikan untuk memperoleh transfusi darah. Darah segar sangat berguna 
untuk mengganti volume masa sci darah merah agar menjadi normal. 
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Untuk mcncapai pelayanan yang lebih baik penderita DBD sebaiknya 
diletakkan di ruangan kegawatan yang dilengkapi sarana mencegah penularan 
penyakit DBD di rumah sakit. Paramedis dan orang rua diharapkan dapat membantu 
pembenan catran per oral dan mcngamati cairan yang diberikan melalui infus dan 
keadaan wnum penderita. 
2.3.4 Sistem Rujukan 
Seorang ibu harus mcngkonsultasikan putra-putrinya kepada do1:tcr 
Puskesmas a tau dokter praktck apabila ditemukan tanda-tanda dan gejala berikut ini : 
• Panas mendadak 2-7 hari disertai gejala perdarahan seperti keluarnya darah dari 
hidung tanpa sebab atau muntah darah atau berak darah atau ditemukan bintik-
bintik scperti digigit nyamuk ekstremitas atau di tubuh. 
• Anak tampak lemah tidak suka makan dan minwn, sering kali disertai gejala 
mual dan muntah, nyeri perut terutama di bagian kanan atas. 
• Gejala gawat apabila penderita betul-betul tidak sadar, kejang dan ujung-ujung 
ekstremitas teraba dingin seperti pelepah pisang. 
Kapan penderita tersangka demam darah dengue harus dirawat? 
• Penderita yang mengeluh panas hari ke tiga atau lebih 
• Penderita yang mengeluh panas hari pertama dan ke dua disertai kejang 
• Penderita yang mengeluh panas hari pertama dan ke dua lebih dari 39.s•c 
• Penderita yang mengeluh panas hari pertama dan ke dua disenai perdarahan 
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• Penderita yang mcngeluh panas hari pertama dan ke dua diserta penyakit 
penyerta yang membahayakan penderita sepeni sesak napas, diare dan 
mengidap kurang gtzi. 
Kasus demam bcrdarah dengue derajat I dan II dengan keluhan panas hari 
pertama dan ke dua masih dapat tinggal di rumah dengan petunjuk sering minum air 
buah atau minum minuman bcrkalori tinggi dan dianjurkan makan makanan yang 
disukai. 
Untuk mengatasi panas penderita dianjurkan memberikan obat panas yang 
aman seperti parasetamol dengan dosis I 0-15 mglkgBB/dosis tiga kali sehari untuk 
penderita yang mengeluh panas Jebih dari tiga hari dianjurkan dirawat di Puskesmas 
yang memilik.i sarana rawat inap, atau ke rurnah sakit dan dianjurkan diinfus dengan 
cairan 05 Ringer Laktat atau 05 Saline 0.45% atau 0.5 Saline 0.225% dengan alur 
tatalaksana DBD 753. Kasus demam berdarah dengue yang gawat yaitu derajat Ul 
dan IV, diaojurkan dirawat di rumah sakit tipe C, 8, A yang memiliki hubuogan 
kerja dengao PMI. Kasus demam berdarah dengue yang gawat disenai penyakit 
perdarahan hebat, ensefalopati, kegagalan faa! paru dan jantung sebaiknya dirawat di 
rumah sakit upe A yang memiliki perawatan intensifyang cukup memadai. 
Penyakit Demam Berdarah Dengue (DBD) masib merupakan masalab 
kesehatao yang penting, karena dapat menyebabkan terjadinya wabah pada saat-saat 
tertentu yang sulit diramalkan, patofisiologi renjatan masib belurn jelas, belum 
ditemukannya vaksin yang ampuh, masih kurangnya partisipasi masyarakat dalam 






3.1 Bahan dan Variabel Pcnelitiao 
Data yang digunakan dalam penelitian ini adalah data mengenai keadaan 
pasien demam berdarah dengue yang diduga berpengaruh terhadap tingkat derajat 
penyakit ini. Derajat penyakit demam berdarah dengue dapat menyebabkan 
kematian. Data tersebut diambil lewat catatan medik (medical record) RSUD 
Dr.Soetomo Surabaya. Sedangkan objek pengamatannya adalah Penderita Demam 
Berdarah Dengue (ODD) yang telah dirawat di ruang penyakjt menular anak (SMF 
Anak) RSUD Dr.Soetomo. Data diambil berdasarkan nomor registrasi pasien yang 
tercarat di SMF anak selama kurun waktu 30 Maret 1999 sampai dengan 29 Februari 
2000. Selanjutnya berdasarkan nomor registrasi tersebut data starus pasien diambil 
lewat Pusat Pelayanan Rekam Medik (PPRM) dengan dibantu pihak RSUD 
DrSoetomo. 
Dalam penel it ian ini sebagai variabel respon (Y) adalah status derajat 
pcnderita demam berdarah dengue Variabel respon Y merniliki dua kategori yaitu: 
I. Y1 - 0 jika status penderita menunjukan derajat ringan yaitu penderita 
dengan gejala-gejala pada grade I dan grade 2. 
2. Y 2 = I jika status penderita menunjukan derajat berat yaitu penderita 
dengan gejala-gejala pada grade 3 dan grade 4. 
Sedangkan variabel prediklor atau faktor-faktor prognosis dalam penelitian ini adalah 
keadaan pasien yang datang ke rumah sa kit yang meliputi variabel-variabel : 
I. Jenis Kelamin (X1) . 
Jenis Kelamin terdiri atas Laki-Laki dan Perempuan masing-masing dengan kode 
I untuk laki-laki dan 2 untuk perempuan. 
2. Umur Penderita (X2). 
Umur Pcnderita adalah waktu kehidupan yang dijalani penderita dari saat lah1r 
sampai dicatat dan dirawat RSUD Dr. Soetomo karena menderita demam 
bcrdarah dengue. Umur ini diukur dalam saruan tahun. 
3. Kccepatan penderita dikirim ke rurnah sakit (X,). 
Kecepatan penderita dikirim ke rurnah sakit adalah waktu yang dinyatakan 
dengan hari, mulai penderi ta mengalami demam sampai dikirim ke I masuk 
RSUD Dr. Soetomo. 
4. Satus gizi (X.). 
Status gizi penderita dalam kasus ini adalah status gizinya saat menderita demam 
berdarah dengue dan dirawat di RSUD Dr. Soetomo. Status gizi penderita demam 
bcrdarah dengue dengan kriteria: kurang, cukup, baik dan lebih. Masing-masing 
dengan kode I untuk kurang, kode 2 untuk cukup, kode 3 untuk baik, dan kode 4 
untuk kategori gizi lebih ( overwetght). 
3.2 Pengolaban Data 
Dalam penelitian ini digunakan dua metode yaitu metode regresi logistik 
yang menggunakan asumsi prediktor model linier, dimana variabel prediktor 
berpengaruh terhadap logit mean respon dalam bentuk linier disebut dengan model 
regresi logistik atau regresi logislik tinier. Metode kedua menggunakan metode 
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regresi logistik tanpa menggunakan asums1 linier terhadap hubungan tersebut. 
Metode kedua memberikan kesempatan kepada data untuk menunjukan 
kecenderungan hubungan sebenamya tanpa menggunakan asumsi-asumsi yang kaku. 
Metode regres1 logistik tanpa asumsi linier menggunakan bentuk prediktor model 
additive, dimana variabel prediktor berhubungan dengan logit mean respon sebaga1 
jumlahan fungsi penghalus tunggal variabel prediktornya. Sebelum dilakukan 
analisis untuk menjawab tujuan penelitian ini, terlebih dahulu dianal isis dengan 
menggunakan statistik deskriptif yang digunakan untuk mengetahui karakteristik 
penderita demam berdarah dengue yang datang ke RS.Dr.Soetomo, Surabaya. 
Dengan analisa deskriptif dapat dilihat secara sekilas mengenai gambaran data 
tersebut. 
3.2.1 .Mcmodelkan resiko status derajat penderita demam berdarab dengue 
dengan meoggunakan modellogistik 
Untuk rnemperolch model empiris dan fal..'tor-faktor yang berpeogaruh 
terhadap status dcrajat penyakit maka digunakan metode regresi logistik linier. 
Langkah-langkah untuk memperoleh model regresi logistik linier adalah sebagai 
berikut: 
I. Melakukan Penyesuaian model regresi logistik linier dengan menggunakan 
prosedur lteral/vely Reweighted Least Square (IRLS) untuk mendapatkan 
nilai taksiran parameter yang meminimumkan fungsi likelihood. 
Taksiran yang meminimumkan fungsi likelihood dapat dilakukan dengan 
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Akan tetapi persamaan likelihood adalah fungsi yang nonliriear schingga 
untuk menaksir fJ dengan menggunakan metoda Maksimum Likelihood 
(ML) dibutuhkan penyelesaian secara iterasi dengan menggunakan iterasi 
Newton Raphson. Proses iterasi ini dinamakan iteratively reweighted least 
square. 
2. Melakukan analisis pada model regrei logistik linier tunggal pada setiap 
variabel. Langkah ini digunakan untuk mendapatkan taksiran peranan 
masing-masing dengan melihat basi l uji statistilcnya masing-masing. 
3. Melakukan pemilihan variabel yang potensial akan dirnasukan ke dalam 
model regresi logistik tinier berganda. Variabel yang dianggap secara 
signifikant berpengaruh pada model jika memenuhi kriteria signifikansi 
p<0.25. 
4. Melakukan identtfikasi variabel-variabel yang dianggap penting dalam model 
regresi logistik hnier berganda dengan menggunakan statistik uji Wald 
5. Melakukan uji rasio likelihood untuk penilaian signifikansi variabel yang 
dihilangkan dengan membandingkan -2ln pada model yang ringkas dengan 
-21n pada model yang lebih lengkap. 
6. Mengulangi langkah keempat dan kelima sampai tercapai model yang akan 
terdiri atas variabel-vbariabel yang dianggap penting. 
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3.2.2 .Memodelkan resiko status derajat penderita demam berdarab dengue 
dengan menggunakan model logistik 
Pada sub-subbab ini akan dibahas mengenai pennasalahan penyesuaian 
model rcgresi lot,ristik additive. Adapun prosedur yang digunakan adalah local 
scoring algorithm, yang merupakan perluasan dari prosedur untuk penaksiran 
parameter model regrcsi logistik tinier. Adapun langkah-langkah analisis dengan 
menggunakan model regresi logistik additive adalah sebagai beril.:ut. 
I. Mcmbuat plot antara nilai penyesuaian (fitted value) dengan variabel 
prediktornya. Langkah ini digunakan untuk melihat kontribusi masing-
masing variabel prediktor da lam penyesuaian model additive. 
2. Melakukan penycsuaian model regresi logistik additive secara tunggal yang 
bertujuan untuk melihat kontribusi tersebut dengan melihat uji statistiknya. 
Prosedur untuk melakukan penyesuaian model regresi logistik additive adalah 
dengan menggunakan local scoring algorithm pada sub-subbab 2.2.3 bagian 
terdahulu. Taksiran yang meminimurnkao fungsi likelihood dapat dilakukan 
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3. Melakukan pcnyesuaian model regrcsi logistik additive secara berganda 
untuk melihat pengaruh semua variabel prediktor terhadap model secara 
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bersama-sama yang Juga dengan menggunakan prosedur local scoring 
algomhm 
4. Melakukan pcmihhan model yang sesuai untuk regresi logistik additive 
dengan menggunakan ana/isis of deviance. Devians dihitung sebagai berikut: 
Devians residuals didefinisikan sebagai 
" r-:' 
r; =sign( Yi - p 1 JV Var( ll; ) 




ANALlSIS DATA DAN PEMBAHASAi~ 
BABIV 
ANALISIS DATA DAN PE,IBAHASA:-1 
Data pendenta demam berdarah dengue yang telah diperoleh dari PPRM 
RSUD Dr.Soetomo, selanjutnya dilakukan pengolahan dan d.ianalisis agar dapat 
menjawab tujuan dari penelitian ini. Dalam bab ini akan d.ibahas mengenai resiko 
status derajat penderita demam berdarah dengue berdasarkan keadaan penderita 
ketika masuk ke rumah sakit. Bagian pertama menggambarkan karakteristik 
penderita demam berdarah dengue. Bagian kedua melakukan analisis dengan 
menggunakan model rcgrcsi logistik asumsi linear dan bagian ketiga melakukan 
analisis dengan model logistik additive, dimana hubungan antara logit mean respon 
dengan variabel predikor terjadi dalam bentuk yang tidak d.iketahui. 
4.1 Karakteristik penderita Demam Berdarab Dengue 
Selama 30 Maret 1999 sampai dengan 29 Februari 2000 pas1en yang 
menjalam rawat inap di SMF Anak RSUD Dr.Soetomo sebanyak 154 pasien. Dan 
dengan sistem perawatan yang sudah semakin baik, dalam rentang waktu tersebut 
hanya 3 pasien yang menmggal dunia. Adapun untuk masing-masing variabel dapat 
diuraikan sebagai berikul: 
1. Varia bel Jenis Kelamin 
Pada variabel jenis kelamin ini, dihitung proporsi masing-masing level. Dari 
Lampiran A2 terlihat bahwa proporsi penderita demam berdarah dengue terbanyak 
bcrjenis kelamin perempuan yaitu sebesar 0.56 atau sebanyak 87 penderita. Dan 
jumlah tersebut 70% nya menderita dengan status berat. Penderita dengan status 
berat ini adalah proporsi terbesar dari pasien yang dirawat di SMF Anak dr.Soetomo 
yaitu sebesar 73% atau sejumlah 112 pasien. Dibandingkan dengan status penyakit 
kategori ringan yang hanya 42 pasien atau sebesar 27%. Atau dengan kata lain, 
banyak pasien yang datang kerumah sakit dengan kondisi yang sudah berat karena 
orangtua penderita ridak menyadari bahwa anaknya mengidap penyakit demam 
berdarah dengue ini. Hal ini dimungkinkan karena gejala penyakit ini tidak khas dan 
untuk meoentukan diagnostik penyakit ini memerlukan pengalaman dokter di klinik 
lebih dari 3 tahun. Untuk itu diperlukan anrisipasi yang lebih dari pihak rumah sakit 
untuk melakukan perawatan terhadap penderita demam berdarah dengue. Keterangan 
mengenai jenis kelamin pada penderita demam berdarah dengue belurn jelas. Pada 
umumnya anak laki-laki rentan terhadap infeksi. Hal ini disebabkan karena produksi 
imunoglobulin dan antibodi dikelola melalui genetika dan proses hormonal, dimana 
anak perempuan lebih efisien dalam memproduksi imunogglobulin. 
2. Variabel t:mur 
Umumnya penderita demam berdarah dengue ini adalah anak-anak. Pada 
variabel umur ini , selengkapnya dapat dilihat pada Lampiran A 1. Umur penderita 
penyakit ini berkisar dari 0.5 tahun sampai umur 14 tahun. Dengan rata-rata umur 
penderita pada umur 6.8 tahun. 
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3. Variabel KcceJ>ata n Kirim (dalam bari) 
Pada variabel kccepatan kirim, umumnya penderita dikirim ke rumah sakit 
pada panas hari ke-2 sampai hari ke-7 dengan rata-rata kirim 4.4 hari. Keterlambatan 
kirim dapat menyebabkan penderita dapat menjadi syok dan ini dapat mengakibatkan 
kematian pada pendenta.. Derajat sering teljadi pada hari ketiga, keempat dan kelima 
dari awal penderita mengalami panas. Kecepatan dan ketepatan pengobatan pada 
awal teljadinya renjatan berpengaruh pada besarnya angka kematian pada kasus 
sindroma renjatan degue. 
4. Vnriabel Tingkat Gizi 
Kornposis i pada variabel tingkat gizi, proporsi terbesar penderita DHF yang 
dirawat di rumah sakit adalah penderita dengan tingkat gizi cukup yaitu sebesar 73 
penderita :~:au sebesar 47,4%. Sementara proporsi terkecil pada tingkat gizi kurang 
yairu sebesar 6,5% (I 0 penderita). 
4.2 Ana lisa terbadap resiko status derajat penderita DBD dengan menggunakan 
modellogistik 
Model regresi logistik dikotomus digunakan untuk menggambarkan pola 
hubungan ant:ua variabel keluaran (variabel respon) yang bersifat biner dengan satu 
atau beberapa variabel indepcnden (variabel predi l.:tor) yang bersifat diskrit atau 
kontinyu. Dalam penelitian ini kategori variabel respon dikotomusnya adalah status 
derajat penderita demam berdarah dengue yang terdiri atas status ringan dan status 
berat. Pada penyakit demam berdarah dengue, berdasarkan berat ringannya penyakit 
oleh WHO diklasifikasikan menjadi empat stadium, dimana untuk grade satu dan 
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grade dua penderita yang dirawat dirumah sakit tidak memiliki peluang untuk 
meninggal dalam ptrawatan Sedangkan untuk grade tiga dan empat, penderita yang 
menjalani perawatan di rumah sakit masih memiliki peluang untuk meninggal. 
Sehingga dalam penchuan ini, grade penama dan kedua dikategorikan sebagai status 
ringan dan grade tiga dan cmpat dikategorikan sebagai status berat. Sedangkan 
variabel prediktor yang digunakan adalah jenis kelamin (Sex), urnur (Age), 
kecepatan penderita dikirim ke rumah sakit (Day) dan tingkat gizi penderita pada 
saat masuk rumah sakit (Nutri). 
4.2. 1 Analisa terhadap resiko status derajat penderita demam berdarah 
dengue menggunakan model regresi logistik secara tunggal 
Pengujian variabel secara tunggal akan memberikan infonnasi tcntang 
variabel-variabel yang berpengaruh terhadap perubahan responnya secara individu. 
Suatu variabel dikatakan mempunyai pengaruh bila maksimum signifikan pada level 
yang diinginkan terpenuhi. Dan tidak signifikan bila lebih dari nilai maksimum 
signifikant, yaitu sebesar a = 5%. Pada model regresi logistik linear tunggal yang 
dapat dilihat pada Lampiran Bl, variabel yang signiftk.an berpengaruh terhadap 
status derajat penderita hanyalah variabel kecepatan kirim penderita ke rumah sakit 
(Day). Hasil estimasr parameter variabel independen tersebut untuk model regresi 
logistik linear tunggal ringkasannya dapat dilihat pada Tabel.4. I. 
Tabel 4.1 Estimasi parameter dari variabel independent untuk regresi logistik tunggal 
Varia bel B-value eu Wald p-value Signilikansi Sex ( I - Laki-laki) 
-0.1532 0.8579 
-0.8285 0.2037 Tidak Intercept 1.0060 2.7347 54395 0.0000 Ya Age 
-0.0573 0.9443 
-1.0923 0.1373 Tidak 
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Intercept 1.3808 3.9782 3.3203 0.0004 Ya Day 0.3381 1.4023 1.8048 0.0356 Ya Intercept 
-0.4832 0.6168 -0.5898 0.2777 Tidak 
Nutri (I • Kurang) 
-0.6759 0.5087 -1.2989 0.0970 Tidak 
Nutri (2 = Cukup) 
-0.2530 0.7765 -1.2500 0.1057 Tidak 
Nutri (3 • Bruk) 0.0864 1.0903 0.5290 0.2984 T1dak Intercept 1.3501 3.8577 4.4441 0.0000 Ya 
Variabel kecepatan kirim merupakan variabcl predil.:tor dengan tipe data kontinyu, 
sehingga intcpretasinya tergantung pada perubahan log odds untuk setiap 
peningkatan satu unit dalam hari. Model penyesuaian logistik linear tunggal variabel 
kecepatan kirim pcnderita ke rumah sakit adalah sebagai berikut: 
11'(x,) ,. exp(0,3381Day) 
1 + exp(0.3381Day) 
dan taksiran logit, g(x) diberikan oleh persamaan linear g(x) = 0.3381Day dan 
model tersebut dapat diintepretasikan bahwa penderita yang mengalami 
keterlambatan dalam mcndapatkan pcrawatan di rumah sakit sebanyak satu satuan 
hari maka resiko pasien tersebut untuk memilki status menjadi kategori berat naik 
sebesar 1,4 kalinya. 
-'.2.2 Anal isa terbada p resiko status derajat penderita demam berdarah 
dengue menggunakan model regresi logistik secara berganda 
Dari hasil analisis berganda. diperoleb variabel independent yang secara 
bersama·sama berpengaruh signifikant terhadap status derajat penderita demam 
berdarah dengue. Dcngan menggunakan metode stepwise diperoleh model akhir. 
Variabel predilctor yang bcrpengaruh signifikant untuk regresi logistik linear 
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berganda hanyalah variabel kecepatan kirim penderita untuk mendapatkan perawatan 
di rumah sakit (Day). Tabel 4.2 dibawah memberikan ringkasan anal isis data. 
Tabel 4 .2 Esumasi parameter dari variabel indepen-
dent untuk Regresi Logistik linear berganda 
Variabel B-value e" Wald p-value Signifikansi Sex (I = Laki-laki) 
-0.2428 0.7844 -1.2461 0.1064 Tidak Age 
-0.0800 0.9231 
-1.4366 0.0754 Tidak Day 0.3298 1.3906 1.6769 0.0465 Ya 
Nulri (I - Kurang) 
-0.7370 0.4785 .. 1.3353 0.0909 Tidak Nutri (2 • Cukup) 
-0.2796 0.7561 -1.306! 0.0958 Tidak Nutri (3 = Baik) 0.0929 1.0973 0.5513 0.2919 Tidak Intercept 0.5512 1.7353 0.5396 0.2946 Tidak 
Variabel prediktor yang berpengaruh signifikant secara bersama-sama pada model 
resiko derajat pendcrita demam berdarah dengue, nilai penyesuaiannya dapat 
dimodelkan sebagai berilmt: 
Jr(x,) = exp(0.3298Day) 
I +exp(0.3298Day) 
dan taksiran logit, g(x) diberikan oleh persamaan linear g(x) = 0.3298Day. Model 
diatas dapat diintepretas1kan bahwa penderita yang mengalami keterlambatan dalam 
mendapatkan perawatan di rumah sakit sebanyak satu satuan hari maka resiko pasien 
tersebut untuk memilki status menjadi kategori berat naik sebesar 1,39 kal inya 
4.3 Ana lisa terbada p resiko status dcrajat pendcrita demam berdarab dengue 
menggunakao model regresi logistik additive 
Dari basil analisis dan pembahasan dengan menggunakan model linear pada 
bagian sebelumnya, faktor resiko tedadinya status derajat penderita hanya 
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dipcngaruhi oleh variabel kecepatan kirim saja. Hal tersebut hanya memberikan 
sedikit infonnasi saja, sementara ingin diketahui sepeni apakah pcngaruh vanabel 
lamnya berhubungan terhadap model resiko status teJjadinya derajat pada penderita 
demam berdarah dengue. Untuk itu kita menghilangkan asumsi linearitas antara logit 
mean respon dengan variabel predil,:tomya dan menyatakan bahwa bentuk hubungan 
tcrsebut tidak diketahui beniul-:nya. Dalarn menaksir benruk hubungan yaog tidak 
diketahui tersebut, maka biarkanlah data membentuk sendiri model hubungan 
tersebut. Selanjutnya jika kita menginginkan untuk menyederhanakan model 
tersebut, maka berdasarkan model additive tersebut dapat diketahui bentuk 
transfonnasi atau pcrlak"Uan scperti apa yang paling tepat. 
4.3.1 Aoalisa tcrhadap resiko status derajat penderita demam berdarab 
dengue menggunakan model regresi logistik additive secara tunggal 
Dalam melakukan analisis model logistik additive, terlebih dahulu mcl ibat 
bagaimana bentuk hubungan antara masing-masing variabel dengan logit mean 
respoonya. Pada Garnbar.4.1. merupakan benruk kurva logistik additive antara nilai 
penyesuaian model dengan masing-masing variabel prediktomya. Gambar tersebut 
memberikan bcntuk hubungan sebenamya dari data masing-masing variabeltersebut, 
dimana tidak ada satupun variabel prediktor yang menunjukan linearitas secara tepat. 
Apabila pola hubungan antara logit mean respon dengan variabel 
prediktornya jauh dari bentuk linear atau tidak ada infonnasi sebelumnya mengenai 
kecenderungan hubungan tersebut, pcrlu dipertimbangkan bahwa model dengan 
menggunakan prediktor model linear adalah tidak tepat. Besar kecilnya jumlah 
kuadrat residual dapat digunakan untuk mendeteksi seberapa kuat ukuran ketepatan 
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model dengan data. Model dengan jumlah kuadrat yang sangat kecil menunjukan 
bahwa model dapat mengepaskan data dengan baik. Adapun perbandingan antara 
model resiko status derajat penderita demam berdarah dengue antara logistik linear 
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Gambar.4.1. Plot antara nilai penyesuaian dengan masing-




Residual devians hampir mirip dengan jumlab kuadrat residual pada regresi linier 
k.lasik. Kedua nilai tersebut merupakan ukuran ketepatan model terhadap data. Model 
yang terbaik tenrunya yang memberikan nilai residual devians terkecil. 
Dari Tabel.4.3. tersebut umumnya jumlab kuadrat residual terkecil diberikan 
oleh model additive. Perbedaan terbcsar terdapat pada variabel umur, sehingga 
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variabel tersebut tidak layak untuk dilakukan penyesuaian dengan garis lurus. 
Sememara variabellainnya memberikan perbedaan yang kecil sehingga penyesuaian 
dengan menggunakan model additive tidak terlalu berarti. 
Tabel.4.3. Tabel perbedaan residual devians kedua modellogistik 
Variabcl RESIDUAL DEVIANS perbedan residual 
Lol!istik Linear Logistik Additive devians Jenis Kelamin 179 7801 179,7801 0.0000 Umur 179,2722 172 0481 7.2241 Kecepatan Kirim 177 1450 176,1707 0.9743 Tingkat Gizi 176,3489 176,3490 0.0001 
Tabel 4.4 memberikan ringkasan hasil dari pengolahan data dengan menggunakan 
modellogistik additive sccara tunggal. Npar.Chisq menyatakan nilai pengujian untuk 
menentukan apakah pengaruh nonlinear secara nonparametrik terpenuhi. Variabcl 
prediktor umur (Age) terlihat signifikan pada a= 10%, sementara variabel kecepatan 
kirim (Day) dan status gizi (Nutri) tidak signifikant dalam memberikan pengaruh 
nonlinear secara nonparamerrik. Maksimum signifikansi yang digunakan sebesar a -
10%. 
Tabel.4.4 ringkasan penyesuaian regresi logistik additive tunggal 
MODEL RESIDUAL OF NPAR.DF NPAR.CHISQ l SIGN DEV 
sex 179.78 152 
s(age) 172.0481 149 2266 2.8 7.276067 0 05335656 s(day) 176. 1707 149.0001 3 0.9689628 0.8087436 S{nutri) 176.349 150.0175 2 3.437192 0.176929 
4.3.2 Ana lisa terhadap resiko status derajat penderita demam berdarab 
dengue menggunaklln model regresi logistik additive secara berganda 
Untuk melihat pcngaruh variabel prediktor terbadap logit mean respon secara 
bersama-sama, maka dilakuklln pcnyesuaian secara berganda dengan memodelkan 
semua variabel prediktor secara serentak yang hasilnya dapat dilihat pada Lampiran 
E2. Agar dapat diketahui variabel prediktor yang berpengaruh dilakukan dengan 
menggunakan analisa devians. 
Tabel.4.5 Tabel Anal isis devians regresi logistik additive secara berganda 
Model Residual. Residual. Test df Selisih df Dev Devians sex + sl&qe) • s(doy) • 141.0944 160.253 7 
+ S(:'IUtri• HS.2640 166.5823 
-s (dav) 
-4 . 16960 9 
- 6. 328578 H8 . 2327 171. 48 91 -s (nutri' 
- 2 . 9687l0 
-4 . 906868 
Tabel.4.5 dapat digunakan untuk menentukan model regresi logistik additive yang 
terbaik. Langkah pcrtama adalah dengan mengepaskan model secara lengkap, dari 
nilai probabilitas chi square untuk model lengkllp tersebut dipcroleh nilai yang besar 
untuk variabel kecepatan kirim. Hal ini menunjukan bah\va variabel tersebut tidak 
sesuai dalam model ini Selanjutnya sulru s(Day) dikeluarkan dari model. 
Pengeluaran suku tersebut mengakibatkan residual devians nya turun sebesar 6,3286. 
Proses tersebut dilakukan kembali untuk variabel status gizi (Nutri). Sehingga proses 
pcnentuan model regresi dengan penghalusan (model logistik additive) selesai dan 
model yang sesuai dituliskan sebagai: 
log it(kegawa tan) = sex+ s(age) 
Darin model tersebut dapat diketahui bahwa variabel umur penderita memiliki ben-
tuk hubungan seperti ditunjukan pada Gambar.4.2. Dari lauva tersebutterlihat bahwa 
penderi ta akan mengalam1 resiko derajat meningkat (menjadi status berat) secara 
tajam pada penderita berusia kurang dari 4 tahun dan resiko tersebut akan turun 
secara landai setelah umur tersebut. Dengan melihat kondisi tersebut maka perhatian 
lebih diberikan pada penderita dibawah usia 4 tahun. Pada penyesuaian dengan 
menggunakan model regresi logistik additive ini, setiap perubahan terhadap 
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Gambar.4.2.Kurva nilai penyesuaian model dengan variabel umur 
variabel prediktor umur memberikan taksiran rasio probabilitas teljad.inya kejadian 
derajat berat terhadap probabilitas kejadian derajat ringan dengan perubahan yang 
tidak konstan. 
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Berdasarkan hasil anal isis data dan pembahasan pada bab sebelumnya, maka 
diperoleh beberapa kesimpulan sebagai berikut. 
I. Analisis dengan menggunakan regresi logistik linear, mengasumsikan 
bahwa model memiliki bentuk hubungan yang linear antara logit mean 
rcspon dengan variabel prediktomya. Variabel yang secara signiflkan 
berpengaruh terhadap model resiko status terjadinya derajat penderita 
demam berdarah dengue adalah variabel kecepatan kirim penderita ke 
rumah sakit. Keterlambatan pengiriman penderita ke rumah sakit 
scmenjak hari pertama mengalami panas dapat meningkatkan resiko 
untuk te~adi starus derajat berat sebesar 1,4 kali. 
2. Anal isis dengan menggunakan regresi logistik additive, dalam· penaksiran 
modelnya tidak mengasumsikan hubungan yang linear antara logit mean 
responnya dcngan variabel prediktor. Model ini membiarkan kepada data 
untuk membentuk model kecenderungan sebenarnya. Hubungan yang 
te~adi pada model ini tidak diketahui, untuk itu perlu dilakukan 
penaksiran dengan menggunakan fungsi penghalusan. Dalam model ini 
memberikan hasil bahwa umur penderita berpengarub tidak linear 
terhadap model resiko teljadinya derajat penderita. Penderita akan 
mcngalami peningkatan resiko secara cepat menjadi status berat pada 
penderita yang berumur kurang dari 4 tahun. Setelah mencapai 
puncaknya pada usia 4 tahun, resiko terjadinya status derajat perlahan 
menurun menjadi nngan. 
3. Pada model rcgresi logistik, seriap perubahan pada variabel prediktor 
mengakibatkan perubahan pada rasio probabilitas kejadian derajat berat 
terhadap probabilitas kejadian derajat ringan berubab secara konstan. 
Sedangkan pada model regresi logistik additive, setiap perubahan pada 
variabel predik1or mengakibatkan rasio probabilitas kejadian derajat berat 
terhadap probabilitas kejadian ringan berubah secara tidak konstan. Dari 
analisis dengan menggunakan dua metode diatas dapat diambil 
kesimpulan bahwa kecepatan pengiriman berpengaruh linear terhadap 
rcsiko peningkatan status derajat menjadi berat. Sedangkan variabel 
llmur berpengaruh secara nonlinear serhadap resiko tersebut. Model 
regresi logistik additive tidak mengasumsikan linearitas dan 
memungkinkan untuk meng-eksplore data secara visual, menemukan 
struktur atau informasi dari data yang mungkin saja terlewati. Model ini 
dapat juga d1gunakan untuk mengeksplorasi tentang jenis transformasi 
apa yang mungkin cocok digunakan dalam model linear standar. Model 
ini dapat digunakan pada berbagai siruasi dimana model linear dapat 
diterapkan pada data tersebut. Regresi logistik additive merupakan kasus 
khusus dari Generali:ed Additive Models (GAM), model tersebut juga 
dapat digunakan untuk menguji linearitas dari suatu model regresi. 
5.2 SARA!'i 
Saran yang dianjurkan bcrdasarkan hasil penelitian ini adalah: 
I. Melakukan peneliuan lebih lanjut tentang generali:ed add11111e mode/.1 
untuk tipe respon yang kontinyu. 
2. Melakukan penelitian lebih lanjut tentang penyakit demam bcrdarah 
dengue menggunakan model additive dengan menambah faktor-fak"tor 
prognostik yang dianggap bcrperan juga terhadap terjadinya status 
kcgawatan penyakit ini yaitu penyakit penyerta yang dialami penderita, 
status ruj ukan penderita ketika masuk rumah sa kit, penatalaksanaan saat 
masuk rumah sakit. 
3. Lebih mewaspadai penderita dcmam berdarah pada penderita Balita 
(Bawah Lima Tahun) karena golongan ini lebih rentan untuk menjadi 
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Karakteristik penderita demam berdarah dengue (DBD) 
> sa.-:-.r..ary ,:>:,do_:<otl 
sex age 
1:€7 !~1n .: 0 . 500 
2:87 :st Q~ .: 4.000 
Xeoia::>: 1.COO 
!~ean: 6.821 
3r~ c~ . : :~.coo 
Hax . :14. 000 
Lampiran A2 
day 
~:!n. : 2 . 000 
1st Qo,;. =~ . 000 
xecia:'l:~.coc 
Mean:4 . 403 
3 r::l Co,; • : 5 . COO 
Max . :7.000 






> cross taos ( -sex+stat•Js . pny, oata•Dbddikot: 
Call : 
crosstabs( • sex + status.pny, data • Dbddikot) 







sex lstatus . pny 
I 0 1 IRowTotl 
---------------·-------~-------+ 
1 ll€ 51 I 67 
10.24 10 .76 10.44 
10 . 3S C.46 I 









I 0 .40 
181 




cc::ct: ~2 1:12 1154 
10 .27 10 .13 I 
---------------~-------·-------~ 
:est for independence of all factors 
c~i'2 • o.saao:1: d.r.- 1 (p=0 .4o6a~l7 > 
Yates• correot1on not used 
> crosstabs(·n~trl•stat~s.p:'ly, data•Dbddik~t; 
Call: 
crosstabs( - nutri + status.pny, data • Dbddikot) 
154 cases in table 
+----------+ 




+ ........ _______ + 
status .;>r.y 
0 : ~2 
1:1:2 
nutri lscatus.pny 
I 0 I : IRowTo:l 










---------------·---------------· 2 22 
0 . 30H 






-------+-------·-------~-------· 3 I: 5 
, 0.3191 
0.3571 
10 . 0974 
32 
10.6809 






---------------·-------+-------+ 4 I 4 
10 . 1667 
10 . 0952 
10 . 0260 
120 
,0.8333 
10 . 1786 
10 . 1299 
124 




Col:'otl 142 1112 1154 
10.27 10 . 73 I 
-------+-------+-------+-------+ 
Test for independence of ~11 factors 
Chi'2 = 3.677857 d . f. 3 (p•0.2984167) 
Yates · correction not used 
Sc:ne expected va: 'Jes are :ess t~an 5, don , c ~n.:.s~ s ::aced p-va: 'Je 
Lampiran Bl 
Model resiko s tat us kegawatan penderita DBD (model logistik secara 
tunggal) 
> sex.gic <- gl~(status.pny-sex, Eamily- binomia: (link • logit), data • 
g l!::c:.b<i::: 
> s~a~y (sex.qla ) 
Call: gl~lformc:a • status.pny - sex , family u binomia lC:ink gb~c::l 
Jeviance Residuals: 
11~n :o :.ledian 3Q :.lax 











5 . 4395186 
-0 . 8285134 
(Dis;>ecsi~~ Para~eter !or Sino~lal fami:y taken tc be l 
Nul l Deviance : 180 . 4734 on 153 degrees of f reedom 
Residual Ceviance: 179 . 780: o:> 152 degrees o: freedo!7. 
v" 
log it) ' data e 
N~nber of Fisher Scoring Iterat~ons : 3 
Corre:a:ion o: Coe~!icie~:s: 
(Intercept) 
sex -0 . 1932708 
> anova(sex. qlr.:, test • "Chi"l 
Ar.alys1s c:f .Oe·;ia:ice 'iable 
Binocial a.odel 
Response : s:atus . p~y 
:er~s added sequent1ally (!irst to las t ) 
D::' Deviance Resid . r:;f Res~d . Dev ?:: (C;, i) 
~LL 153 180 . 4734 
sex l 0. 6932678 152 179 . 7801 0 . 4050551 
> s~~~ary. aov (sex. qlm) 
D! Sum ot Sq :-lean Sq F Val ue Pr {FI 
sex 1 0 . 6864 0 . 686434 0 . 6780772 0 . 4115397 
Res i duals 152 153 . 8734 1 . 012325 
> aqe .gln <- glmfstatus . pny~aqe , family - binomial (link ~ l egi t) , da t a a glmctbdd ) 
> s~~ary lage . glm) 
C~l l : glm/ for mula • 
g:mdbcid) s t atus .pny ~ age , family~ binomial !li nk z logit) , da t a ~ 
Devi a nce Residuals : 
M~:1 10 
- 1 . 77889 -1 . 482192 Me::liar. 3Q Max 0 . 7 459032 0 . 818273 0 .943 664 




: . 38082354 
- 0 . 05732703 
Std . E;rror 
0 . 41587641 
0 . 05248209 
t va l ue 
3 . 32n74 
-1. 092316 
{Jispers:cr. ?a~adeter !or 3!r.o~ia: :a~ily t aker. t o be 1 } 
Nuil Deviance : i80 . 4734 0:1 153 degrees o f freedo~ 
~es~CLal :ev~ar.ce : 179 . 2722 en :S2 deq~ees of f=eedo~ 
Na~er of fishe= Scor~ng Iter4t1ons : 3 
Cor relat:cn c! Coe~f~cients : 
!Intercept) 
age - C. 89966S 
> anova(age . glm, test • "Chi" ) 
Ana : ys:s of Deviance !ab:e 
Binomia l model 
~esponse : sta:~s . pny 
Terms added sequentia l ly (first t o last) 
v f Deviance Resid . D~ Resid . Dev ?=(Chi) 
NULL 153 180 .4734 
V111 
age l 1.201162 
> s~~.ary . aov(age . q:m : 
age 
Residuals 
o~ su:n of Sq 
l. J 932 
:52 15<.2329 
152 179 . 2722 0 . 2730896 
Mean Sq 
l. J 93:54 
l . OH690 
f Va l ue Pr (f) 
: . :7568~ C. 2799: 32 
> cay . gl~ <- g !r- C s:at~s . p~y-day, ~ar-ily = ~:norr.ial ( :ir.~ ~legit ) , data • g : mdbddJ 
> s~~ry tcay . gl~J 
ca: l : glc(forr.ula • status . pny- da y, fam~ly o inomi al( l ink 
gl::ldbcdl 
Deviance Res:duals : 
Min lQ Median 3Q !~ax 





-0 . 4832330 
0 . 3380854 
Std . Error 
0 . 8193472 
0 . 1873297 
t va lue 
- 0 . 58977 8 
1 . 804762 
(D~ spersion ?ara~eter for Binonial ! ami l y taken to be l 
Nul l Deviance : 180 .4734 on 153 degrees of f reedom 
Res i dua l ' eviar.ce : 177 . 145 on 152 degrees of freedom 
N~~er of Fisher Scori ng Ite ra t ions: 3 
Correlation of Coe!ficien;s : 
(Intercept) 
day - C. 974SC:2 
> ano va!day .glm, test • "Chi "} 
~~a:ys:s of ~ev:ar.ce Table 
Bino:nial mode: 
Respo~se : s:a:us .pr.y 
Terns added sequentially (~!rst to last) 
o: Dev:a~ce Resid . D! Res1c . Dev ?r (Chi) 
~lJL~ 
day 3 . 32€38: 
> s~nmary.aov(day . qlm) 
~f Sum o! Sq 
day : 3 . 2512 
Res iduals 152 153 . 6753 
153 180 :4734 
:52 lll . l45C 0 . 0680936 
Mean Sq 
3 . 251165 
l. 011022 
: Val ue Pr ( F) 
3 . 221657 C. C74 65?09 
logit) , data "' 
> n:.>tn . glrn <- ql::t(status . pny-mJtr: , f a:nily ~ :o.:.norni al i: ink - :og:~) , data e glmdbdd) 
> su::.nary(r.u:rl . g:m) 
Cal l : glm(formula • 
glrr.dbdc:!) 
Deviance Residua l s : 
Min lQ 
·2 . 143998 -1 . 511355 
Coefficients : 
status .pny - nutri , family binomial (link legit), data = 
l~edian 3Q Max 
0 . 8469165 c . a t. 69J65 o . e16825e 
v . , .. 
Value Std. (In:e:cep:l : . 35C07o: Error t value 
n'-l:ril 
-0 . 6758754 
0.303789.2 ( . ~~4102~ 
:n.:t:i2 






0.1633363 0 . 5289851 
(D:spers!c;. ?a~a~eter !or 3lr.orr.:a! fami:y :ake~ ~o ~e ~ 
Nul: Cev~ance: 180.473~ on :53 degr ees of freedom 
Res~cual :ev:ar.ce: :76 . 3489 en :so deg:ees o: freedom 
Nu~er of rtsher Scoring Iterations: 3 
Corre1at!cr. of Coefficients: 
(In:ercept) nu:ri1 nutri2 
nu:r!1 - D.75355lE 
nutri2 -0.6012513 0 . 7540405 
r.'-l!ri3 - 0 . 1234544 0.4671767 0 . 3727556 
> anova(nutri.glm, test • "Chi") 
Ana1ysls of Deviance :ab:e 
Binomial model 
Response: status . pny 
'Terms 
NULL 
added seq~entially (first to last) 
ct Deviance Resid . Of Resid . Dev 
153 180.4734 
Pr (Chi) 
l5C 176 . 34Aq C.2~832e1 r.~:r1 3 4 . 124522 
> sur.~ary.aov(nutri.qlm) 
Of Sum of Sq 
nut:i 3 3 . 5466 
Residaa:s 15C 152 . 798C 
Lampiran B2 
Xean Sq 
1 . 182214 
1.01865~ 
: Value Pr: F) 
! .1 60565 0 . 3268667 
Model resi ko s tat us kegawa t an penderi ta DBD (model logistik sec ara 
berganda) 
> al •. glm <- glc(status.pny-., famlly a binomial (link 
glr.-.Cbdd) 
> s~ary(al:.gl~l 
legit) , data • 
Call : gl~<~orm~la • status . pny- sex+ age + day+ nutri, family 
bir.omiel::ink ~legit) 
data • glmdbddl 
Deviance Res~duals: 
:-1in lQ 
-2 . 028636 -1 . 194729 
l'.edian 3Q Max 
0 . 6649786 0 .8294755 1 . 201796 
Coefflc:ents: 
Value Std . Error 
rrntercept) 0 . 551:6:07 1 . 021,7964 
sex - 0 . 24281552 0 . 19486628 
t value 
0 . 53957:3 
-1.2460623 
.... '"" 
age -0.08003683 0.05571471 
cay 0.3297599C 0.:9664813 
nutril -0.73702737 0.55197718 
r.~:r:2 -0.27963721 0.214!C32C 






(Jis~e~sio~ Para~e:e: ~o: 3lr.o~ial :~:ly :aken ~o ~e 1 
:;~11 Dev~ar:ce: !80.4734 on :53 degrees of freedom 
~esid~a: Dev1ar:ce: 170.0951 cr. ;47 cegrees o: freecom 
Number o: fisher Scor,ng Itera:ions : 4 
~cr~ela:io~ of Coe~f-cients: 
( Intet:cept) sex age day sex 
- 0 . 0401286 
age 
- 0 .4590968 0.1470854 
cay 
-0 . 8496837 
-0.0940959 0 . 0428990 
nutril 
-0.3389926 0 . 1042048 0 .1033144 0.0674410 r.'Jtr~2 
nutril 
-0 . 3135331 0 . 07:7055 0 . 1386951 0 .0777:03 0 . 7677631 nutri3 
-0 .0850246 0 . 06041 50 
-0.0171449 0 . 0519341 
> anova(all . glm, test • "Chi " ) 
Analysis of Deviance Table 
Bir.omial nccc_ 
Response: status.pny 
Ter.ns added seq~er.tia:ly (!~rst to last; 
Df Deviance Resid. Of Resid . Dev ~r(Chi) 
~UL:. :53 180 . 03~ 
sex l 0 . 693268 
age l :. 0265~ 
day 3 . 592462 
152 179.7801 0 .4050551 




147 :70. C951 
0 . 2313319 
0 . 0580422 
0.19846:8 







C.E264 C.62E~:2 0 . 609664 
1.5038 1.503822 1 .463616 
3.1027 3.:~2703'3.019748 
3.8584 1.286134 1.251748 




0 . 2282976 
:l.0305C5 
0.2932542 
0 . 4805510 
nutri2 
0 . 3837243 
Pemilihan model terbaik resi ko status keqa wat a n p ender ita DBD 
> step . gl~(al: . gl~) 
start: Arc~ 184.0951 
status.pny ~ sex + age ~ day + nutri 
Single term deletions 
~lodel : 
status .pny • sex + age + day + nutrl 
scale: 1 
0! su..., o! Sq RSS Cp 
<r.:):'le> l5: . CJ82 165 . 0362 
sex L 552671 :52.5909 164 . 5909 
a(#e 1 2 . 063665 153 . 1:>19 :65 . !C:9 
cay . 2 . 812005 153 . 8502 165. 8502 
nut=:-:. 3 3 . 358~03 :54 . 8966 :62 . 8966 
s:ep: A:C3 182 . 755 
s:a~us.pr.y • sex - age • cay 
Sir.g1e tenn deletions 
:-lode1: 
s:atus.pr.y • sex - age + day 
scale : 
Of Sum of Sq RSS 
<no:1e> 153 . 9387 
sex 1 1. 279557 155 . 2183 
aqe: 1 l . 319037 155 . 2577 
day 1 3.507538 157 .4462 
Step : A:c= 182 . 0533 
status.pny - age + day 
Sir.gl e ter~ deletio:1s 
V.ode l : 
s:a:us .pr.y • aqe • day 
scale: 1 
D! S11.:1 o! Sq 
<r.o:1e> 
age 1 ;. . 087017 
day ' 3 . :~5,:2 . 
s:ep: AIC= :81.~45 
s:atus.pr.y • day 
RSS 
154 . 9327 
156 . 0698 
:s8.:3el 
Sir.gle :e=m delet1ons 
:-lodel : 
s!atus . pny • day 
scale : 
Cp 





: 6C . 9827 
160 . 0698 
:€2 . Da: 




3 . 257165 
RSS 
153 . 6753 
156.9325 
Cp 
157 . 6753 
158 . 9325 
glrn ( fo~mu1a 
g lmdbddi a status .pny - day, rami ly a binomial/ lin k a l oglt) , data~ 
CoeEf~cients: 
(I~:e:cep:) day 
-0.,83233 0 .3380854 
:eg:ees of ::eeco~: :5< Tota.; 152 Res~c~al 
Residual Deviance: 177.145 
Lampiran Dl 
Kurva model resiko status kegawatan penderita DBD (mode l logistik 
additive secara tungqal) 
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lampiran 02 
Pengepasan Kurva model resiko status kegawatan penderita DBD 
(model logistik additive secara tungqal) 
> sex.gAQ <· g~ C 3tatus.pny-tex, t~ly ~ b~no~al, dat6 • dbda) 
> s~a:y t sex. ;a:; 
Cal!.; ga.m (!or:·.Jla • s::.atus.pny .. sex, ta.culy • bino:v.al, dat..a .. dbda ) tev1a~ce Resld~als: 
Min l~ Jo:ec!ian 30 Malt - 1.6~2396 -l.5S~227 C.7JS7389 C .842655~ 0.8426;56 
(D~sperslcn Pa:ameto: tor &inoDial fA~ly taken to be 1 ) 
1\.o11 Oev:.ance: 180. ~ 73~ on l~l dt:;r••• o'! freedom 
Aesldual Deviance: 179.7801 on 152 de9rees of Creedom 
Xumber c! Loca: Scor1n9 1:erat1ons: 3 
or for Te cm.s 
Ot 
( I ntercept 1 l 
sex 1 
VVto 
> aqe.qam <· qam(~tatus.pny-s(a~el. fa~lly- blno~al, data • dbd&) 
> s~a:y l age.;a~t 
Call: gac(forgula • stotua.pny ~ s(age) , fa~ly • b1no~al, data • dbdal 
oe:v1a~ce R•sl.d·.o~a:a: 
Mln lQ ~e<lun lO Max 
•1.903583 •1.213879 0 .6429197 0 .88918~, •• 1,1353 
(D1spers1on Poc~t•r ~oc B1no~al ta~ly ta~en to be l ) 
~es~Caa! Oev1ance: l12.048t on 149.2266 degceos of !reedo~ 
D! !¢r 7erms and Ch~·sq~ares tor Nonptrametrlc Effects 
PI Np&t :1 Npa: Chlsq ~(Chi) 
t:nt.ereept) l 
J(o;• l 1 2.8 7.216C61 C.OS33S636 
> day.;a~ <- gam1st&tus.pny-s(day), !a=ily- bino~ial, aata- dbda} 
> .suean.ary:day.ga~.) 
Call: qam~fotmulo • StltUI.pny - Sld&y., family • b~nomial, da~a • dbda) 
oev1enee Res1duala: 
Min lQ Median 3Q Max 
-1.906949 - :.328991 0.7370283 0.79319 1.041288 
(Oispersl.on ?artur.etet toe Binorual family taken to be 1 ) 
Xull Dev~anee: 180.4134 on 153 deg:ees of treedom 
Residt.1al Devianc•: 116.1101 on 149.0001. degrees of !ceedoo 
~umber o! Local Scctlr.g :ter4~!ona: 3 
or for Terms and Chi-s~~ares tor Nonp•racetric Ett~cts 
P(C!u.) 
t:nte.ccept) 1 
s ;day) l 3 C.H89£28 0.8087436 
> n~tri.qam <- qa=tatatus.pny~s~nutrll , ta~ily • blnooial, data= dbCa) 
> s~~ry (n~tr~.~~) 
Cal:: 9AQ( !o:aul& • at•:us.pny - s (nut!l) , fa~ly - blnocial, data 
Oev~ar.ce ~es!o~als: 
>e.:t lQ ,...ediln J..') Max 
-2.l;G4J S ·l.Sll,28 0 .846eS9' 0.346oS9~ C.8167oo7 
Residual Oev14nce: !,6.349 on 1~0.0115 deqrees o! treedoc 
~u_~: ~t ~ocal sc~:lng lteratlor.s: l 
OF tor ~eros and Chl•squatca tot Nonpar•metr1c £~fec~s 
Of ~par C! Nper Chlsq 
(Intereapt} l 
s U'IUtrl ) 2 
VY 111 
Lampiran El 
Kurva model resiko status kegawatan penderita DBD (model logistik 
additive secara berganda) 
> all.sacJ <- ?ta,stttua.pny•sex•s(age) • S(day) •s (nut ri)# t~ly ~ b1no~a l, data • dbdt ) 
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Pengepasan Kurva model resi ko status ke g awatan p enderita DBD 
(model logistik addit i ve secara berganda) 
Call: ga={torcul4 • a~atus.pny - s~x + s1a9eJ • s(day) • s(nu~r~J. f~ly • b~no~al. data • dbda ) Oev.:an~e flea:..du.!a: 
)'.,1_r., lQ Mefhan 3Q !'CaX 
-2.C403'1 -l.JI.J83 ~-6C54~84 0.8198~48 ~.332549 
~ul: =•vla~:t: leC.41l4 or. l~l degrees o! f:eedo~ 
Resldual Devl.anct: 160.2S3'? on 141.0944 deQrees of freedo:n 
N~e= ot Local Scorlng :te:&~lor.s: ~ 
DE' to:: Terms o.r.d Ch..t.-squuros tor Nonpa:a:etn.c Effects 
Of ~pa: Ot Np&t Ch11q PICh") (!ntereeptJ l 
sex. l 
s(age) I 3.0 8.155552 0.0323186 
•ld•y; 1 2.9 2.76;oo~ o.;1ss322 
•<nutrl) L 2.0 3.116934 0.!491401 
> all.ga~2 <- upd&te(oll .gaml,• . •s(day)) 
> s~~4ry(al!.gam2) 
Call: gam! formula • status.pny ~ aex + a(age. + s(nutr i}, family • bino~a l, data • dbdAJ ~eviar.ce ~cs~duo:s: 
Min lQ Med~an 3Q Max 
-1.957734 -: .164331 0.6324861 0.8632118 ! . 1953~3 
X'J:l Dev;.an::e: 180.~734 on 153 degree.s ot !:eedor::. 
or tor Tee~ and Cht•squa:ea to: Ncnpa:acet~ic £!feets 
f ::t;e~eept) 
••• 
vt Xpa: Of X~&: Chlsq 
1 
sl•go) ~ 2.9 6.414941 0.0156696 
s :n~tr:. ) 1 2.0 ~-243!!3 C.ll!l32S 
> all.g~l <· ~pdate(all.g&a2,-.•slnutr1)) 
> S..::-"'4:y (4:l.q""31 
Call: qa~Cfo:mula • ata:~s.pny - tex + stage), tam~ly • binooial, data • ~a) 
De•-':.ar:;e ~t:Ud~oo~.a:.~: 
!-Un 10 Y..ed1an 3Q Max 
- :.932244 • . 29>1:3 0.6,139~ 0.8431909 1.~13241 
(D1spe:s~on Pat~eter tor Sino~al family taken to be 1 ) 
X:..~l: bev:.ance: 180.4734 o~ 153 degrees o! freedom 
Residual ~ovianee: 171. 4891 on l 48.2l2 7 deqrees of 'teedom 
o: foe Terms And Chl ·aquaree tor Nonpararnetrlc Effects 
01 Xp•: 01 ~par Chloq 
(Intercept) L P(Chl) 
~YVI 
sttx l 
si•Qe) 2.8 6.914643 0.06262339 
> an¢v3{all.q~al,4ll.g4c2,•1!.~••lt 
An3lys1s ct :ev1a~ee ~ac!~ 
Pespor.se: status.pny 
':ecu P.es:.d. D! Res.1.d. O.v sex . • a;eJ Slday .SI!l:J:: ... : :U.C14' ... E0.2~l-2 sex . •<•9•J • Cnutru ! .. $.2640 lli6.5823 3 te!lt . sc•;~} H!.23Z1 !71.~39. 
Tes~ Of Cevtance 
-s(d4y) - 4.1€9609 -6 . 328S78 




Nama Irwan Sujatm1ko 








Kelurahan Mewek RT . 02/I No . 78 
Kec .Kalimanah, Kab .Purbalingga - Jateng 
Telp . (0281)89 4921 
J l. Serayu 8 3 Randu Agung ( GKB) 
Gresik - Jatim 
Telp . (031)3971566 
iermiko@sahih.net 
iermiko@hotmail .com 
HomePage : www .sahih.net 
Pendidikan 
- SDN Mewek. 1989 
- SMPN 2 Kalimanah , 1992 
- SHUN 1 Purbal1ngga , 1995 
- Statist1ka, Institut Teknologi Sepuluh Nopember 
( ITS) Surabaya, Maret 2 0 01 
