Abstract-Wireless backhaul communication is expected to play a significant role in providing the necessary backhaul resources for future high-rate wireless networks. Mesh networking, in which information is routed from source to destination over multiple wireless links, has potential advantages over traditional single-hop networking, especially for backhaul communication. We develop a linear programming framework for determining optimum routing and scheduling of flows that maximizes throughput in a wireless mesh network and accounts for the effect of interference and variable-rate transmission. We then apply this framework to examine the throughput and range capabilities for providing wireless backhaul to a hexagonal grid of base stations, for both single-hop and multihop transmissions for various network scenarios. We then discuss the application of mesh networking for load balancing of wired backhaul traffic under unequal access traffic conditions. Numerical results show a significant benefit for mesh networking under unbalanced loading.
I. INTRODUCTION
W IDE-AREA wireless broadband access is poised to become ubiquitous with the advent of technologies such as WiFi (802.11) [1], WiMax (802.16 family of standards) [2] and high data rate cellular systems [3] , [4] . However, the inverse relationship between data rate and base station (BS) range, together with limitations on range imposed by transmit power, results in deployments with large numbers of BSs to cover a given area. An important factor that will determine the success or failure of such an approach will be the availability of inexpensive backhaul bandwidth to a large number of BSs. Wireless backhaul (e.g., IEEE 802.11s [5] and 802.16d [6] ) is expected to play a significant role in providing the necessary backhaul solution for such networks. A common characteristic of such wireless backhaul systems is the use of mesh or multihop networking to improve efficiency.
Mesh networking, in which information is routed from source to destination over multiple wireless links, has potential advantages over traditional single-hop networking, such as spatial reuse for increased capacity, coverage enhancement [7] - [11] , load balancing (LB) through route diversity [12] , and user cooperation diversity, and has been studied extensively in the context of wireless ad hoc networks.
In this paper, we examine wireless mesh networking from the perspective of providing wired network connectivity to a number of wireless BSs that provide wireless access to end users. The fixed nature of the network and throughput requirements permit us to consider centralized routing and scheduling schemes to maximize the throughput and range. The routing problem deals with the question of how different information flows for different destination nodes in the network are routed from the wired BS.
The scheduling problem relates to determining the duration for which each transmission scenario, i.e., a given set of transmitter-receiver pairs that are simultaneously communicating, should be active. We first show that, given the set of all possible transmission scenarios, a linear programming (LP) optimization solves the joint routing and scheduling problem. We then apply the LP to study the benefit of multihop technology for providing backhaul in a network of BSs placed on a hexagonal grid, by evaluating the throughput-range tradeoff achieved by single-hop and multiple-hop methods for a variety of antenna heights, transmit powers, beamforming gains, and site-to-site distances.
Our results indicate that, for the propagation model considered, locating the wired BS transmitter on a tall tower and transmitting at high power on a single-hop provides throughput comparable to that achieved by multihop technology with smaller transmit powers and lower antenna heights. Current high spectral efficiency systems such as third-generation cellular systems based on code-division multiple access (CDMA) employ universal frequency reuse and are usually interference limited [13] . A key feature of our analysis is that instead of assuming only a single transmission within a given radius of a receiver, as is usually done in the literature, we explicitly take into account the effect of interference at the receiver due to other transmitters. Further, we assume variable-rate transmissions that are matched to the available signal-to-interference and noise ratio (SINR) and implemented through adaptive coding and modulation, as is the case with packet-data standards [1]- [4] , as opposed to employing power control to achieve a given target SINR (which can be less spectrally efficient).
Our formulation of an LP to jointly optimize routing and scheduling within the framework of variable-rate transmissions dependent on the interference power is in contrast to that of other authors, who either do not consider the joint routing-scheduling problem [16] , or focus on power control in place of variable-rate transmission [14] , or neglect the effect of interference on transmission rates [15] , [17] , or do not formulate the routing problem as an LP [10] . In addition, in this paper, we also provide a systematic evaluation of the throughput-range tradeoff for backhaul communication.
We also consider the benefit from LB that is made possible by wireless multihop. In this case, every BS is connected to the wired network through a wireline connection. However, the capacity of the wireline connection is less than the access traffic generated at some of the BSs. These BSs can divert traffic to other BSs using the wireless mesh backhaul thereby increasing the amount of access traffic that can be carried to the wired network. We show that the LB problem can also be treated within the LP framework. We then provide a numerical evaluation of the throughput gain that can be achieved through LB.
The paper is organized as follows. We describe our framework for solving the routing and scheduling problems and a heuristic algorithm for selecting transmission scenarios in Section II. In Section III, we describe the evaluation of throughput-range tradeoff for a regular network consisting of a hexagonal grid of BSs and highlight the key results. In Section IV, we describe the LB problem and present results that show the extent of benefit that LB can provide. We conclude with a summary and directions for future work in Section V.
II. WIRELESS NETWORK FLOW PROBLEM

A. System Model
1) Locations of Nodes:
The model we study is that of a network with multiple nodes. Each of these nodes represents a BS serving subscribers in a given region, which we shall call a cell in analogy to conventional cellular wireless systems. Some of these BSs, called access points (APs), are assumed to have a wired connection to the backhaul network. The remaining BSs correspond to so-called extension points (EPs) in the sense of extending the range of the wired BSs (APs) over a wider area.
All APs are assumed identical, and all EPs are also assumed identical.
2) Channel Model: While our analysis is applicable to any model of path loss between a transmitter and receiver, for concreteness, we assume the Erceg-Greenstein model. Since the EPs and APs are all stationary, there is no fast fading on the links. Thus, the maximum rate that can be supported on a given wireless link is a function only of the transmit power, distance between transmitter and receiver, shadow fading on the link, and interference power at the receiver from neighboring node transmissions. As we shall see, the analysis does not require assumptions on whether transmit power control is employed, or on the shadow fading model. However, in the simulations, we have set the transmit power to be equal at all EPs and at all APs, but different between EPs and APs. The shadow fading model is the customary log-normal model.
3) Traffic Model:
In the present section, we focus on the downlink, i.e., the transfer of information from the APs to the EPs, and assume for simplicity that all traffic for all subscribers in the cell arrives at only one AP. Note that throughout this paper, we are only interested in the aggregate traffic per cell and, thus, the locations of the individual subscribers in each cell are irrelevant to our analysis, so long as we make the assumption that the aggregate traffic demand per cell is constant over time. Thus, when we write "traffic intended for an EP," we mean "traffic intended for all subscribers served by that EP."
Note that in practical systems, transmission intervals are usually divided into time slots, and information is transmitted in the form of packets. However, if the time slot duration is sufficiently small, and a transmission interval can comprise multiple time slots, then the duration of a transmission interval is effectively arbitrary, and we can employ the above approximation of focusing only on individual bits of the packets, rather than the packets themselves.
B. Statement of the Wireless Network Flow Problem
All traffic intended for a particular destination EP arrives in a continuous stream of bits at a specific AP and is transmitted to other EPs en route to the destination EP. The bits intended for the destination EP reside in buffers at the intermediate EPs on the path between the AP and the destination EP. These buffers are assumed to be of infinite length, so that bits are never lost due to queues overflowing. We assume that the buffers in the intermediate nodes are never empty since the focus is on the average throughput achievable and by appropriate scheduling of transmissions, buffers can be maintained to be nonempty just before transmission. This makes the movement of data through the network analogous to the flow of fluid through a network of pipes. By analogy to the fluid flow problem, the portion of the total number of bits that travels through a given link (edge of the graph) is called the flow on that edge. The traffic intended for each EP is called a commodity and indexed by the label of the EP. The throughput to each destination EP is simply the ratio of the total number of bits it receives in a certain time interval to the total transmit time allocated for these bits at the AP and at the various intermediate EPs.
Suppose that the network has EPs, each EP having the same demand , which represents the number of bits we would like to be able to receive at this EP from the source (AP). We model the network itself as a directed graph, where an edge between nodes and , denoted , represents a wireless link from node to node . The flow corresponding to a given commodity (i.e., traffic intended for EP ) through the edge is denoted [21, p. 369 ]. Thus, is the portion of the total number of bits between and that flows through the edge . Also, each link has a finite capacity , which represents the maximum rate (in bits/s) of transmission on that link, such that the transmitted bits are received with arbitrarily small probability of error at the receiver.
However, the capacity on each link depends upon the set of other simultaneously transmitting links because of interference. Thus, we have to consider all possible situations in which only a subset of the total set of possible links can be active at any given time. For brevity, we shall refer to each subset of simultaneously active links as a transmission scenario. For example, Fig. 1 shows a network with six EPs, one AP (marked ), and several links represented by arrows between nodes, of which an example is also shown. In Fig. 2 , we show two possible transmission scenarios for the network and links in Fig. 1 . In this example, the links in the two transmission scenarios are disjoint, but this is not true in general.
Suppose that we have a set of possible transmission scenarios, labeled . Now, in order to satisfy the demand for each commodity, i.e., for the traffic intended for each destination EP, we not only have to choose the paths and flows for each transmission scenario, but also the allocation of the total flow (over all transmission scenarios) to each transmission scenario. The flow corresponding to destination EP through link , i.e., through the link in transmission scenario , is denoted by
. If the transmission time allocated to the links in transmission scenario is , then the total transmission time over all transmission scenarios is . The objective is to minimize the total transmission time required for all EPs to receive their demanded number of bits , i.e.,
(1-a) subject to each EP receiving its demand over the total of transmission scenarios and (1-b) (which is the condition representing the requirement that these bits are generated at and intended for ), and to the usual capacity constraints on each link in each transmission scenario
(1-c) where now we account for the dependence of link capacity on the transmission scenario by denoting the capacity of link in transmission scenario by , or for simplicity. Under the assumption of time-invariant channel conditions, this is given by (2) where is the transmit power, and are, respectively, the distance and shadow fading between nodes and , and is the path loss exponent. 1 The factor represents any implementation margin relative to the rate given by the Shannon formula [18] . Note that achieving this rate requires variable-rate transmission that is matched to the received SINR, which can be implemented in practice through adaptive coding and modulation.
The common throughput to each of the EPs is, therefore, given by
Remark: Note that the LP problem formulation in (1-a)-(1-c), if solved exactly over the entire space of all possible transmission scenarios, yields an exact value for the throughput. In fact, this value is an upper limit on the achievable throughput in a practical system. This is due to several reasons, among them the following:
1) The interference due to far-away transmitters is not exactly zero; 2) The Shannon formula (2) is an upper limit on the rate achievable for a given SINR. However, there is a more immediate practical issue with obtaining a value for the throughput from the LP problem (1-a)-(1-c), namely, that the set of all transmission scenarios and, thus, the size of the LP problem, may be too large for the LP problem to be solved exactly. We envisage an application of the wireless network flow problem to the design and installation of backhaul networks, where the topology of the network is invariant and the channels and traffic load are quasi-static. In these situations, even if the LP problem (1-a)-(1-c) is of large complexity, it may be possible to solve it to determine static routing schemes that can then be signaled to the different BSs. However, the solution of the "full" (i.e., over all transmission scenarios) LP problem may be impossible even for modest numbers of EPs: if there are EPs and one AP in the network, there are a maximum of possible links and, thus, a total of nonempty transmission scenarios, which is very large even for moderate values of . Thus, for most practical problems, it is impossible to enumerate the set of all scenarios, and the LP problem (1-a)-(1-c) must be solved over a reduced set of transmission scenarios. We provide an overview of the heuristics to do so in Section II-C, and propose an algorithm to enumerate a tractably large subset of transmission scenarios. It must be noted that solving the LP problem over a reduced set of transmission scenarios yields only a lower bound on the maximum throughput attainable (which is obtained by solving the full LP problem). The particular combination of storage and computing capabilities available to attack the LP problem determines the maximum tractable size of the set of transmission scenarios and, therefore, the closeness of the throughput value obtained from the solution of the reduced problem to the maximum throughput.
C. Greedy Algorithm for Selection of Transmission Scenarios
We assume that all transmissions are point-to-point (so each transmitter transmits to exactly one receiver, and each receiver receives from exactly one transmitter), and that no transmitting node can receive simultaneously. Thus, if any two links and are active simultaneously, we must have all distinct. These criteria reduce the size of the set of feasible transmission scenarios. Some authors [15] further reduce the size of this set by requiring that, e.g., no neighbor of a receiver can transmit (other than a chosen transmitter), or that all neighbors of both a chosen transmitter and a chosen receiver can neither transmit nor receive.
We propose a greedy algorithm for selection of transmission scenarios which can then be used within the LP framework to determine the maximum throughput. The algorithm is motivated by the fact that a good transmission scenario should consist of as many simultaneous transmissions as possible, while keeping the loss in SINR for each transmission due to interference from other transmissions small. A similar greedy algorithm with a similar objective has been proposed for uplink scheduling in CDMA systems [19] .
The algorithm proceeds in steps with a single link added in each step to form a single transmission scenario. The algorithm is repeated times, each time with a randomly selected link from the set of allowed links as the first link in the transmission scenario, to form different transmission scenarios. Denote by the set of links available from which a link can be chosen to add to transmission scenario , . Initially, is the complete set of allowed links. The algorithm picks the first link in the transmission scenario at random and, subsequently, picks one link at a time, always choosing the link that maximizes the total transmission rate in the transmission scenario in a greedy fashion. If the total transmission rate can no longer be increased, then the algorithm is terminated with the current transmission scenario being chosen as . In order to avoid transmission scenarios that call for multiple transmissions from or receptions at a single node, each step which results in a new link being added to the transmission scenario is followed by updating the set of available links to eliminate those links that share a common node with the source or destination node of the most recently added link . To pick multiple transmission scenarios that together will ensure that data can be transmitted from any source node to any destination node, the final set of allowed links is used as the initial set of allowed links for the next transmission scenario selection. The goal is to ensure that each node appears on at least one path from the AP and, thus, no node is starved. After selecting a number of transmission scenarios , when the set of allowed links becomes small, say having fewer members than some chosen value , it is reset to include the set of all allowed links for selection of subsequent transmission scenarios . The algorithm is described formally as follows.
Recall that each transmission scenario consists of a set of links each of which is identified by a transmitting node and a receiving node. Denote by an arbitrary link of a transmission scenario . The source and destination of are denoted and , respectively. Denote the total transmission rate achieved in the transmission scenario by , which is given by
where is as defined in (2).
. The throughput performance of the greedy algorithm is compared with that of brute force enumeration of all transmission scenarios for a five-node network ( ) with nine possible links illustrated in Fig. 3 . For this network, there are a total of transmission scenarios that are possible. We assume a bandwidth of 10 MHz and log-normal shadow fading with a standard deviation of 8 dB. The channel propagation model is taken to be the Erceg-Greenstein model [20] for an "intermediate" terrain (neither hilly nor flat, with moderate foliage), and described by the following parameters: reference distance 100 m, , , and . All nodes transmit with 30 dBm power, and all antennas are 10 m high.
We simulated the algorithm for multiple instantiations of the network shown in Fig. 3 , each time with a different set of random shadow fades on the links. Fig. 4 shows the cumulative distribution function (CDF) of the throughput that is achieved with all 26 transmission scenarios compared with that achieved by 20, 15, and 10 transmission scenarios chosen according to the greedy algorithm. As seen from the figure, with about 50% of the transmission scenarios, a significant fraction of the throughput is achieved for various link rates.
III. THROUGHPUT RANGE TRADEOFF IN REGULAR NETWORK
A. Network Model for Evaluation
In this section, we compare the throughput per cell (i.e., per EP) versus the distance of the EPs from the AP for the special geometry where the AP is at the center of several concentric rings of EPs in such a way that the locations of the AP and the EPs fall on a hexagonal lattice. In other words, if we draw a hexagonal grid on the plane, the AP is at the center of one of the hexagons, and the EPs are at the centers of several "rings" of hexagonal cells surrounding the central cell containing the AP, as shown in Fig. 5 for the case of three rings.
This models the situation where, in order to save on infrastructure expenses of laying cable or fiber to each BS in a network, we try to extend the range of a given BS (the AP) with wired backhaul connection by using several other BSs (i.e., the EPs) that have no wired backhaul connection and can only communicate with the backhaul via the original BS. Each EP serves all users that lie within the region given by the hexagonal cell with this EP at its center. Thus, the throughput from the AP to the EPs must be large enough to support the user traffic requirements at the EPs.
We now focus on the special case where the throughput requirement to each EP is the same. Our goal is to fix the transmit powers of the AP and the EPs, and compare and contrast the extension in range possible with multihop routing versus single-hop routing, where the AP transmits in turn to each of the EPs, and no EP transmits to any other EP.
In the multihop case, we further require that links can only be formed between the AP and EPs of the first ring around the AP, or between EPs in adjacent rings, but an EP cannot transmit to any EP that is more than one ring away. With uniform spatially homogeneous traffic in all these cells, the throughput per EP only depends on the distance of the EP from the AP, i.e., on the "ring" in which the EP is located. It is intuitively obvious that since the traffic for an EP in a distant ring needs to be routed through all of the intermediate rings of EPs, the throughput per EP decreases with the number of rings. The maximum number of rings of EPs that can be supported by an AP such that the throughput requirement is met at each EP is a measure of the range extension of the AP that is possible by using the EPs.
B. Enumerating the Scenarios for the Multihop Optimization
As before, we require that in each transmission scenario, every active transmitter has exactly one receiver corresponding to it, and every node that is part of a link in a transmission scenario is either a transmitter or a receiver but not both. Further, as discussed above, every transmitter-receiver pair must have either: 1) the AP as the transmitter, and an EP in the first ring as the receiver or 2) the transmitter EP and receiver EP located in adjacent rings, with the receiver EP in the "outer" ring and in a cell adjacent to the cell containing the transmitter EP. In other words, with reference to the example in Fig. 5 , any link is either between the AP and a first-ring EP, or between a first-ring and a second-ring EP in adjacent cells, or between a second-ring EP and a third-ring EP in adjacent cells. We also focus on maximal transmission scenarios only, i.e., subsets of simultaneously active links such that no new links can be added to that subset, while still obeying the other restrictions concerning the subset (such as those listed above).
The greedy algorithm described in Section II-C could be applied to enumerate the transmission scenarios for this case as well. However, the greedy algorithm did not use any special properties about the structure of the network. In this case, the network has a high degree of spatial symmetry. This implies that if the LP given by (1-a)-(1-c) were to be solved over the complete set of scenarios, we would expect the scenarios with nonzero time allocations to be symmetric. We, therefore, describe here how to enumerate a set of symmetric transmission scenarios.
Note that the AP and EPs could have antennas with steerable beams. We study two extreme cases of these antennas, one where the antennas are omnidirectional, and one where the antennas have such narrow beams that there is no interference to any neighboring cell.
1) Narrow-Beam Antennas: In the narrow-beam case, the interference caused by any active link on any other link is assumed negligible and, thus, there are no more restrictions on the links in a transmission scenario than that and are links in the same scenario if and only if . The maximal transmission scenarios for the given geometry are symmetric and can be enumerated by inspection for the case of two and three rings.
2) Omnidirectional Antennas: To enumerate the set of all feasible transmission scenarios in this situation, we also require that if a particular transmitter-receiver pair is included in a transmission scenario, then no neighbor of the receiver is permitted to be a transmitting node in the transmission scenario, and no neighbor of the transmitter is permitted to be a receiving node in the transmission scenario. This corresponds to the assumption that a link between two cells causes such high interference at all neighboring cells of the transmitter that all links that terminate at any of these neighboring cells become inoperable, but the interference at cells that are not neighbors of the transmitter is negligible. In other words, the transmit power and cell radius are such that the interference due to a transmitting node is not felt more than one cell away. The geometry of the problem imposes a certain symmetry on all maximal transmission scenarios, such that they can be enumerated by a computer program following the above rules.
C. Results Comparing Multihop With Single-Hop
In this section, we solve the wireless network flow problem stated in (1-a)-(1-c) for the regular network shown in Fig. 5 . The network has two full rings of EPs about the AP, and part of a third ring. The reason why only 6 out of the 18 cells in the third ring have EPs is that with 18 EPs in the third ring, the number of maximal transmission scenarios becomes too large to handle. Each throughput versus range curve has three points, corresponding to solving the wireless network flow LP problem for a network comprising: 1) only the AP and the first ring of EPs; 2) the AP and the first two rings of APs; and 3) the AP and all EPs shown in Fig. 5 . The distance of the farthest EP for each of these cases yields the range of the region served by the AP by means of the multihop network of EPs. Thus, the range depends on the size of the hexagonal cells containing the EPs. The throughput versus range curves are computed for several different choices of the cell size.
1) Solution to the Single-Hop Network Flow Problem:
The single-hop strategy corresponds to having transmission scenarios where there is exactly one active link in each scenario, namely with the AP as the transmitter and one EP as the receiver. Thus, there are exactly as many transmission scenarios as there are EPs, or
. If the rate from the AP to the EP is (note that there is no interference as this is the sole transmission), then the time required for EP to receive its demanded number of bits is . Since the AP transmits to each EP one by one, the total time required for all the EPs to receive their demanded number of bits is and the throughput is, therefore which is the harmonic mean of the rates from the AP to the individual EPs.
2) Description of the Numerical Parameters Used in the Problem: We assume a bandwidth of 10 MHz, log-normal shadow fading with a standard deviation of 8 dB, and several possible choices for the radius of the hexagonal cells containing the AP and EPs. The cell containing the AP is assumed to be of the same size as the cells containing the EPs. The channel propagation model is taken to be the same Erceg-Greenstein model [20] as for the performance evaluation of the greedy transmission scenario enumeration algorithm in Section II-C, and described by the following parameters: reference distance 100 m, , , and . In addition, we study two possible combinations of antenna transmit heights and transmit powers for the AP and the EPs, which we call 3) Multihop With Omnidirectional Antennas Versus SingleHop: In Fig. 7 , we plot the throughput versus range curves for several choices of the cell size for the two situations defined above. It is clear that for Situation 1, where the AP transmits with significantly higher power and from a greater height, the single-hop scheme has greater throughput for a given range compared with the multihop routing scheme. Thus, if the power available to a wired BS is large enough to cover a given area, there is no advantage to be gained in terms of throughput by introducing EPs without wired backhaul access into that area. In Situation 2, on the other hand, multihop routing is clearly superior to single-hop routing, though the advantage is not overwhelming.
4) Multihop With Narrow-Beam Antennas Versus SingleHop:
We assume that, in addition to the parameters of the above model, the use of narrow-beam antennas yields a gain of 10 dB on each link, while contributing no interference to any other link. In Fig. 6 , we plot the throughput versus range curves for several choices of the cell size for the two Situations defined above. We observe the same advantage as for the omnidirectional antenna case for single-hop versus multihop in Situation 1, and the same advantage of multihop routing versus single-hop in Situation 2. Further, the use of narrow-beam antennas makes the gains of multihop routing over single-hop greater than if omnidirectional antennas are used.
IV. LOAD BALANCING THROUGH MESH BACKHAUL
So far, we have evaluated the throughput versus range tradeoff for a multihop network with APs and EPs, concentrating on the downlink traffic. We now focus our attention on the uplink. As we discuss below, we consider a different set of performance objectives on the uplink, leading to a different problem statement. However, this new problem is still an LP and, therefore, can be solved using the techniques already developed, as detailed below. 
A. Introduction
Consider the transmission scenario where several BSs in a wireless access network are connected to the wired network through a wired backhaul link with limited bandwidth, in addition to the wireless mesh backhaul connection between the BSs. Further suppose that the aggregate access traffic generated from end users served by each of these BSs is unequal across the network thereby creating an imbalance in the traffic that is required to be received from or transmitted back to the wired network through the wired backhaul connections. In such a system, a situation of interest could be one in which the maximum wired backhaul transmission resource is limited and some base stations' access traffic exceed the backhaul transmission rate, while other base stations' traffic is less than the backhaul transmission rate. The difference in mean traffic generated in different BSs provides an opportunity to route traffic from heavily loaded BSs to the wired network through lightly loaded BSs that do not completely consume their wired backhaul bandwidth resources. This can be achieved by first transmitting the traffic from the heavily loaded BS to the lightly loaded BS through multihop wireless transmission, and then forwarding to the wired network through the lightly loaded BSs wired backhaul connection. The wireless mesh backhaul allows reconfiguration of routes and traffic flow patterns to maximize the traffic carried into the wireless network. Our goal is to determine the maximum access traffic that can be carried into the wired network using the available backhaul links through the best utilization of the wireless mesh backhaul capabilities. The solution to this problem, thus, involves determining optimum routing and scheduling of flows as in Section II-B, while also taking into account the traffic generation rate and the maximum wired backhaul transmission rate from the BSs to the wired network. For a centralized routing and scheduling approach, the LP framework of the previous sections can be extended to determine the optimum routing and scheduling that maximizes the traffic carried into the wired network and this is described in the next section.
B. Linear Programming Formulation
Consider first the simpler case when there is only a single transmission scenario for all possible links with fixed link rates. All traffic generated from the different network nodes (BSs) with the wired network as the destination can be treated as a single commodity. Hence, we drop the superscript from the flow variables defined in Section II-B. We denote the wired network node by and, hence, represents the flow on the wired link between the node and the wired network. All flows between nodes in the network except the wired node are carried by the wireless mesh network and, thus, constrained by the transmission rate on the link. We, thus, have the following constraints: (4) where is the link rate on the wireless links , is the common transmission rate of the wired links , and is some fixed duration of time such as the slot time. We also have the flow conservation constraints analogous to (1-b) (5) where is the access traffic generation rate at node . The constraint is not an equality constraint because in general the access traffic generation rate can be larger than the rate at which traffic can be transmitted to other nodes over the wireless links or to the wired network over the wired link. Given the above constraints the objective is to maximize the total flow to the wired network from all the nodes, i.e., (6) Clearly, the above optimization problem is a LP problem and can be solved using efficient methods.
The formulation above does not completely capture the effects of interference and variable-rate transmissions that are typical in wireless networks. Nevertheless, the formulation can be extended to incorporate the wireless specific aspects by identifying the set of transmission scenarios with optimum scheduling of the different transmission scenarios along the lines of Section II-B. Suppose that we have a set of transmission scenarios that operate for some proportion of times of the total time , where , , and . The time proportions are variables that are also optimized to maximize the objective. The flow variables are now specific to each transmission scenario and are denoted by . The conservation constraint (5) is aggregated over all the transmission scenarios. We, thus, have the following LP problem to determine the maximum total throughput to the wired network from all the nodes in the network (7-a) subject to
The total throughput is given by . Without loss of generality, can be set to 1. Note that the formulation can be easily generalized to the case of unequal transmission rates to the wired network. In the next section, we evaluate the benefit of LB using the above optimization for the regular network described in Section III-C and shown in Fig. 5 .
C. Evaluation of the Benefit of LB
We consider the same regular network model illustrated in Fig. 5 . However, now each of the BS-EPs is also connected to the wired network through a wired backhaul connection with maximum transmission rate of . Also, we consider the reverse link or transmission of data traffic from the wireless network into the wired network. For the purposes of evaluating the benefit of LB, we assume that the access traffic generation rate falls off linearly from the center cell outwards. Fig. 8 , where the proportion of the traffic generated in each BS is plotted against the location of the BS, illustrates the nonuniform traffic pattern considered. All BSs in a given hexagonal ring generate equal traffic but the traffic generation rate falls off from ring to ring going from the central cell outward. The steepness of the falloff of traffic is a parameter that determines the level of load imbalance. Since the network and the traffic pattern are homogenous in the azimuthal direction, all LB is achieved by moving traffic from the central cell outward and, thus, the same set of transmission scenarios considered previously are applicable here. The total access traffic generated from all BSs is set equal to the total backhaul bandwidth rate from all BSs to the wired network for the purpose of evaluating the benefit of LB. Fig. 9 shows the total traffic carried back into the wired network from the wireless network with and without the multihop transmission for the omnidirectional antenna configuration. The cell radius is set at 0.5 km and the backhaul rate (BR) is set at Clearly, LB shows a significant improvement and the larger the benefit the more unbalanced the traffic pattern. Also, for the fixed wireless bandwidth of 10 MHz, less improvement from multihop transmission is achieved as we increase the aggregate traffic rate from 4 to 8 Mb/s, as expected. Similar results for the case of omnidirectional antenna configuration with cell radius of 0.1 km is illustrated in Fig. 10 and for the case of narrow-beam configuration with cell radius 0.5 km is illustrated in Fig. 11 . In both of these cases, larger throughput is achieved with the multihop transmissions because of better wireless link transmission rates, thus allowing more traffic to be routed to nodes with less access traffic generation rate.
V. SUMMARY
A linear programming model for optimum routing and scheduling of flows in a wireless mesh network that include the effect of interference and allow for variable-rate transmissions was proposed. This framework requires the enumeration of all the Fig. 9 . The total traffic carried back into the wired network from the wireless network with and without the multihop transmission for the omnidirectional antenna configuration. The cell radius is set at 0.5 km and the BR R is set at 4 or 8 Mb/s. Two traffic patterns corresponding to the slope parameter (S) 0.2 and slope parameter 0.4 are considered. Clearly, LB shows a significant improvement over no load balancing (NLB) and the benefit is larger the more unbalanced the traffic pattern. Also, for the fixed wireless bandwidth of 10 MHz, less improvement from multihop transmission is achieved as we increase the aggregate traffic rate from 4 to 8 Mb/s, as expected. Fig. 10 . The same plot as in Fig. 9 , but with the cell radius set at 0.1 km. different transmission scenarios and the associated transmission rates. Owing to the complexity of this a heuristic algorithm was proposed for determining the important set of transmission scenarios. Simulation results showed that the proposed heuristic algorithm achieves good performance in the networks considered.
The LP framework was then applied to a regular hexagonal cellular network to evaluate the throughput-range tradeoff of wireless backhaul solutions. Throughput as a function of range was obtained for various parameter values for transmission power, antenna height, and cell radius. Results showed that the throughput per cell decays faster than linearly with the increasing number of cells served by a single wired BS. With 10 MHz of bandwidth for backhaul, up to 18 cells arranged in The LP framework was then extended to study potential benefits of LB using the wireless mesh backhaul. The total traffic carried to the wired network is maximized by rerouting traffic to underutilized backhaul links. For transmission scenarios studied in this paper, significant gains were obtained through LB. As expected, the gains depend on the level of imbalance and the available wireless backhaul resources in comparison to the access traffic generation rate.
