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The fast development of sequencing technologies has enabled rapid and large-
scale sequencing of human genomes. This leads to the availability of an increas-
ing number of high-quality whole-genome and exome sequencing datasets, and
provides excellent opportunities for human genomic research. One common ob-
servation from these genetic datasets is an extreme excess of rare variants. One
important way to utilize the information encoded in these rare variants is ex-
ploring their contribution to human complex diseases and traits. In Chapter 2,
I describe our pharmacological genetic research with the goal of identifying the
effects of rare genetic variants on patients’ response to lipid-lowering therapies
using a sequencing dataset of about 2,400 individuals. I discovered three sig-
nificant associations, showing that rare variants lower the efficacy of drugs for
different lipid levels. A second potential utilization of the observation of rare
variants in human genomes is studying the historical scenarios that gave rise to
them, specifically recent human population growth. Although many previous
studies of inferring such growth from the site frequency spectrum have shown
that human populations have undergone a recent epoch of fast growth in effec-
tive population size, one common limitation is that they assumed the speed of
growth to take the form of exponential growth, and the ensuing models leave
an excess amount of extremely rare variants. A more recent study introduced
a generalized model that allows the growth speed to be faster or slower than
exponential. However, only simulation software was available for generalized
models. In Chapter 3, I provide analytical expressions to accurately and effi-
ciently evaluate the site frequency spectrum and other summary statistics un-
der generalized models, as well as publicly available software that implements
these expressions. Applying my inference framework to the data from a large-
scale exome sequencing dataset, I found evidence that the recent growth of Eu-
ropeans is 12% faster than exponential. Beyond autosomal variants, genetic
variants on chromosome X also play a vital role in human complex diseases
and quantitative traits. Comparedwith autosomes, chromosome X showsmany
unique properties, with amost obvious and important one being thatmales only
have one copy of chromosome X. However, a vast majority of genome-wide as-
sociation studies have either ignored chromosome X, or analyzed chromosome
X using the same approaches for autosomal variants, potentially leading many
X-linked associations to remain unrevealed. In Chapter 4, I describe XWAS, a
software toolset tailored for the association analysis of chromosome X. It imple-
ments X-specific quality-control procedures as well as X-adapted single-marker
and gene-based tests. I further demonstrate the usefulness of XWAS by its ap-
plication to the analysis of multiple autoimmune datasets and the discovery of
several new X-linked genetic associations. Some of the associations exhibit sig-
nificant discrepancies in males and females, demonstrating the importance of
improving association methods to account for sex bias in chromosome X.
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The rapid reduction of human DNA sequencing costs has led to hundreds of
thousands of human genomes sequenced in the past decade, enabling the avail-
ability of an increasing number of large-scale whole-genome sequencing or ex-
ome sequencing datasets (e.g., [29, 41, 44, 108, 127]) and boosting in-depth re-
search on two major components of human genomes: rare variants, defined as
variants with the less common allele present in only < 1% or < 0.1% of the
sample, and X-linked variants, which are variants on chromosome X.
It is well observed that there is an extreme excess of rare variants in human
genomes when the number of sequences in a sample is large. As a specific ex-
ample, by analyzing the sequences of 200 genes in 14,000 individuals mostly
with European ancestry, a previous study reported that more than 70% of SNPs
have the minor allele presented in only one or two individuals [108]. This el-
evated proportion of rare variants has been suggested to be caused by recent
population growth [67, 72, 118]. It has also shaped a unique left-skewed pat-
tern in the site frequency spectrum (SFS) derived from the sequences of human
populations (e.g., [29, 41, 44, 49, 108, 127]), a very important summary statis-
tic commonly used in human genomic studies: it summarizes the proportion
of variants as a function of possible allele frequency counts in the sample. In
addition to the SFS, in the first section of Chapter 2, I revisited and expanded
the concept of a recently presented summary statistic [67], burden of private
mutation (BPM), as an alternative approach to quantify the amount of rare vari-
ants, especially singletons (SNPs with minor allele present in only one sequence
among all samples), in human genomes. This summary statistic can be trans-
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lated as the number of novel variants that are not present in the current sample
but are expected to be ascertained with a newly sequenced individual. Based
on the BPM calculated using real sequencing datasets, it was observed that after
whole-genome sequencing of 4,300 individuals from a certain European popu-
lation, more than 12,000 novel variants are expected with the sequencing of the
next individual, which constitutes 0.5% of all heterozygous sites in the newly se-
quenced individual [42, 43]. This number is orders of magnitude larger than the
expected value from a population that has remained a constant size throughout
history (i.e., no recent growth).
This huge amount of rare variants provides us with excellent opportunities
for exploration. A first potential utilization of these rare variants is elucidating
their contribution to human complex diseases and traits. In the second section
of Chapter 2, I describe our pharmacological genetics research that applied rare
variants-tailored association approaches to the analysis of targeted sequencing
data containing 5 lipid level related genes from about 2,400 patients to identify
rare genetic variants that affect individuals’ response to lipid-lowering thera-
pies. We discovered three significant associations, showing that rare variants
lower the efficacy of drugs for different lipid levels.
A second important use of the rare variants in human genomes is inference
of recent growth of effective population size in human populations. Rare variants
encode valuable information about very recent history of human populations
because rare variants are generally younger — due to more recent mutations
— than more common variants [67, 72, 118]. SFS is one of the most popular
summary statistics for this inference task. By matching the SFS of a model and
that derived from real sequencing data, many inference studies showed that
2
several human populations have undergone a recent epoch of fast growth (e.g.,
[29, 44, 49, 50, 108, 127]). However, all of these studies assumed that the re-
cent growth takes the form of exponential function, which may have limited
the speed of growth considering the recent faster-than-exponential growth of
human census population size [29, 67, 117, 118]. A more recent study proposed
a novel generalized model that enables the growth to be slower or faster than
exponential [117, 118]. However, only simulation software were available to
simulate genomic sequences given a generalized model [117]. The tremendous
amount of time needed for simulation leaves the inference of population size
history using generalized models impractical. In Chapter 3, I provide analyt-
ical mathematical expressions that are numerically stable and allow accurate
and efficient evaluation the SFS and other summary statistics under general-
ized models, which were further implement in a publicly available software for
population size history inference. This new software exhibits a huge speed ad-
vantage over simulation-based approaches. Applying our inference framework
to the SFS of 4,300 individuals derived from a large-scale sequencing dataset
[41, 127], we found strong evidence that European population has undergone a
recent epoch of explosive growth that is about 12% faster than exponential.
Another substantial component of human genomes is the X chromosome
(X). Previous studies have suggested that X may play an important role in sex-
specific diseases such as autoimmune diseases [9, 85, 109, 115]. However, there
are many dissimilarities between autosomes and X. One most important fact is,
unlike autosomes, males have only one copy of X while females have two. This
suggests that improved models, methods and analysis software over traditional
ones designed for the association analysis of autosomal variants are needed for
studying the contribution of X to complex diseases and traits. However, most of
3
the genome-wide association studies (GWAS) to date have either excluded X or
analyzed it in the sameway as for the autosomes [142], which may lead to many
X-linked associations remain buried. In Chapter 4, I describe XWAS (chromo-
some X-Wide Analysis toolSet), a software toolset specifically designed for the
association analysis of X. This collaborative workwith other members of Keinan
lab includes X-tailored quality control procedures as well as various X-adapted
single-marker and gene-based tests. As an application, we used this new soft-
ware toolset to analyze multiple autoimmune datasets, and discovered several
new X-linked genetic associations. We found some of the associations show sig-
nificant differences in males and females, which further demonstrate the impor-




EXCESS OF RARE VARIANTS DUE TO RECENT EUROPEAN
POPULATION GROWTHWITH APPLICATION TO ASSOCIATING
RESPONSES TO PHARMACOLOGICAL GENETICS OF LIPIDS
2.1 High Burden of Private Mutations Due to Recent Explosive
Growth in European Population
2.1.1 Abstract
Recent studies have shown that human populations have experienced a com-
plex demographic history, including a recent epoch of rapid population growth
that led to an excess in the proportion of rare genetic variants in humans today.
This excess can impact the burden of private mutations for each individual, de-
fined here as the proportion of heterozygous variants in each newly sequenced
individual that are novel compared to another large sample of sequenced indi-
viduals. We calculated the burden of private mutations predicted by different
demographic models, and compared with empirical estimates based on data
from the NHLBI Exome Sequencing Project and data from the Neutral Regions
(NR) dataset. We observed a significant excess in the proportion of private
mutations in the empirical data compared with models of demographic his-
tory without a recent epoch of population growth. Incorporating recent growth
into the model provides a much improved fit to empirical observations. This
phenomenon becomes more marked for larger sample sizes, e.g. extrapolat-
ing to a scenario in which 10,000 individuals from the same population have
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been sequenced with perfect accuracy, still about 1 in 400 heterozygous sites
(or about 6,000 variants) at the 10,001st individual are predicted to be novel, 18-
times as many as predicted in the absence of recent population growth. The
proportion of private mutations is additionally increased by purifying selec-
tion, which differentially affects mutations of different functional annotations.
The burden of private mutations for each individual, which are singletons (i.e.
appearing in a single copy) in a larger sample that includes this individual, is
predicted to be greatly increased by recent population growth, as well as by
purifying selection. Comparison with empirical data supports that European
populations have experienced recent rapid population growth, consistent with
previous studies. These results have important implications for the design and
analysis of sequencing-based association studies of complex human disease as
they pertain to private and very rare variants. They also imply that personal-
ized genomics will indeed have to be very personal in accounting for the large
number of private mutations.
2.1.2 Introduction
Many recent studies that sequenced large numbers of individuals have shown
that human populations have experienced a complex demographic history, in-
cluding a recent epoch of rapid growth in effective population size, although
estimates have varied greatly among studies [29, 41, 44, 49, 50, 108, 127]. The
growth of European population has recently been estimated to be exponential
with a rate of 2-5% per-generation increase in population size [41, 44, 127]. This
recent growth has resulted in an excess of rare single nucleotide variants (SNVs),
commonly defined as those with a minor allele (the less common of the two al-
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leles) frequency (MAF) of less than 0.5% (or 1%) in a sample of individuals from
the same population (e.g. [45, 108]). The proportion of singletons (SNVs with
only one copy in the entire sample) is especially elevated due to this recent rapid
growth [41, 44, 67, 108, 127]. Consequently, the corresponding site frequency
spectrum (SFS), a summary statistic that indicates the proportion of variants of
each possible allele count in the sample, is skewed towards lower allele counts
(e.g. Figure 2.1).
A predicted consequence of the skew in the SFS due to population growth is
an increase in the burden of private mutations for each individual. We recently
defined this quantity as the proportion of heterozygous positions in each newly
sequenced individual that are novel, i.e., completely absent from a previously
sequenced sample from the same population [67]. In that previous paper, we
observed this burden to be higher in samples from populations of European
and East Asian descent than is predicted by previously estimated demographic
models that do not include an epoch of recent population growth [67]. However,
empirical estimates in that paper were based on a small sample size of less than
100 individuals, while the contribution of recent rapid growth is expected to be
more pronounced for larger sample sizes [29, 44, 49, 50, 67, 108, 127].
Here, we set out to (1) empirically estimate the burden of private mutations
from large samples of individuals of European ancestry, (2) compare these esti-
mates with predictions of previously proposed demographic models with and
without a recent epoch of exponential growth [44, 68], and (3) contrast SNVs
of different functions that are expected to have undergone different selective
effects. As purifying, negative selection on deleterious SNVs skews the SFS to-
wards rare variants [20, 38, 108, 71, 127], it can interact with the effect of recent
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population growth in increasing the burden of private SNVs, and differently so
for different functional categories. With the rapidly decreasing cost of sequenc-
ing, more and more high-quality sequencing data sets of large sample sizes and
improved accuracy of detecting rare variants become available. This provides
an excellent opportunity for a more accurate study of the burden of private mu-
tations. In this paper, we considered two such sequencing data sets of samples
from populations of European ancestry: the NHLBI Exome Sequencing Project




Two data sets were used in this study. The NR data contains the genotypes of
493 European individuals with high homogeneity on relatively neutral SNVs of
15 genetic regions [44]. For quality purposes, all SNVs with less than 900 suc-
cessful genotype counts were filtered from the analysis. The remaining 1,746
SNVs constitute 95% of all variants [44]. The summarized data of 4,300 Eu-
ropean individuals from NHLBI Exome Sequencing Project records the minor
allele count and major allele count of each SNV identified in 15,585 genes on all
chromosomes (including chromosome X and Y) [41, 127]. In this analysis, we
combined all of the autosomal SNVs according to the 7 categories: intergenic,
intron, missense, nonsense, splice, synonymous and UTR. For quality purpose,
SNVs are filtered if the average read depth is less than or equal to 20 or the
successful genotype counts are less than 8,170 (95%).
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Subsampling Approach
In order to compare the SFS of data with different sample sizes (including the
different sample sizes across the SNVs caused by unsuccessful genotype counts
in the same data set), all the observed data were subsampled to 900 chromo-
somes. Following the strategy used in [68], for a SNV with jminor alleles out of
n successful genotype counts, the probability that it is of x minor alleles when
subsampled to m chromosomes is















where d(a, b) = 1 if a = b and d(a, b) = 0 if a , b, x = 0, 1, 2, . . . , bm2 c and (ab) B 0
if a < b.
Expected SFS and the Burden of Private Mutations for Demographic Models
The SFS of the three demographic models were calculated using exact compu-
tation [6] instead of simulations.
For a demographic model with constant population size, the burden of pri-
vate mutations can be derived under standard coalescent theory [99]. For con-
stant population size, the expected number of singletons of a folded SFS for a















The expected number of heterozygote sites for the pair of sequences from one















where Tp,q stands for the total length of all branches in the coalescent tree which
have exactly q descents out of the total number of descents p. The branch lengths
are calculated by exact computation [6].
Computation of the Burden of Private Mutations Using Data Sets and Simu-
lations
For the NR data, for each of the 493 individuals, the burden of private mutations
a is directly calculated by the proportion of heterozygote sites which contain
singletons using the individual genotypes. Missing genotypes were abandoned.











where n is the sample size and equals 493 here.
For ESP data and demographic models, as the individual genotypes were
not available, sequenceswere simulated by distributing theminor alleles of each
SNV to individuals randomly and independently. Unsuccessful genotype calls
(missing genotypes) were also distributed randomly to the individuals but were
distributed in pairs. In other words, the genotypes of each individual at each
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site either were both existent or both missing. Then awas calculated using these
simulated sequences in the same way as for the NR data.
For the demographic histories from which we can only get the SFS, a similar
method is applied. Namely we simulated a certain number of SNVs according
to the SFS and randomly assigned the minor alleles into individual sequences.
The simulated sequences were paired randomly to form the sequences of an
individual and a for each individual was then calculated.
To calculate a for a smaller sample size m, m individuals were randomly
chosen from the original n individuals and awas calculated using the genotypes
from these m individuals with the previously stated approach.
To study the effects of limited sites, a bootstrap approach was applied.
Specifically, we resampled individual SNPs with replacement 1,000 times. For
each bootstrap, we calculated the average a (ab,i) across all individuals and
these 1,000 averages were used to calculate the mean and standard deviation











nb   1 (2.7)
where nb is the number of bootstraps and equals 1,000 here.
2.1.4 Results
In all analyses, we contrast three different demographic models and the fit of
their predictions to the NR data set [44] and to 7 functional categories of the
ESP data set [68, 127]. The three demographic models are (1) a population that
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has been of constant population size throughout history, (2) a model of Euro-
pean history that includes two population bottlenecks [68], and (3) a model of
European history with two bottlenecks, a recent change in population size, fol-
lowed by a recent epoch of rapid population growth [44] (Model II therein).
Comparison of Site Frequency Spectra
As the burden of private mutations is a function of the site frequency spectrum,
we first contrasted the site frequency spectra between three demographic mod-
els, the NR data [44], and the ESP data [68, 127] (Figure 2.1). In order to allow
comparison of the data sets with different sample sizes, as well as account for
missing genotype calls for each SNV, we probabilistically subsampled all data
to a sample size of 900 haploid chromosomes.
The proportion of singletons from demographic models (1) and (2) is greatly
lower than that in the observed data and that predicted by model (3), where
recent growth is incorporated (Figure 2.1). Among the categories of the ESP
data, categories that are expected to be more functional show a higher propor-
tion of singletons, e.g. intronic, intergenic, synonymous, and UTR SNVs have
a significantly lower proportion than non-synonymous, nonsense, and splice
SNVs (Figure 2.1), which is expected by the latter being more often deleterious.
These results recapitulate those from the ESP [41]. The proportion of singletons
in the SNVs from the NR data is lower than all categories of SNVs from ESP,
which is consistent with the former being designed such that variants are very
far from genes and putatively neutral [44], while the latter consists of variants
in and near protein-coding genes [41, 127], which are expected to more often
be targeted by purifying selection. Another factor that can contribute to this
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Figure 2.1: Site frequency spectra of demographic models and data with a
sample size of 900. The SFS for 3 demographic models, the Neutral Regions
(NR) data and 7 categories of the Exome Sequencing Project (ESP) data. To ad-
just for the different sample sizes in the two datasets, probabilistic subsampling
was applied to make all sample sizes equal to 900 chromosomes. Only the first
10 minor allele count categories are shown. For each minor allele count, from
left to right: constant population size, European history with 2 bottlenecks but
no growth [68], European history with recent growth (Model II in [44]), the NR
data, intergenic SNVs of the ESP data, intron SNVs of the ESP data, synony-
mous SNVs of the ESP data, UTR SNVs of the ESP data, missense SNVs of the
ESP data, nonsense SNVs of the ESP data and splice SNVs of the ESP data.
difference between the NR and ESP datasets is that the former aimed to cap-
ture a sample of homogenous ancestry, which corresponds to North-Western
European ancestry [44], while the latter consists of a broad sample of Euro-
pean Americans that exhibits a higher level of population structure [41, 127].
Increased population structure can lead to an increase in the proportion of rare
variants since some of these can be due to mutations that postdate the split of
the population captured by the different ancestries [44].
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Comparison of the Burden of Private Mutations
The predicted burden of private mutations for each individual from all demo-
graphic models and the empirical burden observed in the different data sets
and functional categories are presented in Figure 2.2. Across all sample sizes,
the burden of private mutations from empirical data is significantly higher than
that predicted by demographic models without growth. For example, based
on the results of the NR data, when 100 individuals have been sequenced, we
estimated that about 1.4% out of all heterozygous sites in the 101st sequenced
individual are novel, that is specific to the 101st individual and completely ab-
sent from the first set of 100 individuals. While models (1) and (2) predict only
1% in this scenario, model (3) is consistent with this estimate in the NR data.
For all demographic models and observed data, as more individuals are se-
quenced, the burden of private mutations decreases (Figure 2.2), because in-
creasing sample size makes it more probable that a variant has already been
discovered [67]. At the same time, the effect of recent growth itself on the bur-
den of privatemutations is muchmore pronouncedwith increasing sample size.
For example, for the NR data, when 492 individuals are sequenced, the esti-
mated burden of mutation from the 493rd sequenced individual is about 0.76%
(Table 2.1). The estimations from models (1) and (2) are only 0.20% and 0.26%,
respectively, about a third of empirical data, while model (3) matches the data
well. We note that this percentage varies greatly across individuals with the
relatively small number of SNVs in the NR data (Table 2.2).
When extrapolating the models to consider a scenario in which 10,000 in-
dividuals are sequenced, model (3) predicts the burden of mutations of the
10,001st individual to be 0.24% (Table 2.1), 24-times and 18-times that frommod-
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Figure 2.2: The burden of private mutations of demographic models and em-
pirical data. The burden of private mutations for the same demographic models
and empirical data as in Figure 2.1, using the same colors. This quantity corre-
sponds to the percentage out of all heterozygous sites in a newly sequenced
genome that are novel after n genomes have already been sequenced. Results
are presented for n = 100, n = 492, n = 1000, n = 4299 and n = 10000.
The value of 492 and 4299 are dictated by the sample size of the NR and ESP
dataset, respectively. For empirical data, mean percentage across individuals
is presented, together with error bars that denote  one standard error across
SNVs, estimated via bootstrapping (Methods). Double-slashes around a value
of 0 on the x-axis represent instances where data for that sample size is not
available in the respective dataset. Note that the range above 5% on the y-axis
is rescaled. The corresponding values in this figure are shown in Table 2.1.
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Table 2.1: Estimated mean and standard error of percentage of private muta-
tions for each individual.
Group n = 100 n = 492 n = 1000 n = 4299 n = 10000
Constant population
size model 0.995% 0.203% 0.100% 0.023% 0.010%
European history with
two bottlenecks 1.092% 0.257% 0.129% 0.031% 0.013%
European history with
recent growth 1.406% 0.750% 0.596% 0.349% 0.237%
NR data 1.444%(0.106%)
0.756%


















































Table 2.2: The mean and standard deviation of the burden of private mutations
across individuals.
Group The burden of private mutations
Constant population
size model 0.208% (0.299%)
European history with
two bottlenecks 0.276% (0.352%)
European history with
recent growth 0.736% (0.614%)
NR data 0.758% (0.852%)
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els without recent growth that predict 0.010% and 0.013% based on models (1)
and (2), respectively (Table 2.1). This corresponds to almost 1 of 400 heterozy-
gous positions, which is equivalent to about 6,000 variants genome-wide. This
estimate is at least two orders of magnitude larger than the expected number of
de novo mutations of each individual (e.g. [119]). Hence, we predict that thou-
sands of novel variants will be discovered in each newly sequenced genome
even after tens of thousands of genomes from exactly the same population have
already been sequenced with perfect accuracy, and that these are rarely due to
de novo mutations.
Another important observation is that the burden of private mutations for
each individual calculated from all seven categories of the ESP data is consis-
tently higher than that from the NR data for all sample sizes (Figure 2.2). This
is consistent with the observation that the SFS of the ESP data are more left-
skewed than those of the NR data, which is consistent with decreased effect of
purifying selection and population structure on the latter. Comparing the differ-
ent ESP categories, splice and non-sense SNVs, which are expected tomost often
be deleterious, have the largest burden of private mutations across all sample
sizes. Similarly, the burden of all functional categories is ordered by common
expectations as to how often such mutations are expected to be functional. The
burden of private mutations captures a unique summary of the SFS that more
clearly shows the effect of purifying selection. For example, when n = 492,
the proportion of singletons is 46.2% for the ESP intergenic SNVs and 74.8% for
the ESP splice SNVs, which is 1.6-fold. In comparison, the burden of private
mutations for splice SNVs is about 9.7-fold of that for intergenic SNVs. This dif-
ference is even more pronounced when the sample size is larger, with 12.7-fold
different when n = 4299 (Figure 2.2).
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2.1.5 Discussion
Recent whole-genome sequencing data sets show that the proportion of rare
variants in large samples, especially singletons, is significantly elevated com-
pared with the prediction from the standard coalescent theory that assumes
a constant population size and from previous demographic models without
recent growth [29, 44, 67, 127]. Recent demographic modeling studies pre-
dict that humans have experienced a recent and rapid population growth,
which explains an increased proportion of singletons and other rare variants
[29, 44, 49, 50, 108, 127]. In this paper, we examined the burden of private
mutations for each individual, a statistic that reflects the relationship between
the relative proportions of singletons and more common variants contained in
a sample, with three demographic models and two data sets under different
sample sizes. We found that the burden of private mutations calculated from
empirical data and estimated from demographic models with a recent growth
is significantly higher than that estimated from models without recent growth
across all sample sizes. The discrepancy is predicted to be much more pro-
nounced for larger numbers of sequenced individuals. We showed that this
finding is consistent with a recent epoch of population growth. Moreover, we
found that the SNVs that are affected by stronger purifying selection will gen-
erally have larger burden of private mutations compared with more selectively
neutral SNVs, since they will have a higher proportion of singletons.
The proportion of private mutations that we consider translates to the num-
ber of novel variants expected to be ascertained with each newly sequenced
genome. Hence, our results have implications to sequencing-based association
studies of complex human diseases and other sequencing studies. For instance,
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we predict that even after 10,000 individuals from the exact same European
population have been perfectly sequenced, still 1 in 400 heterozygous sites will
be novel in each newly sequenced genome, which corresponds to discovering
about 6,000 new variants. This large expectation is due to the effect of the re-
cent rapid growth of European populations, which leads to this number being
at least 18-fold that predicted in the absence of such growth. Hence, careful
consideration must be given to private mutations in the design and analysis of
sequencing-based association studies and in quantifying the role played by rare
variants in complex human disease [19, 31, 40, 96, 98].
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2.2 Rare LPL Gene Variants Attenuate Triglyceride Reduction
and HDL Cholesterol Increase in Response to Fenofibric
Acid Therapy in Individuals with Mixed Dyslipidemia
2.2.1 Abstract
Individuals with mixed dyslipidemia have elevated triglycerides (TG), low
high-density lipoprotein cholesterol (HDL-C), and increased risk for coronary
disease. Fibrate therapy is commonly used to lower TG and increase HDL-C.
Common genetic variants are known to affect the response to fibrate therapy.
We sought to identify rare genetic variants (frequency  1%) in genes involved
in TG and HDL-C metabolism that affect the response to fenofibric acid (FA)
therapy. Four genes with a major role in HDL-C and TG metabolism APOA-I,
APOC-II, APOC-III and LPL were sequenced in 2,385 participants with mixed
dyslipidemia in a randomized, double-blind, active-controlled study compar-
ing therapy with FA alone, in combination with statins, or statin alone. Rare
variants collapsing or SKAT methods were used for the analysis. Synonymous
rare variants in the LPL gene were significantly associated with absolute HDL-C
change (P = 9 10 4) and TG percent change (P = 6.76 10 4) in those treated
with FA only. Participants with these rare variants had a 2 mg/dL increase in
HDL-C and 39 mg/dL decrease in TG as compared to 6.2 mg/dL increase in
HDL-C and 100 mg/dL decrease in TG in those without these variants. Rare
variants in the APOC-III gene were associated with a modest 3 mg/dL less re-
duction in APOB (P = 8.72 10 4) in those receiving FA and statin. In indi-
viduals with mixed dyslipidemia rare synonymous variants within LPL gene
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were associated with attenuated response to FA therapy while APOC-III rare
variants were associated with a modest effect on APOB response to FA-statin
therapy. These results should be replicated in a similar clinical trial for further
confirmation.
2.2.2 Introduction
Multiple studies have shown that genetic variants can affect triglycerides (TG)
and high-density lipoprotein cholesterol (HDL-C) response to fenofibrate. One
of the common uses of fibrates including fenofibric acid (FA) is to lower TG
and increase HDL-C in the population of mixed dyslipidemia (MD). Individu-
als with MD have high TG, low HDL-C, with or without high LDL-C, and are
at higher risk for coronary heart disease. Understanding the effect of specific
genetic variants on FA response can potentially help to predict its efficacy for
the individual patient. Multiple common genetic variants have been shown to
affect fibrate therapy [13, 14, 16, 23, 79, 88, 92], some of which had frequency as
much as 20% in the mixed dyslipidemia population [13, 92]. However, although
these genetic variants are frequent, their effect on drug response is usually mod-
est.
Rare genetic variants, defined as variants with a frequency of 1% or less,
have been previously shown to have a strong effect on lipid traits such as TG,
HDL-C and low-density lipoprotein cholesterol (LDL-C) [26, 27]. We have re-
cently shown that rare variants in the APOAV gene region have a significant
effect on FA response to therapy [12].
By means of pathway approach we sought to examine the association of rare
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genetic variants in a number of genes involved in TG and HDL-C metabolism




Our study population included European-American participants from three
separate concurrent prospective, randomized, double-blind, clinical trials that
examined the efficacy of FA. A detailed description of the study design was in-
cluded in [63, 64]. Individuals with TG  150 mg/dL, HDL-C < 40 mg/dL in
men or< 50 mg/dL in women, and LDL-C 130 mg/dL were included. Study
participants were randomized into three groups receiving either FA monother-
apy, statin monotherapy, or statin-FA combination. Each study used a differ-
ent statin, rosuvastatin, atorvastatin, or simvastatin. After a 6-week washout
period, participants received a 12-week treatment. Lipid measurements were
obtained at the beginning and end of the treatment period. The basic charac-
teristics, including sex, age, body mass index (BMI), diabetes status, and the
baseline levels (APOAI, APOB, APOC-III, HDL-C, and TG) of the three treat-
ment groups are shown in Table 2.3.
Gene Selection
Four genes with pivotal roles in HDL-C and TG related pathways—APOAI,
APOC-II, APOC-III, and LPL—were included. Each of these genes has signif-
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Table 2.3: Baseline level statistics for FA, Statin and FA + Statin treatment
groups. P-value is of the test for no difference among the three treatment groups
using ANOVA F-test (age, BMI and all baseline levels) or c2 test (sex, diabetes).
Group FA Statin FA + Statin P-value
Number of
individuals 358 1104 923 -
Male:Female 156:202 544:560 426:497 0.12
Age 54.81 55.05 55.07 0.98
Diabetes
(With:Without) 77:281 250:854 204:719 0.89
BMI 31.8 6.1 32.0 6.2 31.9 6.2 0.88
APOAI
(mean  sd; mg/dl) 143.0 19.8 140.7 20.2 138.9 21.2 0.007
APOB
(mean  sd; mg/dl) 146.4 25.8 144.026.2 142.626.2 0.07
APOC-III
(mean  sd; mg/dl) 18.6 5.8 18.1 6.0 18.0 5.8 0.42
HDL
(mean  sd; mg/dl) 38.5 6.6 38.7 7.2 38.4 7.1 0.56
TG
(mean  sd; mg/dl) 272.6 136.6 275.3 145.2 273.3 139.0 0.93
icant impact on either HDL-C or TG metabolism and may be associated with
extreme lipid phenotypes such as chylomicronemia, hypertriglyceridemia, hy-
pobetalipoproteinemia, and elevated APOC-III. PPARA, the target gene for FA,
which is a peroxisome proliferator-activated receptor—alpha (PPAR-alpha) ag-
onist, was included as well.
Sequencing Protocol
Bidirectional sequencing was done at the Human Genome Sequencing Center
at Baylor College of Medicine using intron-based, exon-specific primers. Poly-
merase chain reactions (PCR) were performed in 8 ul containing 10 ng of ge-
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nomic DNA, 0.4 M oligonucleotide primers, and 0.7 Qiagen R PCR HotStar
Taq Master Mix containing buffer and polymerase. Cycling parameters were
95—15 min, then 95—45 s, 60—45 s, and 72—45 s for 40 cycles followed by a
final extension at 72 for 7 min. After thermocycling, 5 ul of a 1:15 dilution of
Exo-SAP was added to each well, and reactions were incubated at 37 C for 15
min prior to inactivation at 80 for 15 min. Reactions were diluted by 0.6, and 2
ul were combined with 5 ul of 1/64th Applied Biosystems R (AB) BigDyeTM
sequencing reaction mix and cycled as above for 25 cycles. Reactions were
precipitated with ethanol, resuspended in 0.1 mM EDTA, and loaded on AB
3730XL sequencing instruments using the Rapid36 run module and 3xx base-
caller. Single-nucleotide polymorphisms (SNPs) were identified using SNP De-
tector software [146].
Association Testing of Rare Variants
Baseline characteristics of the three treatment groups were compared using
ANOVA F-test (continuous characteristics, including age, BMI, and all baseline
levels) and c2 test (binary traits, including sex and diabetes status). Rare vari-
ants (frequency  1%) in the 5 sequenced genes were included in the analyses.
Rare variants within a gene were further classified to categories such as intronic,
missense, synonymous, promoter, and 5’ or 3’ untranslated region (UTR) vari-
ants. A total of 25 genes and gene categories (5 genes, 20 further split gene
categories) were used in the analyses. The number of the rare variants within
the 25 genes and gene categories, as well as the number of individuals that carry
these rare variants, is shown in Table 2.4.
Two complementary statistical approaches were used in this study, the Se-
24
Table 2.4: Numbers of rare variants from the 25 gene and gene categories and
the number of individuals with at least one rare variant for each gene and gene
category.
Gene Category Number ofrare variants
Number of individuals with
at least one rare variant
APOAI Whole gene 4 3
Intron 4 3





3’ UTR 2 2
5’ UTR 4 4









Splice region 17 16





5’ UTR 8 8
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quence Kernel Association Test (SKAT) and a simple collapsing approach. SKAT
is a rare-variant association analysis method for sequencing data, which allows
rare variants to influence the phenotype in different directions and with differ-
entmagnitude of effect and shows better computational efficiency and statistical
power over traditional collapsing methods [143]. This method was used to test
the association between rare variants and lipid level changes after therapy in
our study. The tested phenotypes were the absolute change in lipid levels (the
lipid level after therapy subtracting the baseline lipid level before therapy) and
percent change (the absolute lipid level change normalized by the baseline level
before therapy) of five lipids or lipid-related proteins (APOAI, APOB, APOC-
III, HDL-C and TG). For each analysis, six covariates were included: sex, age,
BMI, smoking status, diabetes status, and baseline lipid level. To increase the
statistical power of the analyses, each phenotype was tested in the three treat-
ment groups separately. To further increase power and accuracy, all SNPs with
missing rate  15% were excluded from each analysis, and all individuals with
missing phenotype or any missing covariate were also excluded from the anal-
yses. The association test for each phenotype with the 25 genes and gene cate-
gories was considered a separate analysis, and a threshold value of 2.0 10 3
(corresponding to a nominal p-value of 0.05) was considered significant after
Bonferroni correction for the 25 gene and gene categories tested.
Collapsing approaches, or “burden tests”, are commonly used for associa-
tion testing of rare variants [82, 102, 103]. In our study, this method was applied
to show the dominating direction of the significant associations found by SKAT
method, as SKAT allows rare variants to influence the phenotype in different di-
rections and thus does not show the dominating direction of the association. We
collapsed the rare variants by counting the number of rare variants in each gene
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and gene category. Multivariate linear regression was then performed between
the number of rare alleles and the tested phenotype using R. The regression
coefficient obtained from this method is the magnitude of reduction (if the co-
efficient is negative) or increase (if the coefficient is positive) in the lipid level
change on average when an individual has one more rare variant as compared
with the individuals without any rare variant.
2.2.4 Results
Baseline characteristics of each of the three treatment groups are presented in
Table 2.3. There was no significant difference at baseline between the three treat-
ment groups other than baseline level of APOAI, which was slightly higher in
the FA only treatment group. As expected, there were no differences in baseline
HDL-C, TG, APOB, or APOC-III levels.
We examined the association of the 25 genes and gene categories with each of
the 10 phenotypes (absolute lipid level change and percentage lipid level change
of the five lipids or lipid proteins) in the three treatment groups. The Q-Q plots
for p-values of the association studies are shown in Figure 2.3. Power calcula-
tion shows that SKAT method has enough power to detect significant associa-
tions with at least five rare variants. Three significant associations were found
using SKAT method. These significant results were then further confirmed by
100,000 permutations.
The synonymous rare variants in the LPL gene region were found to be
significantly associated with the absolute HDL-C change (P = 9.00  10 4,
Pc = 0.023 after Bonferroni correction, Pperm = 0.00196 using permutation test)
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Figure 2.3: Q-Q plots for the P-values from association analyses with SKAT
method. Left: the P-values are from the association analyses of the absolute
lipid level changes of APOAI, APOB, APOC-III, HDL-C and TG; Right: the P-
values are from the association analyses of the percentage lipid level changes of
APOAI, APOB, APOC-III, HDL-C and TG.
and TG percent change (P = 6.76 10 4, Pc = 0.017 after Bonferroni correction,
Pperm = 0.00189 using permutation test) (Table 2.5 and Table 2.6) in the FA treat-
ment group. No association was detected with APOAI response in any of the
treatment groups.
Table 2.5: Significant association between LPL coding synonymous gene cate-
gory and absolute change in HDL-C in FA group adjusted for sex, age, BMI,
smoking, diabetes and baseline HDL-C level.
Group Number ofindividuals
Number of
rare variants P-value by SKAT
FA 318 5 9.00 10 4
FA + Statin 834 11 0.50
Statin 1019 15 0.88
Participants with synonymous rare variants in the LPL gene region receiving
FA only therapy had an attenuated increase of 2 mg/dL in HDL-C as compared
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Table 2.6: Significant association between LPL coding synonymous gene cat-
egory and percentage change in TG in FA group adjusted for sex, age, BMI,
smoking, diabetes and baseline TG level.
Group Number ofindividuals
Number of
rare variants P-value by SKAT
FA 345 5 6.76 10 4
FA + Statin 899 11 0.48
Statin 1071 15 1.00
to 6.2 mg/dL increase in those without rare LPL synonymous variants (Table
2.7). The opposite pattern was observed for TG response in those receiving
FA only therapy. Participants with synonymous rare variants in the LPL gene
region had TG reduction of 39 mg/dL as compared to 100 mg/dL reduction in
those without rare LPL synonymous variants (Table 2.8).
Table 2.7: Mean HDL-C before treatment, after treatment and change in HDL-













(n = 313) 38.56 0.38 44.78 0.55 6.22 0.35
With rare variants
(n = 5) 39.88 1.65 41.80 6.08 2.00 6.50
Combination of all of the rare variants in the APOC-III gene in the FA and
statin combined therapy group were found to be significantly associated with
the absolute change in APOB (P = 8.72  10 4, Pc = 0.022 after Bonferroni
correction, Pperm = 0.00469 using permutation test) (Table 2.9).
Participants with rare variants in the APOC-III gene in the FA-statin com-
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Table 2.8: Mean TG before treatment, after treatment and change in TG for indi-













(n = 313) 272.46 7.82 172.27 5.07  100.19 6.48
With rare variants
(n = 5) 279.60 65.31 242.20 54.53  39.40 40.19
Table 2.9: Significant association between gene APOC-III and absolute change
in APOB in FA and statin combined group adjusted for sex, age, BMI, smoking,
diabetes and baseline APOB level.
Group Number ofindividuals
Number of
rare variants P-value by SKAT
FA + Statin 887 7 8.72 10 4
FA 342 0 –
Statin 1055 5 0.62
bination group had a 53 mg/dl reduction in APOB levels compared with 56
mg/dl in those without rare variants in APOC-III. However, there was no dif-
ference in LDL-C reduction between the groups with and without the APOC-III
rare variants in all therapy groups (Table 2.10). The information of rare variants
involved in the significant associations is listed in Table 2.11 and Table 2.12.
We used the beta coefficients from the simple collapsing method to interpret
the significant results found by the SKAT method. For the FA group, the indi-
viduals with rare variants in LPL synonymous category tended to have lower
absolute change in HDL-C and higher percentage change in TG compared with
those without any rare variant (Figure 2.4). For the combination therapy group,
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Table 2.10: Mean APOB before treatment, after treatment and change in APOB













(n = 881) 142.63 0.88 86.14 0.87  56.49 0.95
With rare variants
(n = 6) 138.00 13.57 85.33 7.34  52.67 8.93
Table 2.11: Rare variants of FA group in LPL coding synonymous gene category.
Chromosome Position Minor allele Minor allelefrequency
Number
of copies
8 19850095 T 2.23 10 4 1
8 19857642 A 2.15 10 3 1
8 19853655 C 1.31 10 3 2
8 19856023 G 2.20 10 4 1
Table 2.12: Rare variants of FA and statin combined group in APOC-III gene.
Chromosome Position Minor allele Minor allelefrequency
Number
of copies
11 116206523 T 1.10 10 3 3
11 116206603 A 2.19 10 4 1
11 116206626 G 4.38 10 4 1
11 116206725 G 6.59 10 4 2
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the individuals with rare variants in APOC-III gene tended to have higher ab-
solute change in APOB compared with those without any rare variant (Figure
2.4). The corresponding information for simple collapsing method, including
the Q-Q plot for the simple collapsing method is shown in Table 2.4 and Figure
2.5.
2.2.5 Discussion
In the current study we show that rare synonymous LPL gene variants can at-
tenuate the effects of FA therapy on TG reduction and HDL-C increase in indi-
viduals withmixed dyslipidemia. In addition, rareAPOC-III gene variants were
associatedwith amodest attenuation in APOB reduction following combination
therapy with statins and FA in the study population.
Rare genetic variants are fairly common but are usually unique for each in-
dividual. Overall the frequency of a specific rare variant is very low, but the
probability of having some type of a unique rare variant is high. In fact, the
overall population frequency of rare variants in a specific gene (i.e. total num-
ber of rare variants which are different) is higher than the frequency of many
of the common SNPs in that gene. It has been previously shown that common
SNPs in the LPL gene affect baseline triglyceride and HDL-C levels as well as
response to fibrates. The additional information in this study about the effect
of rare LPL gene variants and response to FA adds to the understanding of how
LPL gene variants affect response to fibrate therapy.
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Figure 2.4: Box plots for the three significant associations. Left: the box plot
for the association between the synonymous rare variants in the LPL gene re-
gion and the absolute change of HDL-C in FA group. 5 individuals have 1 rare
allele in LPL synonymous category. Individuals with rare variants tend to have
lower increase in HDL-C. Middle: the box plot for the association between the
synonymous rare variants in the LPL gene region and the percentage change of
TG in FA group. 5 individuals have 1 rare allele in LPL synonymous category.
Individuals with rare variants tend to have lower percentage reduction in TG.
Right: the box plot for the association between the variants in theAPOC-III gene
region and the absolute change of APOB. 5 individuals have 1 rare allele and 1
individual has 2 rare alleles. Individuals with rare variants tend to have lower
reduction in APOB.
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Figure 2.5: Q-Q plots for the P-values from association analyses with SKAT
method. Left: the P-values are from the association analyses of the absolute
lipid level changes of APOAI, APOB, APOC-III, HDL-C and TG; Right: the P-
values are from the association analyses of the percentage lipid level changes of
APOAI, APOB, APOC-III, HDL-C and TG.
TG reduction is thought to be a risk factor for coronary disease, as previ-
ously shown in a large Mendelian randomization study using common SNPs in
the LPL gene region [131]. Although therapy with fibrates did not reduce coro-
nary disease risk in the general study population in large clinical trials such as
in the ACCORD LIPD trial, it did reduce coronary events in those with mixed
dyslipidemia for those with absolute levels of TG > 204 mg/dL and HDL-C <
36 mg/dL [129]. Thus, identifying genetic factors that influence response to fi-
brates in the mixed dyslipidemia population has the potential to predict which
patients will have higher TG reduction and larger HDL-C increase with FA ther-
apy. This has the potential to identify which patients are most likely to derive
coronary risk reduction fromfibrate therapy. We suggest that rare variants in the
LPL gene region may contribute to the coronary risk reduction effect of fibrates
previously observed in the population of individuals with mixed dyslipidemia.
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The LPL enzyme plays a pivotal role in TG metabolism. TG hydrolysis is
facilitated by a complex interaction of LPLwith various proteins such as APOC-
II, APOC-III, APOAV, and others. There are well known recessive, single gene
disorders that involve APOC-II and LPL genes and result in significant hyper-
triglyceridemia [62]. In these conditions there is little or no response to fibrates,
as there is almost no residual LPL function. Common and rare SNPs may po-
tentially have a similar but milder effect.
A common intronic SNP, rs320, was examined in a Chinese population re-
ceiving fenofibrates and was associated with a lesser TG reduction in homozy-
gotes as compared with wild type genotypes. Although the rs328 was not ex-
pected to change the gene product, it was thought to reside in a protein binding
region that indirectly effects the protein production [23]. In the current study, we
show that rare synonymous LPL gene variants that are not expected to change
protein structure can attenuate the TG reduction and HDL-C increase effects of
fenofibrate.
FA is a peroxisome proliferator-activated receptor agonist that has multiple
effects. It reduces TG by increasing LPL gene transcription and increases APOAI
and HDL-C levels [135]. The rare LPL gene variants identified in our study may
potentially affect FA response by interfering with PPAR-alpha activation of LPL
transcription resulting in a smaller net TG reduction and HDL-C increase.
An additional finding was the association of the total rare variants in the
APOC-III gene with APOB response in participants receiving the combination
of statins and FA. This was a modest effect, and there is no known direct bi-
ological relationship between APOC-III and APOB. APOC-III is an important
cofactor for TG hydrolysis by the LPL enzyme, and a possible explanation for
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the effect of APOC-III rare variants on APOB response could be related to very
low-density lipoprotein particle metabolism by the LPL enzyme.
Our study has limitations. The study was a randomized active-controlled
trial with themost significant associations identified in the FA only groupwhich
had relatively a small sample size. This limitation was approached by using the
SKAT statistical approach for which this sample size was sufficient and permu-
tation testing that did further confirm the results. However, replication of the
significant association in an independent randomized prospective clinical trial
would be important to further confirm the study’s results.
In conclusion, we identified rare genetic variants that affect the response to
FA and its combination with statins. Our analysis suggests that synonymous
variants within the LPL gene region may be associated with reduced response
to FA in individuals withmixed dyslipidemia, whichmay attenuate its potential
effect to reduce coronary disease.
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CHAPTER 3
INFERENCE OF SUPER-EXPONENTIAL HUMAN POPULATION
GROWTH VIA EFFICIENT COMPUTATION OF THE SITE FREQUENCY
SPECTRUM FOR GENERALIZEDMODELS
3.1 Abstract
The site frequency spectrum (SFS) and other genetic summary statistics are at
the heart of many population genetic studies. Previous studies have shown that
human populations have undergone a recent epoch of fast growth in effective
population size. These studies assumed that growth is exponential, and the en-
suing models leave an excess amount of extremely rare variants. This suggests
that human populations might have experienced a recent growth with speed
faster than exponential. Recent studies have introduced a generalized growth
model where the growth speed can be faster or slower than exponential. How-
ever, only simulation approaches were available for obtaining summary statis-
tics under such generalized models. In this study, we provide expressions to
accurately and efficiently evaluate the SFS and other summary statistics un-
der generalized models, which we further implement in a publicly available
software. Investigating the power to infer deviation of growth from being ex-
ponential, we observed that adequate sample sizes facilitate accurate inference;
e.g., a sample of 3,000 individuals with the amount of data expected from exome
sequencing allows observing and accurately estimating growth with speed de-
viating by  10% from that of exponential. Applying our inference framework
to data from the NHLBI Exome Sequencing Project, we found that a model with
a generalized growth epoch fits the observed SFS significantly better than the
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equivalent model with exponential growth (P-value = 3.85  10 6). The esti-
mated growth speed significantly deviates from exponential (P-value 10 12),
with the best-fit estimate being of growth speed 12% faster than exponential.
3.2 Introduction
Summary statistics of genetic variation play a vital role in population genetics
studies, especially inference of demographic history. In particular, the site fre-
quency spectrum (SFS) is a vital summary statistic of genetic data and is widely
utilized by many demographic inference methods applied to humans and other
organisms [8, 37, 50, 87, 99]. Some other demographic inference methods are
based on sequential markov coalescent and utilize the most recent common an-
cestor (TMRCA) and linkage disequilibrium patterns [53, 83, 95, 121, 122]. As
another example, several studies used the average pairwise difference between
chromosomes [4, 47, 51] and the SFS [69] to study the relative effective popu-
lation sizes between the human X chromosome and the autosomes. The wide
application of such genetic summary statistics stresses the need for their fast
and accurate computation under any model of demographic history, instead of
their estimations via simulations or approximations (e.g., [50, 55]).
Several recent demographic inference studies showed evidence that human
populations have undergone a recent epoch of fast growth in effective popula-
tion size [29, 44, 49, 50, 108, 127]. However, the above studies assumed that the
growth is exponential. The observation of huge amount of extremely rare, pre-
viously unknown variants in several sequencing studies with large sample sizes
[41, 108, 127] and the recent explosive growth in census population size suggests
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that human population might have experienced a recent super-exponential
growth, i.e. growth with speed faster than exponential [29, 67, 117, 118]. Hence,
recent studies presented a new generalized growth model that extends the pre-
vious exponential growth model by allowing the growth speed to be exponen-
tial or faster/slower than exponential [117, 118]. Modeling the recent growth by
this richer family of models holds the promise of a better fit to human genetic
data, and can also be applicable to other organisms that experienced growth.
However, only simulation approaches are currently available for evaluating
such a generalized growth demographic model [117], which makes inference
of demographic history computational intractable.
In this study, we first provide a set of explicit expressions for the computa-
tion of five summary statistics under a model of any number of epochs of gen-
eralized growth: (1) the time to the most recent common ancestor (TMRCA), (2)
the total number of segregating sites (S), (3) the site frequency spectrum (SFS),
(4) the average pairwise difference between chromosomes per site (p), and (5)
the burden of private mutations, BPM (a), a summary statistic that has been
recently introduced as sensitive to recent growth [42, 67]. We also introduce
a new software package, EGGS (Efficient computation of Generalized models’
Genetic summary Statistics), that implements these expressions and facilitates
fast and accurate generation of these summary statistics. We show that the nu-
merically computed summary statistics match well with simulation results, and
facilitates computation that is orders of magnitudes faster than that of simula-
tions. By performing demographic inference on the SFS generated from simu-
lated sequences, we then explored how many samples are needed for recover-
ing parameters of a recent generalized growth epoch. Finally, we applied the
software to investigate the nature of the recent growth in humans by inferring
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demographic models using the SFS of synonymous variants of 4,300 European
individuals from the NHLBI Exome Sequencing Project [41, 127].
3.3 Materials and Methods
3.3.1 Generalized Demographic Models
A demographic model N(T) describes the changes of effective population size
N against time T. We consider time, measured in generations, as starting from
0 at present and increasing backward in time. Furthermore, we consider the
families of demographicmodels that are constituted by any number of epochs of
generalized growth, along the lines of [7]. More formally, there exists a minimal
positive integer L such that the demographic history of a population can be split
into a model with L+ 1 epochs that are split by L ordered different time points
T1, T2,    , TL (T0 = 0 < T1 < T2 <    < TL < TL+1 = ¥), with the kth epoch
starting from Tk 1 and lasting through Tk (thus the last epoch starts at time TL
and continues into indefinite past, TL+1 = ¥). Such a history is considered as a
generalized model if the population size in each epoch N(Tk 1  T < Tk) can
be described by the following differential equation regarding time T [117, 118]:
dN
dT
=  rkNbk , (3.1)
where k = 1, 2,    , L+ 1. Each epoch can hence capture a variety of changing
patterns in effective population size. Specifically, if rk = 0, this epoch is of
constant population size. When rk , 0, bk controls the growth speed of this
epoch: (1) if bk = 1, the epoch is of exponential growth (rk > 0) or decline
(rk < 0) with rate rk; (2) if bk > 1, the epoch is of faster-than-exponential (super-
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exponential) growth (rk > 0) or decline (rk < 0); (3) if bk < 1, the epoch is
of slower-than-exponential (sub-exponential) growth (rk > 0) or decline (rk <
0). Linear growth or decline is also a special case of generalized models when
bk = 0. An illustration of a generalized model with 5 epochs is provided in
Figure 3.1, with more detailed explanation and illustrations in Appendix A.2
and Figure A.1.
Figure 3.1: Illustration of an example of a generalized demographic model.
This model consists of 5 epochs (starting from present): (1) Faster-than-
exponential (b > 1) growth (looking forward in time) from N1,f to N1,i between
T0 = 0 and T1; (2) Linear decline (a special case of generalized growth when
b = 0) from N2,f to N2,i between T1 and T2; (3) Exponential growth (a special
case of generalized growth when b = 1) from N3,f to N3,i between T2 and T3;
(4) Slower-than-exponential (b < 1) decline from N4,f to N4,i between T3 and
T4; (5) Constant population size (a special case of generalized growth when
r = 0) at N5,i = N5,f starting from T4 and lasts indefinitely backward in time
(T5 = ¥). The ending population size of the previous epoch is not necessarily
the beginning population size of the next epoch (e.g., N2,f , N3,i, N4,f , N5,i),
corresponding to an instantaneous population size change at that time.
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N1 bkk,i   rk (T   Tk 1) (1  bk)
 1
1 bk , bk , 1
Nk,ie rk(T Tk 1), bk = 1
(3.2)
where Nk,i is the initial population size of the kth epoch. Each epoch k is defined
by 4 parameters: the starting population size Nk,i, the ending population size
Nk,f, the duration of the epoch (Tk   Tk 1) and the growth speed parameter bk.
The growth rate parameter, rk is an immediate function of these parameters,
rk = rk (Nk,i,Nk,f, bk, Tk   Tk 1), and hence does not need to be provided as an
independent variable in defining the changes in effective population size during
an epoch. Note that Nk+1,i, the starting population size of the (k + 1)th epoch
is not necessarily the same as Nk,f, the ending population size of the kth epoch.
Specifically, if Nk+1,i , Nk,f, there is an instantaneous change in population size
at time Tk.
3.3.2 Explicit Expressions for Summary Statistics of Demo-
graphic Models Under Arbitrary Population Size Func-
tions
In this section, we briefly summarize the main results from previous studies
that are used to evaluate the expected value of the summary statistics. Under
Kingman’s standard coalescent [73, 74], given a demographic model N(T), the














Apj yj , (3.3)
42
where the superscript p is the number of chromosomes (i.e. twice the sample
size for diploids), yj is the expected time of the first coalescent event when there
are j chromosomes at present and Apj are constants [111, 124, 125] provided
in Appendix A.3. Without loss of generality, we consider the case of diploid
individuals, where there are 2N(T) chromosomes at any generation T, and use


































































where `pi is the length of branches in the genealogy that have i descendants
(i = 1, 2,    , p  1) and Lp = åp 1i=1 `pi is the total length of all branches in the
coalescent tree. The quantitiesVpj andW
p
i,j are constants [110], whichwe provide
in Appendix A.3.
Naturally, the expected number of segregating sites is given by
E [S] = m0LE [Lp] , (3.6)
where m0 is the mutation rate per site per generation and L is the length of the
locus under consideration. The average pairwise difference between chromo-
somes per site E [p] can be calculated by






The expected burden of private mutations a at diploid sample size of  p
2   1

, defined as the proportion of heterozygous sites in a new diploid in-


































where d(, ) is Kronecker delta function.
The detailed description of the five summary statistics mentioned above is
included in Appendix A.1.
3.3.3 Evaluation of the Expected Time to the First Coalescent
Event under Generalized Models
The core of evaluating the summary statistics lies in finding feasible and nu-
merically stable functions for calculating yj, the expected time of the first co-
alescent event when there are j chromosomes at present. Previous studies
give explicit expressions of yj for a demographic model constructed by expo-
nential and constant-size epochs [8, 110]. In this study, we give a compre-






2)L(T) dT, then yj = åL+1k=1 f
k
j , where (L+ 1) is the total number of
epochs. The quantity fkj can be computed by the following set of equations:






























































































The expressions of function L(T) are given in Appendix A.5. The function
U (b, x) B xU(1, b, x) = x R ¥0 e xt(1 + t)b 2 dt, where U(a, b, x) is the conflu-
ent hypergeometric function of the second kind [48]. The function M(b, x) B
x
b 1M(1, b, x) = x
R 1
0 e
xt(1  t)b 2 dt, where M(a, b, x) is the confluent hyperge-
ometric function of the first kind [48]. The exponential growth or decline then
becomes a special case of U (b, x) when b = 1, x , 0,





dt = xexE1(x), (3.12)
where E1(x) is the Exponential Integral [48], which has been shown by previous
studies [8, 110]. We could not find feasible and numerically stable closed-form
formulas for fkj when the population size decreases forward in time in a manner
that is not linear or exponential (i.e. rk < 0 and bk < f0, 1g). In these scenarios,
we used Gauss-Legendre quadrature [66] for efficient numerical evaluation of
relevant functions (see Appendix A.6 for detailed description).
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3.3.4 Software Implementation
The above expressions are implemented in a software package, EGGS (Efficient
computation of Generalized models’ Genetic summary Statistics). The source
code and compiled programs for Linux and Mac OS platforms are publicly
available from website http://keinanlab.cb.bscb.cornell.edu. Source code was
written in C++, with no external libraries needed for compilation. Additional
information of implementation is included in Appendix A.7 and in the manual
that accompanies the software online.
3.3.5 Demographic Models Assumed in This Study
The demographic models used in this study are based on the inferred European
history presented by [44] (Figure 3.2, in black), which contains two bottlenecks
[68] and a recent exponential growth epoch. Specifically, model presented in
[44] inferred that European population had a constant effective population size
of 10,000 (diploid) individuals before 4,720 generations ago, and went through
the ancient bottleneck between 4,720 and 4,620 generations ago with a popula-
tion size of 189. The population size then recovered to 10,000 diploids until 720
generations ago, from which time the recent bottleneck started with a size of
549. At 620 generations ago, the population size recovered to 5,633 individuals.
The recent growth epoch started from 140.8 generations ago and led to a pop-
ulation size of 654,000 at present. The parameters of the original recent growth
epoch were varied to incorporate generalized growth effects.
In addition to using the model mentioned above, we also applied an alter-
native model of ancient European history for inference. The model was first
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Figure 3.2: Comparison of four summary statistics estimated by FTEC simu-
lation and computed by EGGS. (A) Demonstration of the demographic mod-
els considered for evaluating the accuracy of our calculations as implemented
in EGGS. This two-bottleneck model has the same population size and time
throughout history as in the inferred European history in [44], with the excep-
tion that we varied the growth speed parameter of the recent growth epoch to
be b = 0.5 (sub-exponential, blue), b = 1.0 (exponential, black) and b = 1.5
(super-exponential, red). The y-axis shows effective population size of diploid
individuals on log scale. (B)-(E) The comparison of the first 15 entries of the SFS
(B), the total number of segregating sites (S) across all 200,000 loci (1,000 bp-long
each) (C), the expected pairwise difference between chromosomes per base pair
(D) and the burden of private mutation (a) as the percentage of heterozygous
variants in one individual that are monomorphic in the rest of the sample of
999 individuals (E) computed numerically in EGGS (dark bars) and simulated
by FTEC (light bars) for the demographic models shown in (A): b = 0.5, blue;
b = 1.0, black; b = 1.5, red, with a sample size of 1,000 individuals (2,000 chro-
mosomes). The y-axis in (B) is on log scale.
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presented in [49] and later used in [127]. This model inferred that European
population had an ancient effective population size of 7,300 diploid individu-
als until 6,167 generations ago, when the population size expanded to 14,474
individuals. The first bottleneck took place 2,125 generations ago, with the pop-
ulation size reducing to 1,861 individuals. This first bottleneck lasted until 958
generations ago, at which time a second bottleneck took place with a decreased
population size of 1,032. We assumed 24 years per generation [120] to translate
the year-based time presented in the original model. For compatibility with the
model in [44], we considered that the population size had an instantaneous re-
covery after the second bottleneck lasted for 100 generations, instead of gradual
recovery [44]. Figure A.2 shows the schematic representation of the model in
[49].
3.3.6 Demographic Inference Framework Based on the Site Fre-
quency Spectrum
Demographic inference in this studywas based on the observed allele frequency
counts from the simulated or real dataset. To determine the fitness of a model
N(T) to the observed data, we calculated the composite log likelihood by
L[N] = logE [ jN] = C E [ jN], (3.13)
where C is a vector of the observed folded allele frequency counts and E [ jN]
is the computed folded SFS under demographic model N(T). More detailed
description can be found in Appendix A.11.
To search for the maximum likelihood point over the parameter space, we
applied the ECMmethod [101], which was previously used in the demographic
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inference study by [37]. 100 ECM cycles were performed for each run of infer-
ence. We obtained 95% confidence intervals of parameter estimates via block
bootstrapping of the data 200 times. Specifically, if the original data contains l
loci, we randomly chose l loci from the original data with replacement in each
bootstrap (see Appendix A.9 for details).
3.3.7 Processing of NHLBI Exome Sequencing Project Data for
Demographic History Inference
The NHLBI Exome Sequencing Project (ESP) dataset [41, 127] contains deep se-
quencing of 4,300 individuals of European ancestry. An important feature of
these data is the high sequencing coverage, which allows capturing very rare
variants accurately. These variants constitutes the part of the SFS that is most
enriched for information on recent population growth [42, 67, 127]. To reduce
the effect of selection as much as possible while keeping sufficient amount of
data, we chose to use the SFS calculated from synonymous single nucleotide
variants (SNVs) only, as previously performed by [127]. To further improve the
quality of the data, we filtered SNVs with average read depth less than or equal
to 20, or with successful genotype counts smaller than 7,740 (90%), and subsam-
pled the remaining 233,134 SNVs to 7,740 alleles, which is equivalent to 3,870
diploid individuals (Appendix A.10).
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3.4 Results
3.4.1 Comparison with Simulated Results by FTEC
To validate that the expressions provided in the Methods and Materials sec-
tion can correctly compute the summary statistics under generalized growth
models, we compared the summary statistics calculated by our software EGGS
to those simulated by the software FTEC (a coalescent simulator for modeling
faster than exponential growth by [117]) under the demographic models shown
in Figure 3.2(A). This model is the inferred European history in [44], except that
we varied the growth speed parameter b (Equation (3.1)), which corresponds to
1 in the original model (exponential growth), to also be 0.5 (corresponding to
sub-exponential growth) and 1.5 (corresponding to super-exponential growth).
The sample size is fixed at 1,000 diploid individuals (2,000 chromosomes). For
FTEC simulation, we used a mutation rate of 1.2 10 8 per base pair per gen-
eration (e.g., [75]) and simulated 200,000 independent loci, each of 1,000 base
pairs.
The comparison of the SFS, S (across all 200,000 loci), p and a numerically
computed by EGGS to that simulated by FTEC is shown in Figure 3.2(B)-(E). For
each demographic model illustrated in Figure 2(A), the values for all summary
statistics from the numerical computation by EGGS are practically identical to
those from the simulation results by FTEC. However, our software EGGS ex-
hibits a huge speed improvement over FTEC. For each model considered in Fig-
ure 3.2(A), EGGS takes less than a second to generate the results, while it takes
about 5 hours for FTEC to simulate the sequences, due to the large number of in-
dependent loci required for accurate estimation (performed in Ubuntu system
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with Intel Xeon CPU @ 2.67GHz). For instance, when 2,000 independent loci
are simulated, which still takes about 3 minutes, the summary statistics deviate
considerably from the accurate results (Figure 3.3 and Table 3.1). Furthermore,
our software works well over a wide range of values of the growth parameter
b, even when b = 0 (corresponding to linear growth or decline) or b < 0 (Fig-
ure 3.4), conditions that are not handled by FTEC. We note, however, that as a
simulation program FTEC provides the full sequences as output and can have
a wider range of applications than facilitated by the SFS and other summary
statistics that EGGS calculates.
Figure 3.3: Comparison of the first 15 entries of the SFS computed numerically
in EGGS and simulated result by FTEC (light bars). Only 2,000 loci (1,000
bp-long each) instead of 200,000 were simulated for the demographic models
shown in Figure 3.2(A): b = 0.5, blue; b = 1.0, black; b = 1.5, red. y-axis is on
log scale.
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Figure 3.4: Expected values of summary statistics generated under demo-
graphicmodels with awide range of the growth speed parameter (b). The time
values and population size values are kept the same as shown in Figure 3.2(A).
The growth speed parameter (b) of the recent epoch takes values from  15 to
15. The sample size is 10,000 individuals. The mutation rate per site per gener-
ation m0 = 1.2 10 8. We assumed a total of 2 108 sites, thus the locus-based
mutation rate m = 2.4. (A) The demonstration of the demographic models for
several values of b. To better exhibit the difference between different values of
b, only the most recent 400 generations are shown. The two dotted purple lines
show the constant-size model fixed at 5,633 (corresponding to b ! ¥) and an
instant-increase model with a sudden change from 5,633 to 654,000 at 140.8 gen-
erations ago (corresponding to b !  ¥). (B)-(E) The expected value of TMRCA,
S, a at n = 9,999 and p respectively for b varying from  15 to 15. The two dot-
ted purple lines correspond to the expected values for the scenarios shown by
the dotted purple lines in (A). (F) The expected proportion of singletons (red),
doubletons (blue) and the sum of the rest entries of the SFS for b varying from
 15 to 15. The dotted lines show expected singletons (red), doubletons (blue)
and the rest (black) of the SFS for the scenarios shown by the dotted purple lines
in (A).
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Table 3.1: Comparison of summary statistics computed by EGGS and esti-
mated by FTEC simulation. Only 2,000 loci (1,000 bp-long each) were simu-
lated for the demographic models shown in Figure 3.2(A). Presented are (i) the
total number of segregating sites (S) across all 2,000 loci (1,000 bp-long each),
(ii) the mean pairwise difference between chromosomes per base pair (p), and
(iii) the burden of private mutation (a) as the percentage of heterozygous vari-




S(10 4) EGGS 10.06 9.70 7.72FTEC 10.06 8.96 7.73
p(10 4) EGGS 3.58 3.57 3.57FTEC 3.53 3.49 3.56
a(10 3) EGGS 7.56 5.97 4.18FTEC 7.66 6.00 4.24
3.4.2 Evaluating Inference of GeneralizedGrowth Based on the
Site Frequency Spectrum
We next set out to test the accuracy (as a function of sample size) of inferring pa-
rameters in models with generalized growth from the SFS. It has been shown in
[7] that in theory, an underlying generalized growth demographic model can be
uniquely identified by the ideal, perfect expected SFS with a very small sample
size generated from that model (34 haploid sequences for the models shown in
Figure 3.2(A)). However, the SFS is estimated in practice from a limited amount
of data from each individual (even in the case of whole-genome sequencing) and
as a result, the estimated SFS will fluctuate around the expected values, which
limits its accuracy for inference [128]. We aim to test such inference in practice
and determine the power of generalized growth detection and the sample size
needed for accurately recovering the growth parameter and other parameters
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of the demographic model. To be comparable with many practical applications,
we considered sequence length that is about equivalent to that obtained from
whole exome sequencing (Appendix A.9).
We performed inference on the SFS calculated from simulated sequences
generated by FTEC. We simulated a demographic model with the same initial
epochs as the model illustrated in Figure 3.2(A). Starting 620 generations ago,
the simulatedmodel included a constant population size of 10,000 until 200 gen-
erations ago, when the population starts a generalized growth epoch till present.
The generalized growth epoch starts with a population size of 10,000 that grows
to an extant effective population size of 1 million individuals, with the growth
speed parameter b taking each of the following values: 0.4, 0.7, 0.9, 1.0, 1.1, 1.3
and 1.6. We chose these values to represent a range of super-exponential and
sub-exponential growth, with emphasis on values around the exponential rate
(b = 1.0) in order to test the detection power of generalized growth when the
growth speed deviates slightly from exponential. We varied the sample size
(number of diploid individuals sampled at present) to be 1,000, 2,000, 3,000,
5,000 and 10,000. The first 15 entries of the site frequency spectra for these sim-
ulated scenarios are shown in Figure 3.5. From each set of simulations, we then
infer four parameters of the recent growth epoch, which can uniquely determine
the epoch: 1) the growth speed parameter b; 2) the initial population size before
growth Nf; 3) the ending population size after growth Ni; and 4) the onset time
of growth T, which is equivalent to the growth duration since the simulated
epoch ends at present.
As sample size increases, the accuracy of the point estimates generally im-
proves and the confidence interval narrows (Figure 3.6). Specifically, when the
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Figure 3.5: The first 15 entries of the site frequency spectra for different sim-
ulation scenarios. (A)-(G): corresponding to b = 0.4, b = 0.7, b = 0.9, b = 1.0,
b = 1.1, b = 1.3 and b = 1.6 respectively for the recent generalized growth
epoch, with sample size of 1,000 diploids (blue), 2,000 diploids (red), 3,000
diploids (green), 5,000 diploids (orange) and 10,000 diploids (cyan).
SFS of only 1,000 diploids is used for inference, the inference performs badly
for all parameters with large confidence intervals (Figure 3.6). However, the
confidence interval always includes the true simulated value. A sample size of
2,000 already exhibits acceptable performance except when the growth speed
becomes large (b = 1.3 and 1.6). Larger sample sizes of 5,000 and 10,000
are sufficient for inferring all parameters with very tight confidence intervals.
For such sample sizes, the inference even significantly distinguishes between
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growth speeds (b = 0.9 and b = 1.1) that are close to exponential (b = 1.0)
from that of an exponential, thereby concluding that a sub-exponential (0.9) or
super-exponential (1.1) growth has taken place. These observations suggest that
a sample size of at least 3,000 diploid individuals might be needed for inferring
the parameters associated with the simulated recent generalized growth epoch,
which is motivated by previous models of European demographic history. It
remains to be explored how accurate the estimates are, and how their accuracy
improves with sample size, across a more diverse set of models.
3.4.3 European Demographic History Inference
We next performed demographic inference on NHLBI Exome Sequencing
Project (ESP) data [41, 127]. We applied our inference to these data while consid-
ering and comparing two models. Both models assume the ancient epochs be-
fore 620 generations ago to be the same as those in the model by [44] illustrated
in Figure 3.2(A). We inferred the parameters only for the most recent epoch,
which is of generalized growth in one model while limited to exponential growth
in the other. The parameters for inference were: for both models (1) population
size before growth (Nf), (2) population size after growth (Ni), (3) growth onset
time (T), which is equivalent to the duration of growth; only for the generalized
growth model (4) the growth speed parameter (b), which is fixed at b = 1 for the
exponential growth model. The point estimates and 95% confidence intervals are
shown in Table 3.2 and the best-fit demographic models are illustrated in Figure
3.7(AB) (also see Figure A.3, A.4 and A.5).
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Figure 3.6: Inference results on simulated data with a recent generalized
growth epoch. The model parameters are as follows: Growth starts 200 gener-
ations before present from an effective population size of 10,000 and ends with
an effective population size of 1 million at present. The growth speed param-
eter b takes the following values in different simulations: 0.4, 0.7, 0.9, 1.0, 1.1,
1.3, and 1.6. Inference of these four parameters is based on the SFS estimated
from a sample of individuals of one of five sizes (1,000, black; 2,000, red; 3,000,
blue; 5,000, brown; and 10,000, green). The point estimates with 95% confidence
interval for these parameters are grouped by the growth speed parameter b (x-
axis). The dashed purple lines show the true values of the simulatedmodel. The
results are shown in the following order: (A) the inferred growth speed param-
eter, (B) the inferred population size before growth, (C) the inferred population
size after growth, (D) the inferred growth start time. The y-axis in (C) is on log
scale.
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Figure 3.7: Demographic inference results based on ESP data. (A) Illustration
of the effective population size (y-axis, on log scale) over time for the best-fit
models inferred based on ESP data assuming the ancient history is the same as
that in [44]. Two models are shown: One restricted to recent growth being ex-
ponential (black) and one with a generalized recent growth epoch (red). Before
620 generations ago, the model was not inferred and all parameters were set
to be the same as those shown in Figure 3.2(A). Solid lines show the effective
population size over time of each of the inferred models, with dashed line indi-
cating estimated parameter values on the x-axis or y-axis. Only the most recent
1,000 generations are shown to emphasize the difference between the two mod-
els. (B) A zoom-in to the most recent 240 generations of the inferred models
in (A) to emphasize the acceleration pattern of the generalized growth model,
with y-axis on linear scale. (C) Similar to panel (A), except that the best-fit mod-
els presented are based on the assumption that the ancient history before 858
generations ago is fixed to that in [49] (see Figure A.2). (D) A zoom-in to the
most recent 240 generations of the inferred models in (C).
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Table 3.2: Demographic inference results using ESP data for a model with
a recent epoch of exponential growth and a model with a recent epoch of
generalized growth. Shown are point estimates and 95% confident intervals (in
parenthesis) for the following parameters of the inferred recent growth epoch
when the ancient history was assumed to be the same as that in Gazave et al.
(2014) model and Gravel et al. (2011) model: population size before growth
(Nf), population size after growth (Ni), time growth started in generations (T),
and the growth speed parameter (b), which is fixed at b = 1 in the exponential
growth case.
Ancient
History Growth Model Nf (10





























Although the model by [44] assumed a different ancient history before the
recent growth epoch than that assumed in [127], using ESP data and assuming
exponential growth, the inferred growth epoch is generally consistent with that
obtained in their study (Figure 3.7(AB) and Table 3.2). Our study infers that re-
cent growth started 198 (95% CI: 195-202) generations ago with an effective pop-
ulation size of 13,100 (12,600-13,600) and continued at a rate of 2.2% (2.15%-
2.26%) per generation (Table 3.2), while [127] estimated that recent growth had
an initial population size of 9,500 individuals, a duration of 204 generations
and a growth rate of 2.0% per generation.
The inferred generalized growth model fits the data significantly better than
that with exponential growth (P-value = 3.85 10 6 by c2 likelihood-ratio test
with 1 degree of freedom). It estimates that growth started 213 (206-220) genera-
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tions ago from an effective population size of 12,400 (11,800-13,000), both values
consistent with those estimated in the exponential growth model. The extant ef-
fective population size following growth is estimated to be 1.26 (1.16-1.37) mil-
lion. The inferred growth speed parameter b = 1.12 (1.07-1.15) is significantly
larger than exponential speed of b = 1 (P-value  10 12 using one-tailed z-
test), which is the main difference between the two models. b = 1.12 implies
a growth rate acceleration pattern that is super-exponential at 12% faster than
exponential through the epoch (Figure 3.7): the super-exponential growth is rel-
atively slow around the onset time, and it keeps accelerating as time approaches
present.
To test the sensitivity of the model to the assumption of ancient European
history, we considered an alternate model of ancient history. We fixed the his-
tory before 858 generation ago to be that inferred by [49] for Europeans (Sec-
tion 3.3). We repeated inference of the same parameters using the same ESP
data. The inferred parameters for exponential growth are also similar to those
obtained in [127] that were based on the model by [49] (Table 3.2). However,
the SFS from this model fits the data worse than that from the exponentialmodel
based on the ancient history of the model by [44] (p-value = 1.59 10 6 from
c2 goodness of fit test between exponential Gravel model and ESP data, which is
0.97 for exponential Gazave model; see Appendix A.12 and Table 3.3). By apply-
ing a generalized growth epoch to the model by [49], the inferred parameters are
generally in line with those from generalized Gazave model, although some dif-
ferences exist (Table 3.2), indicating that the assumption of ancient history can
affect the inference of recent growth to some extent. More importantly, general-
ized Gravel model fits the data almost equally well as generalized Gazave model,
which is significantly better than the exponential model (p-value  10 12 by
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c2 likelihood-ratio test; also see Table 3.3). As with generalized Gazave model,
the inferred growth speed parameter from generalized Gravel model, b = 1.22
(1.18-1.26), is also significantly larger than the exponential speed b = 1 (P-value
 10 12 using one-tailed z-test; Figure 3.7(CD)).
Table 3.3: Goodness of fit between the SFS from inferred models and ESP
data. We show the p-value from c2 goodness of fit test and KL divergence be-
tween the SFS from the ESP data and that from the constant population size
model, the inferred exponential model, the generalized model and the two-
epoch exponential model. The assumed ancient history (Gazave model or
Gravel model) is indicated in parenthesis. The constant population size model
is included here for comparison purposes.
Model p-value from c2 test KL divergence
Constant 0 0.84
Exponential (Gazave) 0.97 1.64 10 4
Generalized (Gazave) 1 1.15 10 4
Two-Epoch Exponential (Gazave) 1 1.09 10 4
Exponential (Gravel) 1.59 10 6 4.12 10 4
Generalized (Gravel) 1 1.15 10 4
Motivated by these results, we considered a third model with two recent
exponential growth epochs, which still assumes the ancient epochs before 620
generations ago to be the same as those in the model by [44] illustrated in Fig-
ure 3.2(A). Five parameters were inferred (Table 3.4), with the first phase of
growth estimated to start 219 (95-334) generations ago with a population size
of 12,200 (11,700-13,200). This phase of growth lasts until 135 (25-157) gener-
ations ago and leads to a population size of 47,100 (30,200-540,900). The pop-
ulation size after the recent phase of growth is 1.12 (1.07-2.09) million. This
model provides a significantly better fit than the model with a single exponen-
tial growth (P-value = 5.55  10 6 by c2 likelihood-ratio test with 2 degrees
of freedom), but is a worse model than the generalized growth model (based on
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Bayesian Information Criterion, BICtwo epoch exponential   BICgeneralized = 6.1).
However, this model exhibits some of the same accelerating pattern as in the
generalized growth model, ascertained by the growth rate of the most recent ex-
ponential epoch being 2.4% (2.3%-5.2%), larger than that of the first exponential
epoch, 1.6% (1.3%-2.1%). This acceleration pattern shown in both the general-
ized model and the model with two exponential epochs is consistent with evi-
dence of growth in European census population size that has greatly accelerated
in Modern Era [67].
Table 3.4: Demographic inference results using ESP data for a model with
two recent epochs of exponential growth. Shown are point estimates and 95%
confident intervals (in parenthesis) for the following parameters of the inferred
epoch: population size before growth (N2), population size after the more an-
cient phase of exponential growth (N1), population size after the recent phase
of exponential growth (N0), time when the ancient phase of exponential growth
started (T2, in generations), time when the recent phase of exponential growth
started (T1, in generations).
N2(104) N1(104) N0(106) T2 T1
1.22 4.71 1.12 219 135
(1.17  1.32) (3.03  54.09) (1.07  2.09) (95  334) (25  157)
3.5 Discussion
In this study, we provide the mathematical derivation and a software that can
efficiently compute the expected values of five genetic data summary statistics
given a generalized demographic model by evaluating the derived explicit ex-
pressions. These summary statistics include the time to themost recent common
ancestor (TMRCA), the total number of segregating sites (S), the site frequency
spectrum (SFS), the average pairwise difference between chromosomes per site
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(p) and the burden of private mutation (a). The fast and accurate generation of
these summary statistics under generalized models can provide a useful tool in
the studies of human demographic inference. For instance, in addition to infer-
ence based on the SFS as in the present study, a recent study [22] presented an
inference framework based on the total number of segregating sites. The results
in this study can be easily incorporated into that framework. Furthermore, the
source code of the software is freely available to allow extensions to compute
other summary statistics of interest (for example, the joint-SFS of samples from
multiple populations under generalized models by extending [21] and [137]).
Such extensions can facilitate a variety of population genetic studies in humans
and other organisms beyond the inference of demographic history.
It is also possible that other families of growth models may fit the pattern of
human population size history. For instance, a recent study [34] considered the
algebraic-growth model in the form of N(T) = Tg. In reality, however, not all
demographic models have numerically stable closed-form expressions for the
expected time of the first coalescent event (yj). In these cases, fast and accu-
rate numerical integration methods, such as Gauss-Legendre quadrature used
in this work, can be applied to evaluate yj. This technique holds the promise of
efficiently generating the expected value of population genetic summary statis-
tics under arbitrary population size functions.
It has been pointed out that as sample size increases, the assumptions of
standard Kingman’s coalescent are violated as multi-merger and simultaneous-
merger events can become non-negligible [6]. Such events can distort the ge-
nealogies and potentially cause the values of summary statistics to be different
from those under Kingman’s coalescent [6]. To explore such discrepancies, we
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compared the SFS from Kingman’s coalescent and discrete-time Wright-Fisher
(DTWF)model [6] under the inferred demographic history in generalizedGazave
model with a sample size of 3,870 diploids (Appendix A.13). We observed that
the SFS from DTWF model and Kingman’s coalescent are very similar (Figure
3.8), which means that multi-merger and simultaneous-merger events should
not have a significant effect on the inference carried out in this study. How-
ever, it remains valuable to systematically study the effect of multi-merger and
simultaneous-merger events in the context of generalize growth, especially as
sample size increases.
By applying inference of generalized growth on the SFS generated from the
synonymous variants of 4,300 individuals of NHLBI ESP dataset [41, 127], we
found that generalized growth model shows a better fit to the observed data than
the exponential growth model that has been used by all previous demographic
modeling studies (P-value= 3.85 10 6). We also find that the European popu-
lation experiences a recent growth in population size with speedmodestly faster
than exponential (b = 1.12, P-value  10 12 for difference from b = 1). This
result is consistent with previous speculations that human population might
have undergone a recent accelerated growth epoch based on the observation
of very rare, previously unknown variants in several sequencing studies with
large sample sizes [41, 108, 127]. It is also in line with the super-exponential
growth in census population size during that time [67]. In future studies, it will
be valuable to incorporate gradient-based optimization techniques for the fast
inference of demographic models containing generalized growth epochs, e.g.,
by extending the work of [8]. Such improvement will enable simultaneous in-
ference of recent growth and more ancient epochs.
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Figure 3.8: Effects of multi-merger and simultaneous-merger events on the
SFS. The underlying demographic model is the best-fit generalized model us-
ing the ancient history in Gazave et al. (2014). The sample size is 3,870 diploid
individuals. (A) The 100-entry partially normalized SFS under Kingman’s coa-
lescent and under discrete-timeWright-Fisher model. (B) The percentage differ-
ence of entry-to-singleton ratio between Kingman’s coalescent and discrete-time
Wright-Fisher model for the first 100 entries.
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To minimize the impact of natural selection on our demographic inference,
we considered only synonymous SNVs for demographic modeling, as in the
original study [127]. However, it is still a potential limitation that the data is
affected by negative and background selection. Hence, it remains valuable to
validate the result of super-exponential growth by conducting inference on SFS
calculated from more neutral genomic regions [44] or by modeling the effect of
selection. One promising possibility is extracting genomic regions that are less
subject to selection from whole genome sequences in the UK10K project [126].
More generally, with the increasing availability of high-quality whole-genome
sequencing data with large sample sizes for humans and other species, more




NEWMETHODS FOR ANALYZING THE X-CHROMOSOME IN
ASSOCIATION STUDIES WITH SOFTWARE IMPLEMENTATION AND
APPLICATIONS
4.1 Abstract
XWAS is a new software suite for the analysis of the X chromosome in associa-
tion studies and similar genetic studies. The X chromosome plays an important
role in human disease and traits of many species, especially those with sexu-
ally dimorphic characteristics. Special attention needs to be given to its analysis
due to the unique inheritance pattern, which leads to analytical complications
that have resulted in the majority of genome-wide association studies (GWAS)
either not considering X or mishandling it with toolsets that had been designed
for non-sex chromosomes. We hence developed XWAS to fill the need for tools
that are specially designed for analysis of X. Following extensive, stringent, and
X-specific quality control, XWAS offers an array of statistical tests of associa-
tion, including: 1) the standard test between a SNP (single nucleotide polymor-
phism) and disease risk, including after first stratifying individuals by sex, 2) a
test for a differential effect of a SNP on disease between males and females, 3)
motivated by X-inactivation, a test for higher variance of a trait in heterozygous
females as compared with homozygous females, and 4) for all tests, a version
that allows for combining evidence from all SNPs across a gene. We applied the
toolset analysis pipeline to 16 GWAS datasets of immune-related disorders and
7 risk factors of coronary artery disease, and discovered several new X-linked
genetic associations. XWAS will provide the tools and incentive for others to
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incorporate the X chromosome into GWAS and similar studies in any species
with an XX/XY system, hence enabling discoveries of novel loci implicated in
many diseases and in their sexual dimorphism.
4.2 Introduction
Genome-wide association studies (GWAS) have identified thousands of loci un-
derlying complex human diseases and other complex traits [138]. While suc-
cessful for the autosomes (nonsex chromosomes), the vast majority of these
studies have either incorrectly analyzed or ignored the X chromosome (X) [142].
In most studies, all variants on the X have been removed as a consequence of
the quality control (QC) procedures [18, 97, 132, 142]. Many other studies that
did analyze the X chromosome incorrectly applied methods that have been de-
signed for the autosomes, without accounting for the analytical problems aris-
ing from X’s unique mode of inheritance and its consequent population genetic
and evolutionary patterns [4, 35, 51, 52, 70, 80, 89, 141]. As a result, the role X
plays in complex diseases and traits remains largely unknown.
Many human diseases commonly studied in GWAS show sexual dimor-
phism, including autoimmune diseases [136], cardiovascular diseases [81] and
cancer [100, 106], which suggests a potential contribution of the X chromosome
[17, 109]. Several recent studies have examined this issue and demonstrated
the potential value of analyzing X [18, 46, 84, 94, 133]. However, while associa-
tion methods, QC and analysis pipelines are well established for the autosomes,
respective pipelines for X-linked data are not readily available. Hence, in this
article, we introduce the software package XWAS (chromosome X-Wide Anal-
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ysis toolSet), which is tailored for analysis of genetic variation on X in human
and other species with an XX/XY system. It implements extensive functionality
that carries out QC specially designed for the X chromosome, statistical tests of
single-marker association that account for its unique mode of inheritance, gene-
based tests of association, and additional distinct tests only applicable to X that
capitalize on its mode of inheritance. In implementing these features, the toolset
builds on–and complements–the commonly used PLINK [113] software. It in-
cludes many novel features that can facilitate X-wide association studies that
are not available in PLINK and, to the best of our knowledge, in any other soft-
ware. Combined, the XWAS toolset integrates the X chromosome into GWAS as
well as into the next generation of sequence-based association studies and into
studies of other species.
4.3 Features and Functionality
4.3.1 Quality Control Procedures
The XWAS toolset implements a whole pipeline for performing QC on geno-
type data for the X chromosome. The pipeline first follows standard GWAS QC
steps as implemented in PLINK [113] and SMARTPCA [112] by running these
tools. These include the removal of both individual samples and SNPs (single
nucleotide polymorphisms) according to multiple criteria. Specifically, samples
are removed based on 1) relatedness, 2) high genotype missingness rate, and
3) genetic ancestry differing from the majority of the samples [112]. SNPs are
removed based on criteria such as their missingness rate, their minor allele fre-
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quency (MAF), and deviation from Hardy-Weinberg equilibrium (HWE). This
entire QC pipeline is applicable to both case-control GWAS (binary traits) and
GWAS of quantitative traits. One filter applied only to binary traits is the re-
moval of SNPs for which missingness is correlated with the trait, that is, with
case or control status (--test-missing).
To consider differences in genotyping between hemizygous males and
diploid females, XWAS applies all the aforementioned QC steps of samples sep-
arately for males and females. Consequently, a unified dataset is generated for
subsequent analyses that include all SNPs and individuals passing the above
filtering criteria in both the male and female QC groups.
The pipeline then applies X-specific QC steps, which are exclusively built
into XWAS, to the unified dataset. These include 1) removing SNPs with signif-
icantly different MAF between male and female samples in the control group
(--freqdiff-x), 2) removing SNPs with significantly different missingness rates be-
tween male and female controls (--missdiff-x), and 3) the removal of SNPs in the
pseudoautosomal regions (PARs). The first 2 of these steps capture problems in
genotype calling when plates include both males and females [76].
4.3.2 Single-Marker Association Testing on the X Chromosome
For an X-linked SNP, while females have 0, 1, or 2 copies of an allele, hemizy-
gous males have at most one copy. Via the process of X-inactivation, 1 of the 2
copies in females is usually transcriptionally silenced. If X-inactivation is com-
plete, it produces monoallelic expression of X-linked protein-coding genes in fe-
males. Therefore, when considering loci that undergo complete X-inactivation,
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it may be apt to consider males as having 0/2 alleles, corresponding to the fe-
male homozygotes (the FM02 test). The toolset carries out this test for associa-
tion between a SNP and disease risk by using the --xchr-model 2 option in PLINK
[113]. For other scenarios though, including where some genes on the X escape
X-inactivation or different genes are inactivated in different cells, it can be more
indicative to code males as having 0/1 alleles. Hence, the toolset further carries
out such an association test (FM01 test) of a SNP by using the following options
in PLINK : --logistic and --linear for binary and quantitative traits, respectively.
All tests, including tests described in following sections, allow for covariates
such as population structure, sex, and traits that are correlated with the disease,
as commonly considered in GWAS. We suggest calculating principal compo-
nents by using EIGENSTRAT [112] and include them as covariates to control
for population structure. Ten such principal components are considered by de-
fault, unless otherwise specified. Any other user-defined covariates can also be
incorporated.
4.3.3 Single-Marker Sex-Stratified Analysis on the X Chromo-
some
The XWAS software further includes new tests that are not included in PLINK.
First, we implemented a new sex-stratified test, FMcomb, which is particularly
relevant for X analyses since SNPs and loci on the sex chromosomes are po-
tentially more likely to exhibit different effects on disease risk between males
and females. In such scenarios, as well as in scenarios where the effect is only
observed in one sex, a sex-stratified test as described in the following can be
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better powered. This functionality is accessible by the option --strat-sex. The
FMcomb test first carries out an association test separately in males and females
and then combines the results of the 2 tests to obtain a final sex-stratified sig-
nificance level. The combination of the 2 test statistics is implemented using
both Fisher’s method (--fishers) [39] (in the FMF.comb test) and Stouffer’s method
(--stouffers) [123] (in the FMS.comb test).
Each of these 2 tests is more powerful in different scenarios [18], for example,
FMF.comb allows the SNP tested to have different, even an opposite, effect on
disease risk in males and females. FMF.comb is also insensitive to whether males
are coded as 0/2 (as in the FM02 test) or as 0/1 (as in the FMS.comb test), thus
making no assumptions regarding X-inactivation status. Alternatively, FMS.comb
directly accounts for the potentially differing sample sizes between males and
females to maximize power. For this latter test, XWAS weighs by the sample
size in males and females in cases and controls following the approach of [139].
4.3.4 Single-Marker Sex-Differentiated Effect Size Test on the
X Chromosome
We described above sex-stratified tests that accommodate associations with dif-
ferent effect size between males in females. In another type of test (FMdiff), we
directly test whether the effect size is different between the sexes. This test, ap-
plied to each SNP, runs a t-test [116] to test for difference between the odds ratio





female   2r  semale  sefemale
(4.1)
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female   2r  semale  sefemale
(4.2)
while accounting for hemizygosity in males. This test is implemented under
the --sex-diff option. For this test and the sex-stratified test, both odds ratios
and regression coefficients in each sex can be provided as output for further
examination.
4.3.5 Single-Marker Variance-Based Testing Informed by X-
Inactivation in Females
The details of this variance-based test are described in [84]. The major work of this test
was done by the authors of that paper.
During X-inactivation, the expression of one copy of the X chromosome in fe-
males is randomly silenced, thereby increasing variation in the expression of X-
linked quantitative trait loci (QTL). Specifically, females that are heterozygotes
for a QTL might exhibit higher phenotypic variance than homozygous females
since one or the other allele might be more dominantly affecting the phenotype
in each given female heterozygote, such that for some individuals the QTL ex-
pression is more similar to one type of female homozygous, while to the other
type in other individuals. We developed a test aimed at capturing this increased
variance as a means for detecting X-linked QTLs in females. This test (Fvar) is
implemented under the --var-het option. Although this Fvar test is implemented
for quantitative traits, it can be generalized to qualitative traits by applying li-
ability threshold modeling [144] to transform disease status to an unobserved
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continuous liability.
The null hypothesis of the Fvar test is that phenotypic variances of the 3 geno-
typic groups of a SNP with 0, 1, or 2 copies of an allele are all equal. The
alternative hypothesis is that female heterozygotes show a higher phenotypic
variance than others. Hypothesis testing is carried out using a modified Brown-
Forsythe test of variances [15]. We first normalize the phenotypic value and
remove the effects of possible covariates by a linear regression as convention-
ally done, namely
y = m+ XB+ e, (4.3)
where y is a vector of quantitative trait levels, m is the population mean, X is the
matrix of possible covariates, and e is a vector of residuals. Assume yijg=j is the
phenotypic value of the ith individual in the jth genotypic group and zijg=j =
jeijg=jj is the absolute residual value of the ith individual in the jth genotypic









where z¯1 is the sample mean of zijg=1 over i, z¯0/2 is the sample mean of zijg=0
and zijg=2 combined, s21 and s
2
0/2 are the sample variances, respectively, and nj
is the sample size of the jth genotypic group. Under the null hypothesis, the
















This variance-based test captures a novel signal of X-linked associations by di-
rectly testing for higher phenotypic variance in heterozygous females than ho-
mozygotes. As a test of variance it is generally less powerful than standard
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tests of association that consider means; however, it provides an independent
and complementary test to the standard association test for QTLs on X [94].
4.3.6 X-Linked Gene-Based Testing
XWAS also includes unique features for carrying out gene-based association
analysis on the X chromosome. Gene-based approaches may be better pow-
ered to discover associations than single-marker analyses in cases of a gene with
multiple causal variants of small effect size, or of multiple markers that are each
in incomplete linkage disequilibrium with underlying causal variant/s. Fur-
thermore, in studying the effect of X on sexual dimorphism in complex disease
susceptibility, it may be desirable to analyze whole-genes or all genes of a cer-
tain function combined based on their unique function or putatively differential
effect between males and females [18].
The XWAS package determines the significance of association between each
gene as a whole and disease risk by implementing a gene-level test statistic that
combines individual SNP-level test statistics for all SNPs in and around each
studied gene. This gene-level approach is applicable to any of the different tests
described above. For instance, beyond tests of association, it can be applied to
the sex-differentiated tests. In this case the gene-based test captures any sce-
nario whereby SNPs within the gene display different effects in males and fe-
males, without restricting such differential effects to be of a similar nature across
SNPs. By default, genes are considered from the UCSC browser “knownCanon-
ical” transcript ID track. SNPs are mapped to a gene if they are in the gene or
within 15kb of the gene’s start or end positions. The user can also provide a
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different set of gene definitions or alternate regions of interest and a different
window length around them in which SNPs are also to be considered.
Combining SNP statistics across a gene is implemented in the general frame-
work of [86]. Specifically, the significance of an observed gene-based test statis-
tic is assessed from the distribution of test statistics that is expected given the
linkage disequilibrium between the SNPs in the gene. In [86], the test statis-
tics for all SNPs in the gene are summed. Here, we have implemented a slight
modification to this procedure, wherebywe combined SNP-based P-values with
either the truncated tail strength [58] or the truncated product [145] method,
which have been suggested to be more powerful in some scenarios [93, 145].
To determine significance, XWAS follows the procedure in [86]. The ob-
served statistic is compared to gene-level test statistics obtainedwhen SNP-level
statistics are randomly drawn from amultivariate normal distributionwith a co-
variance determined by the empirical linkage disequilibrium between the SNPs
in the tested gene. The significance level is then the proportion, out of many
such drawings, for which this sampled gene-level statistic is more, or as extreme
compared with the empirical one. For computational efficiency, the number of
drawings is determined adaptively as in [86]. By combining the truncated tail
measures with this procedure, our new gene-based method combines the test
statistics from multiple SNPs that show relatively low P-values, while also ac-
counting for the dependency between these P-values due to linkage disequilib-
rium between the SNPs. Such a gene-based P-value is estimated for each gene
and for each of the X-linked tests described above.
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4.4 Implementation
The XWAS software package is implemented in C++ and includes in part func-
tions from open-source PLINK [113]. XWAS uses the same input format as
PLINK. Beyond C++, additional features are also implemented in scripts, in-
cluding in shell (for QC), Perl (for converting file formats and using SMART-
PCA), and R (for gene-based testing). The entire package is freely available for
download from http://keinanlab.cb.bscb.cornell.edu and includes 1) scripts, 2)
the binary executable XWAS, 3) all source code with a Makefile, 4) a user man-
ual, and 5) example data and examples of running the different options offered
by the package. Additional help is provided via the --xhelp option. The XWAS
toolset was initially designed and optimized for Linux systems, hence exhibits
best performance in such systems. A Makefile is also provided to facilitate local
compilation on Linux environments, and can also be adjusted for Windows and
MAC OS by revising a few lines indicated therein.
4.5 Applications
In this section, we summarize several sets of results obtained by applying the
XWAS software to several publicly available GWAS datasets. These results are
intended to demonstrate the usefulness of the XWAS software. More detailed
results are described in other papers [18, 94].
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4.5.1 Association of X-Linked SNPs with Autoimmune Dis-
eases
We applied the XWAS software to 16 GWAS datasets of autoimmune disease
and other disorders with a potential autoimmune-related component. These in-
clude the following datasets that we obtained from dbGaP (Mailman et al. 2007;
Tryka et al. 2014): ALS Finland [78] (phs000344), ALS Irish [30] (phs000127),
Celiac disease CIDR [3] (phs000274), MS Case Control (Baranzini et al. 2009)
(phs000171), Vitiligo GWAS1 [61] (phs000224), CD NIDDK [33] (phs000130),
CASP [107] (phs000019), and T2D GENEVA [114] (phs000091). Similarly, we ob-
tained the following datasets from theWellcome Trust Case Control Consortium
(WT): all WT1 (The Wellcome Trust Case Control Consortium 2007) datasets,
WT2 ankylosing spondylitis [36], WT2 ulcerative colitis [134] andWT2 multiple
sclerosis [57]. Finally, we also analyzed data from Vitiligo GWAS2 [60].
Following application of the QC pipeline as described above, we applied
the SNP-level FM02, FMF.comb, and FMS.comb tests to all SNPs in each of the 16
datasets. Based on the Vitiligo GWAS1 datasets, we associated SNPs in a region
17 kilobases (kb) away from the retrotransposed gene retro-HSPA8 with risk of
vitiligo. The parent of this retrotransposed gene, HSPA8 on chromosome 11,
encodes a member of the heat shock protein family, which has been previously
associated to vitiligo [1, 104, 105]. We discovered another association in WT2
ulcerative colitis of SNPs in an intron of BCOR contributing to ulcerative colitis
disease risk. BCOR indirectly mediates apoptosis via co-repression of BCL-6
[56].
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4.5.2 Association of Whole X-Linked Genes with Autoimmune
Diseases
We next focused on a gene-based analysis of the X chromosome by using the
SNP-level results of all the 3 tests in the above results as a basis for gene-based
tests in the same 16 datasets. This analysis led to the discovery of the first X-
linked gene-based associations with any disease or trait, which supports the
utility of the XWAS package in facilitating such analyses. We associated in Vi-
tiligo GWAS1 and replicated in Vitiligo GWAS2 an association between the gene
FOXP3 and vitiligo disease risk, in support of an earlier candidate gene study
[10]. We also found a novel association of ARHGEF6 to Crohn’s disease and
further replicated it in ulcerative colitis, another inflammatory bowel disorder
(IBD). ARHGEF6 binds to a surface protein of a gastric bacterium (Helicobacter
pylori) that has been associated to IBD [59, 91]. Finally, we associated CENPI
as contributing to the risk of 3 different diseases (amyotrophic lateral sclero-
sis, celiac disease, and vitiligo). Other, autosomal genes in the same family as
CENPI have previously been associated to amyotrophic lateral sclerosis [2] as
well as multiple sclerosis [5], supporting an involvement of CENPI with au-
toimmunity in general.
4.5.3 X-Linked SNPs Showing Sex-Differentiated Effect Size
with Autoimmune Disease
As a final analysis on the 16 autoimmune datasets, we applied the FMdiff test
and its gene-based version. Based on this test, we discovered and replicated the
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gene C1GALT1C1 (also known as Cosmc) as exhibiting sex-differentiated effect
size in risk of IBD. C1GALT1C1 is necessary for the synthesis of many O-glycan
proteins [65], which are components of antigens. We further found CENPI,
which we previously associated with several diseases, to show significantly dif-
ferent effects in males and females in the same diseases as in the association
analysis.
4.5.4 Increased Variance of Systolic Blood Pressure in Het-
erozygous Females for an X-Linked SNP
These results are described in [84] in detail. The major work was done by the authors of
that paper.
As an example application of the variance-based testing (Fvar) informed by X-
inactivation, we considered data on 7 quantitative traits from the Atheroscle-
rosis Risk in Communities (ARIC) study [140] along with Affymetrix 6.0 data
from the participating individuals, which included 34,527 X-linked SNPs. First,
we applied the entire set of QC procedures implemented in XWAS for quan-
titative traits. Then, we applied our single-marker variance-based testing and
compared with application of standard testing for a QTL. Across the 7 traits,
we found 1 SNP with a significant association based on the variance test [94].
Importantly, the signals of this test are not in the same loci as those of the stan-
dard test, in line with them capturing different types of signals. Specifically,
the significant SNP, rs4427330, which is associated with systolic blood pressure
based on the variance test, is not associated with any trait based on the standard
test. It is located upstream of AFF2, which might regulate ATRX. ATRX is as-
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sociated with alpha-thalassemia, a disease that can cause anemia and has been
associated with hypertension [11].
4.6 Conclusions
We have developed XWAS, an extensive toolset that facilitates the inclusion of
the X chromosome in GWAS. It offers X-specific QC procedures, a variety of X-
adapted tests of association, and an X-specific test of variance testing, available
for both single-marker and gene-based statistics. We applied this toolset to suc-
cessfully discover and replicate a number of genes with autoimmune disease
risk and blood pressure.
Additional changes and optimizations will be included in future versions of
this software. While imputation of unobserved SNPs is presently performed as
a preprocessing step using IMPUTE2 [54], we will incorporate X-specific impu-
tation as part of the pipeline. Additional features will include analysis of X-
linked data from sequence-based association studies (including burden tests),
statistical methods that have been previously designed for the X chromosome
[24, 25, 90, 130, 147], additional tests we previously proposed based on thework-
ings of X-inactivation [94], and tests for gene–gene interactions. Finally, we will
incorporate information regarding whether or how often a gene undergoes or
escapes X-inactivation [17, 28, 32]. For computational efficiency, we will also
continually upgrade the functions of PLINK that XWAS uses to the most recent
version.
This software, alone and through incorporation of additional features, can be
used for other types of studies of the X chromosome beyond association studies,
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in particular population genetic studies. For instance, allele frequency output
and testing for significant differences in allele frequency between males and
females as currently implemented, can be utilized to search for signals of selec-
tion.
Considering the availability of unutilized data for the X chromosome from
thousands of GWAS, and the additional X-linked data that is being generated
as part of ongoing GWAS, many researchers will find extensive utility in the
XWAS toolset. Furthermore, it is not limited to application to human data, but
rather genetic data from all organisms with XX/XY sex determination system,
including all mammals. XWAS will facilitate the proper analysis of these data,
incorporate X into GWAS and enable discoveries of novel X-linked loci as im-
plicated in many diseases and in their sexual dimorphism.
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APPENDIX A
APPENDIX FOR CHAPTER 3
A.1 Detailed description of genetic summary statistics
A.1.1 Total number of segregating sites (S)
Suppose we have n sequences (chromosomes), this quantity stands for the num-
ber of sites in which the sequences have different genotypes. Namely, if all
sequences have a common genotype for a site, this site is not considered as a
segregating site.
A.1.2 Time to the most recent common ancestor (TMRCA)
This statistic is the time taken for all of the samples at present to coalesce to the
same ancestor.
A.1.3 Site frequency spectrum (SFS)
Suppose we have n sequences sampled at present, the full SFS  has (n   1)
entries  = (x1, x2, . . . , xn 1), where xi records the fraction of segregating sites
that have i derived alleles and (n   i) ancestral alleles. When we don’t have
information about the ancestral allele, the folded SFS  = (h1, h2, . . . , hb n2 c) is
used, where hi records the fraction of segregating sites that have i minor alleles
and (n  i)major alleles. By definition, hi = xi+xn i1+d(i,n i) .
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A.1.4 Average pairwise difference per site (p)
Suppose we have n sequences sampled at present. We compare every two dif-
ferent sequences (thus there are (n2) pairs), count the number of differences be-
tween each pair, calculate the average of the total differences and normalize the
average difference by the total number of sites, or total length of loci L. This












A.1.5 Burden of private mutations (a)
Supposewe have n diploid individuals sequenced (thus there are 2n sequences).
a stands for the proportion of heterozygous positions in a newly sequenced
(n + 1)th individual that are novel. Namely, all of the previous n individuals
have the same genotype at such a site, but this newly sequenced individual
have a different genotype.
A.2 More detailed explanation of the growth speed parameter
bk
When rk , 0, the growth speed is controlled by the parameter bk. With the same
value of rk, Nk,f and (Tk   Tk 1), if bk > 1, the model will reach a Nk,i larger
than that of an exponential model. As a result, it is considered to be faster than
exponential or super-exponential. Similarly, if bk < 1, the model will reach a Nk,i
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smaller than that of an exponential model and thus is considered to be slower
than exponential or sub-exponential.
To illustrate the above facts, we give an example in Figure A.1(A). The
growth epoch starts 200 generations ago with a population size of 10,000. The
value of growth rate g = ddT logN(T) is fixed at 0.35% such that when exponen-
tial growth model is used, the population size after growth is 20,000, which is
a 2-fold growth. The values of b are chosen to be 0.9, 1 and 1.1. When b = 1.1,
the population size after growth is 67,730, larger than 20,000 when exponential
growth is considered. Similarly, when b = 0.9, the population size after growth
13,129, smaller than 20,000.
If we fix Nk,i, Nk,f and (Tk   Tk 1), as is mostly considered in this study,
taking different values of b will cause the growth pattern to be different. When
b > 1, the growth will show an accelerating pattern compared with exponential
growth; while when b < 1, the growth will show a decelerating pattern. To
illustrate this point, consider the models shown in Figure A.1(B). The growth
epoch is from 200 generations ago to present and the population sizes before
and after growth are fixed at 10,000 and 100,000 respectively. The values of b are
chosen to be 0.3, 1 and 1.7. For the exponential model, the growth rate 1.15% is
constant throughout the epoch. For b = 1.7, the growth rate (0.52%) is smaller
than that of the exponential growth (1.15%) at the onset time of 200 generations
ago. The growth keeps accelerating as time approaches present. At t = 0, the
growth rate for b = 1.7 (2.87%) is larger than that of the exponential (1.15%). For
b = 0.3, the pattern is opposite. The instantaneous growth rate (2.87%) is larger
than that of the exponential growth (115.13) at 200 generations ago. The growth
keeps decelerating as time approaches present. At t = 0, the instantaneous
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growth rate for b = 0.3 (0.57%) is smaller than that of the exponential (1.15%).
Figure A.1: Different patterns of generalized growth. (A) Illustration of the
population size functions when keeping the population size before growth Nf,
the growth time T and the parameter r the same and varying the growth speed
parameter b to be 0.5, 1.0 and 1.5. (B) Illustration of the population size func-
tions when keeping the population size before growth Nf, the population size
after growth Ni and the growth time T the same and varying the growth speed
parameter b to be 0.3, 1.0 and 1.7.
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For computing E[TpMRCA], the quantities A
p





where p[j] is the falling factorial function, p[j] = p(p  1)    (p  j+ 1), and p(j)
is the rising factorial function, p(j) = p(p+ 1)    (p+ j  1).
For computing E[p], the quantities Vpj can be calculated by [110]
Vpj = (2j  1)
p!(p  1)!
(p+ j  1)!(p  j)! [1+ ( 1)
j], (A.3)
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A.4 Expressions of rk
For the generalized growth models considered in this study, any epoch k is de-
termined by the starting population size Nk,i, the ending population size Nk,f,
the duration of the epoch (Tk   Tk 1) and the growth speed parameter bk. After









Tk Tk 1 , bk , 1
logNk,i logNk,f
Tk Tk 1 , bk = 1
. (A.7)
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A.5 Expressions of L(T) for evaluating fkj
For convenient purposes, define lk(T) =
R T
Tk 1
ds/N (s), whereN (s) = 2N(s)
and Tk 1  T  Tk, then L(T) = L(Tk 1) + lk(T). For generalized models, the




Nk,i , rk = 0
logNk,i logN (T)
rk
, bk = 0, rk , 0
N (T) bk N bkk,i
bkrk
, bk , 0, rk , 0
. (A.8)
Notice that the third expression above is also true for exponential
growth/decline (bk = 1 and rk , 0).
A.6 Evaluation of fkj for non-linear non-exponential general-
ized decline epochs










0 ds/N (s), lk(T) =
R T
Tk 1
ds/N (s) and N (s) = 2N(s).
For generalized decline epochs (rk < 0 and bk < f0, 1g), in which case we
didn’t find feasible closed-form expression for evaluating fkj , this quantity can




























e y dy is in the form ofR d
0 (ax + b)
ce x dx where a, b, c, d are constants. We numerically evaluate this
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integral by Gauss-Legendre quadrature [66]. The basic idea of Gauss-Legendre
quadrature is to approximate the integrated function f (x) = (ax+ b)ce x by a
polynomial function of degree n, and evaluate f (x) at n different points in the
range [0, d]. The error term is d
(2n+1)n!4
(2n+1)(2n)!3 f
2n(x) [66], where 0 < x < d and f (2n)
is the (2n)th derivative of f with respect to x. We choose the polynomial degree
n to be 512 in this work.
A.7 Libraries used/adapted in this study
For the computation of functions U (b, x) and M(b, x), we adapted
the C++ codes for the evaluation of confluent hypergeometric functions
from GSL scientific library. In addition, we used the library from
the link http://www.holoborodko.com/pavel/numerical-methods/numerical-
integration/, which is provided by Pavel Holoborodko for Gauss-Legendre
quadrature. The authors are grateful to the providers of these libraries, which
are essential in the implementation of the EGGS software.
A.8 Details of simulation parameters in the second section of
Results
When simulating the sequences, we used mutation rate m = 1.2 10 8 per base
pair per generation [75] and recombination rate r = 1.0 10 8 per base pair
per generation. To determine the amount of data for simulation, we used the
number of exomes given in [127], which is about 2,500 and assumed that each
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exome has 20,000 base pairs on average. To stress more the effect of linkage dis-
equilibrium (LD) between the alleles in each exome, we decreased the number
of independent loci to 1,000 and increased the length of each locus to 50,000,
while keeping the total number of base pairs the same. To reduce noise in the
simulated data and increase computation speed, we only kept the first 100 en-
tries of the folded SFS and calculated the aggregate sum of the rest entries, such
that there are 101 entries in total.
A.9 Details of bootstrapping
We used 200 bootstraps to obtain 95% confidence interval of the inferred param-
eters. For simulation studies, we randomly choose 1,000 loci from the simulated
1,000 independent loci with replacement in each bootstrap. For inference based
on ESP data [41, 127], we split the sequences into 500kb regions based on SNP
positions, which resulted in 882 different regions, similar to the number of loci
in simulation studies. In the same manner, we then chose 882 regions with re-
placement for each bootstrap.
A.10 Subsampling approach
For ESP data, the successful genotype counts vary across different segregating
sites. We applied the subsampling approach similarly considered in [42, 44]. For
a site with n successful genotype counts, suppose there are j minor alleles and
(n  j) major alleles, the probability that it is of xminor alleles when subsampled
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to m chromosomes is












where x = 0, 1, 2,    , bm2 c. In this work, we choose m (the number of chro-
mosomes to subsample to) to be 7,740, which is 90% of the total number of
chromosomes (8,600).
A.11 Composite log likelihood
In order to determine the fitness of a model Q to the observed folded allele
frequency counts C, we compute the log likelihood of the model according to




Ci logE[hi jQ], (A.12)
where E[jQ] =

E [h1 jQ] ,E [h2 jQ] ,    ,E
h
hb n2 c jQ
i
is the expected
folded SFS given model Q. In this work, we considered SFS binning from
the 101st entry to reduce the noise in later parts of the SFS: E [e jQ] =
E [h1 jQ],E[h2 jQ] ,    ,E [h100 jQ] ,åb
n
2 c
i=1 E [hi jQ]

, and correspondingly the
binned allele frequency counts from the data eC = C1, C2,    , C100,åb n2 ci=1 Ci.
The log likelihood after binning is computed as
L[Q] = logP[eC jQ] = 101å
i=1
eCi logE[ehi jQ]. (A.13)
A.12 Goodness of fit measures
In order to test how well a model SFS fits the observed data, we performed c2
goodness of fit test. In specific, if the observed allele frequency counts is C =
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(C1, C2,    , Cd) (which indicates that the total number of observed segregating







The degree of freedom is (d  1), where d is the dimension of the vector C. A
p-value> 0.05 means we fail to reject the null hypothesis that the observed data
SFS is consistent with the model SFS.
We also used another measure, Kullback-Leibler divergence or KL diver-
gence [77], which provides a single number to relatively compare the goodness











jCj   log xi

. (A.15)
A smallerDKLmeans a higher consistency between the observed and themodel.
The advantage of KL divergence over log likelihood is that KL divergence is a
normalized measure unaffected by the total number of observed segregating
sites jCj.
The p-values from c2 goodness of fit test and the KL divergence between the
observed ESP data and the SFS from each of the inferred models are shown in
Table S3.
A.13 Potential effect ofmulti-merger and simultaneous-merger
events on the SFS
As sample size increases, the probability of multi-merger and simultaneous-
merger events will rise, which violates the assumptions of Kingman’s coales-
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cent and might affect the SFS [6]. To test this effect, we used the discrete-
time Wright-Fisher (DTWF) model software [6] to compute the SFS under the
generalized Gazave et al. model with a sample size of 7,740. To shorten
the computation time, we used a hybrid of DTWF and Kingman’s coales-
cent with a time cutoff of tc = 212 generations. However, it is still com-





2 ,    ,XDTWF7739
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, which is needed to compute the nor-






2 ,    , xDTWF7739

as is used in the
inference work. We instead only evaluated the first 100 entries of XDTWF, 
XDTWF1 ,X
DTWF
2 ,    ,XDTWF100

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2 ,    , xKingman100

, which was computed
by EGGS. The two partially normalized SFS are very similar (Figure S9(A)). We




















where i = 1, 2,    , 100. The relative error is always less than 1% for the first
100 entries and asymptotically increases to 1% (Figure S9(B)). We then used 1%
as the relative error for the rest of the SFS entries to predict the full normalized
SFS under DTWF model. This predicted folded SFS is very similar to the folded
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SFS under Kingman’s coalescent (KL divergence = 6.14 10 6) and fits almost
equally well to the data (KL divergence between the predicted SFS and ESP data
= 1.24 10 4; p-value from c2 goodness of fit test = 1).
Figure A.2: The best-fit generalizedmodels for ESP data assuming the ancient
demography in Gazave et al. (2014) (red) and in Gravel et al. (2011) (blue).
The demographic historywas fixed before 620 generations ago for Gravel model
and 858 generations ago for Gravel model. Both x-axis and y-axis are on log
scale.
94
Figure A.3: The one-dimensional log likelihood surface around the best es-
timates of the ESP synonymous data using exponential growth model. (A)
varying population size before growth while keeping all other parameters at
corresponding best estimates; (B) varying population size after growth only;
(C) varying growth time only.
95
Figure A.4: The one-dimensional log likelihood surface around the best es-
timates of the ESP synonymous data using generalized growth model. (A)
varying population size before growth while keeping all other parameters at
corresponding best estimates; (B) varying population size after growth only;
(C) varying growth time only; (D) varying growth speed parameter only.
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Figure A.5: The first 20 entries of the site frequency spectra for ESP data
and the inferred demographic models assuming the ancient demography in
Gazave et al. (2014). The SFS from the ESP data, the exponential model, the
generalized growth model and the two-epoch exponential model are shown
in black, green, red and blue respectively. For comparison purposes, we also
included the SFS from a base model, which has a constant population size
throughout history (in pink).
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