i refers to the exogeneous part (related to input data). In particular, the forward-time ARX model in the time domain is nothing but a linear finite differenceequation describing that the current output measurement can be estimatedfrom past output and input data. On the other hand, the backward-timeARX model meansthat the current output measurement can be estimated by the future output and input data. The ARX coefficientsin the linear finite differenceequation can be easily computedfrom input and output data.
Insights into physical mechanisms of the systemcan usually be incorporated moreeasily into state-spacemodelsthan the APJ( modelsjust describedabove. In the state-spaceform the relationship betweenthe input, output, and noise data is written as a systemof firstorder differential equationsusing an auxiliary state vector. Note that it is difficult to directly compute a state-spacemodel from input and output data. The state-spacemodelscan be constructed directly from the ARX coefficientsusing standard canonical forms including companionsform, controllable/observablecanonicalform, Jordan canonicalform, etc. One common problem is that an estimate of systemorder is required to be known a priori. Sincethe model order is generallyunknown in practice, a trial and error process is required to find the best model order. 
Deterministic

Backward-time ARX Model
Consider a discrete multivariable linear system described by the state equation
and the measurement equation is as stable as desired. Define
A =
Using the above definition, Eq. (4) can be shortened as can be fully estimated by the future p inputs and outputs (see Eq. (7)) without any future state involved. The smaller the p is the shorter the number of the future inputs and outputs is needed to estimate the current measurement. However, there is a lower limit for the integer p which is related to the order of the system and the number of outputs. For the single-output observable case, there always exists a gain G which makes the state matrix A -l + GC becomes deadbeat as long as the chosen integer p is greater than or equal to the order of the system matrix A. For the multiple-output observable case, if p is chosen such that the product of p and the number of outputs is greater than or equal to the system order, a gain G always exists to make the observer state matrix A -1 + GC becomes deadbeat after p steps. The reader is directed to Ref. 10 for the proof of the above statements.
Substitution of/_
and v defined in Eq. (5) into Eq. (7) yields
where oti= C_ti-IG; i = 1,2, ...,p 3ib = C ]t*9 + CA_-_GD; i = 1,2, ...,p -1 Let Eq. (10) be rewritten in the following matrix form
The 
All system information is embedded in the sequences Yo and Y,. The next step is to extract the system Markov parameters from the two sequences for the identification of the system matrices A, B, C, D. By simply applying the same approach as in Ref.
10, the sequences defined in Eqs. (17) and (18) can be decoupled to produce the following combined Markov parameters,
where k is an arbitrary integer which can be as large as desired. (1) and (2). In the following development, an extension to the case with process and measurement noises will be made. This will result in a backward-time ARMAX model that describes not only the deterministic but also the stochastic components of the response.
Consider the system with process and measurement noises given below,
Ideally, the process noise wt(k) and measurement noise w2(k) are two uncorrelated zero-mean stationary white noise processes. From Kalman filter theory, there exists a Kalman filter gain K such that the system given in Eq. (20) is
where e(k) is a residual sequence which is white and uncorrelated with the measurements, and whose Euclidean norm is minimized. To derive a backward-time model for the above system, premultiply Eq. (21) by A -1 and solve for _(k),
With the definitions as given in Eq. (5), Eq. (23) can be simplified as
The expression for the output y(k) becomes 
where e(k) is a colored residual which is related to the white residual of the Kalman filter 
and e(k) = "roe(k) + 7xe(k + 1) + ...
Equation (33) 
Note that the parameters in Y(l) and A(x) do not include the first coefficient of the MA portion of the model denoted by 70. This coefficient is estimated in step 3.
Step 3 Step 4: Compute a new estimate of the whitened residual, denoted by e(2), from -1 (41) c(2) = 70,(1)_(1)
Step can be easily computed. Note that G is a backward-time observer gain for the system matrix inverse A -l, K is the Kalman filter gain, and the matrices A, B, C, D form the state space model of the system being identified.
Experimental Results
The developed method is applied to data obtained from the truss structure shown in 
Identification Using Back'ward-time ARX Model
An input-output data record of 2000 points is used in the computation. The order of the ARX model is set to be 10, i.e., p = 10. Equation (15) 
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