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COMPOSITIONAL CONSTRUCTION OF CONTROL BARRIER FUNCTIONS FOR
INTERCONNECTED CONTROL SYSTEMS?
PUSHPAK JAGTAP1,†, ABDALLA SWIKIR1,†, AND MAJID ZAMANI2,3
Abstract. In this paper, we provide a compositional framework for synthesizing hybrid controllers for inter-
connected discrete-time control systems enforcing specifications expressed by co-Bu¨chi automata. In particular,
we first decompose the given specification to simpler reachability tasks based on automata representing the
complements of original co-Bu¨chi automata. Then, we provide a systematic approach to solve those simpler
reachability tasks by computing corresponding control barrier functions. We show that such control barrier
functions can be constructed compositionally by assuming some small-gain type conditions and composing
so-called local control barrier functions computed for subsystems. We provide two systematic techniques to
search for local control barrier functions for subsystems based on the sum-of-squares optimization program
and counter-example guided inductive synthesis approach. Finally, we illustrate the effectiveness of our results
through two large-scale case studies.
1. Introduction
Formal synthesis of controllers for dynamical systems against complex logic specifications has gained consider-
able attentions in the last few years. These specifications are usually expressed using temporal logic formulae
or (in)finite strings over automata. In the literature, the abstraction-based approaches are popular to solve
such synthesis problems. However, since the abstraction-based approaches usually require discretization of
the state and input sets of concrete systems, the synthesis problem becomes very intractable for large-scale
control systems. To address this scalability issue, several results were proposed by utilizing the compositional
abstraction-based synthesis where the synthesis is performed by computing the abstractions and (possibly)
controllers for smaller subsystems; see the results in [MGW17, PPD16, SZ19a, SZ19b, and references therein]
for more details.
Alternatively, a discretization-free approach, based on control barrier functions, has shown a potential to
solve the formal synthesis problems as well. Assuming a prior knowledge of control barrier functions, several
techniques have been recently introduced to ensure the safety of dynamical systems (see [AXGT16, ACE+19,
and the references therein]), or the satisfaction of a set of signal temporal logic tasks for multi-agent systems
[LD19b, LD19a]. The results in [JSZ19] provide techniques to search for parametric control barrier functions
to synthesize controllers for stochastic control systems enforcing a class of temporal logic specifications over
finite time horizons. Though promising, the computational complexity of searching for parametric control
barrier functions grows in polynomial time [JSZ18, WTL15] with respect to the dimension of the system and,
hence, the existing approaches [AXGT16, ACE+19, JSZ19] will also become computationally intractable while
dealing with large-scale interconnected systems.
Motivated by the above results and their limitations, this work proposes a controller synthesis approach for
large-scale systems against complex logic specifications via compositional construction of control barrier func-
tions. To the best of our knowledge, this paper is the first to utilize compositional construction of control
barrier functions for synthesizing hybrid controllers for interconnected discrete-time control systems against
† The authors contributed equally to this work.
? This work was supported in part by the H2020 ERC Starting Grant AutoCPS (grant agreement No. 804639), the Ger-
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specifications expressed by co-Bu¨chi automata. In order to achieve this, we first decompose the given spec-
ification to simpler reachability tasks based on automata representing the complements of original co-Bu¨chi
automata. Then, we provide a systematic approach to solve those simpler tasks by computing corresponding
control barrier functions. Those control barrier functions are obtained by composing so-called local control
barrier functions while utilizing some small-gain type conditions. In the final step, we combine those control
barrier functions and controllers obtained for simpler tasks to obtain hybrid controllers ensuring the desired
complex specifications over large-scale interconnected systems. In addition, we provide two systematic ap-
proaches to search for parametric local control barrier functions under suitable assumptions on the dynamics
of the subsystems. The first approach is using the sum-of-square optimization [Par03] and the second one is
utilizing a counter-example guided inductive synthesis approach [RS17].
Finally, we demonstrate the effectiveness of the proposed results on two large-scale case studies with 104 state
dimensions. First, we apply our results to the temperature regulation in a circular building by synthesizing
controllers for a network containing N rooms for any N ≥ 3 ensuring the satisfaction of a specification given
by a deterministic co-Bu¨chi automaton. Additionally, we also apply the proposed techniques to a nonlinear
example of a fully connected network of Kuramoto oscillators and synthesize hybrid controllers ensuring the
satisfaction of a given specification.
2. Notation and Preliminaries
2.1. Notation. We denote by R and N the set of real numbers and non-negative integers, respectively. These
symbols are annotated with subscripts to restrict them in an obvious way, e.g., R>0 denotes the positive real
numbers. We denote the closed, open, and half-open intervals in R by [a, b], (a, b), [a, b), and (a, b], respectively.
For a, b ∈ N and a ≤ b, we use [a; b], (a; b), [a; b), and (a; b] to denote the corresponding intervals in N. Given
N ∈ N≥1, vectors νi ∈ Rni , ni ∈ N≥1, and i ∈ [1;N ], we use ν = [ν1; . . . ; νN ] to denote the vector in Rn with
n =
∑
i ni consisting of the concatenation of vectors νi. Note that given any ν ∈ Rn, ν ≥ 0 if νi ≥ 0 for
any i ∈ [1;n]. We use 1n to denote a vector in Rn with all elements being one. The individual elements in
a matrix A ∈ Rm×n are denoted by {A}ij , where i ∈ [1;m] and j ∈ [1;n]. We use ‖·‖ to denote the infinity
norm. Given any a ∈ R, |a| denotes the absolute value of a. Given sets X and Y , we denote by f : X → Y
an ordinary map from X to Y .
We denote the empty set by ∅. Given a set S, the notation |S| denotes the cardinality of S and S∗ and Sω
denote the set of all finite and infinite strings over S, respectively. Given sets U and S ⊂ U , the complement
of S with respect to U is defined as U\S = {x : x ∈ U, x /∈ S}. We use notations K and K∞ to denote
different classes of comparison functions, as follows: K = {α : R≥0 → R≥0| α is continuous, strictly increasing,
and α(0) = 0}; K∞ = {α ∈ K| lim
r→∞α(r) = ∞}. For α, γ ∈ K∞ we write α < γ if α(s) < γ(s) for all
s > 0. Function Id ∈ K∞ denotes the identity one. We use notations > and ⊥ to represent true and false,
respectively.
2.2. Interconnected Control Systems. First, we define discrete-time control subsystems which will be
later interconnected to form a large-scale discrete-time control system.
Definition 2.1. A control subsystem Si is a tuple
Si = (Xi, Ui,Wi, fi, Yi, hi), i ∈ [1;N ],(2.1)
where Xi, Ui, Wi, and Yi are the state set, the external input set, the internal input set, and the output set,
respectively. The function fi : Xi × Ui ×Wi → Xi is the transition function and hi : Xi → Yi is the output
function. The discrete-time control subsystem Si is described by difference equations of the form
Si :
{
xi(k + 1) = fi(xi(k), νi(k), ωi(k)),
yi(k) = hi(xi(k)),
(2.2)
where xi : N → Xi, yi : N → Yi, νi : N → Ui, and ωi : N → Wi are the state run, output run, external input
run, and internal input run, respectively.
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Figure 1. Interconnection of three control subsystems S1, S2, and S3 with h13 and h31 being
zero maps.
Now, we provide a formal definition of interconnected discrete-time control systems.
Definition 2.2. Consider N ∈ N≥1 control subsystems Si = (Xi, Ui,Wi, fi, Yi, hi) with their inputs and
outputs partitioned as
wi=[wi1; . . . ;wi(i−1);wi(i+1); . . . ;wiN ],Wi=
N∏
j=1,j 6=i
Wij ,
yi = [yi1; . . . ; yiN ], Yi =
N∏
j=1
Yij ,
with wij ∈Wij, yij = hij(xi) and output function
hi(xi) = [hi1(xi); . . . ;hiN (xi)] with hii(xi) = xi.
The interconnected control system S = I(S1, . . . ,SN ) is a tuple
S = (X,U, f),(2.3)
described by the difference equation
x(k + 1) = f(x(k), ν(k)),(2.4)
where X =
∏N
i=1Xi, U =
∏N
i=1 Ui, and function
f(x, u) = [f1(x1, u1, w1); . . . ; fN (xN , uN , wN )],
where x = [x1; . . . ;xN ] ∈ X, u = [u1; . . . ;uN ] ∈ U , and the interconnection variables are constrained by
wij = yji, Yji ⊆Wij, ∀i, j ∈ [1;N ], i 6= j. Moreover, let xx,ν denote a state run of S starting from initial state
x ∈ X under input run ν : N→ U . An example of the interconnection of three control subsystems S1, S2, and
S3 is illustrated in Figure 1.
In the above definition, we assumed that one has access to the full state information of subsystems (i.e.
hii(xi) = xi) for the sake of controller synthesis. However, for the sake of internal interconnections, we work
with the outputs of states (i.e. hij , i, j ∈ [1;N ], i 6= j) (cf. Figure 1).
We are interested in synthesizing control policies ρ for system S enforcing given complex specifications. Here,
we consider history-dependent policies given by ρ = (ρ0, ρ1, . . . , ρk, . . .) with functions ρk : Hk → U , where Hk
is the set of all k-histories hk defined as hk := (x(0), ν(0),x(1), ν(1), . . . ,x(k − 1), ν(k − 1),x(k)). A subclass
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of those policies are called stationary and are defined as ρ = (u,u, . . . ,u, . . .) with a function u : X → U . In
stationary policies, the mapping at time k depends only on the current state x(k) and does not change over
time.
2.3. Class of Specifications. Here, we consider the class of specifications expressed by deterministic co-
Bu¨chi automata (DCA) [Lo¨d01] as defined next.
Definition 2.3. A deterministic co-Bu¨chi automaton (DCA) is a tuple A = (Q,Q0,Σ, δ, F ), where Q is a
finite set of states, Q0 ⊆ Q is a set of initial states, Σ is a finite set of alphabet, δ : Q×Σ→ Q is a transition
function, and F ⊆ Q is a set of final states.
We use notation q
σ−→ q′ to denote transition (q, σ, q′) ∈ δ. We also denote the set of all successor states of a
state q ∈ Q by ∆(q). Consider an infinite state run q = (q0, q1, . . .) ∈ Qω such that q0 ∈ Q0, qi σi−→ qi+1 for all
i ≥ 0 and let Inf(q) be the set of states that occurs infinitely many times in q. An infinite word (a.k.a trace)
σ = (σ0, σ1, . . .) ∈ Σω is accepted by DCA A if there exists an infinite state run q such that Inf(q) ∩ F = ∅.
The set of words accepted by A is called the accepting language of A and is denoted by L(A).
A deterministic Bu¨chi automaton (DBA) is defined syntactically exactly as a deterministic co-Bu¨chi automaton
except that its accepting runs are those for which Inf(q)∩F 6= ∅. Note that the complement of a deterministic
co-Bu¨chi automaton is a deterministic Bu¨chi automaton [Lo¨d01].
In this work, we consider those specifications given by the accepting languages of DCA A defined over the set
of atomic propositions Π, i.e., the alphabet1 Σ = Π. We should highlight that the temporal logic specifica-
tions represented using obligation properties [MP12] (including boolean combinations of safety and guarantee
properties) are all recognized by deterministic weak automata [DEK07] which are included in DCA. For other
temporal logic formulae, one can readily check the existence of DCA using the tool SPOT [DLLF+16].
2.4. Satisfaction of Specifications by Interconnected Control Systems. In this subsection, we define
how the specification given by the accepting language of DCA A is satisfied by the system S as in Definition
2.2. To relate the state of the system to DCA A, we use a measurable labeling function L : X → Π, where Π
is the set of atomic propositions.
Definition 2.4. Consider an interconnected control system S = (X,U, f) as in Definition 2.2 and a spec-
ification expressed by DCA A = (Q,Q0,Π, δ, F ). In order to reason about the given specification for the
system S, we use a measurable labeling function L : X → Π. In addition, consider an infinite state run
x = (x(0),x(1), . . .) ∈ Xω, and labeling function L : X → Π. Then, the corresponding trace over Π is given
by L(x) := (σ0, σ1, . . .) ∈ Πω, where σk = L(x(k)) for all k ∈ {0, 1, . . .}.
Note that we abuse the notation by using map L(·) over Xω, i.e., L(x(0),x(1), . . .) ≡ (L(x(0)), L(x(1)), . . .).
Their distinction is clear from the context. Next we define the satisfaction of specifications by the control
systems S.
Definition 2.5. Consider an interconnected control system S = (X,U, f) as in Definition 2.2, a specification
given by the accepting language of DCA A = (Q,Q0,Π, δ, F ), and a labeling function L : X → Π. We say that
the state run of S starting from initial state x ∈ X under control policy ρ satisfies the specification given by
A, denoted by L(xx,ρ) |= A, if L(xx,ρ) ∈ L(A).
2.5. Problem Definition. The main synthesis problem in this work is formally defined next.
Problem 2.6. Given an interconnected control system S=(X,U, f) as in Definition 2.2, a specification given
by the accepting language of DCA A = (Q,Q0,Π, δ, F ) over a set of atomic propositions Π = {p0, p1, . . . , pM},
and a labeling function L : X → Π, compute a control policy ρ (if existing) such that L(xx,ρ) |= A for all
x ∈ L−1(pi) and some i ∈ {0, 1, . . . ,M}.
1For properties expressed by DCA A over atomic propositions Π, A is usually constructed over the alphabet Σ = 2Π. Without
loss of generality, we work with the set Π directly as the alphabet rather than its power set.
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Figure 2. Illustration of a set X containing sets Xa and Xb: the dashed line illustrates the
-level set of B, defined as E(B)={x∈X|B(x)=}, and the dotted curve is the run of system
S.
Finding a solution to Problem 2.6 (if existing) is difficult in general. In this paper, we provide a method that
is sound in solving the problem. To construct a control policy ρ, our approach utilizes the notion of control
barrier functions as defined in the next section. Later, we provide a compositional approach on constructing
such control barrier functions to make it tractable for large-scale systems.
3. Control Barrier Function
In this section, we define the notion of control barrier function which will be used throughout the paper.
Definition 3.1. A function B : X → R≥0 is a control barrier function for an interconnected control system
S = (X,U, f) as in Definition 2.2 if for any x ∈ X there exists an input u ∈ U such that
B(f(x, u)) ≤ κ(B(x)),(3.1)
for some κ ∈ K∞ with κ ≤ Id.
Note that the above definition associates a stationary policy u : X → U according to the existential quantifier
on the input for any state x ∈ X. The importance of the existence of a control barrier function for system S
is shown in the following proposition.
Proposition 3.2. Consider an interconnected control system S = (X,U, f), and sets Xa, Xb ⊆ X. Assume
that there exits a control barrier function B : X → R≥0 as defined in Definition 3.1 with a stationary policy
u : X → U and constants 1, 2 ∈ R>0 with 2 ≥ 1 such that
B(x) ≤ 1, ∀x ∈ Xa,(3.2)
B(x) > 2, ∀x ∈ Xb.(3.3)
Then, for the state run xx,u of S starting from any initial state x ∈ Xa and under corresponding policy u(·),
one has xx,u(k) ∩Xb=∅, ∀k ∈ N.
Proof. We prove by contradiction. Consider a state run xx,u of S that starts at some x ∈ Xa. Suppose
xx,u reaches a state inside Xb. Following (3.2) and (3.3), one has B(x(0)) ≤ 1 and B(x(k)) > 2 for
some k ∈ N. Since B(·) is a control barrier function and by using inequality (3.1), one can conclude that
2 < B(x(k)) ≤ B(x(0)) ≤ 1. This contradicts 2 ≥ 1 which completes the proof. 
The interpretation of Proposition 3.2 is illustrated in Figure 2. In the next section, we discuss how to translate
Problem 2.6 for a given specification into the computation of a collection of control barrier functions each
satisfying conditions as in Proposition 3.2.
6 P. JAGTAP, A. SWIKIR, AND M. ZAMANI
4. Formal Synthesis using Control Barrier Functions
In order to synthesize control policies using control barrier functions enforcing specifications expressed by
DCA A, we first provide the decomposition of specifications into sequential reachability tasks which will later
be solved using control barrier functions.
4.1. Sequential Reachability Decomposition. Consider a DCA A = (Q,Q0,Π, δ, F ) expressing the prop-
erties of interest for the system S. Consider the DBA Ac = (Q,Q0,Π, δ, F ) whose language is the complement
of the language of DCA A. As one can readily see, the DBA Ac has the same structure as the DCA A,
but with the Bu¨chi accepting condition. The infinite sequence q = (q0, q1, . . .) ∈ Qω is called an accepting
state run if q0 ∈ Q0 and there exists infinitely many j ≥ 0 such that qj ∈ F , and there exists an infinite
word σ = (σ0, σ1, . . .) ∈ Πω such that qk σk−→ qk+1 for all k ∈ N. For a given accepting state run q, we
denote the corresponding infinite words by σ(q) ⊆ Πω. We also use a similar notation to denote finite words
corresponding to finite state runs (i.e., σ(q) ∈ Πn for q ∈ Qn+1, n ∈ N). It is known [BKL08, Lemma 4.39]
that there exists a word σ ∈ Πω accepted by Ac if and only if there exists a state run of Ac of the form
q = (qr0, q
r
1, . . . , q
r
mr , (q
s
0, q
s
1, . . . , q
s
ms)
ω) ∈ Qω, where mr,ms ∈ N with mr +ms = n, qr0 ∈ Q0 and qs0 ∈ F . Let q
be a finite state run fragment of an accepting run q constructed by considering infinite sequence (qs0, q
s
1, . . . , q
s
ms)
only once and is given by q = (qr0, q
r
1, . . . , q
r
mr , q
s
0, q
s
1, . . . , q
s
ms , q
s
0) ∈ Q∗.
Let R be the set of all such finite state run fragments excluding self-loops,
R := {q =(qr0, qr1, . . . , qrmr , qs0, qs1, . . . , qsms , qs0) | qr0 ∈ Q0, qs0 ∈ F, qri 6= qri+1,∀i < mr, and qsj 6= qsj+1,∀j<ms}.
(4.1)
Computation of R can be done algorithmically by viewing Ac as a directed graph G = (V, E) with vertices
V = Q and edges E ⊆ V ×V such that (q, q′) ∈ E if and only if q′ 6= q and there exist p ∈ Π such that q p−→ q′.
We call a finite sequence of states (q0, q1, . . . , qn) ∈ Qn, n ∈ N, satisfying (qi, qi+1) ∈ E , for all i ∈ [0;n− 1] a
path in the graph G. For any (q, q′) ∈ E , we denote the atomic proposition associated with the edge (q, q′) by
σ(q, q′). Now, one can easily compute R using variants of depth first search algorithm [RNC+03] over G. For
each p ∈ Π, we define a set Rp as
(4.2) Rp :={q = (qr0, qr1, . . . , qrmr , qs0, qs1, . . . , qsms , qs0)∈R|σ(qr0, qr1) = p}.
Decomposition into sequential reachability is performed as follows. For any q = (q0, q1, . . . , qmr+ms+3) ∈ Rp,
we define Pp(q) as a set of all state runs of length 3,
(4.3) Pp(q) := {(qi, qi+1, qi+2, ) | 0 ≤ i ≤ mr + ms + 1}.
We define P(Ac) = ⋃p∈Π⋃q∈Rp Pp(q). For the better understanding, the decomposition into sequential
reachability is demonstrated below with an example.
Example 1. Consider a DBA Ac as shown in Figure 3, where Q0 = {q0}, Π = {p0, p1, p2, p3}, and F = {q3}.
The set of accepting state runs is {(q0, q∗1 , q∗2 , qω3 ), (q0, q∗1 , q∗4 , qω3 ), (q0, q∗4 , qω3 ), (q0, qω3 )}. The set of finite state
run fragments R in (4.1) is obtained as follow:
R = {(q0, q1, q2, q3, q3), (q0, q1, q4, q3, q3), (q0, q4, q3, q3), (q0, q3, q3)}.
The sets Rp for p ∈ Π are as follows:
Rp0 = {(q0, q1, q2, q3, q3), (q0, q1, q4, q3, q3)}, Rp1 = {(q0, q3, q3)},
Rp2 = {(q0, q4, q3, q3)}, Rp3 = {(q0, q3, q3)}.
The sets Pp(q) for q ∈ Rp are as follows:
Pp0(q0, q1, q2, q3, q3) = {(q0, q1, q2), (q1, q2, q3), (q2, q3, q3)},
Pp0(q0, q1, q4, q3, q3) = {(q0, q1, q4), (q1, q4, q3), (q4, q3, q3)},
Pp2(q0, q4, q3, q3) = {(q0, q4, q3), (q4, q3, q3)},
Pp1(q0, q3, q3) = Pp3(q0, q3, q3) = {(q0, q3, q3)}.
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Figure 3. DBA Ac used in Example 1.
For every q ∈ Rp, the corresponding finite words σ(q) are listed as follows:
σ(q0, q3, q3) = (p1 ∨ p3,>), σ(q0, q1, q2, q3, q3) = (p0, p1, p2,>),
σ(q0, q4, q3, q3) = (p2, p1,>), σ(q0, q1, q4, q3, q3) = (p0, p2, p1,>).
Having Pp(q) defined in (4.3) as the set of state runs of length 3, now we provide a systematic approach to
compute a policy such that the state runs of S satisfy the specification expressed by DCA A. Given DBA
Ac, our approach relies on performing computation of control barrier functions for each element of P(Ac),
which at the end provides control policies ensuring that we never have accepting runs in the complement of
the given specification (i.e., DCA A). To provide the result on the construction of control policies to solve
Problem 2.6, we provide the following lemma which is a direct consequence of results in Proposition 3.2 and,
hence, provided without a proof.
Lemma 4.1. For p ∈ Π and q ∈ Rp, consider (q, q′, q′′) ∈ Pp(q). If there exists a control barrier function
with stationary policy u(·) satisfying conditions (3.2) and (3.3) in Proposition 3.2 with Xa = L−1(σ(q, q′))
and Xb = L
−1(σ(q′, q′′)), then the state run xx,u of S starting from any initial state x ∈ Xa under policy u(·)
satisfies xx,u(k) ∩ L−1(σ(q′, q′′)) = ∅ ∀k ∈ N.
Observe that for a triplet (q, q′, q′′), q, q′, q′′ ∈ Q, the corresponding labels in the automaton is given as
p1 = σ(q, q
′) and p2 = σ(q′, q′′). Now by using the labeling function L, one gets corresponding regions
Xa = L
−1(p1) and Xb = L−1(p2). Thus, one can simply use Proposition 3.2 to provide the result in Lemma
4.1.
Lemma 4.1 uses control barrier functions along with appropriate choices of stationary control policies u(·) for
elements in P(Ac) as mentioned in Proposition 3.2. However, computation of control barrier functions and the
policies for each element of P(Ac) can cause ambiguity while utilizing controllers in closed-loop whenever there
are more than one outgoing edges from a state of the automaton. To make this more clear, consider elements
η1 = (q0, q1, q2) and η2 = (q0, q1, q4) from Example 1, where there are two outgoing transitions from state q1
(see Figure 3). This results in two different reachability problems, namely, reaching sets L−1(σ(q1, q2)) and
L−1(σ(q1, q4)) starting from the same set L−1(σ(q0, q1)). Thus computing different control barrier functions
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and corresponding controllers in such a scenario is not helpful. To resolve this ambiguity, we simply merge
such reachability problems into one reachability problem by replacing the set Xb in Lemma 4.1 with the
union of regions corresponding to the alphabets of all outgoing edges. Thus, we get a common control barrier
function and a corresponding controller. This enables us to partition P(Ac) and put the elements sharing a
common control barrier function and a corresponding control policy in the same partition set. These sets can
be formally defined as:
µ(q,q′,∆(q′)) :={(q, q′, q′′) ∈ P(Ac) | q, q′, q′′ ∈ Q and q′′ ∈ ∆(q′)}.
The control barrier function and the control policy corresponding to the partition set µ(q,q′,∆(q′)) are denoted
by Bµ(q,q′,∆(q′))(x) and uµ(q,q′,∆(q′))(x), respectively. Thus, for all η ∈ P(Ac), we have
Bη(x) = Bµ(q,q′,∆(q′))(x) and uη(x) = uµ(q,q′,∆(q′))(x), if η ∈ µ(q,q′,∆(q′)).(4.4)
4.2. Control Policy. From the above discussion, one can readily observe that we have different stationary
control policies at different locations of the automaton which can be interpreted as a switching control policy.
Next, we define the automaton representing the switching mechanism for control policies. Consider the
DBA Ac = (Q,Q0,Π, δ, F ) as discussed in Section 4.1, where ∆(q) denotes the set of all successor states
of q ∈ Q. Now, the switching mechanism is given by an automata Am = (Qm, Qm0,Πm, δm), where Qm :=
Qm0 ∪ {(q, q′,∆(q′)) | q, q′ ∈ Q} is the set of states, Qm0 := {(q0,∆(q0)) | q0 ∈ Q0} is the set of initial states,
Πm = Π, and the transition relation (qm, σ, q
′
m) ∈ δm is defined as
• for all qm = (q0,∆(q0)) ∈ Qm0,
(q0,∆(q0))
σ(q0,q
′′)−→ (q0, q′′,∆(q′′)), where q0σ(q0,q
′′)−→ q′′;
• for all qm = (q, q′,∆(q′)) ∈ Qm \Qm0,
(q, q′,∆(q′))
σ(q′,q′′)−→ (q′, q′′,∆(q′′)), such that q, q′, q′′ ∈ Q, q′σ(q
′,q′′)−→ q′′.
The control policy that is a candidate for solving Problem 2.6 is given by
(4.5) ρ(x, qm) = uµ(q′m)
(x), ∀(qm, L(x), q′m) ∈ δm.
Remark 4.2. The control policy in (4.5) is a policy on the augmented space X × Qm. Such a policy is
equivalent to a history dependent policy on the state set X of the system as discussed in the last paragraph of
Subsection 2.2 (see [TMKA13] for a proof).
Example 1. (continued) Consider DBA Ac in Figure 3. Assume we have control barrier functions and
corresponding control policies as given in (4.4). The automaton Am = (Qm, Qm0,Πm, δm) modeling the
switching mechanism between control policies is shown in Figure 4.
In the next theorem, we show that the policy given in (4.5) is indeed a solution for Problem 2.6.
Theorem 4.3. Given p ∈ Π, assume that there exists (q, q′, q′′) ∈ Pp(q), for all q ∈ Rp for which we have
a control barrier function and a controller as given in (4.4). Then the state run xx,ρ of S starting from
any initial state x ∈ L−1(p) under policy ρ given in (4.5) satisfies the accepting language of DCA A, i.e.,
L(xx,ρ(k)) |= A for all k ∈ N.
Proof. Consider p ∈ Π and an accepting state run q = (qr0, qr1, . . . , qrmr , (qs0, qs1, . . . , qsms)ω) ∈ Qω in Ac with
σ(qr0, q
r
1) = p. Let the corresponding finite state run be q ∈ Rp as defined in Subsection 4.1. If for a triplet
(q, q′, q′′) ∈ Pp(q) one can find a control barrier function with a stationary control policy u(·), from Lemma
4.1 one can conclude σ(q) /∈ L(Ac). Now, if there exist control barrier functions and corresponding controllers
as defined in (4.4) for a triplet (q, q′, q′′) ∈ Pp(q) for any q ∈ Rp, one has σ(q) /∈ L(Ac) for any accepting
state run q = (qr0, q
r
1, . . . , q
r
mr , (q
s
0, q
s
1, . . . , q
s
ms)
ω) ∈ Qω satisfying σ(qr0, qr1) = p. By utilizing the definition of
labeling function L, this implies that the state run xx,ρ of S starting from any initial state x ∈ L−1(p) under
policy ρ given in (4.5) satisfies L(xx,ρ(k)) /∈ L(Ac) for all k ∈ N. Hence, we have L(xx,ρ(k)) ∈ L(A) for all
k ∈ N and for any initial state x ∈ L−1(p). This concludes the proof. 
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Figure 4. Automata Am representing switching mechanism for controllers.
Remark 4.4. Theorem 4.3 says that in order to satisfy the given specification by the system S starting from
any initial state x ∈ L−1(p), one needs to find a control barrier function as in (4.4) satisfying Lemma 4.1 for
at least one (q, q′, q′′) ∈ Pp(q) for each q ∈ Rp. For the rest, one can choose control inputs arbitrarily.
Remark 4.5. For any (q, q′, q′′) ∈ µ(q,q′,∆(q′)), if L−1(σ(q, q′)) ∩ L−1(σ(q′, q′′)) 6= ∅, there exists no control
barrier function satisfying conditions in Proposition 3.2. This follows directly due to the conflict in conditions
(3.2) and (3.3). For example consider the triplet (q4, q3, q3) ∈ Pp2(q0, q4, q3) in Example 1. There, we have
L−1(p1)∩L−1(>) = L−1(p1) 6= ∅, so there is no need to search for a control barrier function in this case since
there is none.
A general interpretation of this section can be summarized as follows. Intuitively, control barrier functions
are used to provide a guarantee for not reaching an unsafe set starting from an initial set. When dealing with
DBA, one should provide control barrier functions ensuring that trajectories are not reaching final states of
the automata through all possible paths. To do so, those paths are divided into state runs of length 3 with
two atomic propositions associated with it. The regions associated with those two atomic propositions can be
treated as sets Xa and Xb in Proposition 3.2 to find such control barrier functions. If we succeed in finding
at least one control barrier function in all possible paths, we can provide the result on the overall reachability
property (i.e. on reaching final states of DBA).
5. Compositional Construction of Control Barrier Functions
In this section, we provide a method for compositional construction of control barrier functions for inter-
connected systems S in Definition 2.2. Suppose we are given control subsystems Si = (Xi, Ui,Wi, fi, Yi, hi),
i ∈ [1, N ], and assume sets Xa and Xb introduced in Proposition 3.2 can be decomposed as Xa =
∏N
i=1Xai
and Xb =
∏N
i=1Xbi. Note that sets Xa and Xb are associated with some atomic propositions in Π through
a labeling function L : X → Π. This implies that all the sets associated with atomic propositions in Π have
the decomposed structure as Xa and Xb. The result provided in this section is mainly used to obtain control
barrier functions compositionally to satisfy the reachability tasks as given in Lemma 4.1. Here, we assume
that each control subsystem Si admits a local control barrier function as defined next.
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Definition 5.1. Let Si = (Xi, Ui,Wi, fi, Yi, hi) be a control subsystem, where i ∈ [1;N ]. A function Bi : Xi →
R≥0 is called a local control barrier function for Si if it satisfies the following conditions:
Bi(xi) ≥ αi(‖hi(xi)‖), ∀xi ∈ Xi,(5.1)
Bi(xi) ≤ i, ∀xi ∈ Xai,(5.2)
Bi(xi) > i, ∀xi ∈ Xbi,(5.3)
and ∀xi ∈ Xi ∃ ui ∈ Ui,∀wi ∈Wi such that
Bi(fi(xi, wi, ui)) ≤ max{κi(Bi(xi)), γwi(‖wi‖)},(5.4)
for some αi, κi, γwi ∈ K∞ with κi ≤ Id, and some i, i ∈ R≥0.
Local control barrier functions of subsystems are mainly for constructing control barrier functions for the
interconnected systems and they are not used directly for verifying any reachability task.
Remark 5.2. Note that condition 1 ≤ 2 in Definition 3.1 requires implicitly that Xa ∩Xb = ∅. However,
in Definition 5.1 we do not require any condition between i and i because one may have Xai ∩Xbi 6= ∅ even
though Xa ∩Xb = ∅.
Remark 5.3. Note that condition (5.4) in Definition 5.1 implies that control input ui only depends on the
state xi and is independent of internal input wi. This allows us to design (if possible) decentralized control
policies which do not require state information of other subsystems. However, if we change the sequence of
quantifiers in (5.4) to ∀xi ∈ Xi ∀wi ∈Wi ∃ ui ∈ Ui, then one obtains distributed control policies which require
state informations of neighboring subsystems through internal inputs wi.
For functions κi, αi, and γwi associated with Bi, ∀i ∈ [1;N ], appeared in Definition 5.1, we define
γij :=
{
κi if i = j,
γwi ◦ α−1j if i 6= j, ∀i, j ∈ [1;N ].(5.5)
In order to establish the main compositionality results of the paper, we raise the following small-gain type
assumption.
Assumption 5.4. Assume that functions γij defined in (5.5) satisfy
γi1i2 ◦ γi2i3 ◦ · · · ◦ γir−1ir ◦ γiri1 < Id,(5.6)
∀(i1, . . . , ir) ∈ {1, . . . , N}r, where r ∈ {1, . . . , N}.
Note that by using Theorem 5.2 in [DRW10], the small-gain condition (5.6) implies that there exist ϕi ∈ K∞,
∀i ∈ [1;N ], satisfying
max
j∈[1;N ]
{ϕ−1i ◦ γij ◦ ϕj} < Id.(5.7)
The next theorem provides a compositionality approach to compute a control barrier function for intercon-
nected system S in Definition 2.2 via local control barrier functions of subsystems Si.
Theorem 5.5. Consider the interconnected control system S = I(S1, . . . ,SN ) induced by N ∈ N≥1 control
subsystems Si. Assume that each Si admits a local control barrier function Bi as defined in Definition 5.1.
Let Assumption 5.4 hold and max
i∈[1;N ]
{ϕ−1i (i)} ≤ max
i∈[1;N ]
{ϕ−1i (i)}. Then, function B : X → R≥0 defined as
B(x) := max
i∈[1;N ]
{ϕ−1i ◦ Bi(xi)},
is a control barrier function for the interconnected control system S satisfying conditions (3.2) and (3.3) in
Proposition 3.2 with Xa =
∏N
i=1Xai and Xb =
∏N
i=1Xbi.
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Proof. First, let κ = max
i,j∈[1,N ]
{ϕ−1i ◦ γij ◦ ϕj}. It follows from (5.7) that κ < Id.
Now ∀x = [x1; . . . ;xN ] ∈
∏N
i=1Xi = X ∃u = [u1; . . . ;uN ] ∈
∏N
i=1 Ui = U such that one gets the following
chain of inequalities
B(f(x, u)) = max
i
{ϕ−1i ◦ Bi(fi(xi, ui, wi))}
≤max
i
{
ϕ−1i
(
max{κi(Bi(xi)), γwi(‖wi‖)}
)}
= max
i
{
ϕ−1i
(
max{κi(Bi(xi)), γwi(max
j,j 6=i
{‖wij‖})}
)}
= max
i
{
ϕ−1i
(
max{κi(Bi(xi)), γwi(max
j,j 6=i
{‖yji‖})}
)}
= max
i
{
ϕ−1i
(
max{κi(Bi(xi)), γwi(max
j,j 6=i
{‖hji(xj)‖})}
)}
≤max
i
{
ϕ−1i
(
max{κi(Bi(xi)), γwi(max
j,j 6=i
{‖hj(xj)‖})}
)}
≤max
i
{
ϕ−1i
(
max{κi(Bi(xi)), γwi(max
j,j 6=i
{α−1j ◦ Bj(xj)}
)}
≤max
i,j
{
ϕ−1i ◦ γij ◦ Bj(xj)
}
= max
i,j
{
ϕ−1i ◦ γij ◦ ϕj ◦ ϕ−1j ◦ Bj(xj)
}
≤max
i,j,l
{
ϕ−1i ◦ γij ◦ ϕj ◦ ϕ−1l ◦ Bl(xl)
}
= max
i,j
{
ϕ−1i ◦ γij ◦ ϕj ◦ B(x)
}
= κ(B(x)),
satisfying condition (3.1).
Now, we show that conditions (3.2) and (3.3) hold. From conditions (5.2) and (5.3), ∀x = [x1; . . . ;xN ] ∈∏N
i=1Xai = Xa, one has
B(x)= max
i∈[1;N ]
{ϕ−1i ◦Bi(xi)}≤max
i∈[1;N ]
{ϕ−1i (i)},
and ∀x = [x1; . . . ;xN ] ∈
∏N
i=1Xbi = Xb
B(x)= max
i∈[1;N ]
{ϕ−1i ◦Bi(xi)}> max
i∈[1;N ]
{ϕ−1i (i)},
satisfying conditions (3.2) and (3.3) with
1 = max
i∈[1;N ]
{ϕ−1i (i)}, 2 = max
i∈[1;N ]
{ϕ−1i (i)}.
This concludes the proof. 
Now, we provide a discussion about the feasibility of inequality
max
i∈[1;N ]
{ϕ−1i (i)} ≤ max
i∈[1;N ]
{ϕ−1i (i)},(5.8)
required in Theorem 5.5. In general, inequality (5.8) is not very restrictive. Indeed, functions ϕi in (5.7) play
the role of rescaling the barrier functions of the individual subsystems while normalizing the effect of internal
gains of other subsystems (see [DRW10] for a similar discussion in the context of Lyapunov stability). Due to
this scaling, one can expect that such an inequality holds in many applications.
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In the case that Xai ∩Xbi = ∅, ∀i ∈ [1;N ], inequality (5.8) always holds with max
i∈[1;N ]
{i} ≤ min
i∈[1;N ]
{i}. Note
that we can always impose such a condition over i and i whenever Xai ∩ Xbi = ∅,∀i ∈ [1;N ]. In the case
where ϕi = ϕj ,∀i, j ∈ [1;N ], inequality (5.8) simply reduces to max
i∈[1;N ]
{i} ≤ max
i∈[1;N ]
{i}.
Remark 5.6. In the context of stability analysis of interconnected nonlinear control systems, condition (5.6)
is commonly used to show different stability proprieties (e.g., uniform asymptotic stability or input-to-state
stability) for the entire network by investigating stability criteria for subsystems. Moreover, condition (5.6)
is also been shown to be tight and cannot be weakened in the context of stability verification of interconnected
systems. We refer interested readers to [DRW07] for more details on the tightness analysis of small-gain
condition (5.6).
Remark 5.7. Here, we provide a general guideline on the computation of K∞ functions ϕi, i ∈ [1;N ] as
follows: (i) In the case of having N ≥ 1 subsystems, functions ϕi, i ∈ [1;N ], can be constructed numerically
using the algorithm proposed in [Eav72] and the technique provided in [DRW10, Proposition 8.8], see [Ruf07,
Chapter 4]; (ii) Simple construction techniques are provided in [JMW96] and [DRW10, Section 9] for the case
of two and three subsystems, respectively; (iii) the K∞ functions ϕi, i ∈ [1;N ], can be always chosen as identity
functions provided that γij < Id, ∀ i, j ∈ [1;N ], for functions γij appeared in (5.5).
5.1. Computation of Local Control Barrier Functions. Proving the existence of a control barrier func-
tion and finding one are in general hard problems. However, under some assumptions over systems dynamics,
control inputs, and labeling functions, one can search for a local control barrier functions and corresponding
control policies of specific forms. In this subsection, we provide two potential solutions: one using sum-of-
squares (SOS) program and the other one using counterexample guided inductive synthesis (CEGIS).
5.1.1. Sum-of-squares program. In order to formulate conditions in Definition 5.1 as an SOS optimization to
search for a polynomial local control barrier function Bi(·) and a polynomial stationary control policy ui(·),
we raise the following assumption.
Assumption 5.8. Subsystem Si has a continuous state set Xi ⊆ Rni , a continuous external input set Ui ⊆
Rmi , and a continuous internal input set Wi ⊆ Rpi . Its transition function fi : Xi × Ui × Wi → Xi is
polynomial in variables xi, ui, and wi.
The following lemma provides a set of sufficient conditions for the existence of local control barrier functions
required in Theorem 5.5, which can be solved as an SOS optimization.
Lemma 5.9. Suppose Assumption 5.8 holds and sets Xai, Xbi, Xi can be defined as Xai = {xi ∈ Rni |
gai(xi) ≥ 0}, Xbi = {xi ∈ Rni | gbi(xi) ≥ 0}, Xi = {xi ∈ Rni | gi(xi) ≥ 0}, and Wi = {wi ∈ Rpi | gwi(wi) ≥
0}, where the inequalities are defined element-wise and gai, gbi, gi, gwi are vectors of polynomial functions.
Suppose there exists a sum-of-squares polynomial Bi(xi), polynomials λuji(xi) corresponding to the jth input
in ui = (u1i, u2i, . . . , umii) ∈ Ui ⊆ Rmi , and vectors of sum-of-squares polynomials λai(xi), λbi(xi), λi(xi),
λi(xi), λwi(wi) of appropriate size, and αˆi, κˆi, γˆwi ∈ K∞ with κˆi ≤ Id such that following expressions are
sum-of-squares polynomials:
Bi(xi)− αˆi(‖hi(xi)‖)− λTi (xi)gi(xi),(5.9)
− Bi(xi) + i − λTai(xi)gai(xi),(5.10)
Bi(xi)− i − λTbi(xi)gbi(xi),(5.11)
− Bi(fi(xi, wi, ui)) + κˆi(Bi(xi)) + γˆwi(‖wi‖)−
mi∑
j=1
(uji − λuji(xi))− λ
T
i (xi)gi(xi)− λTwi(wi)gwi(wi),(5.12)
where i, i are the constants introduced in Definition 5.1. Then Bi(xi) satisfies conditions (5.1)-(5.4) in
Definition 5.1 and ui = [λu1i(xi); . . . ,
λumii(xi)], i ∈ [1, N ], is the corresponding controller.
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Proof. Following a similar argument as the one in the proof of Lemma 5.6 in [JSZ19], conditions (5.9)-(5.12)
imply
Bi(xi) ≥ αˆi(‖hi(xi)‖), ∀xi ∈ Xi,(5.13)
Bi(xi) ≤ i, ∀xi ∈ Xai,(5.14)
Bi(xi) > i, ∀xi ∈ Xbi,(5.15)
and ∀xi ∈ Xi ∃ ui ∈ Ui,∀wi ∈Wi such that
Bi(fi(xi, wi, ui)) ≤ κˆi(Bi(xi)) + γˆwi(‖wi‖).(5.16)
By using Theorem 1 in [SGZ18], condition (5.16) can be written as
Bi(fi(xi, wi, ui)) ≤ max{κi(Bi(xi)), γwi(‖wi‖)},
where κi = Id − (Id − ψi) ◦ (Id − κˆi), γwi = (Id − κˆi)−1 ◦ ψ−1i ◦ γˆwi, with ψi ∈ K∞ chosen arbitrarily such
that ψi < Id. Let αi = αˆi and this concludes the proof. 
Remark 5.10. Note that function κˆi(·) in (5.12) can cause nonlinearity on the unknown parameters of Bi. A
possible way to avoid this is to consider a linear function κˆi(r) = cir, ∀r ≥ 0, with some constant 0 < ci < 1.
Then one can use bisection method to minimize the value of ci.
One can utilize existing tools such as SOSTOOL [PAV+13] in conjunction with a semidefinite programming
solver such as SeDuMi [Stu99] to compute a sum-of-squares polynomial Bi(xi) satisfying (5.9)-(5.12).
5.1.2. Counter-example guided synthesis approach. This approach uses feasibility solvers for finding local con-
trol barrier functions of a given parametric form using Satisfiability Modulo Theories (SMT) solvers such as Z3
[dMB08], MathSAT [CGSS13], or dReal [GKC13]. In order to use the CEGIS framework, we raise the following
assumption.
Assumption 5.11. Each control subsystem Si, i ∈ [1;N ], has compact state set Xi, compact internal input
set Wi, and a finite input set Ui.
Under Assumption 5.11, conditions (5.1)-(5.4) can be rephrased as a satisfiability problem which can be
searched for parametric local control barrier function using the CEGIS approach. The feasibility condition
that is required to be satisfied for the existence of a local control barrier function Bi is given in the following
lemma.
Lemma 5.12. Consider control subsystem Si = (Xi, Ui,Wi, fi, Yi, hi) satisfying Assumption 5.11. Suppose
there exists a function Bi(xi) and K∞ functions αˆi, κˆi and γˆwi such that the following expression is true∧
xi∈Xi
Bi(xi)≥ αˆi(‖hi(xi)‖)
∧
xi∈Xai
Bi(xi)≤i
∧
xi∈Xbi
Bi(xi) > i∧
xi∈Xi
( ∨
ui∈Ui
( ∧
wi∈Wi
(Bi(fi(xi, wi, ui)) ≤ κˆi(Bi(xi)) + γˆwi(‖wi‖)))),(5.17)
where i, i are the constants introduced in Definition 5.1. Then Bi(xi) satisfies conditions (5.1)-(5.4) in
Definition 5.1.
Note that condition (5.17) implies conditions (5.13)-(5.16) which imply (5.1)-(5.4). One can utilize the CEGIS
approach to search for parametric barrier functions solving the feasibility problem in (5.17). For the detailed
discussion on CEGIS approach, we kindly refer interested readers to [JSZ19, Subsection 5.3.2].
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Figure 5. DCA A representing specification.
6. Case Studies
6.1. Room Temperature Control. The evolution of the temperature T of N rooms are described by the
interconnected discrete-time model:
S : T(k + 1) = AT(k) + αeTE + αhThν(k),
where A ∈ RN×N is a matrix with elements {A}ii = (1 − 2α − αe − αhνi(k)), {A}i(i+1) = {A}(i+1)i =
{A}1N = {A}N1 = α, ∀i ∈ [1;N − 1], and all other elements are identically zero, T(k) = [T1(k); . . . ; TN (k)],
ν(k) = [ν1(k); . . . ; νN (k)], TE = [Te1; . . . ;TeN ], where νi(k) ∈ [0, 1] for all i ∈ [1;N ] represents ratio of
the heater valve being open. The other parameters are as follow: ∀i ∈ [1;N ], Tei = 15 ◦C is the external
temperature and Th = 55
◦C is the heater temperature. Parameters α = 5 × 10−2, αe = 8 × 10−3, and
αh=3.6× 10−3 are heat exchange coefficients. All the parameters are adopted from [JZ17].
The state set of the system is T ⊆ RN . We consider regions of interest X0 = [20.5, 22.5]N , X1 = [0, 20]N ,
X2 = [23, 45]
N , and X3 = T \ (X0 ∪X1 ∪X2). The set of atomic propositions is given by Π = {p0, p1, p2, p3}
with labeling function L(xj) = pj for all xj ∈ Xj , j ∈ {0, 1, 2, 3}. The objective is to compute a control
policy ensuring satisfaction of the specification given by the accepting language of the DCA A in Figure 5.
In English, language of A entails that if we start in X0 it will always stay away from X1 or X2. Note that,
the corresponding DBA Ac accepting complement of L(A) has exactly the same structure as in Figure 5, but
with the Bu¨chi accepting condition. One can readily see that, we have sets Pp0 = {(q0, q1, q2), (q1, q2, q2)} and
Pp1 = Pp2 = Pp3 = {(q0, q2, q2)}. Following Remark 4.5, we only need to compute a control barrier function
corresponding to triplet (q0, q1, q2).
In order to apply our compositionality result, we need to decompose the system S into subsystems Si, i ∈ [1;N ].
Accordingly, by introducing Si described by
Si :
{
Ti(k + 1) = aTi(k) + dωi(k) + αeTei + αhThνi(k),
yi(k) = Ti(k),
one can readily verify that S = I(S1, . . . ,SN ), where a = 1 − 2α − αe − αhνi(k), d = [α;α]T , and ωi(k) =
[yi−1(k); yi+1(k)] (with y0 = yN and yN+1 = y1).
To compute local control barrier functions, we solve sum-of-squares program using SOSTOOLS and SeDuMi as
described in Subsection 5.1.1. By using Lemma 5.9, for all i ∈ [1;N ], we compute local control barrier functions
of order 2 as Bi(xi) = 0.07456x2i − 3.18xi + 73.79 and the corresponding stationary control policy of order
1 as ui(xi) = −0.002398xi + 0.5357 with Xai = [20.5, 22.5], Xbi = [0, 20] ∪ [23, 45], constants i = i = 40,
and functions αˆi(r) = 1.5r, κˆi(r) = 0.65r, and γˆwi(r) = 0.5r ∀r ∈ R≥0. One can readily verify that the
small-gain assumption in (5.6) holds with γij(r) = 0.95r, ∀r ∈ R≥0. Then by utilizing results in Theorem
5.5, we get overall control barrier function B(x) := maxi∈[1;N ]{ϕ−1i ◦ Bi(xi)} with ϕi = Id and corresponding
control policy is given by u(x) = [u1(x1); . . . ; uN (xN )]. One can readily see that only one stationary control
policy is enough for enforcing the specification, thus we do not need switching mechanism. Figure 6 shows the
maximum and minimum of state trajectories at each time-step of the closed-loop system S with 10000 rooms
starting from an initial state in X0.
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Figure 6. Bounds inside which trajectories are evolving.
6.2. Controlled Kuramoto Oscillators. For the second case study, we consider the Kuramoto oscillator
which has large applications in neural networks [EK91], pacemakers in heart [WD13], automated vehicle
coordination [KLMJ07], and power grids [DB10]. In particular, we apply our approach to a variant of the
controlled Kuramoto model from [SA15]. The dynamic for an interconnection of N -oscillators is given by:
S : θ(k + 1) = θ(k) + τΩ + τK
N
φ(θ(k)) + ν(k),
where θ(k) = [θ1(k);. . .;θN (k)] ∈ Θ ⊆ [0, 2pi]N is the phase of the oscillators, Ω = [Ω1;. . .;ΩN] = 1N is the
natural frequency of the oscillators, φ(θ(k)) = [
∑
j∈[1;N ]
sin(θj(k)− θ1(k));. . .;
∑
j∈[1;N ]
sin(θj(k)− θN (k))], K = 1
is the coupling strength, τ = 0.2, and control input ν(k) = [ν1(k); . . . ; νN (k)], where νi(k) ∈ Ui = {−0.6,
−0.5, . . . , 0.5, 0.6}, i ∈ [1;N ]. We consider regions of interest X0 = [0, pi3 ]N , X1 = [ 5pi12 , 7pi12 ]N , X2 = [ 2pi3 , pi]N ,
X3 = [pi,
4pi
3 ]
N , X4 = [
17pi
12 ,
19pi
12 ]
N and X5 = [
5pi
3 , 2pi]
N , X6 = X \ (X0 ∪ X1 ∪ X2 ∪ X3 ∪ X4 ∪ X5). The
set of atomic propositions is given by Π = {p0, p1, p2, p3, p4, p5, p6} with labeling function L(xi) = pi for
all xi ∈ Xi, i ∈ {0, 1, 2, 3, 4, 5, 6}. The objective is to compute a control policy ensuring satisfaction of
the specification given by the accepting language of the DCA A in Figure 7. This corresponds to the LTL
specification (p1 ∧ ¬(p0 ∨ p2)) ∨ (p4 ∧ ¬(p3 ∨ p5)). In English, language of A entails that if we start in
X1, it will always stay away from X0 or X2 or if we start in X4, it will always stay away from X3 or X5.
Note that, the DBA Ac accepting complement of L(A) has exactly the same structure as in Figure 7, but
with the Bu¨chi accepting condition. As described in Section 4.1, we have sets Pp1 = {(q0, q1, q3), (q1, q3, q3)},
Pp4 = {(q0, q2, q3), (q2, q3, q3)}, and Pp0 = Pp2 = Pp3 = Pp5 = Pp6 = {(q0, q3, q3)}. Following Remark 4.5,
there exists no barrier function corresponding to (q0, q3, q3), (q1, q3, q3), and (q2, q3, q3). This implies that we
need to compute only two control barrier functions. Now by introducing subsystems Si, i ∈ [1;N ], described
by
Si :
{
θi(k + 1) = θi(k)+τΩi+
Kτ
N
∑N
j=1 sin(ωij(k)−θi(k)) + νi(k),
yi(k) = θi(k),
one can readily verify that S = I(S1, . . . ,SN ), where ωij = θj .
To compute these control barrier functions, we apply our compositionality technique and utilize CEGIS ap-
proach, as discussed in Subsection 5.1.2. For the demonstration of the results, we fix N=10000. The order
2 polynomial local control barrier function corresponding to triplet (q0, q1, q3) is obtained for all i ∈ [1;N ],
as Bi(xi) = 10.9427x2i − 34.3775xi + 29 with Xai = [ 5pi12 , 7pi12 ], Xbi = [0, pi3 ] ∪ [ 2pi3 , pi], constants i = i = 5,
functions αˆi(r) = 0.5r
2, κˆi(r) = 1.6 × 10−6r, and γˆwi(r) = 0.4368r2 ∀r ∈ R+0 satisfying conditions in
Lemma 5.12. Then, by utilizing results in Theorem 5.5, we get the overall control barrier function as
16 P. JAGTAP, A. SWIKIR, AND M. ZAMANI
𝑞"
𝑞#
𝑞$
𝑞%¬(𝑝# ∨ 𝑝*)
¬(𝑝" ∨ 𝑝$)
𝑝# 𝑝" ∨ 𝑝$
𝑝% ∨ 𝑝,𝑝*
¬(𝑝% ∨ 𝑝,)
⏉
Figure 7. DCA A representing the specification.
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Figure 8. Switching mechanism for controllers.
B(x) := maxi∈[1;N ]{ϕ−1i Bi(xi)} with ϕi = Id and the corresponding determinized controller for each subsys-
tem is given by ui(xi) = min{ui ∈ Ui | Bi(fi(xi, w∗i , ui)) ≤ κˆi(Bi(xi)) + γˆwi(‖w∗i ‖)} for an arbitrarily chosen
w∗i ∈ Wi = [0, 2pi]N−1. Similarly, the local control barrier function corresponding to triplet (q0, q2, q3) is ob-
tained for all i ∈ [1;N ], as Bi(xi) = 7.2951x2i − 68.7549xi + 175 with Xai = [ 17pi12 , 19pi12 ], Xbi = [pi, 4pi3 ]∪ [ 5pi3 , 2pi],
constants i = i = 15, functions αi(r) = 0.5r
2, κˆi(r) = 1.6 × 10−6r, and γˆwi(r) = 0.2912r2 for all
r ∈ R+0 satisfying conditions in Lemma 5.12. The corresponding determinized controller here is also given as
ui(xi) = min{ui ∈ Ui | Bi(fi(xi, w∗i , ui)) ≤ κˆi(Bi(xi)) + γˆwi(‖w∗i ‖)} for an arbitrarily chosen w∗i ∈ Wi. Note
that in both scenarios the small-gain condition in (5.6) holds with γij(s) = 0.5824r and γij(s) = 0.8736r,
∀r ∈ R≥0, respectively. The switching mechanism for controllers to obtain hybrid control policy ρ(x, qm) as
defined in (4.5) is shown in Figure 8. Figure 9(a) and Figure 9(b) show the maximum and minimum bounds
inside which all the state trajectories of the closed-loop system S starting from an initial state in X1 and X4
evolves, respectively. From Figure 9, one can readily check the satisfaction of the given specification.
7. Conclusion
In this work, we proposed a scheme for designing hybrid control policies for interconnected discrete-time
control systems enforcing specifications expressed by deterministic co-Bu¨chi automata. We first construct
automata whose accepting languages are complements of the languages of the original co-Bu¨chi automata.
Then, we decompose the resulted specification, which is the complement of the original specification, to simpler
reachability tasks, then provide a systematic technique to solve these simpler tasks by computing corresponding
control barrier functions. We showed that such control barrier functions can be computed compositionally
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Figure 9. Bounds inside which trajectories of the Kuramoto model with 10000 oscillators
evolve with (a) an initial state starting in region X1 (b) an initial state starting in region X4.
by utilizing a small-gain type reasoning and composing so-called local control barrier functions computed
for subsystem. Moreover, we provided two systematic approaches to find local control barrier functions
for subsystems based on the sum-of-squares optimization and counter-example guided inductive synthesis
approach.
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