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SOMMAIRE
En 1984, Karmarkar a publie un algorithme de type point interieur pour la programma-
tion lineaire. II a affirme qu en plus d etre de complexite polynomiale, il est plus efficace
que Ie simplexe surtout pour des problemes de grande taille.
Ainsi une recherche s'est declenchee dans les methodes de point interieur et a donne
comme resultat une grande variete d'algorithmes de ce type qui peuvent etre classes en
quatre categories de methodes : methodes projectives, methodes afiines, methodes du po-
tentiel et methodes de la trajectoire centrale.
Dans ce travail, nous allons presenter une synthese de ces methodes incluant les derniers
develop? ements dans ce domaine.
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INTRODUCTION
En 1947, G.B. Dantzig a propose la methode de simplexe: une technique de resolution
tres efficace pour des problemes de programmation lineaire.
Depuis ce temps la, la programmation lineaire a suscite un grand interet chez les cher-
cheurs qui ont ecrit des centaines de livres et out publie des milliers d'articles sur Ie sujet.
Bien que la complexite de cette methode soit exponentielle, dans la pratique elle s'est
montree tres efficace et d'une grande utilite, surtout dans les domaines de la planification
et de Porganisation.
En 1979, Ie mathematicien sovietique L.G. Khachiyan a mis en oeuvre Ie premier al-
gorithme polynomial pour la programmation lineaire: Palgorithme des ellipsoides. Tou-
tefois, 1'algorithme propose s'est revele completement inefficace dans la pratique.
En 1984, N. Karmarkar a revolutionne Ie domaine de la programmation lineaire en met-
tant en oeuvre un algorithme polynomial base sur les methodes de penalites interieures.
Celui-ci s'est avere un competiteur serieux de 1'algorithme du simplexe. Depuis, une re-
cherche intense s'est declenchee dans ce domaine et a donne comme resultat une grande
variete d'algorithmes de ce type qui peuvent etre classes en quatre categories:
1. methodes projectives;
2. methodes affines;
3. methodes du potentiel;
4. methodes de la trajectoire centrale.
Ce travail se veut une synthese de ces difFerentes methodes : nous definissons leurs prin-
cipes, nous proposons quelques algorithmes et nous etudions la complexite de certains
d'entre eux.
Ce memoire est structure comme suit:
- Dans Ie premier chapitre, nous rappellons les resultats fondamentaux en program-
mation lineaire et plus particulierement ceux concernant la dualite, nous definissons
aussi la notion de complexite;
- Dans Ie deuxieme chapitre, nous etudions la methode affine qui est consideree
comme etant la plus simple des methodes du point interieur;
- Dans Ie troisieme chapitre, nous exposons la methode projective de Karmarkar;
- Dans Ie quatrieme chapitre, nous traitons de la methode de potentiel dont la com-
plexite est meilleure que celles des deux precedentes;
- Dans Ie dernier chapitre, nous etudions la methode de la trajectoire centrale qui
est la plus populaire de ces methodes.
CHAPITRE 1
GENERALITES
Dans ce chapitre, nous rappelons brievement certaines proprietes d'un probleme de pro-
grammation lineaire, nous decrivons ensuite la methode de Newton pour resoudre un
probleme avec contraintes d'egalite et enfin nous rappelons certaines notions de la theo-
rie de la complexite d'un programme lineaire.
1.1 Definitions et proprietes




ou A est une matrice (m x n), c, x € Rn et 6 C ]Rm.
Pour tout probleme (P), on definit son probleme dual de la fa^on suivante
max bTy
ATy<c




ou s designe une variable d'ecart. Les ensembles des solutions realisables de (P) et (D)




Theoreme de dualite forte
- Si un des problemes (P) ou (D) possede une solution optimale finie, il en est de
meme pour Pautre et leurs valeurs optimales sont egales;
- Si un des problemes (P) ou (D) est non borne, alors Ie domaine realisable de 1'autre
est vide.
Marge duale
Soient x une solution realisable pour (P) et (y,s) une solution realisable pour (D). On
appelle marge duale la quantite suivante:
c^x— yy = x^c— x" A'y = x' [c— A"y) = x" s.
Notons que Poptimalite de (P) et (D) est caracterisee par XTS = 0.
1.2 Methode de Newton pour un probleme avec
contraintes cPegalite




Les conditions d'optimalite de Karush-Khun-Tucker sont donnees par Ie systeme :
?t) \7f(x) + XTVg(x) = 0g(x) = o
ou A est Ie multiplicateur de Lagrange associe a la contrainte g (x) = 0. Pour resoudre ce
systeme, on peut utiliser la methode de Newton qui consiste a partir d'un point (xk, \k),
a lineariser (Skt) au voisinage de xk et a definir (xk+l, \k+l) comme la solution du systeme
linearise
(Skti)




g(xk) + \7g(xk)(xk+1 - xk) = 0.
Le systeme (Skti) est equivalent a:
„, ,( Hk (Jk)T \ ( xk^ - xk









Apres simplification, (S'^) s'ecrit:
(SN)
Hk (Jk)T \ ( xk+l -xk\ _( -V/(^)
Jk 0 \M -9(xk)








Notons qu'en posant dk = xk+l — xk, (S^) s'ecrit :
Hkdk + (Jk)TXk+1 = -Vf(xk)
Jkdk = —g(xk)
ou dk est solution du probleme quadratique:
mm^dTHkd-}-VfT(xk)d
Jkdk+g(xk)=0
et \k+l est Ie vecteur dual optimal de (Q).
Dans ce qui suit on presente une application qui sera utile dans Ie dernier chapitre.
Application au cas lineaire
On considere Ie probleme :
n




ou ^ est un reel strictement positif. Les conditions de K.K.T de ce probleme s'ecrivent
c - p.X-le + ATA = 0
Ax =b.
D'apres ce qui precede, la direction de Newton est determinee par:
I^X-2 AT\ ( dN
A 0 I [ -X
-c+ p.X~le
0
1.3 Complexite d?un programme Uneaire
1.3.1 Taille du probleme
Soit Ie probleme:
min CTX
(P) <; Ax = b
x>0
ou A est une matrice (m x n), c, x G R" et 6 C Mm. On suppose que les donnees du
probleme sont des entiers. On definit les constantes I et L qui vont jouer un role important
dans ce qui suit. Le nombre / est defini comme la longueur totale des donnees dans une
representation binaire qui est la sommation du nombre de bits utilises pour 1'entree des
donnees A, b et c.
Le determinant d'une matrice est domine par Ie produit des normes de ses colonnes
et alors | detM |< <2l pour n'importe quelle matrice carree M de [A,b]. On definit
L = 2^ + n + 1. Le lemme suivant montre que 2-L est un nombre tres petit.
Lemme 1 Soit v* la valeur optimale de (P). Si x est un point extreme de Fp, alors on
a:
1. Pour tout i = 1,... ,n, Xi = 0 ou Xi > 2~ .
2. CTX = v* ou CTX > v* + 2-L.
3. Si Fp est borne, alors pour tout x € Fp, on a, CTX < 2L.
Preuve
1. Soit x un point extreme de 1'ensemble Fp. Le systeme Ax = b peut s'ecrire
ABXB + A^XN = b OVL XB est un vecteur defini par les composantes positives de x,
et AB, une sous-matrice de A avec les colonnes correspondantes. Puisque XN = 0,
alors, on a ApXp = b.
Si x est un point extreme alors les colonnes dans Ap sont lineairement indepen-
dantes. Supposons que Ap est une matrice carree (sinon on elimine les equations
redondantes pour la rendre carree). Alors, en utilisant la methode de Cramer, la
solution de ce systeme est donnee par:
Xi = — V i € B
ou A = det AB et A^ est Ie determinant de la matrice obtenue en substituant la
colonne A{ par b. Soit /i Ie nombre total de bits utilises par {A, b}, alors, on a: A^
est un entier et | A |< 211 < 2L done, xi =0 ou xi > 2-L;
2. Soit x* un point extreme. D'apres Ie processus ci-dessus, on a soit x^ = 0 ou
A*
x*i = \* avec ^*; un entler et ^* < 2 . II s'en suit que AA*cT(x—x*) est un entier
et alors soit que cT(x - x*} = 0 ou cT(x - x*} > —— > 2~21 > 2-L;
- AA*-~ " ~ '
3. Soit 1c Ie nombre total de bits utilises par c. Considerons premierement un point
extreme x comme precedemment et soit i G B. Puisque | A^ |< 2h, A / 0 est un
entier et Xi ^ 2^, il en resulte que CTX < n2h < 2L, et puisque CiXi < 2h+lc = 2;,
CTX < n2l < 2L. Ceci est vrai pour tout point extreme de Fp. En particulier, si
Fp est borne, .alors n importe quel point de Fp peut s'ecrire comme combinaison
convexe de ces points extremes i.e \/x € Fp, x = ^ \jX3 /\j > 0 V^' G J, ^ Aj =1,
3EJ jEJ
x3 point extreme de Fp et alors CTX = ^ \jCTxj < 2L ^ Aj = 2L. D'ou Ie resultat.
jeJ jeJ
D
Remarque 1 Ce lemme signifie que si on trouve un point extreme avec un cout plus
petit que v* + 2- , necessairement ce point est une solution optimale du probleme (P).
1.3.2 Complexite
En 1972 Klee et Minty [34] out demontre que 1'algorithme du simplexe est de complexite
exponentielle. En 1979 Khachiyan [33] a public Le premier algorithme polynomial pour
la programmation lineaire, sa complexite etait de 0(n L) operations arithmetiques avec
n la dimension de 1'espace et L la longueur des donnees definie precedemment. Cette
borne de complexite a ete reduite en 1984 par Karmarkar [31]. L'algorithme de Karmar-
kar resout Ie probleme de programmation lineaire en 0(nL) iterations, chaque iteration
implique la resolution d'un systeme lineaire dans R". La complexite de chaque iteration
est de 0(n ) operations mais cette borne a ete reduite par Karmarkar a 0(n2 ) opera-
tions en utilisant des techniques d'inversion. En 1986, Renegar [48] a decrit Ie premier
algorithme de 0(^/nL) iterations, cet algorithme avait la meme complexite totale que ce-
lui de Karmarkar, c'est-a-dire 0(n3'5L) operations. Son approche etait basee sur Ie suivi
de la trajectoire centrale. En 1987 Gonzaga [24 et Vaidya [68] out obtenu simultane-
ment des algorithmes avec une complexite de 0(n L) operations, Ie premier algorithme
utilisait la fonction de barriere traditionnelle et Ie deuxieme etait une extension des re-
sultats de Renegar. Depuis 1987, avec 1'article de Kojima, Mizuno et Yoshise [37], la
scene a ete graduellement dominee par les algorithmes primals-duals. Ces algorithmes
sont efficaces dans la pratique et peuvent s'etendre a d'autres types de problemes (pro-
blemes quadratiques, problemes convexes, ...), leur complexite est de Pordre 0(y/nL)
iterations, cette complexite a ete obtenue en premier par Kojima et al. [36] et aussi par
Monteiro et Adler[46]. Jusqu'a maintenant la meilleure borne de complexite obtenue pour
des problemes de programmation lineaire est de 0(n L) operations arithmetiques [70] [3].
9
1.4 Purification
En general, les algorithmes des methodes du point interieur s'arretent en un point x
proche d'un point extreme du domaine realisable avec une valeur de 1'objectifassez petite
(cTx < v* + 2~L). Cependant, une fois x trouve, on peut determiner la solution optimale
rc*du probleme (P) en utilisant la procedure de purification suivante : Si n contraintes
sont actives en x, alors x est une solution de base et on a fini. Sinon il existe une direction
d non nulle appartenant au noyau de 1'espace defini par les contraintes actives. A partir de
x, on se deplace Ie long de la direction d si cTd < 0 ou Ie long de la direction —d sinon, et
ce, jusqu' a ce qu'une nouvelle contrainte devienne active (cela peut se produire toujours
car Ie domaine realisable est borne). On continue ainsi jusqu' a ce que 1'on obtient une
solution de base x*.
Remarque 2 1. Le processus de recherche d'un point extreme optimal implique au
plus n — m etapes, puisque on demarre avec m contraintes actives et lineairement
independantes en x (ce sont les contraintes Ax = b) et qu'a chaque etape, au moins
une nouvelle contrainte active est identifiee.
2. x* est obtenue d partir de x en un temps polynomial.
3. x*est bien une solution de base optimale pour Ie probleme (P).
En effet: Premierement, remarquons d'abord qu' d chaque etape, la solution que I'on
obtient correspond d une valeur de I'objectif inferieure d v* + 2 (car les directions
choisies sont des directions de descente). Deuxiement, si Von suppose que les donnees du
probleme (P) sont des entiers (A, b et c) alors, en une solution de base x la valeur de
I'objectif est egale d c^B~lb ou B est la base associee a la solution de base en question.
N
Mais, c^B~lb peut s'ecrire —- ou N > 1 et D = det | B \, or D < 2L et si x n'est pas
optimale alors obligatoirement on a -^ > -^ > 2- , par suite CTX* < v* + 2~L.
10
1.5 Initialisation
Tous les algorithmes des methodes du point interieur qu'on va proposer exigent un point
initial strictement realisable. Pour trouver ce point, plusieurs methodes out ete proposees,
et parmi les plus utilisees on retrouve celles de Monteiro et Adler [46] et de Anstreicher
et Bosch [3]. Dans ce paragraphe, on va presenter une autre plus simple pour la recherche
du point initial. Soit alors Ie probleme (P), on introduit une variable artificielle A, et on
considere Ie probleme augmente suivant :
min CTX + MX
Ax + (b - Ae)\ = b
^ : 1 a: > o'
I A>0
ou M est une constante tres grande. Notons que la taille de ce probleme est de meme
ordre que celle de notre probleme original (P). Puisque (e, 1) est une solution strictement
realisable a (PA), done, on peut appliquer nos algorithmes a ce probleme augmente (PA).
Remarquons que pour M suffisamment grand et si Ie probleme original admet une solution
optimale, alors on montre qu'une solution optimale (re*, A*) de (P\) est telle que A* = 0





Les methodes affines out ete introduites en premier par Dikin [15] en 1967, mats 11 a fallu
attendre 1'apparition du celebre article de Karmarkar [32] en 1984 pour qu'on puisse les
decouvrir a nouveau grace a Barnes [7], Cavalier et Soyster [14], Vanderbei, Meketon et
Freedman [69]. Comme Papproche originale de Karmarkar [32], les algorithmes afiines
sont des algorithmes de point interieur, c'est-a-dire des algorithmes qui progressent tout
en demeurant strictement a 1'interieur du domaine realisable. La convergence de ces
methodes a ete etudiee premierement par Dikin (algorithme affine a petits pas) puis
par Barnes [8], Vanderbei et al. [69] et Kortanek et Shi [38]. 11 a ete prouve que les
algorithmes convergent sous 1'hypothese de non degenerescence. Recemment, Tsuchiya
[65] [66], Terlaky et Tsuchiya [58], Tsuchiya et Muramatsu [67] et Tseng et Luo [64] out
pu montrer que la methode converge meme dans Ie cas degenere. Cependant, aucune
borne de polynomialite n'a ete prouvee jusqu a maintenant. Ces methodes out ete mises
12
en oeuvre par plusieurs chercheurs. Citons parmi eux: Monna et Morton 45], Adler et
al. [2][1]; ces derniers ont obtenu de bons resultats. En effet certains codes bases sur
ces algorithmes sont maintenant disponibles. AT&T a developpe un logiciel sous Ie nom
commercial de KORBEX qui met en oeuvre des algorithmes afflnes de type primal, dual
et primal-dual. Dans ce chapitre, on commence par la methode affine primale. Ensuite,
on donne 1 algorithme primal ainsi que sa variante, puts on propose la methode affine
duale et enfin on etudie la convergence de la methode ainsi que sa mise en oeuvre.
2.2 Methode afBne primale
2.2.1 Principe de ces methodes




ou A est une matrice (m x n), c, a; € R" et 6 € Mm
On suppose que Ron dispose d'un point x° strictement realisable de (P) i.e x° > 0 et
Ax° = b .
Le principe des methodes affines consiste a generer une suite {xk} de points strictement
realisables verifiant: cTxk < cTxk~1 < ... < CTX° et convergeant vers une solution
optimale de (P).
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2.2.2 Determination du point xk+l
L'idee de base d'une iteration est la suivante: soit xk Ie point obtenu a 1'iteration k (Ie
point xk est strictement realisable) . On considere la transformation affine: x h-—^ u =
(Xk)~lx ou Xk est la matrice diagonale dont les composantes sont les x^ i = 1,... , n.





ou c = Xkc et A = AXk. Le point courant pour (P) etant u = e, on construit alors
un nouveau point u = e-\- ad ou d esi une direction realisable de descente pour (P) et
a, un pas de deplacement. xk+ est alors obtenu en utilisant la transformation inverse:
u h-4 xk+l = Xku, qui s'ecrit aussi, xk+l = Xku = Xk(e-\-ad) = xk-\-aXkd = xk-\-adk
ou dk = Xkd.
Choix de la direction
La direction de descente generalement utilisee dans Ie nouvel espace est d = —Cp, ou Cp










ou wk est la solution du systeme:
(A(Xk)2AT)w = A(Xk)2c. (2.3)
Choix du pas
Nous supposons que d 7^ 0 (car sinon la solution courante est optimale). Le pas a est
choisi Ie plus grand possible de fa^on a ce que Ie nouveau point u demeure realisable.
Ainsi,
-^
+oo si d > 0
a =max-{o; : e-\-ad > Q\ = { __;_r-i.^ ^ n-i _.mm\ ^i; d, < 0\ sinon.
dj
Notons que si d > 0 alors a = oo, par consequent Ie probleme (P) est non borne et
par la suite Ie probleme (P) est aussi non borne. D'autre part, afin d'assurer la stricte
realisabilite, on prend:
xk+l = xk + 7adfc avec 7 € (0,1).
Proposition 1 Pour tout k > 0, on a: c xk — cTxk+l > 0.
Preuve
On a:











cTxk - cTxk+l = 7a|| d ||2 > 0.
Ainsi, on obtient Ie resultat. d
La version primale de Palgorithme afHne est resumee dans 1'algorithme 1 qui suit.
2.2.3 Algorithme affine primal
Algorithme 1
Etape 1.
- Poser k = 0 et prendre xk > 0 tel que Axk = b. (Une methode de recherche
de la solution initiale sera exposee ulterieurement);
- Choisir7^ (0,1).
- Etape 2.
- Poser Xk = diag(a;iA:, ...,Xnk).
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- Etape 3.
- Calculer la solution wk de Fequation (2.3).
- Etape 4.
- Calculer d d'apr es I5 equation (2.2);
- Poser dk = Xkd.
- Etape 5.
- Si dk > 0, stop. Le probleme (P) n'est pas borne.
- Sinon: a = min{^1; dj < 0} et a;A;+l = xk -\- ryadk.
lj
- Etape 6.
- Si Ie critere d'arret est satisfait, stop. Sinon k = k+1 et aller a 1'etape 2.
Plusieurs criteres d'arret peuvent etre consideres. Nous citons les plus utilises. Les deux
premiers criteres s'appliquent lorsque la valeur de Pobjectif est non nulle alors que Ie
troisieme critere s'applique lorsque cette valeur est nulle.
Critere 1: Ce critere est base sur la variation relative de la valeur de la fonction objectif.
tolerance, alors 1'
e, avec une solution optimale x* = xk+l.
Soit e > 0 un parametre de , l rs Palgorithme s'arrete lorsque: ——7^—^— — <
C± X'
Critere 2: Celui-ci est base sur 1'utilisation de la marge duale. Todd et Burrell (1986)
out montre que Ie vecteur wk obtenu a 1'etape 3 de 1'algorithme primal est une solu-
tion approximative du probleme dual et que la suite {wk} engendree par cet algorithme






Critere 3: Soit e > 0, 1'algorithme s'arrete lorsque: r. 1^1,1-1 < 6-
max{l, | cTxk }
2.3 Variante de Palgorithme primal
Les difFerents algorithmes affines proposes pour resoudre Ie probleme (P) different uni-
quement par Ie choix du pas. Par exemple, Ie choix de Vanderbei et (^.[69] est semblable
a celui de 1'algorithme 1, tandis que Dikin [15] [16] et Barnes [7] ont procede de la fa^on
presentee dans la variante ci-dessous.
Puisqu'il est difficile de minimiser la fonction objectif sur Ie domaine realisable tout
entier, on va optimiser sur des ellipsoi'des incluses dans Fp jusqu'a 1'obtention de la solu-
tion optimale. On procede de la fagon suivante: on commence avec un point x° e Fp, on
considere 1'ellipsoi'de SQ centre en a;0 contenue dans Fp, on optimise la fonction objectif
CTX sur 5o, on obtient rr1, on considere alors 1'ellipso'i'de 6'i centre en a;1 contenue dans
Fp, on optimise de nouveau CTX sur 5i, on obtient x2 et ainsi de suite jusqu'a atteindre
P optimum.
^ f^. — a;,) 2
Lemme 2 Soit (3 € (0,1) un scalaire, x > 0 et Sp = {v C IT / ^ ^ ^ < /?2}
i=l xi
alors v E Sfj => v > 0.
Preuve
Soit v G S/3, alors pour tout i, on a (vi — Xi) < /3 x^ < x] et done, | Vi — X{ \< xi. En
particulier, —Vi + xi < Xi, d'ou vi > 0. D
Fixons un x strictement realisable a (P). La relation v C Sp s'ecrit || X-l(v — x) ||^ /3
ou X est une matrice diagonale dont les composantes sont les Xi et || || est la norme
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euclidienne. L'ensemble S^ est alors un ellipsoi'de centre en x. Soit 60 = S^ n {v/Av = b}
une section de 1'ellipsoi'de S^ So est a son tour un ellipsoide contenu dans Ie domaine




En posant d= v — re, Ie probleme (P^) est alors equivalent au probleme suivant:
mm cj
(Pd) : { Ad =0
X-ld \\< P.
La solution optimale de ce probleme est donnee par la proposition suivante.
Proposition 2 On suppose que A est de plein rang et que c n'est pas combinaison li-
neaire des colonnes de A. Soit x un vecteur strictement positif. Alors la solution optimale





p = (AX2 AT)-1 AX2 c.
De plus, Ie vecteur v = x + d* appartient d Fp et





- Si x = xk a 1'iteration k, on a p = wk et (d*}k == —/3,v „, / —.1 ,. ;, = —'—d.
^"^ ^ "u ^ / ^|| Xfc(c-Arwfc) || - || d
Done, si (d*)k est positive, alors 11 en est de meme pour dk et dans ce cas, Ie probleme
(P) est non borne;
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- Si de plus, on remplace 7 par /? et 1'etape 5 de 1'algorithme 1 par xk+l = xk + c?*,
on obtient alors la variante de Palgorithme 1;
—1 ^ 1
- Comme min{-.— : dj < 0} ^ . , on peut nommer 1'algorithme 1: algorithme
dj || d
affine a grands pas et 1'algorithme 2 : algorithme affine a petits pas.
Algorithme 2
Etape 1.
- Poser k = 0 et prendre xk > 0 tel que Axk = 6;
- Choisir/36 (0,1).
- Etape 2.
- Poser Xk = diag(x-^k, ...,Xnk).
- Etape 3.
Calculer la solution wk de 1'equation (2.3).
- Etape 4.
- Calculer d d'apr es 1'equation (2.2);




- Si d* > 0 stop, Ie probleme (P) n'est pas borne;
- Sinon, xk+l = xk + d*.
- Etape 6.
- Si Ie critere d'arret est satisfait, stop. Sinon k = k -\-1 et aller a 1'etape 2.
Les criteres d'arret sont les memes que pour Palgorithme 1.
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2.3.1 Remarque
Malgre sa simplicite et son efficacite, 1'algorithme affine primal presente un inconvenient
majeur qui consiste a perdre la realisabilite en calculant la direction d. En efFet, on doit
trouver une direction d verifiant Ad = 0, or dans la pratique, on cherche d verifiant
Ad = ^ ou ^ est Ie vecteur des erreurs residuelles. On aura done A (x + 70^) = & + 7a^
et par la suite, 1'erreur a tendance a augmenter au fil des iterations aboutissant alors a
une solution non realisable. Pour remedier a cet inconvenient, une approche duale a ete
developpee.
2.4 Methode afBne duale
Rappelons que Ie dual du probleme (P) est:
max bTy
ATy<c
et que FD = {y G Rm, A ?/ < c} est son domaine realisable. Soit y un point a 1'interieur
strict de FD i.e c — ATy° > 0. L'algorithme afiine dual consiste a generer une suite de
points {y , y2,.. ,yk^...} verifiant:
c - ATyk > 0
et
bTyk+l> bTyk
et convergeant vers la solution optimale de (D). Voyons plus en detail la methode. Le





ou s € Mn est une variable d'ecart. Soient yk et sk les points courants a 1'iteration k
et soit Sk la matrice diagonale dont les composantes sont les s^ i = 1,... ,n. Par la




Soit Fg = {s/3y G FD, ATy + Sks = c}.
Proposition 3 On a les relations suivantes entre les ensembles FD et Fg directions dy
et dg:
S=(S':)-l(c-ATy); (2.5)
y = (A(Sk)-2AT)-lA(Sk)-l((Sk)-lc - s). (2.6)
Si ds = 52 — Si, dy = y^ — yi, ou (s^, yi) sont relies par (2.5) et (2.6) alors:
d, = -{Sk)-lATdy; (2.7)
et
dy = -(A(Sk)-2AT)-lA(Sk)-ld§. (2.8)
Preuve
La relation (2.5) est triviale. La relation (2.6) se demontre de la maniere suivante: On a:
ATy+Sks == c. Done, (Sk)-lATy+s = (Sk)-lc. Ou encore, (Sk)-lATy = (Sk)-lc-s. Par
suite (A(Sk)-2AT)y = A(Sk)-l((Sk)-lc-s). D'ou, y = (A(Sk)-2AT)-lA(Sk)-l{(Sk)-lc-
s) Les relations (2.7) et (2.8) se deduisent directement des relations (2.5) et (2.6). D
Remarque 3 d§ G K ((Sk)~lAT) ou K ((Sk)~lAT) designe I'ensemble image associe d
la matrice (Sk)~lAT.
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Choix de la direction
La direction utilisee a chaque iteration est la projection du gradient de la fonction ob-
jectif (en respectant les variables d'ecart). Or, seules les variables d'ecart sont changees
par la transformation Tg. Le gradient de la fonction objectif est:
V.(6T2/) = (V.y)TV,(6y) = -((A(S*:)-2AT)-1A(S'S)-1)I'6 = -(Sk)-lAT(A(Sk)-2AT)-lb,
or dg G 'R ((Sk)~lAT) avec 'R ((Sk)-lAT) designe 1'ensemble image associe a la matrice
(5'/S)-1AT, done il n'est pas necessaire de faire la projection et la direction dans Fg est
alors:
d, = -(Sk)-lAT(A(Sk)-2AT)-lb, (2.9)
d'ou:
dy = {A(Sk)-2AT)-lb. (2.10)
Choix du pas
En appliquant la transformation inverse (Ts) a dg, on obtient la direction suivante:
d, = -AT(A(Sk)-2AT)-lb = -A^y
Si ds < 0, comme dans Falgorithme primal, on choisit Ie pas a Ie plus grand possible
de fagon que Ie nouveau point demeure realisable i.e. yk+l = yk+ady > 0, ou encore
-sk
gk+i = gk -^- adg > 0 ce qui donne a = min{ ; i = 1,... , n};
'Js)z
Si ds ^ 0, alors Ie probleme (D) est non borne et par la suite (P) est non realisable
(d'apres Ie theoreme de dualite forte).
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2.4.1 Algorithme affine dual
Algorithme 3
- Etape 1.
- Poser k = 0 et prendre yk tel que c — Atyk > 0;
- Choisir7e (0,1).
Pour A; = 0 ,1 , ... , repeter.
- Etape 2.
- Poser sk == c — ATyk et Sk = diag(si/c, ..., Snk).
- Etape 3.
- Calculer la solution dy de 1'equation (2.10).
- Etape 4.
's — —-ri u/y; us — >-'^; u's
Etape 5.
- Si dg > 0 stop, Ie probleme (D) n'est pas borne et par la suite (P) est non
realisable;
fc
- Sinon, a = min{^-; dg < 0}, sA:+l = sk + ^a^s et ?/fc+1 = yk -\- ^ady.
- Etape 6.
- Si Ie critere d'arret est satisfait, stop. Sinon k = k+1 et aller a Petape 2.
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Le critere d'arret pour cet algorithme est semblable a celui de Palgorithme afHne primal:
bTyk+l-bTyk ^ ., , ,. . , „ , , bTyk+1 - bTyk , , _,
I < e si la valeur optimale est non nulle et | —^—,, ,^ ,", | < e sinon ( e
max-11,
parametre de tolerance assez petit donne d'avance).
2.5 Convergence de la methode
La convergence de la methode affine a interesse plusieurs chercheurs, neanmoins, elle n'a
ete etablie que recemment. Dans ce qui suit, nous allons 1'etablir pour 1'algorithme 2.
Sans perdre de generalite, on impose les hypotheses suivantes :
1. La matrice A est de rang maximal.
2. c n'est pas combinaison lineaire des lignes de A et ceci pour assurer que la fonction
objectif ex n'est pas constante sur Ie domaine realisable.
3. Le probleme (P) admet une solution optimale.
0
4. Fp= {x, Ax = b,x > 0} est non vide.
5. Chaque solution de base realisable au probleme (P) est non degeneree.
6. Le cout reduit de toutes les variables hors base de chaque solution de base realisable
au probleme (P) est non mil (non degenerescence duale).
Remarque 4 Les hypotheses 5 et 6 impliquent qu' a chaque solution de base realisable
du probleme primal correspondent une solution de base realisable non degeneree. De plus
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les hypotheses 3, 5 et 6 impliquent que chacun des deux problemes (P) et (D) admet une
solution optimale unique.
La convergence est resumee dans Ie theoreme suivant:
Theoreme 1 On considere I'algorithme affine a petit pas. Si les hypotheses sont sa-
tisfaites etsiO < f3 <1, alors xk et wk convergent respectivement vers les solutions
optimales du probleme primal et du probleme dual.
Pour prouver Ie theoreme, on a besoin du lemme suivant :
Lemme 3 Soit Fp = {x € R"/Aa; = 6,rr > 0}. Supposons que A possede m lignes
lineairement independantes et que chaque solution de base realisable est non degeneree.
Soit x un element de Fp et soit N = {i/xi > 0} alors :
1. II existe des indices B(l),... , B(m) G N, pour lesquels les vecteurs A^(I), ... , A^(m)
sont lineairement independants et la solution de base correspondante est realisable.
En particulier \ N \> m.
2. Si \ N \= m, alors x est une solution de base realisable.
Preuve
1. On considere un certain x € Fp et soit N = {i/Xi > 0}. Si les colonnes A^, i e A7',
sont lineairement dependantes, alors il existe des coefficients \i, i G TV, non tous
mils, tels que






Choisissons 0 tel que X{ + Q\i > 0 pour tout z G A^, et ^ + Q^k = 0 pour un certain
k G N. On obtient alors un element de ^p qu'on note x tel que {i/Xi > 0} soit un
sous espace propre de N. On repete cette procedure autant de fois que necessaire
jusqu'a obtenir un certain x G -Fp, pour lequel J = {i/Xi > 0} soit un sous espace
de N, et les colonnes A^, i C I, soient lineairement independantes. Si \ I \< m,
on peut augmenter les colonnes A^ i € I, pour obtenir m colonnes lineairement
independantes (une base). La solution de base realisable correspondante est x. Cette
solution est degeneree, et on arrive alors a une contradiction. Done \ I \= m. Ceci
implique que | N |> m. De plus, puisque I C N, les colonnes A^, i € J, sont m
colonnes lineairement independantes associees aux composantes positives de x.
2. En utilisant ce qui precede, les m vecteurs A^, i G N^ sont lineairement independants
et, alors, x est une solution de base realisable. d
Preuve du theoreme
Soit x* une solution de base realisable optimale du probleme (P). D'apres les hypotheses
5 et 6 , les couts reduits de toutes les variables hors base sont positifs, cela implique que
la solution optimale x* du probleme (P) est unique. En utilisant Poptimalite de x* et la
proposition (2) avec x = xk , v = a;A;+l, on obtient:
cTrr* < cTxk+l = cTa;A - ? \\ Xk(c - ATw) \\< cTxk. (2.11)
Done, la suite cTxk est decroissante et bornee inferieurement, done elle converge. En
particulier, cTxk+l — cTxk tend vers 0 et par la suite Xk[c — ATwk) tend vers 0. En
utilisant la definition de Xk, on obtient:
Urn x^(ci-ATwk) =0 z=l,...,n. (2.]
k—>-oo
Done la complementarite est satisfaite a la limite.
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Ce probleme a une valeur optimale finie, car x* est la seule solution realisable. II en est





c1 x < c1 x^
x >0.
Ainsi, 1'ensemble {x/Ax == b,x > 0,cTx < CTX°} est borne. Puisque cTxk < CTX°, alors
la suite xk est bornee.
La suite xk est bornee; done, d'apres Ie theoreme de Bolzano Weirstrass, il existe une
suite kj d'entiers positifs telle que xkj converge vers un certain x. II est facile de voir que
x est une solution realisable. Soit N = {i/Xi > 0}, d'apres Ie lemme 3, 1'ensemble N a au
moins m elements : B(l),... , B(m) € A^ pour lesquels les colonnes AB(I), ... , A^m) sont
lineairement independantes et la solution de base correspondante x est realisable. Soit
B, la matrice de base correspondante, et CB = (CB(I), ... ,CB(m)), en utilisant 1'equation
(2.12), Xij (ci—A^wkj) converge vers zero quand j —>• oo, pour tout i. Vz = 1,... , m, on a
B(l),... , B(m) ^ N ei x-g^ converge vers XB{{), qui est positive car B(i) G N. II s'ensuit
que CB{I) —Ar^^wkj converge vers zero. En notation matricielle, on a CB —BTwkj converge
vers zero. Ainsi, w j converge vers (BT)~ICB. Par consequent, pour tout z, ci — Ar[wkj
converge vers ci —AT(BT)~ICB , qui est Ie cout reduit de la ieme variable de la solution de
base x. Par la supposition (6), on a C{ — Ar[(BT)~lCB -f- 0 pour tout i / B(l),... , B(m).
Done, pour tout i -^ B(l),... , B(m), Ci — A^wkj converge vers une valeur non nulle. En
utilisant de nouveau Fequation (2.12), on en deduit que xi = 0 V i / B(l),. .. ,B(m).
28
En particulier, N = {£?(!),... , B(m)}, et x est une solution de base associee a la matrice
B.
On a montre que chaque suite {xk} a au moins un point limite et que chaque point
limite doit etre une solution de base realisable. Verifions maintenant que ce point limite
est unique. Soit 8 > 0 de sorte que chaque variable de base en chaque solution de base
est plus grande que 6, d'apres les hypotheses de la non degenerescence, les variables
de base sont toujours positives, et alors, un tel 6 existe. Soit e = ^, puisque chaque
point limite de suite xk est une solution de base realisable, il existe K tel que pour tout
k > K,\\ x — Xb || < e, ou Xfj est une certaine solution de base realisable. (Dans Ie cas
contraire, on peut construire une suite xli telle que || x l — x^ ||> e, cette suite doit avoir
un point limite, mais aucune solution de base realisable ne peut etre un de ces points
limite. On aboutit alors a une contradiction. On suppose qu'il existe k > K et x ^ x,
deux solutions de bases telles que || xk — x \\<, e, || xk+l — x ||< e, que la ieme variable
de x est hors base (i.e Xi =0 ) et que la ieme variable de x est de base (i.e X{ > J ), il
s'ensuit que x^ < e et x^+l > 8 — e = 2e. D'autre part, 1'equation (2.4) donne :
xw = ^(1 - ,3^) < ^(1 + ,3) < 2^ < 2^ xk+l.
Ceci est une contradiction, elle stipule que si A; < K ei si xk est tel que || x — x \\< e;
alors, c'est vrai pour xk+l. On en deduit qu'aucune solution de base realisable autre que
x ne peut etre un point limite, et done xk converge vers x et wk, vers la solution de
base duale associee. II reste a montrer que x est necessairement optimale. Si x ne 1'est
pas, alors il existe une certaine variable hors base X{ dont Ie cout est negatif, Or on a
deja montre que Ci — Ar[wk converge vers Ie cout reduit de Xi par consequent Ci — A^wk
deviendrait et demeurait negatif eventuellement, et done, x^ sera une suite strictement
croissante. D'autre part, x^ converge vers Xi qui est nulle ( car x^ est une variable hors
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base). II en resulte une contradiction, d
Theoreme 2 On considere I'algorithme affine d grands pas. Si les hypotheses Id 4 sont
2
satisfaites et si 0 < 7 < -, alors XR et WK convergent respectwement vers les solutions
optimales du probleme primal et du probleme dual.
Preuve
Le theoreme (2) se demontre de la meme fagon que Ie precedent, d
Notons que pour Ie probleme :
mmrci +2:2+^3
(P) { rci +3:2 +a;3 +^4 = 0
2:1, X-2, 3;3,3;4 > 0,
2
on montre que si 7 > 7^, la suite des iterations WK ne converge pas.
Remarques
1. Chaque iteration de Palgorithme affine exige un nombre d'operations de 1'ordre de
0(n3);
2. Si Palgorithme demarre tres proche d'un point extreme, il va tendre a circuler tout
Ie long des aretes du domaine realisable. Bien que cela n'a jamais ete prouve, on
conjecture que cette situation menera a un temps d execution exponentiel, dans
Ie pire cas. De plus, si Ie point courant est proche de la frontiere du domaine
realisable, alors, les ellipsoi'des peuvent devenir tres petits et 1'algorithme prendrait
alors des petits pas, alors que si Ie point courant est centre, les ellipsoides sont
larges et 1'algorithme progresse rapidement. En effet, il a ete constate que la valeur
de la fonction objectif decroit rapidement aux premieres iterations, mais ce taux





Malgre sa complexite exponentielle, 1 algorithme du Simplexe est reste longtemps 1'al-
gorithme de reference pour la programmation lineaire. La methode est demeuree sans
competiteurs serieux jusqu'en 1984 ou un nouvel algorithme polynomial, 1'algorithme des
methodes projectives a ete propose par Norendra Karmarkar [32] aux laboratoires de AT
& T Bell aux Etats Unis. Mais la mise en place et les transformations necessaires pour
resoudre un probleme standard de programmation lineaire par la methode de Karmar-
kar sont demeurees secretes jusqu'en 1985 ou elles ont ete publiees par Tomlin [63] et
Shanno et ]V[arsten [54] en particulier. Get algorithme a ete essentiellement different de
la methode du simplexe par Ie fait que, dans cette derniere, on se deplace en suivant la
frontiere du domaine realisable, alors que pour la methode de Karmarkar, on progresse
tout en restant strictement a 1'interieur du domaine realisable, d'ou la connotation "inte-
rieur", et c'etait grace a lui qu'une recherche intense dans les methodes du point interieur
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s'est declenchee et a donne comme resultat une grande variete d'algorithmes de ce type.
L'algorithme de Karmarkar avait un grand interet theorique puisqu' il est polynomial;
en efFet, il exige un 0(nL) iterations et chaque iteration exige 0(n3) operations arithme-
tiques, d'ou une complexite totale de 0(n L) operations. Karmarkar a meme ete capable
de la reduire a 0(n3'5L) operations en utilisant un processus de mise a jour partiel. Ces
methodes projectives n'ont pas ete presentees seulement par Karmarkar mais aussi par
Todd et Burrell [59], Anstreicher [4][5], Gay [21] et Ye et Kojima [71]. Ces chercheurs
out suggere des modifications de 1'algorithme original de Karmarkar afin d'aboutir a un
algorithme plus efficace et plus utile dans la pratique. Ces methodes ont ete mises en
oeuvre hors des laboratoires Bell par Adler et al [2] [I], Gill et al [22], Monma et Morton
[45] et McShane et al. [40], ces difFerentes mises en oeuvre out donne de bons resultats
prouvant leur superiorite par rapport aux autres methodes (simplexe, ellipsoi'de. ..). Ce
chapitre est structure comme suit : apres avoir expose Ie principe, on propose Palgorithme
projectif de Karmarkar. Ensuite, on etudie sa complexite suivie de Papproche de Todd
et Burrell. Dans une autre section, on presente la mise en oeuvre. Enfin, on montre com-
ment transformer un probleme general de programmation lineaire sous la forme donnee
par Karmarkar.
3.2 Principe general de Palgorithme de Karmarkar
L'etude sera faite a partir du probleme particulier suivant:
min CTX
Aa;=0
^ .r.ej~ x = n(-Pl):
x >0
ou e = (1,... , 1), A est une matrice (m x n), c et x € Mn. On suppose que
1. La matrice A est de rang maximal.
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2. La valeur optimale du probleme (Pi) est egale a 0.
3. Ae = 0 (ce qui implique que x° = e est une solution realisable pour (Pi)).
4. cTe > 0.
On denote:
- /\={xeRn,etx=n,x > 0}
- Fp^ = {re € Rn,Ax = 0, ex = n,x > 0} Pensemble des solutions realisables du
probleme (Pi).
0 _ 0
- Fp^{x C R", Arc = 0,eTa; = n,rc > 0} 1'interieur de I7p^; Fp^ designe 1'ensemble
des solutions strictement realisables.
Remarque 5 On a suppose que c e > 0, car sinon, on s'arrete immediatement avec e
optimal. Ceci implique que ex, la valeur de Vobjectif, n)est pas constante sur la region
0
realisable; et done, elle est strictement positive pour chaque point de Fp^.
3.2.1 Principe de la methode
L'algorithme de Karmarkar est une procedure iterative qui consiste a generer une suite
{xk} de points strictement realisables et verifiant:
x°=e
cTxk < (exp ^) cTa;° V k > 1
Remarques
1. La suite engendree par Palgorithme verifie:
cTxk<(exp^)cTx° V/c>l, (3.1)
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ceci est equivalent a:
k
n log cTxk < n log CTX° - ^ V A; > 1.
Afin de mesurer Ie progres d'une iteration a Pautre, Karmarkar a introduit une
fonction auxiliaire appelee fonction de potentiel definie par:
F(x) = f(x,c) = n\ogcTx - ^ log Xj = ^ log
^T.c" x
J—l " J—l 3;J
2. Pour passer de Piteration k a 1'iteration k + 1, Karmarkar a utilise un changement
de variable ou, d'une fagon plus precise la transformation projective definie par:
Tp, . n(Xk)-lx
eT(Xk)-lx
ou Xk est une matrice diagonale dont les composantes sont les Xi,i = 1,... , k.
Proprietes de Tp
La transformation projective presente les proprietes suivantes:
- Elle laisse A invariant;
0 ^ ^
Elle transforme xk en e et Fp^ en {3; € A, Arc =0} ou A = AXA;.




De plus, elle garde la meme forme pour la fonction de potentiel dans Ie nouvel espace.
En effet:




















C" X CJL X
-x'3
C" X , C" 2;
log:— = log — + log XR,
X,
J^- CTX J^_ cTrc J^
E'og^ = Elog^ + Elog^
j=l ^3 j=l ^3 j=l
^log^=logII^=logdetXA;
J=l J=l
Done, pour reduire / par une constante a partir de sa valeur en e, il suffit de reduire
f par la meme constante en utilisant 1'etape correspondante dans 1'espace original et
reciproquement.
Lemme 5 Soit x C Fp^ satisfaisant: f(x) = f(e) — 7, alors ex < (exp —I) cTe
Preuve
n
On a: /(e) = nlogcTe — ^ log 1 = n\ogcre.
J=l
Or, par hypothese:




n log ex < n log c e — 7 + ^ log a;j.
J=l
Les Xj sont des nombres positifs de moyenne arithmetique egale a 1, (car ex = n)
n
done leur moyenne geometrique est au plus 1. Ceci implique que '^iogxj < 0 et alors:
J=l
log c re < logcTe — — et par la suite ex < (exp =^L)c e. D
L'inegalite (3.1) resulte du lemme 5 si on montre que f diminue a chaque iteration par
1 _ _ _ __ 0 _ 1
au moins -. Par Ie lemme 4, il suffit seulement de diminuer / par au moins ^ a partir de
sa valeur en e. Pour determiner une telle diminution, plagons nous dans Ie nouvel espace.
Considerons la matrice B =
A
et soit Pg : la projection sur Ie noyau de B. Puisque
A est de plein rang alors A Pest aussi (car la matrice Xk est non singuliere) et comme
Ae = AXke = Axk = 0 alors la matrice B est de rang maximal. Ainsi Pg = P^P = PP^
ou P est la projection sur {x G Rn : eTx = 0}. Pour obtenir une diminution convenable
de /, il suffit de choisir comme direction:
d' = -Ps^f(e)
or, V/(e) = -^JT- - e. Puisque Ae = 0, done P^(e) = 0 et par la suite P^(e) = 0 d'ou
d' = P^(-^—) = —-^—Pp(c). En posant c? = —P^(c) on aura c?/ = —-^—d. Karmarkar a
c± e c^ e " " c^ e
montre qu'une reduction constante de f est obtenue en se depla^ant dans Ie nouvel espace
d
point e au point x = e + Q/—^7.
3.2.2 Determination du point xk+l






ou xk+l = xk + a^dk, ak et dk sont definis ci-dessous. Puisque Tp(xk) = e, alors on est
au point e dans Ie nouvel espace a Piteration k. On se deplace dans ce dernier espace
suivant la direction dk = 77—777 et on obtient Ie nouveau point: xk+l = e + o^kd avec
d
Ok une longueur de pas convenable assurant la diminution voulue de /. Or xk+l =
-l^k+l\ _ nx x _ nXke+nakXkdk _ n(xk -\- akXkdk)
) y ) ~ eTXkxk+1 ~ eTXke + eTakXkdk ~ eT(xk + akXkdk)
En posant: dk = Xkdk et xk+l = xk -\- akdk^ on aura xk+l = ^^ ,,. On montrera plus
e^ xr
1 - - 1- 0
loin que a^ = - garantit une diminution de - de /.3 " 5
3.2.3 L'algorithme de Karmarkar
Dans ce qui precede, on a montre les mecanismes d'une iteration de 1'algorithme de
Karmarkar. Comme nous Ie montrons plus loin, la suite de points {xk} engendree par la
methode est telle que:
lim cTxk = 0.
k->-+oo
En pratique, on arrete d'iterer quand la valeur de Pobjectif devient suffisamment proche
de zero. Afin de preciser Ie sens du "suffisamment proche de zero", on va definir la
longueur du probleme. Karmarkar definit la constante I/i, comme borne inferieure de la
longueur des donnees de son probleme (Pi), par:
Ll = 1 + log I A,ax | +log(l+ | C,^ |)
avec Dmax = max{| det B |; B base de A} et Cj = maxj | Cj
n — 1
Si a = —, — -, alors Palgorithme fournit une solution realisable verifiant x telle
3n
CTX < 2~L1 en au moins lOnLi iterations. Une fois x trouve, on peut determiner Ie point




- Calculer Li = 1 + log | D^ax | +log(l+ | C,^, |);
- Poser k = 0 et prendre xk = (1,... , 1)T;
- a suffisament petit.
- Etape principale:
- Si cTxk < 2-L1, utiliser la procedure decrite precedemment pour trouver un
point extreme optimal a partir de xk et c'est termine;
- Sinon:
1. Definir:









3. Faire k = k-\-l et aller a 1'etape principale.
Remarque 6 1. Le choix de a est important parce qu'il gouverne en quelque sorte la
valeur de 7 (la diminution de la fonction de potentiel);
2. Dans son premier article [32], Karmarkar a choisi a = —, et il a abouti
4^/n(n - 1)
1 - _ -- _ - 1
d une reduction 7 > -, alors que Todd et Burrell ont pris a = - et ont obtenu
^-8- ' - 3
exactement 7 = -^;5
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3. Todd conjecture qu'en utilisant, a^ Ie point stationnaire de la fonction ^(a) =
f(x -\-adk'), on peut amelwrer la convergence. Ceci est equivalent d prendre un pas
optimal dans la direction dk par rapport d la fonction de potentiel f.
En se basant sur 1'article de Todd et Burrell [59], on analyse en details la derivation
pour a = ^. Pour faciliter la presentation, on laisse tomber 1'indice k et on considere Ie
probleme general suivant:
(P)






~ x = n
Remarque 7 Pour retrouver Ie probleme (Pi) on remplace c par c et A par A et pour
retrouver Ie sous-probleme associe d I'iteration k on remplace c par c/s et A par A^.
Le dual de (P) s'ecrit :
max ns
ATy + es < c.
Notons que V y € Mm, (?/, s) avec s = minje{i,2,..,,n} (c—AT?/). est une solution reali-
sable de (D). Or, la valeur optimale de P est nulle (d'apres la deuxieme hypothese) done,
ns < 0 V (y, s) realisables pour D et par la suite s ^ 0 V (?/, s) realisables.
L idee est de montrer que Ie pas de Karmarkar assure une reduction convenable de




Lemme 6 Soit d = —Pp (c) o'vec B =
s = mm^ei,2,..,n (c - ATy), alors:
A
, y = (AAT)-lAc e^
CK
ci (e + Q',, -,,,) < (1 — —)c'te+ —ns.
d ||/ — v n/ ' n
Preuve
d
On a || d || = (Fd= cTPB(c) = —cTd done cT(e-\-a j ) = c e— o; || d ||. II suffit alors





On a d= -Pa(c) = -PP^c) = -P(c-ATy) = -(c-ATy-eeT(—^-) et puisque Ae
Tli
^g _ (y- g
= 0, on aura alors d= —(c—ATy) + {~~~)G. Or, ce > V(Pi) > ns, done —-— > s. Pour
Ti Ti
C^ 6 _ i, -TH i -r, C^ 6
certain %, on a: s = (c — ATy). done, c^ = — — s > 0 et comme || d || >| di |= —— — 5.
n "" ' ' n
D'ou Ie result at. D
Corollaire 1 Avec les memes notations que Ie lemme precedent, si 0 < a < 1, alors
d
nlogc (e+0'n jn) < nlog(c e) — Q/.
Preuve
Puisque ns < 0 done cT(e + o; y n) < (1 — —)cTe (d'apres Ie lemme 6). Or, log(l —
n
Q/ Q/
-) < —— pour tout a G [0,1] et la fonction log est croissante done on obtient: log c (
n' _ n
Q/|| y n) < log(cTe) — —. En multipliant cette inegalite par n, on obtient Ie resultat. D
d || n
Lemme 7 Si \ e |< o; < 1, alors: e —
2(1 - a)2
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< log(l + 6) < e
Preuve
Voir [32] D.








-\\d\\'-J^' " ' 2(1 -aY-
En particulier, si a = -^, alors : f(e + ^ ^ -,. n) < /(e) — -^.
Preuve
On a:
/(e+Qiji-TTl) = nlogc (e+Q:TTT7T) - ^log(l + Q'j^-iy)d ||/ -"- v- • -ii ^^ ^ "v • 11^
^ ^
< n log ce — Q; — ^ log(l + Q; .^ ) (d'apres Ie corollaire 1)^ -uv ' -|| d
a2





En particulier, si a = ^, on obtient: f(e + -^-H—HT) ^ f(e) — -^. D
Theoreme 4 Soit {xk} la suite engendree par I'algorithme de Karmarkar, alors
f(xk) < f(x°) - J
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Preuve
D'apres Ie theoreme precedent: f(x +l)—f(e) < —^ (dans Ie nouvel espace). 11 s'ensuit
5
1 _ ~ -. -/ „. k
que: f(xk+l) — f(xk) < —- (dans Pespace original) et alors: f(xk) < f(x°) — — D
Corollaire 2 Soit {xk} la suite engendree par I'algorithme de Karmarkar, alors:
cTxk ^ (exp ^k) CTX° V k > 1.
5n
Preuve
D'apres Ie theoreme 4, on a:
n n
71 log C Xk - ^ log Xjk < n log cx° - Y^\ogx°j - -.
J=l J=l
n n n
Or, pour x G A on a ^ log rcy < ^ log Xj = ^ log 1=0, d'ou n log cTrc <, n log CT:K° — —
j^i j i j^- ~ 5
ou encore cTxk < (exp -g-^) CTX°. Par consequent, Urn. cTxk = 0 D
Remarque 8 L 'algorithme de Karmarkar presente deux inconvenients majeurs :
- II exige la connaissance de la valeur optimale de I'objectif;
- II nengendre pas une solution optimale duale.
Pour cela Todd et Burrell out propose une methode polynomiale qui utilise Ie dual du
probleme (Pi) [59]. Leur methode n'engendre pas seulement une suite de points reali-
sables, mais aussi une suite de bornes inferieures de la valeur de Fobjectif qui converge
vers la valeur optimale.
Nous detaillons cette approche dans la prochaine section:
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3.2.4 I/approche de Todd et Burrell: Dualite
Le lemme 6 nous met sur la piste de cette approche. Considerons alors la suite {xk}
engendree par Palgorithme de Karmarkar et la suite associee {(yk, sk)} comme suit:
yk = (AXk2AT)-lAXkc, sk = mm ^(c - ATyk)j.
je{o,i...,n}
Theoreme 5 Supposons que {xk} converge vers une solution de base non degeneree x*
de (Pi), alors {(yk,sk)} converge vers une solution optimale de (D-^).
Preuve
Voir [59]. D
Dualite revue et elimination de la deuxieme hypothese
On sait que:
- La deuxieme hypothese (la valeur optimale est nulle) joue un role primordial dans
Ie corollaire 1 pour pouvoir affirmer la reduction de f dans Ie theoreme 1;
- Si on connait que V (Pi) = ns* pour s* connue (s* designe la solution optimale de
(Z)i) alors la valeur optimale de (P) serait egale a zero avec A=Aetc=c— s*e.
En effet: Vrr C -Fpi, on a CTX = cTa; — s*eTx = cTrc — ns*\ et alors, on peut
appliquer 1'algorithme en remplagant c par c—s*e. Mais la V(P-C), et par consequent
s* sont inconnus. Pour cela, nous allons utiliser une borne inferieure s de s* et
c(sk) = c— ske au lieu de c a Piteration k de 1'algorithme.
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La nouvelle version de 1'algorithme construit deux suites de points {xk} et {(y ,sk)}
ayant les proprietes suivantes :
T: {
xk eFp, ,yk C Wn,sk = min,e{i,2,., ,n} (c - ATyk),
f(x\c(sk)) < f(x°,c(sk)) -^ V k G N.
Pour k = 0, on choisit x° = e, y° = (AAT) Ac et Ie s° correspondant
(.u=^mm^(g-AV),).
je{i,2,..,,n}
II est trivial de voir que les proprietes sont satisfaites pour k = 0.
Remarque 9 Si c — ATy° est un multiple de e, alors CTX est constant sur Ie domaine
realisable, et on se trouve avec e optimal. Sinon, CTX n'est pas constant, et alors CTX > ns
pour tout x realisable et pour n'importe quelle borne inferieure ns de V(P^).
Lemme 9 On a:
sk < s*.
Preuve
Par construction (yk, sk) est un point realisable pour (-Di), et alors: sk < s*. 0
Lemme 10 Soit s< s' < s*.
0





De ceci, il s'ensuit que : f(xk, c(s*)) < f(x°, c(s*)) - -^ V k C N,
d ou la convergence de Palgorithme comme precedemment.
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Maintenant, on montre comment trouver xk+l, yk+l et sk+l satisfaisant les proprie-
tes mentionnees precedemment. Pour cela, posons: y = (A(Xk)'2AT)~lA(Xk)2c(sk) ei
s = min^{i,2,..,n} (c - ATy)^.
Deux cas se presentent:
Premier cas: s < sk
Alors:
min (c — A y}^ < s
je{T,2^.,n}^ ^ yn -
min (c - ske - ATy}, < 0




,6{l72:::,n} v'v" / - y^ -
_m^^(Xkc(sk}-XkATy)^Q.
j€{l,2,...,n}
En appliquant Ie lemme 6 avec c = Xkc(sk) et en remplagant A par AXk, Ie s correspon-
a.
dant n'est pas positif, et alors ex peut etre reduit par un facteur de (1 — —) ou a designe
n
la longueur du pas, par suite la fonction potentielle f(.,c{sk)) peut etre reduite par au
1
moins -^ en prenant comme direction: dk = —XkPBkXk(c—ske) avec Bk =
Ak
. Dans
ce cas, on prend: yK+i = yK, s/c+i = SK et alors les proprietes Z sont verifiees pour k + 1.
Deuxieme cas: s > sk
Alors:
min (c(sK) - A1 y}, > 0




Notons que: Xkc(sk) - XkATy = PAxkXkc(sk) = PAX^ (Xkc - skxk). Soit p = PAx"Xkc
et q = PAxkx • D'apres (3.2) on a: min^{i^,,..,n} {p ~ s 9)- > 0. Maintenant, soit s =
T
-x- > sk. Notons que eT(p-zq) = (PAx^e)T(Xkc-sxk) = eT(Xkc-sxk) = cTxk-ns = 0
n
done min^{^2,...,n} (p — skq)^ < 0 (puisque la somme des composantes s'annule). Alors,
il existe sk+l avec sk < sk+l < s tel que minje{i,2,...,n} (p ~ sk(l)j = 0. Definissons yk+l =
(AXk2AT)-lAXk2c(sk+1), et notons que:
niin , (c(sk+l) - AV+1), = , m,in , (p - sk+lq), = 0. (3.3)
jea2:::.,n}^v" ) "y ^'-j6{lZ.X.,n}^ u y/J
Done:
min (c-ATy}, = sk+l.
je{lj,::.,n}^ ^ "3 " '
Alors sk < sk+l < s*, et Ie lemme 6 donne:
De plus d'apres (3.3):
f(x°,c(sk+l))-f(xk,c(st+1))^'-.
niin ^ (Xkc(sk+l) - XkATyk+l), = 0.
je{l:2:::,n} ^ ^ / " " y ^"
En appliquant Ie lemme 6 avec c = Xkc(sk+l) et en remplaQant A par AXA;, Ie s corres-
pondant est mil, et la fonction de potentiel /(., c(sk+1)) peut etre diminuee par au moins
- en prenant comme direction dk = —XkPBkXk(c — sk+le).
Algorithme 2
Iteration k: xk, yk et sk donnes.
Calculer: Ak = AX\ p = PAk(Xkc), q = PAk(xk);
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- Si miiije{i,,..,n} (p — skq). < 0, alors poser: yk+l = yk, sk+l = sk;
- Sinon:
1. Determiner sk+l de sorte que sk+l > sk et min.je{i,2,... ,n} (? — s +19)j = 0;
2. Soit: yk+l = (AkAkT)-lAXkc(sk+1);
3. Calculer: dk = -PA^P - sfc+l), dk = Xkdk
3||dMI' ^ -er^+1
Theoreme 6 L'algorithme 2 engendre une suite {xk} de points realisables pour (Pi) et
une suite {(y ,sk)} de points realisables pour (D^). De plus, les suites {cTx } et {nsk}
convergent tous les deux vers ns* ou ns* designe la valeur optimale de (Pi).
En effet:
—k.





ns* - nsk < - — xv5n_^ (cTx° - ns")
1 - exP(T:~)
Preuve
D'apres ce qui precede, on a:
(cTxk - ns*) + (ns* - nsk) < exp(^k){(cTx° - ns*) + (zis* - 7isfc)}.
—k.
Par soustraction de exp(——)(ns* — ns ) des deux cotes, on en deduit les resultats voulus
et, par suite, la convergence desiree. D
Remarque 10 Notons que I'inegalite 2 (dans les proprietes des suites {xj^} et {(yk, Sk)})
assure la convergence rapide du probleme (Pi) et de son dual (D-^) (d'apres Ie theo-
reme precedent). Done, la direction proposee precedemment aide les solutions {x } et
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{(yk,sk)} a converger rapidement. Neamoins, on en deduit qu'il n'existe aucune maniere
pour montrer que cTxk s'approche d'une fagon monotone de la solution optimale ou que
nsk augmente d'une fa^on stricte d chaque iteration.
3.3 Mise en oeuvre et complexite
Ici on va discuter comment 1 algorithme 2 peut etre mis en oeuvre d une fa^on efficace.
Premierement, on doit executer la factorisation Q R de la matrice (Ak)T = XkAT pour
toute iteration k de la fagon suivante: (Ak)T = QR = [Qi^Q^]
R
0 , ou Q = [Qi,Q-2\
est une matrice orthogonale, J?i est une matrice (m x m) triangulaire superieure et Qi
a m colonnes. Cependant, on n'a pas besoin d'avoir Q explicitement, il suffit de pouvoir
calculer Qv et QTv efficacement. Cette factorisation peut etre calculee en m2(n — — )
operations en utilisant la methode de Householder dans Ie cas ou la matrice Ak est dense.
Deuxiement, on calcule QTXkc et QTxk (done Qi Xkc et QTxk pour i = 1, 2), et alors,
on obtient u = Q-^Q^ Xkc et v = Q^Q^ xk en 0(mn) operations. Si ?/fc et sk sont mis a
jour, sk+l exige alors 0(n) operations et yk+l = J?f Qr[(Xkc— sk+lxk) necessite 0(m2)
operations additionnelles. Finalement dk,dk,xk+l et xk+l exigent 0(n) iterations.
Remarques
1. La factorisation de (Ak)T est la tache qui necessite Ie plus de temps dans 1'algo-
rithme de Karmarkar;
2. La mise en oeuvre de 1 algorithme de Karmarkar et ses extensions ont prouve que,
dans la pratique, la methode projective est plus efficace que Ie Simplexe surtout
pour les problemes de grande taille (20 a 50 iterations meme pour m et n tres
grands). En efFet, plusieurs tests ont ete faits par: Ye et Kojima [71], Monma et
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Morton [45], Adler et al. [2] et plusieurs autres chercheurs qui out pu mettre en
evidence la comparaison remarquable entre ces deux methodes;
3. La complexite du premier algorithme de Karmarkar est de 0(n L) operations arith-
metiques (0(nL) iterations et chaque iteration exige 0(n3) operations), mais Kar-
markar a ete capable de la reduire a 0(n3'6L) operations en utilisant un processus
de mise a jour partiel.
3.4 Transformation cTun probleme general
Dans cette section, on va montrer comment obtenir un probleme de type (Pi) (forme
canonique de Karmarkar) a partir d'un probleme donne sous forme standard.
Supposons qu'on a a resoudre :
min r • t
(P'){ Mt=b
t>0
ou M est une matrice (m/ x n') de rang maximal.
On suppose que Paddition de la contrainte eTt < n—2 a un efFet previsible c'est-a-dire que
si Ie probleme (P/) admet une solution realisable optimale, alors elle verifie eTt < n — 2;
et si Ie probleme (P/) avec cette contrainte ajoutee admet une solution optimale avec
eTt = n — 2, alors (P/) est non borne.
Pour arriver a un probleme de type (Pi), on suit les etapes suivantes:








er^+^i =n - 2
t, tz > 0
2. On introduit une nouvelle variable t^ de valeur 1 pour deplacer b dans Ie cote























3. On introduit une variable artificielle ts avec un cout tres grand v pour assurer que
Ie vecteur e soit realisable, on obtient alors:
min[rT, 0,0, v\
M 0 -b b-Me
0010












4. Finalement on doit eliminer Ie 1 du terme de droite de la premiere contrainte
en utilisant un multiple de la derniere contrainte et en soustrayant la contrainte
50





























D'ou la forme exigee, en posant A =
M 0 -b b-Me
-eT -1 n-1 -1
A c M(m' + 1 x n/ + 3) et de rang maximal.
. On a bien
Remarque 11 On peut choisir v >»|| r \\, et cela ne cause aucune dijficulte dans la
resolution (pas comme Ie simplexe ou on peut avoir des problemes considerables).
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CHAPITRE 4
LES METHODES DU POTENTIEL
4.1 Introduction
La methode de potentiel constitue une autre variante de 1'algorithme de Karmarkar. Les
algorithmes se distinguent par Ie fait qu'ils retiennent les caracteristiques de 1'algorithme
projectif: en particulier, la borne de complexite polynomiale et 1'habilite de prendre des
grands pas bases sur la fonction de potentiel sans 1'utilisation du changement de variables
projectif. Le premier algorithme de ce type a ete propose par Gonzaga [25]; puis, une
extension de ceci a etc propose par Freund [19], Ie resultat est entierement semblable a la
forme standard de 1'algorithme projectif. Independamment, Ye 70 a derive un algorithme
similaire qui utilise une fonction de potentiel primale-duale pour obtenir un algorithme
de complexite meilleure que ceux mentionnes precedemment par un facteur de \/n. Une
variante de 1'algorithme de Ye a ete donnee par Freund [19]. Recemment, Gonzaga [27] a
montre que 1 amelioration de la complexite proposee par Ye peut etre obtenue sans 1'ad-
dition d'un terme de penalite duale dans la fonction de potentiel. Malheureusement, tous
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ces algorithmes exigent une solution initiale realisable; done, une variable artificielle avec
un cout grand "M" doit etre ajoutee a ce probleme. Le premier essai pour developper un
algorithme potentiel conditionne qui n'exige pas la realisabilite a ete fait par Freund [20],
utilisant une modification (translation) du terme de penalite dans la fonction de potentiel.
Anstreicher [6], a son tour, a developpe une extension simple de 1'algorithme potentiel
conditionne, celui-ci obtient simultanement la realisabilite et Poptimalite sans 1'addition
du terme "]VF. Sa methode a ete consideree comme une extension de 1'algorithme de
Gonzaga [25] et elle a ete amelioree aussi par Todd [62]. Dernierement, Anstreicher et
Bosch [3] out propose un algorithme dont la complexite est meilleure que celle des al-
gorithmes mentionnes precedemment. C'est Ie premier algorithme a 0(n3L) operations
pour des problemes de programmation lineaire. Us montrent que 1'utilisation de la regle
de "Goldstein-Armijo" pour sauvegarder la direction cherchee durant les pas primals est
suffisante pour garder une moyenne de complexite de 0(n2'5) operations par iteration,
ils etendent Ie pas dual pour appliquer la mise a jour partielle, ainsi la complexite totale
de leur algorithme est seulement 0(n3L) operations. Dans ce chapitre, on commence par
donner Ie principe de la methode; puis, on decrit les principaux types d'algorithmes, a
savoir Palgorithme potentiel primal et 1'algorithme potentiel primal-dual ainsi que leur
complexite.
4.2 Principe general de la methode
On considere Ie probleme (P) ainsi que son dual (D). Les algorithmes de cette methode
sont simplement des algorithmes de descente de plus forte pente avec conditionnement
affine applique a une fonction de potentiel.
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4.2.1 Les fonctions de potentiel
Karmarkar a ete Ie premier a introduire une fonction de potentiel en programmation
lineaire. La fonction de potentiel primale qu'il a definie est:
fKp(x, VL) = q\og(cTx - VL) - Y^ log re
J=l
n
ou VL est une borne inferieure de la valeur optimale v* et q = n + 1. Cette fonction a ete
utilisee par [71]et [25], avec d'autres valeurs de q, tandis que sa fonction duale etait :




ou vu est une borne superieure de v*. Ye et Todd [60], a leur tour, ont propose la fonction
de potentiel primale-duale suivante:
n n
fvT(x,s) == qlog(xTs) - ^ log Xj - ^ log Sj,
J=l 3=1
ou q = 2n dans [61] et q = n-^-^fn dans [60]. Cette fonction a ete a la base de 1'algorithme
de Ye [70], elle a ete utilisee par Tanabe dans [56]. Ces fonctions out pour role primordial
de mesurer Ie progres de 1'algorithme (analyse et complexite), elles peuvent aussi etre
utilisees dans la recherche des directions. Les fonctions de potentiel ne sont pas convexes;
cependant, elles admettent un minimum unique pour n'importe quelle borne v (v = VL
ou v = Zu) et quel que soit q > n. Ceci est une consequence de la convexite stricte de la
fonction de potentiel multiplicative comme 1'ont montre Iri et Imai 30].
Pour definir les fonctions de potentiel primales, on a besoin des bornes inferieures de










avec A est une matrice (m x n) de rang maximal; 0 < m < n;c,^etrc G Mn et
b € Rm, pour lequel il est plus facile de generer une borne inferieure que pour Ie probleme
standard. Cependant tout probleme standard peut se transformer facilement en (P^) (Voir
la remarque ci-dessous). Soit alors Ie probleme (P^). On definit:
- Fp= {x (ERn,Ax=b^Tx=0,x > 0};
- Fp={x eRn,Ax=b,x > 0}.
0
On suppose qu'on connait un point de F'p . Par changement de variable, on peut suppo-
ser que c'est Ie point e = (1,... , 1) . Sans perte de generalite, on suppose que ^ e > 0,
0
sinon on peut changer Ie signe de ^. Si ^Te = 0, alors e Ci7p^, et on peut continuer avec
Palgorithme de potentiel primal donne dans la prochaine section.
Dans ce qui suit, on suppose que ^ e > 0.
/





On definit: XT = (xT^x^), CT = (c ,0), ^r = (0,1) et A = (A, b — Ae) ou e est un
vecteur dont les composantes sont tous egales a 1 ay ant la meme dimension que x. Alors,
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Ie probleme (P^) est equivalent au probleme (P), puisque la contrainte ^ x = 0 oblige la
0
derniere variable d etre nulle, e EFp^ et ^ e = 1 > 0.
On suppose que 1'iteration courante est e et la borne inferieure est VL (vj, peut etre egale
a -oo). On pose Ai = $Te, par hypothese, on a Ai > 0.
En ecrivant x = x' + e, Ie probleme (P^) devient:
(^)




Done x' € Af(A) ou Af(A) designe Ie noyau de la matrice A. Pour tout vecteur u, on
designe par Up sa projection sur At (A), done Xp = x'. En utilisant les proprietes de la
projection on a u1 x = u1 Xp = u^x pour tout vecteur u. Done, en remplagant c et ^
par Cp et ^p dans (P^) et en ajoutant la contrainte (e — e?) x' = 0, on aura Ie probleme
equivalent suivant:
(^")
min c^x' + cTe
Aa;/=0
^' = -Ai
6 — Cn ) 2' ==
x' > -e
En utilisant la relaxation de Fraley [18], on obtient:
(FRP)
min c^x' + c e
^'' = -Ai
(e - ep)Tx' = 0
x' > -e
Son dual est:
max —AiA — e s + c e
(FRD) { ^p\ + (e - ep)r + s = Cp
s >0





En effet, puisque b = Ae, la fonction objectif du dual peut s'ecrire: eTATy = cTe —
AiA — eTs, comme dans (FRD). Aussi, pour tout vecteur u, u — Up C 7i(AT). En
ecrivant u — Up = ATyu, alors Ie probleme (F RD) peut s'ecrire:
max —AiA — eTs + cTe
(FRD') { AT(y, - \y^ + ry^) + 0 + s = c
s>0.
Ce probleme est clairement une restriction de {D^), puisque y doit etre une fonction
specifiee en A et r. Ainsi, la valeur optimale du probleme (FRD) est inferieure ou egale a
celle du probleme (D^). Simplifions encore (F RD ). Tout d'abord, on elimine la constante
cTe et on met au negatif la fonction objectif pour avoir min(AiA + e s). Ceci represente
la marge au-dessous de la valeur courante c e. Notons que cette mar ge doit etre negative
puisque e n'est pas realisable. Apres, on elimine s de la fonction objectif en utilisant la
premiere contrainte de (F RD), on aura alors:
v^ J min(-^ + Ai)A - (e^e - n) + c^e
$pA + (e - ep)r ^ Cp.
Ceci est un probleme de programmation lineaire a deux dimensions qui peut etre resolu
facilement.
- Supposons que (FRD") a une solution optimale avec une valeur 8, alors (FRD)
a une valeur optimale cTe — 6. II existe done une solution realisable a (D^) avec
une valeur de 1'objectif egale a cTe — 6. Alors, VL+ = max{z^,cTe — 6} est notre
nouvelle borne inferieure;
Si Ie probleme (FRD") est non borne, alors (FRD) et (D^) Ie sont aussi. Dans ce
cas, (P^) est non realisable;
- Si (F RD") est non realisable, alors (F RD) Vest aussi et done on ne peut rien
conclure sur (^), Dans ce cas, on se contente de VL+ = VL.
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4.3 Methode du potentiel primale
Gonzaga est Ie premier qui a decrit un algorithme potentiel primal [25]. Son algorithme
est simplement la methode de descente de plus forte pente avec conditionnement affine
applique a la fonction de potentiel primale de Karmarkar:
n
/Kp(x, VL) = q \og(cTx -VL) - Y, log Xj
J—l
ila suppose que la valeur optimale v* de (P) est nulle. Freund [19] a propose une extension
de 1'algorithme de Gonzaga. Cependant, il a utilise une fonction de potentiel particuliere
n
pour mesurer la performance de son algorithme: f(x) = q\og(xTs)—^ log xj. Dans cette
J=l
section, on va proposer un algorithme de potentiel primal et etudier sa polynomialite.
Pour faciliter Panalyse, on suppose que la valeur optimale du probleme (P) est nulle et
on considere la fonction de potentiel suivante:
n
f(x) = qlog(cTx) - ^ log Xj
J=l
oil x > 0 ei q > 0. Cette fonction est difFerentiable et on a: V x > 0, V/(a;) =
—1.c — X~ e. En particulier, V/(e) = -^—c — e.
C X C 6-
4.3.1 Algorithme potentiel primal
- Donnees:
- x° strictement realisable pour (P);




- Conditionnement: A = AXk, c = Xkc, y = (Xk)-lx, Xk = diag(x^ ... , rz;^),
n
f{y) = q^og(cTy) - ^ log yj
.7=1
- Direction: h = -PA^f(y) ou PA = I- AT(AAT)-1AT
- Pas: chercher approximativement A = argmm{/(?/ + \h); X > 0;y + Xh > 0}
- 7,* = 7/+A/l
- xk+l = Xky*
-k=k+l
- Jusqu'a: cTxk < e
n
Remarque 13 Pour x = Xky, f(x) = f(y)—^\ogX^; done Ie conditionnement affine
J=l
n'a pas d'effet sur la variation de la fonction de potentiel.
Notre but est de prouver que cette fonction de potentiel diminue a chaque iteration par
un facteur constant independant de 1'iteration. II suf&t alors de montrer qu'il existe une





Lemme 11 On considere Ie probleme (P) et soit h = —P^V/(e), alors:
- Si q > n + ^/n, alors \\ h ||> 1





Lemme 12 On considere Ie probleme (P) et soit h = —PA'^f{e)) alors:
Si q > n+^/n, alors f(y*) - f(e) < -0.1
- Si q = n, alors f(y*) - f{e) <
Ti
Preuve
Soit y* = e + A*/i.
Par definition de A*,VA > 0 verifiant e+ Xh> 0 on a: f(y*) < f(e + \h).
0.5
En particulier, VA € [0, ], on a A /i \\oo<: 0.5, done en utilisant Ie developpementh
de Taylor, on aura:
|2W) < f(e + \h) ^ f{e) + \^f(e)lh + 2A2|| h
Puisque h e Af(A), Vf{efh = -\\ h ||2, par la suite: f(y*) - f(e) < -\\\ h ||2(1 - 2A).
0.3
- Si q > n-\- -\/n, alors par Ie lemme 1, on a: || h \\ > 1. Choisissons A = 7—7—1- et
alors: /(7/*) - f(e) < -0.3 H h || (1 - ^) < 0.1;
- Si q= n, on distingue deux cas:
0.3




- Sinon, on prend A = 0.3 et alors:
f(y')-f(e) < -0.12H h ||2
—0.12





Ainsi, on obtient les resultats. d
Done, si q = 0(n), on peut trouver a verifiant : f(y*) — f(e) <a ou encore:
f(xk) - f(xk~1) < a pour tout k (4.1)
Lemme 13 Puisque f satisfait la condition (4.1) alors Ie probleme (P) est resolu en au
plus 0(—L) iterations ou L est la longueur des donnees du probleme.
a
Preuve
On suppose Ie probleme resolu lorsqu'on trouve un point xk verifiant cTxk < 2~L (e =
2~ ) (a partir de ce point, la solution optimale peut etre obtenue par une procedure de
purification dans un 0(n3) operations arithmetiques).
L'ensemble realisable est borne, done, il existe une constante positive M telle que pour
n
tout x realisable, on a: ^\ogxj < M (M < 0(L)). Etant donne Ie point a;0, on a
J=l
f(xk) < f(x°)—ka. Done: q log cTxk — ^ log ^ < f(x°)-ka. Par la suite : 9logcTa;A; <
3=1
7l/f+ f(x°} a
M + f(x°) — /CQ', ou encore: logcTx ^ ——J-^—-/. — ^—. La condition \ogcTxk < —L
q Q.
M + ffa;0) . o/
est satisfaite pour tout k tel que: l-r—J v~ / — k:=- < —L
q q
ou encore k > a(L + M±Z^_)). puisque M + f^ < 0(L), done A; = 0(aL). D
q' q / ^ q ~ v /' V9
4.3.2 Complexite de Palgorithme
Theoreme 7 On suppose que q = 0(n), alors I'algorithme de potentiel primal applique
au probleme (P) possede la propriete suivante:
- Si q > n + ^/n, alors I'algorithme se termine en au plus 0(nL) iterations;
- Si q = n, alors I'algorithme se termine dans au plus 0(n2L) iterations.
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Preuve
On suppose que q = 0{n)
- Si q> n+^/n, on a: f(xk) - f(xk-1) < -0.1 V k > 0,(d'apres Ie lemme 13).
done, 1'algorithme se termine dans 0{—^-L). Puisque q = 0(n), on obtient alors Ie
result at voulu.
- M.eme raisonnement pour q = n. 0
4.4 Methode de potentiel duale
Cette methode est similaire a la precedente, sauf qu'ici on utilise la fonction potentielle
duale de Karmakar:
n
fKn(y, vu) = q^og(vu - b Ty) - ^ log Sj
J=l
ou vu est une borne superieure de v*. De plus, Ie conditionnement affine est utilise avec la
matrice S-l ou S-l = diag(s^\... , s^1) (s designe la variable d'ecart pour Ie probleme
dual).
4.5 Methode du potentiel primale-duale
La fonction de potentiel primale-duale de Tanabe [56] et de Todd et Ye [60] [61] est definie
par:
n n
(S>q(x,s) = q\Og(xTs) -J^logXj - ^ log Sj
J=l J=l
pour q > n. Cette fonction est determinante pour Ie developpement des algorithmes de






tandis que sa relation avec la fonction duale est donnee par:
n
^q(x,s) = f{y,vu) -J^logXj.
J=l
Certains algorithmes bases sur ^q traitent les variables primales et duales de fagons
difFerentes en utilisant la fonction potentielle seulement pour mesurer Ie progres et la
convergence de la methode. D'autres, comme les algorithmes decrits par Todd [62] et
Freund [19] determinent les directions ainsi que les pas pour les variables primales et
parfois mettent a jour les variables duales. D'autres aussi, comme les algorithmes de
Todd [62] et Gonzaga [25], prennent des iterations dans les deux espaces primals et duals
en utilisant une certaine mesure de centralisation pour choisir entre les deux possibilitees.
Pour faire 1'analyse de la methode, nous allons proceder de la meme fa^on que Kojima
et al. [37]. On va utiliser la fonction de potentiel ^>q:
n







et soit Fp * FD = {(x,s);x realisable pour (P) et s realisable pour (D)} et Fp * FD
son interieur. L'algorithme propose engendre une suite de points (xk,yk, sk) strictement
realisables et tels que: ^q(xk, sk) \ —oo.
4.5.1 Algorithme de potentiel primal-dual
- Donnees:
- Un point (x°, y°, s°) eFp * FD
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- q > n





0 AT I \ f dxk \ / 0
- Resoudre Ie systeme: | A 0 0 | [ dyk \ [ 0
Sk 0 Xk I \dsk I \ -XkSke + ak^e
pour obtenir la direction (dxk, dyk, dsk)T.
- Calculer \max = sup{A C [0, l]/(x, s) + \(d^, ds) > 0}.
- Choisir \k = argmm^,\ma.) ^q(x + xdx ? s + \dsk).
- (xk+\ yk+\ sk+l) = (xk, y\ sk) + \k(dx\ dyk, dsk).
- Fin.
4.5.2 Complexite de Palgorithme potentiel primal-dual
Pour determine! la complexite de 1'algorithme on se sert de quelques resultats techniques
Result at 1:
log(l +/?)</? V /?>!; (avec egalite si et seulement si XSe = fie)









Resultat 2 : Pour tout (x, s) > 0, on a: ^n(x, s) ^ n log n (avec egalite si X5'e = fie) 0
Preuve
_"_ T'_..<?-. n ^,.




- La fonction <lg est non bornee inferieurement sur son domaine
0 0 (j) ( JQ , s) , X S
- Pour tout (x, y, s) ^Fp * Fp, on a: p, < exp( ) ou fi=
Preuve
- On sait que pour tout p, strictement positif, il existe un point realisable (x?,, y^ s^)
tel que (x?,)j(s^)j = ^ pour tout j; or,
^q(x^s^) = (q-n)\og(x^s^)+^(x^s^) (4.4)
= (q — n) log n/i + n log n (4.5)
done, quand p, — > 0, ^q(x^s^) — > —oo.
On a:
^q(x^s^) = (q-n)\ogxTs+^n(x,s) (4.6)





D'ou Ie resultat. a
En consequence: si 1'algorithme engendre une suite de points strictement realisables
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(xk, y ,sk) verifiant ^q(xk, sk) \ —oo, alors ,2^ —> 0.
Si on arrive a trouver une constante disons 6 > 0 telle que pour tout k on a:
^q(xk+\ sw) < ^q(x\ sk) - 8 (4.9)
on peut alors determiner la complexite de Palgorithme 2.
Theoreme 8 Etant donne un point (x °,y °,s °) strictement realisable. On suppose que
Valgorithme 2 engendre une suite de points strictement realisables satisfaisant (4-9) alors
pour tout e € (0, 1), il existe un indice K definit par:
K^^W^+9-^^\\ (4.10)
tel que p,k < e pour tout k superieur ou egale a K.
Remarque 14 |_a;J designe la partie entiere de x.
Preuve
On a:
^(x\sk) < (q-n)\og^ (4.11)
-(q-n)\\oge\. (4.12)




^q(x°, s°) -k6 < -(q -n) | loge | ou encore: k > "q^^ > + 'i— | loge | il suffit de
<S>q(x°,s°) , q-n
prendre K = [-yv"/~ / + ^—— | log e |J.
II reste a determiner la reduction de la fonction de potentiel. Pour cela, examinons Ie
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deroulement d'une iteration. Soit A € (0,Amax)5 on a:













- f>g(l+A^) (car d^=0)
j~l S3
0 0
Pour assurer que Ie nouveau point soit dans Fp * FD, il faut que (dx, dg) et A satisfassent
Amax(|| X-ld, \\^ || S-ld,\\J < r
ou T C (0,1) une constante a determiner.
En utilisant Ie resultat 1, on aura:
'Sf,(x+>d,,s+\d.)-'S>,(x,s) $ q\s "J; ^ - AeT(X-ld, + S-ld,)
XM S
+ j^^(\\X-l^\\2+\\S-ld.\\2)
^sTd^+xTds ^ _ 1 ,„ ^_i_, i,2 , n ^_i_, 1,2,Soit ^i = q" ""^~ "' et g^ = -^—^(\\ X~id^ ||' + || S~Lds ||')
On aura:
A2
^q(x + \d^, S + Xds) < ^q(x, S) + AC/I + -^2
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Si on pose g(\) = ^q(x, s) + \g^ + -^-Qi^ on aura:
^q(x + \d^ S + Xds) < g(X) V A 6 (0, A^),
ou A^max(|| X~ld^ ||^, || S~lds ||^) = T
Etude de g(\):
A2
On a: g(X) = ^q(x, s) + A^i + —^
- Comme g^ > 0, alors g est une fonction quadratique convexe;
pour montrer que g est decroissante en A , il faut prouver que Q\ est negatif.
Pour cela, on definit les notations suivantes: Etant donne (x,y,s) ^Fp * FD, soit:
V = (XS)^ , v = Ve , D = X^S^ , Vmin = muii<i<n^ , r = —v + —/^Ve. Les
relations entre D, v et x sont donnees par:
v ||= xTs =np. , X=VD , S= VD-1.
n
Puisque la direction qu'on cherche verifie : Sdx + Xdg = —XSe+ —, on aura alors Ie
q'
systeme suivant:
Sd^ + Xds = Vr
D-ld^ + Dds = r
X-ld^+S-ld, = V-lr.
Done, on obtient:
U r ||2=|| D-ld, + Dd, ||2=|| D-ld^ \\2 + H Dd, \\2 (carded, = 0)
par la suite: || D~ ldx ||<|| r || et || Ddg ||^|| r ||. De plus:
--1^7 1|2 _i_ II C-l/7 112 ^ II T7-1 n-1/7 1|2 i H T^-l n/7 112Lx II ~t~ II ^ us II ^ II y LJ ux II -t- II l/ —u(lx
V -1 112 /|| D-lD~Ld^ ^ + || Dd,






9 ^Tfc^ i V^ \ ^r/v-i.9i = -Jf-_el'(Sd^Xd,)-el\X-ld,+S-ld,)
X1 S
= -q-eTVr - eTV~lr






q- II r II2
D'ou: V r ^Oona: ^i < Oet^ > 0. Or, V A C (0, \r) g'(\) = gi + Xg^
g'(\*) = 0 ^==^ A* = -^-. En conclusion:
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gW < ^(O)a
Lemme 14 V (x, y, s) eFp * FD et q > n + -\/n, on a:




\r ||2 = \\-Q-v-V-le\\2
n2^2 "' " " np.
,2
-g^upv + (V-le)TV-le - 2-^vTV-le
n^^ ' ' np,






q — 2nq -\-n — n = (q — n — y/n) + ^Vn(q — n — ^/n)
> 0 V q>n+^n
avec egalite si q = n-\- \fn.
D'ou
n2p2
r \\2> (V-le)TV-le - n" — n
np,
avec egalite si q = n-\- ^/n et puisque v est orthogonal a V e — —. Alors, en remplaQant
q = n + v/n, et en utilisant la definition de r, on aura:
^





^ " " n/ji
Done:
n2p2 /mm.'Vmin P- ~' n^
= ^{(^ - "mini2 + /.}
'mm
,2











r n est pas suffisament petit ==^ g^ est suffisamment negatif =====> une dimunition
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assez importante de g quand A devient plus grande que 0.
Theoreme 9 Soit r = 0.5, On definit:
'Urnn
x= 2 || r\
Alors
(7(0) - (/(A) <-0.15,
et done 6 = 0.15.
Preuve
D'apres 4.13 on a:
X~ d^ \\2< iL-J-,
^min
il s'en suit que :
1.7 II ^ ~T II v—l_7 ll ^- -'- "mm6 || X~Ld^ ||oo< J || X~id^ \\2< ^n11111, "/ " = ^ = T
2 || r || 'Umin 2
de la meme fa^on, on verifie que 6 \\ S ds ||oo< T.
D'autre part:
5(0) -g(\) = Agi+JP^
1 TO 1 1^ -:^AIM12+^P^ 1 \ IIr^""' " ' 2" ^inl-^
= __9_^ || ^ || +-^-
2
np, 2 "' " ' 8(1-r)'
En utilisant la borne inferieure de || r || et en prenant r = 0.5, on obtient









done, la reduction a chaque iteration est de 0.15. D
Remarque 15 On obtient des resultats similaires pour tout r € (0,1).
Corollaire 3 Soit q > n + ^/n et e > 0.
0 0
On suppose que Ie point initial (x°,y°, s°) ^Fp * FD et verifie:
^(x°,s°)<l(q-n) | log e
pour un certain I > 0 independant de n. Alors I'indice K definie par:
K=\l^(g-n}\e\-\=0((q-n)\lose\)
possede la propriete suivante:
(x\y\sk) eFp^Fn, ^k <€,
pour tout k > K. En particulier, si q = n + ^fn alors K = 0(-\/n\oge).
Preuve
En substituant Ie majorant de ^q(x °, s°) dans la formule 4.10, on aura Ie resultat. D




LES METHODES DE LA
TRAJECTOIRE CENTRALE
5.1 Introduction
C'est a Barnes que 1'on doit Ie developpement en 1987 [8] de cette nouvelle approche
des methodes du point interieur. La methode de la trajectoire centrale a ete etudiee en
premier par Bayer et Lagarias [9] [10] [11] ensuite par Meggido [41], Ben Daya et Shetly
[12], Renegar [48], Gonzaga [28], Vaidya [68], Monteiro et Adler [46], Kojima et al. [35],
Roos et Vial [53] [52], Goldfarb et Liu [23], etc.
Comme son nom 1'indique, cette methode est basee sur Ie suivi d'une trajectoire centrale.
Selon les cas, cette trajectoire centrale est definie comme 1'ensemble des minimums de la
fonction auxiliaire consideree (fonction de penalite [17], fonction de potentiel [32], fonc-
tion des centres [29] ...). Cette methode consiste a demeurer dans un certain voisinage
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de la trajectoire centrale en utilisant des iterations de Newton. II existe deux approches
difFerentes des methodes de la trajectoire centrale: une approche primale et une autre
primale-duale. Pour mettre en oeuvre chacune de ces approches, nous pouvons utiliser
soit des algorithmes a petits pas, soit des algorithmes a grands pas. Tout depend de
la maniere de mise a jour des parametres. Les methodes primales-duales sont les plus
utilisees en pratique. Elles sont efficaces et peuvent s'etendre facilement a d'autres types
de problemes (problemes quadratiques, problemes convexes, etc). Le premier algorithme
de ce type a ete developpe par Kojima, Mizuno, et Yoshise [36]. Get algorithme a grand
pas a une complexite de 1'ordre de 0(nL) iterations. Ces memes chercheurs out decrit
un autre algorithme primal-dual mais a petits pas [35], dont la complexite est meilleure
et est de Pordre (0(y/nL) iterations seulement). Un algorithme similaire a ce dernier
a ete propose par Monteiro et Adler [46]. Apres une recherche intense a ete faite dans
ce domaine et a donne naissance a un nouveau type d'algorithme primal-dual appele
algorithme predicteur-correcteur. Dans ce chapitre, il sera question tout d'abord des me-
thodes primales duales. On commence par les decrire, puis on enonce les differents types
d'algorithmes, a savoir 1'algorithme a petits pas, 1'algorithme a grand pas et 1'algorithme
predicteur-correcteur. Une deuxieme partie sera consacree a 1'approche primale.
5.2 Preliminaires









Soit /jL > 0.
A tout probleme (P), on associe Ie probleme penalise suivant:
mmB^(x)
^n A^ —Ax = b
ou B^ est la fonction de penalite definie pour x > 0 par:
B^x) =cTx- /^ log X,
3=1
Proprietes de B^
Pour tout [L> 0, la fonction Bp, est strictement convexe;
0 0
Si Fp et FD sont non vides, alors Pour tout p, > 0, Ie probleme P^ admet une
solution unique notee x (p) et appelee point central;
- Quand p, i—> 0, x(/ji) i—> x* solution optimale du probleme (P);
- La fonction p, i—> x(fi) definit la trajectoire centrale qu'on note C\
- x(iji) est definie d'une faQon unique par les conditions d'optimalite de Karush-Kuhn-
Tucker suivantes:
c - p,X-le - ATy = 0
Ax=b
ou y est Ie vecteur de mutiplicateur de Lagrange associe a la contrainte Ax = b du
probleme (P^).





Ay + s = c
s >0.
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Notons que (So) correspond aux conditions de complementarite pour un probleme de
programmation lineaire.
Remarque 17 Le systeme (Sp) designe aussi les conditions d'optimalite du probleme
(D^) ou
_"_
max bTy + [i ^ log s^
(D,) \ ' ' ^i
Aty + s = c
avec s > 0.
En efFet: les conditions d'optimalite de Karush-Khun-Tucker pour ce dernier probleme
sont donnees par:
b- Ax = 0
p,S~le - x = 0
ATy + s = c
ou x est Ie vecteur de multiplicateur associe a la contrainte ATy + s = c.
On a: s > 0 done x 1'est aussi (car fiS e — x = 0).
En ajoutant les deux contraites s > 0 et re > 0 au dernier systeme, on retrouve bien (S^).
5.3 Les methodes primales duales
Rappelons que les conditions d'optimalite des problemes (P^) et (D^) sont donnees par
Ie systeme suivant:
(5,)













Comme toute methode de la trajectoire centrale, Ie but est d'essayer de resoudre Ie
systeme (Sp,). En supposant que Fp et FD sont d' interieur non vide, on aura alors
une solution unique pour Ie systeme (Sp,) et ceci pour tout p, > 0. On note cette
solution (x(fi), s(p)). Dans ce cas, la trajectoire centrale est la courbe de la fonction
p, i—> (x(p)^s(ij)). D'apres la premiere equation du systeme (S^), Xi(p,)si(p) = p, pour
tout 1 < i < n. Done, XTS = n[i ou XTS designe la marge duale; done, il suffit de
trouver (approximativement) des points sur la trajectoire centrale quand p, i—> 0. Voila
maintenant un modele d'algorithme primal-dual de type suivi de la trajectoire.
Modele general d'algorithme primal-dual
- Donnees: e > 0 , p° > 0
k=0
- Repeter
- Trouver approximativement (rc(^ ), s(p, ));
Choisir {ik+l < {ik.
-k=k+l
- Jusqu'a: (ik < e
Remarque 18 1. La resolution de S^ est approximatwe done, il est necessaire de
definir Ie concept du voisinage du point central.




Puisqu'il est impossible de calculer Ie point central (x(p,k), s(fik)) d'une faQon exacte c'est
x (uJV) s
a dire qui verifie ^ = e, on se contente d'une solution approchee verifiant un
^
certain critere de proximite.
0 0
Soit /3 € (0,1), /•; C Net (re, s) €i7p * FD- La mesure de proximite est definie par :
xs
[x,s,p,) =|| —-e ||fc,
P'
et alors, un voisinage de la trajectoire centrale C est defini par:
Nk((3) = {(x, s) ^Fp * Fn, 6(x, s, ^ < (3}
ou encore
Nk(ft) = {(x, s) eFp * FD, H Xs - ^e \\k< M.
Les voisinages les plus utilises dans les methodes du point interieur et plus particulie-
rement dans les methodes de la trajectoire centrale sont A^(/?), Noo((3) et N^(P) ou
m ||oo= m~ oo et (m~)i = mm{m^ 0} pour tout vecteur m € M".
Remarque 19
C C N^((3) C N^(R) C N^(P) cFp^ FD V /?€(0,1)
Dans ce qui suit on va prendre k = 2.( on designe || . ||2 par || . ||)
Mise a jour du parametre
La fa^on traditionelle de mettre a jour Ie parametre est de Ie multiplier par un facteur
a G [0,1] i.e p.k+l = a/ji,k. Ce parametre cr peut dependre de n.
La maniere de varier ce parametre a chaque iteration entraine 1'obtention de deux cate-
gories de methodes : les methodes des petits pas et les methodes des grands pas.
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Soit (x, s) G-Fp * FD, P' > 0 et ^ = a^i. En suivant ce qui precede, notre but est de
se rapprocher du point central (x(ap,),s(o~^) pour a C [0,1]. On veut plus precisement
trouver x+ = x -\- dx et 5+ = s + dg tels que (rc+, s+) realisable et a;+s+ = /2e = cr/^e. La
methode de Newton resoud cela approximativement en linearisant Sp,. La linearisation
de S^ donne:
(x + d^)(s + ^) = /2e
A(x + d^) = &
AT(y+dy)+(s+d,)=c
en simplifiant ce systeme, on aura:
(LS,) •
sdx + xds = —rrs + /2e
d^ e Af(A)
d, e n(AT)

















ou (dyc^ dy, dg) represente la direction de Newton associee au systeme (Sp) (dx la direction
primale et (dy, dg) la direction duale).
Par un simple calcul, on obtient:
d, = [S-1 - S-lXAT(AS-lXAT)-lAS-l](XSe - /2),
dy = -[(AS-lXAT)-l](XSe - /2),
d, = [AT(AS-lXAT)-lAS-l](XSe - ft).
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Remarque 20 - Si a = 0, on obtient une direction affine qu on note da et done, Ie
point resultant est: (xa, So) = (x, s) + da.
- Si a = 1, alors ce systeme definit une nouvelle direction appelee direction centrale
notee dc et alors, (x^ Sc) = (x, s) + dc.
D autre part:
•xs + o~p,e == cr(—xs + p,e) + (1 — a)(—xs)
done:
(4c, dy, ds) = adc + (1 - cr)da.
Par consequent, la direction de Newton associee au systeme (PN) ^st une combinaison
convexe d'une direction affine et d'une direction centrale. D'ou: (x+, s+) = ff(x^ Sc)+(l—
o')(xai So)- De plus, on a: d^dg = —d^Ady = 0, done la direction qu'on cherche depend
seulement de (x,s) et du parametre a. On peut alors ecrire d = (d^, dg) = d(x, s, a).
Dans ce qui suit, on va montrer que la methode de Newton est tres efficace pour la resolu-
tion du systeme (5'^); en eflfet, elle reduit la mesure de proximite d'une fagon quadratique
dans une region assez grande. On prend a = 1. (Le cas general ou a- est un parametre quel-
conque dans [0,1] sera traite dans la section prochaine (methode predicteur-correcteur)
avec une certaine condition sur a et (3).
Theoreme 10 Soit (x,s) dans Fp * FD, IJL > 0 tel que S(x,s,/j,) = 8 < 1 et (x+,s+) Ie
resultat de I'iteration de Newton pour Ie systeme (LSp,) a partir de (x,s), alors:
s(x+'s+'tl)'-V^S) (5'1)
et pour tout X G [0,1],
8(x + A4r, s + Xds, p.) < (1 - A)(^(a;, s, /^) + A2J(a;+, s+, ^). (5.2)
De plus, si 8 < 0.7, alors pour tout X C [0, I], Ie point ((x + Acy, (s + Adg)) es^ un point
interieur.
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La preuve du theoreme 10 se sert du lemme suivant.
Lemme 15 Soient u, v € R" ^s g'?ze UTV > 0, a^ors;
uv ||< Vs u+ v
Preuve
Premierement, notons que pour tous scalaires C; ^ verifiant C,uj > 0, on a:
Ca;|^^|C+^
Puisque u1 v ^ 0, on a:
(5.3)
0 ^ uTv = ^ UiVi + ^ U,^ = ^ I u,z>, 1-^1 tW I; (5.4)
UiVi>0 UiVi<0 i^K. iEC
ou /C = {i/UiVi >0},C= {i/UiVi < 0} et }CU C == {1,2,... , n}. Done,
uve II = (II hvz]z€X; || + || [UiVi]ieC || )2
< (|| [UiVi]i^jc \\l + II [uiVi^c ||D2 (puisque || . ||2<|| . ||i)
< (2 ii [uivi^ \\y (d'apres 5.4)






< 2^ || u+v ||2,
d'ou Ie resultat. D
Avant de proposer la preuve du theoreme, on considere les notations suivantes : si x et s
sont deux vecteurs de meme dimension, alors on designe par xs Ie vecteur de composantes
XiSi et — Ie vecteur de composantes -'-.
S ~ Si
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Preuve du theoreme 10
Par un changement de variable du systeme (LSp,), on obtient une forme simple. En efFet,
soit h C M" un vecteur positif. Considerons Ie changement de variable suivant:
—ITT J _ L—lx = hx, dx = hdx, s = h~ s, ds = h~ dg.
Notons que xs = xs et d^dg = d^dg. Le systeme (LS^) devient:
xdg + sdy; = —a;s + /2e
J, c A^(^)
ds e n(A).







/^ " " /2





En utilisant ce dernier resultat et Ie resultat 5.4, on en deduit que:
p, ii xs ^ 62
\^d.\\^Y-,\\x-J-e\\2=^. (5.6)
Maintenant, on etablit une borne de complexite Ie long de la direction (d^, ds).
On a
(x-\-\dx){s-\-Xds) = xs-\-\(xds+sdx) + Xd^d
= (1 — X)xs + A/2e+ Xd^ds.
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En utilisant Ie systeme LS^ avec a = 1, il resulte que
(x + \d^)(s + Xds) _ ^ ,^a;s ^ , ^d^ds
- e = (1 - A)(— - e) + A"——.
^ ' "^ ' ^
En particulier, pour \= 1, on a:
x s ii 11 a^dg
[X,S, ^) =|| — - e ||=|| —— ||,
p, " " [i
et pour A € [0, 1]
8(x + \u, s + Ar, /^) < (1 — X)8(x, s, p.) + A 6(x+, s+, /^).
d'ou Ie resultat 5.3. D'autre part, puisque dx € M(A), dg € 7i(Ar) ei dx dg = d^ds = 0
alors par Ie lemme 16,
'X I ^S
i^Os ||=|| a^Os us -—7= —-•
En utilisant ce resultat et Ie resultat 5.5, on deduit que
^xu's
[x^^s^,?,) =11 — ||<
p. "-V8(l-8)
d'ou Ie resultat 5.2. Maintenant on etablit la realisabilite. Puisque (dx^dg) est realisable
par construction, il reste a montrer que Ie segment {(x+Xdx, s+\ds)/\ C [0,1]} ne touche
pas la frontiere de W^_ . Calculons la formule 5.2 pour 6 < 0.7. On obtient 6(x+, s+, p) < 1,
et d'apres 5.3, on aura pour tout A € [0, I],
8(x + Xdx, s + \ds, p) < 1.
Supposons par 1'absurde qu'il existe un certain A e [0, 1] et un certain %=!,... ,n tels
que Xi + \(dx)i = 0 ou s^+ \(ds)i = 0, on aura
5(x+^,s+-\d^)^(xi+w')(s'+>(d')i)-l\=l.
P'
On aboutit a une contradiction avec la derniere inegalite. D'ou Ie resultat est etabli. D




1. Initialisation on se donne :
6 un parametre de tolerance, /3, p,o;
- (x°, s°) C N^j5~) et ^0 > 0 tels que J(a;°, s0, ^0) < /3.
Pour k= 0, 1, ...
2. Repeter:
- Choisir a C [0,1].
- Resoudre Ie systeme (P^v) avec (x, s) = (xk,sk).
- Choisir A e (0, 1] et soit (xk+\ sk+1) = (x\ sk) + X(d^ d,).
- Choisir/?+1 € (O,/?).
- k=k+l.
3. Jusqu'a iik < e.
A chaque iteration, Ie choix de a, A et ^k+l est tel que 6(xk, sk, /j,k) < ,3.
]V[aintenant, on va decrire trois fagons interessantes pour choisir les parametres.
Algorithme primal-dual a petit pas
A chaque iteration, on choisit :
- A=l
.k+i_^..k __ ^_i °-2- p,^± = o-p," avec a- = 1 —




Considerons la propriete de recurrence suivante : P^: 6(xk, sk,p,k) < 0.5.
Par hypothese, on a Po. Supposons Pk et montrons Pk+i- En utilisant Ie theoreme pre-
cedent (resultat 5.2), on a
8(xk+\sk+\pk)<-^2^<0.2.
'" ^ ' ~ 0.5y/8




^k+igk+i ^ 0.2, „ , „ xk+lsk+1 „ . ,0.2
~k —-^l-^ell ^ II—77k —-ell+ll^e
Or, on a:
p,K ~ v?r " " ^ " " VTI
= S(xk+\sk+\p.k)^0.2
< 0.4
" °-5(1 - %)•
D'ou Pk+i done Pk- L'algorithme primal-dual a petit pas n'est pas tres utile dans la
pratique car il progresse lentement. Cependant, il donne une preuve immediate pour la
polynomialite de la methode. d
Theoreme 11 L'algorithme primal-dual a petit pas avec ^° E (0,2L), e = 2-2L s'arrete
en 0(^/nL) iterations, avec une paire primal-dual (x,s). Une purification a partir de x
aboutit a un point extreme primal optimal.
Preuve
Par construction, 1'algorithme donne





) / log(l-^-•—ov- \fn'~ "'~v/n'
Or, log(l — x) < —x pour tout x G (0,1), /u C (0,2L), et pour toute les iterations
p,k > e= 2-2L, il s'ensuit que
t2~2L
k < — 5 \fn log ^ < 15v/^log2,
d'ou k = 0(^/n). Or, 6(x,s,uk) < 0.5. Done, en developpant cette inegalite on aura:
XTS< (n+0.5v/n)/A
En utilisant ce dernier resultat et Ie critere d'arret de 1'algorithme, Ie point resultant
satisfait:
XTS < (n + 0.5V^)/? < 2n2~2L < 2~L.
Puisque CTX—V* < XTS alors, une purification a partir de x aboutit a la solution optimale
de (P). D
Algorithme primal-dual a grand pas
A chaque iteration, on prend
- A=l
- fjk+l = o~^k. (On doit determiner Ie plus petit reel a tel que Ie resultat de 1'iteration
de Newton soit dans Ie voisinage de la trajectoire centrale fixe d'avance).
Pour cela:
- On resout (P^) pour a = 0 et a = 1 et on obtient les paires (2:0, Sa) et (a;c, Sc)-
- On calcule a tel que 6(o~Xc + (1 — o~)xa, o'Sc + (1 — o~)sa, ^p) == 0.5.
- On pose (xk+1, sk+1) = a{x^ s^) + (1 - cr)(xa, Sa).
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Le calcul de (xa,Sa) et (x^ Sc) necessite la factorisation de deux matrices. Le calcul de
a- est un probleme a une seule variable et alors, en developpant la definition de la me-
sure de proximite, on montre que a est une racine d'une equation du 2e degre et s'il y
a plus qu'une racine positive, alors on choisit la plus petite. La borne de polynomialite
de 0(^/nL) est conservee puisqu' a toutes les iterations, a est plus petit que la valeur
utilisee dans 1'algorithme a petit pas.
Algorithme predicteur-correcteur
II est similaire au precedent, sauf que ses iterations alternent entre deux types de pas :
les pas predicteurs et les pas correcteurs. On va Ie voir en details au paragraphe suivant.
5.3.3 Les methodes predicteurs-correcteurs
Ces methodes font partie des methodes primales-duales; elles out etc proposees premie-
rement par Sonnevend, Stoer et Zhao en 1989 [55], puis etudiees par d'autres. Parmi
eux on peut citer: Mizuno, Todd et Ye [44], Zhang [72], Mehrotra [42], Potra [47] ...
Ces algorithmes utilisent deux types difFerents de pas pour atteindre leur objectif. Leurs
iterations successives alternent entre ces deux types qui sont les suivants:
- Les pas predicteurs (pour reduire ,2);
- les pas correcteurs (pour se centrer).
^
Etude detaillee de la methode
On considere Ie probleme (P), son dual (D), Ie domaine realisable FP^FD et son interieur
0 0
Fp * FD. On note C la trajectoire centrale. Soit N(/3) un voisinage de C'. On a bien
C C N(P) cFp * FD .
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Soit (x, s) € N(P), la direction d = (da;, dg) = ^(rc, s, a) est donnee par Ie systeme (PN)-
Ayant la direction d, on considere 0 € (0,1] et on definit:
^ J 2;(6>) = 2; + 6d^
:'N) \ s(0) = s + Od,
ou 0 designe Ie pas de 1'iteration. Les algorithmes de type predicteur-correcteur utilisent
deux voisinages de C tels que Pun est inclu dans Fautre: soit deux reels (3\ et ^2 dans
(0,1) tels que ^i < ^2- On a alors:
C C 7V(/?i) C NW cFp * FD .
Pour decrire la methode, il suffit d'examiner une seule iteration. Supposons qu'on com-
mence avec un point (x°, s°) € N(/3^) avec (a;o)Ts0 < 2t (t est un parametre de tolerance
donne d'avance). On calcule la direction du pas predicteur en posant a = 0 dans Ie
systeme (P^). On se deplace Ie long de cette direction jusqu'a atteindre la frontiere de
N(/3^). On s'arrete a ce point et on definit alors Ie nouveau point (xl,s1). On calcule
ensuite la direction du pas correcteur en prenant a = 1 dans Ie systeme (PN)- On se
deplace Ie long de cette direction avec un pas unitaire, on revient alors a N(/3^) et on
obtient Ie nouveau point [x , s ).
Remarque 21 - D'apres les systemes (P^v) et (PN)' on a:
p,(0) = (1 - 0)^ + 0ap,.
II en resulte que les pas predicteurs reduisent la valeur de [i par un facteur de
(1—0) a chaque iteration (car a- = 0), tandis que les pas correcteurs maintiennent
la meme valeur de ,2 (car a- = 1).
- On choisit Pi = -, et ft = ^. (7e cAo?2; a aussi ete adopte par Sonnevend et al.
[55], ainsi que Mizuno et al. [4-4]-
5.3.4 Algorithme predicteur-correcteur:
1. On se donne un point {x°, s°) € N(^) verifiant (x°)Ts0 < 2*, soit k = 0
2. Tant que (xk)Tsk > 2-t
Pour fc = 0,1,...
3. Repeter
- Soit (re, s) = (xk,sk);
- Pas predicteur:
- Calculer d = d(x, s, 0) a partir de (PA^);
- Calculer Ie plus grand 0 telque
(x(0),s(0))eN(^) V 0£ [0,0];
- Soit (x',s')=(x(e),s(e));
- Pas correcteur:
- Calculer d' = d(x', s', 1) a partir de (P/v);
- Soit (xk+\ sk+l) = (x' + 4, sf + <);
-k=k+l.
4. Fin.
Remarque 22 Get algorithme est similaire a celui de Mizuno et ol.[44]- II differe de celui
de Sonnevend et al. [55] par Ie fait que ces derniers prennent plusieurs pas correcteurs
apres chaque pas predicteur afin d'aboutir a un point suffisamment proche de la trajectoire
centrale.
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Lemme 16 On suppose que (a;, s) G N(-^), soit (dx,ds) la direction calculee pour Ie pas
predicteur (a- = 0), alors (x(9),s(0)) € N(-) pour tout 0 G [0,0] ou:
=min{2-V8U^P..eU}
Par la suite, Ie pas predicteur a une longueur au moins egale a 0 et la nouvelle valeur de
IJL est au plus (1 — 0)p,.
Pour montrer ce lemme on se sert de quelques resultats techniques.
Resultat 1:
?2 4-^(1 — uY
Si (re, s) 6 N((3), alors || D^Dse \\< 3^ —~^~^ ou ^a; = diag(dx) et Pg = diag(dg).
2t(l-/?)
Preuve
On a: Sdx + Xdg = —XSe + a/^e. Soit P = Xi6'^, en multipliant la premiere equation
par (XS)^~, on obtient:
D~ld^ + Dd, = (XS)^(-XSe + o-^e).
En appliquant Ie lemme 16 a u = D-ldx et v = Ddg, on aura:
D^D^e || = || D~lD^DDse
< 2^ || D~lD^+DDs
= 2^ || (XS)^~(-XSe+ap.e)
.^3 ^ (-2;^^ +0"/^)2
2^~
^-^ V . Q .
i=l ^z^z
-_A II -XSe + a/^e ||2
mmi(xiSi)
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et puisque (x, s) G N(^), done mmi(xiSi) > {l—/3)p,. D'autre part, on sait que eT(XSe
/2e) = XTS — p,eTe = 0, done
XSe-a^ef = || XSe- ^ue + (1 - a)p,e \\2
XSe - fie ||2 + || (1 - a)/2e || +2(1 - cr)^eT(XSe - ^e)
XSe - /ie ||2 +(1 - a)2p2n
^ /?V + (1 - a)2/A.
D'ou:
P2 + n(l - a)2
D^D^e || < ^ _'3';^ ,;/ ^
^s'"- 2l(l-/?)
Ainsi, on obtient Ie resultat. d
Result at 2:
X(0)S(0)e - p,(e)e = (1 - 0)(XSe - ^ie} + 62D^D,e.
Preuve
Soit i G {1,... ,n}, on a:
Xi(6)si(0) - ^(6) = (xi+ed^(si+6ds)-[l-0(l-a)]^
= XiSi + e(dxSi + dgXi) + 6> c?a;ds - (1 - (9 + 6>cr)^
= XiSi + 0(—XiSi + cr/j,) + 02dxds — (1 — 6> + (9a)^
= (1 - 0)xiSi + 02d,d, - (1 - 6}fi
= (i - e)(xiSi - p,) + 02d^ds.
D'ou:
X(6)S(0)e - ^0)e = (1 - 0)(XSe - fie) + 02D^D,e.
D'ou Ie resultat.d
Result at 3:
Soit /3 e (0,1) et a C [0,1] deux parametres tels que 3 —~^~^ ^ ^/?-
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Alors, si (x, s) C N(P) =^ (x(6), s(0)) € N(f3) V 0 € [0, 1]
Preuve
On a:
X(0)S(0)e - p,(6)e || = || (1 - 6)(XSe - ^e) + 02D^D,e
< (i-e) || xse - ,26 U +6>2 || AAe






done {x(6\ s(0)) satisfait la condition de proximite sur N(/3).
0 0
II reste a montrer que (x(0), s(0)) eFp * FD-
On a bien: Ax (0) = b et ATy(0) + s(9) = c, il reste a montrer que (x (0\ s(0)) > 0.
On a (x, s) == (rr(0),s(0)) > 0.
D'autre part, ^(6>)s,((9) > (1 - /?)^(6>) = (1 - f3)(l - 0(1 - a))/2.
Or, a G [0,1], (3 € (0,1) et 6 C (0,1), done ^(6>)5,(6>) > 0,
et, alors (rc(6>), s(0)) > 0 V 0 G (0, 1). D'ou Ie resultat. D
Preuve du lemme 16
On a:
X(6)S(6)e-p,(0)e < (1 - 6>) || XSe - p,e || +6>2 || D^D.e










car 0 > j
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done (x(0), s(9)) satisfait la condition de proximite pour N(-).




On peut obtenir une borne inferieure de 0. En effet, pour /3 = ^-, a = 0, on a:
,2 21'5(1-0.25) ^ 3^ ^ 3y/2 0.16
8 || D^D.e || - 8(0.252 + n) 16((0.252 + n) 1 + 16n ' n
done, 6 > min(^-, \1——) = —= et, par la suite /j.k+l < (1 — —=)pk pour toute iteration
2' V n / v^n ' 7 x-~- -" ~~"" r" — v- \/n'
de 1'algorithme.
Lemme 17 Soit (x, s) € N(-) et (dx, dg) la direction calculee dans la pas correcteur
(a = 1), alors (a;(l), s(l)) € ^(7) e< /^(l) = /^.
Preuve
Puisque p.(0) = (1 — 0(1 — a))?, et a = 1 dans Ie pas correcteur, done /^(l) = /^ D'autre
part:
X(9)S(0)e- ^(0)e\\ < (1- 6) \\ XSe-^ie \\ +02 || D^D.e
, (l-.)^/32^—^.
En prenant /?= ^, 0=1 et a=l, on aura:
I X(l)S(l)e - /.(l)e ||< -^ = ^ ^ 4)-
2i.5±4
D'ou (rz;(l), s(l)) satisfait la condition de proximite pour N(-^).
Meme chose que Ie lemme precedent, la stricte realisabilite se fait de la meme fagon que
Ie resultat 3. d
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Complexite de Palgorithme Predicteur-correcteur
Ici, on va montrer que la borne de polynomialite de ces methodes est d'ordre 0(^/nL)
iterations.
Theoreme 12 Etant donne e > 0, on suppose que Ie point initial {x°, s°) C N(-^) et tel
que {ji < -. ou i est un entier positif, alors il existe un indice K = 0(^/n\og-) tel que
pk <e V k>K.
Preuve
Pour toute iteration k, on a: p,k+l < (1 — —j=)p,k,
in'
done /? < (1 - °7=)^0
'n'
ou encore log/zA: < A;log(l — —^:) + log p° < A;log(l — —^=) +%log(-).
'n' ~' "' \/n' ~ ~ e
Or, log(l + a) < a V a > -1,
0.4, ,1
done \ogiik < k(—-j=) +%log(-).
0.4. .1
Or, on veut avoir pk < e, il s'en suit que k(——^=) + ilog(-) < log e.
Cette inegalite est realisee pour tout k > K = -^-7(1 + i) log(-). D
Extensions
Cette borne de complexite a ete obtenu par Mlzuno et al. [44], ainsi que par Sonnevend et
al. [55]. Ces derniers ont ameliore cette borne de complexite et ont obtenu 0(n^ log(-))
iterations pour des problemes de programmation lineaire verifiant || DxDge ||< ^/np, a
une iteration quelconque de 1'algorithme.
Potra a propose une extension de 1'algorithme de Mizuno et al. [44]. Son predicteur est
caracterise par 2 directions. L'une pour ameliorer la complement arite et Pautre pour
ameliorer la realisabilite. La longueur des pas pour les deux directions n'est pas la meme,
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mais elle est choisie de maniere a ce que la complementarite et la realisabilte soient
ameliorees avec Ie meme taux. Le pas correcteur est Ie meme que celui de Mizuno et al.
[44].
Son algorithme est globalement convergent en supposant que Ie probleme a une solution
optimale. Sa complexite est d'ordre 0(n\og(-)) sous des hypotheses additionnelles sur Ie
point initial. De plus, il exige la factorisation de 2 matrices par iteration. Cette extension
presente plusieurs inconvenients:
1. La determination de la longueur du pas exige la resolution d'une equation du 8e
degre.
2. La convergence super lineaire n a pas ete demontree.
Jiamming Miao [43] a propose 2 nouveaux algorithmes predicteurs-correcteurs, ou la
complementarite et realisabilite sont ameliorees avec Ie meme taux. L'algorithme 1 est
une modification et une extension de 1'algorithme de Mizuno et al. [44] (version grands
pas). II adopte les meme hypotheses proposees par Potra [47] et aboutit au meme resultat
pour la convergence et la complexite. Cependant, il exige seulement la factorisation de
2 matrices. La longueur du pas est determinee par la resolution d'une equation quadra-
tique.
Son 2e algorithme differe du premier seulement par Ie choix du pas predicteur. Sa com-
plexite est aussi d'ordre 0(nlog(-)).
Recemment, Mehrotra a propose un algorithme predicteur correcteur. A chaque iteration,
il utilise la combinaison de trois directions : direction predicteur, direction correcteur et
une autre direction nommee direction centrale et ceci afin d'ameliorer la centralisation.
De plus, il exige la factorisation d'une seule matrice.
Jusqu'a present, son algorithme est considere comme 1'algorithme Ie plus efficace et Ie
plus utilise dans la pratique. II est mis en oeuvre dans une version courante du code OB1
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qui est considere comme 1'un des meilleurs codes commercial pour les methodes du point
interieur.
Vu son importance, il est utile de presenter son approche.
Approche de Mehrotra
Soit z = (x, y, s) et
F(z)=
Ax - b
ATy + s - c
XSe
Les conditions d'optimalite pour les problemes (P) et (D) sont donnees par F(z) = 0 ou
(re, s) > 0.
Algorithme de Mehrotra:
1. (Initialisation) On se donne un point z° tel que (re0, s0) > 0.
Pour ^=0,1,..., repeter
2. Resoudre F'(zk)dz = -F(zk) pour dzp.
3. Resoudre
•o
F'(zk)dz = | 0
dxpdsp
pour dzco-
4. Choisir p, et resoudre F'(z )dz = —^A:e pour dZce ou e = (0,... ,0,1,... , 1).
5. Soit dz = dzp + dzco + dzce-
6. Choisir r^ G [0, 1] et soit a^ = (l.Tkdk)
-1 -1
OU Oik = mUU^^yy^^-^, __^ofc\-l^J-'mm((AK)~ldx)' mm((>blfi;)-J
7. Zk+i = zk + akdz.
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Remarque 23 L'approche de Mehrotra peut s'etendre d d'autres types de problemes
(problemes convexes, problemes quadratiques,...).
Pour en connaitre plus sur I'approche de Mehrotra, voir [^2] [57] [73] ...
5.4 Les methodes primales
On considere Ie probleme (P) ainsi que son probleme penalise associe (P^).
Rappelons que les conditions d'optimalite de K-K-T pour Ie probleme (P^) sont donnees
par:
(CKT)[c-^"e-AT^=°
^ Arc = b
ou y est Ie vecteur du mutiplicateur de Lagrange associe a la contrainte Ax = b du
probleme (P^).
5.4.1 Principe
Comme toute methode de la trajectoire centrale basee sur les fonctions de penalite, il y
a deux types d'iterations : des iterations principales ou on met a jour Ie parametre de
penalite et des iterations intermediaires ou on resout les problemes penalises.
En supposant que Ie domaine realisable du probleme (P) est non vide, alors Ie systeme
(CKT) admet une seule solution qu'on note x(fi). Dans ce cas, la trajectoire centrale est
donnee par la courbe de la fonction p, > 0 —> x(fi).
Comme precedemment, on presente un modele general d'algorithme primal. Ce dernier
difFere de 1'algorithme primal-dual par Ie fait que les iterations sont faites seulement dans
1'espace primal.
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Modele general d'algorithme primal
- Donnees: e > 0 , p° > 0, a C (0,1).
k=0
- Repeter
- Trouver approximativement la solution x(p,k) de (P^k).
- Choisir p,k+l = a^.
-k=k+l
- Jusqu'a: fjtk < e
Rappelons que la meilleure fagon pour resoudre Ie probleme penalise (P^) est de faire une
iteration de Newton.
En suivant Papplication donnee dans Ie chapitre 1, la direction de Newton d^ ainsi que





























De la meme fagon, puisque la resolution de (P^) est approximative, il est necessaire de
definir la notion de mesure de proximite ainsi que la notion de voisinage de la trajectoire
centrale dans Ie cas primal.
Definitions
Soit /2> 0, x eFp, f3 e (0,1).
La mesure de proximite de re a x(p) est definie par:
6(x,p,) =|| X~ldN \\k,
et alors, un voisinage de la trajectoire centrale est defini par:
N((3) ={xeFp,6(x,p) <
Remarque 24 Dans Ie cas primal, on prend toujours k = 2.
Notons que si 6(x, p) < 1, alors Piteration de Newton donne un nouveau point interieur.
Proposition 5 En suivant les notations precedentes, si on pose s = c — ATy alors,
Xs




6(x,p) = X~ d,N
,Xc
~ dN
\T{ A v2 AT\-1= -(I-XAl AX2 r)-lAX)(^-e)
P'
= (e - lXc) + XAT(AX2AT)-lAX(lXc - e).








d'ou Ie resultat. D
Remarque 25 y et s designent respectivement la variable duale et la variable d'ecart du
probleme (D).
Mise a jour du parametre
Comme pour Papproche primal-dual, on distingue deux types de methodes :
- Les methodes des petits pas out ete developpees premierement par Gill et al. [22]
puis par Gonzaga [24], Renegar [48], Roos [50], [51], Roos et Den Hertog [49] et
Roos et Vial [53].. . Dans ces methodes, on choisit a assez petit, done la variation
du parametre est presque negligeable. Alors, on progresse lentement tout en restant
tres proche de la trajectoire centrale (une seule iteration de Newton suffira pour
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obtenir la nouvelle iteration). La borne de polynomialite de ces methodes est d'ordre
O(^ynL) iterations. Cependant, elles sont peu utiles dans la pratique. L'etude de la
complexite de ces algorithmes est semblable a celle des algorithmes primals-duals
a petit pas.
- Les methodes des grands pas ont ete developpees premierement par Roos et Vial
[52] et Gonzaga [26]. Dans ces methodes, la reduction du parametre est assez im-
portante, done les iterations obtenues lors de la resolution des problemes penalises
peuvent etre hors du voisinage de C et plusieurs iterations de Newton sont neces-
saires pour retourner au champs de la trajectoire centrale. Malgre que la borne de
polynomialite de ces methodes est d'ordre 0(nL) iterations, elles sont tres utiles
dans la pratique.
II est done interessant de proposer un algorithme primal a grand pas et d'etudier sa
complexite.
Pour faciliter notre etude, on prend comme fonction de penalite
cTx — v* JL
f(x,R,)= ———-^OgXj
^ J~l
ou v* est la valeur optimale du probleme (P).
On suppose qu'on a:
- Un point initial x° strictement realisable et verifiant xoj > 2-L,
- Une borne inferieure VL de la valeur optimale du probleme (P) tel que VL est
d'ordre 0(2L).
L'algorithme a grand pas est Ie suivant:
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5.4.2 Algorithme a grand pas
1. On se donne:
- a;0 un point realisable pour (P);
- VL une borne inferieure de la valeur optimale;
- t un parametre de tolerance.
2. Soit:
/2o = cTa;° - 'uj,; x = x°; p, = ?,Q
Tant que : p, > cl~t repeter
Iteration principale:
- Tant que 6(x,p) > 1, repeter
- Iteration intermediaire:
- a = argmina>o{/(^ + aX8(x, ^i), p) : x + aX6(x,{^) > 0}
- x = x -\- aX8(x, p)
- Fin de Piteration intermediaire :
-"-^
Fin de 1'iteration principale:
3. Fin.
Remarque 26 Le facteur de reduction de fi est arbitraire. La valeur - peut etre rem-
placee par n'importe quelle valeur dans (0,1).
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5.4.3 Complexite de Palgorithme
Dans ce paragraphe on va montrer que Palgorithme converge en 0(nL) iterations. Ce-
pendant on se sert de quelques lemmes.
Lemme 18 Si || 8(x, p) ||< 1 alors CTX — v* < p,(n + v/n)-
Preuve
D'apres la definition de 8 (x, ,2), on a:
Xs
e — — ||< 1
^
ceci implique que s > 0. Done, y est une variable duale realisable et par la suite bTy ^ v*.
D autre part,
•Xs , , .,, ,,,, Xs
e^ (— — e) |<|| e |||| — — e ||< Vn
11 ' '-" "" ^
et
.Xs ^ XTS CTX — bTy ^ CTX — v*
eM {—— — e) = —- — n = —^ — n > — — n.^ ~' ^ '~ ^ " ~ P'
D'ou Ie resultat. D
Lemme 19 Si x est un point telque || J(rc, ,2) ||^ 1 e^ 0 < 0 < 1, alors:
f(x, Op.) < f(x, p) + —Q-(n + v/^)
Preuve
en utilisant Ie lemme suivant, on obtient directement Ie resultat. En effet:
CT2; — y* J^
f(x,0p,) = :—^7—-E10?
^




Considerons Ie cas ou la longueur du pas choisi au point x Ie long de la direction d^ est
a. En notant A/ la variation de la fonction de barriere, il en resulte que :
crX6(x,p) , ^-A/=-Q^ 'xu^'^+Elog(l+^(^))-
^ J^l
D'ou Ie resultat. 0








Soit {/^fc}, k = 1,... , K la suite des valeurs de ^ engendree par des iterations principales
successives. Alors, ^ = 2-A;/^o. Or, 1'algorithme s'arrete apres K iterations principales
lorsque 2~K /^o < 2~t. Ceci implique Ie resultat. D
Pour s'assurer que la solution a laquelle Palgorithme s'arrete soit utilisee pour calcu-
ler une solution de base dans un temps polynomial, il suffit de prendre t = 0(L).
Theoreme 13 L'algorithme s'arrete en au plus 4[(^+logUo)(^+V^)+l+2nL] iterations




Soit xk Ie point obtenu a la fin de la ke iteration. Done, en utilisant Ie lemme 20 avec
1
= ^, on aura:
f(x \ /^) < f(x k, p,k-i) + n + v/n.
D'autre part, d'apres Ie lemme 21, la diminution de la fonction / pendant 1'iteration
intermediaire satisfait
-Af>\\8(x,^)\\-log(l+\\5(x^)\\).
Or, 6(x,p) [ —log(l+ | 6(x,p) ) est une fonction croissante en || 8(x,p) ||, de plus
durant Piteration intermediaire 6(x,p,) > 1, done —A/ > 1 — log 2 > -.
D'ou:
f(x \ p.k) ^ n+ Vn+ f(xk~1, p.k-i) - yk,
ou pk designe Ie nombre d'iterations intermediaires pendant la ke iteration principale. II
en resulte que:
1 ^






En notant N Ie nombre total des iterations intermediaires, on aura:
^N < K(n +Vn)+ f(x°,^) - f(xK,^).
D'autre part, d'apres la definition de ij° et la supposition 2 on a:
f(x°,^)=l-^logxa,<l+nL.
J'=l
de plus, puisque Ie point x est realisable pour Ie probleme (P), il peut s'ecrire comme
combinaison convexe des solutions de base realisables. Or, la je cordonnee de chaque
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solution de base realisable satisfait : Xj < 2L, j = 1,... ,n. Done:
^\ogxf < nL.
J=l
Et puisque C1 xn — v* est positive, il s'en suit que :
CTXk — V*
d'ou:
-f(xK,^) = Ei°s< - " ~^ ^ "L-
J—l " ^
^N < K(n + ^/n) +l+nL+nL.
ou encore:
N < 4:[K(n +^n) + 1 + 2nL].
Or K >_ t-\- log p,°. D'ou Ie resultat.
Le deuxieme resultat se deduit directement du lemme 18. D
Remarque 27 Si on reduit ^ par un facteur 0, 0 < 0 < 1 (au lieu de -), alors dans la
derniere inegalite de la preuve precedente Ie terme K(n + ^/n) sera multiplie par .
En consequence, pour trouver la solution optimale du probleme (P), I'algorithme exige
un 0(L) iterations principales (puisque K = 0(L)). Or d'apres la preuve du theoreme,
Ie nombre total des iterations intermediaires est de 0(nL) iterations. Done la complexite
totale de I'algorithme a grands pas pour la methode de la trajectoire centrale est de 0(nL)
iterations. Cette borne de complexite a aussi ete obtenue par Gonzaga [26], mais en




Dans ce travail, nous avons presente une synthese sur les differentes methodes de point
interieur a savoir les methodes affines, les methodes projectives, les methodes de potentiel
et les methodes de la trajectoire centrale. Ainsi, nous avons expose les principes de ces
methodes et presente certains algorithmes de resolution pour les mettre en oeuvre. Nous
avons egalement etudie la complexite de certains algorithmes. En resume, les tableaux 1
et 2 presentent les similarites et differences entre les methodes etudiees.
Done, dans tous les cas les directions cherchees sont des combinaisons lineaires d'une di-
rection affine et d'une direction centrale (XkPAxke)(meme pour les methodes predicteurs-
correcteurs). De plus, les conditionnements utilises sont soit avec Xk dans Ie cas primal,
soit avec (Sk)~1 dans Ie cas dual ou (Xk(Sk)~1)0'5 dans Ie cas primal-dual.
En se basant sur les raises en oeuvres de ces methodes et en tenant compte de leurs
complexites, il ressort que les methodes de type primal-dual, sont les plus efficaces dans
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de Newton associee a 5^







de Newton associee a Sp.
p. = o-^, o- £ [0,1]
0(n3-5L)
0(n3L)
TAB. 6.2: Gas primal-dual
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