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DOCUMENT CLUSTERING
DAVID C. ANASTASIU AND ANDREA TAGARELLI
Abstract. In a world flooded with information, document clustering is an im-
portant tool that can help categorize and extract insight from text collections.
It works by grouping similar documents, while simultaneously discriminating
between groups. In this article, we provide a brief overview of the principal
techniques used to cluster documents, and introduce a series of novel deep-
learning based methods recently designed for the document clustering task. In
our overview, we point the reader to salient works that can provide a deeper
understanding of the topics discussed.
1. Introduction
Clustering has long been recognized as an important tool in the analysis of
document collections. It seeks to group a set of objects such that objects in the
same group are highly similar, while those in distinct groups are dissimilar. While
many general purpose clustering algorithms have been proposed over the years,
clustering documents poses challenges they cannot easily address. For example,
two documents may contain the same information without using any of the same
words. Moreover, a document may contain information on multiple topics, which
makes matching it with single-topic documents difficult. The key to solving the first
problem is finding an appropriate document or language model, a set of features that
can be used to represent the documents in a collection that captures the meaning
of words used in those documents. The second is addressed by segmenting long
multi-topic documents based on topics discussed in each section of the document.
In this article, we provide an overview of the salient methods developed for the
task of clustering documents and introduce some of the latest efforts to improve
the quality of identified clusters through deep learning.
2. Modeling Documents
2.1. Vector Space Model. The minimum input to the document clustering prob-
lem is a collection of documents, D = {d1, d2, . . . , dn}, called a corpus, and a func-
tion sim(di, dj), denoting the proximity of two documents. Traditionally, in the
vector space model (VSM) [68], documents are represented as vectors in the m-
dimensional Euclidean space whose axes represent words in the vocabulary V =
{w1, w2, . . . , wm} defined over the whole document collection. Vector proximity
functions, including distance metrics (Euclidean, Hamming, Minkowski, etc.) and
similarity coefficients (Cosine, Jaccard, Tanimoto, etc.), can then be used to denote
the closeness of documents. The ith document vector di is constructed by consid-
ering the presence (1 or 0) or frequency of vocabulary words in the document. Few
Key words and phrases. clustering, vector space model, dimensionality reduction, generative
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of the overall vocabulary words are present in each document, thus di is a sparse
vector, whose values are mainly 0. In fact, the frequency of words in document
collections tends to follow the so-called Zipfs law [92], the collection-wide frequency
of a word being in general inversely proportional to the number of documents it is
found in. Words commonly used in a language (e.g., the, our, or time – in English)
will be frequent in individual documents and will also be found in a large number
of the collection documents. Since these words have limited power to discriminate
between documents, their weight is de-emphasized in the document vector by scal-
ing all word frequencies by the inverse of their document frequencies. A common



















where tf j is the number of times the jth word appears in the document (term
frequency) and df j is the number of documents containing word wj (document
frequency).
Many forms of the same word can refer to the same concept (e.g., boy, boys,
boyish). Text is often pre-processed to ensure all such related words are repre-
sented on the same axis in the VSM. Techniques for reducing all such related words
to a common form, called a term, include replacing related words by a common
synonym [40], stemming [66], which heuristically removes word endings aiming to
preserve the same base for related words, and lemmatization [58], which replaces
words by their morphological root. The VSM is also known as the bag-of-words
model, since the model ignores the order of words in the document. One way to
partially capture this order in commonly used phrases is by expanding the Eu-
clidean space to capture sequences of two or more words in the document, called
n-grams [23].
2.1.1. Example. Consider a short document collection, where each of the following
sentences is a different document.
“Document clustering is a very interesting topic.”
“Clustering can help categorize and extract insight from large collections of objects.”
“Clustering has long been used to analyze long and short document collections.”
“While he was waiting in a long line for his coffee, he was served documents.”
After removing punctuation, making text lowercase, tokenization, filtering words
shorter than 3 characters, and stemming, the collection now contains lists of terms.
[document, cluster, veri, interest, topic]
[cluster, can, help, categor, and, extract, insight, from, larg, collect, object]
[cluster, ha, long, been, us, analyz, long, and, short, document, collect]
[while, wa, wait, long, line, for, hi, coffe, wa, serv, document]
Finally, vectors are constructed by considering the frequency of terms in the doc-
uments and scaling those frequencies by the inverse document frequency, resulting
in the following sparse vectors, denoted here by attribute (ID, value) pairs for
attributes with non-zero values.
〈(1, 0.29), (2, 0.29), (3, 1.39), (4, 1.39), (5, 1.39)〉
〈(2, 0.29), (6, 1.39), (7, 1.39), (8, 1.39), (9, 0.69), (10, 1.39), (11, 1.39), (12, 1.39), (13, 1.39), (14, 0.69), (15, 1.39)〉
〈(1, 0.29), (2, 0.29), (9, 0.69), (14, 0.69), (16, 1.39), (17, 1.39), (18, 1.39), (19, 1.39), (20, 1.39), (21, 1.39)〉
〈(1, 0.29), (17, 0.69), (22, 1.39), (23, 2.77), (24, 1.39), (25, 1.39), (26, 1.39), (27, 1.39), (28, 1.39), (29, 1.39)〉
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2.2. Dimensionality Reduction. For large document collections, the bag-of-
words and bag-of-ngrams models produce vectors with dimensionality often higher
than 105. Dimensionality reduction techniques aim to decrease noise in the term
space by either choosing a subset of the most important dimensions (feature se-
lection) or translating document vectors to a k-dimensional space, k  m, while
maintaining original properties of the documents (feature transformation). Se-
lection techniques include removing terms with low and high frequency, which
are deemed nondiscriminatory [68], as well as supervised methods based on sta-
tistical tests such as information gain (IG) and χ2 analysis [84]. Transforma-
tion techniques often used in document processing include the truncated singu-
lar value decomposition (SVD) [22, 27], which obtains the best rank-k approxi-
mation of the vectors that minimizes the squared reconstruction error; Principal
Component Analysis (PCA) [39, 44], which is able to best capture intrinsic vari-
ability in the data; and supervised methods such as Linear Discriminant Analysis
(LDA) [31, 59], which preserves class discriminatory information among the doc-
uments in the latent space. Many other dimensionality reduction methods have
been proposed [14, 69, 33, 73, 55, 3] that aim to improve either the performance
or efficiency of the task. The interested reader may consult surveys by Dy and
Brodley [30], Vinay et al. [77], Cunningham [26], and by Lee and Verleysen [51].
2.3. Topic Model. Documents discuss one or more subjects, or topics. As an
alternative to representing documents in the term vector space, one can represent
documents in the space denoted by all topics discussed in the corpus. Many sta-
tistical based methods have been devised for identifying these unknown (latent)
topics [37, 76, 21, 20, 91, 47, 83, 85, 94, 93, 52]. For each document in the corpus,
these methods construct a t-dimensional vector, which are distributions over the t
latent topics. Proximity of these vectors can then be measured through information
theoretic distance metrics, such as the Kullback-Leibler (KL) or Jensen-Shannon
(JS) divergences. We discuss topic model based clustering in Section 4.
2.4. Continuous Space Model. In recent years, new opportunities and chal-
lenges for document clustering have come from deep neural network based learning
theory, or simply deep learning (DL) [32]. The recent revival of DL is in part due
to the demonstrated approximation properties of a wide range of mathematical
functions [38], new advances in feature learning and representation [78, 18], and in
part to the availability of efficient distributed stochastic gradient descent (SGD)
optimization methods that scale linearly in time and space with the size of training
set. These advances have allowed creating deep learning models for natural lan-
guage processing [17, 25]. Recent word embedding models [63, 62, 60] have been
devised that represent words as real space vectors learned by predicting a probabil-
ity distribution over each word given words used in its immediate context. These
models have been found to generalize much better than bag-of-words models, learn-
ing similar vectors for words that have similar meanings. The word embeddings
can be learned via recursive neural network (RecNN) [70], recurrent neural network
(RNN) [61], and convolutional neural network (CNN) [45] models. We discuss DL
based clustering in Section 6.
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3. Classical Document Clustering
Partitional clustering algorithms use a global optimization criterion that dictates
cluster membership. The most well-known of these methods, k-Means [57], min-
imizes the average squared Euclidean distance between documents and their cen-
troids, where a centroid of a cluster is defined as the mean of all document vectors
in the cluster. Spherical [43] and Fuzzy Spherical [90, 48] variants of k-Means have
extensively been used to cluster large document collections due to their relatively
low computational requirements [1, 71]. Zhao and Karypis [88, 89, 90] proposed
several document clustering criterion functions1 and analyzed their comparative
performance in both hard and fuzzy clustering scenarios.
The connections between documents can be modeled by considering the pairwise
document similarity matrix as the adjacency matrix of a graph whose nodes are the
set of documents. Given this graph, by removing only low-weight edges, we want to
find a partition of the graph into k connected components having high-weight edges
between nodes in the same connected component [86, 43, 72]. For large document
collections, computing and storing the full graph adjacency matrix is prohibitively
expensive. The solution is to use a sparse adjacency matrix. Recent methods have
been proposed that efficiently compute bounded versions of the similarity graph
that contain, for each document, either a fixed number of the nearest neighbors or
all nearest neighbors above some similarity threshold ε [15, 6, 7, 8]. An alternative
for these methods is to build an approximate nearest neighbor graph, finding some
but not necessarily all of the nearest neighbors for each document [42, 11, 4].
Spectral clustering combines dimensionality reduction with a similarity graph
representation of the set of documents. It performs eigenvalue decomposition on
the graph Laplacian matrix; then, given a number k, a low-dimensional represen-
tation of the graph is provided by the eigenvectors corresponding to the k smallest
positive eigenvalues; finally, k-Means is used to obtain a k-way clustering of the doc-
uments. The similarity graph can either be full or bounded, and there are a number
of different Laplacian matrices defined in the literature, with different properties,
which lead to diverse spectral clustering solutions [56].
4. Generative Clustering Methods
Probabilistic generative models (PGM) work by randomly generating existing
data values, e.g., term frequencies, given some hidden parameters. Probabilistic
Latent Semantic Analysis (PLSA) [36, 21], for example, models the conditional
probability between documents and terms as a latent variable. Documents can
then be represented as a mixture of the probability distributions of the collection
of the terms they contain. Generative models can be arbitrarily complex. Latent
Dirichlet Allocation (LDA) [20] extends the PLSA model by also considering the
set of topics included in the overall corpus collection. Documents are represented as
distributions over a set of latent topics, and terms within documents are generated
from topic-specific term distributions. Subsequently proposed topic models try to
capture different aspects of the writing process. Wallach [79] creates a bigram topic
model that tries to capture the order of words in a document. Ponti and Tagarelli
1Efficient implementations of various document clustering algorithms and criterion functions
are part of the CLUTO [46] clustering toolkit, available at http://www.cs.umn.edu/~cluto.
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provide a topic-based framework for clustering multi-topic documents using gen-
erative models [65]. Rosen-Zvi et al. [67] model the author-topic relationship via
a two-stage stochastic process. Liang et al. [54] devise a dynamic clustering topic
model (DCT) that enables tracking the time-varying distributions of topics over
documents and words over topics. Yuan et al. [85] address the computational com-
plexity problem in topic models by designing effective sampling and distributed
computing strategies which allow learning Web-scale topic models on a relatively
small set of machines.
5. Document Edge Cases
Clustering methods discussed thus far work well for general purpose documents.
Many real documents, however, are either very short (e.g., Tweets) or very long
(e.g., legal briefs). Short documents are often imprecise, lack context, and can be
interpreted in multiple ways. Long documents are often domain-specific and cover
multiple topics [9]. Specialized clustering methods have been proposed for both
document categories.
5.1. Long documents. There are two main techniques for uncovering topics within
a long document. The first assumes documents are made up of contiguous blocks
of text which are topically-coherent, which can be identified through segmentation
algorithms [34, 16, 24]. The second relies on generative methods which can ex-
plicitly model the segmentation process. For example, the Segmented Topic Model
(STM) [28] and Sequential LDA (LDSeq) [29] methods assume that both documents
and document segments are mixtures of the same latent topics. The shared latent
topics provide a way to correlate the generation of documents and segments. Once
segments are identified, the collection can be partitioned through a segment-based
document clustering framework [74].
5.2. Short documents. The biggest problem in clustering short documents is
their lack of matching vocabulary. Inspired by the query-expansion technique from
Information Retrieval [82], knowledge infusion methods [13, 41] enrich the terms
in the document with semantic features derived from external sources. Another
strategy often used in clustering Web search result snippets is to focus on phrases
with a given minimum length that occur frequently in the collection [49, 53, 5, 10].
Many recent short document clustering methods rely on generative [83, 94] and
DL [81, 52] models.
6. Deep Learning Clustering Methods
Relatively little attention has been devoted to leveraging DL for clustering. In
principle, an unsupervised learning task can benefit from the general capability pro-
vided by DL to capture meaningful structure information in the embedding space
and introduce bias towards configurations of the parameter space. In particular,
the greedy layerwise unsupervised pre-training strategy [35] aims to learn meaning-
ful representations one layer at a time, in order to output the features used as input
for the next layer through involving non-linear functions (e.g., sigmoid, hyperbolic
tangent, rectified linear unit). For instance, in an autoencoder framework, a new
representation function is first learned from the original feature space (encoding
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Figure 1. Hypothetical architecture of deep learning based
framework for document clustering. (Best viewed in color)
step), then this function is transformed back into the input space by another func-
tion (decoding step), with the goal of minimizing the reconstruction loss (i.e., loss
between the original data and the reconstructed data) [32].
Figure 1 shows such a hypothetical framework for DL-based document clustering.
Given an input document collection, the goal of the framework is to compute a
grouping of the documents into clusters according to the feature representation
of the documents that is learned by a deep neural network model. Embeddings
are first computed to model each of the m words as a vector in a low dimensional
space. These embeddings are fed into a deep neural network aimed at predicting the
probability distribution of the words given the corpus documents. Several research
studies have shown that stacked autoencoders consistently produce semantically
meaningful and well-separated representations on real-world datasets [50, 78, 35].
Our framework may use the same technique to learn the neuron weights in each
layer of our network, fine-tuning the process through backpropagation. The learned
document embedding vectors can then be clustered with any (possibly conventional)
clustering methods.
A key aspect of the framework might be the exploitation of autoencoders to
“pre-train” the deep neural network. This pre-training process consists in greedily
training a sequence of (shallow) autoencoders, one layer at a time, in unsupervised
fashion. Suppose the deep neural network has n hidden layers hi, with parameters
Wi, i = 1..n, for instance. To train the neurons in the first hidden layer, we
will train an autoencoder with parameters W1 (for the encoding step) and W
′
1
(for the decoding step), after that we will use W1 to compute the weights for the
neurons in the first hidden layer for all data, which will then be used as input to the
second autoencoder. Backpropagation might be used to fine-tune the entire network
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using supervised data. Once these features are learned, any (possibly conventional)
clustering method can be applied to produce the final clustering solution.
One early DL-based clustering method models a mixture of restricted Boltzmann
machines (RBMs), where the cluster labels correspond to hidden variables [64].
Recent models have been used to address clustering of short texts [81]. The key
idea to handle the problem of sparsity in short texts is here to integrate the ability
of convolutional filters to capture local features for high-quality text representation
into a self-taught learning framework [87]. The original features are first embedded
into a compact binary code with a locality-preserving constraint. Then, the word
vectors projected from word embeddings are fed into a CNN to learn the document
latent representation, and the output units are used to fit the pre-trained binary
code. Finally, conventional k-Means clustering is carried out on the latent space
vectors to yield a document clustering solution.
Tian et al. proposed GraphEncoder [75], a general framework for graph clustering
based on stacked sparse autoencoders. Their method is motivated by the similarity
between autoencoders and spectral clustering. The low-dimensional encoding of
the input data obtained by autoencoders allows for the accurate reconstruction of
the normalized similarity matrix under the Frobenius norm. However, unlike in
spectral clustering, the autoencoder computational complexity can be linear in the
number of nodes for sparse graphs, under the backpropagation framework.
Xie et al. [80] aim to simultaneously solve the clustering and the underlying
feature representation problems. To this end, they define a parametric non-linear
mapping from the original data space to a lower-dimensional feature space, which
is learned using stochastic gradient descent via backpropagation on a clustering
objective. To train the deep neural network, the clusters as well as the features are
iteratively refined using a centroid-based probability distribution and minimizing
its KL divergence to an auxiliary target distribution derived from the current soft
cluster membership. As in previous works, the method is initialized with a stacked
autoencoder (SAE).
7. Conclusion
The literature describing methods for modeling and clustering documents is vast.
In this article, we have given a brief overview of the topic. For further study, inter-
ested readers may consult surveys by Steinbach et al. [71], Andrews and Fox [12],
Aggarwal and Zhai [2], and by Anastasiu et al. [9].
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