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Abstract
Obtaining accurate needle placement is of critical importance in many medical scenarios.
In the setting of fine needle aspiration biopsy (FNAB), manual palpation is often the only
cue for determining the optimal position of the needle. As a result, FNAB procedures
frequently yield non-diagnostic tissue. When not guided by an imaging modality, breast
and thyroid FNAB's only obtain diagnostic tissue in approximately 65% of cases. Although
the addition of noninvasive imaging technology has been shown to increase FNAB yield,
it is time-consuming, relatively expensive, and often requires additional personnel with
specialized expertise. A need exists for low-cost, small, simple to use technologies that can
provide active feedback during needle placement.
One promising method for guiding needle placement would be to integrate an optical
sensor that could identify tissue type at the tip of the needle in order to avoid non]diagnostic
sampling. Optical technologies are well suited to this challenge because sensors can be made
using optical fiber which is as thin a human hair. Optical frequency domain ranging (OFDR)
is an optical ranging technique that is capable of measuring depth-resolved (axial, z) tissue
structure, birefringence, flow (Doppler shift), and spectra at a micrometer level resolution.
Analysis of the OFDR depth reflectivity profiles yields information about the nature of
the tissue being interrogated at the tip of the probe and algorithms can be developed to
automatically differentiate between tissue types.
The overall goal of this thesis is to develop a small, portable, point-of-care optical system
that can be used to differentiate human breast tissue and guide needle placement in the
setting of FNAB. We will investigate enabling technologies that allow for efficient simplifi-
cation and miniaturization of an OFDR system including signal processing algorithms for
automatically differentiating tissue type, a miniature battery-powered laser, and a study of
the effect of reduced-bit depth acquisition for OFDR systems. Throughout, we will focus
on trade offs between size and performance while taking into account usability, robustness,
and overall cost which are key features of point-of-care technologies.
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Title: Associate Professor of Pathology, Harvard Medical School
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Chapter 1
Introduction
The overall goal of this thesis is to investigate the use of low coherence interferometry (LCI),
and its second generation form optical frequency domain ranging (OFDR), for integrated
guidance of fine needle aspiration biopsy (FNAB) procedures and to develop novel optical
technologies that enable point-of-care (POC) implementation. While these technologies will
be useful in a number of clinical settings, this thesis will focus on FNAB guidance for breast
cancer detection. We will investigate enabling technologies that allow for efficient simplifi-
cation and miniaturization of an OFDR system including signal processing algorithms for
automatically differentiating human breast tissue types, development of a miniature laser,
and reduced bit-depth acquisition of the OFDR signal. Throughout the thesis we will focus
on trade offs between size and performance while taking into account usability, robustness,
and overall cost, which are key features of POC technologies.
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1.1 Motivation
1.1.1 Point-of-Care Technologies
POC technologies aim to bring advances in medical technology directly to the patient. New
POC technologies are emerging for performing bedside diagnostic imaging [1-3], obtaining
lab chemistries [4-6], and improving information management [7-9]. In 2006, the NIH
held a symposium entitled "Improving Health Care Accessibility Through Point-of-Care
Technologies" under the hypothesis that performing tests "closer to the point of care may
reduce fragmentation of care and improve outcomes" [10]. A successful POC technology
must be small, inexpensive, lightweight, accurate, robust, and easy to use. In many respects,
the concept of POC diagnostics is not new. Before the advent of advanced clinical tests and
imaging studies, almost all medical observation and diagnostics were done at the patient's
bedside. Today, many of these tests are performed through central labs within hospitals.
However, POC testing, imaging and diagnostics are becoming more and more common
within many medical settings including primary, home, and emergency care [10].
Imaging has the potential to play a key role within the field of new POC technologies.
Imaging allows the physician to see deeper, with higher resolution, and with greater contrast
than with the naked eye. At the point of care, imaging can provide crucial diagnostic
information [11], guide procedures [12], and identify tumor margins during surgical biopsies
[13]. In other settings, new imaging technologies are performing comprehensive screening
in ways that may eliminate the need for biopsies altogether [14-16].
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1.2 Fine Needle Aspiration Breast Biopsy
FNAB is often the first line of diagnosis for a palpable mass [17-19]. In order to perform an
FNAB, the mass is manually stabilized, a small diameter needle (typically 23 or 25 gauge)
is inserted into the mass, and a small amount of tissue or fluid is aspirated into the needle.
The aspirate within the bore of the needle is then expressed onto a slide, smeared, stained,
and examined by a pathologist. Due to the small size of the needle, patient discomfort
is generally limited to the initial stick of the needle. Complications including hematoma
and infection are rare [20, 21]. The simplicity of FNAB significantly reduces the time and
cost of obtaining an initial diagnosis compared with core or excisional tissue biopsy and
allows rapid feedback to both the clinician and patient. In addition, comparisons of the
sensitivities and specificities of core needle biopsy (CNB) and FNAB for palpable masses
show them to be high and similar [21, 22]. As a result, FNAB has become a frequently
utilized diagnostic tool for the evaluation of many superficial, palpable masses.
Manual palpation of a superficial mass is often the only cue for determining the optimal
position of the needle in tissue during biopsy. As a result, FNAB can frequently be non-
diagnostic, especially with an inexperienced operator [23-27]. Sample adequacy is graded
on a sliding scale based on the degree of epithelial cellularity from which a diagnosis can
be made [26,27]. Non-diagnostic samples are completely void of epithelial cells and consist
primarily of adipose cells and cyst fluid [27]. When not guided by an imaging modality,
breast FNAB's obtain diagnostic tissue in approximately 65% -78% of cases [23,25,26]. This
is particularly problematic when performing FNAB's in locations that are rich in adipose
tissue, such as the breast and axilla. One method of increasing FNAB yield is concomitant
use of non-invasive imaging devices, such as ultrasound, to guide needle placement. Radio-
logic guidance is almost always employed when FNAB is performed on non-palpable masses.
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While the addition of non-invasive imaging technology has been shown to increase FNAB
yield, it is time consuming, relatively expensive, and often requires additional personnel
with specialized expertise [20]. A need exists for POC needle guidance technologies in the
setting of FNAB that fit the criteria established by the NIH. For these reasons we chose
to focus on the development of miniature OFDR systems for POC FNAB needle guidance
solutions.
1.2.1 Needle Guidance
Imaging is already playing a role in needle guidance. MR, CT, and ultrasound guided needle
biopsies are used to access lesions in the head and neck [12], lung [28], and breast [20] as well
as for obtaining vascular access [29]. However, these technologies are often large, expensive,
require additional personnel to operate, and are not available in all clinical settings. Optical
technologies are well suited for POC needle guidance because sensors can be made using
optical fibers which are as thin a human hair. Other groups have investigated the use
of needle based optical probes for biopsy guidance based on imaging [30], or by direct
measure of tissue optical properties such as multispectral reflection analysis [31], scattering
coefficient [32], or refractive index [33] measurements. Miniature optical needle probes
have also been utilized to correlate brain motion with ECG waves in a minimally invasive
fashion [34].
One promising method for guiding needle placement is the use of coherence gating
techniques such as LCI [35], and its second generation form OFDR [36]. LCI and OFDR are
optical ranging techniques capable of measuring depth-resolved (axial, z) tissue structure,
birefringence, flow (Doppler shift), and spectra at a micrometer-level resolution. Analysis
of the depth reflectivity profiles yields information about the nature of the tissue being
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interrogated at the tip of the probe and algorithms can be developed to automatically
differentiate between tissue types. In medical imaging, OFDR is often known as the one-
dimensional building block of Optical Frequency Domain Imaging (OFDI) [36]. These
techniques have advantages over point sampling techniques such as spectroscopic analysis
or refractive index measurements because they provide a depth-resolved reflectivity profile
that provides information as to tissue structure. High resolution tissue boundaries can be
determined with OFDR because the axial resolution is on the order of a few microns.
The simplest and smallest probe in an OFDR system is a single optical fiber which
can be as small as 80 gm in diameter. Standard 23 and 25 gauge FNAB needles have
inner diameters of 330 and 250 jim respectively. Therefore, a single optical fiber with no
additional distal optics takes up 5-10% of the needle lumen area. It is theoretically possible
to turn an OFDR needle guidance system into an OFDI imaging system by placing distal
focusing optics onto the fiber probe and spinning the fiber to produce a forward looking arc
or side-viewing circumferential image. However, additional optics may interfere with the
FNAB aspirate collection because they take up larger percentages of the needle lumen and
the mechanical mechanisms needed to spin the fiber add cost, bulk, and complexity to the
POC technology.
1.3 Thesis Summary
In this thesis we will develop technologies to miniaturize and simplify an OFDR system
capable of guiding needle placement with an emphasis on guiding FNA breast biopsies.
Although we will focus on the application of FNA breast biopsy, the concept of POC inte-
grated needle guidance can have a broad reaching clinical impact. Our approach includes
the development of a new, miniature, battery powered swept-laser that's capable of deliv-
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ering enough power and resolution for obtaining adequate OFDR signals. Although we will
not directly work on the miniaturization of the detector and computer components, as this
is outside the scope of this thesis, we will study the use of reduced bit-depth acquisition
which is important for reducing the size of current data acquisition systems. Reduced bit-
depth detection schemes can maintain imaging speeds while reducing data storage needs.
In the setting of FNA breast biopsies, we will also develop algorithms to differentiate tissue
types.
1.3.1 Thesis Outline
The thesis will begin with the theory of both LCI and OFDR along with a discussion
of their benefits and limitations. Chapter 2 will also include a discussion of the system
specifications required for making a useful POC technology. Prior to this thesis, a bench
top LCI needle guidance system was developed in our lab and used to demonstrate the
concept of integrated optical needle guidance for FNAB [37]. The system was optimized
and used in an ex vivo study as part of this thesis. A brief description of the LCI system
will be presented in chapter 2.
An ex vivo study of excised human breast tissue samples will be discussed in chapter 3.
This study further tested the ability of LCI to differentiate human breast tissue type. An
automated algorithm for classifying adipose and fibroglandular breast tissues was developed
and the sensitivity and specificity of the model was determined prospectively in a blinded
fashion. Intra-sample variability of the algorithm was also tested to assess the robustness of
the algorithm. The algorithm was an important step in making optical guidance of FNAB
more suitable for real-time clinical use by making the tissue classification automatic without
any user input.
The LCI system used for the ex vivo studies is about the size of a briefcase and not
suitable for hand-held clinical use, a necessity for POC FNAB guidance. Chapters 4 and 5
discuss enabling technologies for making a truly hand-held optical needle guidance system.
Chapter 4 presents a novel miniature wavelength-swept laser suitable for POC OFDR. The
system can be fully battery powered, has a small footprint, and achieves peak power and
tuning speeds approaching current swept sources used in clinical OFDI systems.
One challenge in making a miniature OFDR systems is that currently available data
acquisition (DAQ) systems of sufficient speed are too large and do not fit within our desired
form factor. It is common in OFDR to use DAQ boards with 12 or 14 bit resolution. At high
speed data acquisition, these boards also present challenges with data transfer rates and
data storage. The development of a truly miniature DAQ board is beyond the scope of this
thesis. However, in chapter 5 we will study the use of reduced bit-depth data acquisition
which is important for reducing the size of current data acquisition systems. Reduced bit-
depth detection schemes can maintain imaging speeds while reducing data storage needs.
This analysis extends beyond that of POC system development. The advancement of high
speed OFDI presents similar challenges which can limit the practical imaging speed of
clinical systems. Chapter 6 will also include a discussion of the sampling requirements for
a POC needle guidance system in the light of reduced bit-depth acquisition schemes.
The thesis will conclude with a summary of the work. The thesis contains enabling
technologies for a POC OFDR system. The next phase of this work is to incorporate the
different technologies into a fully packaged, hand-held, POC needle guidance system and to
test the algorithm in an in vivo setting.
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Chapter 2
Low Coherence Interferometry and
Optical Frequency Domain
Ranging
2.1 POC Design Criteria
As discussed in chapter 1, a successful point-of-care (POC) technology must be small,
inexpensive, lightweight, accurate, robust, and easy to use. In addition, a technology that
seamlessly integrates with the current standard of care practice will be more easily accepted
by the medical community. In the setting of fine needle aspiration biopsy (FNAB), the
current procedure only requires a small needle and a biopsy gun (see Fig. 3-1). The
procedure is usually done in a small office or procedure room and the clinician requires 360
degree access around the patient in order to position the biopsy needle from a variety of
angles. An FNAB procedure usually lasts only 10-15 minutes and 3 to 5 separate biopsies
are obtained [38]. A large scale guidance technology that restricts the clinician's movement
would negatively impact the performance of FNAB procedures and reduce its acceptance
within the medical community.
With this in mind, we set out to design and build a small, portable, and inexpensive
POC needle guidance system that could be used to improve FNAB yield and reduce non-
diagnostic sampling. Our goal was to build an entire system for under $10,000 with optical
probes that fit directly into standard FNAB needles. Ideally, the system would be small and
portable enough to be hand-held or worn on a physician's belt such that the guidance system
would not restrict the physician's movement in any way. The system would automatically
perform signal analysis without requiring any additional input required from the physician
and be fast enough to reduce motion artifacts caused by physician or patient movement. In
addition, although the simplest system design uses only one-dimensional signals, a system of
sufficient speed could in principle generate two and three-dimensional images at video-rate.
2.2 Optical Coherence Tomography
In the past decade, optical coherence tomography (OCT) has emerged as a powerful medical
imaging technology for obtaining cross-sectional images of biological tissue. OCT is capable
of measuring depth-resolved reflectivity profiles with axial resolutions in the 5-10 gm range.
By scanning the image beam or moving the sample, the depth reflectivity profiles can be
stacked together to create a tomographic image. Therefore, these images are often referred
to as an "optical biopsy" and resemble histologic sections obtained by standard biopsy and
staining techniques. OCT was first introduced in 1991 by Huang et. al [35]. The original
design, now referred to as time-domain OCT (TD-OCT) is based on low coherence interfer-
ometry (LCI), which uses a broadband laser source, and a Michelson interferometer with a
moving reference arm to achieve depth sectioning. TD-OCT is analogous to ultrasound with
laser light in that a laser source illuminates the sample, and time-of-flight data is encoded
interferometrically, thereby achieving a depth-resolved reflectance signal.
OCT has been used in a wide array of clinical applications including opthalmology,
cardiology, gastroenterology, and breast pathology [39]. Imaging speed limitations of TD-
OCT led investigators to invent second generation OCT technologies. These systems, known
as Fourier domain OCT (FD-OCT), can achieve faster imaging speeds as well as improved
signal to noise ratios (SNR) compared with TD-OCT. These improvements have enabled
FD-OCT to achieve in-vivo 3D volumetric imaging in the esophagus and coronary arteries
[40-42].
The following chapter will include a treatment of the theory of LCI as well as FD-OCT
in one of its implementations known as optical frequency domain imaging (OFDI), also
known as swept-source OCT (SS-OCT). The one dimensional building block of OFDI is
known as optical frequency domain ranging (OFDR). In addition, an LCI system designed
for guiding needle placement will be described. This system was optimized and used in an
ex-vivo tissue classification study described in chapter 3.
2.3 Low Coherence Interferometry
2.3.1 Theory
Low coherence interferometry is an optical ranging technique that achieves depth sectioning
on the order of a few microns. In its simplest form, LCI uses a broadband light source and a
Michelson interferometer (Fig. 2-1). The broadband, low-coherence, light source is directed
into a Michelson interferometer and split into sample and reference arms. In the TD-OCT
configuration, the reference arm path length is varied mechanically over a range of 2-3 mm,
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keeping the sample arm path length constant.
LI Reference Arm
Broadband
Light Source
Sample Arm
Detector
Figure 2-1: Schematic of low coherence interferometry.
At the detector, the time-averaged signal current can be written as
I=e (1) [Ero 2 + IEso+real{EsE*} ,e- -9 '02+ el E/j (2.1)
where q is the detector quantum efficiency, e the electric charge, h Plank's constant, v
the optical frequency, and 70 is impedance of free space. The first two terms represent
the DC power from the reference and sample arms respectively and the last term is the
cross-correlation between the two arms. The last term generates an AC signal and can be
expanded as,
real {ErE*} = Eoe- j (2r(w)1l - t) * Esoej(20s(w)1,
-w t) (2.2)
where 1, and is are the optical path lengths for the reference and sample arms and ,3 rl,() is
the propogation constant as a function of wavelength given by 0 = 27r/A. For a broadband
source, the total signal current is the integration of Eq. 2.2 across the spectral bandwidth.
The AC signal then becomes
lac o( Eroe-j(20,(w)1,) * Esoej(20s(w)1s) (2.3)
By assuming 3 r = s = / and expanding P(w) around the center frequency we can write
-(w) = (wo) + O'(w - wo) (2.4)
and then
lac oX e-j(23oAI) fEro(w)Eo(w)e-j(2,'(w-wo)Al) (2.5)2w
Iac as a function of pathlength difference, Al, has a carrier frequency determined by the
phase velocity of the laser source. Assuming equal amplitudes for Eo and Eso, EroE*o is
the power spectral density of the source and the integral term of equation 2.5 is its Fourier
transform. Therefore, the AC signal term consists of a carrier frequency and an envelope
function which is the Fourier transform of the source shape.
In an ideal LCI system the sample arm is linearly scanned, and, for a fixed reflector in
the sample arm, l = zo, the pathlength difference becomes a periodic function given by
Al(t) = v (t - nT), n = 0, 1, 2, 3,... (2.6)
where v is the velocity and T the period of the reference arm scanner. Therefore, the real
part of lac becomes
Iac oc cos(2o 0vt) * G(7) (2.7)
where G(r) is the coherence function of the laser source, given by the Fourier transform
of the source spectral density. The coherence function defines the axial resolution because
as the reference arm is scanned, only near the position where Al = 0 is there appreciable
signal. The carrier frequency is given by fc = 3ov/7r and the coherence function depends on
the source spectral width. It is well known that Fourier transform pairs have an uncertainty
relationship such that a broader source shape produces a tighter coherence function. The
coherence function is often defined in terms of its coherence length. Several definitions exist
within the literature, but the most common is given by
1c a 0.44 (2.8)
where AA is the source width in wavelength [43] and the spectral shape is Gaussian.
In biological samples, the sample arm contains at different depths, and the coherence
function provides the depth sectioning by limiting the signal from a particular Al to within
the coherence length. Signal detection and demodulation in LCI occurs by first digitizing
the signal, band pass filtering, and then frequency shifting the signal about the carrier
frequency. The resulting signal represents the depth-resolved (axial z) reflectivity profile of
the sample arm.
2.3.2 Noise
The main noise terms in LCI, or TD-OCT, are thermal, shot, and relative intensity (RIN)
noise. Thermal noise comes from the detection electronics and is independent of the optical
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power. Shot noise arises from the fact that individual photons reach the detector at random
times, and not in a continuous stream. This produces fluxuations in the number of photons
that reach the detector for any one time-interval. The noise associated with this variation
is linearly related to the optical power and given by
2 hot 2e (Pref + Psam) (2.9)
where Pref and Psam are the reference and sample arm powers respectively. RIN noise arises
from fluxuations in the source power and is related to the square of the optical power.
2 e 2  )2
RIN = T~coh(Pref + Psam) (2.10)
Here, Tcoh is a parameter that defines the coherence time of the laser [44]. In LCI for
biological applications, the reference arm power is set such that Pref >> Psam. The total
noise is given by the individual noise terms multiplied by the detection bandwidth given by
NEB = AAfc/Ao. The signal power in LCI is given by
SignalPower = 2 * Pref * Psam. (2.11)hv
Thus, if the shot noise dominates over the RIN noise, the SNR is given by
SNRLC = NEB (2.12)
2.3.3 Benchtop System
Chapter 1 introduced the concept of needle guidance using optical imaging technologies.
Prior to this thesis, a benchtop LCI system was developed with the goal of building a
portable system for fine needle aspiration biopsy (FNAB) guidance [37]. The system was
designed to be low cost, portable, simple to use, with probes that could easily be integrated
with standard FNAB needles. All the optical and electronic components fit within a brief-
case sized housing as shown in Fig. 2-2. The sample arm probe, which was integrated
directly into a standard FNAB needle, is shown in Fig. 2-3 and consisted of a single mode
optical fiber that was angle cleaved and positioned at the tip of the biopsy needle. This
simple design produced a forward looking probe that interrogated the tissue directly in front
of the needle tip.
OpwnaL POnDrt Lh
Figure 2-2: Photograph of the biopsy guidance instrument taken from [37].
A full system schematic is shown in Fig. 2-4. A broadband super-luminescent diode
(SLD) centered at 1310 nm with a full width at half maximum bandwidth of 50 nm (Op-
tiphase, Inc., Van Nuys, California) was used as a light source. Therefore, the axial resolu-
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Figure 2-3: Photograph of the FNAB LCI probe taken from [37].
tion as determined by the coherence length was - 15 p~m in air, or 11 jim in tissue (n=1.4).
The source was directed through a fiber optic circulator and then into a a nonreciprocal
fiber optic Michelson interferometer. The reference arm optical delay line (ODL) consisted
of a retroreflector mounted on a galvanometer-driven lever arm which was scanned over a
range of 1.5 mm at 20 Hz. The sample arm consisted of the fiber optic probe shown in Fig.
2-3. Approximately 750 jgW was directed into the sample arm probe and onto the sample.
At near shot noise limited detection, the maximum ahieved sensitivity was 101 dB. The
detection arm consisted of a polarization beam splitter (PBS) and two detectors to achieve
polarization-diverse detection. The detected signal was digitized and saved onto a computer
for processing. The entire system was built for approximately $10,000.
In summary, the LCI system was a relatively small, low cost system which could achieve
depth sectioning of 11 jim in tissue over a range of 1.5 mm. The system and optical needle
probe were used to show the feasibility of differentiating human breast tissue types by
demonstrating that the two main tissue types in the breast, adipose and fibroglandular
tissue, had different axial-reflectivity profiles [37]. However, the sample size was small and
Figure 2-4: Schematic of the LCI biopsy guidance instrument. A super-luminescent diode
(SLD) is sent through a circulator (Circ) and an 80/20 splitter. The LCI-FNA probe consists
of a single mode fiber inserted through a hub connecting the syringe and the needle. An
optical connector attaches the LCI-FNA probe to the sample arm of the interferometer,
the analysis was only semi-automated. Chapter 3 will discuss a larger scale ez vivo study
performed with the LCI system for automatically measuring and differentiating these tissue
types.
Due to the relatively slow scan speed of only 20 Hz, the LCI system was susceptible to
motion artifacts due to probe or sample movement. In addition, although relatively small,
the briefcase sized system was not suitable for hand-held clinical use as is the goal for a POC
needle guidance system. Therefore, a goal for a second generation system was to increase
the imaging speed and decrease the form factor of the FNAB guidance system.
In theory, it is possible to scan the reference arm optical delay line in an LCI system to
achieve faster imaging speeds. However, mechanical considerations place practical limita-
tions on the A-line rates that can be achieved. In addition, as the A-line rate is increased,
the NEB also increases and the SNR is decreased. Thus, there are both mechanical and
SNR based reasons why LCI, or TD-OCT, technology cannot achieve the design criteria for
a hand-held POC needle guidance system. The next section will discuss the development of
one of the second generation of OCT technologies, OFDI, and its one-dimensional building
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block OFDR. OFDI/OFDR systems can achieve the necessary imaging speeds and SNR
values that would allow for a small, low-cost, portable POC system for needle guidance.
2.4 Optical Frequency Domain Ranging
In OFDI/OFDR, instead of scanning the reference arm to produce depth scanning, a
wavelength-swept source is used with a fixed reference arm (Fig. 2-5), and depth-sectioning
is encoded in the Fourier domain. It has been shown that OFDI systems have a significant
SNR gain over TD-OCT [36,44-46]. The ability to build very high speed wavelength swept
lasers [47-49] and the SNR advantage enable OFDI to achieve video rate imaging speeds
with large ranging depths, high sensitivity, and high axial resolution.
Fixed
Reference Arm
Sample Arm
Detector
Figure 2-5: OFDI Schematic
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2.4.1 Theory
For a fixed reflector in the sample arm, the photocurrent in OFDR can be expressed as
ye 2x1(t) = 77 [Pref + Psam + 2 * cos(2 * 2Az)] (2.13)
where A(t) represents the wavelength tuning of the wavelength swept source and Az is
the optical pathlength difference between the sample and reference arms. Just as in TD-
OCT/LCI, the first two terms in Eq. 2.13 are the DC power terms from the sample and
reference arms, and the last term is the AC signal that contains the frequency encoded
pathlength difference. Alternatively, the last term can be written in term of the laser's
wavenumber value k = 2X/A. Therefore, the AC signal in OFDR is analogous to a sampling
problem of a fixed frequency tone in the time-domain.
cos(2kAz) cos(2wft) (2.14)
It is well known in sampling theory that the maximum resolvable frequency component
without aliasing is given by
Fs 1
fma 2d (2.15)2 2dt'
where F, is the sampling rate and dt the sampling time interval. Equivalently, we can write
the maximum Az, or ranging depth, as
max -26k 46A (2.16)
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It can be seen that the ranging depth in OFDR is inversely related to the instantaneous
line width of the swept laser. Similarly, it can be shown that an uncertainty relationship
exists between 6k and 6z such that the axial resolution is given by [50]
2 In 2 A2
Sz = 2n2 (2.17)
This is the same axial resolution for the time-domain LCI approach and shows that the
axial resolution is determined by the tuning bandwidth of the swept source.
In OFDR, the A-line rate is determined by the speed at which the wavelength swept
source can be tuned. At the detector end, the signal should be digitized at a sampling rate
such that the number of points per A-line, N, is greater than the instantaneous linewidth
of the laser to avoid limitations in the ranging depth due to fringe washout [51].
N > AA (2.18)
6A
The depth reflectivity profile in OFDR is obtained by sampling, removing the DC terms,
and performing a Fourier transform. As was shown above, each different value of Az is
encoded at a different frequency. Because the wavelength swept laser is linear in A and not
in k-space, the digitized data is first interpolated to evenly spaced k values prior to the
Fourier transform.
2.4.2 Noise
The noise terms in OFDR are fundamentally the same as those present in LCI and include
thermal, shot, and RIN noise terms. However, because the signal is encoded in frequency
space, an SNR advantage can be achieved [36,44-46]. The total noise is still the sum of the
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individual noise terms multiplied by the detection bandwidth.
S= (h + hot + IN)BW (2.19)
The detection bandwidth is equal to the sampling rate, Fs. Parseval's theorem allows us
to relate the signal power in the time-domain and frequency-domain.
(2.20)i]j2 = ZIX[Z] 12
Here, N is the number of data points used in the FFT and we've written the transform as
a function of z because depth is directly encoded in frequency space. For a fixed reflector
the right side of Eq. 2.20 is concentrated at single positive and negative frequency peaks
and the total signal power can be written as
IF(zo) 2  - < i >2 (2.21)
and the time-averaged noise power is still given by
(2.22)< o >=Ns < i2 >
Therefore, the SNR can be written as
< F2 > NSNR- = SNRtd
< cr2 > 2
(2.23)
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and it can be seen that the FD-OCT design has an SNR advantage of Ns/2 over the time-
domain approaches. For shot noise limited detection, the SNR can be written as
SNROFDR ) PsamNs (2.24)hv BW 2
Ns can be written as Ns = Fs/fA and the bandwidth is given by BW = 2 * F, which leads
to
SNROFDR ) Psa (2.25)
2hv fA
Therefore, the SNR in OFDR is determined by the sample power and the A-line rate.
2.5 Summary
Both LCI and OFDR are optical techniques that generate depth-resolved reflectivity pro-
files in biological samples. Depth in LCI is encoded by scanning the reference arm in an
interferometer. The axial resolution is defined by the spectral bandwidth of the broadband
laser source and the SNR is determined by the sample power and the detection bandwidth.
Practical limitations limit the A-line rate of LCI systems and make them impractical for
hand-held POC use due to the presence of motion artifacts. In addition, increasing the
A-line rate reduces the system SNR below acceptable levels.
OFDR is the second generation technique of LCI and uses a fixed reference arm and a
wavelength-swept laser, and depth is encoded in frequency space within the detected signal.
The axial resolution is determined by the tuning range of the source and the ranging depth is
determined by the instantaneous linewidth of the source. OFDR exhibits an SNR advantage
over LCI such that higher A-line rates can be achieved at comparable SNR values.
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Chapter 3
Automated Algorithm for Human
Breast Tissue Differentiation
3.1 Introduction
Chapter 2 discussed the developement of a portable, low-cost device based on low coherence
interferometry (LCI) developed for FNA needle guidance [37]. Other groups have investi-
gated the use of needle based optical probes for biopsy guidance based on imaging [30], or
by direct measure of tissue optical properties such as multispectral reflection analysis [31],
scattering coefficient [32], and refractive index [33] measurements.
The initial feasibility study performed on excised breast surgical specimens indicated
that LCI may have the potential for classifying adipose and fibroglandular breast tissue
based on the slope and standard deviation of the axial depth profiles [37]. The sample
size for this study was small and the accuracy of LCI for breast tissue type diagnosis was
therefore not evaluated. Furthermore, this data was analyzed in a semi-automatic fashion
that is not suitable for clinical use; the minimum and maximum boundaries over which
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the data was analyzed were selected manually. Automatic, robust tissue classification is
essential for a useful POC FNAB guidance device because it allows the physician to guide
needle placement in real-time without the need for off line processing.
In this chapter, we present an automated algorithm for classifying adipose and fibrog-
landular breast tissues that includes an additional, independent parameter that quantifies
LCI signal spatial frequencies. The accuracy of this algorithm was determined prospectively
in a blinded fashion on a cohort of 260 biopsy correlated LCI scans from 58 patients. Intra-
sample variability of the algorithm was also tested. Similar classification parameters were
recently introduced to develop methods for computationally driven differentiation of human
breast tissue [13]. However, to our knowledge, our study represents the first complete study
to test the efficacy of such parameters for classification of human breast tissue.
3.2 In-vitro Study
The LCI system and probe were described in detail in chapter 2. Briefly, the LCI system
consisted of a non-reciprocal fiber optic Michelson interferometer. A broadband SLD cen-
tered at 1310 nm with a FWHM bandwidth of 50 nm (Optiphase, Inc.) was used as a light
source. The axial resolution was 15 jim in air, or 11 jim in tissue (n=1.4). Light from the
source was transmitted through the first output port of a circulator and an 80/20 split-
ter, which directed approximately 750 gW to the sample arm. LCI depth scans (A-lines)
were obtained at a rate of 40 Hz and the path length in the reference arm was scanned
by illuminating a retroreflector mounted on a galvanometer-driven lever arm (Cambridge
Technology, Model 6220). Light from the sample and reference arms were recombined and
directed towards a polarization beam splitter and two photodetectors, enabling polarization
diverse detection. Near shot noise limited detection was achieved with a maximum SNR of
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101 dB.
The optical probe consisted of a single mode optical fiber inserted through the bore of a
23 gauge (-570 gm OD) FNA needle. No focusing lens was used. The needle was attached
to a regular syringe through a hub (INRAD, Model 54501). The syringe was held within an
FNAB gun. The fiber probe was designed to be simple and therefore inexpensive. Since the
fiber core aperture was always at the needle tip, there was no uncertainty regarding the probe
location and the interrogated tissue was directly in front of the needle location. Although
the fiber probe was housed within an FNA needle, no tissue aspirates were collected during
the measurements.
3.2.1 Experimental Design
Excised surgical specimens were collected, stored in 10% phosphate buffered saline (PBS)
and data was collected at 370 C within 24 hours of procuring the samples. The needle and
FNAB gun were secured onto a vertical translation stage as shown in Fig. 3-1. During
imaging, samples were placed flat on a piece of corrugated cardboard within a Petri dish
and positioned under the needle probe. The needle was lowered onto the sample until the
fiber surface came into contact with the sample. Ten consecutive A-lines were collected at
each site. Following imaging, the needle was raised, and the needle location was marked
with India ink. The samples were then fixed in formalin. Histologic sections were obtained
and stained with hematoxylin and eosin (H&E).
Histology slides were read by a pathologist who was blinded to the LCI data. Slides
were randomly ordered in order to avoid bias from reading samples from the same patient
consecutively. Histology samples were grouped into two critical cases for this application,
adipose and fibroglandular tissue types. Fibroglandular tissues included benign fibrous
43
Figure 3-1: FNA gun mounted with needle and positioned above sample.
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parenchyma, adenocarcinoma, and ductal carcinoma in situ (DCIS) tissue types. Only ho-
mogeneous samples classified as pure adipose, fibroglandular, or tumor tissue were included
for parameter extraction and algorithm development/classification. Samples with signifi-
cant heterogeneity in the image field as defined by the pathologist or samples where no
ink was visible on histology were excluded. Heterogeneous samples were defined as tissues
where the ratio of major to the minor tissue type was approximately less than 3:1 within
one mm of the ink mark.
3.2.2 Parameter Extraction
For each sample, 10 consecutive A-lines were acquired. Signal parameters were extracted
for each A-line and the mean value for each parameter was used to represent the sample.
Each parameter was calculated using an automated MATLAB script without the need for
additional user input other than the sample file. Prior to parameter extraction, the raw LCI
interferogram data was converted to depth-dependent reflectivity profiles in the standard
fashion [37]. The signal was transformed using DFT, band-pass filtered, frequency shifted
to zero, and inverse transformed. The resulting linear intensity values were then converted
to dB scale by 2010glo multiplication.
Automatic LCI Scan Boundary Extraction
At the beginning and ends of the LCI scan, the signal contains data that is not represen-
tative of the tissue sample. As a result, prior to parameter extraction, the data must be
automatically parsed to determine the segment of the LCI scan that contains tissue reflec-
tivity information. The location of the fiber/sample interface was automatically determined
by the following procedure. The noise floor was obtained by averaging the signal within the
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first 200 gm of imaging depth, which corresponded to a region proximal to the fiber/sample
interface. All signal points below the threshold were set to be equal to the noise floor, using
a threshold of 20 dB. Next, a first-order derivative was computed and the first peak was
determined by the first zero crossing of the derivative. In order to avoid error from specular
reflection at the fiber/sample interface, the start index was shifted an additional 100 tm
beyond the first peak. Automatic selection of the beginning location of the LCI scan in this
manner allowed the effective start index to always fall within signal values representing the
tissue structure. The last 100 Rm of the LCI signal was also skipped because the signal
was generally low in this region. Thus, the analyzed data consisted of the region from the
effective start index to the end of the LCI scan minus the last 100 Rm. This algorithm was
automated and applied to all LCI scans to determine the data range over which to compute
the slope, standard deviation, and spatial frequency content parameters. The average depth
over which the signal was analyzed was 936 jm with a range from 820 jim to 1.03 mm.
Slope
To first order, the LCI reflectivity intensity decreases in accordance with the Beer-Lambert
law. At a source wavelength of 1300 nm, tissue optical properties are such that scattering
dominates over absorption [52]. Therefore, the slope of the logarithmic axial depth profile
is related to the scattering coefficient and can be used as a parameter for classifying tissue
type. A higher slope indicates more attenuation and a larger scattering coefficient whereas a
lower slope indicates a lower scattering coefficient. The slope was calculated by a first-order
polynomial fit over the region of interest.
Standard Deviation
The variation of scattering cross-sections within an LCI depth scan can be used as another
parameter for classifying tissue type. One way to assess the scattering variance is to mea-
sure the slope-subtracted standard deviation of the axial depth profile. If the scattering
fluctuates significantly, the reflection profile will have peaks interspersed with periods of
low signal and the standard deviation will be high. Conversely, if the scattering is relatively
homogeneous, the signal will be more continuous and the standard deviation will be low.
In order to remove the effect of the bulk averaged scattering coefficient, the residual of the
linear fit was used to compute the standard deviation.
Spatial Frequency Content
Scattering center distribution, representing distance between scatterers, may be evaluated
by analyzing the spatial frequency components of the signal. The power spectrum of the
signal can be interpreted as the signal energy within spatial frequency windows and the
unique signature from different tissue types was recently described as a method for dif-
ferentiating human breast tissue [13]. The spatial frequency parameter was computed in
the following manner. First, as with the computation of the standard deviation, the linear
regression was conducted and the residual was utilized for subsequent processing. Next, the
DC component was removed by mean subtraction. Data outside the start and end index
were set to zero. The resulting signal was zero mean, with components that fluctuated with
varying frequency content depending on tissue type. The DFT was then computed. The
spatial frequency parameter was then defined by integrating the magnitude of the spatial
frequency content over a particular window band. The window was defined by calculating
. the average DFTs for the entire training set and observing where the adipose and fibrog-
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landular tissue samples differed. A zoomed portion of the mean DFTs for the training set
are shown in Fig. 3-2. The vertical lines represent the width of the integration window.
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Figure 3-2: Average power spectrum data from LCI depth scans over the entire training
set that show a region of difference between adipose and fibroglandular tissues types. The
integration window (green lines) represents the area over which the spatial frequency content
parameter is generated.
3.2.3 Algorithm Model
A multivariate Gaussian model was used for classification. The data set was randomly split
into a training and validation set. A pooled estimate of the covariance matrix was used
for the training set. The result of the model was an equation for each class that defined
the probability that any new set of parameters fell within that class. Prospective analysis
was then performed on the validation set. Classification was carried out by extracting
parameters for each test sample, calculating the probability of falling within a particular
class, and then assigning classification based on the highest probability.
-~i
3.2.4 Intra-sample Variability
In order to test the intra-sample variability of the device and algorithm an additional
experiment was conducted using a separate data set. The needle probe was lowered onto
each sample and a 10 A-line acquisition was performed. The needle was then raised off of
the sample using the vertical translation stage and re-lowered back onto the sample for an
additional 10 A-line acquisition. This process was repeated ten times so that each sample
had 10 data sets of 10 A-lines each all from the same exact location. After the tenth
measurement, the needle was raised and the sample was marked with India ink and sent for
histology sectioning and staining. Each set of 10-alines was processed in the same manner
as the early experiments so that a single set of extracted parameters characterized each set
of A-lines. The samples were then classified using the multivariate Gaussian model. The
result was a set of ten classifications, from the same sample, at the same location. The
intra-sample variability was defined as the percentage of misclassified measurements within
a particular sample.
3.2.5 Statistical Analysis
The accuracy of LCI for classifying breast tissue type was assessed by comparing the pre-
dicted tissue type to the "gold standard" histopathologic classification. All data processing
and parameter extraction were done within MATLAB. Each parameter is listed as g~±o
where gL is the mean, and a the standard deviation. The p-values were calculated using a
two-sided unpaired t-test to determine if the difference in sample means between parameters
were statistically significant. 95% Confidence intervals (CI) are also reported.
3.2.6 Results
Typical LCI profiles of adipose and fibroglandular breast tissue were very different (Fig.
3-3). The adipose samples contained multiple reflectivity peaks, presumably representing
the lipid core and cell membrane interface. Human adipocytes range in size from 50-150
gm which makes the location of the reflectivity peaks highly variable [53]. The scattering
centers in the fibroglandular tissue case are much closer together and most likely come from
small changes in the refractive index from within the extracellular matrix. As a result, the
LCI signal for fibroglandular tissue was smoother and more continuous.
Figure 3-3: Characteristic axial depth scans from adipose (left) and fibroglandular (right)
human breast tissue with corresponding histology sections. The red line is a first-order
polynomial fit through the data. Intensity data shown in logarithmic scale. Scale bar
equals 500 gm
Data was collected from a total of 260 samples from 58 patients. Of those, 34 were
not analyzed due to the absence of a fiducial ink mark in the histopathologic slide and
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54 were excluded owing to the presence of heterogeneous tissue (defined above) at the
LCI measurement site. The set of 158 histopathology correlated LCI datasets included
71 adipose and 87 fibroglandular cases. The fibroglandular dataset included 71 benign
fibrous parenchyma, 13 adenocarcinoma, and 3 DCIS cases. The datasets were randomly
separated into a training set (n=72; 37 adipose, 35 fibroglandular) and a validation set
(n=86; 34 adipose, 52 fibroglandular). There were 7 (5 Adenocarinoma, 2 DCIS) and 9 (8
Adenocarcinoma, 1 DCIS) tumor cases included in the fibroglandular group for the training
and validation sets respectively. The additional samples were used for intravariability testing
(N=14).
3.2.7 Training Set
The results from the training set are listed in Table 3.1. As the table demonstrates, each
parameter has a significant p-value. The average magnitude of the slope parameter was
higher for fibroglandular tissue, which indicates a higher scattering coefficient for fibroglan-
dular breast tissue compared with adipose tissue. The mean standard deviation was higher
for adipose tissue as a result of the signal variation resulting from refractive index fluctua-
tions. The spatial frequency parameter had more energy for the adipose samples within the
integrated window band. There was no spatial frequency region where the fibroglandular
tissue had higher energy as was seen at higher spatial frequencies in Zysk et. al [13]. This
could be due to differences in axial resolution (10 gm vs. 2 tm) since the Fourier Transform
resolution is highly dependent on spatial sampling frequency.
Another way to represent the training data is through the use of a scatter matrix as
shown in Fig. 3-4. The scatter matrix plots two dimensional scatter plots between each set
of parameters and can be used to observe correlations between classification parameters. It
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Table 3.1: Training set statistics
Adipose Fibroglandular
(N=37) (N=35)
Slope -1.74±.1.36 -4.39±2.23 < 1.7x10 - 7
Std. Dev. 7.23±.1.54 5.41±0.71 < 2.2x10 - 7
Spat.Freq. 1.42±.0.54 0.97±0.27 < 2.2x10 - 9
can be seen that there is little correlation between the slope and standard deviation as well as
the slope and spatial frequency parameters. In addition, the slope/standard deviation and
slope/spatial frequency scatter plots show that the adipose and fibroglandular data sets fall
into separate regions, making classification based on these parameters possible. The scatter
plot matrix also shows that the standard deviation and spatial frequency parameters are
highly correlated. This is expected as both parameters are related to the scattering strength
and scatterer distribution. The correlation is higher for the adipose (R = 0.938) than for
the fibroglandular (R=0.780) tissue samples.
3.2.8 Validation Set
The results from the validation set using all three parameters for classification are listed in
Table 3.2. The classification parameters show the same trends as were seen in the training
set data. The classification results using all three parameters for classification are listed in
Table 3.3. Since during an FNA procedure the collection of adipose tissue is seen as a non-
diagnostic result, the correct classification of adipose tissue can be viewed as a true negative,
and the correct classification of fibroglandular tissue can be viewed as a true positive. In this
way, the sensitivity, as defined by TP/(TP+FN) is equivalent to the accuracy of detecting
fibroglandular tissue. In addition, the specificity, as defined by TN/(TN+FP) is equivalent
to the accuracy of detecting adipose tissue. The sensitivity and specificity of the validation
set were 98.1% (95% CI: 89.7-99.9) and 82.4% (95% CI: 65.5-93.2) respectively. The overall
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Figure 3-4: Scatter plot representation of the entire training set data that can be used to
visualize relationships between parameters. There is a high degree of correlation between
the standard deviation and the spatial frequency content parameters for both the adipose
(red plus sign) and fibroglandular (blue cross) tissue types. Tumor tissues labeled in green
circles were included in the fibroglandular tissue classification.
accuracy was defined as the total number of correctly classified tissue samples regardless
of tissue type. With 86 (34 adipose, 52 fibroglandular) samples in the validation set the
overall accuracy was 91.9% (95% CI: 84.0-96.7). Confidence intervals were calculated by
using the normal approximation to the binomial distribution [54]. The one misclassified
sample from the fibroglandular validation set was an adenocaricnoma case. The other 8 of
9 tumor cases were correctly classified as fibroglandular tissues.
Table 3.2: Validation set statistics
Parameter Adipose Fibroglandular
(N=34) (N=52)
Slope -1.69±.1.25 -5.04±2.21 < 1.9x10 - 1 1
Std. Dev. 6.92±.1.35 5.51±1.55 < 7.0x10- 5
Spat.Freq. 1.23±.0.31 0.82±0.23 < 4.6x10 - 9
The above results use all three classification parameters as described above. In order to
determine whether or not the three parameter model was statistically better than simply
using the slope and standard deviation parameters [37], it was necessary to look at a truth
table describing the differences between the two models. The overall classification results
using only the slope and standard deviation parameters are shown in Table 3.4. The sensi-
tivity and specificity were 80.8% (67.5-90.4) and 82.4% (65.5-93.2) respectively. Using only
the two parameter model 4 tumor cases, all Adenocarcinoma, were misclassified as adipose
tissue. A truth table to quantify the differences between the two models is shown in Ta-
ble 3.5. In Table 3.5 a +/+ cell indicates that both the 2-parameter and the 3-parameter
models correctly classified the sample. A +/- cell indicates that the 2-parameter model
correctly classified a sample whereas the 3-parameter model misclassified a sample. Simi-
larly, a -/+ cell indicates that the 3-parameter model classified the sample correctly when
the 2-parameter model misclassified the sample and the -/- cell are samples that both mod-
els misclassified. The table shows that there are nine cases where the 3-parameter model
classified a fibroglandular sample correctly when the 2-parameter model misclassified the
sample, and no cases with the reverse scenario. The associated p-value is calculated using
the McNemar's test for correlated proportions and shows that there is a statistically sig-
nificant difference between the two and three parameter models in terms of fibroglandular
tissue classification. No statistical difference was observed for the adipose case.
Table 3.3: Classification results for 3-parameter model.
Predicted Class
Adipose Fibroglandular
True Class Adipose 29 5
Fibroglandular 1 51
Table 3.4: Classification results for 2-parameter model.
Predicted Class
Adipose Fibroglandular
True Class Adipose 28 6
Fibroglandular 10 42
Table 3.5: Model comparison.
3-parameter
Fibroglandular
Model
Adipose
2-parameter Model + - + -
+ 42 0 26 3
9 1 2 3
p < 0.01 p < 1
Since the standard deviation parameter is calculated from the slope-subtracted LCI
signal, errors in the slope calculation could result in an artificially high standard deviation
measurement. In order to test the effect this would have on our classification, we simulated
errors in the slope by randomly modifying the slope parameter to +/- 5,10, and 20% of its
nominal value. The standard deviation and spatial frequency content parameters were then
recalculated using the modified slope value. The resulting classification was compared to the
nominal value result using the McNemar's test as described above. There was no significant
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difference in the classification results for either the adipose or fibroglandular tissue type.
For the maximum error of +/- 20%, the sensitivity was 96.2% (95% CI: 86.8-99.5) and the
specificity was 76.5% (95% CI: 58.8 - 89.3).
3.2.9 Intra-sample Variability
Data to test intra-sample variability was collected and analyzed from a separate set of 14
samples from 6 patients (6 adipose, 8 fibroglandular). The average intra-sample variability
was 18.3% (95% CI:9.5-30.4) for adipose and 1.3% (95% CI:0.03-6.8) for the fibroglandular
tissue samples. The overall Cohen's kappa statistic was 0.821 (95% CI:0.725-0.981). The
number of errors for each 10 A-line set was as follows: Adipose [1 0 0 0 7 3] and Fibroglandu-
lar [0 0 0 1 0 0 0 0]. The one outlier sample within the adipose data set (7/10 error rate) was
due to low signal content which tended to reduce the Spatial Frequency Content parameter
and shift the probability towards the fibroglandular tissue type. If the outlier would be
removed, the adipose intra-sample variability rate would become 8.0% (95% CI:2.2-19.2)
and the kappa value would become 0.918 (95% CI:0.847-0.988).
3.3 Discussion
We have developed an automated algorithm for differentiating ex vivo adipose tissue and
fibroglandular human breast tissue using low coherence interferometry that achieves a high
sensitivity and specificity. The extracted parameters used for classification are simple and
require minimal additional computation time compared with the standard post-processing
of the LCI signals. The goal of this project is to differentiate between non-diagnostic adipose
tissue and the fibroglandular tissue more likely to harbor disease. The ability of LCI to
differentiate between adipose and fibroglandular tissue indicates that this technology has the
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potential for being a useful tool in FNA procedures in an attempt to reduce non-diagnostic
sampling rates. More importantly, tumor samples are correctly classified as fibroglanduar
meaning that they won't be misclassified as adipose tissue, resulting in a missed diagnosis.
There remain a few challenges to taking such a system into an FNA clinic. First,
in this work only homogeneous samples were used for analysis and classification. This
was done in order to define a clear set of parameters that represent the true nature of
adipose and fibroglandular tissue types. In a clinical setting, heterogeneous samples will be
encountered which will decrease the accuracy of the model. Future work will focus on further
defining boundaries between tissue types to provide a regional diagnosis that will account
for heterogeneity. In addition, some clinical applications may require further differentiation
of fibroglandular tissues into normal fibrous and tumor tissue types as well as identification
of additional categories such as necrotic tissue. The classification of non-diagnostic adipose
tissue samples, however, does not require this distinction, and as such, was outside the scope
of this study. Also, LCI assumes that the signal comes from single scattering events, but
the presence of multiple-scattering, especially at larger depths within the sample can lead to
decreased resolution, and changes in the signal profile. In particular, the slope parameter,
with its connection to the Beer-Lambert law is particularly sensitive to the single-scattering
assumption. It may be necessary to define the border between single and multiple-scattering
in order to improve the model and include additional tissue types. In addition, since the
standard deviation parameter is calculated from the slope-subtracted LCI scan, any error
in the slope fit could result in artificially high standard deviation measurements. However,
we found that errors up to +/- 20% did not significantly affect the classification result.
Insertion of the LCI needle probe within the tissue structure in an in vivo setting, as
opposed to surface only measurements as when done in this study, may introduce additional
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obstacles that could limit the algorithm's effectiveness. Issues such as bleeding, tissue or
optical fiber compression, and operator motion artifacts will all come into play. We plan on
studying these issues through in vivo animal experiments to further define any limitations
of the LCI needle probe. We anticipate that higher speed systems will significantly reduce
any motion artifacts seen in the current device. Lastly, the ability to collect collect tissue
aspirates directly following an LCI measurement will need to be addressed. Issues such as
the collection of sufficient aspirate material as well as the development of a disposable probe
are the subject of ongoing investigation.
Another important area of research, and the focus of the rest of this thesis, is system
speed improvement, miniaturization and simplification. The LCI system used in this study
was about the size of a briefcase and not suitable for hand-held clinical use, a necessity
for POC FNAB guidance. In addition, imaging at only 40 A-lines/sec leaves the system
susceptible to motion artifacts. Chapters 4 and 5 discuss enabling technologies for making a
truly hand-held optical needle guidance system. Chapter 4 presents a novel novel miniature
wavelength-swept laser suitable for POC OFDR. OFDR is the second generation improve-
ment of LCI as discussed in chapter 2 and allows us to take advantage of improved SNR,
higher speed imaging, and greater imaging depth [36]. This laser is about the size of a deck
of cards, can be fully battery powered, and is capable of peak optical power and tuning
speeds approaching current swept sources used in clinical OFDI systems. Chapter 5 then
discusses the use of reduced bit-depth acquisition to reduce the data storage demands while
maintaining imaging speed in OFDR and OFDI. This is important for building a small,
simple, and portable POC device for FNAB.
Chapter 4
Miniature Swept Source
4.1 Introduction
As was discussed in chapter 3, one example where optical point-of-care (POC) technologies
can make a difference is in the setting of Fine Needle Aspiration biopsy (FNAB). One
challenge for the system and algorithm presented in chapter 3 is imaging speed. The LCI
system only generated 40 A-lines/sec, which is not suitable for hand-held clinical use. In
addition, the entire system was about the size of a briefcase. In this chapter we present a
novel miniature swept laser suitable for optical frequency domain imaging (OFDI) for use
in POC optical technologies such as FNAB guidance.
The development of high-speed wavelength-swept lasers for OFDI has advanced at a
rapid pace. There are several commonly applied designs for these sources. One common
design uses a semiconductor gain medium within a unidirectional fiber ring cavity and an
intracavity or extended cavity swept wavelength filter. Swept wavelength filters can be com-
prised of a diffraction grating and polygon mirror [47], galvanometer scanning mirror [55],
or scanning Fabry-Perot filters [48, 49]. Other designs allow all wavelengths to propagate
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within the cavity and control the round-trip such that a single wavelength returns to the
tuning filter at harmonics of the round trip time. These designs are known as Fourier Do-
main Modelocked Lasers (FDML) and can achieve very high sweep rates in excess of 300
kHz [56]. Linear cavity laser designs have also been employed where wavelength-tuning is
achieved by diffraction grating/reflecting mirror combinations [57-60]. Linear cavities often
provide a bidirectional wavelength sweep where differences in forward and backward sweep
dynamics are determined by cavity length and tuning speed [61]. Common to all designs,
however, is a prohibitively large form-factor for POC deployment.
In this chapter we present a high-speed, high-power, miniature wavelength swept laser
for use in POC OFDI applications. The laser utilizes a linear cavity design and can achieve
12 mW of peak output power, a 75 nm tuning bandwidth, and 0.24 nm instantaneous line
width. The laser has a bidirectional sweep rate of 15.3 kHz enabling 30.6 kHz OFDI A-line
generation. In addition, the entire laser can be operated on battery power and packaged in
a form factor that's roughly the size of a deck of cards.
4.2 Experimental Setup
4.2.1 Laser Design
Figure 4-1 shows the source design based on a tunable optical filter using a reflection
grating and a miniature resonant scanning mirror. The gain element of the laser was a
single angle facet (SAF) gain module (Covega, Inc. SAF 1136), in which the waveguide was
terminated at one end by a normal-incidence facet at 90% reflection, forming an output
coupler, and at the second end by an angled facet at 0.01% reflection, which delivered
light to an external cavity [62]. Wavelength selection was accomplished using a 1200 I/mm
diffraction grating, oriented to an angle of incidence of approximately 80 degrees, followed
by a resonant scanning galvanometer mirror (Electro-Optical Products Corp. SC-30) and
a fixed mirror. The external cavity was approximately 8 cm.
Output
SAF
Resonant
Mirror Grating
1200 Groves/mm
Mirror
Figure 4-1: Miniature wavelength-swept laser source schematic (left). The output from a
semiconductor gain medium illuminated a grating and was deflected via a resonant scanning
mirror such that only one wavelength of light was amplified within the laser cavity. As the
resonant mirror rotated, the lasers output wavelength was swept in time. A photograph of
the source (right) is shown adjacent to a pack of cards for scale.
Light from the gain medium was dispersed by the grating according to the familiar
grating equation A = p(sin a + sin p), where A is the incident wavelength, p the grating
pitch, and a and 3 the incident and diffracted angles respectively. The FWHM bandwidth
of the filter is determined by the grating pitch, incident angle, and beam diameter and given
by (6A)FWHM/AO = (4 In 2) 1/ 2 /r * (p/m) cos a/W , where m is the diffraction order, and
W is the 1/e 2 width of the Gaussian beam [47]. The beam width was approximately 0.5
mm corresponding to a ( 6 A)FWHM of 0.21 nm.
The tuning bandwidth of the filter is given by AA = p cos (3o)Ap, where Ap is the phys-
ical scan angle of the resonant scanner and 0o is the output angle at the center wavelength.
It should be noted that resonant scanner scan angles are sometimes reported as optical scan
angle which is equal to double the physical scan angle of the mirror. In this chapter, we
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refer to A as the physical scan angle. Resonant scanners have scan angles that decrease
with increasing frequency. At 15.3 kHz, the scan angle was only -3 degrees. Therefore the
resonant scanner was further deflected onto a fixed mirror to work in the so called "2X"
configuration and double the filter's effective scan angle. Similar configurations have been
used to increase the FSR by using multiple mirror reflections [62, 63]. At 6 degrees total
optical deflection, the tuning bandwidth was 69.1 nm which makes the theoretical finesse
329.
Even though the gain bandwidth is broader than the filter free spectral range and the
filter tuning range lies within the gain bandwidth, the duty cycle of the laser is further
limited by the physical size of the resonant and fixed mirrors as well as their distance from
the diffraction grating. In order to utilize the entire scan angle of the resonant scanner, the
resonant scanner must be placed close enough to the diffraction grating to avoid clipping
of the optical beam at the edge of the resonant scanning mirror. It can be shown that the
distance restriction for the 2X configuration is given by r < d/ tan AO - 2W cos 3o/ cos a.
Here, d is the physical size of the resonant mirror (4 mm) and r is the distance from the
grating to the resonant mirror. A similar expression can be derived for the distance between
the resonant and fixed mirrors. If these restrictions are met, and the tuning bandwidth is
entirely within the gain-bandwidth of the gain medium, the laser will have 100% duty cycle.
Otherwise, if the scan angle is increased such that the tuning bandwidth is outside the gain
bandwidth or the beam is clipped, the duty cycle will be less than 100%. Currently, the
resonant mirror size cannot be increased without decreasing the resonant scan frequency.
The resonant mirror was driven with a high-Q resonant electric drive circuit (Electro-
Optical Products Corp., ED-M) that required very low electrical power. It can be operated
for long periods of time with a 9V battery. The laser source was driven with commercially
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available miniature laser (Wavelength Electronics FL500) and temperature (Wavelength
Electronics WTC 3243 HB) controllers and powered by 3V lithium batteries. The entire
laser, including optics and electronics was configured with a form factor that is approxi-
mately the size of a deck of cards (Fig. 4-1). The actual physical size of the laser optics
was 3 in. x 2.5 in. x 3 in.
4.2.2 OFDI imaging setup
The OFDI imaging setup is shown in Fig. 4-2. The laser output was directed through
an 80/20 splitter into sample and reference arms. Each arm consisted of a circulator and
signal reflection elements. During calibration and testing, a fixed reflector was placed in
both the reference and sample arms. During imaging, the sample arm consisted of an X-Y
galvanometer scanner (Cambridge Technology 6220H), and a 30 mm focal length lens. The
reference arm contained a neutral density attenuator to control the power on the detector.
The signals were recombined through a 50/50 splitter and directed input into an 80 MHz
balanced receiver (New Focus 1817). The signal was digitized at 50 MS/s with a 14-bit
DAQ (Gage: CompuScope 14200). The A/D acquisition was triggered directly from the
TTL output of the resonant scanner driver. Samples were re-interpolated to equal spacing
in K-space [36].
4.3 Results
4.3.1 Laser characteristics
A characteristic laser output trace is shown in Fig. 4-3. The peak output power was
-12 mW (6.0 mW average power) with only subtle power differences between the forward
and backward wavelength sweeps. The green trace is the TTL signal from the resonant
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Laser
TTL Pulse
Figure 4-2: OFDI Imaging setup. The output from the swept laser is directed through
an 80/20 splitter into reference and sample arms. Each arm contains a circulator and
signal reflection elements. The reference arm consists of a neutral density filter and a fixed
mirror (M). The sample arm contains a two-axis galvanometer scanning system. The dual
balanced detector (DET) output into a computer (CPU) for digitization and processing.
The resonant scanner TTL pulse is used for acquisition triggering.
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driver. The resonant frequency was measured to be 15.3 kHz. The transition from forward
to backward sweep direction occurred within the gain bandwidth of the SAF, resulting in
continuous lasing during this transition. During this transition, the speed of the resonant
scanner eventually slows to zero and a highly non-linear scanner motion occurs. The plateau
and dip may be a mismatch between the linear sampling of the detection electronics and the
non-linear motion of the resonant scanner. The cavity mode spacing was 1.9 GHz which may
have contributed to the high-frequency noise seen in the laser trace. The overall duty cycle
was 87.6%. The laser produced an edge to edge tuning range of 75 nm (Fig. 4-4) centered
at 1340 nm. The spectrum was taken by applying the max-hold function on the optical
spectrum analyzer (OSA) (HP 70950B) at 0.2 nm resolution to avoid mismatch between
the laser sweep rate and the OSA sampling rate. The sharp peaks at short wavelengths in
the scan are the sinusoidal scan pattern, resulting in increased time spent at the edges. The
increased tuning range compared with the theoretical result is attributed to slightly larger
scan angle of the resonant scanner.
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Figure 4-3: Laser trace showing -2.5 full sweeps of the resonant scanner. Green trace is
the TTL output from the resonant scanner and used as the system trigger.
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Figure 4-4: Tuning bandwidth, shown in log scale. The peaks at the edges are a sampling
artifact as a result of the sinusoidal non-linear drive of the resonant scanner resulting in
increased time spent at the edges.
After splitting the light into sample and reference arms and accounting for any interfer-
ometer losses, there was 4.2 mW of average power at the sample. A variable neutral density
filter was adjusted such that 18 gW of power returned to each detector from the reference
arms. The total sample arm power returning to the detectors from a fixed reflector was 2.5
mW. The fringe pattern from a fixed reflector is shown in Fig. 4-5.
The sensitivity and ranging depth were measured with a 43.5 dB attenuator in the sam-
ple arm path. The result from a fixed reflector at 500 gm for both forward and backward
wavelength sweeps is shown in Fig. 4-6. The maximum sensitivity measured at zero delay
was 98.1 dB. The dynamic range for the sensitivity measurement was 54.6 dB. The theoret-
ical sensitivity including all noise sources was 100.3 dB with a shot noise limited sensitivity
of 116.1 dB. The difference results from incomplete RIN noise suppression and thermal
noise which were dominant over shot noise at the operating conditions. Figure 4-7 shows
the SNR drop-off as a function of depth. The ranging depth as measured by the 6 dB drop
in SNR was -1.75 mm, indicative of an instantaneous linewidth of 0.24 nm, approximately
13% broader than predicted (0.21 nm). We attribute this to sub-optimal collimation from
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Figure 4-5: Characteristic fringe pattern (green) from a fixed reflector. Dual-balanced
reference trace is shown in blue.
the SAF which decreases the effective beam size as well as errors from the interpolation into
K-space which affect the 6 dB roll off calculation.
4.3.2 Battery powered operation
We have tested the battery-powered operation for over an hour with only minimal drop
in output power (Fig. 4-8). This operating duration may be sufficient for point-of-care
deployment in which a 10-15 minute operation is anticipated followed by recharging time
between applications.
4.3.3 OFDI Imaging
Images obtained from the ventral surface of a human finger are shown in Fig. 4-9. The image
is a 5 mm transverse sweep with 300 A-lines per frame, shown at 8-bit resolution. Images
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Figure 4-6: Axial point-spread function from a fixed reflector
dB attenuator in the sample arm. The forward sweep (blue)
are nearly identical in both SNR and axial resolution.
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Figure 4-7: Signal roll-off as a function of depth for the forward (left) and backward (right)
wavelength sweeps. Both sweeps can achieve > 1.75 nm ranging depth as measured by a 6
dB drop off in SNR from that at zero delay.
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Figure 4-8: Laser output power as a function of time on full battery power. Minimal power
loss is observed with over an hour of continuous use.
from the forward, backward, and combined (average of forward and backward) wavelength
sweeps are presented. There were negligible differences between the forward and backward
sweep images. The capability of our system to utilize both forward and backward sweeps
enables imaging at the full 30.6 kHz rate provided by the source, which can also employed
to reduce speckle noise as shown in the combined image.
-I
Figure 4-9: 5 mm x 2.25 mm OFDI images from the ventral surface of a human forefinger.
Forward (left), backward (middle), and combined (right) wavelength sweep images.
4.3.4 Comparison of LCI and OFDR
We directly compared the LCI system used in chapter 3 and the new miniature swept
source OFDR system described in this chapter by collecting depth-reflectivity profiles using
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the same probe for each system. The probe was the same angle cleaved single mode fiber
described in chapter 3. Figure 4-10 shows representative depth-reflectivity profiles from
both fibrous and adipose tissues. The general signal profile is expected to be the same
because the central wavelength used in the two systems are nearly identical (1310 nm vs.
1340 nm) which makes the absorption and scattering properties similar. It can be seen that
the OFDR system achieves greater imaging depth (1 mm vs. 1.5 mm) and greater signal
dynamic range (35 dB vs. 40 dB).
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Figure 4-10: Comparison of LCI (left) and OFDR (right) depth reflectivity profiles from
fibrous (top) and adipose(bottom) human breast tissue.
4.4 Discussion
A truly point-of-care OFDI system requires a small, portable, and fully packaged swept laser,
interferometer, and detection, processing, and display electronics. We have focused only on
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the laser portion in this chapter and shown the capability of a miniature, battery-powered
laser for producing high quality OFDI images. There remain a number of limitations and
challenges towards implementing this design in a clinical POC system. First, although the
laser optics are only the size of a deck of cards, the drive electronics require additional space.
Together, the commercially available laser driver, temperature controller, and resonant
scanner drivers would fit into a package roughly the size of 2-3 decks of cards including the
batteries that drive each component. A fully custom built drive circuit could incorporate
all the drivers onto a single printed circuit board to minimize the electronic footprint.
Similarly, a custom battery cell and appropriate voltage regulators could be used to replace
the three separate batteries we used in this study. Moreover, a fully packaged source may
require additional temperature cooling to keep the laser output stable. The resonant scanner
design also provides challenges for making the laser hand-held. Movement and vibrations
can disrupt the resonant scanning mechanism. The resonant scanner used in this study has
a counterweight that is used to achieve high scan speeds and improve stability. We have
picked up the laser system and observed only small fluctuations in the SNR from a fixed
reflector. The susceptibility of the laser output to motion and handling has not been tested
in a systematic way and we expect that further work will be needed to design the packaging
to ensure that the resonant scanner is highly stable.
The overall laser performance is determined by the filter efficiency and the drive current
within the gain medium which sets the cavity gain. There is an inherent tradeoff between
grating efficiency and filter linewidth. In order to achieve a sufficiently narrow linewidth
required an incident angle of - 800 which is well away from the blaze angle of - 36.50. The
efficiency-linewidth product can be improved by using a SAF with a larger beam diameter,
allowing a shallower incident angle onto the grating for the same resolution. In addition, the
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gain medium current was limited to 500 mA which is the maximum current the miniature
laser driver can achieve. A driver that can provide more drive current should improve the
output power and improve the system sensitivity. However, increased drive current requires
more battery power, which would reduce the operating time of the laser system. The small
scan angle of the resonant scanner limits the tuning bandwidth. Larger scan angles can be
achieved by reducing the resonant frequency.
The interferometer and detection electronics also need to be miniaturized for a POC
OFDI system and the components used in this study are not suitable for fully portable
use. One solution would be to use a common path interferometer that only requires a
single circulator attached to the imaging probe. Common-path approaches have additional
challenges such as setting the reference light appropriately to achieve good SNR and an
inability to work in dual balanced mode. Similarly, the imaging optics used in this study are
large and have high power consumption. In this study they were only used to demonstrate
the imaging capabilities of the laser and a portable imaging system would require distal
optics such as MEMS based scanners to generate an image.
A truly portable, battery powered source and OFDI system are not necessary for every
POC application. Many clinical settings have access to power outlets and sufficient space to
accommodate a cart based device. However, a fully portable OFDI system, including this
laser design, would allow OFDI systems to be used in a broader range of clinical applications
including ambulatory emergency medical services as well as battlefield medicine and in the
austere settings of developing countries.
4.5 Summary
We have built a novel miniature wavelength-swept laser suitable for POC OFDI. The system
can be fully battery powered, has a small footprint, and achieves a peak output power of 12
mW, 75 nm tuning bandwidth, and 0.24 nm instantaneous linewidth. Wavelength tuning
is accomplished by using a reflection grating and a miniature resonant scanning mirror
rotating at 15.3 kHz. Utilizing both forward and backward wavelength sweeps enables
OFDI imaging at 30 kHz A-line rates. Images of the ventral surface of a human finger were
obtained with good imaging depth and sensitivity. In addition, a direct comparison of LCI
and OFDR depth-reflectivity profiles were obtained, showing that OFDR is equivalent or
superior to the LCI system utilized in our prior studes.
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Chapter 5
Reduced Bit-Depth Data
Acquisition
5.1 Introduction and Motivation
The most important feature of optical frequency domain imaging (OFDI) is its very fast
image acquisition speed, which enables wide-field imaging studies in vivo [40-42]. Since the
interferometric ranging signal in OFDI is collected in the Fourier domain, high-speeds can
be achieved while maintaining sufficient detection sensitivity [44-46]. With the advent of
rapid-scanning wavelength-swept lasers [47, 48, 63, 64], the speed of clinically-viable OFDI
systems is currently limited by digital acquisition and storage capabilities. The relationship
between imaging speed and the required digital throughput is determined by several factors,
but the minimum necessary sampling rate is generally given by fA * N where fA is the A-
line rate and N is the number of points per A-line. N is given by 2 * AA/6A and AA and
6A are the wavelength sweep range and instantaneous line-width of the laser, respectively.
In addition, polarization diversity or polarization-sensitivity is highly desirable for robust
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clinical systems and doubles the required digital throughput.
In order to preserve the inherent dynamic range of OFDI, systems have typically utilized
12, 14 or 16 bit-depth digitizers. A typical polarization-diverse system, based on an 100 kHz
repetition rate laser, capable of generating 195 images per second (512 A-lines per image),
would therefore require a data throughput rate of 819.2 MB/s at 2048 points per A-line
and assuming each sample is transferred as a two byte (16 bit) word. Clinical imaging with
such a system may generate total data volumes in excess of 100 GB per patient and ten's
of terabytes per study. Lowering the bit depth of acquisition would be a simple strategy for
reducing data rates and volumes while also making it possible to utilize a broader range of
fast digital acquisition electronics.
In the context of point of care (POC) optical frequency domain ranging (OFDR), data
transfer and storage is not the only concern. One challenge is that currently available data
acquisition (DAQ) systems of sufficient speed are too large and do not fit within our desired
form factor. For instance, the 15.3 kHz system described in chapter 4 requires a sampling
rate of roughly 50 MS/s to achieve good image quality. Even a slower speed system at 1kHz
A-line rate would require 5MS/s. It is common in OFDI imaging to use DAQ boards with
12 or 14 bit resolution. However, a 12 bit DAQ board with at least 5 MS/s requires use
of a computer's PCI slot and are typically 12" x 4" (Signatec PDA14). In addition, a 12
bit board at 5 MS/s generates 10Mb/s of raw data. There are USB powered DAQ boards
with dimensions roughly 7" x 4" (NI USB-5132) with 8 bit resolution at 50 MS/s. With
regards to a miniature OFDR needle guidance system, this is important because miniature
DAQ systems often have reduced bit-depths in order to achieve adequate acquisition rates.
While there is no fundamental size limitation on higher bit-depth DAQ boards, commercial
considerations often require increased functionality for higher bit-depth boards. This adds
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cost, size, and complexity and makes higher bit-depth boards less suitable for POC OFDR
systems. Even as commercially available DAQ technology improves, it is likely that 8-bit
boards will always be faster and smaller than a comparable 12 or 14-bit version.
We have therefore investigated whether 8-bit sampling can be used without inhibiting
image quality. In order to reduce the data transfer demand, a lower bit-depth DAQ could
be used. However, the trade offs between sensitivity, dynamic range, and bit-depth have
not been thoroughly investigated, making it difficult to justify and or evaluate reduced bit-
depth systems. Prior analyses of the sensitivity of Fourier domain OCT systems typically
assume the system is designed such that DAQ noise terms can be ignored [44,45], or have
explicitly stated that the quantization noise is minimized by the choice of detector gain [36].
Previously it has been suggested that high bit-depth DAQ boards are required for imaging
through scattering tissue with high dynamic range [65]. Some groups have used 8-bit
digitization for faster acquisition and lower cost and achieved a 52 dB dynamic range [66].
Huber et. al. also used an 8-bit oscilloscope at 5GS/s in order to compare 8 and 14 bit-
depth images [67]. They achieved an image contrast of 37 dB in the 8 bit image, but a
formal noise analysis was not presented. Here, we present a formal noise analysis of an
OFDI system including the effects of bit-depth on signal quantization noise. We digitize
OFDI signals at various bit-depths to analyze the effect on sensitivity and dynamic range,
and compare these results with a theoretical model of OFDI that includes quantization
noise. Our results show that a true 8-bit data acquisition system can achieve high system
sensitivity and dynamic range with only a minimal drop in the signal-to-noise ratio. In vivo
images of a human coronary demonstrate no significant differences between images acquired
at 8- and 14-bits suggesting that 8-bit DAQ boards can be used to increase imaging speeds
in clinical OFDI systems and reduce the form factor for POC applications.
5.2 Principles
In order to understand the impact of reduced bit-depth acquisition on OFDI image qual-
ity, the following set of experiments were conducted. First, a full treatment of the non-
quantization dependent noise terms in OFDI including optical, electrical, and DAQ noise
was developed, modified from prior works [36,44-46,68] to include quantization noise. These
noise terms were then experimentally confirmed using an high bit-depth OFDI system in
our laboratory. Quantization noise was then added to the model to determine a theoretical
SNR as a function of bit-depth. Experimental results were obtained to model and experi-
mentally measure the system SNR, dynamic range, and sensitivity using a high bit-depth
acquisition system, for which quantization noise was minimal and could be ignored. Using
these results as a baseline, the experimental data were reprocessed at various bit-depths
by condensing the number of quantization levels in software and then evaluating the re-
sulting SNR, dynamic range, and sensitivity. Because the other noise terms are analog in
origin, changes in these parameters were predominantly attributed to quantization noise
and the effects of reduced bit-depth acquisition. The analog noise terms were then added
to a theoretical model for quantization noise to determine a theoretical SNR as a function
of bit-depth. We then confirmed broad agreement between the theoretical predictions and
empirical measures of image quality as a function of bit-depth.
For this analysis, we characterized the system performance using the measured SNR from
a calibrated reflector in the sample arm. The SNR was measured as the ratio between the
peak of the signal point spread function to the average noise floor [36,51,69]. The average
noise floor was calculated in a region where there was no signal component. Averaging
flattened the noise floor by 0.4 dB. Alternate definitions of the SNR use the mean plus the
standard deviation of the noise floor [48, 49]. When the system noise is primarily set by
the reference arm and not signal arm dependent, the SNR is proportional to the signal arm
power. Thus, as long as this condition was preserved, the highest observed SNR served as
a lower bound on the system's dynamic range. The system sensitivity was calculated from
the measured SNR and the known reflectivity of the sample.
5.3 Noise analysis
5.3.1 OFDI noise
Several groups have analyzed the noise in OFDI and have shown the sensitivity advantage
of Fourier domain techniques over time-domain OCT [36,44-46]. The noise analysis and
experimental method used in this paper follows the treatment found in Chen et. al [68],
that describes the effect of spectrally balanced detection for OCT data acquisition. The
detected current signal in OFDI is given by
I = Iref + Isam + 2 * VIref * Isam cos 2kz (5.1)
Three noise sources dominate in OFDI: thermal/electrical, shot noise, and relative intensity
noise (RIN). Each term is often written in units of A2/Hz and the total noise given as
2 2 2 2
n = Uth + shot + "RIN (5.2)
The thermal/electrical noise comes from the detector and, in general, is not signal depen-
dent. Shot noise arises from the statistical nature of photons and is given by
2hot = 2e( )(Prei + Psam) (5.3)
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where e is the electrical charge, r the quantum efficiency of the detector, h Plank's constant,
and v the frequency of the laser light. The RIN noise is due to fluctuations in the laser
power:
RIN ( )2 "coh(Pref + Psam)2  (5.4)
where Tcoh is the coherence function of the laser. Lasers with narrow instantaneous line
widths generally have larger RIN compared with more broadband lasers.
Two additional noise terms are present in OFDI, DAQ noise and quantization noise.
DAQ noise is a function of the maximum voltage on the DAQ board but is not dependent
on the electrical input signal. Typically, noise figures for DAQ boards are listed as a fraction
of the least significant bit (LSB) and result from electronic noise within the DAQ circuitry.
As the maximum allowable voltage range (V,,,) of the DAQ increases, the voltage of
the LSB increases and the absolute noise value increases proportionally. In most systems,
the thermal and DAQ noise terms are much smaller than the other noise terms. With the
reference power much higher than the reflected power from the sample arm (Pref >> Psam),
the system can approach a shot noise limited sensitivity given by
Sensitivity[dB] -10 log h7fA) (5.5)
5.3.2 Quantization noise
Quantization noise is induced through distortions caused by the finite bit-depth of the DAQ
board. Upon digitization, the analog signal is converted to a digital signal with a finite bit-
depth. The number of distinct quantization levels is given by 2 b where b is the number of
bits in the DAQ. The spacing of these levels is determined by the full scale voltage range
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and given by
A x= (5.6)
The process of quantization introduces a detection error that is often modeled as additive
noise to the noise terms discussed above [70]. Quantization noise is frequently modeled as
white noise with a power spectral density given by
2
= A2 (5.7)qn 12
The spectral noise density can be calculated by dividing the total quantization noise power
by the detection bandwidth. This model is valid when the quantization noise is uncorrelated
with the input sequence and the error probability density function is uniform over the
quantization range. In addition, the model of quantization error is suitable for quasi-
random input signals which are large relative to the LSB. The model breaks down, however,
for small signals when the amplitude of the signal does not cross several quantization levels
from sample to sample [70].
5.4 Experiments
5.4.1 OFDI System
The OFDI system used in this analysis was used in [41] and described in [15,36,40]. Briefly,
the source consisted of a 40 kHz wavelength swept laser with 143 nm tuning range and an
0.156 nm instantaneous line width. Light from the laser was split into a reference and sample
arm and recombined and detected using a polarization diverse receiver. An acousto-optic
frequency shifter was incorporated into the reference arm to extend the ranging depth [71].
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Each channel of the polarization diverse receiver was detected with a dual-balanced detector
(ThorLabs PDB11OC) and sampled at 85 MS/s with 14-bit resolution (Signatec PDA14)
such that there with 2048 samples/A-line. A schematic of the system is shown in Fig.
5-1. The analysis below follows the noise for only one channel of the polarization diverse
detection.
Circ
Figure 5-1: OFDI system schematic. The output of a wavelength swept laser was directed
to sample and reference arms via a 90/10 coupler. The sample arm consisted of a bench top
galvanometer scanner for fixed sample imaging. The reference comprised an ND filter and a
fixed mirror as well as an 80/20 coupler to generate a TTL pulse for DAQ board triggering.
The reference arm contained a frequency shifter (FS). Both reference and sample arms
contained free space polarization beam splitters (PBS). The arms were recombined with
50/50 couplers and sent to two dual balanced receivers.
5.4.2 Noise measurements
The individual noise terms discussed above were measured as follows. First, the DAQ and
thermal noise of the detector were measured by blocking both the reference and sample
arms. The DAQ noise was measured by terminating the DAQ input at 50Q and digitizing
the signal with three values of Vmax (3V, 1.6V, 1V). The thermal noise was then determined
by digitizing the signal from the detector (Thorlabs PDBIIOC) while the optical signals were
blocked, and subtracting the DAQ noise component. The results are shown in Fig. 5-2.
All noise values were converted to 10 * logo1 (pA2 /Hz) so that they could be compared with
the optical shot and RIN noise terms. It can be seen that the thermal noise of the detector
was roughly 10-20 dB greater than the DAQ noise for all values of Vmax. The average
thermal noise between 15 and 25 MHz was 3.6 pA/x/-H which compares very well with the
manufacturer's detector specification of 3.8 pA/H-z. The theoretical quantization noise at
3V Vmax was -8.5 pA2 /Hz which was nearly 10 dB lower than the measured DAQ noise.
This trend held true for all values of Vmax. Hence, the quantization noise was ignored. The
spikes in the DAQ noise measurements were fixed pattern noise of unknown origin. We
suspect they are the result of aliased harmonics of the sampling frequency as no signal was
input on the DAQ during these measurements.
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Figure 5-2: DAQ noise (left) and DAQ plus thermal noise (right) measurements at 3,1.6,
and 1V Vmax. Noise values are shown in units of 10 * loglo (pA 2 /Hz).
Next the shot and RIN noise terms were measured by keeping the sample arm blocked
and varying the reference arm power with a series of neutral density (ND) filters. After
digitization, the DAQ and thermal noise terms were subtracted and the remaining noise
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was fit to the following equation
9 = 2e () Pref + PRIN (2) (Pref)2 (5.8)
Here PRIN is a fit factor that represents both the coherence function of the laser and the
dual-balanced RIN noise reduction and y is a correction factor that accounts for differences
in the detector's quantum efficiency used in the fit and aliasing effects. The result of the
fit is shown in Fig. 5-3 with y equal to 0.83 and PRIN equal to 2.48E-15. The fit and
the experimental result match very well for reference powers ranging from 20 to 180 iW.
Quantization noise was not included in this fit because the data was digitized at 14 bits
and the quantization noise was small relative to the shot and RIN noise terms.
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Figure 5-3: Shot plus RIN noise as a function of reference arm power. The dashed line is
the fit to Eq. 5.8 with y equal to 0.83 and PRIN equal to 2.48E-15. Measured data points
are shown as green crosses. Noise is displayed in units of 10 * loglo (pA2 /Hz).
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5.4.3 Bit-depth reduction
With the optical and electrical noise terms well characterized, we proceeded to analyze the
effect of quantization noise as a function of bit-depth. The sample arm light was directed to
a fixed mirror near the zero delay point. The reference arm power was set at 17.5 RW per
channel on the dual balanced receiver, which maximized the sensitivity [36]. The sample
arm power was controlled using a series of ND filters. For each measurement, a background
signal was collected by blocking the sample arm. After digitization, the background signal
was subtracted, the signal was frequency shifted, interpolated, and Fourier transformed to
assess the SNR [55].
SNR was evaluated at bit-depths ranging from the original 14 bit acquisition down to
6 bits in 1 bit increments as follows. The original data from the DAQ board was read out
as an index value ranging from 1 to 214. The index value was converted to a voltage using
the known Vmax and A quantization spacing for 14 bits. For each bit level, a new A was
calculated and a resampled voltage was generated using
V' = LV/AbJ * Ab (5.9)
where [] represents the floor function and Ab the A at each bit depth. This transformation
was performed on both the background and signal measurements prior to analysis. Alter-
natively, this process can be thought of as condensing the 214 quantization levels into 2 b
levels using
Index' = Index - rem(Index/bitRatio) (5.10)
where the bitRatio = 2 14/ 2b
Four data sets at different sample arm attenuations were collected and the Vmax was
set at IV for all the data shown in Fig. 5-4. A series of 512 A-lines were collected for each
sample arm attenuation and the SNR was measured at varying bit-depths. The numbers
above each data set give the total attenuation in dB (44.3 dB corresponded to a sample
arm power of 0.28 gW at the receiver). The maximum measured sensitivity was 106.9,
107.0, 107.2 and 105.3 dB for the four data sets respectively. Over the entire range of
sample arm attenuation values, the noise was dominated by the reference arm power and
the SNR was proportional to the sample arm power. Therefore, a lower bound on the
system dynamic range was 63.6 dB at 14 bits and 63.0 dB at 8 bits. At higher values of
Vmax the quantization noise increased and the SNR attenuation with bit depth was more
pronounced. For instance, the SNR was 63.3 dB at 14 bits and 59.9 dB at 8 bits for a
Vmax of 3V. However, assuming no other noise sources changed, adjusting the gain on the
detector by a factor of 3 would make the quantization noise equal for 3V and IV Vmax cases
such that the SNR rolloff would be identical to that shown in Fig. 5-4.
Overall, there was a high degree of correlation between the model and experimental
measurements (r=0.9986). However, we observed discrepancies between the model and
measurement at high bit-depths and at low bit-depths. The discrepancy at high bit depths
was most pronounced for high values of attenuation. This effect may be due to the de-
creased accuracy of interpolation at the corresponding low values of SNR. We attribute the
discrepancy at low bit depths to a breakdown in the validity of the quantization noise model
when the signal no longer crosses multiple quantization levels from sample to sample. This
would lead to an overestimate of the quantization noise and an underestimate of the SNR.
This effect is more pronounced at higher values of Vmax where the quantization levels are
farther apart. Figure 5-5 shows the SNR loss as a function of bit-depth for each data set.
At 8 bits, the loss was -0.6 dB. The maximum observed loss was 5.5 dB at 6 bits at a
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Figure 5-4: SNR as a function of bit-depth from 6 to 14 bits at four sample arm attenuation
levels (44.3, 65.8, 75.2, 86.6 dB) and a 1V Vmax. Dashed lines are theoretical SNR values
using the measured shot, RIN, thermal, and DAQ noises along with the quantization noise
model. Measured values are shown as closed circles with error bars representing the standard
deviation.
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Figure 5-5: Change in SNR as a function of bit-depth.
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5.5 In vivo imaging
In order to test whether a reduced bit-depth acquisition would be sufficient for high quality
OFDI images, we reprocessed a data set from a prior human coronary artery imaging study
conducted by our laboratory [42]. In this study, the OFDI data was digitized natively at 14
bits. Each A-line was bit-depth reduced in the manner described above. Figure 5-6 shows a
sample frame. The images are displayed in 8-bit grayscale, but all of the numerical analysis
was done on the full 14 or 8-bit data. A calcific nodule (arrow) can be seen in the lower
right hand corner of the image. Even though the image dynamic range was high, there
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was little, if any, observable qualitative difference between the two images. Following image
normalization, the root mean squared error (RMSE) difference between the two images
was 2.4 dB and the mean absolute error was 1.7 dB which is in good agreement with the
noise model and the experimental results from a single reflector. This error is likely to be
negligible for both qualitative assessment and quantitative analysis.
A second reprocessed frame is shown in Fig. 5-7. This frame was chosen because it
contained stent struts, which are metal and have a very high reflectivity. The reflectivity
from the struts should provide an upper bound on the dynamic range that an OFDI system
will encounter. Following image normalization, the RMSE difference between the two images
was 2.3 dB and the mean absolute error was 1.5 dB indicating that reduced bit-depth images
can still achieve high dynamic range.
5.6 Implications for OFDI
At increasingly higher OFDI imaging speeds, data transfer and data management demands
become a limiting factor when building clinical imaging systems with the highest frame
rates. In this chapter, we analyzed the system SNR, sensitivity, and dynamic range as a
function of acquisition bit-depth. We compared experimental results of the SNR from a
fixed reflector to an OFDI noise model that included optical, electrical, and quantization
noise terms. We showed that at 8 bits the experimental loss is approximately 0.6 dB which
is in good agreement with the theory. Based on our experience, if the system's sensitivity
exceeds 105 dB, then this loss may be considered to be minimal. We also reprocessed
OFDI frames from a human coronary artery imaging study and showed that the qualitative
assessment and quantitative analysis of image quality at 8-bit was high.
Achieving good image quality at 8-bits has important implications for higher speed OFDI
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Figure 5-6: Images from a human coronary acquired in vivo showing a calcific nodule
(arrow). (A) Original (14 bit) data. (B) Reprocessed (8 bit) data. Scale bar, 500 gm. (C)
and (D) Zoomed in portion of the calcific nodule.
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Figure 5-7:
metal stent.
(C) and (D)
Images from a human coronary acquired in vivo showing a highly reflective
(A) Original (14 bit) data. (B) Reprocessed (8 bit) data. Scale bar, 500 gm.
Zoomed in section highlighting the high reflection metal stent.
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systems, as there are 8-bit DAQ boards capable of sampling at rates of 2 GHz (GageApplied
Cobra) that are commercially available. Increased sampling rates allow for increased A-line
rates in OFDI imaging. Another possible use of increased sampling speed is to eliminate
the need for interpolation into k-space prior to Fourier transform in the image analysis.
If the sampling rate was fast enough, even sampling in k-space could be accomplished by
picking out a predetermined set of data points without the need for interpolation. It is
our experience that these interpolation steps take roughly half to three-quarters of the
processing time and increased sampling rates could thereby speed processing rates. More
analysis is needed to determine the sampling rates necessary to achieve evenly spaced k-
space values for a given laser configuration and is beyond the scope of this paper. This
can also be accomplished by using a swept laser that is linear in k-space [72]. In addition,
reducing the acquisition bit-depth can lower the data transfer demands for an equivalent
speed OFDI at higher bit-depth.
A reduction in acquisition bit-depth can be accomplished in various ways with different
trade offs. Some commercially available DAQ cards such as the Signatec board used in this
study allow for data to be digitized at high bit depth, followed by removal of the low order
bits in firmware prior to transfer across the peripheral component interconnect (PCI) bus.
Therefore these boards can generate true 8-bit data which could allow for a doubling of the
A-line rate or a reduction by half of the data management demand at the same A-line rate.
These boards have sampling rates in the 100-200 MS/s range.
In order to achieve an order of magnitude increase in the sampling rate to the GHz range,
most commercially available DAQ boards have 8-bit maximum bit-depths. However, with
all DAQ boards, the more important number is the effective number of bits (ENOB). The
ENOB indicates that the DAQ is equivalent to an ideal DAQ with the corresponding ENOB.
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The ENOB is calculated by measuring the signal to noise and distortion ratio (SINAD)
which is the ratio of the signal amplitude to the sum of all other spectral components
including harmonics. The ENOB is then calculated as ENOB = (SINAD - 1.76)/6.02 [73].
For an 8-bit board, the ENOB can be as high as 7.4 bits at sampling rates of 1 or 2 GHz
(GageApplied Cobra). This will increase the SNR loss by between 0-1 dB. In addition, the
shot noise limited sensitivity is reduced at higher A-line rates as seen in Eq. 5.5. This drop
in sensitivity can be overcome by increasing the sample arm power. Other high-speed DAQ
boards in the GHz range can digitize at 10-bits with an ENOB as high as 7.8 at 1.7 Gs/s
(Pentek 6826002P). In order to overcome the word length constraint of most computers,
these boards would need to either drop the low order bits in firmware or be used with custom
field-programmable gate array processors with variable word lengths. There may be other
factors that affect a hardware based reduction in bit-depth such as offset, non-linearity, and
gain error. We don't anticipate this to be a major issue because these errors are often less
than one LSB.
We have shown that intensity based OFDI images do not suffer from reduced image
quality at 8-bits compared with 14-bit acquisition. One limitation of this technique is
that phase based measurements such as polarization or Doppler techniques may suffer from
additional loss. However, the sensitivity of Doppler measurements are related to SNR
such that the loss could be minimized [74].
In addition, Vma was selected to match the maximum expected voltage range of the
OFDI signal. This reduces the quantization noise to its lowest level while still maintaining
high dynamic range. In tissue imaging, the maximum signal is not known a priori and a
highly backscattering signal could in principle exceed Vmax. As discussed above, increasing
Vmax will increase the quantization noise and introduce higher SNR loss at decreased bit-
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depth. We do not believe this to be a major limitation because high quality OFDI images
rarely exceed 50 dB of dynamic range and we have demonstrated that at least 63.0 dB of
dynamic range at 8-bits is achievable.
Chapter 6
Discussion
Chapters 3, 4, and 5 discussed enabling technologies for building a point-of-care (POC)
optical technology for integrated guidance of fine needle aspiration breast biopsy (FNAB)
and chapter 2 laid out design criteria for a successful POC technology. The technologies
presented in the previous chapters all contain elements of these design criteria. The following
chapter will summarize each component and discuss the pros and cons of each technology
with respect to POC design criteria as well as the necessary steps for integrating each
component into a fully portable system.
6.1 POC Design Criteria
6.1.1 Automated Algorithm
FNAB suffer from high non-diagnostic sampling rates and and would benefit from an inte-
grated needle guidance technique that could differentiate tissue types. We have developed
an automated algorithm for differentiating ex vivo adipose tissue and fibroglandular hu-
man breast tissue using low coherence interferometry that achieves a high sensitivity and
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specificity. This is important because the majority of non-diagnostic samples in FNAB are
from adipose tissue. The ability to identify adipose tissue in real-time at the tip of the
biopsy needle would allow the clinician to move the biopsy needle to a better location and
improve sample yield. With respect to the POC design criteria, the algorithm is simple
and easy to use as it is automatic and requires no additional input from the end user; the
algorithm is accurate with high sensitivity and specificity; and the algorithm is robust with
low intra-sample variability.
We have shown that in our model, tumor samples are correctly classified as fibroglan-
dular suggesting that they won't be misclassified as adipose tissue, resulting in a missed
diagnosis. In order to subclassify tumor tissues or add additional tissue types such as
necrotic tissue to the classification algorithm more sophisticated models may be required.
However, in order to be useful in a POC setting, the classification must be done in real time
in order to provide immediate feedback to the clinician; fast computation should always
be kept as a design criteria when analyzing the overall improvement in the classification
result. The extracted parameters used for classification are simple and require minimal ad-
ditional computation time compared with the standard post-processing of the LCI signals.
In addition, the classification model is simple, and requires minimal computation. More
sophisticated classification models such as neural networks, decision trees, or models that
extract more signal parameters may improve overall classification statistics, but could come
at the cost of increased computation time and loss of real-time analysis.
6.1.2 Miniature Source
One of the most important design criteria for a POC FNAB technology is size and porta-
bility. The LCI system used in the previous algorithm study was briefcase sized and not
suitable for hand-held clinical use. In addition, the A-line rate of the LCI system was
slow and left it susceptible to motion artifacts and an inability to generate two-dimensional
images at video-rate.
In order to overcome these limitations we have built a novel miniature wavelength-
swept laser suitable for point-of-care OFDR or OFDI. The system can be fully battery
powered, has a small footprint, and achieves a peak output power of 12 mW, 75 nm tuning
bandwidth, and 0.24 nm instantaneous linewidth. Wavelength tuning is accomplished by
using a reflection grating and a miniature resonant scanning mirror rotating at 15.3 kHz.
At this A-line rate, video-rate images can be achieved with 512 lines/frame. Utilizing both
forward and backward wavelength sweeps enables OFDI imaging at 30.6 kHz A-line rates
which can be used to double the frame rate, or employed to reduce speckle noise (Fig. 4-9).
The overall size of the miniature laser is very small and could be used in a hand-held
OFDR system. The optical footprint is roughly the size of a deck of cards (Fig. 4-1).
In addition, the laser can be battery powered for over an hour which is more than suffi-
cient for FNAB procedures. Together, the commercially available laser driver, temperature
controller, and resonant scanner drivers would fit into a package roughly the size of 2-3
decks of cards including the batteries that drive each component. Therefore, the miniature
laser fulfills both the small size, and high portability design criteria for successful POC
technologies.
6.1.3 Reduced Bit-Depth Acquisition
At increasingly higher OFDI imaging speeds, data transfer and data management demands
become a limiting factor when building clinical imaging systems with the highest frame
rates. Even in POC systems where the data demands may be reduced, size and simplicity
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of the data acquisition and computer electronics is an important design criteria. We have
investigated the use of reduced bit-depth data acquisition for OFDI and shown that signal
SNR, dynamic range, and sensitivity can be maintained at high levels. The ability to digitize
at reduced bit-depths can reduce the data transfer and data management demands as well
as reduce the form factor needed for an appropriate DAQ card.
The design of a custom built DAQ board is outside the scope of this thesis. However, it
is important to outline the necessary design parameters for such a DAQ that could be used
with the miniature swept source in a portable OFDR system. The miniature source has a
repetition rate of 15.3 kHz. However, because the wavelength swept source is bidirectional,
the effective repetition rate is 30.6 kHz. The minimum number of points per A-line is given
by 2 * AA/SA. Therefore, only 625 points per A-line are needed and a sampling rate of -20
Ms/sec is required. However, in order to avoid avoid limitations in the ranging depth due
to fringe washout [51], the sampling rate is often increased. In this case, 40 Ms/sec would
probably be sufficient.
At the detection end, only one dual-balanced receiver is required for a non-polarization
diverse OFDR system. Therefore, only one analog input on the DAQ is required. A second
analog input would allow for polarization diverse or polarization sensitive measurements. A
third input is needed to add phase-sensitive Doppler flow measurements in order to detect
the calibration signal [75]. Also, a 5V TTL signal is generated from the resonant scanner
drive circuity. An analog or digital input is needed for this signal to serve as the acquisition
trigger. No analog or digital output is needed if only one-dimensional signals from the
forward looking sample probe are used. However, if imaging is required, the optical fiber
would need to be rotated or moved in some manner and a portable imaging system would
require distal optics such as MEMS based scanners to generate an image. To drive these
additional components, an analog output would most likely be required.
Another important design criteria is size. The actual physical size of the laser optics
was approximately 3 in. x 2.5 in. x 3 in. Ideally, a custom DAQ would fit in this general
form factor. A summary of these design parameters is listed in table 6.1.
Table 6.1: DAQ design criteria for POC FNAB guidance.
Parameter Minimum Ideal
Sampling rate (Ms/sec) 20 40
Analog inputs 1 2 or 3
Digital inputs 0 1
Analog outputs 0 1
Size 4 in. x 6 in. 3 in. x 2.5 in.
6.1.4 Additional Design Elements
The clinical probe is an additional design element that is the subject of ongoing investiga-
tion. A clinical POC system for FNAB would require the ability to collect tissue aspirates
directly following the OFDR measurement. The probe should also be disposable and in-
expensive. The current probe fits within the POC design criteria because it is small, fits
within current standard FNAB needles, and is very inexpensive. Due to the high demand
of optical fiber in telecommunications, a one meter patch cord of optical fiber would cost
only a few cents. The connector to attach the probe to the OFDR system costs on the order
of a few dollars such that a complete probe would be less than $5.
In order to collect the tissue aspirate either simultaneously, or directly following the
OFDR measurement, a number of designs have been proposed. The basic design of the in-
tegrated optical fiber/needle probe involves protecting and securing the optical fiber within
a separate lumen from the needle bore where the aspirate is collected. Figure 6-1 shows
one implementation where the separate lumen runs within the wall thickness of a standard
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FNAB needle. The dimensions are given for a custom needle that combines the dimensions
of the 23 and 25 needles used in FNA procedures. The OD is 635 gm and the ID is 241
gm which makes the wall thickness of the needle 197 gm. A 125 Im optical fiber could
then fit within a separate lumen that runs within the wall thickness. The optical fiber
would be secured with the separate lumen by the use of standard optical epoxies that can
bond both metal and glass. The probe end of the optical fiber would be located along the
beveled edge of the needle and optically interrogate the tissue near the tip of the needle. In
addition, new advancements in optical fiber technology have made 80 Rm diameter optical
fiber commercially available which could further reduce the size of the needle design.
A a I.D. 0.0095' or 0.241mm (I.D. of2 gauge needle)
Ba O.D. 0.0250" or 0.35nmm (O.D. of 23 gauge neede)
It thicIume s A-B n 0.0155" = 0.34mm
C = Bore Dlametr = 0.004 or 152.4mm
Figure 6-1: Integrated optical fiber/needle probe design where optical fiber travel travels
within a separate lumen.
The advantage of this design is that the optical fiber is completely separate from the
aspiration lumen and wouldn't limit the collection of aspirates in any way. In addition,
the optical fiber would be completely secured to the needle such that it would not move
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during advancement of the needle. The mechanical stability would prevent any bending or
breakage of the fiber probe. Only the tip of the fiber probe would come in direct contact
with the tissue. A similar design is to use a small hypodermic tube as the housing for the
optical fiber. Hypodermic tubes are the metal tubes from which needles are made and they
come in a variety of sizes. The smallest hypodermic tube that standard 125 pm fits into
is 30 gauge (305 pm OD, 140 pm ID) and the new 80 pm fiber fits into 33 gauge (203 gm
OD, 89 pm ID). The optical fiber could be inserted and secured with optical epoxy into the
lumen of the hypodermic tubes. The tube would provide mechanical strength to the fiber
and could be either inserted, or attached to the FNA needles in a variety of ways.
One implementation is shown in Fig. 6-2. The hypodermic tube is inserted directly
into the lumen of the FNA needle and positioned at the tip of the needle. The hypodermic
tube and fiber could be angle polished to match the beveled edge of the needle in order to
perfectly match geometries of the two tubes. A disadvantage of this design is that a portion
of the lumen is still taken up by the hypodermic tube and fiber which limits the usable space
for aspirate collection. However, it may still be possible to collect adequate samples using
this design. Another approach is to move the hypodermic tube and fiber slightly back from
the needle tip in order to leave the needle cutting edge unaffected. This implementation is
shown is Fig. 6-3.
A related approach is to create a custom needle that combines the two above approaches
in a so called "double-lumen" design. This implementation is shown in Fig. 6-4. Here,
the first lumen is the standard lumen from the FNA needle and the second lumen is the
hypodermic tube which can be used for mechanical strength and protection of the fiber.
Again, the hypodermic tube and fiber could be polished in such a way to match the geometry
of the cutting edge of the needle. In fact, the second lumen created by the hypodermic tube
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2 s.v.
2 T.v.
Figure 6-2: Integrated optical fiber/needle probe design with optical fiber protected within
a hypodermic tube.
3 s.v.
3 T.V.
Figure 6-3: Integrated optical fiber/needle probe design with optical fiber protected within
a hypodermic tube and offset from needle tip to avoid cutting edge.
102
M-
__
~"XII~"-~i~BP~~
-
- - -- - -
r ....
could be attached to any side of the needle including the bottom, side, or top as shown in
Fig. 6-5. The advantage of this design is that the wall thickness of the needle is not reduced
or compromised and that complete lumen area is available for aspirate collection.
2 s.v.
2 T.v.
Figure 6-4: Integrated optical fiber/needle probe design with double lumen for aspirate and
optical fiber.
A final implementation is to create a groove within the needle surface that houses the
optical fiber. The groove would run the length of the needle and the optical fiber would be
secured to the needle with medical grade epoxy. The groove can be made anywhere on the
outer circumference of the needle except the tip which is used as the cutting surface. An
implementation where the groove runs along the top of the needle is shown in Fig. 6-6.
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Figure 6-5: Integrated optical fiber/needle probe design with optical fiber attached to the
side, top, or bottom of the needle.
Figure 6-6: Integrated optical fiber/needle probe design with optical fiber running in a
groove of the FNA needle.
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6.2 Summary and Conclusion
This thesis investigated the use LCI, and its second generation OFDR, for integrated guid-
ance of FNAB procedures and developed novel optical technologies that enable POC imple-
mentation. An automated algorithm for differentiating human breast tissue was developed
with high sensitivity and specificity. The algorithm was simple, robust, and easy to imple-
ment in a real-time POC environment. In order to achieve hand-held clinical implementa-
tion of an OFDR system, a miniature, battery-powered swept laser was built. The laser is
capable of video-rate imaging at A-line rates over 30 kHz and with imaging sensitivity near
100 dB. Lastly, the performance of reduced bit-depth acquisition for OFDR was studied
and it was shown that 8-bit acquisition can achieve high image quality with little drop in
SNR compared with higher bit-depth acquisition. This is important for reducing the data
transfer and data management demands of OFDR and for reducing the form factor of DAQ
systems in POC applications. While we have focused on the application of FNAB for breast
pathology, these technologies can be applied in a number of different clinical settings in-
cluding needle placement for vascular access and lumbar punctures. The portable nature of
the miniature source may also allow OFDR and OFDI technologies to be used in field based
medicine for military or third-world applications. Finally, the reduced bit-depth acquisition
analysis may play an important role as large scale, high-speed OFDI systems are hampered
by electronic rather than optical limitations.
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