We study the blow-up behaviour of two reaction-di usion problems with a quasilinear degenerate di usion and a superlinear reaction. We show that in each case the blowup is self-similar, in contrast to the linear di usion limit of each in which the di usion is only approximately self-similar. We then investigate the limit of the self-similar behaviour and describe the transition from a stable manifold blow-up behaviour (for quasilinear di usion) to a centre manifold one for the linear di usion.
Introduction

Blow-up with linear di usion, a review
Many nonlinear evolution partial di erential equations, which act as models for combusting or other processes, have solutions which develop strong singularities in a nite time, see the references in the books 5], 39] and in the survey paper 35]. The prototype of such is the semilinear parabolic equation from combustion theory u t = u xx + f(u) for (x; t) 2 (?L; L) R + ; (1.1) with the Dirichlet boundary and initial conditions u(?L; t) = u(L; t) = 0 for t > 0; u(x; 0) = u 0 (x) 0 in (?L; L):
The function f(u) > 0 for u > 0 (reaction term) is superlinear for u 1 and satis es the well-known necessary blow-up condition School of Math., University of Bristol, Bristol, BS8 1TW,UK 3 Dept. of Math. Sci., University of Bath, Claverton Down, Bath, BA2 7AY, UK. a single point x 2 (?L; L) such that there exist a sequence of times t n ! T ? and a sequence of points x n ! x with u(x n ; t n ) ! 1 as n ! 1:
(1.4) The behaviour of the solution as the blow-up time is approached has been the subject of intensive analytical, asymptotic and numerical studies. See 39] addressing such questions as when blow-up occurs, where blow-up occurs and how blow-up occurs. It is the last of these that we consider here. In general, if f(u) is strongly superlinear, say, f(u) u ln 2+" u (" > 0) for u 1 (see Sect. 7, Ch. 4 in 39]), blow-up occurs at a single point x , so that, in general, there exists a point x = x such that u(x ; t) ! 1 as t ! T whereas u(x; t) ! u(x; T) < 1 as t ! T if x 6 = x : When t is close to T and x is close to x , both u and its derivatives become increasingly large in a well pronounced and increasingly narrow blow-up peak, the form of which is essentially independent of the initial conditions. This phenomenon makes studies of the peak useful for testing numerical methods designed to resolve structures with small length scales.
In the two cases f(u) = e u or f(u) = u the di erential equation (1.1) is invariant under scaling transformations applied to x, t and u. For example, if f(u) = e u then (1.1) is invariant under a Lie group of transformations u 7 ! u ? 2 log ; x 7 ! x; t 7 ! 2 t ( > 0); (1.5) and if f(u) = u it is invariant under u 7 ! ?2=( ?1) u; x 7 ! x; t 7 ! 2 t:
(1.6) In the absence of boundary conditions, we expect that equation (1.1) with the above nonlinear reaction terms should admit self-similar solutions which are themselves invariant under the action of the above transformations. As blow-up is approached, the peak of the function u(x; t) is increasingly narrow and on the length scale of the peak the boundaries appear distant and have apparently little in uence. Observing these phenomena, Kapila 32] conjectured that the pro le of the peak could be described in terms of such a selfsimilar solution. In particular when f(u) = e u , Kapila suggested that if x is close to x and t is close to T, then there existed a function (y) such that u(x; t) could be expressed in the following form:
u(x; t) = ? log(T ? t) + (y) (1.7) where the similarity variable y is the invariant of the in nitesimal generator of the Lie Group (1.5): y = jx ? x j=(T ? t) 1=2 :
(1.8) Substituting (1.7), (1.8) into the partial di erential equation (1.1) leads to an ordinary di erential equation for (y) with a slow-growth condition at in nity to allow for the e ect of the boundaries. Similarly, if f(u) = u then there is a related function (y) such that with y given by (1.8) u(x; t) = (T ? t) ?1=( ?1) (y):
Despite the simplicity of these arguments, it was later found that the evolution of the peak could not be described in this self-similar form (since no nontrivial self-similar pro les (y) exist). The solutions instead are approximately self-similar and include a slowly varying component. In the above examples, the resulting form of u(x; t) is u(x; t) = ? log(T ? t) + (y; s) or u(x; t) = (T ? t) ?1=( ?1) (y; s) 
Blow-up with quasilinear di usion
In many physical systems, the di usion term is not linear but depends either upon the function u or upon its gradient, and in this paper we consider the e ect of this upon blow-up the by studying the two problems u t = (ju x j u x ) x + e u ; (1.13) and u t = (u u x ) x + u ; (1.14) with the same Dirichlet boundary conditions. Here > 0 and > + 1 are xed constants. Under suitable initial conditions both equations have solutions which blow-up in a nite time, developing peaks which become increasingly narrow as the blow-up time is approached. The rst di erential equation arises from studies of turbulent di usion or the ow of a non-Newtonian liquid. The second problem has a porous-medium-type di usion term, and arises as a model for the temperature pro le of a fusion reactor plasma with In Figure 1 .1 we present a pro le of the evolution of a solution of (1.14) with initial data u 0 = 10 exp(?x 2 =4) on the interval ?7; 7]. (As the solution is symmetric, the form of u(x; t) is only shown on the half-interval 0; 7]:) The form of the pro le was computed using an adaptive mesh method which is a generalisation of the methods described in 11], 12].
For this problem T = 0:106344 and the solution forms a peak centred on x = 0 with u(x; t) ultimately increasing monotonically towards a singular function u(x; T) as t ! T. This behaviour can be seen clearly in the gure. An asymptotic form of the singular function u(x; T) is calculated in Section 4 and this is indicated on the gure. Solid line is the solution u at various times and dashed line is the asymptotic relation (8= )x ?2=(1? ) . The y axis is on a logarithmic scale.
Both of the equations (1.13) and (1.14) are invariant under Lie groups of scaling transformations closely related to those given earlier. Consequently, we again ask whether the pro le of the solutions close to the blow-up time and the blow-up point can be described by self-similar solutions of the partial di erential equations. Remarkably, unlike the linear di usion problem, if the initial data has a single maximum, the blow-up pro les for the nonlinear di usion equations can be closely approximated by the nontrivial self-similar solutions (in the sense that these solutions are global attractors) for arbitrarily small values of > 0. The blow-up history of these problems is thus, in a sense, simpler in its form than that of the linear di usion equation (1.1). The existence of such self-similar solutions was established rigorously for the two equations above in the respective papers 13] and 1], see also Ch. 4 in 39]. The self-similar solutions are asymptotically stable.
In particular, for problem (1.13) as t ! T uniformly on compact subsets in the rescaled space variable y (i.e., if t is close to T and x is close to x ) then 13] u(x; t) + log(T ? t) ! (y) where y = jx ? x j=(T ? t) 1=( +2) :
( (1.16) where (y) are nontrivial nonconstant pro les which in both cases satisfy relatively simple ordinary di erential equations described in Section 2. An interesting question on the nature of blow-up is thus how the true self-similar blowup observed in these equations evolves into the approximately self-similar blow-up of the linear di usion equations in the limit of ! 0. It is this question that we will address in this paper with reference to (1.13) and (1.14) above. Our approach will use matched asymptotic expansions to determine the solution of the ordinary di erential equations satis ed by (y) in the limit of small . Although formal, our results agree very closely with some numerical computations, and are descriptive for values of which are not especially small. In particular, suppose that 0 < (1.20)
The formulae (1.18), (1.20) can be compared directly with (1.10), (1.11) respectively. We see that they are very similar and both have a term involving y 2 in the limit. For > 0 this term is a multiple of y 2 which vanishes as ! 0. In contrast, if = 0 the corresponding term is a multiple of y 2 =s which vanishes as 1=s ! 0.
Both of these descriptions of (y) lead directly to time dependent solutions of the partial di erential equations which we consider in more detail in Section 5. In particular we show that as t ! T then if x 6 = x is xed, then u(x; t) ! u(x; T) given respectively by u(x; T) ?( + 2) log jx ? x j + log(4= ); u(x; T) 4 jx ? x j ?2=( ?( +1)) :
Thus, the asymptotic behaviour of u(x; t) is self-similar and described by the asymptotics above. This description of u(x; t) does not give insight into the transient motion as it evolves toward the self-similar solution. In Section 5 we consider the linear stability of the self-similar solution and in Section 6 we perform some numerical computations to determine this transient e ect. We note at this stage that if the initial data has more than one maximum, then it is shown in 15] for equation (1.13 ) that there may also be evolving solutions with several maxima, which if is small are not described by a self-similar solution.
The layout of the remainder of this paper is as follows. In Section 2 we review the theory for the equations of the form (1.1), (1.13) and (1.14). In Section 3 we apply the method of matched asymptotic expansions to derive a formal description of the pro les of the selfsimilar solutions for both (1.13) and (1.14) (concentrating our description on the slightly more complex case of (1.14)). In Section 4 we apply the results of Section 3 to derive the time dependent behaviour of u(x; t).
In Section 5 we give a preliminary analysis of the rate of convergence to the self-similar pro les in (1.16) in the quasilinear case > 0 of single point blow-up > + 1. Unlike the semilinear case = 0, for > 0 the asymptotic blow-up behaviour corresponds to the stable manifold of the linearized operator. Moreover, using a formal asymptotic analysis we give an estimate of the second eigenvalue, 2 = =( ? 1) + o( ) > 0 which governs the exponentially fast convergence. Therefore, 2 ! +0 as ! +0 which corresponds to the transition from a stable manifold to a centre one for = 0 discussed above in the case of linear di usion. Finally in Section 6 we use an adaptive mesh method to determine a numerical solution of (1.13) and (1.14) and compare our results with those obtained asymptotically, as well as considering the e ect of transients.
General theory
In this section we review some of the theory associated with the problems (1.14) and (1.13) looking at both the case = 0 and > 0.
Local existence
The quasilinear equations (1.13), (1.14) will, in general admit weak solutions for times t < T which are classical at any point for which respectively u x 6 = 0 or u 6 = 0 . Such weak solutions u(x; t) are continuous functions satisfying the respective identities
where ' is any compactly supported test function ' 2 C 1 0 ( T 0), T 0 < T. The local existence and uniqueness of such a solution can be found in Lions 34] and Kalashnikov 31] and the references therein. Furthermore it is shown in 2] and 3] that such solutions of (1.13) have a continuous rst derivative u x . Indeed, the weak solution can be constructed as a limit of the sequence u " (x; t) ! u(x; t) of solutions to the regularised forms of (1 .13) or (1.14) where the derivative or function terms are respectively replaced by ((ju x j 2 + " 2 ) =2 u x ) x ; or ((u 2 + " 2 ) =2 u x ) x : It is not di cult to prove that if u 0 has a single maximum and is suitably large then the weak solutions of (2.1) must blow-up in a nite time and at a single point. See proofs of localization in 13] for equation (1.13) 2.2 The semilinear case When = 0 then both (1.13) and (1.14) reduce to (1.1) with f(u) = e u or f(u) = u . For f(u) = e u we introduce the similarity variables y = jx ? x j=(T ? t) 1=2 ; (y; s) = u(x; t) + log(T ? t); s = ? log(T ? t):
Rescaling ( More generally, consider those solutions of problem (2.4) for which (y)= log y is bounded as y ! 1: We term such solutions slowly-growing. In contrast rapidly-growing solutions of (2.4) also exist which grow like ? 1 y exp(y 2 =4) as y ! 1: A necessary condition for u(x; t) to have self-similar behaviour close to the peak, is that there should be a non-trivial slowly-growing solution of (2.4). Unfortunately, it has been proven in 8] and 18] that the only slowly-growing solution of (2.4) is the trivial solution (y) = 0 and that if (0) 6 = 0 then (y) is necessarily rapidly-growing. It was shown further that (y; s) 0 is an attractor as s ! 1, for the solutions of (2.3) over compact sets in y, see 5] the references therein.
If a similar rescaling in terms of the similarity variables is made for the case of f(u) = u , then the only solution of the resulting ordinary di erential equation for the steady state (y) which does not grow exponentially fast as y ! 1 is the constant solution (y) :
The constant solution (y; s)
is also an attractor for solutions of (2.4) over compact subsets in y. uniformly on compact sets in , giving (1.10).
The pro le of u(x; T) for x close to x was also determined formally by Dold 17] and proven by Bressan 10 ] to be of the form u(x; T) = ?2 log jx ? x j + log j log jx ? x jj + log 8 + o (1) Solutions of (1.13) or (1.14) which are invariant under the transformations (2.10) and (2.11) respectively take the form u(x; t) = ? log(T ? t) + (y) with y = jx ? x j=(T ? t) 1=( +2) ; (2.13) or u(x; t) = (T ? t) ?1=( ?1) (y) with y = jx ? x j=(T ? t) m : (2.14) For the similarity solution to match to a solution of the original partial di erential equation with u(?L; t) = u(L; t) = 0, it has (as before) to satisfy a matching condition which, after some manipulation is respectively (y) + ( + 2) log(y) ! C as y ! 1; When > + 1, an application of the maximum principle implies that (0) > , and moreover the ODE does not admit a compactly supported solution so that (y) > 0 for all y 0: As ! ? 1 ? 0, the rate of decay of (y) as y ! 1 becomes greater. In the limit, = ? 1, the solution tends to a weak solution with compact support. This latter To satisfy the decay condition (3.1) we require that 0 (y) does not grow exponentially as y increases. The only solution of (3.3) with this property is 0 (y) = : (3.4) Although this solution does not satisfy the condition (3.1), we show presently that it can be matched to an outer solution which does.
To order O( ) we obtain The function (y) grows exponentially fast as y increases, and a solution of (3.6) which includes a contribution due to (y) grows too rapidly to be matched with an outer solution satisfying the decay condition (3.1). For 1 (y) to satisfy the boundary condition (and simultaneously to grow slowly at in nity) we take 1 (y) = A(1 ? y 2 =2); (3.10) where the constant A is undetermined at this level of the asymptotic calculation. ?1=2 in which we look for solutions which grow slowly at in nity. Thus we seek solutions of which is the appropriate outer region for y.
A more precise calculation can be made as in the previous section to re ne the agreement between the inner and outer expressions. This exercise is purely routine and we do not include it here.
Thus, if is small, the function (y) can be described as follows The previous section has described the form of (y) and we now consider the resulting pro le of the solution u(x; t). In this section we presume that the evolution of u(x; t) is su ciently advanced so that the behaviour close to the peak can be described in terms of the self-similar solution. Observe that the behaviour can never be self-similar over the whole of the domain due to the e ects of the boundary conditions. Thus our description is a good approximation only for t close to T and for x close to x .
The polynomial equation (1.14)
In this case the self-similar solution takes the form u(x; t) = 5 On the spectrum of the linearized operator
In this section we discuss the rate of convergence to self-similar solutions for the quasilinear equation (1.14). The main goal is to justify the conjecture that for > 0 the behaviour corresponds to the evolution on a stable manifold which breaks down as ! 0. We describe the transition between stable manifold for > 0 and the corresponding centre manifold for = 0, and actually we evaluate an asymptotic expansion for the rst positive eigenvalue of the linearized operator and show that it vanishes at = 0 leading to a center manifold in this case.
The linearized problem
Let > 0, > + 1, and let (y) > 0 be the monotone solution of the ODE (2.18) which can be constructed as the limit of monotone solutions which vanish at some point, see comments below. According to 23] we x an evolution rescaled orbit f(y; s) (T ? t) 1=( ?1) u(y(T ? t) m ; t); s = ? log(T ? t) ! 1 Consider this self-adjoint extension A in L 2 (R) restricted to symmetric (even) functions. It follows from (5.8) that the only singular point for the extended operator is y = 1. Using the asymptotic expansion (due to (5.7)) of the coe cients of A, one can see that for y 1 the equation Au = 0 admits two linearly independent solutions u 1 expfC ? y 1=m g 6 2 L 2 ; and u 2 y ?2=( ? ?1) 2 L 2 : Therefore, y = 1 is in the limit point case of a singular endpoint, and hence A has a discrete spectrum, see Ch. 2 in 33]. This completes the proof. Let 1 < 2 < ::: < k < ::: be the ordered set of (simple) eigenvalues of A with the corresponding complete orthonormal set of eigenfunctions f k g satisfying A k = ? k k :
The rst eigenvalue/eigenfunction pair is easily calculated explicitly from equation ( . Therefore, the number of intersections between f and cannot be larger than one for all > . Indeed, if this were not true for some = 1 > then by continuity we could choose 2 1 such that f(y; 2 ) would touch (y) at a nite point contradicting the uniqueness result for the ODE (5.14) in the positivity domain.
We now set = + " and pass to the limit " ! +0. Since 
Numerical results
We now present some numerical results to compare with the asymptotic calculations. In this Section we con ne ourselves to the porous medium type equation (1.14) as this presents fewer technical numerical di culties. The rst calculation looks at the numerical solution of the ordinary di erential equation (2.18) for a range of values of not only restricted to the case of small. The second series of calculations looks at the solution of the partial di erential equation (1.14) using arbitrary initial data.
The numerical solution of the ordinary di erential equation
To solve the ordinary di erential equations (2.18) we use a shooting method. In this the ordinary di erential equation is treated as an initial value problem with (0) = : The value of is then varied until a slowly-growing solution is found. Observe that a similar argument is used for proving the existence of suitable self-similar pro les, cf. DDASSL 38] . A di culty with using this approach is the existence of the exponentially growing solutions of the respective ordinary di erential equations. To perform the calculations, the value of is slowly varied. Suppose that ( ) corresponds to the slowly-growing solution. We nd that if is close to, but smaller than ( ) then the corresponding solution of the initial value problem is close to the slowly-growing solution for a bounded set in y but eventually (and rapidly) the solution becomes large and positive (exhibiting exponential growth). Conversely, if is close to, but larger than ( ) then the solution eventually becomes large and negative. Fixing a value of y = 12 and using the method of bisection it was then relatively easy to nd an intermediate value of = ( ) giving the slowly growing solution. As an example of this approach we present in Figure 6 leads to a solution with compact support. Values of ( ) for > ? 1 can also be computed using a very similar method, with the desired solution always having compact support in this case. In Figure 6 .2 we present the resulting computations for (2.18) with = 2. In this calculation varies between 0 and 1:1, observing that (1) = 4=3: For comparison we also plot the asymptotic curve 1 + =4:
The resulting values of ( ) are given in the table below. We see from this gure and the tabulated values, that the asymptotic description of ( ) is reasonable provided that < 0:1 but for larger values of the numerical value is rather greater than the asymptotic value. 6.2 The numerical solution of the partial di erential equations
We now study the evolution of the solutions of the partial di erential equation (1.14) from general initial data. Our principle interest will be to see how rapidly the solution evolves towards the self-similar pro le, and to compare the numerical results with the analytic conclusions of Section 5. To capture the structure of the narrowing peak as t ! T, it is necessary to use an adaptive method which moves mesh points towards the centre of the peak. To do the calculation we use an adaptation of the adaptive method of lines procedure described in 30], 11]. In this method of lines approach we take U i (t) with 0 i N to be an approximation to the function u(x; t) at the mesh point X i (t): The equation for U i is then found by discretising (1.14) Here is a small, positive constant. The above has an equilibrium mesh which equidistributes the monitor function M. Following 11] we choose M so that (6.2) is invariant to the same transformation group as (6.1). In particular we take M(u) = (u) ?1 + : (6. 3)
Observe that with this choice of monitor, the mesh points move toward regions where u (and hence M) is large. In practice a smoothed form of (6.2) is used to prevent instabilities and the equation discretised using a collocation method. The resulting discretisations of the mesh equation and the original partial di erential equation when augmented with the boundary conditions U 0 (t) = U N (t) = 0; X 0 (t) = ?L; X N (t) = L; leads to a system of ordinary di erential equations for U i and X i : These are then solved using DDASSL. Typically we take N = 160. As the solution approaches the blow-up time, it is essential that the time steps in the ODE solver are adaptive. If this is not the case then it is possible that the scheme steps over the blow-up time and misses the solution completely. Moreover adaptivity is needed in order to calculate the blow-up time accurately. A natural choice of time step t is given by the similarity variable given by = K max(U i ) 1? + and we instruct the ODE solver to take a time step not smaller than where K is a constant which we set to be 10 ?4 .
If an initially uniform mesh is chosen and u(x; 0) taken to be 10 exp(?x 2 =4) then the resulting solution for = 0:1 and = 2 is as given in Figure 1 .1 which includes the asymptotic form of the envelope u(x; T) 8 jxj ?2=(1? ) :
To compare this solution with the self-similar solution, the value of the blow-up time is estimated by running the algorithm until over ow occurs. The function e(x; t) de ned by e(x; t) = (T ? t) 1=( ?1) u(x; t) ? (x=(T ? t) m )
is then computed and we calculate E(t) = sup x je(x; t)j: The resulting form of E(t) as a function of u(x ; t) is ploted in Figure 6 .3 for the values of = 0:1 and = 0:2: Observe that there is good evidence from these gures of a strong scaling structure of E(t). In particular we conclude from these gures that there is a function ( ) > 0 which depends upon and which satis es ( ) ! 0 as ! 0, such that E(t) e ? ( )s : given in Section 5. This results acts to support both our numerical and asymptotic calculations. 
