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Abstract. The Extended Fermi-Hubbard model is a rather studied
Hamiltonian due to both its many applications and a rich phase di-
agram. Here we prove that all the phase transitions encoded in its one
dimensional version are detectable via non-local operators related to
charge and spin fluctuations. The main advantage in using them is that,
in contrast to usual local operators, their asymptotic average value is
finite only in the appropriate gapped phases. This makes them powerful
and accurate probes to detect quantum phase transitions. Our results
indeed confirm that they are able to properly capture both the nature
and the location of the transitions. Relevantly, this happens also for
conducting phases with a spin gap, thus providing an order parameter
for the identification of superconducting and paired superfluid phases.
1 Introduction
The one-dimensional (1D) extended Fermi-Hubbard Model (EFM) is a lattice Hamil-
tonian describing a hopping fermionic mixture subject to both density-density nearest-
neighbor (NN) and on-site interaction. It has a huge range of applications being able
to properly describe copper-oxide materials related to the high-Tc cuprate supercon-
ductors [1], conducting polymers [2], and organic charge-transfer salts [3].
The full EFM phase diagram has been studied for specific fillings by means of different
techniques [4–9]. In particular, the repulsive interaction regime has been intensively
investigated due to the presence of a phase with bond-order waves (BOW) [8], not
predicted within single loop bosonization [10]. Recently it has been shown that non-
local order parameters (NLOPs) are able to give an accurate description of the latter
regime [11] as well as in presence of density unbalance [12].
Relevantly, in the field of ultracold quantum gases [13], the bosonic counterpart of
the EFM with dipole-dipole interaction has been experimentally realized by means of
Er magnetic atoms [14]. Furthermore several kinds of particles with Fermi statistics
and strong dipolar momentum [15–17] are currently available making just matter of
time the experimental realization of the EFM Hamiltonian. Motivated by this as-
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pect, theorists have studied the EFM with long-range dipole interaction [18] showing
that the phase diagram is basically captured also by considering only NN interaction.
Furthermore in-situ imaging has allowed for the experimental detection of a specific
type of NLOP [20] while the other ones are in principle measurable with the ongoing
experimental techniques [21].
The aforementioned experimental achievements motivated us to investigate all the
phase transitions occurring in the EFM by means of the NLOPs since, as conjectured
in [11], they should be able to properly capture all the possible gapped phases. Fur-
ther crucial reasons to use them are: they capture the presence of non-local long range
order, which does not break any continuous symmetry, thus being order parameters
in 1D system without violating Mermin-Wagner theorem [22]; they can signal the
presence of non-trivial topological phases [23]; they can detect hidden magnetism not
captured by two-points correlation functions [24].
In this paper, after a review of the model and its 1D phases, we introduce the different
NLOPs describing their implications on virtual excitations, magnetic and possible
topological orders. In section 4 we present a density matrix renormalization group
(DMRG) [25] analysis of the behavior of the NLOPs at each of the phase transitions.
Our EFM numerics show accurate agreement with previous predictions both on the
location and on the nature of the transition thus unveiling the unifying non-local
nature which characterizes all zero temperature phases with trivial and exotic [26]
order.
2 Model and phase diagram
We consider a one dimensional unit density balanced two components Fermi mixture
of N fermions trapped in L lattice sites, described by the following Hamiltonian
H = −J
∑
j,σ
(
c†jσcj+1σ + h.c.
)
+ U
∑
j
nj↑nj↓ + V
∑
j
njnj+1 , (1)
where σ =↑, ↓ is the species index (σ¯ denoting its opposite), c†jσ and cjσ are the
fermionic creation and annihilation operators, respectively, njσ = c
†
jσcjσ counts the
number of particles of species σ and nj =
∑
σ njσ. The coupling coefficients J, U, V de-
scribe the tunneling processes, on-site and NN interaction respectively. The phase di-
agram, obtained in [4–6,8,9], has a very rich structure, reported qualitatively in Fig.1.
There spin-charge separation, characteristic of most low-dimensional fermionic sys-
tems, manifests in the independent opening of the charge and spin gaps ∆ν (ν = c, s),
defined respectively as ∆c = (E(N+2, Sz = 0)+E(N−2, Sz = 0)−2E(N,Sz = 0))/2
and ∆s = E(N,Sz = 1)−E(N,Sz = 0) being E the ground state energy of a systems
with N fermions and total unbalance Sz = N↑−N↓ . Six different phases are present,
identified by different dominant correlation functions. For strong V > 0 usually a
fully gapped charge density wave (CDW) phase characterized by alternating empty
and doubly occupied sites takes place. On the other side, strong U > 0 values support
the presence of a charge gapped Mott insulator (MI) with uniform distribution of par-
ticles. Between the previous two phases for relatively weak repulsive interactions the
competition between U and V generates a fully gapped bond ordered wave (BOW) as
discussed above. Moreover, as it usually happens, for attractive strong on-site inter-
action fermionic pairing is achieved. In particular for U < 0 and weak V < 0 a spin
gapped, conducting, singlet superconducting (SS) phase is present. Here the single
particles are coupled in correlated pairs formed by up and down fermions in a back-
ground condensate of holons (empty sites) and doublons (doubly occupied sites). A
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strong attractive V induces doublons to condense separately from holons, thus form-
ing a spin gapped phase separated (PS) state. Finally, weak attractive V and small U
support the formation of a fully gapless metallic regime with triplet superconducting
(TS) order. At low energies, the phase diagram can be also derived analytically by
means of bosonization technique [6,27], reproducing most of the above phases within
the one-loop expansion. The Hamiltonian is mapped into two spin-charge decoupled
sine-Gordon models, H →∑ν=c,sHν , with
Hν =
vν
2
∫
dx
[(√
Kν∇θν
)2
+
(∇φν√
Kν
)2]
+
mνvν
2pia2
∫
dx cos (
√
8piφν) , (2)
where the bosonic fields φν(x) are defined as customary, and the expression of the
Luttinger parameters Kν , velocities vν and masses mν in terms of J, U, V can be
found in the literature [27] (see also [28] for a review with the notation used here).
In each channel, the competition between the kinetic and mass terms determines the
regime(s) in which the latter becomes relevant, opening a gap. When this happens,
depending on the sign of mν , the field φν pins to 0 or
√
pi
8 , ultimately producing a
different physics of the gapped phase. In fact, for symmetry reasons, the spin field
can only pin to the value 0. The situation is resumed in the first four columns of
the table in Fig. 1. With the exception of the BOW [29] and the PS phase, all other
ordered phases which appear in Fig. 1 can be obtained in this way and are, for weak
interactions, in agreement with the transition lines identified by numerical analysis.
Φ˜c Φ˜s ∆c ∆s LRO
TS u u 0 0 none
SS u 0 0 6= 0 OsP
PS - - 0 6= 0 OsP
MI 0 u 6= 0 0 OcP
BOW 0 0 6= 0 6= 0 OcP , OsP
CDW pi
2
0 6= 0 6= 0 OcS , OsP
Fig. 1: Left: Cartoon of the phase diagram with U and V expressed in unit of J .
Dashed green lines refer to KT transitions, blue lines to first order and red lines to
continuous gaussian transitions. Right: Correspondence between ground state quan-
tum phases and nonlocal operators that manifest long range order (LRO) [11]. The
letter u indicates the unlocked fields and we have defined Φ˜ν =
√
2piΦν .
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3 Non-Local Order Parameters
Following [24,30,31,11,19], we introduce the parity (P) and string (S) non-local op-
erators:
OνP (j) =
j−1∏
k=0
eipiS
ν
z,k , OνS(j) =
(
j−1∏
k=0
eipiS
ν
z,k
)
Sνz,j , (3)
with Scz,j = (nj − 1), Ssz,j = (nj↑ − nj,↓). In the asymptotic limit, their correlation
functions CνX = limr→∞ < [O
ν
X(j)]
†OνX(j + r) > (X = P, S) were claimed [11] to
remain finite each in correspondence of the opening of a specific gap in the ν channel.
In particular within bosonization approximation CνP ∝< (cos
√
2piφν)
2 > remains
finite when φν pins to the value 0, whereas C
ν
S ∝< (sin
√
2piφν)
2 > is finite when φν
pins to the value
√
pi
8 . Thus the expectation value of O
ν
X configures as order parameter
for the different gapped phases, as reported in Fig. 1. Also, phases characterized by a
non-vanishing CνS , see for instance [19], are symmetry protected topological (SPT [32])
phases [23] with non trivial topological properties, like the presence of degenerate edge
modes. Whereas phases with non-vanishing CνP are trivial SPT phases. In addition
to the topological properties, NLOPs are able to give crucial informations regarding
the microscopic structure encoded in the ground state. Indeed, while a finite value
of the parity related to the charge (spin) sector means that holon-doublon (up-down
spin) virtual excitations are present, a non-zero charge (spin) string order signals the
presence of hidden holon-doublon (up-down spin) antiferromagnetic order.
4 Phase Transitions
As shown in Fig. 1, the phase digram of the EFM presents a large variety of phase
transitions, namely KT, gaussian and first order. As shown for instance in [19], this
latter kind is usually not captured by standard bosonization approaches. For this
reason we perform quasi-exact DMRG simulations which are efficiently able to de-
tect any kind of phase transition. In the weak and intermediate U, V > 0 regime it
has been shown [11] that NLOPs capture very accurately the phase diagram so we
do not tackle this region. From the other side, it remains an open question whether
NLOPs can give a proper description for different U, V combinations. In our analysis
we employ both periodic boundary conditions (PBC) and open boundary conditions
(OBC). PBC are usually more suitable when NLOPs have to be evaluated in a com-
putationally tough Hamiltonian, namely when the numerically accuracy can not be
kept for large L. In particular, when PBC are used, boundary effects, which are quite
relevant in the NLOPs extrapolation [33], are removed and also relatively small Ls
allow to get a quite accurate extrapolation of the thermodynamic limit (TDL). From
the other side, the PS regime makes the latter approach very challenging. This is
due to the high energy degeneracy typical of this regime. For this reason, in all the
phase transitions involving the PS regime, we used OBC, which allow to reduce the
system degeneracy, while for all the other ones we employed PBC. More precisely,
we extrapolated the TDL of the NLOPs from the finite size values OνS(L/2) and
(O
(ν)
P (L/2) + O
(ν)
P (L/2 + 1))/2. In the cases where PBC are employed, these were
obtained for systems up to L = 32 sites, keeping up to 1200 DMRG states and per-
forming 6 sweeps. From the other side, thanks to the higher DMRG efficiency, with
OBC we studied system sizes with up to L = 56 and a number of DMRG states
ranging from 768 to 1024 with 5 sweeps. Here, in order to minimize boundary effects,
we cut out the first three sites in the evaluation of NLOPs.
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4.1 Attractive U Regime
Fig. 2: TDL of the different NLOPs with J=1 for: a) U = −1.5; b) U = −0.1; c)
U = −0.9; d) V = −0.1.
As typical of fermionic lattice models, the U < 0 regime is dominated by a trivial
singlet-like spin gap associated with a finite value of OsP , as predicted by LL theory.
In 1D, depending on the nature of particles involved, this kind of paring is usually
associated to fermionic quasi-condensation (q-BEC) or superconducting (SC) order
signaled by a power-law decay of the pair-pair correlation function. Here we show
that OsP acts as an order parameter also for the PS regime which, even if gapless in
charge sector, has not any kind of q-BEC or SC behavior. As clearly visible in Fig. 2
a) for the SS-PS transition, OsP remains finite everywhere thus in agreement with the
presence of a spin gap but its value is subject to a sudden jump when the transition is
crossed. It signals a first order phase transition which is a crucial feature of transitions
involving a PS regime. Indeed this is confirmed also for less attractive U . Here the
competition between NN and on-site interaction makes possible a fully gapless TS
regime while for more attractive V a PS phase, with finite spin gap, is established.
Here our results confirm again the presence of a first order transition associated to PS
regime. Indeed Fig. 2b) shows again an abrupt jump of OsP going from zero in the TS
to almost one in the PS. From the other side, when a gapless-gapped transition not
involving the PS phase takes place, as in the case of TS-SS in Fig. 2d), a slow continuos
opening of OsP is observed. This is in agreement with the presence of an exponential
opening of the gap typical of KT transitions as predicted in [8]. Finally, a gaussian
continuos transition is observed in the charge sector once V goes from attractive to
repulsive values. Here, while the singlet-like pairing associated to OsP remains finite,
a charge gap associated to a CDW regime with charge antiferromagnetic order, thus
with finite OcS , takes place, as shown in Fig. 2 c).
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Fig. 3: TDL of the different NLOPs with J=1 for: a) U = 5.0; b) U = 10; c) U = 1.
4.2 Repulsive U Regime
While the weak U, V > 0 case has already been studied [11], the U > 0, V < 0
and the strong U, V > 0 regimes have not been treated by means of NLOPs. For
large U and strongly attractive V the systems is composed by two phases: the MI,
with finite charge gap, and the PS, gapped in the spin sector. As already discussed
in the previous section, usually it happens the phase transitions involving the PS
regime are first order. This is again totally confirmed by our results in Fig. 3 a) where
clearly the two order parameters OcP and O
s
P , for the MI and PS phase respectively,
make an abrupt discontinuous jump from finite to zero values when the transition is
crossed. Similar features can be observed in Fig. 3 b). Here, even if the PS regime is
not involved, the strong V and U considered make our system well inside the atomic
limit which has strong analogies with a sort of classical regime. Indeed, similarly to
the bosonic case, MI and CDW are separated by a first order transition. The latter
manifests in a sudden opening of a spin gap signaled by OsP , combined to a change of
the charge order once V is increased. The situation is rather different when regimes
with smaller coupling are studied. Indeed for weak V < 0 a fully gapless TS regime
appears, as previously shown also for attractive on-site interaction. Clearly, once U is
increased, the strong quantum fluctuations are damped and an insulating regime, i.
e. MI, is established. Here a gaussian transition occurs. It is signaled by the growing,
from zero to finite values, of OcP , following the behavior shown in Fig. 3 c).
5 Conclusions
We showed by numerical analysis how all phase transitions appearing in the extended
Fermi-Hubbard model can be detected by means of non-local order parameters. In
particular, while it was already seen that the latters work properly in transitions
involving insulating states, our results show that also possibly conducting regimes
with solely a spin gap are accurately captured. This provides a new perspective toward
the detections of superconductivity or fermionic quasi-condensation. In addition our
findings could have special impact on the experimental detection of phase transitions
in one dimensional systems. Indeed, while most of the two-point correlation functions
manifest phase transitions by a change in the decay law to zero, which is a very
challenging experimental measure, our results show that non-local order parameters,
being only zero or finite, might give a much more efficient description. Finally we stress
that, since both our probes have already been measured [20] or are measurable [21]
and the extended Fermi-Hubbard Hamiltonian can be simulated within the ongoing
experimental technologies involving magnetic atoms, our results could be tested in
cold atomic experiments.
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