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Abstract—Rank minimization methods have attracted consid-
erable interest in various areas, such as computer vision and
machine learning. The most representative work is nuclear norm
minimization (NNM), which can recover the matrix rank exactly
under some restricted and theoretical guarantee conditions. How-
ever, for many real applications, NNM is not able to approximate
the matrix rank accurately, since it often tends to over-shrink
the rank components. To rectify the weakness of NNM, recent
advances have shown that weighted nuclear norm minimization
(WNNM) can achieve a better matrix rank approximation than
NNM, which heuristically set the weight being inverse to the
singular values. However, it still lacks a sound mathematical
explanation on why WNNM is more feasible than NNM. In this
paper, we propose a scheme to analyze WNNM and NNM from
the perspective of the group sparse representation. Specifically,
we design an adaptive dictionary to bridge the gap between the
group sparse representation and the rank minimization models.
Based on this scheme, we provide a mathematical derivation
to explain why WNNM is more feasible than NNM. Moreover,
due to the heuristical set of the weight, WNNM sometimes
pops out error in the operation of SVD, and thus we present
an adaptive weight setting scheme to avoid this error. We
then employ the proposed scheme on two low-level vision tasks
including image denoising and image inpainting. Experimental
results demonstrate that WNNM is more feasible than NNM and
the proposed scheme outperforms many current state-of-the-art
methods.
Index Terms—Rank minimization, nuclear norm minimization,
weighted nuclear norm minimization, group sparse representa-
tion, image restoration.
I. INTRODUCTION
Due to the fact that the data from many practical cases have
low rank property, low rank matrix approximation (LRMA),
which aims to recover the underlying low rank structure
from its degraded/corrupted samples, has a wide range of
applications in the area of computer vision and machine
learning [1–27, 37]. For instance, the Netflix customer data
matrix is regarded as low rank because the customers’ choices
are mostly affected by a few common factors [26]. The video
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clip is captured by a static camera satisfies the ”low rank
+ sparse” structure so that the background modeling can be
conducted by the LRMA [16, 22]. As the matrix formed by
nonlocal similar patches in a natural image is of low rank,
a flurry of image completion problems based on low rank
models have been proposed, such as image alignment [25],
video denoising [23], shadow removal [27] and reconstruction
of occluded/corrupted face images [5, 17, 24].
Generally speaking, methods of LRMA can be classified
into two categories: the low rank matrix factorization (LRMF)
[1–3, 5–7] and the rank minimization methods [9–12, 15, 16].
Given an input matrix Y, the goal of LRMF is to factorize it
into the product of two low rank matrices that can be used
to reconstruct the low rank matrix X with certain fidelity.
Various LRMF-based methods have been proposed, such as
the classical SVD under `2-norm [3], robust LRMF methods
under `1-norm [2, 5] and other probabilistic methods [6, 7].
Another parallel research is the rank minimization methods,
with the nuclear norm minimization (NNM) [9, 10] being the
representative one. The nuclear norm of a matrix X, denoted
by ||X||∗, is the sum of its singular values, i.e., ||X||∗ =
∑
i σi,
where σi is the i-th singular value of the matrix X. The
goal of NNM is to recover the underlying low rank matrix
X from its degraded observation matrix Y, by minimizing
||X||∗. In recent years, a series of applications based on NNM
have been proposed, such as video denoising [23], background
extraction [5, 25, 27] and subspace clustering [1]. However, the
nuclear norm is usually adopted as a convex surrogate of the
matrix rank. Although enjoying the theoretical guarantee, the
singular value thresholding (SVT) model [10] for NNM tends
to over-shrink the rank components, as it treats the different
rank components equally, and thus it cannot estimate the
matrix rank accurately enough. To improve the performance
of NNM, numerous methods have been proposed [11, 13–
15, 21, 22, 32]. For instance, inspired by the success of `p
(0< p <1) sparse optimization [28–31], Schatten p-norm is
proposed [21, 32], which is defined as the `p-norm (0< p <1)
of the singular values. Compared with the nuclear norm,
Schatten p-norm not only achieves a more accurate recovery
result, but also requires only a weaker restricted isometry [32].
The truncated nuclear norm regularization (TNNR) [13] and
the partial sum minimization (PSM) [14] keep the largest r
singular values unchanged and only minimize the smallest
N−r ones, where N is the number of the singular values and
r is the rank of the matrix. Inspired by the singular values have
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2clear physical meanings, Gu et al. [15] proposed the weighted
nuclear norm minimization (WNNM) model. Recently, Xie
et al. [22] proposed an improved WNNM model, namely,
weighted schatten p-norm minimization (WSNM) for low rank
matrix approximation.
According to the above analysis, to the best of our knowl-
edge, the most well-known one is the WNNM model. How-
ever, it is still lack of a sound mathematical explanation
why WNNM is more feasible than NNM. Bearing the above
concern in mind, in this paper, we propose a scheme to
analyze WNNM and NNM from the point of the group sparse
representation (GSR). To be concrete, an adaptive dictionary
learning method is designed to bridge the gap between the
GSR and the rank minimization models. Based on this adaptive
dictionary, we prove that NNM and WNNM are equivalent to
the `1-norm minimization based on GSR and the weighted
`1-norm minimization based on GSR, respectively. Following
this, based on this scheme, a mathematical derivation is
introduced to explain why WNNM is more feasible than NNM.
In addition, because of the heuristical set of the weight in
WNNM, it sometimes pops out error in the operation of
SVD, and therefore an adaptive weight setting scheme is
presented to avoid this error. We apply the proposed scheme
to solve two low-level vision tasks, i.e., image denoising
and image inpainting. Experimental results demonstrate that
WNNM is more feasible than NNM and the proposed scheme
outperforms many current state-of-the-art methods in both the
objective and the perceptual qualities.
The rest of this paper is organized as follows. Section II
introduces the related works including the weighted `1-norm
minimization for sparse representation, nuclear norm min-
imization, weighted nuclear norm minimization and group
sparse representation. Section III presents a scheme to analyze
WNNM and NNM from the perspective of group sparse
representation and proves that why WNNM is more feasible
than NNM. Section IV introduces WNNM model for two low-
level vision tasks, i.e., image denoising and image inpainting.
Section V reports the experimental results. Finally, section VI
concludes this paper.
II. RELATED WORKS
In this paper, we provide a mathematical explanation why
WNNM is more feasible than NNM. To this end, we will intro-
duce some related works of the weighted `1-norm minimiza-
tion for sparse representation, NNM, WNNM and group sparse
representation models in this section. We firstly introduce the
weighted `1-norm minimization for sparse representation.
A. Weighted `1-Norm Minimization for Sparse Representation
Sparse representation model has been successfully used in
various applications, such as compressive sensing [33], face
recognition [34] and image restoration [35]. Mathematically,
it can be represented by solving the following minimization
problem,
min
x∈Rn
||x||0, s.t., y = φx (1)
where y is an m × 1 vector and φ is an m × n redundant
matrix with m ≤ n. || · || represents the `0-norm, counting the
number of non-zero entries of x.
However, since `0-norm minimization problem is a difficult
combinatorial optimization, solving Eq. (1) is NP-hard. There-
fore, `0-norm minimization is often relaxed to the convex `1-
norm minimization problem. Specifically, by selecting an ap-
propriate regularization parameter λ, Eq. (1) can be rewritten
as the following unconstrained optimization problem,
xˆ = argmin
x
1
2
||y− φx||22 + λ||x||1 (2)
However, in some practical problems, such as image inverse
problems [30, 36, 45], `1-norm minimization is quite hard to
achieve a sparsity solution accurately. This raises the question
of whether we can improve the sparsity of `1-norm minimiza-
tion. In other words, we wish that `1-norm can alternative
to `0-norm and discover a better solution. For this reason,
we introduce a well-known norm minimization method, i.e.,
weighted `1-norm minimization [36], and instead of Eq. (2),
we have the following minimization problem,
xˆ = argmin
x
1
2
||y− φx||22 + λ||wx||1 (3)
where w is a weight assigned to x and it can enhance the
representation capability of x. In general, each value of the
weight w is inverse proportion to each value of x [36]. Also,
we have the following conclusion.
Proposition 1. The weighted `1-norm minimization can en-
hance the sparsity performance in comparison with traditional
`1-norm minimization, i.e.,
min
x∈Rn
||wx||1  min
x∈Rn
||x||1 (4)
where v1  v2 denotes that the entry v1 has much more
sparsity encouraging than the entry v2.
Proof. We consider the log penalty function log(x+ ) as the
regularization term and we have,
xˆ = argmin
x
1
2
||y− φx||22 + λlog(x+ ), (5)
where  denotes a small constant. Note that this function
log(x + ) approximates the sum of the logarithm of x, and
thus it is smooth yet non-convex. Fig. 1 shows the non-convex
log penalty function log(x+ ) and the `1-norm in the scalar
case. One can clearly observe that the log penalty function
log(x+ ) is more accurate to approximate canonical `0-norm
(Eq. (1) ) than `1-norm.
Although log(x + ) is non-convex, we can solve it ef-
ficiently by a local minimization method. Specifically, Let
R(x) = log(x + ), which can be approximated by using the
first-order Taylor expansion, i.e.,
R(x) = R(x(t)) + 〈∇R(x(t)), x− x(t)〉 (6)
where x(t) is the solution obtained in the t-th iteration and
∇R(x(t)) = (1/(|x(t)|+ ).
Then, we ignore the constants in Eq. (6), and Eq. (5) can
be solved by the following equation,
xˆ(t+1) = argmin
x
1
2
||y− φx||22 + λ
|x|
|x(t)|+  , (7)
3Fig. 1. Comparison of log penalty function log(x+ ), `1-norm: ||x||1 and
`0-norm: ||x||0 in the scalar case.
Let w(t) = (1/|x(t)|+ ), Eq. (7) can be rewritten as
xˆ(t+1) = argmin
x
1
2
||y− φx||22 + λ|w(t)x|1, (8)
Obviously, the weight w is inverse proportion to x, and we
omit the subscript without confusion, we have proven that
the weighted `1-norm minimization can enhance the sparsity
performance in comparison with traditional `1-norm minimiza-
tion. More details about the weighted `1-norm minimization
for sparse representation, please see [36].
B. Nuclear Norm Minimization
According to [9], the nuclear norm is the tightest convex
relaxation of the original rank minimization problem. Given a
data matrix Y ∈ <m×k, NNM aims to find a matrix X ∈ <m×k
of rank r, which satisfies the following objective function,
Dλ(Y) = argmin
X
1
2
||Y − X||2F + λ||X||∗ (9)
where ||X||∗ =
∑
i σi, and σi is the i-th singular value
of the matrix X. λ is a positive constant. Cande`s et al.
[37] demonstrated that the low rank matrix can be perfectly
recovered from the degraded/corrupted data matrix with high
probability by solving an NNM problem. Cai et al. [10]
proved that NNM problem can be solved by a soft-thresholding
operator efficiently, namely, the solution of Eq. (9) which can
be solved by
Dλ(Y) = UDλ(Σ)VT (10)
where Y = UΣVT is the SVD of Y and Dλ(Σ) is the soft-
thresholding operator function on diagonal matrix Σ with
parameter λ. For each diagonal element Σii in Σ, there is
Dλ(Σ)ii = soft(Σii, λ) = max(Σii−λ, 0). Also, they proved
the following theorem.
Theorem 1. For each λ ≥ 0 and Y, the singular value
shrinkage operator Eq. (10) obeys Eq. (9).
Proof. See [10].
C. Weighted Nuclear Norm Minimization
Though a good theoretical guarantee by the singular value
thresholding (SVT) model [10], NNM tends to over-shrink
the rank components, and thus it cannot estimate the matrix
rank accurately enough. To enforce the low rank regularization
efficiently, Gu et al. [15] proposed the weighted nuclear norm
minimization (WNNM) model. Specifically, the weighted nu-
clear norm ||X||w,∗ is used to regularize X, and Eq. (9) can be
rewritten as
Dw(Y) = argmin
X
1
2
||Y − X||2F + ||X||w,∗ (11)
where ||X||w,∗ =
∑
i wiσi, w = [w1, w2, ..., wi] and wi > 0 is
a non-negative weight assigned to σi. Moreover, the following
theorem is given.
Theorem 2. If the singular values σ1 ≥ ... ≥ σn0 and the
weights satisfy 0 ≤ w1 ≤ ... ≤ wn0 , n0 = min(m, k), WNNM
problem in Eq. (11) has a globally optimal solution,
Dw(Y) = UDw(Σ)VT (12)
where Y = UΣVT is the SVD of Y and Dw(Σ) is the gener-
alized soft-thresholding operator with the weighted vector w,
i.e., Dw(Σ)ii = soft(Σii, wi) = max(Σii − wi, 0).
Proof. See [15].
To analyze WNNM is more feasible than NNM below, we
have the following theorem.
Theorem 3. For 0 ≤ w1 ≤ ... ≤ wn0 and Y, n0 =
min(m, k), the singular value shrinkage operator Eq. (12)
satisfies Eq. (11).
Proof. For fixed weight W, h0(X) = 12 ||Y−X||2F + ||X||w,∗, Xˆ
minimizes h0 if and only if it satisfies the following optimal
condition,
0 ∈ Xˆ − Y + ∂||Xˆ||w,∗ (13)
where ∂||Xˆ||w,∗ is the set of subgradients of the weighted
nuclear norm. Let matrix X ∈ <m×k be an arbitrary matrix
and its SVD be UΣVT . It is known from [37, 38] that the
subgradient of ||X||w,∗ can be derived as
∂||X||w,∗ = {UWrVT + Z : Z ∈ <m×k,UTZ = 0,
ZV = 0,σj(Z) ≤ wr+j , j = 1, ..., n0 − r}
(14)
where r is the rank of X and Wr is the diagonal matrix
composed of the first r rows and r columns of the diagonal
matrix diag (W). Note that the sub-gradient conclusion in
Eqs. (13) and (14) have been proved for convex problem
[10]. Nonetheless, they are feasible for non-convex problem
[39].
In order to show that Xˆ obeys Eq. (14), the SVD of Y can
be rewritten as
Y = U0Σ0VT0 + U1Σ1V
T
1 (15)
where U0,V0(resp. U1,V1) are the singular vectors associated
with singular values greater than wj (resp. smaller than or
equal to wj). With these notations, we have
Xˆ = U0(Σ0 −Wr)VT0 (16)
4Therefore,
Y − Xˆ = U0WrVT0 + Z (17)
where Z = U1Σ1VT1 , by definition, U
T
0 Z = 0,ZV0 = 0 and
since the diagonal elements of Σ1 are smaller than wj+r, it is
easy to verify that σj(Z) ≤ wr+j , j = 1, 2, ..., n0 − r. Thus,
Y − Xˆ ∈ ∂||Xˆ||w,∗, which concludes the proof.
Note that the relationship between Theorem 3 is the neces-
sary and sufficient condition of Theorem 2.
D. Group Sparse Representation
Traditional patch-based sparse representation model as-
sumes that each patch of an image can be precisely encoded
as a linear combination of basic elements [35, 40]. These
elements are called as atoms and they compose a dictionary.
Patch-based sparse representation model has been successfully
used in various image processing and computer vision tasks
[41, 42]. However, patch-based sparse representation model
usually suffers from some limits, such as dictionary learning
with great computational complexity and neglecting the cor-
relations between sparsely-coded patches [44].
Instead of using single patch as the basic unit in sparse
representation, recent studies have shown that group sparse
representation (GSR) models have demonstrated great po-
tentials in various image processing tasks [43–45, 63]. The
GSR is a powerful mechanism to integrate local sparsity and
nonlocal similarity of image patches. To be concrete, an image
x with size N is divided into n overlapped patches xi of
size
√
m × √m, i = 1, 2, ..., n. Then, for each exemplar
patch xi, its most similar k patches are selected from an
L × L sized searching window to form a set Si. After
this, all the patches in Si are stacked into a data matrix
Xi ∈ Rm×k, which contains each element of Si as its column,
i.e., Xi = {xi,1, xi,2, ..., xi,k}. This matrix Xi consisting of
patches with similar structures is thereby called a group, where
{xi,j}kj=1 denotes the j-th patch in the i-th group. Similar to
patch-based sparse representation [35, 40], given a dictionary
Di, each group Xi can be sparsely represented by solving the
following `0-norm minimization problem,
Aˆi = argmin
Ai
∑n
i=1
(
1
2
||Xi − DiAi||2F + λ||Ai||0
)
, (18)
where Ai represents the group sparse coefficient of each group
Xi. || • ||2F denotes the Frobenius norm, and || • ||0 signifies
the `0-norm, i.e., counting the nonzero entries of each column
in Ai.
III. WHY WNNM IS MORE FEASIBLE THAN NNM
Recent advances have shown that WNNM can obtain a
better matrix rank approximation than NNM [15, 16, 18–
20, 22]. However, to the best of our knowledge, it still
lacks a sound mathematical explanation on why WNNM
is more feasible than NNM. In this section, we propose a
scheme to analyze WNNM and NNM from the perspective
of group sparse representation (GSR). Specifically, we design
an adaptive dictionary to bridge the gap between the GSR
and the rank minimization models. Based on this adaptive
dictionary, we prove that NNM and WNNM is equivalent to
the `1-norm minimization based on GSR and the weighted
`1-norm minimization based on GSR, respectively. Following
this, based on above conclusion and Proposition 1, we provide
a mathematical explanation why WNNM is more feasible than
NNM. We firstly introduce the adaptive dictionary learning.
A. Adaptive Dictionary Learning
In this subsection, an adaptive dictionary learning method is
now designed, that is, for each group Xi, its adaptive dictionary
can be learned from its observation Yi ∈ Rm×k. Specifically,
we apply the SVD to Yi,
Yi = Ui∆iVTi =
∑n1
j=1
δi,jui,jvTi,j , (19)
where ∆i = diag(δi,1, δi,2, ..., δi,n1) is a diagonal matrix,
n0 = min(m, k), and ui,j , vi,j are the columns of Ui and
Vi, respectively.
Following this, we define each dictionary atom di,j of the
adaptive dictionary Di for each group Yi, namely,
di,j = ui,jvTi,j , j = 1, 2, ..., n0. (20)
Till now, we have learned an adaptive dictionary, i.e.,
Di = [di,1, di,2, ..., di,n0 ] (21)
It can be seen that the proposed dictionary learning method
is efficient since it only requires one SVD operation per group.
B. WNNM is more feasible than NNM
In this subsection, we provide a mathematical explanation
why WNNM is more feasible than NNM. To this end, based on
above designed dictionary, we prove that NNM and WNNM is
equivalent to the `1-norm minimization based on GSR and the
weighted `1-norm minimization based on GSR, respectively.
Following this, based on this conclusion and Proposition 1, we
prove that WNNM is more feasible than NNM. Specifically,
for the NNM model, Eq. (9) can be rewritten as
Dλ(Y) = argmin
X
(
1
2
||Y − X||2F + λ||X||∗
)
,
= argmin
Xi
∑n
i=1
(
1
2
||Yi − Xi||2F + λ||Xi||∗
)
,
(22)
For the WNNM model, the weighted norm ||X||w,∗ is used
to regularize X and we have,
Dw(Y) = argmin
X
(
1
2
||Y − X||2F + ||X||w,∗
)
,
= argmin
Xi
∑n
i=1
(
1
2
||Yi − Xi||2F + ||Xi||wi,∗
)
,
(23)
In order to prove that NNM and WNNM are equivalent to
the `1-norm minimization based on GSR and the weighted
`1-norm minimization based on GSR, respectively, we firstly
give the following lemmas.
Lemma 1. The minimization problem
xˆ = argmin
x
(
1
2
||x− a||22 + τ ||x||1
)
(24)
5has a closed-form solution, i.e.,
xˆ = soft(a, τ) = sgn(a)max(abs(a)− τ, 0), (25)
where  denotes the element-wise (Hadamard) product.
Proof. See [46].
Lemma 2. For the following optimization problem
min
xi≥0
∑n
i=1
(
1
2
(xi − ai)2 + wixi
)
(26)
If a1 ≥ ... ≥ an ≥ 0 and the weights satisfy 0 ≤ w1 ≤ ...wn,
then the global optimum of Eq. (26) is
xˆi = soft(ai,wi) = max(ai − wi, 0) (27)
Proof. See [16].
Now, recalling the adaptive dictionary defined in Eq. (20),
and let us come back to the GSR model in Eq. (18). The
`1-norm minimization based on GSR can be represented as
Aˆi = argmin
Ai
∑n
i=1
(
1
2
||Yi − DiAi||2F + λ||Ai||1
)
, (28)
According to the above design of the adaptive dictionary Di
in Eq. (20), we have the following Lemma.
Lemma 3.
||Yi − Xi||2F = ||Bi − Ai||2F , (29)
where Yi = DiBi and Xi = DiAi.
Proof. The adaptive dictionary Di is constructed by Eq. (20).
From the unitary property of Ui and Vi, we have
||Yi − Xi||2F = ||Di(Bi − Ai)||2F = ||Uidiag(Bi − Ai)Vi||2F
= Tr(Uidiag(Bi − Ai)ViVTi diag(Bi − Ai)UTi )
= Tr(Uidiag(Bi − Ai)diag(Bi − Ai)UTi )
= Tr(diag(Bi − Ai)UiUTi diag(Bi − Ai))
= Tr(diag(Bi − Ai)diag(Bi − Ai))
= ||Bi − Ai||2F ,
(30)
Based on Lemma 1, Lemma 3 and Theorem 1, we have the
following conclusion.
Theorem 4. Solving the NNM in Eq. (22) is equivalent to the
`1-norm minimization in Eq. (28) under the proposed adaptive
dictionary.
Proof. Based on Lemma 3, Eq. (28) can be rewritten as
Aˆi = argmin
Ai
(
1
2
||Yi − DiAi||2F + λ||Ai||1
)
= argmin
Ai
(
1
2
||Bi − Ai||2F + λ||Ai||1
)
= argmin
αi
(
1
2
||βi −αi||22 + λ||αi||1
)
,
(31)
where Xi = DiAi and Yi = DiBi. αi and βi denote the
vectorization of the matrix Ai and Bi, respectively.
Thus, based on Lemma 1, we have
αi = soft(βi, λ) = sgn(βi)max(abs(βi)− λ, 0).
(32)
Obviously, according to Eqs. (20) and (21), we have
DiAˆi =
∑n1
j=1
soft(βi,j , λ)di,j
=
∑n1
j=1
soft(βi,j , λ)ui,jv
T
i,j
= UiDλ(Σi)VTi = Dλ(Yi).
(33)
where βi,j represents the j-th element of the i-th group sparse
coefficient βi, and Σi is the singular value matrix of the i-th
group Yi.
Obviously, based on Theorem 1, we prove that NNM
(Eq. (22)) is equivalent to the `1-norm minimization based
on GSR model (Eq. (28)).
Similar to Theorem 4, we have the following conclusion.
Corollary 1. Solving the WNNM in Eq. (23) is equivalent
to the weighted `1-norm minimization in Eq. (34) under the
proposed adaptive dictionary.
Proof. The weighted `1-norm minimization based on GSR can
be represented as
Aˆi = argmin
Ai
∑n
i=1
(
1
2
||Yi − DiAi||2F + ||wiAi||1
)
, (34)
where wi is a weight assigned to Ai. The weight wi will en-
hance the representation capability of group sparse coefficient
Ai.
For the weighted `1-norm minimization in Eq. (34) and
based on Lemma 3, we have,
Aˆi = argmin
Ai
(
1
2
||Yi − DiAi||2F + ||wiAi||1
)
= argmin
Ai
(
1
2
||Bi − Ai||2F + ||wiAi||1
)
= argmin
αi
(
1
2
||βi −αi||22 + ||wiαi||1
)
,
(35)
where Xi = DiAi and Yi = DiBi. αi, βi and wi denote the
vectorization of the matrix Ai, Bi and wi, respectively.
Therefore, based on Lemma 2, we have
αi = soft(βi, wi) = max(βi − wi, 0) (36)
Based on Eqs. (20) and (21), we have
Xˆi = DiAi =
∑n0
j=1
soft(βi,j , wi,j)di,j
=
∑n0
j=1
soft(βi,j , wi,j)ui,jv
T
i,j
= UiDwi(Σi)VTi = Dwi(Yi).
(37)
Obviously, based on Theorem 3, we prove that WNNM
(Eq. (23)) is equivalent to the weighted `1-norm minimization
based on GSR model (Eq. (34)).
Therefore, we prove that NNM and WNNM is equivalent
to the `1-norm minimization based on GSR and the weighted
`1-norm minimization based on GSR, respectively.
6Note that, although the unit of the GSR model is each
group, it conducts the sparsity of each column of each group.
Therefore, Proposition 1 is also suit for the GSR model.
Based on Theorem 4 and Corollary 1, namely, NNM and
WNNM are equivalent to the `1-norm minimization based
on GSR and the weighted `1-norm minimization based on
GSR, respectively, and in terms of Proposition 1, we have
the following conclusion.
Proposition 2. WNNM is more feasible than NNM, i.e.,
min
X
||X||w,∗  min
X
||X||∗ (38)
where v1  v2 denotes that the entry v1 is more than the
corresponding entry of v2.
Proof. Based on Theorem 4 and Corollary 1, we prove that
NNM and WNNM are equivalent to the `1-norm minimization
based on GSR and the weighted `1-norm minimization based
on GSR, respectively. Due to the fact that Proposition 1 is
suit for the GSR model, and thus based on Proposition 1, i.e.,
the weighted `1-norm minimization can obtain more sparsity
performance than traditional `1-norm minimization, we prove
that WNNM is more feasible than NNM.
It is worth noting that the dictionary can be learned in
various manners and the proposed adaptive dictionary learning
approach is just one of them. Although the designed adaptive
dictionary learning seems to translate the sparse representation
into the rank minimization problem directly, the main differ-
ence between sparse representation and the rank minimization
models is that sparse representation has a dictionary learning
process while the rank minimization problem does not, to the
best of our knowledge.
According to the above analysis, we present a scheme to
analyze WNNM and NNM from the perspective of the GSR.
We design an adaptive dictionary to bridge the gap between
the GSR and the rank minimization models. Based on this
scheme, we provide a mathematical derivation to explain why
WNNM is more feasible than NNM.
IV. WNNM MODEL FOR IMAGE RESTORATION
Since image restoration (IR) is an ideal test bed bench to
measure different statistical image models, in this section, we
employ the WNNM model on two image restoration tasks,
i.e., image denoising and image inpainting. Specifically, image
restoration aims to reconstruct a high quality image x from its
degraded observation y, which can be generally expressed as
y = Hx+ η, (39)
where H is a non-invertible linear degradation operator and
η is the vector of some independent white Gaussian noise.
With different settings of matrix H, various IR problems can
be derived from Eq. (39), such as image denoising [43] when
H is an identity matrix; image deblurring [47] when H is a
blur operator; image inpainting [48] when H is a mask and
image compressive sensing (CS) recovery when H is a random
projection matrix [33]. In this work, we focus on the image
denoising and image inpainting problems.
Due to the ill-posed nature of IR, it is critical to exploit
the prior knowledge that characterizes the statistical features
of the images. Motivated by the fact that image patches
that have similar patterns can be spatially far from each
other and thus can be collected in the whole image. The
well-known nonlocal self-similarity (NSS) prior [49], which
characterizes the repetitiveness of textures and structures by
natural images within nonlocal regions, implies that many
similar patches can be searched for any exemplar patch. To
be concrete, in the stage of image restoration, each degraded
image patch yi is extracted from the degraded image y. Like
in the subsection II-D, we search for its k similar patches to
generate a group Yi, i.e., Yi = {yi,1, yi,2, ..., yi,k}. Then we
have Yi = Xi+Ni, where Xi and Ni are the group matrices of
original image and noise, respectively. Since all the patches in
each data matrix have similar structures, the constructed data
matrix Yi has a low rank property and we can use the low rank
approximation method to estimate Xi from Yi. Following this,
by aggregating all the recovered groups, the whole image can
be obtained. In this section, we apply the WNNM model to Yi
to estimate Xi for IR, and Xi can be reconstructed by solving
the following optimization problem,
Xˆi = argmin
Xi
(
1
2
||Yi − Xi||2F + ||Xi||wi,∗
)
, (40)
To obtain an effective solution of Eq. (40), we introduce the
following theorem.
Theorem 5. Let Yi = Ui∆iVTi be the SVD of Yi ∈ <m×k
and ∆i = diag(δi,1, ..., δi,n0), n0 = min(m, k). The optimal
solution Xi to the problem Eq. (40) is UiΣiVTi , where
Σi = diag(σi,1, ..., σi,n0). Then the optimal solution of the
j-th diagonal element σi,j of the diagonal matrix Σi is solved
by the following problem,
min
σi,j≥0
(
1
2
(δi,j − σi,j)2 + wi,jσi,j
)
, (41)
where σi,j represents the j-th singular value of each data
matrix Xi.
Proof. See [16].
Therefore, the minimization problem of Eq. (40) can be
simplified by minimizing the problem of Eq. (41). For fixed
δi,j and wi,j and based on Lemma 2, the closed-form solution
of Eq. (41) can be expressed as
σi,j = soft(δi,j , wi,j) = max(δi,j − wi,j , 0). (42)
With the solution of Σi in Eq. (42), the clean group matrix
Xi can be recovered as Xˆi = UiΣiVi. Then the latent image
xˆ can be reconstructed by aggregating all the group matrices
{Xi}.
Inspired by the singular values have clear physical mean-
ings, for the weight wi of each group Xi, large singular values
of each group Xi usually present major edge and texture
information, and vice versa. Therefore, we usually shrink
large singular values less, while shrinking smaller ones more
[15, 36]. In other words, the weight wi of each group Xi is
set to be inverse to the singular values, and thus, in [15], the
7weight is heuristically set as wi,j = c/(σi,j+ε), where c and ε
are the small constant. However, WNNM sometimes pops out
error in the operation of SVD, owe to this weight setting. In
this subsection, we present an adaptive weight setting scheme
to avoid this error. Specifically, inspired by [50, 51], the weight
wi of each group Xˆi is set as wi = [wi,1, wi,2, ..., wi,j ], and
we have
wi =
c ∗ 2√2σn2
(γi + ε)
(43)
where σn represents the additive white Gaussian noise and γi
denotes the estimated standard variance of the singular values
of each group Xˆi. About the robustness analysis of Eq. (43),
more details please see [50]. Also, we did massive experiments
and found that the proposed scheme cannot lead to the error
in the operation of SVD.
Throughout the numerical experiments, we choose the fol-
lowing stoping iteration for the proposed image restoration
algorithm, i.e,
||xˆt − xˆt−1||22
||xˆt−1||22
< τ (44)
where τ is a small constant. The complete description of the
WNNM model for image restoration is shown in Algorithm 1.
Algorithm 1 WNNM model for image restoration.
Require: The observed image y and the measurement matrix
H.
1: Initialize xˆ = y.
2: for k = 0 to Max-Iter do
3: if H is identity matrix then
4: Iterative regularization yt = xˆt−1 + µ(y− xˆt−1);
5: else if H is mask operator then
6: Iterative regularization yt = xˆt−1+µHT (y−Hxt−1);
7: end if
8: for Each patch yi in yt do
9: Find nonlocal similar patches to form a group Yi;
10: Singular value decomposition [Ui,∆i,Vi] =
SV D(Yi);
11: Estimate the weight wi of each group by computing
Eq. (43);
12: Calculate Σi by Eq. (42);
13: Get the estimation: Xˆi = UiΣiVTi ;
14: end for
15: Aggregate Xi to form the restored image xˆt.
16: end for
17: Output: The final restored image xˆ.
Fig. 2. The test images for the experiments. Top row, from left to right:
Mickey, Leaves, Flower, Parrot, Lake, Monarch, Starfish, Lena, Nanna,
Foreman, Haight, Fence, Corn, boats. Bottom row, from left to right: Lin,
Cowboy, Starfish, Light, C.man, Mural, Airplane, Leaves, House, Girl, J.
Bean, Fireman, Barbara, Butterfly.
V. EXPERIMENTAL RESULTS
In this section, we conduct a variety of experiments in the
applications of image denoising and image inpainting. Since
the GSR is exploited to analyze that WNNM is more feasible
than NNM, we called the proposed scheme as GSR-WNNM.
To verify the effectiveness of the GSR-WNNM, we have
implemented a variant of the GSR that use NNM, denoted
as GSR-NNM. All the experimental images are shown in
Fig. 2. To evaluated the quality of the recovered images,
both PSNR and SSIM [52] metrics are used. The Matlab
code can be downloaded at: https://drive.google.com/open?id=
1BdRxJAf798KzURnErYqeDZ9qSVPoUNYC.
A. Image Denoising
In image denoising, to validate the denoising performance
of the proposed GSR-WNNM, we compare it with leading
denoising methods, including BM3D [43], EPLL [53], NCSR
[54], Plow [55], PGPD [56], OGLR [57] and GSR-NNM
methods. The parameter setting of the proposed GSR-WNNM
is as follows. The size of each patch
√
m × √m is set be
6×6, 7×7, 8×8 and 9×9 for σn ≤ 20, 20 < σn ≤ 40,
40 < σn ≤ 75 and 75 < σn ≤ 100, respectively. The
number of the similar patches k is set to be 60, 70, 80 and
100 for σn ≤ 40, 40 < σn ≤ 50, 50 < σn ≤ 75 and
75 < σn ≤ 100, respectively. τ and c are set to be (0.0013,
0.65), (0.001, 0.75), (0.0012, 0.65), (0.0013, 0.65), (0.0017,
0.55) and (0.0019, 0.60) for σn ≤ 20, 20 < σn ≤ 30,
30 < σn ≤ 40, 40 < σn ≤ 50, 50 < σn ≤ 75 and
75 < σn ≤ 100, respectively. The search window for similar
patches is set L = 30 and ε = 10−16.
We present the denoising results on six noise levels, i.e., σn
= 20, 30, 40, 50, 75 and 100. The PSNR and SSIM results
under these noise levels for all competing denoising methods
for the 14 widely used test images are shown in Table I and
Table II, respectively (the highest PSNR and SSIM values are
marked in bold). It is clearly seen that the proposed GSR-
WNNM significantly outperforms the GSR-NNM method, that
is, WNNM model is more feasible than NNM model. In a ma-
jority of cases, on can observe that the proposed GSR-WNNM
can obtain better PSNR and SSIM results than other competing
methods. The average PSNR gains of the proposed GSR-
WNNM over BM3D, EPLL, NCSR, Plow, PGPD, OGLR and
GSR-NNM methods are as much as 0.32dB, 1.05dB, 0.44dB,
0.85dB, 0.21dB, 0.55dB and 1.50dB, respectively. In terms of
SSIM, it can be seen that the proposed GSR-WNNM can also
achieve higher results than other competing methods. The only
exception is when σn = 20 for which BM3D is slightly higher
than the proposed GSR-WNNM. Nonetheless, under high
noise level σn =100, the proposed GSR-WNNM consistently
outperforms other competing methods for all cases. The visual
quality comparisons in the case of σn =100 for test images
House, Leaves and Monarch are shown in Fig. 3, Fig. 4
and Fig. 5, respectively. It can be seen that the over-smooth
phenomena or undesirable artifacts are generated by BM3D,
EPLL, NCSR, Plow, PGPD, OGLR and GSR-NNM methods.
In contrast, the proposed GSR-WNNM not only removes most
of the artifacts, but also provides better denoising performance
8than BM3D, EPLL, NCSR, Plow, PGPD, OGLR and GSR-
NNM methods on both edges and textures. Therefore, these
results validate the efficient of the proposed GSR-WNNM and
also demonstrate that WNNM model is more feasible than
NNM model.
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Fig. 3. Denoising performance comparison of image House with σn = 100.
(a) Original image; (b) Noisy image; (c) BM3D [43] (PSNR = 25.87dB, SSIM
= 0.7203); (d) EPLL [53] (PSNR = 25.21dB, SSIM = 0.6695); (e) NCSR [54]
(PSNR = 25.49dB, SSIM = 0.7397); (f) Plow [55] (PSNR = 24.72dB, SSIM
= 0.5874); (g) PGPD [56] (PSNR = 26.17dB, SSIM = 0.7195); (h) OGLR
[57] (PSNR = 25.07dB, SSIM = 0.6373); (i) GSR-NNM (PSNR = 23.66dB,
SSIM = 0.4918); (j) GSR-WNNM (PSNR = 26.71dB, SSIM = 0.7756).
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Fig. 4. Denoising performance comparison of image Leaves with σn = 100.
(a) Original image; (b) Noisy image; (c) BM3D [43] (PSNR = 20.90dB, SSIM
= 0.7482); (d) EPLL [53] (PSNR = 20.26dB, SSIM = 0.7163); (e) NCSR [54]
(PSNR = 20.84dB, SSIM = 0.7622); (f) Plow [55] (PSNR = 20.43dB, SSIM
= 0.6814); (g) PGPD [56] (PSNR = 20.95dB, SSIM = 0.7469); (h) OGLR
[57] (PSNR = 20.28dB, SSIM = 0.6827); (i) GSR-NNM (PSNR = 19.57dB,
SSIM = 0.6345); (j) GSR-WNNM (PSNR = 21.56dB, SSIM = 0.7964).
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Fig. 5. Denoising performance comparison of image Monarch with σn = 100.
(a) Original image; (b) Noisy image; (c) BM3D [43] (PSNR = 22.52dB, SSIM
= 0.7021); (d) EPLL [53] (PSNR = 22.24dB, SSIM = 0.6771); (e) NCSR [54]
(PSNR = 22.10dB, SSIM = 0.7109); (f) Plow [55] (PSNR = 21.83dB, SSIM
= 0.6102); (g) PGPD [56] (PSNR = 22.56dB, SSIM = 0.7029); (h) OGLR
[57] (PSNR = 21.87dB, SSIM = 0.6419); (i) GSR-NNM (PSNR = 21.03dB,
SSIM = 0.5596); (j) GSR-WNNM (PSNR = 22.86dB, SSIM = 0.7307).
B. Image Inpainting
In this subsection, we show the experimental results of the
proposed GSR-WNNM based image inpainting. We generate
the mask with different partial random samples. We present
the image inpainting results on four partial random samples,
i.e., 80%, 70%, 60% and 50% pixels missing. The parameters
are set as follows. The size of each patch
√
m × √m is set
to be 7 × 7. The number of similar patches k is set to 60.
The search window for similar patches is set to L = 20 and
ε = 10−16. τ and c are set to be (7.0e-5, 1.41), (5.8e-5, 1.10),
(3.8e-5, 1.06) and(2.6e-5, 0.99) for 80%, 70%, 60% and 50%
pixels missing, respectively.
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Fig. 6. Inpainting performance comparison on the image Mickey. (a) Original
image; (b) Degraded image with 80% pixels missing sample; (c) SALSA [58]
(PSNR = 28.98dB, SSIM = 0.9243); (d) BPFA [48] (PSNR = 29.43dB, SSIM
= 0.9312); (e) IPPO [59] (PSNR = 32.74dB, SSIM = 0.9606); (f) JSM [60]
(PSNR = 31.96dB, SSIM = 0.9537); (g) Aloha [61] (PSNR = 30.33dB, SSIM
= 0.9371); (h) NGS [62] (PSNR = 29.75dB, SSIM = 0.9386); (i) GSR-NNM
(PSNR = 29.52dB, SSIM = 0.9303); (j) GSR-WNNM (PSNR = 33.67dB,
SSIM = 0.9651).
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Fig. 7. Inpainting performance comparison on the image Starfish. (a) Original
image; (b) Degraded image with 80% pixels missing sample; (c) SALSA [58]
(PSNR = 30.90dB, SSIM = 0.9335); (d) BPFA [48] (PSNR = 33.13dB, SSIM
= 0.9510); (e) IPPO [59] (PSNR = 33.10dB, SSIM = 0.9531); (f) JSM [60]
(PSNR = 33.24dB, SSIM = 0.9518); (g) Aloha [61] (PSNR = 31.85dB, SSIM
= 0.9418); (h) NGS [62] (PSNR = 32.10dB, SSIM = 0.9464); (i) GSR-NNM
(PSNR = 30.78dB, SSIM = 0.9232); (j) GSR-WNNM (PSNR = 34.27dB,
SSIM = 0.9535).
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Fig. 8. Inpainting performance comparison on the image Light. (a) Original
image; (b) Degraded image with 80% pixels missing sample; (c) SALSA [58]
(PSNR = 21.47dB, SSIM = 0.8069); (d) BPFA [48] (PSNR = 25.71dB, SSIM
= 0.9164); (e) IPPO [59] (PSNR = 26.70dB, SSIM = 0.9350); (f) JSM [60]
(PSNR = 26.48dB, SSIM = 0.9322); (g) Aloha [61] (PSNR = 25.84dB, SSIM
= 0.9212); (h) NGS [62] (PSNR = 24.62dB, SSIM = 0.8983); (i) GSR-NNM
(PSNR = 24.62dB, SSIM = 0.8926); (j) GSR-WNNM (PSNR = 27.28dB,
SSIM = 0.9447).
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PSNR (dB) COMPARISON OF BM3D [43], EPLL [53], NCSR [54], PLOW [55], PGPD [56], OGLR [57], GSR-NNM AND GSR-WNNM FOR IMAGE
DENOISING.
σn = 20 σn = 30
Images BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR- BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR-NNM WNNM NNM WNNM
Airplane 30.59 30.60 30.50 29.98 30.80 30.17 29.01 30.87 28.49 28.54 28.34 28.03 28.63 28.21 27.62 28.67
Barbara 31.24 29.85 31.10 30.75 31.12 30.89 30.07 31.53 29.08 27.58 28.68 28.99 28.93 28.84 28.08 29.36
boats 31.42 30.87 31.26 30.90 31.38 31.20 29.96 31.51 29.33 28.85 29.04 29.01 29.32 29.11 28.08 29.34
C. man 30.49 30.34 30.41 29.55 30.36 30.14 28.79 30.27 28.64 28.35 28.52 27.80 28.54 28.26 27.67 28.51
Fence 29.93 29.24 30.05 29.13 29.99 29.82 28.86 30.14 28.19 27.22 28.13 27.59 28.13 28.12 27.43 28.34
Foreman 34.54 33.67 34.42 34.21 34.44 34.50 33.34 34.67 32.75 31.70 32.61 32.45 32.83 32.84 30.24 33.27
House 33.77 32.99 33.81 33.40 33.85 33.77 32.30 33.89 32.09 31.24 32.01 31.67 32.24 32.02 29.85 32.52
J. Bean 34.18 33.79 34.37 33.80 34.28 34.44 32.61 34.67 31.97 31.55 31.99 31.61 31.99 32.15 29.77 32.51
Leaves 30.09 29.40 30.34 29.08 30.46 29.87 28.93 30.99 27.81 27.19 28.04 27.00 27.99 27.77 27.17 28.53
Lena 31.52 31.25 31.48 30.98 31.64 31.27 30.03 31.68 29.46 29.18 29.32 29.16 29.60 29.36 28.29 29.60
Lin 32.83 32.62 32.66 32.45 32.79 32.77 31.17 32.78 30.95 30.67 30.65 30.76 30.96 30.85 29.22 30.90
Monarch 30.35 30.49 30.52 29.50 30.68 30.13 29.47 30.97 28.36 28.36 28.38 27.77 28.49 28.33 27.63 28.77
Parrot 32.32 32.00 32.25 31.85 32.31 32.12 30.95 32.38 30.33 30.00 30.20 29.88 30.30 30.24 28.97 30.48
Starfish 29.67 29.58 29.85 28.83 29.84 29.46 28.63 30.11 27.65 27.52 27.69 27.02 27.67 27.47 27.10 27.94
Average 31.64 31.19 31.65 31.03 31.71 31.47 30.29 31.89 29.65 29.14 29.54 29.19 29.69 29.54 28.37 29.91
σn = 40 σn = 50
Images BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR- BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR-NNM WNNM NNM WNNM
Airplane 26.88 27.08 26.78 26.70 27.12 26.82 26.49 27.23 25.76 25.96 25.63 25.64 25.98 25.67 25.16 26.08
Barbara 27.26 25.99 27.25 27.59 27.43 27.42 26.97 27.79 26.42 24.86 26.13 26.42 26.27 26.17 25.66 26.66
boats 27.76 27.42 27.52 27.55 27.90 27.69 27.09 27.91 26.74 26.31 26.37 26.38 26.82 26.41 25.81 26.93
C. man 27.18 27.03 27.10 26.56 27.34 26.93 26.75 27.33 26.13 26.01 26.13 25.62 26.46 25.93 25.35 26.36
Fence 26.84 25.74 26.76 26.42 26.91 26.72 26.47 27.16 25.92 24.57 25.77 25.49 25.94 25.52 25.22 26.24
Foreman 31.29 30.28 31.52 30.90 31.55 31.64 30.04 31.99 30.36 29.20 30.41 29.60 30.45 30.00 28.69 30.75
House 30.65 29.89 30.79 30.25 31.02 30.68 29.49 31.38 29.69 28.79 29.61 28.99 29.93 29.17 28.00 30.39
J. Bean 30.21 29.96 30.49 29.97 30.39 30.45 29.23 30.91 29.26 28.73 29.24 28.66 29.20 28.94 27.77 29.55
Leaves 25.69 25.62 26.20 25.45 26.29 26.06 25.91 26.90 24.68 24.39 24.94 24.28 25.03 24.63 24.22 25.56
Lena 27.82 27.78 28.00 27.78 28.22 28.04 27.36 28.11 26.90 26.68 26.94 26.70 27.15 26.78 26.15 27.10
Lin 29.52 29.32 29.27 29.40 29.73 29.55 28.63 29.53 28.71 28.26 28.23 28.31 28.79 28.35 27.33 28.51
Monarch 26.72 26.89 26.81 26.43 27.02 27.00 26.68 27.34 25.82 25.78 25.73 25.41 26.00 25.78 25.30 26.22
Parrot 28.64 28.60 28.77 28.38 28.95 28.93 28.30 29.09 27.88 27.53 27.67 27.26 27.91 27.67 26.77 28.06
Starfish 26.06 26.12 26.17 25.70 26.21 26.00 25.87 26.49 25.04 25.05 25.06 24.71 25.11 24.84 24.58 25.39
Average 28.04 27.69 28.10 27.79 28.29 28.14 27.52 28.51 27.09 26.58 26.99 26.67 27.22 26.85 26.14 27.41
σn = 75 σn = 100
Images BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR- BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR-NNM WNNM NNM WNNM
Airplane 23.99 22.78 23.76 23.67 24.15 23.79 23.15 24.16 22.89 22.78 22.60 22.30 23.02 22.31 19.09 23.06
Barbara 24.53 21.89 24.06 24.30 24.39 24.52 23.58 24.44 23.20 21.89 22.70 22.86 23.11 22.73 22.01 23.25
boats 24.82 23.01 24.44 24.23 24.83 24.40 23.64 24.92 23.47 23.01 22.98 22.69 23.47 22.74 22.07 23.50
C. man 24.33 22.84 24.20 23.64 24.64 24.00 23.30 24.57 23.08 22.84 22.91 22.22 23.23 22.50 21.56 23.31
Fence 24.22 21.10 23.75 23.57 24.18 23.94 23.22 24.46 22.92 21.10 22.23 22.17 22.87 22.36 21.62 23.29
Foreman 28.07 25.91 28.18 27.15 28.39 27.96 26.18 28.77 26.51 25.91 26.55 25.55 26.81 26.11 24.79 27.44
House 27.51 25.21 27.16 26.52 27.81 27.10 25.56 28.41 25.87 25.21 25.49 24.72 26.17 25.07 23.66 26.71
J. Bean 27.22 25.16 27.15 26.23 27.07 26.48 25.23 27.47 25.80 25.16 25.61 24.55 25.66 24.57 23.73 26.20
Leaves 22.49 20.26 22.60 22.02 22.61 22.20 21.79 23.24 20.90 20.26 20.84 20.43 20.95 20.28 19.57 21.56
Lena 25.17 23.46 25.02 24.64 25.30 24.90 24.08 25.35 23.87 23.46 23.63 23.19 24.02 23.18 22.30 24.29
Lin 26.96 25.05 26.22 26.08 27.05 26.36 25.07 26.88 25.60 25.05 24.85 24.47 25.66 24.63 23.36 25.60
Monarch 23.91 22.24 23.67 23.34 24.00 23.73 23.06 24.28 22.52 22.24 22.10 21.83 22.56 21.87 21.03 22.86
Parrot 25.94 24.08 25.45 25.15 25.98 25.74 24.54 26.08 24.60 24.08 23.94 23.65 24.52 24.03 22.84 24.67
Starfish 23.27 21.92 23.18 22.82 23.23 23.00 22.52 23.32 22.10 21.92 21.91 21.48 22.08 21.52 20.97 22.02
Average 25.17 23.21 24.92 24.53 25.26 24.87 23.92 25.45 23.81 23.21 23.45 23.01 23.87 23.14 22.04 24.13
We compare the proposed GSR-WNNM with seven other
competing methods, including SALSA [58], BPFA [48], IPPO
[59], JSM [60], Aloha [61], NGS [62] and GSR-NNM meth-
ods. We evaluate these competing methods on a collection of
14 color test images, whose scenes are illustrated in Fig. 2.
The PSNR and SSIM results of these competing methods
are shown in Table III and Table IV, respectively. It can
be seen that the proposed GSR-WNNM can consistently
outperforms other competing methods. In terms of PSNR,
the proposed GSR-WNNM achieves 3.32dB, 1.72dB, 0.88dB,
1.02dB, 1.35dB, 2.37dB and 2.20dB improvements on average
over SALSA, BPFA, IPPO, JSM, Aloha, NGS and GSR-NNM,
respectively. The visual quality comparisons of image Mickey,
Starfish and Light with 80% pixels missing are shown in in
Fig. 6, Fig. 7 and Fig. 8, respectively. It can be seen that
SALSA, NGS and GSR-NNM cannot reconstruct sharp edges
and fine details. The BPFA, IPPO, JSM and Aloha methods
produce a much better visual quality than SALSA, NGS
and GSR-NNM, but they still suffer from some undesirable
artifacts, such as the ringing effects. The proposed GSR-
WNNM not only preserves sharper edges and finer details,
but also eliminates the ringing effects. The better performance
of GSR-WNNM is attributed to the singular values have clear
physical meanings, for the weight of each group, large singular
values of each group usually present major edge and texture
information, and vice versa. Therefore, we usually shrink large
singular values less, while shrinking smaller ones more, which
offers a powerful prior to characterize the sparsity property of
natural image signals.
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TABLE II
SSIM COMPARISON OF BM3D [43], EPLL [53], NCSR [54], PLOW [55], PGPD [56], OGLR [57], GSR-NNM AND GSR-WNNM FOR IMAGE
DENOISING.
σn = 20 σn = 30
Images BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR- BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR-NNM WNNM NNM WNNM
Airplane 0.9006 0.9017 0.9016 0.8928 0.8992 0.8964 0.8486 0.9042 0.8631 0.8628 0.8660 0.8532 0.8646 0.8588 0.7441 0.8713
Barbara 0.9099 0.8864 0.9073 0.9002 0.9051 0.9036 0.8770 0.9122 0.8618 0.8209 0.8524 0.8597 0.8565 0.8573 0.7924 0.8674
boats 0.8890 0.8805 0.8831 0.8766 0.8852 0.8857 0.8502 0.8889 0.8424 0.8317 0.8346 0.8289 0.8404 0.8357 0.7571 0.8402
C. man 0.8755 0.8817 0.8765 0.8614 0.8624 0.8777 0.8118 0.8612 0.8373 0.8316 0.8382 0.8216 0.8259 0.8313 0.7114 0.8276
Fence 0.8762 0.8698 0.8767 0.8561 0.8714 0.8807 0.8378 0.8701 0.8326 0.8150 0.8298 0.8182 0.8255 0.8344 0.7785 0.8241
Foreman 0.9076 0.8955 0.9065 0.9023 0.9023 0.9048 0.8664 0.9098 0.8823 0.8617 0.8846 0.8698 0.8818 0.8789 0.7216 0.8950
House 0.8726 0.8609 0.8735 0.8710 0.8693 0.8775 0.8325 0.8688 0.8480 0.8338 0.8479 0.8383 0.8471 0.8448 0.7118 0.8534
J. Bean 0.9582 0.9523 0.9632 0.9554 0.9508 0.9592 0.8904 0.9623 0.9357 0.9240 0.9435 0.9204 0.9317 0.9361 0.7572 0.9509
Leaves 0.9534 0.9480 0.9555 0.9376 0.9562 0.9521 0.9360 0.9618 0.9278 0.9197 0.9311 0.9057 0.9300 0.9266 0.8780 0.9383
Lena 0.8985 0.8913 0.8979 0.8891 0.8981 0.8944 0.8597 0.9006 0.8584 0.8477 0.8580 0.8493 0.8622 0.8560 0.7543 0.8647
Lin 0.9017 0.8942 0.8983 0.8982 0.8910 0.8990 0.8404 0.8927 0.8672 0.8546 0.8632 0.8588 0.8606 0.8592 0.7055 0.8627
Monarch 0.9179 0.9166 0.9192 0.9097 0.9187 0.9171 0.8921 0.9232 0.8822 0.8789 0.8829 0.8714 0.8853 0.8831 0.7980 0.8918
Parrot 0.9002 0.8924 0.8995 0.8952 0.8945 0.8941 0.8568 0.8981 0.8705 0.8569 0.8705 0.8617 0.8681 0.8609 0.7337 0.8733
Starfish 0.8748 0.8756 0.8748 0.8561 0.8756 0.8676 0.8509 0.8752 0.8289 0.8248 0.8283 0.8075 0.8277 0.8195 0.7725 0.8289
Average 0.9026 0.8962 0.9024 0.8930 0.8985 0.9007 0.8608 0.9021 0.8670 0.8546 0.8665 0.8546 0.8648 0.8631 0.7583 0.8707
σn = 40 σn = 50
Images BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR- BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR-NNM WNNM NNM WNNM
Airplane 0.8277 0.8264 0.8330 0.8122 0.8345 0.8289 0.7439 0.8434 0.8044 0.7922 0.8066 0.7698 0.8059 0.7848 0.6839 0.8157
Barbara 0.8070 0.7533 0.8006 0.8141 0.8077 0.8172 0.7639 0.8210 0.7698 0.6943 0.7572 0.7663 0.7613 0.7630 0.7004 0.7814
boats 0.7997 0.7888 0.7906 0.7832 0.8021 0.7971 0.7412 0.8014 0.7667 0.7504 0.7541 0.7396 0.7683 0.7477 0.6830 0.7747
C. man 0.8057 0.7932 0.8019 0.7832 0.7997 0.7953 0.7171 0.8040 0.7828 0.7617 0.7832 0.7459 0.7774 0.7561 0.6519 0.7791
Fence 0.7961 0.7640 0.7805 0.7828 0.7908 0.7975 0.7536 0.7918 0.7621 0.7162 0.7476 0.7496 0.7573 0.7565 0.6988 0.7633
Foreman 0.8565 0.8315 0.8723 0.8354 0.8621 0.8610 0.7532 0.8775 0.8445 0.8051 0.8559 0.7976 0.8410 0.8198 0.6983 0.8578
House 0.8256 0.8089 0.8323 0.8058 0.8302 0.8218 0.7342 0.8417 0.8122 0.7845 0.8160 0.7699 0.8125 0.7824 0.6780 0.8283
J. Bean 0.9122 0.8956 0.9296 0.8847 0.9133 0.9137 0.7916 0.9341 0.9006 0.8677 0.9134 0.8430 0.8934 0.8737 0.7293 0.9119
Leaves 0.8961 0.8916 0.9028 0.8701 0.9039 0.8902 0.8694 0.9177 0.8680 0.8638 0.8787 0.8354 0.8794 0.8484 0.8250 0.8952
Lena 0.8178 0.8092 0.8280 0.8081 0.8297 0.8250 0.7505 0.8303 0.7920 0.7732 0.8009 0.7691 0.7990 0.7764 0.6966 0.8028
Lin 0.8369 0.8210 0.8385 0.8197 0.8351 0.8301 0.7263 0.8348 0.8170 0.7908 0.8171 0.7806 0.8118 0.7871 0.6649 0.8110
Monarch 0.8446 0.8441 0.8522 0.8316 0.8549 0.8512 0.7944 0.8590 0.8200 0.8124 0.8252 0.7910 0.8269 0.8038 0.7428 0.8286
Parrot 0.8428 0.8265 0.8491 0.8251 0.8464 0.8369 0.7532 0.8511 0.8273 0.7998 0.8310 0.7872 0.8246 0.7949 0.6952 0.8328
Starfish 0.7828 0.7802 0.7812 0.7608 0.7855 0.7773 0.7448 0.7914 0.7433 0.7392 0.7440 0.7175 0.7457 0.7258 0.6887 0.7567
Average 0.8323 0.8167 0.8352 0.8155 0.8354 0.8317 0.7598 0.8428 0.8079 0.7822 0.8094 0.7759 0.8075 0.7872 0.7026 0.8171
σn = 75 σn = 100
Images BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR- BM3D EPLL NCSR Plow PGPD OGLR GSR- GSR-NNM WNNM NNM WNNM
Airplane 0.7488 0.6523 0.7547 0.6589 0.7492 0.7174 0.5493 0.7698 0.7036 0.6523 0.7107 0.5698 0.6947 0.6400 0.5005 0.7302
Barbara 0.6798 0.5135 0.6616 0.6548 0.6729 0.6791 0.5691 0.6739 0.6092 0.5135 0.5960 0.5647 0.6039 0.5755 0.5026 0.6171
boats 0.6939 0.5988 0.6876 0.6386 0.6963 0.6637 0.5524 0.7058 0.6375 0.5988 0.6294 0.5548 0.6355 0.5764 0.4880 0.6510
C. man 0.7340 0.6351 0.7412 0.6311 0.7301 0.6792 0.5164 0.7467 0.6928 0.6351 0.7067 0.5304 0.6776 0.6088 0.4671 0.7158
Fence 0.6962 0.5252 0.6742 0.6586 0.6872 0.6848 0.5890 0.6984 0.6362 0.5252 0.6009 0.5727 0.6226 0.6119 0.5044 0.6501
Foreman 0.7933 0.6949 0.8171 0.7067 0.7965 0.7673 0.5524 0.8247 0.7489 0.6949 0.7833 0.6329 0.7452 0.6983 0.5160 0.8007
House 0.7645 0.6695 0.7749 0.6733 0.7709 0.7230 0.5439 0.8038 0.7203 0.6695 0.7397 0.5874 0.7195 0.6373 0.4918 0.7756
J. Bean 0.8573 0.7429 0.8792 0.7422 0.8503 0.8088 0.5796 0.8857 0.8181 0.7429 0.8472 0.6574 0.7999 0.7331 0.5341 0.8640
Leaves 0.8072 0.7163 0.8234 0.7512 0.8121 0.7763 0.7265 0.8473 0.7482 0.7163 0.7622 0.6814 0.7469 0.6827 0.6345 0.7964
Lena 0.7288 0.6345 0.7415 0.6723 0.7356 0.7061 0.5647 0.7484 0.6739 0.6345 0.6906 0.5895 0.6780 0.6215 0.5093 0.7124
Lin 0.7673 0.6669 0.7730 0.6722 0.7669 0.7189 0.5175 0.7821 0.7262 0.6669 0.7393 0.5907 0.7151 0.6406 0.4858 0.7547
Monarch 0.7557 0.6771 0.7648 0.6917 0.7642 0.7378 0.6206 0.7754 0.7021 0.6771 0.7109 0.6102 0.7029 0.6419 0.5596 0.7307
Parrot 0.7771 0.6844 0.7892 0.6859 0.7775 0.7333 0.5567 0.8005 0.7345 0.6844 0.7518 0.6096 0.7251 0.6531 0.5197 0.7713
Starfish 0.6670 0.5799 0.6685 0.6192 0.6638 0.6446 0.5617 0.6717 0.6053 0.5799 0.6062 0.5403 0.6018 0.5528 0.4979 0.6090
Average 0.7479 0.6422 0.7536 0.6755 0.7481 0.7172 0.5714 0.7667 0.6969 0.6422 0.7054 0.5923 0.6906 0.6339 0.5151 0.7271
VI. CONCLUSION
This paper proposed a scheme to analyze WNNM and NNM
from the perspective of the group spare representation (GSR).
We designed an adaptive dictionary learning method to bridge
the gap between the GSR and the rank minimization models.
Based on this adaptive dictionary, we proved that NNM and
WNNM are equivalent to the `1-norm minimization based on
GSR and the weighted `1-norm minimization based on GSR,
respectively. Following this, we introduced a mathematical
derivation to explain why WNNM is more feasible than
NNM. Moreover, due to the heuristical set of the weight
in WNNM model, it sometimes popped out error in the
operation of SVD, and thus we presented an adaptive weight
setting scheme to avoid this error. We employed the proposed
scheme on two low-level vision tasks, i.e., image denoising
and image inpainting. Experimental results have demonstrated
that WNNM is more feasible than NNM and the proposed
scheme can outperform many current state-of-the-art methods
both quantitatively and qualitatively.
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TABLE III
PSNR (dB) COMPARISON OF SALSA [58], BPFA [48], IPPO [59], JSM [60], ALOHA [61], NGS [62], GSR-NNM AND GSR-WNNM FOR IMAGE
INPAINTING.
80% pixels missing 70% pixels missing
Images SALSA BPFA IPPO JSM Aloha NGS GSR- GSR- SALSA BPFA IPPO JSM Aloha NGS GSR- GSR-NNM WNNM NNM WNNM
Cowboy 23.72 24.93 25.38 25.40 25.06 24.21 25.27 25.71 25.70 26.76 27.40 27.11 27.24 26.19 25.27 27.90
Light 18.27 19.23 21.49 20.23 21.50 18.52 20.39 22.09 19.32 21.58 23.47 23.12 23.17 20.78 20.39 24.00
Mickey 24.46 24.53 26.33 26.09 25.33 24.50 25.77 26.66 25.98 26.16 28.59 28.25 27.11 26.68 25.77 29.16
Butterfly 22.85 24.04 25.13 25.57 24.88 23.85 25.53 26.46 25.06 26.68 27.68 27.97 27.29 26.36 25.53 29.19
Haight 18.57 19.42 20.90 21.37 20.62 18.76 20.73 21.43 19.95 21.46 23.02 23.01 22.12 21.03 20.73 23.56
Lake 24.94 25.82 25.48 25.82 25.32 25.10 25.73 26.15 26.76 27.93 27.56 27.88 27.58 27.01 25.73 28.55
Leaves 22.03 23.78 25.56 26.18 25.90 23.87 25.57 27.10 24.36 26.98 28.58 29.28 29.04 26.44 25.57 30.55
Starfish 25.70 26.79 26.30 27.07 26.33 26.17 26.98 27.66 27.55 28.93 28.91 29.36 28.22 28.35 26.98 30.07
Flower 26.81 27.30 27.70 27.41 27.49 27.03 27.74 27.75 28.24 28.92 29.20 29.06 29.02 28.48 27.74 29.96
Nanna 24.12 24.71 25.60 25.33 25.54 24.58 25.45 25.89 25.44 26.62 27.44 27.34 27.43 26.35 25.45 28.11
Corn 24.28 25.54 25.14 25.58 25.60 24.74 25.67 26.94 26.11 27.82 27.77 27.66 27.95 26.77 25.67 28.84
Girl 23.79 24.80 25.31 25.18 25.16 24.27 25.18 25.71 25.47 26.86 27.43 27.20 27.08 26.18 25.18 28.06
Fireman 24.38 24.88 25.56 25.31 25.03 24.54 25.39 25.69 25.82 26.55 27.44 27.16 26.52 26.29 25.39 27.60
Mural 23.15 24.13 25.66 25.40 25.23 23.78 25.03 26.05 25.00 26.46 27.92 27.59 27.33 26.06 25.03 28.39
Average 23.36 24.28 25.11 25.14 24.93 23.85 25.03 25.81 25.05 26.41 27.31 27.29 26.93 25.93 25.03 28.14
60% pixels missing 50% pixels missing
Images SALSA BPFA IPPO JSM Aloha NGS GSR- GSR- SALSA BPFA IPPO JSM Aloha NGS GSR- GSR-NNM WNNM NNM WNNM
Cowboy 26.99 28.42 29.58 28.89 28.92 27.78 28.73 30.03 28.59 30.21 31.30 30.75 30.46 29.32 28.73 31.96
Light 20.49 23.65 25.13 24.83 24.47 22.78 24.62 25.43 21.47 25.71 26.70 26.48 25.84 24.62 24.62 27.28
Mickey 27.41 27.83 30.76 29.85 28.59 28.09 29.52 31.23 28.98 29.43 32.74 31.96 30.33 29.75 29.52 33.67
Butterfly 26.79 28.88 29.85 29.83 29.16 28.37 29.80 31.27 28.52 30.98 31.69 31.47 30.78 30.28 29.80 33.00
Haight 21.52 23.33 25.34 24.70 23.58 22.81 24.35 25.87 23.06 25.40 27.53 26.67 25.16 24.50 24.35 28.36
Lake 28.14 29.75 29.30 29.49 29.24 28.68 29.25 30.33 29.69 31.78 30.98 31.18 31.17 30.22 29.25 32.26
Leaves 26.29 29.83 30.88 31.47 31.41 28.87 30.55 32.89 28.11 32.79 33.32 33.78 34.01 31.23 30.55 35.41
Starfish 29.09 30.98 31.09 31.40 30.19 30.26 30.78 32.28 30.90 33.13 33.10 33.24 31.85 32.10 30.78 34.27
Flower 29.36 30.61 30.81 30.52 30.72 29.84 30.60 31.96 30.92 32.55 32.49 32.04 32.40 31.40 30.60 33.77
Nanna 26.94 28.63 29.41 29.09 29.51 28.06 29.02 30.27 28.53 30.68 31.17 30.75 31.24 29.71 29.02 32.30
Corn 27.75 30.07 29.75 29.45 29.83 28.55 29.33 31.52 29.39 32.10 31.76 31.33 31.89 30.31 29.33 33.69
Girl 27.02 28.75 29.32 29.01 28.91 27.83 28.71 30.01 28.60 30.58 31.05 30.68 30.59 29.60 28.71 32.11
Fireman 27.15 28.23 29.13 28.79 28.24 27.67 28.53 29.69 28.54 30.12 30.82 30.37 29.88 29.22 28.53 31.15
Mural 26.66 28.30 29.57 29.24 28.92 27.99 28.85 30.09 28.20 30.46 31.11 30.89 30.28 29.88 28.85 31.79
Average 26.54 28.38 29.28 29.04 28.69 27.68 28.76 30.20 28.11 30.42 31.13 30.83 30.42 29.44 28.76 32.22
TABLE IV
SSIM COMPARISON OF SALSA [58], BPFA [48], IPPO [59], JSM [60], ALOHA [61], NGS [62], GSR-NNM AND GSR-WNNM FOR IMAGE
INPAINTING.
80% pixels missing 70% pixels missing
Images SALSA BPFA IPPO JSM Aloha NGS GSR- GSR- SALSA BPFA IPPO JSM Aloha NGS GSR- GSR-NNM WNNM NNM WNNM
Cowboy 0.7875 0.8459 0.8642 0.8615 0.8580 0.8392 0.8589 0.8790 0.8742 0.8950 0.9118 0.9075 0.9056 0.8903 0.8589 0.9228
Light 0.5617 0.6281 0.7827 0.7254 0.7734 0.6041 0.7174 0.8236 0.6665 0.7858 0.8612 0.8528 0.8496 0.7538 0.7174 0.8860
Mickey 0.8145 0.8117 0.8678 0.8598 0.8300 0.8230 0.8541 0.8738 0.8621 0.8661 0.9151 0.9064 0.8797 0.8791 0.8541 0.9195
Butterfly 0.8252 0.8517 0.8995 0.9026 0.8805 0.8635 0.9050 0.9184 0.8838 0.9124 0.9356 0.9377 0.9205 0.9145 0.9050 0.9473
Haight 0.6961 0.7307 0.8251 0.8320 0.7955 0.7351 0.8077 0.8526 0.7773 0.8269 0.8878 0.8831 0.8557 0.8303 0.8077 0.9037
Lake 0.8036 0.8360 0.8297 0.8357 0.8270 0.8180 0.8335 0.8538 0.8649 0.8929 0.8857 0.8883 0.8872 0.8756 0.8335 0.9062
Leaves 0.7948 0.8557 0.9119 0.9213 0.9085 0.8687 0.9097 0.9319 0.8746 0.9276 0.9538 0.9581 0.9549 0.9233 0.9097 0.9641
Starfish 0.8086 0.8379 0.8243 0.8383 0.8217 0.8272 0.8362 0.8435 0.8675 0.8942 0.8923 0.8954 0.8793 0.8856 0.8362 0.8997
Flower 0.8024 0.8193 0.8477 0.8204 0.8322 0.8140 0.8390 0.8657 0.8526 0.8746 0.8974 0.8801 0.8871 0.8647 0.8390 0.9176
Nanna 0.7819 0.8011 0.8311 0.8214 0.8314 0.8015 0.8212 0.8551 0.8369 0.8681 0.8876 0.8827 0.8907 0.8624 0.8212 0.9065
Corn 0.7953 0.8334 0.8281 0.8380 0.8380 0.8121 0.8399 0.8790 0.8624 0.8979 0.9008 0.8962 0.9009 0.8794 0.8399 0.9141
Girl 0.7535 0.7846 0.8140 0.8031 0.8055 0.7757 0.8016 0.8435 0.8250 0.8588 0.8823 0.8739 0.8728 0.8483 0.8016 0.9035
Fireman 0.7254 0.7430 0.7875 0.7667 0.7663 0.7483 0.7711 0.8095 0.7965 0.8200 0.8554 0.8393 0.8355 0.8196 0.7711 0.8699
Mural 0.7155 0.7402 0.7885 0.7833 0.7842 0.7535 0.7706 0.8132 0.7917 0.8211 0.8581 0.8519 0.8512 0.8291 0.7706 0.8731
Average 0.7619 0.7942 0.8359 0.8293 0.8252 0.7917 0.8261 0.8602 0.8311 0.8673 0.8946 0.8895 0.8836 0.8612 0.8261 0.9096
60% pixels missing 50% pixels missing
Images SALSA BPFA IPPO JSM Aloha NGS GSR- GSR- SALSA BPFA IPPO JSM Aloha NGS GSR- GSR-NNM WNNM NNM WNNM
Cowboy 0.9064 0.9281 0.9438 0.9368 0.9362 0.9246 0.9345 0.9509 0.9344 0.9505 0.9611 0.9577 0.9547 0.9464 0.9345 0.9669
Light 0.7529 0.8664 0.9057 0.9010 0.8910 0.8452 0.8926 0.9175 0.8069 0.9164 0.9350 0.9322 0.9212 0.8983 0.8926 0.9447
Mickey 0.8977 0.9033 0.9425 0.9327 0.9127 0.9119 0.9303 0.9450 0.9243 0.9312 0.9606 0.9537 0.9371 0.9386 0.9303 0.9651
Butterfly 0.9191 0.9436 0.9566 0.9570 0.9428 0.9451 0.9575 0.9630 0.9432 0.9617 0.9697 0.9695 0.9580 0.9630 0.9575 0.9765
Haight 0.8392 0.8844 0.9287 0.9195 0.8968 0.8842 0.9141 0.9381 0.8880 0.9226 0.9540 0.9459 0.9244 0.9190 0.9141 0.9610
Lake 0.9030 0.9263 0.9219 0.9229 0.9210 0.9130 0.9195 0.9394 0.9304 0.9483 0.9463 0.9460 0.9465 0.9393 0.9195 0.9589
Leaves 0.9173 0.9615 0.9726 0.9751 0.9736 0.9556 0.9696 0.9780 0.9444 0.9795 0.9832 0.9846 0.9850 0.9734 0.9696 0.9868
Starfish 0.9036 0.9280 0.9290 0.9293 0.9171 0.9222 0.9232 0.9315 0.9335 0.9510 0.9531 0.9518 0.9418 0.9464 0.9232 0.9535
Flower 0.8898 0.9144 0.9295 0.9177 0.9230 0.9053 0.9211 0.9456 0.9187 0.9439 0.9521 0.9441 0.9461 0.9349 0.9211 0.9635
Nanna 0.8823 0.9132 0.9245 0.9184 0.9273 0.9046 0.9163 0.9378 0.9173 0.9432 0.9485 0.9440 0.9497 0.9338 0.9163 0.9588
Corn 0.9022 0.9358 0.9366 0.9304 0.9334 0.9187 0.9283 0.9556 0.9310 0.9572 0.9586 0.9542 0.9554 0.9450 0.9283 0.9715
Girl 0.8754 0.9053 0.9226 0.9156 0.9150 0.8943 0.9099 0.9382 0.9108 0.9346 0.9477 0.9433 0.9420 0.9281 0.9099 0.9598
Fireman 0.8507 0.8717 0.8976 0.8876 0.8834 0.8690 0.8840 0.9120 0.8891 0.9109 0.9287 0.9206 0.9184 0.9082 0.8840 0.9378
Mural 0.8483 0.8703 0.8960 0.8915 0.8910 0.8821 0.8842 0.9075 0.8876 0.9041 0.9262 0.9229 0.9200 0.9166 0.8842 0.9353
Average 0.8777 0.9109 0.9291 0.9240 0.9189 0.9054 0.9204 0.9400 0.9114 0.9396 0.9518 0.9479 0.9429 0.9351 0.9204 0.9600
12
[8] Lin Z, Liu R, Su Z. Linearized alternating direction method with
adaptive penalty for low-rank representation[C]//Advances in neural
information processing systems. 2011: 612-620.
[9] Fazel M. Matrix rank minimization with applications[D]. PhD thesis,
Stanford University, 2002.
[10] Cai J F, Cands E J, Shen Z. A singular value thresholding algorithm
for matrix completion[J]. SIAM Journal on Optimization, 2010, 20(4):
1956-1982.
[11] Zhang J, Xiong R, Zhao C, et al. CONCOLOR: Constrained non-convex
low-rank model for image deblocking[J]. IEEE Transactions on Image
Processing, 2016, 25(3): 1246-1259.
[12] Lu C, Zhu C, Xu C, et al. Generalized Singular Value Threshold-
ing[C]//AAAI. 2015: 1805-1811.
[13] Hu Y, Zhang D, Ye J, et al. Fast and accurate matrix completion via
truncated nuclear norm regularization[J]. IEEE transactions on pattern
analysis and machine intelligence, 2012: 1.
[14] Oh T H, Tai Y W, Bazin J C, et al. Partial sum minimization of singular
values in robust PCA: Algorithm and applications[J]. IEEE transactions
on pattern analysis and machine intelligence, 2016, 38(4): 744-758.
[15] Gu S, Zhang L, Zuo W, et al. Weighted nuclear norm minimization with
application to image denoising[C]//Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition. 2014: 2862-2869.
[16] Gu S, Xie Q, Meng D, et al. Weighted nuclear norm minimization and
its applications to low level vision[J]. International Journal of Computer
Vision, 2017, 121(2): 183-208.
[17] Kang Z, Peng C, Cheng Q. Robust subspace clustering via tighter
rank approximation[C]//Proceedings of the 24th ACM International on
Conference on Information and Knowledge Management. ACM, 2015:
393-401.
[18] Peng Y, Suo J, Dai Q, et al. Reweighted low-rank matrix recovery and its
application in image restoration[J]. IEEE Transactions on cybernetics,
2014, 44(12): 2418-2430.
[19] Fornasier M, Rauhut H, Ward R. Low-rank matrix recovery via it-
eratively reweighted least squares minimization[J]. SIAM Journal on
Optimization, 2011, 21(4): 1614-1640.
[20] Mohan K, Fazel M. Iterative reweighted algorithms for matrix rank
minimization[J]. Journal of Machine Learning Research, 2012, 13(Nov):
3441-3473.
[21] Nie F, Huang H, Ding C H Q. Low-rank matrix recovery via efficient
schatten p-norm minimization[C]//AAAI. 2012.
[22] Xie Y, Gu S, Liu Y, et al. Weighted Schatten p-norm minimization for
image denoising and background subtraction[J]. IEEE transactions on
image processing, 2016, 25(10): 4842-4857.
[23] Ji H, Liu C, Shen Z, et al. Robust video denoising using low rank
matrix completion[C]// Computer Vision and Pattern Recognition. IEEE,
2010:1791-1798.
[24] Peng Y, Ganesh A, Wright J, et al. RASL: robust alignment by
sparse and low-rank decomposition for linearly correlated images.[J].
IEEE Transactions on Pattern Analysis and Machine Intelligence, 2012,
34(11):2233-46.
[25] Wright J, Ganesh A, Rao S, et al. Robust Principal Component Analysis:
Exact Recovery of Corrupted Low-Rank Matrices via Convex Optimiza-
tion. Submitted to the[J]. Advances in Neural Information Processing
Systems, 2009, 87(4):20:3C20:56.
[26] Zheng Y, Liu G, Sugimoto S, et al. Practical low-rank matrix approxima-
tion under robust l 1-norm[C]//Computer Vision and Pattern Recognition
(CVPR), 2012 IEEE Conference on. IEEE, 2012: 1410-1417.
[27] Cands E J, Li X, Ma Y, et al. Robust principal component analysis?[J].
Journal of the ACM (JACM), 2011, 58(3): 11.
[28] Qin L, Lin Z, She Y, et al. A Comparison of Typical lp Minimization
Algorithms[J]. Neurocomputing, 2013, 119(16):413-424.
[29] Chartrand R, Wohlberg B. A nonconvex ADMM algorithm for group
sparsity with sparse groups[C]//Acoustics, Speech and Signal Processing
(ICASSP), 2013 IEEE International Conference on. IEEE, 2013: 6009-
6013.
[30] Zuo W, Meng D, Zhang L, et al. A generalized iterated shrinkage
algorithm for non-convex sparse coding[C]//Proceedings of the IEEE
international conference on computer vision. 2013: 217-224.
[31] Xu Z, Chang X, Xu F, et al. L1/2 regularization: A thresholding
representation theory and a fast solver[J]. IEEE Transactions on neural
networks and learning systems, 2012, 23(7): 1013-1027.
[32] Liu L, Huang W, Chen D R. Exact minimum rank approximation via
Schatten p-norm minimization[J]. Journal of Computational and Applied
Mathematics, 2014, 267: 218-227.
[33] Baraniuk R G. Compressive sensing [lecture notes][J]. IEEE signal
processing magazine, 2007, 24(4): 118-121.
[34] Wright J, Yang A Y, Ganesh A, et al. Robust face recognition via sparse
representation[J]. IEEE transactions on pattern analysis and machine
intelligence, 2009, 31(2): 210-227.
[35] Yang J, Wright J, Huang T S, et al. Image super-resolution via sparse
representation[J]. IEEE transactions on image processing, 2010, 19(11):
2861-2873.
[36] Candes E J, Wakin M B, Boyd S P. Enhancing sparsity by reweighted
? 1 minimization[J]. Journal of Fourier analysis and applications, 2008,
14(5-6): 877-905.
[37] Cands E J, Recht B. Exact matrix completion via convex optimization[J].
Foundations of Computational mathematics, 2009, 9(6): 717.
[38] Lewis A S. The Convex Analysis of Unitarily Invariant Matrix Func-
tions[J]. Journal of Convex Analysis, 1995, 2(1):173-183.
[39] Dong W, Shi G, Li X, et al. Compressive sensing via nonlocal low-rank
regularization[J]. IEEE Transactions on Image Processing A Publication
of the IEEE Signal Processing Society, 2014, 23(8):3618.
[40] Aharon M, Elad M, Bruckstein A. -SVD: An Algorithm for Designing
Overcomplete Dictionaries for Sparse Representation[J]. IEEE Transac-
tions on Signal Processing, 2006, 54(11):4311-4322.
[41] Jiang Z, Lin Z, Davis L S. Label consistent K-SVD: learning a dis-
criminative dictionary for recognition.[J]. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 2013, 35(11):2651-2664.
[42] Budianto B, Lun D. Robust Fringe Projection Profilometry via Sparse
Representation.[J]. IEEE Trans Image Process, 2016, 25(4):1726-1739.
[43] Dabov K , Foi A , Katkovnik V , et al. Image Denoising by Sparse 3-
D Transform-Domain Collaborative Filtering[J]. IEEE Transactions on
Image Processing, 2007, 16(8):2080-2095.
[44] Mairal J, Bach F, Ponce J, et al. Non-local sparse models for image
restoration[C]// IEEE, International Conference on Computer Vision.
IEEE, 2010:2272-2279.
[45] Zhang J, Zhao D, Gao W. Group-based sparse representation for image
restoration[J]. IEEE Transactions on Image Processing A Publication of
the IEEE Signal Processing Society, 2014, 23(8):3336.
[46] Li C, Yin W, Zhang Y. Users guide for TVAL3: TV minimization by
augmented lagrangian and alternating direction algorithms[J]. CAAM
report, 2009, 20(46-47): 4.
[47] Xu L, Zheng S, Jia J. Unnatural l0 sparse representation for natural
image deblurring[C]//Proceedings of the IEEE conference on computer
vision and pattern recognition. 2013: 1107-1114.
[48] Zhou M, Chen H, Paisley J, et al. Nonparametric Bayesian dictionary
learning for analysis of noisy and incomplete images[J]. IEEE Transac-
tions on Image Processing, 2012, 21(1): 130-144.
[49] Buades A, Coll B, Morel J M. A non-local algorithm for image
denoising[C]//Computer Vision and Pattern Recognition, 2005. CVPR
2005. IEEE Computer Society Conference on. IEEE, 2005, 2: 60-65.
[50] Chang S G, Yu B, Vetterli M. Adaptive wavelet thresholding for image
denoising and compression[J]. IEEE Transactions on Image Processing
A Publication of the IEEE Signal Processing Society, 2000, 9(9):1532.
[51] Dong W, Shi G, Li X. Nonlocal image restoration with bilateral vari-
ance estimation: a low-rank approach[J]. IEEE Transactions on Image
Processing A Publication of the IEEE Signal Processing Society, 2013,
22(2):700-711.
[52] Wang Z, Bovik A C, Sheikh H R, et al. Image quality assessment: from
error visibility to structural similarity[J]. IEEE Trans Image Process,
2004, 13(4):600-612.
[53] Zoran D, Weiss Y. From learning models of natural image patches to
whole image restoration[J]. 2011, 6669(5):479-486.
[54] Dong W, Zhang L, Shi G, et al. Nonlocally Centralized Sparse Represen-
tation for Image Restoration[J]. IEEE Transactions on Image Processing
A Publication of the IEEE Signal Processing Society, 2013, 22(4):1618-
1628.
[55] Chatterjee P, Milanfar P. Patch-Based Near-Optimal Image Denoising[J].
IEEE Trans Image Process, 2012, 21(4):1635-1649.
[56] Xu J, Zhang L, Zuo W, et al. Patch Group Based Nonlocal Self-
Similarity Prior Learning for Image Denoising[C]// IEEE International
Conference on Computer Vision. IEEE Computer Society, 2015:244-
252.
[57] Pang J, Cheung G. Graph Laplacian Regularization for Image Denoising:
Analysis in the Continuous Domain[J]. IEEE Trans Image Process, 2017,
PP(99):1770-1785.
[58] Afonso M V, Bioucas-Dias J M, Figueiredo M A. An augmented
Lagrangian approach to the constrained optimization formulation of
imaging inverse problems[J]. IEEE Transactions on Image Processing,
2011, 20(3):681-695.
[59] Ram I, Elad M, Cohen I. Image processing using smooth ordering of
its patches[J]. IEEE Trans Image Process, 2013, 22(7):2764-2774.
[60] Zhang J, Zhao D, Xiong R, et al. Image Restoration Using Joint Statis-
tical Modeling in a Space-Transform Domain[J]. IEEE Transactions on
13
Circuits & Systems for Video Technology, 2014, 24(6):915-928.
[61] Jin K H, Ye J C. Annihilating Filter-Based Low-Rank Hankel Matrix
Approach for Image Inpainting[J]. IEEE Transactions on Image Pro-
cessing A Publication of the IEEE Signal Processing Society, 2015,
24(11):3498-511.
[62] Liu H, Xiong R, Zhang X, et al. Nonlocal Gradient Sparsity Regulariza-
tion for Image Restoration[J]. IEEE Transactions on Circuits & Systems
for Video Technology, 2017, 27(9):1909-1921.
[63] Kumar A, Ahmad M O, Swamy M N S. An Efficient Denoising
Framework using Weighted Overlapping Group Sparsity[J]. Information
Sciences, 2018.
