



















POLYNOMIAL DIFFERENTIAL EQUATIONS WITH
PIECEWISE LINEAR COEFFICIENTS
M. A. M. ALWASH
Abstract. Cubic and quartic non-autonomous differential equations
with continuous piecewise linear coefficients are considered. The main
concern is to find the maximum possible multiplicity of periodic solu-
tions. For many classes, we show that the multiplicity is the same when
the coefficients are polynomial functions of degree n, or piecewise linear
functions with n segments.
1. Introduction




= A(t) z3 +B(t) z2,
where z is real and A(t), B(t) are continuous functions. Let z(t, c) be the so-
lution that satisfies the initial condition z(0, c) = c. A solution ϕ is periodic
if it satisfies the boundary condition ϕ(0) = ϕ(1). The equation has a center
at z = 0 if there exists an open interval I containing 0 such z(t, c) is peri-
odic for all c in I. The concept is related to the classical center problem of
polynomial two-dimensional systems, see [5]. Several research articles were
published in the last twenty five years to find conditions which are neces-
sary and sufficient for the existence of a center, see [12]. The displacement
function q is defined by
q(c) = z(1, c) − c.
Zeros of q identify initial points of solutions of periodic solutions. Note that
q is a holomorphic function defined on an open set containing the origin.
The multiplicity of a periodic solution ϕ is that of ϕ(0) as a zero of q. In
the neighborhood of z = 0, we can write





for 0 ≤ t ≤ 1; the an(t) are continuous and satisfy the following initial
conditions.
a1(0) = 1, an(0) = 0, n > 1.
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2The multiplicity of the origin is k, k ≥ 2, if and only if
ai(1) = 0, i = 2, · · · , k − 1, ak(1) 6= 0.
Moreover, z = 0 is stable when ak(1) < 0, and it is unstable when ak(1) > 0.
The Abel differential equation has a center at the origin if and only if
ak(1) = 0, k ≥ 2.
The functions an(t) satisfy the equations
a1(t) ≡ 1,
and
(1.3) a˙n = A
∑
i+j+k=n




Formulae for the an(t), in terms of A(t) and B(t), were derived in [5] for
2 ≤ n ≤ 8.




= z4 +A(t)z3 +B(t)z2,
where z is real and A(t), B(t) are continuous functions. With the same




ai aj ak al +A
∑
i+j+k=n




Formulae for the an(t), in terms of A(t) and B(t), were derived in [4] for
2 ≤ n ≤ 8.
The class of equations (1.4) has received some attention in the literature.
The main concern is to estimate the number of periodic solutions. The
qualitative behavior of the solution curves depends entirely on the periodic
solutions; see, for example, [10]. The problem was suggested by C. Pugh
as a version of Hilbert’s sixteenth problem; it is listed as Problem 7 by
Steve Smale in [11]. Equations of the form (1.3), have been studied in [8]
and [10] using the methods of complex analysis and topological dynamics.
The variable z was assumed to be complex. The reason is that periodic
solutions cannot then be destroyed by small perturbations of the right-hand
side of the equation. Suppose that ϕ is a periodic solution of multiplicity
k. This solution is counted as k solutions. By applying Rouche’s theorem
to the function q, for any sufficiently small perturbations of the equation,
there are precisely k periodic solutions in a neighborhood of ϕ (counting
multiplicity). On the other hand, upper bounds to the number of periodic
solutions of equation (1.4) can be used as upper bounds to the number of
periodic solutions when z is limited to be real-valued. This is the reason that
the coefficients are not allowed to be complex-valued. The results presented
in [8] could be used for equations with piecewise linear coefficients; the
coefficients in [8] are only required to be continuous.
3The equation (1.4) was considered in [2] and [4]. The main concern was
the multiplicity of z = 0 when the coefficients are polynomial functions in
t, and in cos t and sin t. Equations with at least 10 real periodic solutions
were constructed. These periodic solutions are bifurcated from a periodic
solution of multiplicity 10. In this paper, we consider the case in which A(t)
and B(t) are continuous piecewise linear functions.
T simplify the presentation, we introduce the functions
Definition. µ1(m,n) = Maximum {multiplicity of z = 0 when B(t) and
A(t) are polynomial functions of degree m and n, respectively}.
µ2(m,n) = maximum {multiplicity of z = 0 when B(t) and A(t) are contin-
uous piecewise linear functions, with m and n segments, respectively}.
For µ2 the segments are connected at
k
n
, k = 1, 2, · · · n− 1.
In the next section, we consider the cubic equation. First, sufficient con-
ditions for the existence of a center at z = 0 are given. Then we prove the
following result.
Theorem 1.1. For the equation (1.1),
(1) µ1(2, 2) = µ2(2, 2) = 4,
(2) µ1(2, 3) = µ2(2, 3) = 8,
(3) µ1(1, 2) = µ1(1, 3) = µ2(1, 2) = µ2(1, 3) = 4,
µ1(1, 4) = µ2(1, 4) = µ1(1, 5) = µ2(1, 5) = 5,
µ1(1, 6) = µ2(1, 6) = 10, µ1(1, 7) = µ2(1, 7) = 11.
The quartic equation is considered in Section 3. We prove our second
result.
Theorem 1.2. For the equation (1.4),
(1) µ1(2, 2) = µ2(2, 2) = 8,
(2) µ1(2, 3) = µ2(2, 3) = 10,
(3) µ1(1, 2) = µ1(1, 3) = µ2(1, 2) = µ2(1, 3) = 5,
µ1(1, 4) = µ2(1, 4) = 9, µ1(1, 5) = µ2(1, 5) = 10.
These results provide evidences for the following conjecture.
Conjecture 1.3. For the equations (1.1) and (1.4), µ1(m,n) = µ2(m,n),
for all m and n.
2. Cubic Equations
The formula (1.3) is nonlinear with an increasing number of terms. In
computing multiplicity, another linear formula is used. To derive this linear




















It follows from equating the coefficients of ci in both sides that if ai(1) =












k with respect to t and then substitute
















k + Vk z
k−1(Az3 +B z2)).
From equating the coefficients of zk in both sides, we have




(2.3) Vk(t) = −k
∫ t
0
[B(s)Vk−1(s) +A(s)Vk−2(s)] ds, k > 2.
This formula is linear and easier to implement than the formula for an. We
summarize these remarks as follows.
Proposition 2.1. Suppose that Vi(t) are defined by the formulae (2.2). The
solution z = 0 of equation (1.1) is of multiplicity k if and only if Vi(1) = 0
for 2 ≤ i ≤ k−1 and Vk(1) 6= 0. The solution z = 0 is stable when Vk(1) > 0,
and is unstable when Vk(1) < 0.
The procedure of using the inverse Poincare map is classical, see [9]. Sim-
ilar formulae were obtained in [3] using Liapunov functions approach.
First, we present conditions on the functions A(t) and B(t) that imply
z = 0 is a center.























for 0 ≤ t ≤ 12 .
5Proof. Suppose that A(t) and B(t) satisfy the above condition. Let z(t) be








The functions are defined on the interval [0, 12 ]. Differentiate z1(t) and z2(t)















































On the other hand, z1(0) = z2(0) = z(
1
2 ). The uniqueness theorem implies








In particular, z(0) = z(1).
Conversely, assume that all solutions z(t) starting in a neighborhood of
the origin satisfy the condition z(12 + t) = z(
1
2 − t) for 0 ≤ t ≤
1
2 . Now, we
















− t) = 0























are odd functions. It follows from the theory of Fourier series that these
functions are of the form sin(4pit) g(cos(4pit)), where g is a continuous func-
tion. Therefore, A(t) and B(t) satisfy the composition condition. Recall
that A(t) and B(t) satisfy the composition condition if A(t) = s′(t)A1(s(t))
and B(t) = s′(t)B1(s(t)), where s(t) is a periodic function and A1 and B1
continuous functions. We refer the reader to [5] for more details.
Lemma 2.3. [5] If A(t) and B(t) satisfy the composition condition then




for i = 0, 1, 2, · · · , n. If f(t) is a continuous piecewise linear
function defined on the interval [0, 1], then f(t) can be written in the form





(mi −mi−1)(t− ti−1+ | t− ti−1 |).
If tk−1 ≤ t ≤ tk then t−ti+|t−ti| = 0 for i > k−1, and t−ti−|t−ti| = 2t−2ti
for i ≤ k − 1. Therefore, in each subinterval [ti−1, ti], the formula becomes
f(t) = mkt+ b+
1
n
[m1 +m2 + · · · +mk−1 − (k − 1)mk].
The slope of this line segment is mi
Corollary 2.4. Suppose that A(t) and B(t) are piecewise linear continuous
functions. Let mk and nk be the slopes of the line segments tk−1 < t <





mk = mn−k and nk = nn−k for k = 1, 2, · · · , n then equation (1.1) has a
center at z = 0.
Proof. We show that A(t) satisfies the conditions in Theorem 2.2. For a
given t, let S1, S2, · · · , Sk be the segments that contain the interval
1
2 ≤ t ≤
1





























(s1 + 2s2 + · · · + 2sk−1 + sk(n+ 2nt− 2k + 3))
2n
,




























−(s1 + 2s2 + · · ·+ 2sk−1 + sk(n+ 2nt− 2k + 3))
2n
.
The same argument is applied to B(t). Hence, A(t) and B(t) satisfy the
conditions in Theorem 2.2. 
Remark 2.5. (1) It follows from Corollary 2.3 that if z = 0 is a center
with respect to the interval [0, 1], then z = 0 is a center with respect
to any interval of the form [12 − r,
1
2 + r] with 0 ≤ r ≤
1
2 .
(2) Suppose that f(t) satisfy the conditions in Corollary 2.2. If the num-
ber of segments is even then the two middle segments have the same
slope and hence can be considered of one segment with length 2
n
and
we call it the middle segment. To understand the shape of f(t), we
start from middle segment and add two parallel segments, one at
each side. We continue in this process until we cover the interval
7[0, 1]. The only condition is that the point (12 , 0) is on the middle
segment.
Notation. Let ηk denotes Vk(1) modulo the ideal generated by 〈V2(1), V3(1), · · · , Vk−1〉.
The multiplicity of the solution z = 0 is k when η2 = η3 = · · · = ηk−1 = 0,
and ηk 6= 0. We use the theory of Gro¨bner bases to simply the base of an
ideal. The Gro¨bner basis of the ideal generated by 〈η2, η3, · · · , ηk〉 is de-
noted by Gk. The Computer Algebra System Maple is used in computing
Gro¨bner bases; see [7]. Now, we prove Theorem 1.1. In the case that the
coefficients are polynomial functions, the results were proved in [1], [5] and
[6]. We present the proofs for completeness.
Proof. (Theorem 1.1 ) We compute the Gro¨bner bases G2, G3, · · · , Gk, such
that vanishing all polynomials in Gk implies that the origin is a center.
The existence of Gk follows from Hilbert’s finiteness theorem. The basis Gk
is the basis of the center ideal. This ideal is called the Bautin ideal; see,
for example, [12]. To show that z = 0 is a center, we need sufficient and
necessary conditions for a center.
(1) Let
B(t) = a+ 2 bt+ 3 ct2, A(t) = d+ 2 et+ 3 ft2.
The Gro¨bner basis is given by
G4 = 〈ec− fb, a+ b+ c, f + e+ d〉.
These three conditions imply that B(t) = b
e
A(t). Lemma 2.3 implies
that z = 0 is a center. With the notation, s(t) is the definite integral
of A(t). Therefore, µ1(2, 2) = 4. In the case of piecewise linear
coefficients, we let


























We obtain a similar Gro¨bner basis
G4 = 〈ce− fb, 8 b+ c+ 3 a, f + 3 d+ 8 e〉
These conditions imply that B(t) = b
e
A(t). Same argument used
above implies that µ2(2, 2) = 4.
(2) Let
B(t) = a+ 2 bt+ 3 ct2, A(t) = d+ 2 et+ 3 ft2 + 4 gt3
The basis is given by
G7 = 〈a+ b+ c, g + f + e+ d, 1287 gfc + 1482 g
2c+ 858 gec − 2 gb2c,
−7 ec+ 7 fb+ 14 gb + 9 gc, 39 g2bc− 7 gcb3, 3 gc2 + 2 gbc,−3 gcb3 + 13 egbc〉.
8The case g = 0 is considered in part (1) and the case c = 0 is
considered in the part (3). We assume that gc 6= 0. The basis
becomes
G7 = 〈3 a + b, 7 f − 9h, 2h + g, 3 c + 2 b, 7 e + 2h,−39h + 7 b
2〉.














Adding η8 to the basis gives
G8 = 〈1〉.
Hence µ1(2, 3) = 8.
Next, let





































The case that c−a = 0 is considered in the part (3). When c−a 6= 0,





This transformation reduces the equation into a similar one but c−a
is replaced by 1. It should be mentioned that this transformation
does not change the multiplicity. Hence, we let c− a = 1. The basis
is given by
G8 = 〈4 a+ 8 b+ 1, d, e, 4 c − 3 + 8 b, f, g〉.
These conditions imply that A(t) ≡ 0, and hence the origin is a
center.
(3) It follows from Proposition 2.1 that if the multiplicity is greater
than 2 then
∫ 1
0 B(t) dt = 0. If B(t) is a linear function then the
multiplicity is greater than 2 when B(t) = u (2 t − 1), where u is a





we can assume that u = 1. We write the polynomials in the form




























This form is used in [1] and it gives smaller Gro¨bner bases. It is clear
that if a = b = c = d implies that z = 0 is a center. The composition
condition in Lemma 2.3 is satisfied with s(t) = t2 − t.
9The bases for all the cases are given by
If f = g = h = d = c = 0 then G4 = 〈a, b〉.
If g = h = d = c = 0 then G4 = 〈a, b〉.
If g = h = d = 0 then G5 = 〈a, b, c〉.
If h = d = 0 then G5 = 〈a, b, c〉.
If h = 0 then G10 = 〈a, b, c, d〉.
If the degree of A(t) is 7 then G11 = 〈a, b, c, d〉.
For the case of piecewise linear coefficients, we take
B(t) = 2 t− 1
and the forms of A(t) are taken separately. In each case the center
follows from Corollary 2.4.












The basis is given by








a+ b = 0.
With three segments, we take





































Similarly, for 4, 5, 6 and 7 segments the forms of A(t) and the bases
are given in by:



















































































































































































































































































A linear recursive formula for computing the multiplicity can be derived
as in Section 2. In this case, the functions Vk(t) are defined by:
(3.1)
V1(t) ≡ 1, Vk(t) = −k
∫ t
0
[B(s)Vk−1(s) +A(s)Vk−2(s) + Vk−3(s)]ds, k > 1.
Proposition 3.1. Suppose that Vi(t) are defined by the formula (3.1). The
solution z = 0 of equation (1.4) is of multiplicity k if and only if Vi(1) = 0
for 2 ≤ i ≤ k − 1 and Vk(1) 6= 0.
Now, we consider the equation (1.4). In this case, the origin can not be
a center. It is shown in [4] that z = 0 is an isolated periodic solution. For
a given class of coefficients the Gro¨bner bases are computed until Gk = 〈1〉;
in this case the set of polynomials in Gk do not have a common zero and
therefore the maximum possible multiplicity is k. It is shown in [4] that





B(t) = a+ 2 bt+ 3 ct2, A(t) = d+ 2 et+ 3 ft2
The Gro¨bner basis is given by
G7 = 〈108 a − 11 e






It follows that G8 = 〈1〉.
For the case piecewise linear coefficients, we take


























The basis G7 and η8 are given by
G7 = 〈144 a+ 7 f





These imply that G8 = 〈1〉.
(2) Let
B(t) = a+ 2 bt+ 3 ct2, A(t) = d+ 2 et+ 3 ft2 + 4 gt3.




(gc+ 210) (2 b+ 3 c) .
If gc+ 210 = 0 then G5 = 〈1〉, and if 2b+ 3c = 0 then G10 = 〈1〉.
For piecewise linear coefficients, let





































The case that c− a = 0,
G4 = 〈6 eb+ fb+ 2 db+ 81, c + 2 b, 3 f + 18 e+ 5 d+ g, 2 b + a〉
G5 = 〈1〉.





With this transformation, the equation is of the form
z˙ = k z4 +A(t) z3 +B(t) z2,
12
with a non-zero constant k. In fact, k = 1
(c−a)3
. Moreover, the
coefficient c− a in B(t) is replaced by 1. The basis, with c− a = 1,
is given by
G9 = 〈66735388183208154600960 f
4 + 5829122567397869818848 f3 − 68783721774316079552 fe
+139990051412348601632 f2 + 1344723268054007200 e + 146583972817817393 f,
17101027722240 ef2 − 5269542106752 f3+
733610765888 fe − 233959770968 f2 − 6125396800 e + 1693244383 f, 8 eb − e,
82432 e2 − 17024 fe − 1904 f2 + 920 e − 269 f, 8 fb− f,

















G10 = 〈g, 4 a + 8 b+ 5, k, d, e, f〉
(3) If B(t) is a linear function and the multiplicity is greater than 2,





We consider the differential equation
z˙ = k z4 +A(t) z3 +B(t) z2,
with
B(t) = 2 t− 1, A(t) = b+ ct+ dt2 + et3 + ft4 + gt5.
13
Here, k = 1
a3
. The bases are given by



























When g = 0,
G9 = 〈k, b+ c− e, d + 2 e, f〉
When f = g = 0,
G5 = 〈k, b+ c− e, d+ 2 e〉
When e = f = g = 0,
G5 = 〈k, b+ c, d〉
14
In the corresponding piecewise linear coefficients, we take B(t) =
2 t− 1 and






















































































G8 = 〈24301478794941 ad
2 − 5170471968081920 c − 6997968367619776 d,
348941857826215204551 d3 − 500251867306017904135800 ad+
62937496133967787727964160, 86251 a2 − 122304 c − 7280 d, 690 ac−
519 ad + 125456, 61144830207333600 c2 − 6622547301720987 d2+
3643254234403888940 a,−302960854428691360 a − 280441397922231 d2+
3057241510366680 dc, 7841 e − 19320 c + 6691 d, 23523 b + 115712 c+










Finally, for the case
















































we make the change of variable z 7→ 1
a
z and let B(t) = 2 t− 1. The
basis is given by
G10 = 〈k, e + 10 c+ 2 d+ 2 g, b − g,−d+ f〉

15
Remark 3.2. (1) To see the effect of connection points on multiplic-
ity, we repeat the computations in Theorem 1.2(i) with many values
of the connection points. The results are the same. In particular,
µ292, 2) = 8. As an example, we give the Gro¨bner basis G7 and η8
when the connection point is at 37 .
G7 = 〈81486729 a+5324000 f
2 , 190135701 b−3327500 f2 , 6036054 c−166375 f2 ,





(2) It follows from the proof of Theorem 1.2(i) that if z = 0 has the
maximum multiplicity then A(t) is a linear function. The values of
b and c when the multiplicity is 8 imply that the parabola representing
B(t) has a vertex at t = 12 . The other similarities between polynomial
coefficients and piecewise linear coefficients are: there is only one
equation with multiplicity 8, and when the multiplicity is 8 the origin
is unstable.
Finally, we consider a case where A(t) has two segments connected at any
point inside the interval [0, 1].
Theorem 3.3. Consider the class of equations in which B(t) is a linear
function and A(t) is a piecewise linear with two segments connected at a
point h, with 0 ≤ h ≤ 1. Then, µ2(1, 2) = 5.
Proof. We put η2 = 0, and then take
B(t) = 2 at− a.
The function A(t) is written as A(t) = b t+ c when 0 ≤ t ≤ h, and A(t) =
d t+b h+c−dh when h ≤ t ≤ 1. To compute η3, η4, η5, we use the following












[A(t) (B¯(t))2 + 2 B¯(t)] dt,
where B¯(t) =
∫ t
0 B(s) ds. The Gro¨bner basis G5 is given by
G5 = 〈ab−ad−108, 36 c
2+6 cd+30 bc+bd+7 b2+d2, 2 ac+108h+ad+36,
3 bh− 3 dh+ b+ 6 c + 2 d,−5 d − 24 c+ 9 dh + 18 ch − 7 b, 3h2 + 1− 3h〉.
It is clear that the last polynomial does not have a real solution. Hence,
µ2(1, 2) = 5. 
16
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