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В доповіді наводиться опис структур даних для зберігання почат­
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ЗАДАЧА НАВЧАЛЬНОГО РОЗКЛАДУ 
М. В. Леонова, пошукач
Полтавський національний педагогічний університет 
імені В. Г. Короленка
Складання розкладу занять є однією з найбільш важливих задач 
кожного навчального закладу. Задача про розклад є досить дослідже­
ною та актуальною у сучасній науковій літературі. Методи її розв’я ­
зання тісно зв’язані з особливостями різних навчальних закладів, ви­
могами та обмеженнями щодо складання розкладу.
Задача навчального розкладу полягає в тому, щоб скласти опти­
мальний у деякому сенсі графік занять певного факультету на тиж­
день, враховуючи такі параметри: N  викладачів, N 2 дисциплін, N  ви­
дів занять, N і груп, N  аудиторій, N  робочих днів тижня, N  пар. 
Номери викладачів позначимо V є  ; дисциплін 1 є  ] м ; видів за­
нять 2  є  ; груп д  є  ; аудиторій а є  ; робочих днів тижня
б Є  ; пар і є  .
Тоді елемент розкладу представляє собою точку в 7-вимірному 
просторі виду г  = (V, 1,2 , д ,  а , б ,  і )  , що задовольняє певним умовам.
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Можна розглядати розклади, що оптимізують той чи інший крите - 
рій та враховують різні реальні обмеження. Таким задачам присвячені 
роботи [1]—[3].
Розглянемо задачу складання розкладу, що максимізує його ефек­
тивність, яка визначається матрицею С, що має сім вимірів, які 
відповідають: 1-й -  викладачі, 2-й -  дисципліни, 3-й -  види занять, 4-й 
-  групи, 5-й -  аудиторії, 6-й -  робочі дні тижня, 7-й -  номери пар.
Тобто с  і3ці5і6іч -  це ефективність заняття, що проводить викладач і  
з дисципліни і  , вид заняття і  , в групі і  , в аудиторії і  , день тижня 
і , пара і  .
Зрозуміло, що деякі елементи матриці С відповідають неможливим 
з точки зору обмежень комбінаторних індексів, тому цей елемент 
може бути довільним (невизначеним, або 0, або —<»).
Введемо булеву змінну
1, к о л и  в и к ла д а ч  V призначається на д и с ц и п л ін у  І  
з видом  з а н я ття  г , в  гр у п і д , в  а удитор ії а ,в  д ен ь сі, 
на пару і ;
0, в  інш ому випа дку.
Математична модель задачі може бути представлена у вигляді:
N1 N2 N3 N4 N5 N6 Щ
Р  ( х ) =  Х Х Х Х Х Х Х с ^ д а С х ^ д а С  ^  тах, (1)
У=1 1=1 2=1 8=1 а=1 с=1 1=1 
за обмежень
1) лише один викладач може бути призначений на дисципліну І, 
вид заняття 2 , групу д, аудиторію а, день й, пару ґ.
N
^  ' х у ,1,2 ,д ,а ,С 1 ~ 1 , (2)
у=1
2) лише на одну дисципліну може бути призначений викладач V, 
вид заняття 2 , група д, аудиторія а, день й, пара ґ.
х  , и, = іV ,1,2 ,д  ,а ,С ,1
2 > --------------- = 1
1=1
3) лише одному виду занять може відповідати викладач V, дисцип­
V , 1 , 2 , д , а  ,С ,1  , (3)
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ліна І, група д, аудиторія а, день С пара і
N
2 1  х у ,1 ,г ,д,а,С,і 1/ (4)
г = 1
4) лише одній групі може відповідати викладач V, дисципліна І, вид 
заняття г, аудиторія а, день й, пара ґ.
N 4
2 1  х V,1 ,г,д,а,С,і = ~1, (5)
д=1
5) лише одній аудиторії може бути призначений викладач V, 
дисципліна І, вид заняття г, група д, день й, пара (:
N 5
2 1  х V,1 ,г,д,а,С,і = 1/ (6)
а=1
Нехай маємо мультимножину С = {оІЧ~К ,1К} з основою Д (С ) = (0Д) 
та первинною специфікацією [С] = (N  -  К ; К ) , де N = М{ ■ М2 ■ М3 ■ N  ■
■ N  ■ N  ■ N ,  К  -  кількість елементів розкладу, які треба обрати. Тоді 
допустимий розв’язок задачі є впорядкованою ^-вибіркою з множини 
О, тобто елементом загальної множини переставлень Ек  ( С ) :
х  Є {х 1 \ \ \ \ \ 1 ’ ■ ■■ ’ х ,М6,М7) Є Е к( С  (7)
Множина ЕК (С ) лежить в вершинах загального переставного мно- 
гогранника П к  ( С ) : х  є  П  (С ) .
Далі розглянемо обмеження задачі, які задаються у вигляді нерів­
ностей.
Обмеження на кількість годин в тиждень для групи:
N 1 N2  N 3 N 5 N 6 N
X V ,1 , г , д , а , С , і  < Т д  ^  д  Є ^ N  , (8)
у = 1  1 = 1  ^ = 1  а = 1  С = 1  і =1
Обмеження на кількість годин в тиждень для викладача:
N 2 N3 N4 N5 N6 М,
X  23 23 23 23 X  XV ^ д ,д ,а ,С,і  < Ту ^ УЄ ^  , (9)
1= 1  ^= 1  д = 1  а= 1  С= 1  і =1
Обмеження на кількість пар в день для групи:
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2 < Х Х Х Х Х ^ , 1,2,д ,а б ,1 <  Т д , б V  д  Є І Мі б  Є Nз ( 10)
у=1 1=1 2=1 а=1 і=1
Обмеження на кількість повторень деяких занять. Наприклад, вик­
ладач V. може бути призначений на дисципліну 1  в групі д і не біль­
ше п  раз:
N 3 N 5 N 6 N
'^Х х Vі ,1і ,2 ,ді ,а,б,і <  п V1,1і ,ді (11)
2=1  а=1 б= 1  і=1
Розглянемо також обмеження типу «не призначати». Наприклад, не 
призначати викладача V. на час і  :
\ X V1,1 ,2  ,д  ,а ,б  і і ^  (12)
1=1 2 = 1  д=1 а=1 б=1
22222
б
Не призначати викладача V . на день б .:
N  N3 N4 N  N
Х Х Х Х Х  х  V 4,12 , д ,а б  і  =  -д а  (13)
1=1 2 =1 д=1 а=1 і=1
Не призначати групу д  і аудиторію а  :
N1 N  N3 N  N
Х Х Х Х Х  х  1 2  , д і а , б  І  = -ад  (14)
V=1 1=1 2 = 1 б=1 І = 1
Обмеження на відсутність «вікон» у студентів. Наприклад, з 
першої по четверту або з другої по п’яту пари записуються так:
(^XV12даб(1 ) + {{xV2даб[2 1  ^{ x V/2даб(3 1) "'{ x V/2даб(6 1))
((х у1гд а бІ4  ^  { x V/2^даб^г 1) ' ' '  ( х у1г д а б і 4 1)) + (ху1г д а б і ь ) +
(15)
= 0
Суттєвою умовою для складання нового розкладу є обмеження на 
навчальне навантаження викладача в певній групі з певної дисципліни 
та форми занять:
N 2 N 3 N 4 N 5 N 6
X
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_ 5 _ 6 _ 7 ---
К  „ / 7 ^  ^  ^  х  , , , < К  V ■ І ■ 2 ■ д ■ ]'іІі-2ід^ V: ,1 ,2: ,8: а  , с 1 ' і ’Ч’^ і’&і
а=1 С=1 1=1
де КVІ,^ І,2І,8І -  максимальна кількість годин на тиждень;
„ -  мінімальна кількість годин на тиждень. '/і ,Іі ,2і ,8і
Аналіз задачі дає змогу дещо спростити її розв’язання за рахунок 
зменшення її вимірності. Так, наприклад, в одну вісь можна об’єднати 
параметри «викладач-дисципліна-вид заняття», оскільки вони нероз­
ривно зв’язані при складанні навантаження. Також, можливим є об’єд­
нання параметрів «пара-день».
В статті нами була побудована математична модель задачі навчаль­
ного розкладу та виділено різні можливі типи обмежень щодо його 
складання.
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Вступ. Вибір оптимальної регресійної моделі відноситься до класу 
задач комбінаторної оптимізації. Одним з ефективних методів розв’я ­
зання таких задач є метод гілок і границь [1], загальна ідея якого по­
лягає в послідовному конструюванні та переборі тих варіантів рішень 
задачі, які, згідно з відповідними критеріями, є «перспективними» для
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