We study the Proximal Alternating Predictor-Corrector (PAPC) algorithm introduced recently by Drori, Sabach and Teboulle [8] to solve nonsmooth structured convexconcave saddle point problems consisting of the sum of a smooth convex function, a finite collection of nonsmooth convex functions and bilinear terms. We introduce the notion of pointwise quadratic supportability, which is a relaxation of a standard strong convexity assumption and allows us to show that the primal sequence is R-linearly convergent to an optimal solution and the primal-dual sequence is globally Q-linearly convergent. We illustrate the proposed method on total variation denoising problems and on locally adaptive estimation in signal/image deconvolution and denoising with multiresolution statistical constraints.
Introduction
We revisit the primal-dual first-order Proximal Alternating Predictor-Corrector (PAPC) splitting scheme introduced in [8] for solving a class of structured convex-concave saddle point problems involving a smooth function, a sum of finitely many bilinear terms and finitely many nonsmooth functions. This model covers a wide array of applications in signal/image processing and machine learning, see for instance [21, 19] and references therein.
This paper makes three contributions, two theoretical and one practical. In the first of the theoretical aspects, we introduce in Section 2 the notion of pointwise quadratic supportability, Definition 2.1, that is weaker than the typical assumption of strong convexity and allows one to treat common functions that, while not strongly convex, nevertheless possess desirable properties from a variational point of view. Pointwise quadratic supportability can be shown to be implied by pointwise strong monotonicity of the gradients (or more generally subdifferentials), which reveals a fundamental connection between this property and functions whose subdifferentials are submonotone as defined and studied in in [13] . A more detailed study of these connections, however, is not our focus here.
We are rather more narrowly focused on the second and third contributions of this paper, namely theoretical guarantees of global linear convergence of the PAPC algorithm studied in Section 3 and efficient implementations detailed in Section 4 for the problem of simultaneous denoising and deconvolution with multiresolution statistical constraints. Theorem 3.1 establishes global Q-linear convergence of the primal-dual iterates of the PAPC algorithm for convex problems with pointwise quadratically supportable objective functions and full rank linear mappings. A remarkable corollary of this result, Corollary 3.1, is that saddle point problems with this structure have unique solutions. In Corollary 3.2, we show global R-linear convergence of the primal sequence under the same assumptions. A sublinear iteration complexity in terms of the saddle point gap function values was established in [8] for the ergodic sequence. In our development, we show that global linear convergence of the iterates can be guaranteed under the assumption of pointwise quadratic supportability and full rank linear mappings. Based on these results, one can use stopping criteria that monitor only successive steps and provide an a posteriori error estimate on the distance to the set of exact solutions to the underlying problem.
We illustrate these results in Section 4 with two main applications, one conventional and one that is new research. The conventional example is of smoothed total variation (TV) denoising. The main motivation for us, however, is statistical multiscale image denoising/deconvolution following [10, 9] for fluorescence microscopic images (see also [2] for a review of fluorescence microscopy techniques and statistical methods for them). The PAPC method is a full splitting approach where the gradient and the linear operators involved are called explicitly without inversion, while the simple nonsmooth functions are evaluated individually via their proximity operators. This allows for efficient implementations. The only other implementation we are aware of with similar convergence guarantees was reported in [1] . The numerical approach studied here can achieve results on the order of minutes on a small (32 × 32) image or less than an hour on a full 1024 × 1024 image. The approach presented in [1] required days for a 32 × 32 image and processing on the full-scale images was not feasible. As with [1] , the convergence analysis presented here allows one to establish error bounds on solutions to the model problem which, in turn provide statistical guarantees on the numerical reconstruction [10] . This is demonstrated for image denoising/deconvolution of stimulated emission depletion (STED) images [11, 12] . An additional advantage of the PAPC algorithm and the analysis presented here is that a wider variety of regularizing objective functions can be incorporated easily.
Some well-known primal-dual decomposition methods are the Chambolle-Pock algorithm [5] and Alternating Direction of Multipliers (ADM). The method proposed by ChambollePock -shown in [20] to be a equivalent to ADM with a weighted norm -requires the computation of proximal steps in each of the primal and the dual spaces. The algorithm has been shown to be linearly convergent when both functions are uniformly convex, but this assumption is far too stringent. Recently in [7] , global linear convergence was shown under the assumptions of strict convexity and Lipschitz gradient on one of the two functions along with certain rank assumptions on the linear mapping. However, ADM-like methods do not easily extend to problems involving the sum of finitely many composite nonsmooth terms, see e.g., [6] where even the convergence becomes an issue. In [1] it was shown that the dual sequence generated by ADM -or equivalently the primal sequence of the Douglas-Rachford algorithm -must eventually achieve a linear rate of convergence from any starting point for piecewise linear-quadratic convex augmented Lagrangians whenever the saddle points are isolated.
Notation.
Our setting is the real vector space R n with the norm generated from the inner product.
The closed unit ball centered on the point y ∈ R n is denoted by B(y). The domain of an
Fenchel conjugate of ϕ is denoted by ϕ * and is defined by ϕ
The set of symmetric n × n positive (semi)-definite matrices is denoted by S n ++ (S n + ). We use M 0 (M 0) to denote a positive (semi)definite matrix. For any z ∈ R n and any M ∈ S n + , we denote the semi-norm z 2 M := z, M z . The operator norm is defined by M = max u∈R n { M u : u = 1} and coincides with the spectral radius of M whenever M is symmetric. If A = 0, σ min (A) denotes its smallest nonzero singular value. Let {z k } k∈N be a sequence that converges to z * . We say the convergence is Q-linear if there exists c ∈ (0, 1) such that
We limit our discussion to proper (nowhere equal to −∞ and finite at some point), lower semi-continuous (lsc), extended-valued (can take the value +∞) functions. We will, in fact, limit our discussion to convex functions, but for our introduction of pointwise quadratic supportability in Definition 2.1 we formulate this with as much generality as possible to emphasize that convexity is not central to this key feature. By the subdifferential of a function ϕ, denoted ∂ϕ, we mean the collection of all subgradients that can be written as limits of sequences of Fréchet subgradients at nearby points; a vector v is a (Fréchet) subgradient of ϕ at y, written v ∈ ∂ϕ(y), if lim inf
The functions of interest for us are subdifferentially regular on their domains, that is, the epigraphs of the functions are Clarke regular at points where they are finite [17, Definition 7.25 ]. For our purposes it suffices to note that, for a function ϕ that is subdifferentially regular at a point y, the subdifferential is nonempty and all subgradients are Fréchet subgradients, that is, ∂ϕ(y) = ∂ϕ(y) = ∅. Convex functions, in particular, are subdifferentially regular on their domains and the subdifferential has the particularly simple representation as the set of all vectors v where
For ϕ : R n → (−∞, ∞] a proper, lsc and convex function and for any u ∈ R n and M ∈ S n ++ , the proximal map associated with ϕ with respect to the weighted Euclidean norm is uniquely defined by:
When M = c −1 I n , c > 0, we simply use the notation prox ϕ c (u). We also recall the fundamental Moreau proximal identity [14] , that is, for any z ∈ R n z = prox
where M −1 is the inverse of M ∈ S n ++ .
The saddle point model and the algorithm
This note focuses on the following primal problem:
The following blanket assumptions on the problem's data hold throughout:
(i) The function f : R n → R is convex and continuously differentiable with Lipschitz con-
, that is for all x, x ∈ R n , we have
. . , p is proper, lsc, and convex.
(iii) The linear mappings
(iv) The set of optimal solutions for problem (P), denoted X * , is nonempty.
A i y i is full rank. Assumption (iv) implies that the optimal value of the primal problem is finite.
The assumption of Lipschitz continuous gradients (i), while standard in the literature involving complexity bounds, is very strong indeed. A more satisfying theory would involve only functions with Lipschitz continuous gradients on bounded domains. But this would involve a reinvention of much of the theory. The main issue is boundedness of the iterates, which is not a precursor to the convergence results of [8] upon which we build. Four our purposes, Lipschitz continuity suffices, and leaves a short path to the main result. We leave the stronger results as an open challenge.
We reformulate the problem (P) as a convex-concave saddle point problem, and then apply the primal-dual algorithm in [8] to find a saddle point solution. The primal-dual problem associated to (P) consists of finding a saddle point of the Lagrangian:
Assumption 1(iv) guarantees that the convex-concave function K(·, ·) has a saddle point, that is, there exists (x,ŷ) ∈ R n × R m such that
The existence of a saddle point corresponds to zero duality gap for the induced optimization problems
By weak duality, we have inf x∈R n p(x) ≥ sup y∈R m q(y). In addition, under standard constraint qualifications (e.g., [3, Chapter 5] or [4, Theorem 2.3.4]), (x,ŷ) is a saddle point of K if and only ifx is an optimal solution of the primal problem (P),ŷ is an optimal solution of the dual problem to (P). Constraints are included in the model through the extended-valued functions g i , which need not be smooth. The properties of the function f are crucial to the success of the algorithm. In addition to Assumption 1 we will assume that f is pointwise quadratically supportable.
Definition 2.1 (pointwise quadratically supportable mappings).
(i) A proper, extended-valued function ϕ : R n → R∪{+∞} is said to be pointwise quadratically supportable at y if it is subdifferentially regular there and there exists a neighborhood V of y and a constant µ > 0 such that
If for each bounded neighborhood V of y there exists a constant µ > 0 such that (2.2) holds, then the function ϕ is said to be pointwise quadratically supportable at y on bounded sets. If (2.2) holds with one and the same constant µ > 0 on all neighborhoods V , then ϕ is said to be uniformly pointwise quadratically supportable at y.
(ii) A proper, extended-valued function ϕ : R n → R ∪ {+∞} is said to be strongly coercive at y if it is subdifferentially regular on V and there exists a neighborhood V of y and a constant µ > 0 such that
If for each bounded neighborhood V of y there exists a constant µ > 0 such that (2.3) holds, then the function ϕ is said to be strongly coercive at y on bounded sets. If (2.3) holds with one and the same constant µ > 0 on all neighborhoods V , then ϕ is said to be uniformly strongly coercive at y.
Clearly strong coercivity implies pointwise quadratic supportability, but the reverse implication does not hold, as the next example shows. is an example of a smooth convex function that does not satisfy (2.2) at all points (namely where it is linear), but does satisfy this inequality at its minimum. A slight modification of the Huber function is
if |t| > α − .
(2.4)
This function is convex and pointwise quadratically supportable on bounded sets at t = 0 where ∂φ
This function is not, however, strongly convex due to the linear portion for |t| > α − .
For convex functions, pointwise quadratic supportability is equivalent to pointwise quadratic supportability on bounded sets, as the next proposition establishes. Proposition 2.1. Let ϕ : R n → R ∪ {+∞} be proper extended-valued and convex on R n .
The following are equivalent.
(i) ϕ is pointwise quadratically supportable at y;
(ii) ϕ is pointwise quadratically supportable at y on bounded sets.
Proof. That pointwise quadratic supportability at y on bounded sets implies pointwise quadratic supportability at y is clear. For the converse implication, fix R > 0 and choose any z ∈ RB(y). Let V be the neighborhood of y on which (2.2) holds with constant µ. If z ∈ V , then inequality (2.2) is trivially satisfied. Suppose, then, that z / ∈ V . Since V is a neighborhood of y, there exists a δ > 0 and a point x ∈ δB(y) ⊂ V such that x = τ z+(1−τ )y for τ ∈ (0, 1) and x − y = δ. Then
By the characterization of the convex subdifferential we have
Adding ϕ(x) − ϕ(x) to this and using (2.2) yields
Rearranging the terms and simplifying yields
Since R and z are arbitrary, this completes the proof.
It is worthwhile contrasting the above property to the assumption of strong convexity that is common in the literature. Analogous to Definition 2.1(i), we generalize this notion to pointwise strong convexity, which is new.
Definition 2.2 ((pointwise) strongly convex functions).
(i) A function ϕ : R n → R ∪ {+∞} is said to be pointwise strongly convex at y if there exists a convex neighborhood V of y and a constant µ > 0 such that,
(2.5) If for each bounded convex neighborhood V there exists a constant µ > 0 such that (2.5) holds, then ϕ is said to be pointwise strongly convex at y on bounded sets. If there exists a single constant µ > 0 such that (2.5) holds on all convex neighborhoods V , then ϕ is said to be uniformly pointwise strongly convex at y.
(ii) A function ϕ : R n → R ∪ {+∞} is said to be strongly convex at y if there exists a convex neighborhood V of y and a constant µ > 0 such that,
(2.6) If for each bounded convex neighborhood V there exists a constant µ > 0 such that (2.6) holds, then ϕ is said to be strongly convex at y on bounded sets. If there exists a single constant µ > 0 such that (2.6) holds on all convex neighborhoods V , then ϕ is said to be uniformly strongly convex at y.
Again, it is clear from the definition that strong convexity implies pointwise strong convexity, but the converse need not, in general, be true. Indeed, it is well known in the smooth case (ϕ continuously differentiable) that strong convexity defined by (2.6) is equivalent to strong coercivity defined by (2.3), with the same constants on the same neighborhoods. The situation is very different for the pointwise definition, even for smooth functions as the next example demonstrates.
Example 2.2 (pointwise quadratic supportability does not imply convexity). The function
−y 2 is pointwise quadratically supportable on bounded sets at y = 0, but it is neither convex nor pointwise strongly convex on bounded sets. For that matter, it is not even coercive.
Another notion common in the literature is strong monotonicity. Again, for a smooth convex function, strong convexity is equivalent to strong monotonicity of its gradient. The next result shows that pointwise strong convexity and pointwise strong monotonicity for differentiable functions imply pointwise quadratic supportability. Together with the above example, this shows that pointwise strong coercivity is the weakest of the three notions. Proposition 2.2 (pointwise quadratically supportable/convex/monotone differentiable functions). Let ϕ : R n → R ∪ {+∞} be continuously differentiable at y.
(i) If ϕ is pointwise strongly convex at y with constant µ on the convex neighborhood V (that is, ϕ satisfies (2.5)), then ϕ is pointwise quadratically supportable at y with constant µ on V (that is, ϕ satisfies (2.2)).
(ii) If there exists a constant µ and a convex neighborhood V of y such that
then ϕ satisfies (2.2) with the same constant on some neighborhood V ⊂ V .
Proof. To see (i), rearrange the inequality (2.5), divide through by τ and take the limit as
To see (ii) choose any x ∈ V . By the Mean Value Theorem there is a λ ∈ (0, 1) such that, for z = λx + (1 − λ)y (which is in V since this is convex),
By continuity of ∇ϕ, λ → 1 as x → y, hence, for all x close enough to y, that is in some neighborhood V ⊂ V , λ > 1/2 and
We leave a complete development of pointwise coercivity and related objects to future research. For our concrete application, namely linear image denoising and deconvolution, we will assume the following throughout.
Assumption 2. The function f : R n → R of Problem P is pointwise quadratically supportable at eachx ∈ X * , that is, there exists a µ > 0 and a convex neighborhood V ofx such
Note that condition (ii) of Proposition 2.2 puts a lower bound on the constant of pointwise Lipschitz continuity for ∇f , namely µ. Also, as a consequence of Proposition 2.1 any convex function satisfying Assumption 2 is pointwise quadratically supportable at all points in the solution set X * on all bounded convex neighborhoods of these points. This property, together
with Assumption 1 will yield global linear convergence for our proposed algorithm and, as a corollary, uniqueness of saddlepoints.
The Algorithm
The algorithm we revisit is the primal-dual (PAPC) algorithm proposed in [8] for solving (M). It consists of a predictor-corrector gradient step for handling the smooth part of K and a proximal step for handling the nonsmooth part.
Proximal Alternating Predictor-Corrector (PAPC) for solving (M)
Initialization: Let (x 0 , y 0 ) ∈ R n × R m , and choose the parameters τ and σ to satisfy
(2.9a)
Main Iteration: for k = 1, 2, . . . update x k , y k as follows:
(2.9c)
At each iteration the algorithm utilizes one gradient and full proximal map evaluation on the given nonsmooth function, assumed to be easy to compute. For our purposes, we suppose these can be evaluated exactly, though with finite precision arithmetic this is clearly not realistic. A version of this theory that takes inexactness into account is left to future research.
The step in the dual space (2.9c) can be written in a short form using the following notation. Since g(y) := g(y 1 , . . . , y p ) = 
Thus the step (2.9c) can be written in vector notation by
possible to use different proximal step constants σ i , i = 1 . . . , p, see details in [8] . The choice σ i = σ for i = 1, . . . , p is purely for simplicity of exposition.
In [8] the parameter choices for obtaining the iteration complexity with respect to the ergodic sequence was given and the convergence of the sequence {(x k , y k )} k∈N to a saddle point solution was established. As we will use this later, we quote the main result here. 
Proof. Letx be a primal solution to the saddle point problem. By Proposition 2.3 the sequence {x k } k∈N is bounded and indeed converges to a primal solutionx, not necessarily the same point asx. A function f satisfying Assumption 2 is pointwise quadratically supportable at any primal saddle point solution to (M), and hence by Proposition 2.1, f is pointwise quadratically supportable atx on bounded convex sets. In other words, there exists a µ > 0 and a ball RB(x) containing the sequence {x k } k∈N on its interior such that f satisfies (2.10), as claimed.
The constant µ in Proposition 2.4 depends on the choice of (x 0 , y 0 ) and so depends implicitly on the distance of the initial guess to the point in the set of saddle point solutions.
Convergence of the iterates
In this section we show that, under Assumptions 1 and 2, the primal sequence generated by the PAPC algorithm converges R-linearly to a saddle point. We recall the following simple observations (see [8] ).
Proposition 3.1. Let (x,ŷ) be a saddle point of K, and let {(p k , y k , x k )} k∈N be the sequence generated by PAPC. Then, for all k ≥ 1,
Proof. This follows immediately from the update rule (2.9d) together with the optimality condition for (M) ∇f (x) + Aŷ = 0 where (x,ŷ) is a saddle point solution to (M).
The next lemma uses the following shorthand notation:
Note that for the choice of τ given in (2.9a), G 0.
} k∈N be the sequence generated by the PAPC algorithm. Then for every k ∈ N and for any x ∈ R n and y ∈ R
Proof.
See Lemma [8, Lemma 3.1].
The next lemma is key to the global linear convergence results presented in the next subsection. 
Proof. Fix (x,ŷ), the saddle point solution to (M). By (3.3) of Lemma 3.1, we have
Recall that for the parameter values specified in (2.9a) G 0. By the saddle point inequality K(x,ŷ) − K(x, y k ) ≥ 0, and by Proposition 2.4 there is a µ > 0 such that
where in the last inequality we have used optimality condition of problem (M), namely ∇f (x) + Aŷ = 0, and the result follows.
Note that the saddle point in Lemma 3.2 need not be the limit point of the sequence generated by PAPC.
Main Results -R-Linear Rate of the Primal Sequence
Convergence of the primal-dual sequence becomes more transparent using G in (3.2) to define a weighted norm on the primal-dual product space.
where by the assumptions on the choice of τ given in (2.9a), G 0. We can then define an associated norm using the positive-semidefinite matrix H, u 
In order to establish the Q-linear (global) convergence of the associated sequence {u k } k∈N with respect to the H-norm, we show that there exists a positive δ such that ∀k ∈ N :
This will depend implicitly on µ, the constant of pointwise strong convexity of f , which depends implicitly on the distance of the initial guess to the solution set X * . In Theorem 3.1 we will show there exists a positive δ such that for all k ≥ 1,
Since adding (3.9) to (3.7) (ignoring the term y
G which is nonnegative) yields (3.8), we obtain the Q-linear rate for the sequence {u k } k∈N with respect to the H-norm.
} k∈N be the sequence generated by the PAPC algorithm, and let (x,ŷ) be any saddle point solution for K(·, ·). If Assumptions 1 and 2 are satisfied, then, for any α > 1 and for all k ≥ 1, the sequence {u k } k∈N satisfies
is positive and µ > 0 is the constant of pointwise quadratic supportability of f atx depending on the distance of the initial guess to the point (x,ŷ) in the solution set X * . In particular, {(x k , y k )} k∈N is Q-linearly convergent with respect to the H-norm to a saddle-point solution.
Proof. Let (x,ŷ) be any saddle point solution for K(·, ·). Using (3.1) in Proposition 3.1
and by adding and subtracting ∇f (x k ) and rearranging, we have
∀α > 0 to (3.12) with a := ∇f (x) − ∇f (x k ), and b := A(ŷ − y k ), we have
Next we have
where in inequality (3.14a) we used
[15, Thm. 2.1.5], and in inequality (3.14b) we used the fact that τ L f < 1. Adding (3.13)-(3.14) we get
For any α > 1 (so that 1 − 1 α > 0), we can bound from below the right-hand side of the later inequality by Assumption 1(iii) and bound from above the left-hand side by Assumption 1(i) to yield
Using the semi-norm notation to write ŷ − y k 2 = σ ŷ − y
Subtracting from both sides of the inequality the term
(which is positive since α > 1, τ > 0 and A T A ∈ S m ++ ) together with the notation of · G defined in (3.2), yields
After multiplication of both sides by
, we get
Finally, adding to both sides of the inequality
, and the definition of the associated
Now, for µ > 0 satisfying (3.4) in Lemma 3.2, we choose δ so that
This establishes the choice of δ in (3.11). Moreover, δ is positive since τ ∈ (0, 1/L f ) and α > 1. Multiplying the inequality (3.15) by this δ, we have
Adding the above inequality to (3.4) in Lemma 3.2 yields (3.10). Since by Proposition 2.3 sequence {(x k , y k )} k∈N converges to a saddle pointū ≡ (x,ȳ) and the choice of saddle point (x,ŷ) in the argument above was arbitrary, we have, for δ satisfying (3.11),
This completes the proof.
In fact, the above theorem about convergence of the PAPC algorithm actually proves a much more striking fact that is independent of the algorithm. Proof. Inequality (3.10) holds for all k for any pointû ∈ X * , thus u k →û as k → ∞ for allû ∈ X * , which can only happen if X * = {ū}, the limit of the sequence {u k } k∈N .
We also immediately obtain the following corollary, which establishes the expected Rlinear iteration complexity for the primal sequence of PAPC for obtaining -optimal solution. A sublinear complexity of O(1/ ) in terms of saddle point gap function values was shown in [8, Corollary 3.1] for the ergodic sequence. In the next corollary an R-linear rate can be guaranteed under the assumption of pointwise quadratic supportability and the full rank assumption on the linear mappings (Assumption 1(iii)).
Corollary 3.2. Suppose Assumptions 1 and 2 are satisfied and letū = (x,ȳ) be the limit point of the sequence generated by the PAPC algorithm. In order obtain
it suffices to compute k iterations, with
where
, and δ is given in (3.11).
Proof. We have by Theorem 3.1 that u k −ū ≤ Cω k/2 , where
and ω = (1 + δ) −1 .
Hence,
where in the first inequality we have used τ < 1 L f . To get (3.18) , it suffices to ensure that
where we used 1 + log δ ≤ δ ∀δ > 0. The results of the R-linear rate for dual sequence y k −ȳ G follows similarly. This completes the proof.
The results we obtain in Theorem 3.1 and Corollary 3.2 show that the convergence rates depend on the parameter δ which also depends on the problem's data, the controlling parameters and a free parameter. It is desirable to minimize the theoretical bound 1 1+δ of the Q-linear rate in (3.10) or alternatively to maximize δ. Here we consider the choice of the free parameter α > 1 and the controlling parameters τ and σ which minimize the Q-linear rate upper bound given in (3.10).
One observes that δ cannot grow without bound by any choice of the controlling parameters and the free parameter, thus δ ≤ δ m where δ m is finite. First we set the other parameter
, and then we maximize δ with respect to the step size parameter τ .
For convenience, denote the condition number of A by
We also denote the condition modulus of f by
in (3.11), this yields the expression
The parameter τ ∈ (0,
) which can maximize δ in (3.20) can be found only from the second term inside the minimization above, and it evaluates to:
where we define the quantity ρ = √ κ A α. Evaluating δ at τ m , we get
The first term is monotonically increasing and the second terms is monotonically decreasing with respect to ρ, where ρ > √ κ A . To maximize δ, we choose ρ > √ κ A (which corresponds to α > 1) such that the two terms are equal. Some calculations show that this value can be found from the real solution of the cubic equation
For specific values κ A , κ f ≥ 1 the root can be found by the bisection method over an appropriate interval, for example, when κ A = 1, κ f = 1, the root is found in the interval (1, 2] at ρ 1.744, then we may choose τ m
In addition when κ f κ A , we benefit from taking the gradient step size τ to be very close to 1/L f as ρ tends to 1 in that case.
Overall, the value of δ m decreases as κ A or κ f increase, which affects the practical performance of the algorithm. We thus arrive at the very natural conclusion that the smaller the condition numbers of κ A and κ f , the better the performance of the algorithm.
Computational Examples
We now illustrate the theoretical results with numerical experiments from image processing. We study two convex optimization problems in signal processing and imaging: image denoising with L 2 -discrepancy and TV regularization, followed by a study of simultaneous image deconvolution and denoising with statistical multisresolution side constraints.
Total Variation -L 2 -discrepancy and TV regularization
We test PAPC for a discrete L 2 -TV signal denoising problem introduced in [18] . We apply the discretized variational problem of the total variation based signal denoising model according to min
where X is a finite dimensional vector space equipped with the standard scalar product
The gradient ∇ : X → Y is a vector in the vector space Y = X and is defined by forward finite-difference operator with Dirichlet boundary conditions, b ∈ X is the noisy signal, and λ > 0 is a positive parameter. The minimization problem (4.1) can be written as a saddle point problem min
P is given by the convex set P = {y : y ∞ ≤ λ} and y ∞ denotes the discrete maximum norm and the function δ P denotes the indicator function of the set P , i.e.,
∞ otherwise, and L = ∇. The adjoint ∇ * is the negative divergence, i.e., the unique linear mapping
Finite differences are used for the discrete operator ∇ and its adjoint operator ∇ * = −div with the Dirichlet boundary conditions:
In each iteration of the PAPC algorithm we must evaluate the gradient of a smooth (strongly) convex function F (·) as well as the resolvent of G
The bound on the square of norm of the operator ∇ (resp. div) in the one dimensional case, 
Statistical Multiresolution Analysis
In this subsection we apply the spatially-adaptive method for signal and image reconstruction that is based on Statistical MultiResolution Estimation (SMRE) as introduced in [2, 10, 9] . The variational manifestation of statistical multiresulution estimation is an optimization problem whose solution has a quantitative/statistical interpretation. We are not aware of any other variational image processing models whose solutions have such scientific content. The relevance to the theory presented in the previous sections is that, if one cannot estimate the distance of an iterate to a solution of the SMRE variational problem, then the statistical significance of the iterate generated by the algorithm cannot be determined -merely knowing that the sequence converges, or even knowing that the objective value converges at a particular rate, is useless information and empty of any scientific content.
In [1] a portion of the sequence (the dual sequence) of the alternating directions method of multipliers was shown to be locally linearly convergent, which yielded error estimates on solutions to iteratively regularized subproblems. We will give more specifics on the implementation below, but the advancement of the PAPC method in comparison to the ADMM method studied in [1] is two-fold: first, we can address a wider variety of regularizing objective functions and, secondly, the PAPC is dramatically more efficient, requiring less than 1/100 of the time to achieve the kind of accuracy achieved in [1] .
The variational problem involves the construction of an estimator for an unknown true signal by minimization of a convex functional J over a convex set that is determined by the statistical extreme value behavior of the residual. More precisely, we want to reconstruct the estimatorx of the observed signal b that is computed as solutions of the convex optimization problem:
where J : X → R denotes a regularization functional, which incorporates a priori knowledge on the unknown signalx such as smoothness, X is finite dimensional vector space, A : X → X is some linear mapping, S denotes a system of subsets of the grid G over X, and {w s : s ∈ S} is a set of positive weights on the grid which are typically normalized indicator functions on s ∈ S. The constant q serves as a regularization parameter which governs the trade-off between regularity and the fit to data of the reconstruction. Solutions to problem 4.2 with SMRE constraints then have statistical content. We are then able to obtain quantitative (i.e., statistical) information about the iterates of the algorithm based on error bounds to solutions to 4.2 made possible by the convergence result 
The proximal parameter is a function of τ and given by σ = 1/(τ A T A 2 ). More details in
Our approach here is to use J(x) = 1 2 ∇x 2 and the smoothed TV norm. Because the gradient ∇ has a nontrivial kernel, we cannot guarantee generically that the objective J is pointwise quadratically supportable. We recover strong coercivity by imposing appropriate boundary conditions. In the two-dimensional example, this is combined with a Huber function to demonstrate the full extent of the theory.
One-dimensional SMRE -synthetic data
In this example, we consider a one dimensional signal as shown in Figure 3(a) , and the corresponding noisy data Figure 3 (b) with n = 512 data points. The noisy data was generated by adding independently and identically distributed Gaussian random noise with standard deviation 0.02 to each measured data point. In this problem we consider only denoising, that is, the operator A in (4.2) is the identity operator. The qualitative objective is
The constraints are applied on all windows consisting of all intervals of length between 1 and L pixels. The weights {w j ∈ R n } are scaled so that the windows are normalized, and S is the index set corresponding to all collections of successive pixels in {1, 2, ..., n} of length from 1 to l, 1 ≤ l ≤ L, where L represents the total number of multiresolution levels used in the construction. For a signal length n = 512 and L = 10 multiresultion levels, the number constraints are |S| = 5075. The constraints/windows have a separable block structure on nonoverlapping windows which can be exploited for efficient implementation. This allows us to perform the parallel block updates in the dual space using of length n. Figure 2 shows the schematic tiling of the nonoverlapping window constraints using lengths varying up to L = 3. The objective function, J(x) = 1 2 ∇x 2 , is strongly convex if for every bounded neighborhood of a solution x, q is small enough such that there are no constant functions over the support of 3 pixels around x i which satisfy the constraint
We set the error bound q starting with q 0 corresponding to 3 standard deviations for the first level and for each subsequent multiresolution it is decreased based on the window length by a factor q j = q 0 f l−1 is where f ∈ (0, 1) is a scaling factor and l ∈ {1, . . . , L} is the scaling level. The last computed iterate is shown in Figure 3 
Two-dimensional SMRE -Image Laboratory Data
We next consider the performance of our method in image reconstruction problems for Stimulated Emission Depletion (STED) microscopy experiment conducted at the LaserLaboratorium Göttingen examining tubulin. The SMRE model problem (4.2) described at length for the 1D domain can be easily extended for an image deconvolution and denoising in the 2D case, where the linear operator A is the convolution using a point spread function.
Here, we also consider the smooth approximation of total variation (TV) functional as the qualitative objective. The TV functional is defined by ∇x 1 where x ∈ X = R n×n and is often used for image filtering and restoration. However, this function is non-smooth where |∇x| = 0, thus in order to make the derivative-based methods possible we consider a smoothed approximation of the TV functional known as the so-called Huber approximation.
The Huber loss function is defined as follows:
if |t| ≤ α |t| − The objective functional that is used in (4.2) is J(x) = ∇x 1,α , where x ∈ X = R n×n , and ∇ is the vector in the vector space Y = X × X. For discretization of ∇ : X → Y , we use standard finite differences with Neumann boundary conditions, The Laplacian computed at the pixel (i, j) is given using the standard finite differences above as (∆x) i,j = 4x i,j − x i−1,j − x i+1,j − x i,j+1 − x i,j−1 . The objective J(x) is continuously differentiable with Lipschitz gradient constant L J = ∇ 2 /α ≤ 8/α. This function is pointwise quadratically supportable at solutions as long as on the small bounded neighborhood of a solutionx, where |(∆x) i,j | < α, q is small enough that there are no constant functions over the support of 3 × 3 aroundx i,j which satisfy the constraints |(Ax) i,j − b i,j | ≤ q, 1 ≤ i, j ≤ n. This much we must assume. We demonstrate our results of reconstruction a close-up image shown in Figure 4 of dimension size n × n where n = 64 using the statistical multiresolution levels approach. The confidence level q was set to 0.07. The graphs in Figure 5 show the a posteriori error bound results of the algorithm's performance with quadratic objective 
