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With existing numerical models for fluid particle systems in CHEM, the acoustic-particle
interactions associated with two-phase dilute dispersed flow can be captured and the particle
model can be validated using experimental and analytical data and verified using numerical
techniques. The experimental and analytical data come from Zink and Delsasso and provides
data for particles of diameters 5 to 15 microns for frequencies between 500Hz to 13600Hz. In the
particle number density measurements by Zink and Delsasso there was a 10% estimated error
range. Using the fourth order skew symmetric flux in CHEM and the built in Eulerian and
Lagrangian particle models, the sound wave dissipation was captured and found to be within the
margin of error. Two additional tests were conducted to measure the effect of nonlinear acoustics
and increased bulk density on the dissipation. Nonlinear effects showed no significant effect and
the linear increase in bulk density showed a linear increase in dissipation.
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CHAPTER I
INTRODUCTION
The introduction of a particulate phase into a quiescent flow with acoustic waves can
introduce complications unique to the acoustic-particle interaction. The nature of these
complications can vary depending on the characteristics of the particulate phase and the
surrounding flow. Models designed to capture these acoustic-particle interactions usually make
assumptions about different characteristics that can affect the model’s ability to capture the
interactions. With existing numerical models for fluid particle systems, the acoustic-particle
interactions can be captured when sufficient consideration for these assumptions is considered.
With these assumptions in mind, the particle model can be validated using experimental and
analytical data and verified using numerical techniques.
The first step in validating the particle model is finding a unit physics test. This is a test
that isolates certain physics to be sensitive to the change in a certain parameter of the test. For
this investigation, a unit physics test was discovered in the work of Zink and Delsasso (1958).
Their article, and the process of finding a unit physics test, is documented in Chapter 2 of this
paper. The next step is to investigate the physics of the flow and the physics the model
implements to determine how valid the assumptions of the model are and if any discrepancies
need to be resolved. This is discussed in more detail throughout Chapter 3 of this thesis. The
final step in the validation process conducted in this investigation was the comparison between
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the predictions of the particle model and the experimental data from Chapter 2. These findings
are shown and discussed in Chapter 5 of this thesis.
For the verification of the numerical methods associated with the particle model, or the
process of checking the ability of the numerical methods to solve the PDE’s of the particle
model, first involved a Method of Manufactured Solutions (MMS) test. This MMS test involves
creating a solution that is known, but not connected to any physical solution, and having the
numerical methods solve the PDE’s with that solution. This result of this is an exact solution that
is used as a source term in the calculation of the numerical methods and allows the user to see
the degree to which the error changes with refinement off the grid and time-step effectively
testing the order of convergence of the numerical method. This is detailed more in Chapter 5 as
well as the numerical setup for the test cases. Sources of numerical error and steps taken to
mitigate this error are detailed in Chapter 4.
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CHAPTER II
LITERATURE REVIEW
When researching the literature available for experimental data, extensive research was
found for acoustic effects on particles or droplets, but not much data was found concerning the
particles effect on acoustics. This problem was exacerbated by the need to find unit physics
problem that isolated the acoustic-particle interactions in a way to verify the acoustic
performance of particulate models implemented in computational fluid dynamics (CFD)
algorithms. An example of acoustic effects on particles was the paper “Modeling of Acoustic
Agglomeration Processes Using the Direct Simulation Monte Carlo Method” by Sheng and Shen
(2006). Here a direct simulation of the Monte Carlo method was used investigate agglomeration
models for the purpose of improving capturing and removing techniques for micron and
submicron particles from industrial sources: carbon-fuel fired power plants. Other examples of
data that was aligned with our goal of finding dissipation data, but failed to meet the unit physics
requirement were: “Measurements of the Attenuation of Sound by a Warm Air Fog” by Cole and
Dobbins (1970) which used water droplets and not solid particles and our investigation was
focused on solid dense particles; “Experiments and Simulations on Turbulence Modification by
Dispersed Particles” by Eaton (1994) which had a primary focus on turbulence with dispersed
particle involving more complex effects than a unit physics test requires; and “Contribution of
the Acoustic-Wake Effect to the Attenuation of Sound in Dilute Suspensions of Rigid Particles”
by Gonzalez and Gallego-Juarez (2003) which focused more on the flow around an individual
3

particle rather than the group of particles’ effect on the acoustics. Eventually in the research, the
paper by Zink and Delssasso (1958) titled “Attenuation and Dispersion of Sound by Solid
Particles Suspended in a Gas” was discovered. Temkins and Dobbins (1966) later validated their
research in a paper titled “Attenuation and Dispersion of Sound by Particulate-Relaxation
Processes”. From these papers, a unit physics problem was identified in the Zink and Delsasso
experiment and two approaches for modeling particles was identified for linear dilute dispersed
phase particle-acoustic interactions.
The first approach is based on research done by Zink and Delsasso where the particles are
modeled as a heavy gas super-positioned with the regular air and specific terms are added into
the equations to represent the additional mass and heat capacity of the particles. The paper
compares the theory of Epstein and Carhart with data collected by the authors from the
experiments they conducted. The theory characterizes two modes of coupling that are controlled
by the “mass of particles contained in a cubic centimeter of the gas-particle mixture (m’) and the
total heat capacity of the particles contained in a mole of the gas-particle mixture (Cv’).” The
theory states that at very high frequencies these two values, m’ and Cv’, go to near zero due to
the particles inertia and heat capacity preventing the particle from following the sound wave
motion and the temperature fluctuations around the particle are so rapid that heat between the gas
and particle cannot be exchanged. For frequencies near zero the particles are able to follow the
displacements caused by the acoustic waves and there is little to no relative motion between the
particles and gas. These two extremes of the theory result in little to no viscous attenuation due
to the particles. For values in between the extremes for frequencies the paper makes corrections
to the equations and states their purpose of experimentally verifying the theoretical predictions
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with the equation corrections. From the frequency range of 500 to 13,600, the experimental
results agree well with the corrected equations from the theoretical model.
The second method to simulate the particles involves a theory of attenuation and
dispersion that is best described in the first paper, which lays out the theory and directly
compares it to the experimental data from the previous Zink and Delsasso paper, while the
second paper extends the research to confirm the existence of the predicted maximum
attenuation and dispersion ranges respectively. The Temkin and Dobbins paper “Attenuation and
Dispersion of Sound by Particulate-Relaxation Processes” (Temkins and Dobbins, 1966)
acknowledges the theory in Zink and Delsasso’s paper but uses a “theory for particulate
attenuation and dispersion of sound that is formulated that shows explicitly the relaxation
character of the problem”. This second theory serves to give validity to the Zink and Delsasso
theory, which was the primary analytical model used in this investigation for verification of the
dissipation process that particles introduce into a dispersed multiphase flow.
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CHAPTER III
PHYSICS
Multi-phase flows are found in a wide range of applications and appear in different forms
depending on the phase distribution in the flow. Some examples of multiphase flows are rivers
with sediment, pollutants in atmosphere, solid rocket exhaust plumes, clouds, manufactured
sprays like paint or pesticides, etc. Two categories can be distinguished, and they are the
interfacial multi-phase flows and dispersed multi-phase flows. Interfacial multi-phase flows are
primarily concerned with the interface between two phases, as the name would suggest.
Dispersed multi-phase flows are concerned with elements in the flow that are usually, particles,
droplets, or bubbles and the primary interest is in the general effect of these elements on the
carrier phase, either the carrier gas or liquid. Experimental research has been conducted on
dispersed multi-phase flows and the physics of the dispersed elements introduce complexities
when modeling the general effect on the carrier flow.
3.1

Dispersed Two-Phase
For this investigation the specific phase distribution investigated is the one most similar

to solid rocket exhaust plumes, which is the dispersed phase multiphase flow. This regime of a
two or multi-phase flow can have either gas bubbles dispersed in a liquid or solid particles or
droplets dispersed in gas where the dispersed phase is distributed uniformly throughout the
carrier phase as opposed to free surface or slug flows where the phases have distinct phase
boundaries. Furthermore, the dispersed distinction of the particulate phase can be reliably
6

determined by the volume fraction 𝛼𝑑 , which allows for the equations to either treat the
particulates as isolated elements or with neighboring elements taken into consideration. Other
parameters can be important for determining certain effects of the elements on the flow, like
particle size or size distribution, but for the purpose of categorizing certain regimes, the volume
fraction is a convenient starting parameter. A simple view of the volume fraction is the ratio of
the volume, eq. (3.1) of the dispersed phase in the reference volume and in this way the volume
fraction of the continuous phase can also be defined 𝛼𝑐 , also known as the void fraction. The
sum of both 𝛼𝑑 and 𝛼𝑐 should be equal to one to conserve mass. The bulk density, which is the
density of the dispersed phase if it was modeled as a gas, is defined similarly to eq. (3.1) in form
but uses the ratio of the mass of the dispersed phase, 𝛿𝑀𝑑 , and the reference volume, eq. (3.2). In
these equations, 𝛿𝑉 ° represents the reference volume used to get a stationary average.
𝛿𝑉𝑑
𝛿𝑉

(3.1)

𝛿𝑀𝑑
𝛿𝑉→𝛿𝑉 ° 𝛿𝑉

(3.2)

𝛼𝑑 = lim

𝛿𝑉→𝛿𝑉 °

𝜌̅𝑑 = lim

The bulk density can be related to the material density as shown in eq. (3.3) with 𝜌𝑑
representing the material density of the dispersed phase. With eq. (3.3), substituted into eq. (3.2),
a clear definition and useful definition of volume fraction emerges in eq. (3.4).
𝛿𝑀𝑑 = 𝜌𝑑 𝛿𝑉𝑑
𝛼𝑑 =

𝜌̅𝑑
𝜌𝑑

(3.3)
(3.4)

For a material density ratio, as defined in eq. (3.4), of the order 10e-3 or less the flow is
considered dispersed and for the purposes of this investigation, the flow is assumed to be in this
regime of two-phase flow.
7

3.2

Dense and Dilute Two-Phase
For a solid rocket exhaust plume, it is typically aluminum oxide particles dispersed in

gas. One further distinction needs to be made within the dispersed two-phase regime and it
concerns the volume fraction and inter-particle spacing (measured in particle diameters). There is
the dense dispersed two-phase flow and dilute dispersed two-phase flow: this distinction can be
made by looking at the ratio of the velocity or momentum response time of the particulate phase,
𝜏𝑣 , and the average time between particle collisions, 𝜏𝑐 . If this ratio is below one the flow is
considered dilute and if the ratio is greater than one the flow is considered dense. The response
time for the particulate phase’s momentum comes from the equation of motion for a particle in a
gas, eq. (3.5). This equation is derived from Newton’s Second Law.
𝑚

𝑑𝑣 1 𝜋𝐷2
= 𝐶
𝜌 (𝑢 − 𝑣)|𝑢 − 𝑣|
𝑑𝑡 2 𝐷 4 𝑐

(3.5)

When the dispersed phase Reynolds number is defined as it is in eq. (3.6) and the mass is
divided out in eq. (3.5), eq. (3.7), is produced. Here u and v represent the gas velocity and
particle velocity respectively, 𝜇𝑐 represents the viscosity of the gas, and D is the diameter of the
particle. From eq. (3.5) when the flow is at the lower limits of the Reynolds number are, which is
defined as Stokes Flow, the factor 𝐶𝐷 𝑅𝑒𝑟 /24 goes to unity, leaving the other term with
reciprocal time dimensions, the momentum time response eq. (3.8). Drag factors for higher
Reynolds number will be discussed in the next section.
𝑅𝑒𝑟 =

𝜌𝑐 𝐷|𝑢 − 𝑣|
𝜇𝑐
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(3.6)

𝑑𝑣
1 𝐶𝐷 𝑅𝑒𝑟
(𝑢 − 𝑣)
=
𝑑𝑡 𝜏𝑝 24
𝜏𝑝 =

𝜌𝑑 𝐷2
18𝜇

(3.7)

(3.8)

In eq. (3.8), 𝜏𝑝 , represents the time for a particle to achieve 63% of the stream velocity,
when released from rest, relating the time required for a particle to respond to a change in
velocity. The momentum response time is an important parameter for determining the Stokes
number and the distinction of dilute and dense flows.
Starting with the Stokes number as defined in eq. (3.9), it can give insight into how
closely the particle phase reacts to and follows the continuum phase. The term 𝜏𝐹 is any time
characteristic of the flow field. When the value of the Stokes number is 𝑆𝑡 ≪ 1, the particles
have more than enough time to respond to changes in the flow, thus making the particle and fluid
velocities nearly equal. However, if the Stokes number is much greater than 1, then the particles
have no time to respond to flow changes, thus the particle velocity will be affected very little by
the flow field.
𝑆𝑡𝑣 =

𝜏𝑝
𝜏𝐹

(3.9)

The two distinctions, dense and dilute, describe the dominating factor in how the particle
motion is controlled. For dilute flows, fluid forces dominate the particle motion whereas in a
dense flow the particle motion is determined by particle collisions. The ratio of the particle
momentum response time and the average time between particle collisions (𝜏𝐶 ), eq. (3.10)
determines if a flow is considered dilute or dense: when the ratio is greater than one the flow is
considered dilute and when the ratio is less than one it is considered dense.
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𝜏𝑝
𝜏𝐶

(3.10)

To estimate the number of collisions of particles of diameter D with a relative
velocity, 𝑣𝑟 , with respect to the particles, in time 𝛿𝑡, the classic equation is eq. (3.11). The
collision frequency is eq. (3.12) followed by the equation for the time between collisions in eq.
(3.13). In this investigation, a dispersed two-phase flow will be the principal regime investigated.

𝛿𝑁 = 𝑓𝑐 𝛿𝑡

(3.11)

𝑓𝑐 = 𝑛𝜋𝐷2 𝑣𝑟

(3.12)

𝜏𝐶 =

3.3

(3.13)

1
𝑓𝑐

Coupling
The coupling here will be comprised of the influence that both the fluid and particles

have on each other while coupling of particle-to-particle interactions through collisions or wake
effects are considered to be negligible due to the dilute nature of the investigation. The coupling
for this investigation is assumed to not include mass coupling effects, momentum coupling from
the drag force of the dispersed and continuous phase, and energy coupling from heat transfer.
For the momentum coupling, the parameter is defined by the drag force due to the dispersed
phase over the momentum flux of the continuous phase, eq. (3.18). The equation for the drag due
to the dispersed phase will be discussed later in connection with other forces associated with the
dispersed phase, however for completion purposes in this context, Stokes Drag will be used for
10

these equations here, eq. (3.19). The momentum flux of the continuous phase is defined in eq.
(3.20). L in these equations represents the control volume side length and n is the number of
particles in the control volume.
Π𝑚𝑜𝑚 =

𝐷𝑑
𝑀𝑜𝑚𝑐

(3.18)

D𝑑 = 𝑛𝐿3 3𝜋𝜇𝐷(𝑢 − 𝑣)

(3.19)

𝑀𝑜𝑚𝑐 = 𝜌̅𝑐 𝜇 2 𝐿2

(3.20)

From these equations, when simplifying, the resulting coupling parameter definition, eq.
(3.21) uses both the loading factor term C, eq. (3.22) and Stokes number for momentum transfer
eq. (3.23). The simplifying process involves using an equivalency for the Stokes number that
relates two velocities seen in eq. (3.24). In eq. (3.21) it can be seen that the momentum coupling
depends on the loading factor and the momentum Stoke number, which relies on the response
time of the dispersed phase, concluding that momentum effects become less important for small
loadings and large Stokes numbers or large response times.
Π𝑚𝑜𝑚 =

𝐶
1 + 𝑆𝑡𝑚𝑜𝑚

𝐶=

𝜌̅𝑑
𝜌̅𝑐

(3.21)

(3.22)

𝜏𝑣 𝜇
𝐿

(3.23)

𝑢𝑑
1
~
𝑢𝑐 1 + 𝑆𝑡𝑉

(3.24)

𝑆𝑡𝑚𝑜𝑚 =

For the energy coupling the thermal response time needs to be defined from the equation
for the particle temperature, with the assumptions that the temperature is uniform in the particle
and that radiative effects are unimportant, in eq. (3.25).
11

mc𝑑

𝑑𝑇𝑑
= (𝑁𝑢)𝜋𝑘𝑐 𝐷(𝑇𝑐 − 𝑇𝑑 )
𝑑𝑡

(3.25)

In this equation, the Nu term is Nusselt number and 𝑐𝑑 si the specific heat of the particle
material and 𝑘𝑐 is the thermal conductivity of the continuous phase. When the mass and specific
heat of the particle material is divided through, the thermal response term becomes clear in the
resulting equation, eq. (3.26). An important note is that for eq. (3.26), the equation shown is for
the Stokes regime and corrective terms can be introduced to adjust for higher Reynolds numbers,
which will be discussed in the next section of this chapter. From this equation, the term defined
in eq. (3.27) is the thermal response term.
𝑑𝑇𝑑 𝑁𝑢 𝑓
=
(𝑇 − 𝑇𝑑 )
𝑑𝑡
2 𝜏𝜃 𝑐
𝜏𝜃 =

𝜌𝑑 𝑐𝑑 𝐷2
12𝑘𝑐

(3.26)

(3.27)

With these equations, the energy coupling parameter can be understood, which is defined
in eq. (3.28). The heat transfer is defined in eq. (3.29) that can get to 𝑄̇𝑑 , and the energy flux of
the continuous phase eq. (3.30). This coupling parameter is similar to the momentum parameter
in that the ratio of two flow characteristics can be equated to a Stokes number relation defined in
eq. (3.31). From these equations it can be seen that, in eq. (3.32), again similarly to the
momentum equation, one-way coupling can be justified if the thermal Stokes number.
Π𝑒𝑛𝑒𝑟 =

𝑄̇𝑑
𝐸̇𝑐

(3.28)

𝐻̇𝑑 = 𝑛𝐿3 𝜋(𝑁𝑢)𝑘𝑐 𝐷(𝑇𝑑 − 𝑇𝑐 )

(3.29)

𝐸̇𝑐 = 𝜌̅𝑐 𝑢𝑐𝑝 𝑇𝑐 𝐿2

(3.30)
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(3.31)

𝑇𝑑
1
~
𝑇𝑐 1 + 𝑆𝑡𝑇
Π𝑒𝑛𝑒𝑟 =

3.4

(3.32)

𝐶
𝑆𝑡𝑇 + 1

Drag Equations
As for the drag correction terms, there are different considerations for the different flow

regimes. Starting with the equation of motion for the particle in eq. (3.33), which is a version of
eq. (3.7) using the steady state drag coefficient, with f representing the drag factor, the

𝐶𝐷 𝑅𝑒𝑟
24

part

of eq (3.7): this f term can vary with Reynolds number. In eq. (3.33), the equation of motion with
the Stokes drag factor f, which is used to correct for larger Reynolds numbers, is shown.
𝑚

𝑑𝒗
= 3𝜋𝜇𝐷𝑓(𝒖 − 𝒗) + 𝑚𝑔
𝑑𝑡

(3.33)

For low Reynolds numbers up to 800 is eq. (3.34) for the drag factor and it is from Shiller
and Naumann in 1933. A quick note should be made that the Shiller and Naumann paper
referenced is the paper referenced in the Crowe textbook, the original German paper was not
reviewed during this investigation but rather the findings mentioned in the Crowe textbook
“Multiphase Flows with Droplets and Particles.” For higher numbers Putnam (1961) proposed
eq. (3.35) which gives a discontinuity at 1000 for the Reynolds number.
𝑓 = (1 + 0.15𝑅𝑒𝑟0.687 )

𝑓 ={ 1+

2
𝑅𝑒𝑟3

6
0.0183𝑅𝑒𝑟

𝑅𝑒𝑟 < 1000
1000 ≤ 𝑅𝑒𝑟 < 3 × 105
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(3.34)

(3.35)

Later in 1970, Clift and Gauvin gave a more accurate correlation for the entire subcritical
Reynolds number range and provides a fit for f within ±6% of experimental values, given in eq.
(3.36). This drag factor is for the momentum equations
𝑓 = 1 + 0.15𝑅𝑒𝑟0.687 + 0.0175(1 + 4.25 × 104 𝑅𝑒𝑟−1.16 )−1

(3.36)

There is also a heat conduction correlation function for the energy equation, shown in eq.
(3.37) that adjusts the equation for higher Reynolds numbers. This drag factor correction term
was developed by Ranz and Marshall in 1952.
1

𝑓𝜃 = 1 + 0.3 ∗ 𝑅𝑒𝑟2 ∗ 𝑃𝑟 1/3

(3.37)

With these two drag factors as the default, there was a point in this investigation where
the discrepancies between the two particle models available in CHEM was studied in order to
facilitate comparisons with the analytical model, which did not include these corrections. This
simple drag factor set both 𝑓 and 𝑓𝜃 to equal one, facilitating the comparison between the
models.
3.5

CHEM
CHEM is a CFD (computational fluid dynamics) code that implements Eulerian and

Lagrangian dilute dispersed phase particle models in a time dependent domain. The purpose of
this investigation is to validate the applicability of time dependent dispersed phase particle
models for the prediction of acoustic-particle interactions and then by extension validate the
CHEM CFD solver. This validation will use limited experimental data from Delsasso and Zink
that captures linear acoustic-particle interactions for dilute dispersed phase flows.
The assumptions for the particle models used in CHEM can be discussed in the context of
the previously discussed equations. The first assumption that must be met is that the volume
14

fraction of the particles should be small and the ratio of material density of the gas to the particle
is small, this assumption affects the magnitude of the loading factor C. Additionally, these three
assumptions must be met: 1) particles are spherical, and no deformation occurs; 2) no particle
collisions or coalescence; 3) the last assumption is that the only forces exerting on the particles
are due to drag and gravity. All other unsteady forces such as virtual mass effect and Basset force
are assumed to be negligible, which is based on the larger particle density than the gas and the
size of particles is much smaller than any significant length scale in the undisturbed gas flow.
These three assumptions are also valid for the flow category that has already been defined, that is
the dispersed dilute two-phase flow. The dispersed characterization implies that the loading ratio
is small and this would help satisfy the primary assumption about the material density ratios. The
dilute characterization implies that the particle-particle interactions are negligible and this helps
satisfy the second and third assumptions. An implicit assumption for these equations has always
been that there are spherical particles without deformation, even though CHEM has droplet
models that consider deformation of particles. The main question arises whether unsteady and
pressure force models are needed to accurately capture the acoustic response to the presence of a
dilute dispersed phase. A brief explanation of some forces associated with particle-gas
interactions will help make clear the unsteady nature and reveal potential sources of modeling
error with the addition of acoustic waves.
3.6

Pressure Force
Starting with the most obvious, the force due to pressure on a particle is dependent on the

pressure gradient over the volume of the particle. Due to the material density ratio,

𝜌𝑐
⁄𝜌𝑝 , being

less than 103, the pressure forces can typically be neglected. For these cases with alumina oxide
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particles, a material density of 2240 kg/m3 (Zink and Delsasso, 1958), and air at 300 K, a
material density of 1.2 kg/m3 is used for computational purposes. In eq. (3.38) the net pressure
force acting on a particle is given. By using the divergence theorem and assuming the pressure
gradient is uniform over the whole particle, eq. (3.39) is obtained.
𝐅𝑝 = ∫ −𝑝𝒏𝑑𝑆

(3.38)

𝑐𝑠

𝐅𝑝 = −∇p𝑉𝑑

(3.39)

Next eq. (3.40) is the definition of the pressure gradient and combined with eq. (3.39), eq.
(3.41) is produced, stating that the pressure force is equal to the weight of the fluid displaced.
This is the definition of Archimedes Principle and also defines the buoyant force, which arises
from the pressure gradient.
∇p = −𝜌𝑐 𝑔𝑒⃗𝑧

(3.40)

𝐹𝑝 = 𝜌𝑐 𝑔𝑉𝑑

(3.41)

Additionally, buoyancy forces only go to zero at hydrostatic equilibrium or when the
density of the gas is equal to the density of the particle. This force could be neglected due to the
low mass ratio implying a small volume fraction of the flow, as seen in eq. (3.41).
3.7

Basset Force and Virtual Mass Effect
Two other forces that are often neglected because of their unsteady nature are the virtual

mass effect and the Basset force. The virtual mass effect is the force required to accelerate the
surrounding fluid, or the force the particle enacts on the fluid, defined in eq. (3.42). The Basset
force is due to the lagging boundary layer development with changing relative velocity or the
force the fluid enacts on the particle, defined in eq. (3.43).
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𝜌𝑐 𝑉𝑑
(𝒖̇ − 𝒗̇ )
2

(3.42)

𝑡
(𝒖 − 𝒗)0
3 2
𝒖̇ − 𝒗̇
= 𝐷 √𝜋𝜌𝜇 {∫
𝑑𝑡 ′ +
}
′
2
√𝑡
0 √𝑡 − 𝑡

(3.43)

𝑭𝑣𝑚 =
𝑭𝑏𝑎𝑠𝑠𝑒𝑡

Since both forces depend on either the velocity of the particle, which presumably will
change under the influence of an acoustic wave, or the relative velocity to the particle, which will
change under the influence of an acoustic wave, it can be reasonably assumed that there is some
concern as to if the model will be accurate. The effect of these two forces has been researched
under the influence of simple harmonic waves and Hjemflet and Mockres (1966) determined that
the Basset force and virtual mass effect become insignificant for a material density ratio of less
than 10-3 and if the square root of the dynamic viscosity divided by the fluid density times
frequency times the particle diameter squared is greater than 6. Additionally, Voir and
Michaelides (1994) have shown that the Basset force is negligible for oscillating velocity fields if
the ratio of material densities is less than 0.002 and the frequency times the particle response
time is less than 0.5. With these two studies in context, it becomes clear that there is a stronger
likelihood that the models perform better under certain conditions. The consideration of nonuniform unsteady effects includes the addition of the Faxen force, defined in eq. (3.44) from
Happel and Brenner in 1973. This force considers the unsteady effects in order to extend the
Stokes regime drag equations. In the Faxen force ∇2 𝒖 is evaluated at the particle position.
𝑭𝐹 = 𝜇𝜋

𝐷3 2
∇ 𝒖
8

(3.44)

Additionally, buoyancy forces are considered negligible when the material density of the
particles is much greater than the gas due to the pressure head in the gas being much less than the
gravitational force. The experimental paper by Delsasso and Zink noted that the time it takes for
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the particles to settle is significantly longer than the period of the acoustic waves therefore any
settling effect on the particles can be considered negligible for this investigation. Secondly, one
force that isn’t clearly defined in the drag force is the Faxen force which accounts for the nonuniform flow effects. Two other forces that are neglected because of their unsteady nature are the
virtual mass effect and the Basset force. The virtual mass effect is the force required to accelerate
the surrounding fluid, or the force the particle enacts on the fluid, and the Basset force is due to
the lagging boundary layer development with changing relative velocity or the force the fluid
enacts on the particle. Since both forces depend on the velocity of the particle, both of which will
change under the influence of an acoustic wave, it can be reasonably assumed that there is some
concern as to if the model will be accurate.

18

CHAPTER IV
NUMERICAL
For this investigation CHEM was used to run the simulations of dilute dispersed twophase flow and acoustic interactions, as already mentioned because this most closely resembles a
solid rocket exhaust plume scenario. In CHEM there are multiple numerical methods available to
solve the equations and this section documents how the governing equations are discretized and
solved with a time-accurate method. The numerical methods to improve accuracy and reduce
error are also described and documented.
4.1

Governing Equations
The governing equations carrier phase are given in eq. (4.1) in this order: continuity

equation, x momentum equation, and energy equation.
𝜕𝜌
+ ∇ ∙ (𝜌𝒖) = 0
𝜕𝑡

(4.1)

𝜕𝜌𝑢
𝑓(𝑅𝑒𝑟 )
+ ∇ ∙ (𝜌𝒖𝒖 + 𝑝𝐼) = ∇ ∙ 𝝉̃ − 𝛼𝜌𝑝
(𝒖 − 𝒖𝑝 )
𝜕𝑡
𝜏𝑝

(4.1)

𝜕𝜌𝑒0
+ ∇ ∙ (𝜌𝑒0 + 𝑝)𝒖
𝜕𝑡
= ∇ ∙ (𝑢 ∙ 𝝉) + ∇ ∙ ((𝑘 + 𝑘𝑡 )∇𝑇) −

− 𝛼𝜌𝑝 𝑐𝑑

𝛼𝜌𝑝 𝒖𝑝 ∙ (𝒖 − 𝒖𝑝 )
𝜏𝑝

𝑓𝜃 (𝑅𝑒𝑟 )
(𝑇 − 𝑇𝑝 )
𝜏𝜃

In the governing equations, 𝝉̃ is the stress tensor and it is defined in eq. (4.4).
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(4.3)

𝜏𝑖𝑗 = (𝜇 − 𝜇𝑡 ) (

𝜕𝑢𝑖 𝜕𝑢𝑖
2
+
) − [(𝜇 + 𝜇𝑡 )∇ ∙ 𝒖]𝛿𝑖𝑗 , 𝑖 = 1,2,3, 𝑗 = 1,2,3,
𝜕𝑥𝑗 𝜕𝑥𝑖
3

(4.4)

The governing equations are discretized by a finite volume procedure. The governing
equations after being integrated over the computational cell, for a three-dimensional flow
assuming ideal gas with a single species, written in vector form for an arbitrary control volume
Ω𝑐 become eq. (4.5) with 𝑄, 𝐹𝑖 , and 𝐹𝑣 are defined in eq. (4.6) with the conservative variables. 𝑉̃
is the species mass diffusion velocity in eq. (4.6).
𝑑
∫ 𝑄 𝑑𝑉 + ∫
𝐹𝑖 𝑑𝑆 = ∫
𝐹𝑣 𝑑𝑆
𝑑𝑡 Ω𝑐(𝑡)
𝛿Ω𝑐 (𝑡)
𝛿Ω𝑐 (𝑡)
𝜌𝒖
𝜌
0
𝝉̃
𝑄 = [ 𝜌𝒖 ] , 𝐹𝑖 = [(𝜌𝒖𝒖 + 𝑝𝑰̃)] , 𝐹𝑣 = [
]
𝜌𝑒0
𝒖 ∙ 𝝉̃ + 𝑞
(𝜌𝑒0 + 𝑝)𝒖

(4.5)
(4.6)

The finite volume method guarantees that numerical truncation errors do not violate
conservation properties. For the numerical integration of eq. (4.5) approximations of the volume
integrals using second-order midpoint rule is used, and for the approximation of the surface
integrals is accomplished by summing the contributions of each of the NF faces of the cell. For
the surface integral, each individual contribution is approximated using the midpoint rule.
4.2

Flux Scheme
For the flux calculations, the fourth order skew symmetric scheme is used that is a hybrid

of a low dissipation skew symmetric flux, designed for Cartesian meshes, and an upwinded
unstructured method such that the Cartesian mesh algorithm is recovered for regular meshes and
also have a low dissipation characteristic on irregular meshes. Eq. (4.7) is the 2nd order skew
symmetric flux that uses average values to evaluate the flux at the cell faces.
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𝐹𝑎𝑣𝑔 (𝑙, 𝑟) = 𝜌(𝑝𝑎𝑣𝑔 , 𝑇𝑎𝑣𝑔 )(𝑢
⃗⃗𝑎𝑣𝑔 ∙ 𝑛⃗⃗) (

1
𝑢
⃗⃗𝑎𝑣𝑔

0

𝑝𝑎𝑣𝑔 𝑛⃗⃗
)+(
)
𝑝𝑎𝑣𝑔 (𝑢
⃗⃗𝑎𝑣𝑔 ) ∙ 𝑛⃗⃗
𝑒(𝑝𝑎𝑣𝑔 , 𝑇𝑎𝑣𝑔 ) + 𝑘𝑎𝑣𝑔

(4.7)

In eq. (4.2), 𝜌(𝑝, 𝑇) the density, and 𝑒(𝑝, 𝑇), the internal energy, are defined by the
equation of state, shown in eq. (4.8). Additionally, the face normal vector is 𝑛⃗⃗ and 𝑝𝑎𝑣𝑔 , 𝑇𝑎𝑣𝑔 ,
𝑢
⃗⃗𝑎𝑣𝑔 , and 𝑘𝑎𝑣𝑔 are defined in eq. (4.9).
𝜌(𝑝, 𝑇) =

𝑝
𝑅̃ 𝑇

𝑅̃
e(p, T) =
𝑇
𝜆−1
𝑝𝑎𝑣𝑔 =

1
(𝑝 + 𝑝𝑟 )
2 𝑙

𝑇𝑎𝑣𝑔 =

1
(𝑇 + 𝑇𝑟 )
2 𝑙

𝑢
⃗⃗𝑎𝑣𝑔 =

1
(𝑢
⃗⃗ + 𝑢
⃗⃗𝑟 )
2 𝑙

(4.8)

(4.9)

1
𝑘𝑎𝑣𝑔 = 𝑢
⃗⃗𝑎𝑣𝑔 ∙ 𝑢
⃗⃗𝑎𝑣𝑔 − (𝑢
⃗⃗ ∙ 𝑢
⃗⃗ + 𝑢
⃗⃗𝑟 ∙ 𝑢
⃗⃗𝑟 )
4 𝑙 𝑙

Eq. (4.7) can be used to construct the 4th order flux used in this investigation given in the
form of eq. (4.10).
𝐹𝑎𝑣𝑔 (𝑙, 𝑟) = (1 + 2𝛽)𝐹𝑎𝑣𝑔 (𝑙, 𝑟) − 𝛽(𝐹𝑎𝑣𝑔 (𝑙𝑙, 𝑟) + 𝐹𝑎𝑣𝑔 (𝑟, 𝑟𝑟))

(4.10)

1

Here 𝛽 = 6 gives the 4th order skew symmetric flux, further denoted by SSF, and ll
denotes the value of the cell left-of-left and rr is the cell right-of-right. When 𝛽 = 0 the flux
reduces to the KEC scheme which will provide the central flux scheme in this hybridized
scheme. Because skew symmetric flux schemes generally fail for flows with discontinuities, the
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scheme used hybridizes with a standard upwind scheme achieved by using a weighted average of
central flux to the local face Mach number according to eq. (4.11).
𝑢
⃗⃗𝑙,𝑡ℎ =
𝑢
⃗⃗𝑟,𝑡ℎ

𝑢
⃗⃗𝑙 + 𝑢
⃗⃗𝑟
𝑢
⃗⃗𝑙 − 𝑢
⃗⃗𝑟
+ min (𝑀𝑓 , 1)
2
2

𝑢
⃗⃗𝑙 + 𝑢
⃗⃗𝑟
𝑢
⃗⃗𝑟 − 𝑢
⃗⃗𝑙
=
+ min (𝑀𝑓 , 1)
2
2

(4.11)

The time integration used is an implicit second order accurate three-point backward
scheme using the global timestep specified by the dtmax variable. This time integration scheme
uses a two-parameter family of algorithms as described by Warming and Beam (1978), shown in
eq. (4.12).
𝑉((1 + 𝜓)Δ𝑄 𝑛 − 𝜓Δ𝑄 𝑛−1 ) = Δ𝑡{(1 − 𝜃)𝑅 𝑛 (𝑄 𝑛 ) + 𝜃𝑅 𝑛+1 (𝑄 𝑛+1 )}

(4.12)

In eq. (4.8) Δ𝑄 𝑛 = 𝑄 𝑛+1 − 𝑄 𝑛 , 𝜃 and 𝜓 are two parameters that determine the accuracy
of the time integration. For a second order, three-point backward setting, 𝜃 = 1 and 𝜓 = 0.5.
For the fourth order viscous flux scheme, Nishikawa (2011), developed a fourth order
scheme that was implemented into CHEM. This scheme is a cell-centered finite volume scheme
and is shown in eq. (4.13).
𝑣
𝑣𝛼
(𝑢 − 𝑢𝐿 )
̂𝑗𝑘 −
𝜙𝑗𝑘 = − ((∇ ∙ 𝒖)𝑅 + (∇ ∙ 𝒖)𝐿 ) ∙ 𝒏
2
2𝐿𝑟 𝑅
In this equation, 𝐿𝑟 =

1
2

(4.13)

̂𝑗𝑘 | is the reference length: ∆𝒍𝑗𝑘 = (𝑥𝑘 − 𝑥𝑗 , 𝑦𝑘 − 𝑦𝑗 ) and
|∆𝒍𝑗𝑘 ∙ 𝒏

̂𝑗𝑘 is the unit face normal vector, while j and k are adjacent data points. In the implementation
𝒏
of this flux in this investigation, 𝛼 =

4
3

because it makes this scheme fourth order accurate on

structured grids. Lastly, 𝑢𝑅 and 𝑢𝐿 are defined in eq. (4.14) and (4.15).
𝑢𝑅 = 𝑢𝑗 + ∇𝑢𝑗 ∙ ∆𝑥𝑗𝑚
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(4.14)

𝑢𝐿 = 𝑢𝑘 + ∇𝑢𝑘 ∙ ∆𝑥𝑘𝑚
4.3

(4.15)

Newton Iterations, Gauss-Seidel Iterations
The Newton-Raphson method is employed to reduce residuals and in the case of this

investigation it was found that any number of newton iterations past 10 saw no additional
reduction in the residual, indicating that 10 newton iterations were sufficient in reducing the
error down to only round off error. The standard scheme for Newton iterations is expressed in eq.
(4.16) where 𝜙 is the unknown at each point at time n+1 and the asterisk denote the iteration
value for 𝜙. The iteration value is started with an assumed value at the n+1 time and the new
values of 𝜙 are assigned to the 𝜙 ∗ term and as the iterations proceed the 𝜙 term approaches 𝜙 ∗
(Pletcher, Tannehill, Anderson, 2013).
𝐹[𝜙 ∗ ] + (

𝜕𝐹
) (𝜙 − 𝜙 ∗ ) = 0
𝜕𝜙 𝜙∗

(4.16)

For this investigation, 4 Gauss-Seidel iterations were used following the
recommendations of the CHEM User Guide (Luke, 2019). Gauss-Seidel iterations are a
numerical technique used to solve a linear system and since the non-linear residuals converged to
machine accuracy, their influence on the numerical error was not considered in this investigation
to be significant.
4.4

Eulerian Model
The Eulerian model uses special averaging (either ensemble or spatial) to achieve a

system of field equations but requires either the number density to be sufficiently large that the
particles can be represented by their statistical average, which will be valid for this investigation,
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or the flow is stationary (Luke, 2019). This averaging is shown in eq. (4.17), (4.18), (4.19), in the
PDE’s defining the particle conservation of mass, momentum, and energy.
𝜕𝛼𝜌𝑝
+ ∇ ∙ (α𝜌𝑝 𝒖𝑝 ) = 0
𝜕𝑡

(4.17)

𝜕α𝜌𝑝 𝒖𝑝
𝑓(𝑅𝑒𝑟 )
+ ∇ ∙ (α𝜌𝑝 𝒖𝑝 𝒖𝑝 ) = 𝛼𝜌𝑝
(𝒖 − 𝒖𝑝 ) + α𝜌𝑝 𝑭
𝜕𝑡
𝜏𝑝

(4.18)

𝜕α𝜌𝑝 ℎ𝑝
𝑓𝜃 (𝑅𝑒𝑟 )
+ ∇ ∙ (α𝜌𝑝 ℎ𝑝 𝒖𝑝 ) = 𝛼𝜌𝑝 𝑐𝑑
(𝑇 − 𝑇𝑝 )
𝜕𝑡
𝜏𝜃

(4.19)

In the above equations, α is the particle volume fraction, 𝜌𝑝 is the particle material
density, 𝑓𝜃 (𝑅𝑒𝑟 ) and 𝑓(𝑅𝑒𝑟 ) are the heat and drag functions for the particles, and 𝜏𝑝 and 𝜏𝜃 are
the particle momentum and thermal response times. 𝑓𝜃 (𝑅𝑒𝑟 ) is defined previously in Chapter 3,
eq. (3.36) and 𝑓(𝑅𝑒𝑟 ) is defined also in Chapter 3, eq. (3.37).The velocity vectors 𝒖𝑝 and 𝒖 are
the velocities for the gas and particle phases, while the terms T and Tp are the temperatures for
the gas and particle phases respectively. Also, cd is the specific heat of the particle, and the F
term is the force per unit mass on the particle due to external forces other than drag, such as
gravity.
The momentum and thermal response times are defined in eq. (3.8) and eq. (3.27)
respectively. The drag and heat functions provide an empirically derived correlation between the
relative particle Reynolds number and the particle heat and drag transfer. The first assumption in
this model is that the particle flow can be considered a continuum, which allows the particles to
be well characterized at any location by an average velocity and particle number density. This
leads to the single velocity assumption that is necessary due to the averaging that limits model to
only handling flows where the particle streams do not cross. If stream crossing occurs the model
will not accurately predict the resulting velocity and could introduce error. However, there are
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instances where the Eulerian model is more appropriate due to particle-particle interactions (like
collisions) that produce a single velocity, however for sufficiently simple flows particle
trajectories do not cross. For this investigation concerning alumina oxide sized particles, the
requirement to still be a dilute dispersed phase, which is the volume fraction of the particles
being low and the ratio of material density of the gas to the particles being small holds true. A
major consideration will have to be made concerning mesh resolution so that the fluid solver can
capture the wavelengths, but also capture any additional results that the particle model might
produce.
At this point the numerical formulation can be shown in this context, as given by the
CHEM User Guide (Luke, 2019). The Eulerian model used the finite volume technique to
discretize the spatial domain and equations (4.17), (4.18), (4.19) were integrated using green’s
theorem to give equations (4.20), (4.21) and (4.22).
𝑑
∫ 𝛼𝜌 𝑑𝑉 + ∫ 𝛼𝜌𝑝 (𝒖𝒑 ∙ 𝒏) 𝑑𝑆 = 0
𝑑𝑡 Ω𝑐 𝑝
Ω𝑐

(4.20)

𝑑
𝑓(𝑅𝑒𝑟 )
∫ 𝛼𝜌𝑝 𝒖𝒑 𝑑𝑉 + ∫ 𝛼𝜌𝑝 𝒖𝒑 (𝒖𝒑 ∙ 𝒏) 𝑑𝑆 = ∫
𝛼𝜌𝑝 (𝒖 − 𝒖𝒑 ) 𝑑𝑉
𝑑𝑡 Ω𝑐
𝜏𝑝
𝜕Ω𝑐
Ω𝑐

(4.21)

𝑑
𝑓𝜃 (𝑅𝑒𝑟 )
∫ 𝛼𝜌𝑝 ℎ𝑝 𝑑𝑉 + ∫ 𝛼𝜌𝑝 ℎ𝑝 (𝒖𝒑 ∙ 𝒏) 𝑑𝑆 = ∫
𝛼𝜌𝑝 𝜌(𝑇 − 𝑇𝑝 ) 𝑑𝑉
𝑑𝑡 Ω𝑐
𝜏𝜃
𝜕Ω𝑐
Ω𝑐

(4.22)

In these equations Ω𝑐 represents the volume of a given finite volume and ∂Ω𝑐 represents
its corresponding surface with a normal vector n. The time derivative is integrated using an
implicit backward Euler time integration and the spatial integrals are evaluated using the second
order midpoint quadrature (Luke, 2019). This resulted in the discrete equations being written as
eq. (4.23).
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𝑄𝑐𝑛+1 − 𝑄𝑐𝑛
𝑉𝑐 = −
∆𝑡

∑

𝐹̂𝑓 (𝑄𝑙𝑛+1 , 𝑄𝑟𝑛+1 )𝐴𝑓

(4.23)

𝑓∈𝑓𝑎𝑐𝑒𝑠(𝑐)

In this equation 𝑉𝑐 is the volume of the cell c, 𝐴𝑓 is the area of the face 𝑓, 𝑄𝑐 is a vector
of conservative variables at cell c given by 𝑄 = [𝛼𝜌𝑝 𝜌, 𝛼𝜌𝑝 𝒖𝒑 ]𝑇 , and 𝐹̂𝑓 (𝑄𝑙 , 𝑄𝑟 ) is a numerical
flux function of left and right extrapolated states described in eq. (4.24). This equation is the
Steger-Warming flux and it is a second order accurate upwind scheme.
𝐹̂𝑓 (𝑄𝑙 , 𝑄𝑟 ) =

4.5

1
1
(𝒖𝒑 ∙ 𝒏 + |𝒖𝒑 ∙ 𝒏|)𝑄𝑙 + (𝒖𝒑 ∙ 𝒏 − |𝒖𝒑 ∙ 𝒏|)𝑄𝑟
𝑙
𝑙
𝑟
𝑟
2
2

(4.24)

Lagrangian Model
The Lagrangian model tracks the particle’s location is space, but to save on

computational cost and resources the model in CHEM utilizes a Monte Carlo simulation of the
multiphase flow, which allows the model to stochastically group particles together into parcels
greatly reducing the computational cost (Luke, 2019). This leads to the main advantage this
model has that is the ability to track each parcel without restrictions on the particle size and
distribution represented by the parcel. The principal disadvantage of the Lagrangian model arises
from this advantage in that the computational cost associated with tracking each particle
becomes too great, and this is where the Monte Carlo method takes over and introduces
statistical noise that is remedied in several ways. Small adjustments can reduce the error like
adding more parcels into the simulation at the cost of computational resources and time. The
main method used to resolve this statistical noise is spatial filtering achieved by a diffusion
operator that approximates a Gaussian kernel approach and this operator splitting in the two
phases by dividing the time advancement algorithm into two independent integrations. This
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results in an issue of lagging the solution of the particle phase, characterized as numerical error,
from the main fluid solution making the particle phase solution dependent on small time-steps.
One of the difficulties associated with acoustic waves is the rapid acceleration and
pressure changes where the lagging effect from the operator splitting could prove to be a source
of additional error in the Lagrangian model and be a damping effect depending on the particle
response time. The larger the difference between the time-step used to compute the particle
phase and the particle response time, where the response time is larger of the two. Additionally,
in terms of the wavelength of the acoustic waves, issues that may arise from parcels overlapping
the trough or peak of the waves or whole wavelengths. This can introduce statistical “shot noise”
when the particles move between cells and the distribution of drag forces between the cells and
particles have discontinuities as they cross particle boundaries.
The governing equations, equations (4.25), (4.26), and (4.27) for the Lagrangian model
were derived from the Basset-Bousinesq-Oseen (BBO) assumption that the density of the particle
is much larger than that of the fluid and the particle size is small compared to the turbulence
integral length scale.
𝑑𝒙𝑝
= 𝒖𝑝
𝑑𝑡

(4.25)

𝑑𝒖𝑝 𝑓(𝑅𝑒𝑟 )
=
(𝒖 − 𝒖𝑝 ) + 𝑭
𝑑𝑡
𝜏𝑝

(4.26)

𝑑ℎ𝑝
𝑓𝜃 (𝑅𝑒𝑟 )
= 𝑐𝑑
(𝑇 − 𝑇𝑝 )
𝑑𝑡
𝜏𝜃

(4.27)

In these equations 𝒖𝑝 , ℎ𝑝 , and 𝑇𝑝 are the particle velocity vector, enthalpy per unit mass,
and temperature and u and T are the gas-phase velocity and temperature interpolated to the
particle location xp. The function 𝑓(𝑅𝑒𝑟 ) is a drag correction for departure from Stokes flow and
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is defined the same way as in eq. (3.36) while the function 𝑓𝜃 (𝑅𝑒𝑟 ) provides correction for
evaporating droplets, although this was considered negligible in this investigation. The term 𝜏𝑝 is
defined the same as eq. (3.8).
Finally, the Lagrangian particle implementation uses an implicit backward differentiation
scheme to support stiff source terms and is shown in the generic form in equations (4.28), (4.29),
and (4.30).
𝑠

𝑥𝑝𝑛+1

+ ∑ 𝛼𝑖 𝑥𝑝𝑛+1−𝑖 = ∆𝑡𝛽𝑢𝑝𝑛+1

(4.28)

𝑖=1
𝑠

𝑢𝑝𝑛+1 + ∑ 𝛼𝑖 𝑢𝑝𝑛+1−𝑖 = ∆𝑡𝛽𝐷𝑝 (𝑢𝑛+1 − 𝑢𝑝𝑛+1 )

(4.29)

𝑖=1
𝑠

ℎ𝑝𝑛+1

+ ∑ 𝛼𝑖 ℎ𝑝𝑛+1−𝑖 = ∆𝑡𝛽𝑁𝑢
𝑖=1

6𝑘
(𝑇 𝑛+1 − 𝑇𝑝𝑛+1 )
𝜌𝑝 𝑑𝑝2

(4.30)

Here, s is the total number of the multi-step scheme, ∆𝑡 is the timestep, and the
4

coefficients for the second order scheme used in the current implementations are: 𝛼1 = − 3, 𝛼2 =
1

2

, and 𝛽 = 3.

3

4.6

Source of Error Discussion
As can be seen from the existing theories, the interaction between the particles and

acoustic waves is related by the particle size and the frequency of the acoustic waves. From
CHEM, two categories of error will be investigated: numerical error and modeling error. The
sources of numerical error are attributed to aspects of the code like the numerical models that
track the particle motion and the numerical scheme for the fluid solver. As for the modeling
error, the sources are attributed to assumptions made in developing the coupling terms between
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the gas flow and particles. The Eulerian and Lagrangian particle models are the two methods
available in CHEM and they each present their own advantages and disadvantages. First, some
shared important assumptions for both models that must be met, such as that the volume fraction
of the particles should be small and the ratio of material density of the gas to the particle is small.
In addition, these three assumptions must be met that were introduced in the previous chapter: 1)
particles are spherical, and no deformation occurs; 2) no particle collisions or coalescence; 3) the
last assumption is that the only forces exerting on the particles are due to drag, gravity, and all
other unsteady forces such as virtual mass effect and Basset force are negligible.
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CHAPTER V
RESULTS
With the numerical methods in CHEM explained previously, and the physics necessary to
model a two-phase dilute dispersed flow, Zink and Delsasso provide an analytical model as well
as experimental data for this flow regime. Their data covered a range of frequencies from 500Hz
to 13600Hz and alumina oxide particles of diameters 5 microns to 15 microns. The data was
captured by a speaker and microphone on opposing ends of a tube with an oscilloscope that had a
time delay feature linked to the speaker to accurately capture the sound wave. More information
about the experimental setup can be found in the paper authored by Zink and Dlessaso
“Attenuation and Dispersion of Sound by Solid Particles Suspended in a Gas”. The analytical
solution provided in this paper is derived from Epstein (1953).
5.1

Analytical Model
The analytical solution in Zink and Delsasso’s paper “Attenuation and Dispersion of

Sound by Solid Particles Suspended in a Gas” accounts for loses due to the conversion of
ordered molecular motion in a sound wave into heat due to viscous effects next to the surfaces of
the particles. Loses due to the irreversible flow of heat between particles and the gas during
rarefactions and compressions of the sound wave are accounted for in the solution. The solution
does not consider loses from thermal stresses because it was found that such loses from solid
particle and for liquid droplets are negligible, as shown by Epstein and Carhart (1953). This
theory has been shown to be applicable to liquid droplets and elastic solid particles if the ratio of
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the density of the gas to the density of the suspended particles is very small. The work from the
dissertation “Theory of Viscous and Thermal Attenuation of Sound by Small Particle” by
Richard Raymond Carhart has led directly to these solutions presented in Zink and Delsasso. The
analytical model is in frequency domain and uses the monodisperse cases with super positioning
for polydisperse cases. The expression for the attenuation is split between the viscous
contribution and the thermal contribution. The model is for acoustic energy in the form of eq.
(5.1) and 𝛼 is in the units of cm-1. It should also be noted that the model is derived for single
frequency acoustic waves using complex variables and the equations presented here are the result
of the amplitude component and conversion to the real valued function discards phase
information.
𝐸 = 𝐸0 𝑒 −𝛼𝑥

(5.1)

In eq. (5.2), the attenuation due to viscous effects is given in units of cm-1.
𝛼𝑣 = (

6𝜋𝑛𝑟
) 𝜐(1 + 𝑦)𝐼𝑣
𝐶0

16𝑦 4
𝐼𝑣 =
16𝑦 4 + 72𝛿𝑦 3 + 81𝛿 2 (1 + 2𝑦 + 𝑦 2 )

(5.2)

(5.3)

𝐼𝑣 is given in eq. (5.3) and the variables and respective units are as follows: n = number
of particles per cubic centimeter, r = radius of particles in centimeter, 𝜐 = kinematic viscosity,
𝛿 = 𝜌0 /𝜌′ where 𝜌0 is the density of pure air and 𝜌′ is the density of the material, 𝑦 2 = 𝜔𝑟 2 /2𝜐
where 𝜔 is the circular frequency. For the attenuation due to thermal effects is given by eq. (5.4).
𝛼𝜎 = (

𝐼𝜎 =

4𝜋𝑛𝑟
) 𝐻(𝛾 − 1)(1 + 𝑧)𝐼𝜎
𝐶0

4𝑧 4
4𝑧 4 + 12𝛿(𝑐𝑝 /𝑐𝑝 ′)𝑧 3 + 9(𝛿(𝑐𝑝 /𝑐𝑝 ′))2
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(5.4)

(5.5)

The new variables here are as follows: H is the thermometric conductivity, 𝛾 is the ratio
of specific heat at constant pressure and constant volume, 𝑐𝑝 is the specific heat of the gas, 𝑐𝑝 ′ is
the specific heat of the particle material, and 𝑧 2 = 𝜔𝑟 2 /2𝐻.
To calculate the analytical solution to replicate the results of Zink and Delsasso, the first
step was gathering the same constants used, given at the end of their paper “Attenuation and
Dispersion of Sound by Solid Particles in a Gas”, and ensuring that the units match. These values
are given in Table 1. If no units are given in the table, then no units were given by the original
paper and denote a dimensionless parameter. 𝜐 is the exception because the paper gives the
parameters necessary to calculate the value, 𝜇, the dynamic viscocity, and 𝜌0 the gas density.
The equation used to calculate 𝜐 is 𝜐 = 𝜇/𝜌0 .
Table 5.1

Table showing initial values given for experimental data
Parameter
𝐶0
𝑐𝑝
𝜌0
R
𝛾
k
𝜇
𝛿
H
𝑐𝑝 ′
𝜐

Value
34600
0.24
0.00121
1.99
1.4
0.0000616
0.000184
0.000540179
0.202
0.24
0.15266116
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Units
cm/sec
cal/g*C
g/cc
cal/mol*deg
cal/sec*cm*C
poise

Figure 5.1

Plot from Zink and Delsasso experiment showing experimental data, their
calculated analytical data, and contributions to the analytical model from viscosity
and heat conductivity

The second step in the process of calculating the attenuation by hand was to then convert
the frequency domain to a circular frequency domain. This involved the simple calculation of
plugging in the frequencies of interest into the equation 𝜔 = 2𝜋𝑓. Next to simplify the process,
the y and z values were calculated taking to the square root of the values to facilitate plugging in
the value in later equations. Finally, the 𝐼𝑣 and 𝐼𝜎 values were computed and plugged into the
attenuation equations with the parameters from Table 1. In order to compare the values to the
results given in the paper, the values were converted from cm-1 to ft-1 and because the equations
used are calculating exponential decay for acoustic energy, it is also necessary to convert the
solutions to sound pressure level. This conversion to sound pressure level was obtain by taking
the log of eq. (5.1) resulting in multiplying 𝛼 by 10log (𝑒), which is equal to approximately
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4.3429448 and the conversion to ft-1 from cm-1 was done by multiplying the results by a factor of
30.48.
For the purposes of this investigation, the analytical calculations were done for each
particle size group and for the polydisperse cases with each particle group size. Figure (5.1) was
given in Zink and Delsasso and the results for the analytical solution are reproduced below in
figure (5.2).

Figure 5.2

Plot showing the experimental data, analytical data from Zink and Delsasso,
analytical solutions computed using reported bulk density, and analytical solutions
computed at upper and lower limits of bulk density measurement uncertainty

In legend of figure (5.2), “exp” denotes the experimental data, “An given” denotes the
analytical data reported by Zink and Delsasso, “An +0%” denotes the analytical model calculated
using the above dissipation equations with the reported bulk density values from the
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experimental paper. In the paper, a measurement uncertainty of 10% was reported and this gave
an unofficial error bar on their analytical data. This error bar is represented by the two curves
“An +10%” and “An -10%”, which were the analytical model solutions with the respective
increase or decrease in bulk density. It was discovered that the given values are approximately
8% more than the analytical solutions obtained using the given bulk density values. This
supported a suspicion that the authors used the 10% uncertainty in their measurements of the
number of particles per volume to adjust their calculations to match with the experimental data.
For the initial purposes of comparing the numerical particle models in CHEM to the analytical
solution, the unadjusted numbers given in the article were used in simulations. Later once each
particle group has been validated, the dissipation for each group will be summed to compare to
the experimental data since the analytical solution also uses super-positioning for the
polydisperse case.
5.2

Simulation Setup
The tests done for this investigation were conducted on a one-dimensional grid. The grid

was created to have a certain number of points per acoustic wave and the actual coordinates of
the grid scaled with a reference length of the wavelength of the frequency being simulated.
Additionally, a CFL of 0.125 was determined to be the optimal ratio for the time-step to reduce
the leading numerical wave: this numerical wave will be discussed in the next section. To obtain
data, great care was taken to set up the numerical simulations in a way that the data could be
compared to the experimental data from Zink and Delsasso. The first consideration was the
boundary condition at the end of the grid because of concerns about reflections. It was
determined that a sufficiently long grid would provide a computational space were most data
would be unaffected by reflections. This was done by only running the simulations for as long as
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it would take the first wave to reach the end of the grid. What was determined to be a long
enough grid was ten wavelengths of data unaffected by any possible reflections.
Additionally, a speaker boundary condition was used at the beginning of the grid that
prescribed fluctuations in the pressure to simulate a speaker introducing sound waves into the
domain. The equations for the boundary condition are given in eq. (3.6), (3.7), (3.8), and (3.9)
where 𝜔 = 2𝜋𝑓 is the angular frequency and 𝑝𝑎𝑚𝑝 is the amplitude of the pressure disturbance,
𝜌0 is the ambient gas density, and 𝑎0 is the ambient gas sound speed.
𝛿𝑝𝐵𝐶 = 𝑝𝑎𝑚𝑝 ∗ sin (𝜔𝑡)
𝑝𝑎𝑚𝑝
sin (𝜔𝑡)
𝜌0 𝑎0

(5.7)

𝑝𝐵𝐶 = 𝑝𝑟𝑒𝑓 + 𝛿𝑝𝐵𝐶

(5.8)

𝒖𝑩𝑪 = 𝒖𝒓𝒆𝒇 + (𝛿𝑢, 0,0)𝑇

(5.9)

𝛿𝑢 =

5.3

(5.6)

Initial Observations
Particle models in CHEM are in the time domain and can be modeled as both

polydisperse and monodisperse. It should be noted that time domain models cannot easily
characterize the same physical effects as frequency domain models, namely unsteady responses.
This does not mean the responses like the Basset force cannot be modeled, but rather require an
extra state unlike the frequency domain model, which can use a phase delay to model the time
delayed force. The calculated analytical solutions can match with experimental and article
analytical solutions if adjusted by 8% in the particles per volumes numbers. To compare the
CHEM particle models to a methodology was created to measure the dissipation from these
CHEM simulations. At first, in order to measure the dissipation, the RMS value of the second
full wave to pass each probe, which were placed one wavelength apart from each other, was
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measured by integrating for one wavelength. Then the measured RMS from waves at subsequent
probes were subtracted and divided by the wavelength to get the dissipation from probe to probe.
This method showed a locational error that appeared as different dissipation values depending on
which two probes were compared. In Figure (5.3), the decibel values in the range of 90 Db are
focused on for each probe and the seemingly sporadic decay can be seen as well when comparing
neighboring probes.

Figure 5.3

Plot showing the decibel values of the acoustic waves as the waves reach each
probe, which were placed one wavelength apart, zoomed in on the scale of the
dissipation

In Figures (5.4), (5.5), (5.6), and (5.7), the whole range of decibel values for the simulation is
shown and here a leading wave that travels faster than the sound wave can be clearly seen. With
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grid refinement it is seen that the leading wave dissipates more quickly supporting the hypothesis
that to the suspicion that the wave is numerical in nature.

Figure 5.4

Plot showing decibel values at each probe, showing all waves present

Figure 5.5

Plot showing decibel values at each probe, showing all waves present
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Figure 5.6

Plot showing decibel values at each probe, showing all waves present

Figure 5.7

Plot showing decibel values at each probe, showing all waves present

In Figures (5.8), (5.9), (5.10), (5.11), the decibel value of the sound wave when it reaches
each probe is shown and with this perspective a standing wave is seen clearly, and the dissipation
of this numerical wave associated with the grid refinement. On these graphs the least squares
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regression line is shown by the red line and illustrates the least squares method’s ability to
accurately shown the dissipation of the sound wave over space.

Figure 5.8

Plot showing standing wave effects on decibel value of the acoustic wave

Figure 5.9

Plot showing standing wave effects on decibel value of the acoustic wave
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Figure 5.10

Plot showing standing wave effects on decibel value of the acoustic wave

Figure 5.11

Plot showing standing wave effects on decibel value of the acoustic wave

From here the decibel value at a certain time-step from each probe location was taken and
a least squares regression line was computed to obtain the dissipation, which would be the slope
of the regression line. The time-step was chosen such that the wave had passed that probe and
several cycles had passed. This was done because a standing wave was observed with amplitude
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large enough to distort probe-to-probe comparisons producing a locational error in the
measurement of the dissipation when the viscous effects were turned on for the simulation. Even
with a fourth order viscous model the standing wave was still present and it was observed to both
move faster than the sound wave and dissipate faster than the sound wave.

Figure 5.12

Plot showing dissipation of 5 micron particles on grid with 128 points per
wavelength of acoustic wave

42

Figure 5.13

Plot showing dissipation of 5 micron particles on grid with 256 points per
wavelength of acoustic wave

A grid resolution of 256 points per wavelength and a length of 10 wavelengths was
determined to be sufficient to dissipate the standing wave enough for accurate measurements,
while not sacrificing performance as seen in Figures (5.12) through (5.13). Simple coupling was
implemented because the analytical model assumes stokes flow and the simple coupling
eliminated extra features that are used for other flow regimes. This showed minimal
improvement for the Eulerian model and no noticeable change in the Lagrangian, which will be
discussed later.
A grid study was conducted with the new fourth order viscous model and it was
determined that the solution is sufficiently converged at a resolution consisting of 128 and 256
points in a wavelength, with CFL numbers of 0.125, in terms of the actual dissipation of the
sound wave. This also confirmed the effectiveness of the least-squares regression line as a
suitable method to negate the standing wave effects.
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5.4

Eulerian Model Results
With this measurement method, the Eulerian model was able to match well with low

frequency cases and for the high frequencies the model showed an upward trend with higher
dissipations for higher frequencies while the analytical and experimental data showed a more
gradual leveling off with the higher the frequency became. The superposition principle held for
the Eulerian model when compared to the analytical polydisperse case. As it can be seen in fig
(5.14), most of the difference was in the middle of the spectrum of frequencies, at most being
approximately a 15% difference at worst.

Figure 5.14

Plot showing the dissipation for each particle diameter tested in Zink and
Delsasso’s experiment. Shows general agreement with notable exceptions for the
two middle diameters, 7.5 microns and 10 microns, but still within the error bars of
the experiment
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An important note for this figure is the change in units for the y-axis. It was determined
that the best way to present this data was to normalize the particle groups by their bulk density to
illustrate the effect of particle size on the dissipation by the dispersed phase.
For each case the following percentages are the average percent difference: 5 micron
case, 2.01%, 7.5 micron case, 5.37%, 10 micron case, 8.75%, and 15 micron case, 8.47%. Since
the worst average difference is similar to the percentage of difference between the analytical
solution with given values and the reported analytical solution used to compare to experimental
data, there is some doubt to model’s ability to predict the dissipation accurately for particles 7.5
microns and above for monodisperse cases.
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Figure 5.15

Plot showing the polydisperse case, comparing the Eulerian model to the analytical
model. It is worth noting that this super positioning is incomplete due to the
discarding of phase terms in the process of obtaining this polydisperse case.

For the polydisperse case, shown in fig. (5.15), the worst percent difference is 8% while
the average percent difference is 5.29%, notably better than the monodisperse cases. This still
puts the combined percent difference from the experimental data to the Eulerian model solutions,
above the 10% error mentioned in the Zink and Delsasso paper.
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5.5

Lagrangian Model Results

Figure 5.16

Plot comparing the performance of the Lagrangian, Eulerian, and analytical
models for each particle diameter tested. It is worth noting the primary
discrepancies between the two numerical models is the under predicting of the
Lagrangian model at low frequencies when compared to the Eulerian

Because the Lagrangian model computed the fluid coupling directly from the change in
particle momentum and energy over the timestep, and the timesteps were small, the model
needed more numerical precision to accurately compute the source term coupled to the fluid. The
Lagrangian model therefore needed extra work to avoid round off error, particularly the addition
of double precision and the particle material enthalpies needed to be reduced to near zero values
The model under predicted at the higher frequencies as observed in the Eulerian model. A couple
of setup differences between the Eulerian and Lagrangian models could contribute to the
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disparity. For example in the Lagrangian model, to avoid shot noise, a single parcel was placed
in each cell and this would differ from the Eulerian model by not fully capturing the bulk density
variations due to the acoustic waves. Additionally, the use of operator splitting in the Lagrangian
model could potentially introduce new temporal error. Further investigation would be required to
determine contributing factors to the model discrepancies and the exact reason for frequency
related discrepancies.
5.6

Experimental Comparison
In summary the Eulerian and Lagrangian models under-predicted when compared to the

frequency domain analytical model. Steps were taken to mitigate the differences between the
models, but some aspects simply need further study. For example, the analytical model
implements a volume viscosity in its calculations that for a time domain model is difficult to do
because it would require an extra degree of freedom to calculate the frequency dependence of the
term. Additionally, it is unclear whether the forces listed earlier would improve the performance
of the Eulerian and Lagrangian models. For example, the Basset force and pressure forces that
are neglected in the present particle models become more influential with increased material
ratios and increased frequencies. This corresponds with observations that as frequency increased
and particle diameter increased, the particle models diverged from the analytical model more.
More research will be needed in this area partially due to the analytical model dating back to the
1950’s and having non-standard notations making a deep analysis of the analytical model
difficult.
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Figure 5.17

Plot showing the Eulerian poly-dispersed, monodispersed summed cases, the
experimental data, and the analytical data calculated at the bulk densities used in
the simulations. As it can be observed the Eulerian model falls in the upper and
lower limit of the bulk density uncertainty range.

Despite these considerations, the particle models were generally within the 10%
uncertainty margin from the particle bulk density measurements when compared to the analytical
solution and the experimental data provided in the Zink and Delsasso paper: this is seen in fig
(5.17) and (5.18). This comparison was conducted by adjusting the bulk density input into the
models, and the analytical data was calculated using the given values with the 10% error range
on those values.
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Figure 5.18

5.7

Plot showing the Lagrangian poly-dispersed, monodispersed summed cases, the
experimental data, and the analytical data calculated at the bulk densities used in
the simulations. As it can be observed the Lagrangian model falls in the upper and
lower limit of the bulk density uncertainty range

Method of Manufactured Solutions
A Method of Manufactured Solutions (MMS) study was conducted on the Eulerian model

to verify the order of convergence of the code. From Roache 1998, the fundamental
understanding of error is expressed in eq. (5.10).
𝐸 = 𝑓(∆) − 𝑓 𝑒𝑥𝑎𝑐𝑡

(5.10)

The idea behind MMS is that for an order p method that is consistent and a well-behaved
problem, the error E will be asymptotically proportional to ∆𝑝 : here ∆ is the grid spacing. From
here an “exact” solution is manufactured, devoid of any physical realism. This is possible
because the verification of the code is solely concerned about the mathematics in the code. Again
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according to Roache 1998, the best solution is to simply include in the code a general source
term that is used to generate a non-trivial but known solution. The solution should be a
continuum solution, analytical, and use all ordered derivatives in the error expansion. From this
point the solution is then plugged into the governing PDE’s and the source term is produced.
Numerical error is then observed when the grid is systematically refined along with established
iterative convergence. Roache 1998 then details the points of the code that have been verified as
follows.
1) Any equation transformations used
2) The order of the discretization
3) The encoding of the discretization
4) The matrix solution procedure
It is worth noting as well that different manufactured solutions are not necessary to test different
boundary condition types.
For this investigation, a manufactured solution was produced that involved trigonometric
functions so that the higher order terms could be produced, these are shown in equations (5.11).
𝜌 = 1 + 0.5 sin(2𝑡) ∙ sin(𝑥 + 𝑡)
𝑢 = 200 + 100 sin(2𝑡) ∙ cos(𝑥 + 2𝑡)
(5.11)
𝑣 = 0,𝑤 = 0
𝑇 = 300 + 30 sin(2𝑡) ∙ sin(𝑥 + 0.2 + 2𝑡)
A modified module for CHEM was made that runs an MMS study on the Eulerian model
and these manufactured solutions are shown in equations (5.12).
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𝛼𝜌𝑝 = 0.1 + 0.05 sin(2𝑡) ∙ sin(𝑥 − 1 + 𝑡)
𝑢𝑝 = 200 + 100 sin(2𝑡) ∙ cos(0.1 + 𝑥 + 5𝑡)
𝑣𝑝 = 0 , 𝑤𝑝 = 0

(5.12)

𝑇𝑝 = 300 + 100 sin(2𝑡) ∙ cos(𝑥 + 3 + 2𝑡)
Here in these equations, the subscript p denotes equations for the particle phase, and the
subscript 𝛼𝜌𝑝 denotes the bulk density which is the density of the particle phase if it was
modeled as a gas. These are the solutions to the following equations which are the verified
equations for the gas phase, shown in eq. (4.1), (4.2), (4.3) and the Eulerian model PDE’s shown
in eq. (4.17), (4.18), (4.19).
This test was also conducted on a one-dimensional grid to mimic how the investigation
was conducted. Both the grid and timestep were halved with each refinement level to test the
order of convergence. To compute the order of convergence for the continuity, x momentum, and
energy momentum equations, the log of the mean error, computed using l1, l2 and l infinity
norms, from the finer level was subtracted from the log (base 10) of the coarser level and divided
by the log of 2, due to the grid and timestep halving. 100 Newton iterations were determined to
be sufficient to reduce iterative error to machine zero. The results of this test are in Table (5.2)
and as it can be seen, the code converged with nearly second order accuracy for each residual
with the notable exception of the L infinity norm for the dispersed phase in each residual tested.
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Table 5.2

Table showing the error and slope between refinement levels for the gas phase of
the 1D MMS test
L1 norm
g1
g2
g3
g4
g5
g6
L2 norm
g1
g2
g3
g4
g5
g6
Linf norm
g1
g2
g3
g4
g5
g6

continuity
error
slope
0.021373
0.005799 1.881886
0.001503 1.947683
0.000404 1.895109
0.000109 1.884666
2.89E-05 1.922231

x-momentum
error
slope
4.165519
0.632127 2.720211
0.112392 2.49167
0.02765 2.023178
0.0071 1.961313
0.001826 1.959137

energy
error
slope
1458.2
263.2999 2.46941
70.96115 1.891606
20.54334 1.788359
5.923236 1.794213
1.757692 1.752703

continuity
error
slope
0.025745
0.006876 1.904554
0.001857 1.888561
0.000497 1.901055
0.000132 1.915452
3.55E-05 1.892852

x-momentum
error
slope
4.784742
0.793098 2.592871
0.152476 2.378914
0.035255 2.112693
0.008816 1.999593
0.002242 1.975619

energy
error
slope
1572.848
320.1869 2.296393
84.66771 1.91903
24.82221 1.770181
7.184048 1.788762
2.139901 1.747253

continuity
error
slope
0.042065
0.011806 1.833098
0.003223 1.87322
0.000865 1.897711
0.000227 1.928567
6.06E-05 1.907174

x-momentum
error
slope
7.882533
1.433235 2.459384
0.284781 2.331349
0.062922 2.178217
0.014921 2.076254
0.003704 2.010176

energy
error
slope
2788.512
533.5932 2.385683
158.6431 1.749955
46.75532 1.762583
13.52477 1.789526
3.688998 1.874303
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Table 5.3

Table showing the error and slope between refinement levels of the 1D MMS test
for the dispersed particle phase

L1_p norm
g1
g2
g3
g4
g5
g6
L2_p norm
g1
g2
g3
g4
g5
g6
Linf_p norm
g1
g2
g3
g4
g5
g6

5.8

continuity
error
slope
0.0031
0.00062 2.321043
0.000174 1.831701
4.97E-05 1.809456
1.33E-05 1.897228
3.57E-06 1.901005

x-momentum
error
slope
0.212874
0.061307 1.79587
0.016363 1.905605
0.004189 1.965945
0.001038 2.012585
0.000257 2.012349

energy
error
slope
3306.312 2.357657
645.0872 1.745546
192.3786 1.858365
53.05585 1.992701
13.33124 2.124501
3.057257

continuity
error
slope
0.004024
0.000721 2.480991
0.000196 1.881188
5.37E-05 1.865903
1.42E-05 1.913706
3.92E-06 1.861607

x-momentum
error
slope
0.331222
0.076043 2.122909
0.019336 1.975506
0.005071 1.930849
0.001396 1.861388
0.00041 1.767592

energy
error
slope
4509.89
777.2527 2.536636
215.6975 1.849374
58.39567 1.885076
14.75021 1.985126
3.928833 1.908563

continuity
error
slope
0.00904
0.001607 2.491639
0.000402 1.998084
9.54E-05 2.076419
2.11E-05 2.174252
1.39E-05 0.603565

x-momentum
error
slope
0.788257
0.213723 1.882926
0.06746 1.663636
0.025563 1.39996
0.011071 1.207253
0.005151 1.103876

energy
error
slope
9346.585
1556.14 2.586467
338.8274 2.199349
91.78419 1.884233
22.9717 1.998388
31.94134 -0.47557

Nonlinear Test
Once the Eulerian model was verified, a test was done to investigate how the Eulerian

model would predict simulations with higher amplitudes and higher bulk density values. At first
the amplitude was increased so that the sound pressure level was around 160 decibels, with the
same bulk density as the previous tests. In fig. (5.19) it can be clearly seen that at 160 decibels,
nonlinear effects are present given the sharpening of the waves. This inclusion of nonlinear
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effects introduces harmonics of different frequencies that are not present in the pure tone
prescribed at the boundary. Since the particle response is frequency dependent, it can reasonably
be assumed that the introduction of these harmonics would change the results.

Figure 5.19

Graph showing the nonlinear effects at 160 decibels and 3300Hz

As seen in fig. (5.20), there was no discernable difference between the linear and
nonlinear cases at each particle size group. This was expected to introduce more dissipation from
the particulate phase because of this inclusion of more frequencies form the harmonics. This lack
of difference between the linear and the nonlinear cases is unexpected and suggests that the
harmonics produced by the nonlinear effects are low enough energy that the particle effects
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produced by these harmonics are significantly smaller than the particle effects from the pure
tone.

Figure 5.20

Graph showing the dissipation for each particle size group for both linear and
nonlinear simulations, illustrating the negligible difference between the
simulations

It was then decided to test the effect of a larger bulk density for both linear and nonlinear cases,
so the bulk density was increased by a factor of 102 to test this hypothesis. In fig. (5.21) even this
increase in bulk density had little effect on the discrepancy between the linear and nonlinear
simulations. This gave the conclusion that as the model is, the Eulerian model predicts similar
behavior for both linear and nonlinear cases in terms of the particle dissipation’s sensitivity to
the bulk density.
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Figure 5.21

Graph showing the dissipation from the linear and nonlinear simulations with the
increased bulk density values, again showing little effects on the dissipation from
the nonlinear effects
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CHAPTER VI
CONCLUSION
During this investigation, it was determined that the CHEM particle model was validated
with the experimental data from Zink and Delsasso’s paper, “Attenuation and Dispersion of
Sound by Solid Particles Suspended in a Gas.” This was done with a simple momentum and
thermal coupling model based on the Stokes regime with no Reynolds number correction or
correlation factors. Additionally, this validation was only done for a dilute dispersed two-phase
flow for a single species, in a linear acoustic field for frequencies between 500Hz and 13,600Hz.
The particle model in CHEM was also compared to the analytical model presented in the Zink
and Delsasso paper. This analytical model did not explicitly state the drag equations used but
was a frequency domain model meaning unsteady forces could me more easily implemented than
in time domain model from CHEM. Due to the age of the documents from Zink and Delsasso,
their nonstandard notation made determining the exact particle coupling models difficult to
pinpoint. The discrepancies between the analytical model and the CHEM particle model are
believed to be due to the lack of unsteady forces implemented in the CHEM particle model. The
discrepancies between the experimental data and the CHEM particle model are believed to be
due to uncertainty in the bulk density measurements in the experiment and despite these
discrepancies there was generally good agreement between the particle model and both the
experimental data and the analytical model.
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Numerically, the setup included a speaker boundary condition that prescribed sound
pressure waves into the domain that lacked a viscous term. It was observed that this lack of
viscous consideration produced a numerical error in the form of a leading wave that was several
decibel levels lower than the prescribed amplitude and traveled faster than the wave. This error
was mitigated with sufficient refinement, approximately 256 points per wavelength with a CFL
of 0.125, and by using a least squares regression line over several wavelengths to determine the
dissipation, which in this case was the slope of the least squares line. In CHEM there are two
numerical methods to compute the particle model, Eulerian and Lagrangian, and it was found
that these two methods do not agree, with the Lagrangian model under predicting acoustic
dissipation compared to the Eulerian model. Steps taken to mitigate this difference were the
centering of parcels in a cell to avoid shot noise and using double precision to avoid round off
error in the coupling between the carrier phase and the particulate phase in the Lagrangian
model. These steps improved the agreement but did not resolve the discrepancy totally and it is
hypothesized that more refinement would be needed to reach total agreement between the
methods, and this was not pursued and left as further study. Additionally, the Eulerian model was
verified with a Method of Manufactured Solutions test that allowed the verification of the
numerical method to solve the PDE’s associated with the particle model in CHEM. This gave a
level of credibility to the validation that assured that any discrepancy in the results were due to
modeling error and not numerical error.
With the verification and validation of the particle model in CHEM, two more tests were
conducted to see what the model predicts with higher amplitude waves, introducing nonlinear
effects, and higher bulk densities. There were two primary conclusions from these additional
tests: one pertaining to the introduction of nonlinear effects, one pertaining to the increase of
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bulk density in the nonlinear regime of acoustics. The results from simply increasing the
amplitude enough to introduce nonlinear effects did not shown a significant change in the
dissipation from the particulate phase. This indicated that the harmonics produced from the
nonlinear effects were sufficiently low in energy to not create extra dissipation from the
frequency related particle dissipation. Secondly, the increase in bulk density showed a linear
increase in dissipation for both the linear and nonlinear acoustic cases indicating that any
nonlinear effects present had little to no effect on the dissipation at different bulk density values.

60

REFERENCES
Beam, R. and Warming, R., “An Implicit Factored Scheme for the Compressible Navier-Stokes
Equations,” AIAA Journal, Vol. 16, No. 4, April 1978, pp. 393-404
Clift, R. ad Gauvin, W. H., “The Motion of Particles in Turbulent Gas Streams,” Proc. Chemeca
’70, 1, 14, 1970.
Cole, J. E. and Dobbins, R. A., “Measurements of the Attenuation of Sound by a Warm Air
Fog,” J. Atmos. Sci. 28, 202-209, (1971)
Crowe, C. T., Sommerfeld, M., & Tsuji, Y. (1998). Multiphase flows with droplets and particles.
Boca Raton, Fla: CRC Press.
Eaton, J. K., “Experiments and Simulations on Turbulence Modification by Dispersed Particles,”
Appl. Mech. Rev. 47, S44-S48, (1994)
Epstein, P. S. and Carhart, R. R., J. Ascout. Soc. Am. 25, 553 (1953).
Gonzalez, I. and Gallego-Jaurez J. A., “Contributions of the Acoustic-Wake Effect to the
Attenuation of sound in Dilute Suspensions of Rigid Particles” Transactions on
Ultrasonics, Ferroelectrics, and Frequency Control, 50, 334-338, (2003)
Hjelmfelt, A. T. and Mockros, L. F., “Motion of Discrete Particles in a Turbulent Fluid,” App.
Sci. Res., 16, 149, (1996)
Luke, E. and Tong, X. and Wu, J. and Cinnella, P. and Chamberlain, R. and Walters, K. and
Nucci, M. and LaBry, Z. and Grogan, K. (2019) CHEM 4.0: A Finite-Rate Viscous
Chemistry Solver – The User Guide.
Nishikawa, H., “Robust and Accurate Viscous Discretization via Upwind Scheme – I: Basic
Principle,” Computers and Fluids, Vol 49, October 2011, pp. 62-86
Pletcher, R. H. and Tannehill, J. C. and Anderson, D. A., (2013). Computational Fluid
Mechanics and Heat Transfer. Boca Raton, FL: CRC Press.
Putnam, A., “Integrable Form of Droplet Drag Coefficient,” ARS Jnl., 31, 1467, 1961.
Ranz, W. E. and Marshall, W. R., “Evaporation from drops – I and II,” Chem. Engr. Prog. 48,
141 and 173, 1952
61

Roache, P. J. (1998). Verification and validation in computational science and engineering.
Albuquerque, N. M.: Hermosapublishers.
Sheng, C. and Shen, X., “Modelling of Acoustic Agglomeration Processes using the Direct
Simulation Monte Carlo Method,” J. Aerosol Sci. 37, 16-36, (2006)
Shiller, L. and Naumann, A., “Über die grundlegenden Berechungen bei der
Schwerkraftaufbereitung,” Ver. Deut. Ing., 77, 318 ,1933.
Temkins, S. and Dobbins, R. A., “Attenuation and Dispersion of Sound by ParticulateRelaxation Processes,” J. Acoust. Soc. Am. 40, 317, (1966)
Temkins, S. and Dobbins, R. A., “Measurements of Attenuation and Dispersion of Sound by an
Aerosol,” J. Acoust. Soc. Am. 40, 1016, (1966)
Voir, D. J. and Michaelides, E. E., “The Effect of the History Term on the Motion of Rigid
Structures in a Viscous Fluid,” Int. J. Multiphase Flow, 20, 547, (1994)
Zink , J. W. and Delsasso, L. P., “Attenuation and Dispersion of Sound by Solid Particles
Suspended in a Gas,” J. Acoust. Soc. Am. 30, 765-771 (1958)

62

