This article aims to establish a fundamental mean-square convergence theorem for general one-step numerical approximations of Lévy noise driven stochastic differential equations (SDEs), with non-globally Lipschitz coefficients. As applications of the obtained fundamental convergence theorem, two novel explicit schemes are designed and their convergence rates are exactly identified for problems subject to both multiplicative and additive noises. Distinct from existing works, we do not impose a globally Lipschitz condition on the jump coefficient but formulate appropriate assumptions to allow for its super-linear growth. A price to pay for such a more relaxed condition is assuming finite Lévy measure. Moreover, new arguments are developed to handle essential difficulties in the convergence analysis, caused by the super-linear growth of the jump coefficient and the fact that higher moment bounds of the Poisson increments t+h t ZN (ds, dz), t ≥ 0, h > 0 contribute to magnitude not more than O(h). Numerical results are finally reported to confirm the theoretical findings.
important events such as market crashes, announcements made by central banks, changes in credit ratings, etc. In order to model the event-driven phenomena, it is necessary and significant to introduce SDEs with Lévy noise, a typical example of non-Gaussian noise (consult, e.g., [40] for more explanation). Since the analytic solutions of nonlinear SDEs with jumps are rarely available, numerical solutions become a powerful tool to understand the behavior of the underlying problems. Therefore the paper concerns the design and analysis of discrete-time approximations for SDEs with Lévy noise. The discretization error is measured in mean-square (strong) sense, which is essential for simulation problems in filtering, scenario analysis and hedge simulation [24, 39] , and also for developing efficient multilevel Monte Carlo (MLMC) methods [9] for applications where the weak approximation is of interest [39] .
Let d, m ∈ N, T ∈ (0, ∞) and let (Ω, F , P) be a complete probability space with a filtration {F t } 0≤t≤T satisfying the usual conditions. Let {W (t)} 0≤t≤T be an m-dimensional standard {F t } 0≤t≤T -adapted Wiener process. Let (Z, Z, ν) be a measure space with Z ⊆ R d \ {0} and let N(dt, dz) be an {F t } 0≤t≤T -adapted Poisson random measure defined on ([0, T ] × Z, B([0, T ] × Z)) with ν = 0 and ν(Z) < ∞. The compensated Poisson random measure is denoted byN(dt, dz) := N(dt, dz) − ν(dz)dt. We consider the nonlinear SDEs driven by Lévy noise dX(t) = f (X(t − )) dt + g(X(t − )) dW (t) + Z σ(X(t − ), z)N (dt, dz), t ∈ (0, T ], (1.1) with X(0) = X 0 , where X(t − ) = lim sրt X(s) for all t > 0 and the drift coefficient f : R d → R d , the diffusion coefficient g : R d → R d×m and the jump coefficient σ : R d ×Z → R d are assumed to be deterministic and Borel measurable. Under further assumptions specified later, a unique solution exists in L 2 (Ω, R d ) for (1.1) and its numerical approximation is a central topic of this work. As the jump component vanishes, i.e., σ ≡ 0, the underlying jump-diffusion SDEs reduce to usual SDEs without jumps, numerical methods for which have been extensively studied for the past decades (consult monographs [17, 24, 39] and references therein), in the context of both numerical convergence and numerical stability. Under globally Lipschitz conditions, the corresponding numerical analysis is well-understood [24, 39] . However, coefficients of most models in applications do not obey the classical conditions but, e.g., might behave super-linearly. Recently, Hutzenthaler, Jentzen and Kloeden [18] show that the standard explicit Euler method produces divergent strong and weak numerical approximations in a finite time interval once one of coefficients grows super-linearly. By contrast, as already shown by Higham, Mao and Straut [13] , Mao and Szpruch [35] , Andersson and Kruse [1] , the backward (implicit) Euler method, computationally much more expensive than the explicit Euler method, can be strongly convergent under certain non-globally Lipschitz conditions. These observations suggest that special care must be taken to construct and analyze convergent numerical schemes in non-globally Lipschitz setting, and this interesting subject has been investigated in a great portion of the literature [1, 3, 4, 7, 14, 15, 16, 17, 18, 19, 20, 23, 27, 29, 32, 33, 34, 35, 38, 42, 43, 44, 46, 48, 50, 51, 52] . In 2012, Hutzenthaler, Jentzen and Kloeden [19] introduced an explicit method, called the tamed Euler method, to numerical solve SDEs with super-linearly growing drift coefficients and globally Lipschitz diffusion coefficients. Since then, various explicit schemes are designed and analyzed for SDEs with (more general) locally Lipschitz coefficients [3, 4, 6, 15, 16, 17, 26, 28, 29, 32, 33, 42, 43, 45, 46, 48, 50, 51, 52] . Readers can, e.g., refer to [17] for a more comprehensive list of references. Particularly, we should mention a closely relevant article [46] by Tretyakov and Zhang, where a fundament strong convergence theorem was derived in a non-globally Lipschitz setting, giving an extension of a counterpart in the globally Lipschitz setting [37, 39] . Moreover, an explicit balanced Euler method, given by Y n+1 = Y n + f (Yn)h+g(Yn)∆Wn 1+|f (Yn)|h+|g(Yn)∆Wn| , Y 0 = X 0 (1.2) and a fully implicit Euler method are examined and their convergence rates are obtained, with the aid of the fundamental convergence theorem. Another closely related papers are [50, 51] by Zhang and Ma, introducing a sine Euler method, defined by
When σ ≡ 0, the underlying jump-diffusion problem, as a typical non-continuous stochastic process, has been increasingly studied in recent years from a numerical point of view and a lot of progress has been achieved on numerical analysis of explicit and implicit schemes [5, 6, 8, 11, 12, 22, 25, 30, 31, 40, 47, 49] for problems with locally Lipschitz coefficients. Particularly, some explicit time-stepping schemes are very recently introduced and their convergence rates are analyzed in non-globally Lipschitz setting [6, 27, 28, 45] . However, all existing works on convergence of numerical methods for SDEs with jumps, to the best of our knowledge, impose globally Lipschitz conditions on the jump coefficient (consult very recent publications [6, 27, 28] and references therein). As pointed out in [40, Section 9 of Chapter 1, Page 59] by Platen and Bruti-Liberati, for certain applications, the Lipschitz condition on the jump coefficient is too restrictive. For instance, for modeling state-dependent intensities, as discussed in Sect.1.8 therein, it is convenient to use jump coefficients that are not Lipschitz continuous. This indicates that SDEs with non-globally Lipschitz continuous jump coefficients have applications in certain fields and motivates the present numerical analysis in a more general setting, allowing for non-globally Lipschitz continuous jump coefficients.
First, we establish a fundamental mean-square convergence theorem for general one-step numerical methods under certain non-globally Lipschitz conditions (see Assumptions 2.1, 2.3 below). Although the proof of the fundamental convergence theorem follows the basic lines in previous works [37, 39, 46] , some extension of their arguments are made due to the presence of Lévy noise. For example, new techniques are required and new assumptions (e.g., Assumption 2.3 below) are formulated, to treat additional terms resulting from a jump version of the Itô formula. As applications of the fundamental theorem, a new version of tamed Euler method,
and a so-called sine Euler method, 
, l ∈ N was essentially used there (see the treatment of the last term of (3.6) in [46] ). This forces us to develop new arguments for the present jump setting. In short, we work with continuous-time approximations of schemes (1.4) and (1.5) and carry out rather careful and delicate estimates for all involved terms (see Remark 4.3 and the proof of Lemma 4.4). Equipped with bounded numerical moments, we examine the local truncation errors of the schemes before using the fundamental convergence theorem to obtain convergence rates for both multiplicative and additive noise cases. Different from continuous SDEs without jumps, under the polynomial growth conditions on the drift coefficients we just achieve a convergence rate of order 1 2 − κ, with an infinitesimal factor κ > 0, arbitrarily close to the classical order 1 2 (Theorems 4.6, 5.2). The convergence order coincides with that in [6, 27] for Lévy SDEs with linearly growing jump coefficient. In this work, however, a price to pay for a more relaxed condition on the jump coefficient is assuming finite Lévy measure, which is not required in [6, 27] . When the jump component vanishes, i.e., σ ≡ 0, a convergence rate of exactly order 1 2 can be attained, which recovers relevant results in [17, 19, 42, 43, 46] (see Theorems 4.7, 5.3) . Under further differentiability assumptions (Assumption 4.8), for Lévy SDEs we can obtain improved convergence rates of exactly order 1 2 for multiplicative noises and order 1 for additive noises (Theorems 4.9, 4.10, 5.4, 5.5).
We mention that, this is the first paper to identify convergence rates of numerical approximations of jump-diffusion SDEs with possibly super-linearly growing jump coefficients. Also, we emphasize that the schemes (1.4) and (1.5) are new, and differ from existing ones, even if the jump term vanishes. Furthermore, the scheme (1.4) for usual SDEs without jumps has better convergence properties than the method (1.2) proposed in [46] , in the sense that the former can achieve a convergence rate of order one in the additive noise case while the latter cannot.
The remainder of this paper is organized as follows. The next section concerns properties of the underlying SDEs. A fundamental mean-square convergence theorem for general one-step approximations are established in section 3. In section 4 and section 5, we propose two explicit schemes and identify their mean-square convergence rates, with the help of the obtained convergence theorem. Finally numerical experiments are performed to illustrate the theoretical results.
Lévy noise driven SDEs with non-globally Lipschitz coefficients
Throughout this paper we will use the following notation. Let | · | and ·, · be the Euclidean norm and the inner product of vectors in R d , d ∈ N. By A T we denote the transpose of a vector or matrix A. If A is a matrix, we let |A| = trace(A T A) be its trace norm. If B is a set, its complement and indicator function is denoted by B c and 1 B , respectively. We also use L r F 0 (Ω, R d ), r ∈ N to denote the family of R d -valued F 0 -measurable random variables ξ with E[|ξ| r ] < ∞. For notational simplicity, the letter K is used to denote generic positive constants independent of time stepsize and varies for each appearance.
An {F t } 0≤t≤T -adapted R d -valued stochastic process {X(t)} 0≤t≤T is called a solution of (1.1) if it is almost surely right continuous with left limits and almost surely satisfies
for all t ∈ [0, T ]. Now we make the following assumption.
and let the mappings f :
, ∀z ∈ Z be continuous and satisfy the monotone condition, i.e., there exists a positive constant K such that for all x, y ∈ R d ,
Additionally, let the coefficients satisfy the coercivity condition, i.e., there is a positive constant K such that for all
Under the above assumption, we have the following result on the existence and uniqueness of solutions to (1.1) (see, e.g., [ To discuss the higher order moments of {X t } 0≤t≤T , we make the following assumption. Assumption 2.3. Let ε be an arbitrary positive number and letp ≥ 2 be a sufficiently large even number. Assume that X 0 ∈ Lp F 0 (Ω, R d ) and that there is a positive constant K such that for all x ∈ R d and all r ∈ [2,p],
Note that the assumption (2.4) with r = 2 reduces to (2.3). We also point out thatp is the upper order of the bounded moments of the exact solution (see Theorem 2.4 below) and the parameter ε comes from proving bounded moments of the exact solution up to orderp (see (2.11) and (2.12) below). With the above setting, we arrive at the following result. Theorem 2.4. Suppose Assumptions 2.1, 2.3 hold. Then the exact solution of (1.1) has finite high-order moments, i.e., there is a constant K > 0 such that
(2.5)
Before presenting its proof, we provide two elementary facts as follows.
Lemma 2.5. For any x, y ∈ R d , ρ ∈ N and ε > 0, it holds that
Proof of Lemma 2.5. Using the binomial formula, one can derive that
Employing the Cauchy Schwarz inequality and the weighted Young inequality guarantees
Applying the elementary inequality and the techniques used in (2.8), one gets
Hence, the desired assertion (2.6) follows by inserting (2.8) and (2.9) into (2.7).
The next lemma is the Itô formula [41, Theorem 33] , frequently used later.
Lemma 2.6. Let {X(t)} t≥0 be a R d -valued stochastic process characterized by (1.1) and let V : R d → R be continuously twice differentiable. Then V (X(t)) is given by
At the moment, we are ready to rigorously prove Theorem 2.4. Proof of Theorem 2.4. For every integer k ≥ 1, define the stopping times τ k = inf{t ∈ [0, T ] : |X(t)| > k}, k ∈ N. Clearly τ k ↑ T as k → ∞, P-a.s. and |X(t − )| ≤ k for 0 ≤ t ≤ τ k . By the Itô formula in Lemma 2.6 we can derive that for t ∈ [0, T ]
(2.10)
Applying Lemma 2.5 to (2.10) results in
(2.11)
Owing to (2.4), ν(Z) < ∞ and the martingale property, we deduce
where the properties of the right-continuous with left limits functions [2, Section 2.9] were used in the last step. This immediately gives
By the Gronwall inequality, one gets
Finally, we let t = T , k → ∞ and apply Fatou's lemma to obtain (2.5) and end the proof. Before ending this section, we would like to point out that the requirement ν(Z) < ∞ is not necessary when the jump coefficient is globally Lipschitz [6, 27] , but can not be removed in the setting of possibly super-linearly growing jump coefficient.
A fundamental mean-square convergence theorem
This section aims to establish a fundamental mean-square convergence theorem for general one-step approximations in the above setting. To this end, we introduce a general one-step approximation of X t,x (t + h), in the form of
, r ∈ N are particular random variables. Here we introduce a new notation X t,x (u) for t ≤ u ≤ T , denoting the solution of (1.1) satisfying the initial condition X t,x (t) = x. When we write X(t), t ∈ [0, T ] we mean a solution to the Lévy SDEs (1.1) with initial value X(0) = X 0 . Similarly, by Y t,x (t + h) we denote an approximation of the solution at t + h with initial value Y t,x (t) = x. Armed with the one-step approximation (3.1), one can recurrently construct the approximations {Y n } 0≤n≤N on a uniform mesh {t n = nh, n = 0, 1, · · · , N}, with stepsize h = T /N, N ∈ N, given by Y 0 = X 0 and
Before proceeding further, we need the following assumption.
The inequality (3.4) implies the polynomial growth bound
This together with (2.4) further implies that for all r ∈ [2,p]
Moreover, by virtue of (2.2) and (3.4), it is easy to derive
To get a fundamental convergence theorem, we first show the following lemma. 
Proof of Lemma 3.2. By the Itô formula in Lemma 2.6, we infer that for all 0 ≤ θ ≤ h
Taking expectations on the both sides of (3.13) and applying the martingale properties of the Wiener process and the compensated Lévy measure show that
By the techniques used in (2.12)-(2.13), we derive from (2.2) that
The Gronwall inequality implies
Since K is a generic positive constant and h is finite, we can always find such a constantK to make e Kh ≤ 1 +Kh hold. Then the assertion (3.11) is validated by letting θ = h in (3.16). It remains to prove (3.12). The same arguments as used in (3.13)-(3.14) help us to show Taking expectation and using (3.10) lead to
With the aid of (2.2), (3.10) and the Cauchy-Schwarz inequality, one sees that
To estimate the last term on the right hand side of (3.19), we recall (2.5), (3.4), (3.16 ) and the Hölder inequality to get
Thus we obtain (3.12) by the Gronwall inequality and complete the proof. Equipped with the above lemma, we are ready to build up the fundamental mean-square convergence theorem for numerical approximations of (1.1). Theorem 3.3. Suppose that Assumptions 2.1, 2.3, 3.1 hold and that the one-step approximation Y t,x (t + h) defined by (3.2) has the following local orders of accuracy, i.e., there are h 0 > 0, K > 0,
Moreover, the approximation {Y n } 0≤n≤N produced by (3.2) has finite p-th moments, i.e., for suf-
Then there exists K > 0 independent of h and γ ≥ 1 such that
(3.28)
Thanks to the conditional version of (3.11), we have
(3.29)
Likewise, the conditional version of (3.23) ensures that
Using (3.10) to decompose A 3 leads to
Before estimating A 31 , we put the conditional versions of (3.12) and (3.23) here,
By the Cauchy-Schwarz inequality, the conditional version of the Hölder inequality and the F tnmeasurability of X(t n ) − Y n , we get
where the weighted Young inequality ab
the Hölder inequality and the conditional version of (3.22) together imply
Inserting (3.34) and (3.35) into (3.31), we get
Finally, bearing (3.25) in mind and substituting A 1 , A 2 , A 3 into (3.28) tell that
which completes the proof by induction.
4 Application of the fundamental convergence theorem: convergence rate of the tamed Euler method
As an application of the fundamental mean-square convergence theorem, we shall construct a new version of the tamed Euler method, also named tamed Euler method, as follows
with Y 0 = X 0 , where ∆W n := W (t n+1 ) − W (t n ), n = 0, 1, . . . , N − 1. When the jump term vanishes, i.e., σ ≡ 0, the scheme (4.1) is different from scheme (1.2) introduced by Tretyakov and Zhang [46] . To apply the fundamental convergence theorem, Theorem 3.3, it is crucial to obtain the boundedness of p-th moments of {Y n } 0≤n≤N given by (4.1).
Bounded p-th moments of the tamed Euler method
We will present some lemmas before showing the boundedness of p-th moments of {Y n } 0≤n≤N . The first one is a version of the Burkholder-Davis-Gundy (BDG) inequality (see [36, Lemma 1] ). Lemma 4.1 (Burkholder-Davis-Gundy inequality). Let p ≥ 1 and P be the progressive σ-algebra on [0, ∞) × Ω (see for instance [21] ) and B(Z) be the Borel σ-algebra of Z. If φ is a P ⊗ B(Z)measurable function such that P-a.s.
(4.2)
Moreover, If 1 ≤ p < 2, then the last term in (4.2) can be omitted.
We remark that, unlike the BDG inequality for the Wiener process, the p-th moments (p ≥ 1) of the Poisson increments t s Z φ(r, z)N(dr, dz) contribute to magnitude not more than order O(t − s). This, as already discussed earlier, causes significant difficulties in proving bounded p-th moments of the tamed Euler method. Additionally, we need an elementary inequality as follows. 
Proof of Lemma 4.2. From the binomial formula, we deduce that
which completes the proof.
In what follows we shall prove that the numerical approximations produced by (4.1) enjoy bounded high-order moments. At first, we show that the boundedness of high-order moments remains valid within a family of appropriate subevents. Before doing so, we would like to add some comments here. It is worthwhile to emphasize that, one can not simply extend the analysis in [46] to the present jump setting, because a nice property of Wiener increments E[ W (t + h) − W (t) l ] = O(h l 2 ), l ∈ N was essentially used there (see the treatment of the last term of (3.6) in [46] ) while, as clarified earlier, the Poisson increments violate such nice property and the jump coefficients might grow super-linearly.
To overcome the above difficulty, we work with continuous-time approximations and do very careful estimates. Let R > 0 be sufficiently large and define a sequence of decreasing subevents Ω R,n := {ω ∈ Ω : sup i∈{0,1,...,n} |Y i (ω)| ≤ R}, n = 0, 1, . . . , N, N ∈ N.
(4.5)
It is obvious that 1 Ω R(h),n ∈ F tn for n = 0, 1, . . . , N with N ∈ N. The next result indicates that moments of the numerical solutions are bounded on the above subevents Ω R,n . 
Proof of Lemma 4.4. We define a continuous-time version
(4.9)
Let p ≥ 2 be an even number. We apply the Itô formula in Lemma 2.6 to (4.9) to derive Similarly to (2.11), we use the Cauchy-Schwarz inequality and Lemma 2.5 to get
As a result,
where
Using the coercivity condition (2.4) yields
Now we estimate the remaining four items separately. The Cauchy-Schwarz inequality and the elementary inequality (|a| + |b|) p ≤ 2 p (|a| p + |b| p ) for all a, b ∈ R and p > 0 help us to get
(4.14)
From (4.9) and and the elementary inequality (|a|+|b|+|c|) p ≤ 3 p (|a| p +|b| p +|c| p ) for all a, b, c ∈ R and p > 0, we see that for s ∈ [t n , t n+1 ]
It follows from Lemma 4.2 and (3.5), (3.6), (3.7) that
(4.16)
Repeating the same arguments in (4.15)-(4.16) implies
and thus gives
Employing the Cauchy-Schwarz inequality, the Young inequality and (3.5) arrives at 
and therefore
Similarly,
(4.23)
Inserting (4.19)-(4.23) into (4.13) promises 1 Ω R(h),n |Y n | p+ i+1 2 q h i ≤ 1 Ω R(h),n |Y n | p , (4.26) 27) for i = 1, . . . , p − 1. Thus
In view of the techniques used in (2.12)-(2.13), we have
(4.29) The Gronwall inequality shows that
(4.30)
Taking t = t n+1 in (4.30) particularly yields
Due to the decreasing property of Ω R(h),n , we also have 
where H(q) comes from (4.8).
Proof of Lemma 4.5. By (4.1), it is easy to show that
(4.34)
With (4.6), it suffices to verify E 1 Ω c R(h),n |Y n | p < ∞. Note that
where we set 1 Ω R(h),−1 = 1. Applying the Hölder inequality with 1 p ′ + 1 q ′ = 1 for q ′ =p (p+1)H(q) > 1 and the Chebyshev inequality gives
In view of (4.34) and (4.7), we deduce
(4.37)
Combining this with (4.6), we obtain (4.33) for even integer p ∈ [2,p H(q) − 1). By the Jensen inequality, (4.33) still holds for all p ∈ [2,p H(q) − 1).
Convergence rates of the tamed Euler method
In this subsection we shall detect the local convergence rates p 1 and p 2 from (3.22)-(3.23) and thus derive the global convergence rates of the tamed Euler method (4.1) by the fundamental convergence theorem, Theorem 3.3. Here we consider two cases. and p 2 = 1 − κ and thus has a mean-square convergence rate of order 1 2 − κ. Proof of Theorem 4.6. Consider the one-step approximation of (4.1)
Convergence rates under polynomial growth condition
(ds, dz) (4.38) and the one-step approximation of the Euler-Maruyama method
It follows from (2.1), (4.39) and the martingale property that
We then apply (3.4), (2.5) with κ ≥ q p ≥ q 2p and the Hölder inequality to derive Observing (2.1), we use the elementary inequality, the Hölder inequality, BDG-type inequality and (4.2) with 1 1−κ ↓ 1 to get
Then the Hölder inequality, (3.5)-(3.7) and (2.5) withp ≥ 2+q
(4.44)
A combination of (4.44) and (4.41)-(4.42) gives
By (4.38)-(4.39) and (3.5), it is easy to see that
Hence, substituting (4.41)-(4.46) into (4.40) shows (3.22) is satisfied with p 1 = 3 2 . Next, we examine the one-step error in mean-square sense. By the inequality |a + b| 2 ≤ 2(|a| 2 + |b| 2 ) for all a, b ∈ R, we have
(4.47)
From (2.1), (4.39), the Hölder inequality and isometry formulae, one can show that Similarly to (4.43)-(4.44) and noting 1 1−κ ↓ 1, we can derive that 
(4.51)
Likewise, one can prove
Then (4.51)-(4.53) and (4.48) enable us to obtain
Moreover, by (4.38)-(4.39) and (3.5)-(3.7) we derive At this moment, we would like to point out that the mean-square convergence order of the tamed Euler method (4.1), arbitrarily close to 1 2 , coincides with that in [6, Theorem 3.5] and [27, Theorem 2], treating Lévy SDEs (1.1) with linearly growing jump coefficient. Different from [6, 27] , we make assumptions to allow super-linearly growing jump coefficients. However, a price to pay for such a more relaxed condition is assuming finite Lévy measure. When σ ≡ 0, namely, the Lévy SDEs (1.1) reduce to the continuous SDEs and the corresponding numerical results of such equation in [1, 17, 19, 35, 42, 43, 46] can be recovered as follows. Proof of Theorem 4.7. Since Theorem 4.6 shows p 1 = 3 2 , it suffices to show p 2 = 1. To this end, we need re-eveulate E |X t,
In fact, by (4.50), (3.5), (3.6) and (2.5), we have
where κ is the same as that in (4.50) . This and (4.49) imply
(4.57)
Applying (4.57)-(4.58) leads to
which together with (4.55) yields p 2 = 1 and thus ends the proof.
Improved convergence rates under differentiability condition
Theorem 4.6 implies that there is an infinitesimal order reduction for method (4.1) . In what follows we show that this small amount can be removed under further differentiability assumptions on the coefficients. 
∂x j ∂x k , ∂σ i ∂x j , ∂ 2 σ i ∂x j ∂x k , are continuous and satisfy the polynomial growth condition in the form of (3.4), i.e., there exist K, q ∈ [0, ∞) such that for all x, y ∈ R d , i, j, k = 1, . . . , d and l = 1, . . . , m
Equipped with the above assumption,we can get an improved convergence rate of order 1 2 . Theorem 4.9. Suppose Assumptions 2.1, 2.3 and 4.8 hold and letp ≥ 6 + 2q. Then the tamed Euler method (4.1) satisfies (3.22)-(3.23) with p 1 = 3 2 and p 2 = 1 and thus has a mean-square convergence rate of order 1 2 .
It is not surprising that the rate of mean-square convergence is exactly 1 2 , with strong assumptions of differentiability on the coefficients. Actually, one can construct higher order schemes when taking into account differentiability assumptions on the coefficients. Such an important contribution has been done by Kumar and Sabanis [28] .
Proof of Theorem 4.9 Using the notation Y t,x (t + h), Y E t,x (t + h) presented in (4.38)-(4.39), we only consider p 2 since Theorem 4.6 tells us that (3.22) is satisfied with p 1 = 3 2 . To this end, we need to estimate E |f (X t,x (s)) − f (x)| 2 by (4.47) and (4.48) . Now we apply the Itô formula in Lemma 2.6 to obtain for i = 1, . . . , d, According to the elementary inequality |a + b + c + d + e| 2 ≤ 5(|a| 2 + |b| 2 + |c| 2 + |d| 2 + |e| 2 ) for all a, b, c, d, e ∈ R, it follows that
Since the first three terms on the right hand side of (4.61) can be estimated in the same manner, here we just, for example, give the estimate of the second term on the right hand side of (4.61) via the Hölder inequality and Assumption 4.8 and (2.5) withp ≥ 6 + 2q 
Using (3.4) and (2.5) yields
(4.71)
Therefore
Observing (4.41) we have
Similarly to (4.46), we can obtain
The triangle inequality suggests that (3.22) is satisfied with p 1 = 2. Using the Hölder inequality and (4.66), one realizes that
(4.75)
Similarly to (4.55), we get
Therefore, the inequality |a + b| 2 ≤ 2(|a| 2 + |b| 2 ) for all a, b ∈ R shows that (3.23) is satisfied with p 2 = 3 2 , which completes the proof by Theorem 3.3.
Application of the fundamental convergence theorem: convergence rate of the sine Euler method
Motivated by the explicit scheme introduced in [50, 51] , we propose the following sine Euler method for SDEs (1.1) with jumps
with Y 0 = X 0 , where sin(x) := (sin(x i )) d×1 for any x ∈ R d and sin(y) := (sin(y ij )) d×m for any y ∈ R d×m . We mention that the proposed scheme (5.1) is different from schemes in [50, 51] even if the jump term vanishes. 
further estimate of which is a copy of that of I 1 in (4.19). Since |x − sinx| ≤ |x| 2 ,x ∈ R, it holds
By the Cauchy-Schwarz inequality, 
Convergence rates of the sine Euler method
We analyze the convergence rates of method (5.1) in two cases as subsection 4.2 does. and (4.39) . Firstly, using (5.10), (4.39), (5.8) and (3.5) shows that
Convergence rates under polynomial growth condition
We then follow arguments used in (4.41)-(4.45) to derive
Combining (5.11) and (5.12), we realize that (3.22) is satisfied with p 1 = 3 2 . Secondly, due to |x − sin x| ≤ x 2 for all x ∈ R, we have
for all x ∈ R d×m . Employing (5.10), (4.39), the elementary inequality |a+b+c| 2 ≤ 3(|a| 2 +|b| 2 +|c| 2 ) for all a, b, c ∈ R, (5.8), (5.13) and (3.5)-(3.7), we get
Additionally, following exactly the same lines of derivation for (4.54) guarantees 
Numerical tests
In this section we perform some numerical experiments to illustrate the previous theoretical findings. First we consider the following two equations dX(t) = (X(t − ) − 5X 5 (t − )) dt + X 2 (t − ) dW (t) + X(t − ) ln(1 + |X(t − )| 2 ) dN (t), (6.1) dX(t) = (X(t − ) − X 5 (t − )) dt + dW (t) + dN (t), (6.2)
for t ∈ [0, 1] with X(0) = 0.5. HereN (t) represents a compensated Poisson process with jump intensity λ = 0.5 > 0 [40] . Note that (6.1)-(6.2) obey Assumptions 2.1, 2.3, 3.1, 4.8. In particular, the drift coefficients satisfy the polynomial growth condition (3.4) with q = 8. In Figure 1 , we use our methods (4.1), (5.1) and the classical Euler Maruyama as a benchmark with a small stepsize h = 2 −13 to plot two sets of path simulations for (6.1)-(6.2).
To detect the mean-square convergence rates, we identify the "exact" solutions with numerical approximations by using h = 2 −13 and then compute numerical solutions of (6.1)-(6.2) by the above three methods with seven different stepsizes h = 2 −i , i = 6, 7, . . . , 12. Here the expectations are approximated by the Monte Carlo approximation with M = 5000 Brownian and Poisson paths. Figure 2 shows that the slopes of the error lines and the reference lines match well, indicating that the proposed schemes have strong rates of order one-half in multiplicative case and order one in additive case. Additionally, Table 1 lists the CPU time of numerical approximations by the tamed and sine methods, generated by Matlab R2016a on a desktop (3.86 GB RAM, Intel(R) Core(TM) i5 CPU M480 at 2.67 GHz) with 64 bit Windows 7 operating system. It seems that the sine method costs slightly lees time than the tamed Euler method.
Finally, to numerically demonstrate the effect of introducing a taming to the super-linearly growing jump coefficients, we consider the following SDE with pure jumps, dX(t) = (X(t − ) − X 5 (t − )) dt + X(t − ) ln(1 + |X(t − )| 2 ) dN(t), t ∈ [0, 1], X(0) = 1, (
where the jump intensity λ = 5. One can easily verify that this equation satisfies Assumptions 2.1, 2.3, 3.1, 4.8 and has a unique solution with bounded p-th moments for any p ≥ 2. Next we compute in Figure 3 the second moments of numerical solutions generated by a drift-tamed Euler method (6.4), a drift-sine Euler method (6.5) as follows Y n+1 =Y n + (Yn−Y 5 n )h 1+|Yn−Y 5 n |h + Y n ln(1 + |Y n | 2 )∆N n , Y 0 = 1, (6.4)
Y n+1 =Y n + sin (Y n − Y 5 n )h + Y n ln(1 + |Y n | 2 )∆N n , Y 0 = 1, (6.5)
as well as our two methods (4.1), (5.1), with taming also applied to the jump coefficient. Numerical simulations are performed with two stepsizes h = 2 −4 , 2 −5 and the expectations are approximated by the Monte Carlo approximation with M = 5000 Poisson paths. Figure 3 indicates that the second moments of the proposed methods with taming in the jump term always remain bounded while schemes with only taming in the drift term seem to explode, even with small stepsizes h = 2 −4 , 2 −5 . 
Convergence orders of three methods in additive case
Tamed Euler method Sine Euler method Euler Maruyama method order 1.0 Figure 2 : Mean-square convergence rates for (6.1) (left) and (6.2) (right). 
