Genome-wide analysis of mRNA translation (translatomics) can improve understanding of biological processes and pathological conditions including cancer. Techniques used to identify the effects of various stimuli on the translatomes such as polysome-and ribosome-profiling necessitate adjustment for changes in total mRNA levels to capture bona fide alterations in translational efficiency. In addition to changes in translational efficiency, which affect protein abundance, translation can also act as a buffering mechanism whereby protein levels remain constant despite changes in mRNA levels (translational buffering). Herein, we present anota2seq, an algorithm for analysis of translatomes, which is applicable to DNA-microarray and RNA sequencing data. In contrast to anota2seq, current methods for analysis of translational efficiency using RNA sequencing data as input identify false positives at high rates and/or fail to distinguish changes in translation efficiency from translational buffering when two conditions (e.g. stimulated and non-stimulated cells) are compared. Moreover, we identify dataacquisition specific thresholds, which are necessary during anota2seq analysis. Finally, we employ anota2seq to show that insulin affects gene expression at multiple levels in a largely mTOR-dependent manner. Thus, the universal anota2seq algorithm allows efficient interrogation of the
INTRODUCTION
Regulation of gene expression is a multi-step process including transcription, mRNA-processing, -transport, -stability, and -translation 1 . Although the precise relative contribution of each of these processes in the regulation of gene expression remains controversial 2 and likely context dependent, several studies have implicated mRNA translation as a key step that determines the composition of the proteome 3, 4 . Notably, adaptation to changes in cellular environment requires rapid adaptation of the proteome, which is in addition to protein degradation, largely accommodated by altering translational efficiency of mRNAs before affecting their de-novo synthesis 5 . Direct genome wide quantification of mRNA translation is therefore required to improve the understanding of how protein levels are regulated in response to a variety of stimuli and stressors as well as in normal vs. diseased cells. Polysome-and ribosome-profiling are techniques that are used to study translatomes (i.e. the genome-wide pool of translated mRNA) 6 . Polysome-profiling allows separation of mRNAs based on the number of ribosomes that they are associated with, which is directly proportional to translational efficiency.
Efficiently translated mRNAs (typically defined as transcripts associated with >3 ribosomes) and cytosolic mRNA are then quantified using DNAmicroarrays or RNA sequencing (RNAseq) 7 . Ribosome profiling involves isolation of ribosome-protected fragments (RPFs), generated by RNase treatment, irrespective of the number of ribosomes bound to each individual mRNA molecule. Ribosome-profiling thereby, in conjunction with RNAseq, allows mapping of the position of the ribosome on the mRNA with a single nucleotide resolution [8] [9] [10] . Recently, it has been reported that interpretation of ribosome profiling data may be challenging due to biases introduced by commonly used translation inhibitors including cycloheximide and/or lack of appropriate quality control [11] [12] [13] [14] [15] . Application of ribosome-profiling, also leads to greater biases as compared to polysome-profiling when employed to quantify changes in translational efficiencies, which is a consequence of strong dependence of ribosome-profiling on the magnitude of the shift of the mRNA distribution across the polysomes, as well as mRNA abundance 16 .
This dramatically favours identification of highly abundant mRNAs showing large shifts in translational efficiency such as terminal oligopyrimidine (TOP) mRNAs as being translationally regulated, over those of lower abundance that exhibit lesser shifts 16 . Thus, while ribosome-profiling provides accurate information on ribosome positioning on mRNA 6, 16 and has thus understanding of multiple aspects of protein synthesis 9,10 , polysome-profiling appears to be more reliable for analysis of translational efficiency on a genome-wide scale.
We will therefore focus on analysis of translatomes using the polysomeprofiling strategy, but notably the methodology that we describe herein can also be applied to assessing translational efficiencies using ribosome-profiling data.
In addition to a scenario whereby changes in translational efficiency impacts on protein levels, translation may be altered as a compensatory mechanism to maintain constant protein levels when total mRNA levels change. This phenomenon, referred to as translational buffering was initially described in yeast [17] [18] [19] but recent reports suggest that it may also be a prominent, yet unexplored, regulatory mode in mammals 20, 21 . Statistical methods that distinguish between changes in translational efficiency that results in changes in protein levels (herein defined as differential translation) from those that do not (herein defined as differential translational buffering) are therefore warranted.
Alterations in translational efficiency are reflected by the changes in the number of ribosomes associated with mRNA between two or more different experimental conditions. Subclasses of mRNAs, however, exhibit dramatic differences in ribosome-association between conditions, which are also dependent on the type of the stimulus. For instance, TOP mRNAs that encode components of the translational machinery are amongst transcripts associated with the highest number of ribosomes under conditions wherein the mammalian/mechanistic target of rapamycin (mTOR) is active, while mTOR inhibition results in their near complete dissociation from ribosomes (on-off regulation). In stark contrast, under conditions when mTOR is activated, mRNAs encoding proliferation-promoting (e.g. cyclins), survival (e.g. survivin) and mitochondria-related factors (e.g. ATP5O) are associated with prominently less ribosomes relative to TOP mRNAs, and upon mTOR inhibition the reduction in their ribosome association is less dramatic as compared to TOP mRNAs 16 . Identification of both types of changes in translation efficiency can be masked by the mechanisms that act upstream of translation (e.g. transcription, mRNA stability) that indirectly affect polysomeassociation of mRNAs by inducing alterations in corresponding mRNA levels (hereafter referred to as…total mRNA or cytosolic mRNA; herein we will refer to such mRNA as cytosolic mRNA). To identify differential translation, the Anota algorithm 22 applies per-gene analysis of partial variance (APV) 23 coupled with variance shrinkage. This approach is superior to methods interpreting differences between log ratios inasmuch as log ratio based approaches do not efficiently adjust changes in polysome-association or RPFs for changes in cytosolic mRNA levels due to a phenomenon referred to as spurious correlation 24 . Spurious correlations were initially described by K.
Pearson and imply that a comparison of ratios, which in this case is the difference score of log ratios between polysome-associated mRNA (or RPF) to cytosolic mRNA, can systematically correlate with cytosolic mRNA levels 25 .
A change in cytosolic mRNA level may therefore lead to false positive identification of differential translation. Indeed such spurious correlations are abundant in both polysome-and ribosome-profiling studies suggesting that log ratio based approaches should be avoided 24 . A recent study 26 evaluated anota in the context of RNAseq data. Anota 22 , however, was developed for normalized DNA microarray data which have a continuous scale, and thus cannot be applied on non-transformed count data originating from RNAseq studies. This highlights an emerging issue in quantitative biology, whereby analytical methods are inappropriately used, emphasizing the importance of facilitating correct and efficient application of methodologies.
Several methods have been specifically developed for analysis of differential translation using RNAseq data as input, including babel 27 and Xtail 26 ; or were developed for analysis of differential expression using RNAseq data and can be utilized for analysis of differential translation, including DESeq2 28 . Babel 27 follows an errors-in-variables regression analysis comparing polysomeassociated mRNA changes to a background model. DESeq2 28 models read counts using generalized linear models (details in materials and methods).
Xtail 26 creates fold-change probability matrices for both polysome-associated and cytosolic mRNA and a joint probability matrix which is used to assess gene specific p-values. Because all these methods are based on interpretation of log-ratio difference scores and are therefore likely to entail spurious correlations, we aimed to develop an anota-like approach for count data (i.e. RNAseq). Initially we considered an approach using edgeR 29 or DESeq2 28 . However, because these methods cannot apply gene specific covariates, this was unachievable 28, 29 . Instead, we identified suitable data transformations allowing application of the anota algorithm (i.e. passing quality control steps for efficient analysis within anota) 22 and among several newly added features updated the algorithm such that it can also be employed to identify translational buffering, which cannot be achieved by current methodology. Herein, we present the universal anota2seq algorithm that can be applied to analyse both differential translation and differential translational buffering using data on a continuous scale or count data. We show that anota2seq outperforms current methods for analysis of differential translation.
Moreover, we generated polysome-profiling data sets using DNA-microarrays or RNAseq in parallel, wherein we studied the effects of insulin on gene expression in MCF7 cells. Using these data we established key quantificationand transformation-related aspects that allow broad application of anota2seq, and directly compared the performance of DNA-microarrays to RNAseq in polysome-profiling analysis. These experiments demonstrated that insulin induces changes in multiple gene expression programs which entail modulation of steady state mRNA levels, differential translation and differential translational buffering which are largely mediated by the mechanistic/mammalian target of rapamycin (mTOR).
MATERIALS AND METHODS

RNA isolation for polysome-profiling
MCF7 cells were obtained from American Type Culture Collection (ATCC) and maintained in RPMI-1640 supplemented with 10% fetal bovine serum, 1% penicillin/streptomycin and 1% L-glutamine (all from Wisent Bio Products).
Cell lines used were verified by profiling 17 short tandem repeat (STR) and 1 gender determining loci using ATCC Cell Line Authentication Service and the results were as following: MCF7 (100% match to ATCC MCF7 cells # HTB-22): D5S818 (11, 12 versus 11, 12) ; D13S317 (11 versus 11); D7S820 (8, 9 versus 8, 9) ; D16S539 (11, 12 versus 11, 12) ; vWA (14, 15 versus 14, 15) ; THO1 (6 versus 6); AMEL (X versus X); TPOX (9, 12 versus 9, 12), CSF1PO (10 versus 10). Cells were serum starved for 16h hours followed by 4 hour treatment with either DMSO (4.2nM), insulin (4.2nM) or insulin (4.2nM) + torin1 (250nM), washed with ice cold PBS containing 100µg/mL cycloheximide, collected and lysed in a hypotonic lysis buffer [5 mM Tris-HCl (pH 7.5), 2.5mM MgCl2, 1.5 mM KCl, 100 µg/L cycloheximide, 2mM DTT, 0.5% Triton X-100, and 0.5% sodium deoxycholate] (all chemicals used were obtained by Sigma unless otherwise stated). A lysate sample was collected and cytosolic RNA was isolated using TRIzol (Invitrogen). Lysates were loaded onto 10-50% (wt/vol) sucrose density gradients [20 mM Hepes-KOH (pH 7.6), 100 mM KCl, 5 mM MgCl2] and centrifuged at 36,000 rpm [SW 40 Ti rotor (Beckman Coulter, inc) ] for 2h at 4 °C. Gradients were fractioned and the optical density at 254 nm was continuously recorded using an ISCO fractionator (Teledyne ISCO). RNA from each fraction was isolated using TRIzol (Invitrogen). Fractions with mRNAs associated with >3 ribosomes were pooled (polysome-associated mRNA). The experiment was performed in 4 biological replicates.
Protein isolation and Western Blotting
MCF7 were serum-starved overnight with RPMI supplemented with 0.1%FBS.
Where indicated, cells were pre-treated with torin1 (150nM) DTT and 0.01% bromophenol blue]. Proteins of interest were detected using the following primary antibodies: anti--actin (Clone AC-15) #A1978 from Sigma (Saint Louis, Missouri, USA) used at 1:5,000 dilution; and anti-4E-BP1(53H11) #9644, anti-p-4E-BP1 (S65) (174A9) #9456, anti-rpS6 #2217, anti-p-rpS6 (S240/244) #2215, anti-Cyclin D3 (DCS22) #2936, anti-S6K1/2 #9202, anti-p-S6K1/2 (T389) #9205 all used at 1:1,000 dilutions from Cell Signaling Technologies (Danvers, MA, USA). Secondary antibodies (Amersham) were used at 1:10,000, and signals were revealed by chemiluminescence (ECL, GE Healthcare).
Microarray data processing
DNA-microarray based expression analysis (polysome-associated and cytosolic RNA) was performed using the Human Gene ST 1.1 array plate (Gene Titan from Affymetrix) by the Bionformatics and Expression Analysis (BEA, Karolinska Institutet, Stockholm). Gene expression was summarized and normalised using Robust Multi-array Average (RMA) 30 using the custom probe set annotation (hugene11st_Hs_ENTREZG) as these provide improved precision and accuracy [31] [32] [33] . Microarray quality control was performed using standard methods 34 and all arrays were considered of high quality.
RNAseq data processing
RNAseq libraries were obtained according to the strand specific TruSeq protocol including ribosomal RNA depletion (Ribo Zero) and sequenced using Illumina HiSeq 2000 High Output platform obtaining single end reads for both polysome-associated and cytosolic mRNA. Library preparation and sequencing were performed at Scilifelab (Stockholm). All RNAseq reads were subjected to and passed quality control (Phred scores >30) and aligned to the hg19 reference genome using HISAT 35 with default settings. The average percentage of reads mapped to the genome was 83% (total number of reads was 92 million). Reads mapped to multiple places in the genome were removed. Gene expression was quantified using the RPKMforgenes.py 36 script from which raw gene counts were obtained (version last modified 11.04.2013). Genes that overlap and/or had 0 counts in at least one sample were removed from the analysis. Genes were annotated using RefSeq 37 database. A total of 11,623 unique genes were represented in the RNAseq data. Raw counts were either rlog 28 or voom 38 transformed.
RNAseq data simulation using empirical data
Method performance comparison was done using simulated data. Data was simulated by sampling from a negative binomial (NB) distribution using estimated means and dispersions from empirical RNAseq data produced in this study (control and insulin condition only). We used a similar approach as described previously 39 . For polysome profiling data, in addition to nonregulated genes (i.e. evenly expressed), three regulatory modes were simulated: differential translation (a change in polysome-associated RNA independent of changes in cytosolic RNA), differential translational buffering (a change in cytosolic RNA that is not reflected by a similar change in polysome-associated RNA) and changes in mRNA abundance (i.e. a congruent change in polysome-associated and cytosolic RNA). Each regulatory mode is represented by 5% of all genes (total number of simulated genes was 10,748). Four replicates of control and treatment conditions were simulated using the following parameterization for the NB distribution:
where Y is the simulated gene count for gene g and RNA source (i.e. polysome-associated or cytosolic mRNA) i and ! !" is the dispersion.
The mean ! !" and dispersion ! !" were estimated from the empirical data using maximum likelihood estimates ! !" and ! !" with ! !" was obtained by maximizing the log-likelihood function described 39 . ! !" and ! !" were then directly used as parameters of a NB distribution to simulate 4 replicates control conditions. We used the rnbinom function of the stats R package with parameter size being 1 ! !" .
For non-regulated genes, the treatment condition was sampled from a distribution with equal ! !" and ! !" identical to the control condition for that gene. For regulated genes, these estimates were used as base parameters and modified according to the different regulatory modes. For differential translation (537 genes, similar number of up-and down-regulation), the base parameters were used for simulating cytosolic mRNA of both conditions and polysome-associated mRNA of the control condition. The mean and dispersion parameters used to simulate polysome-associated mRNA under treatment condition were modified as follows: an effect size parameter ! ! for upregulation was sampled from a vector containing values from 1.5 to 3 with steps of 0.2. For down regulation the parameter ! ! was modified to 1/! ! . The modified mean parameter was then ! ! ! !" (or 1/! ! ! !" for down regulation). In order to keep the mean-variance relationship as similar as possible to the empirical data, the modified dispersion was taken as the dispersion of the gene from the empirical data having the closest mean estimate to ! ! ! !" (or 1/! ! ! !" for down regulation). Similarly, for differential translational buffering (537 genes), base parameters were used for polysome-associated mRNA (both conditions) and cytosolic mRNA (control condition). A random effect size was introduced for simulating cytosolic mRNA under treatment condition and applied as described for differentially translated genes. Finally, for mRNA abundance base parameters were used for cytosolic and polysomeassociated mRNA under control condition and the same effect size was introduced to modify the parameters of the distribution from which cytosolic and polysome-associated mRNA were sampled under the treatment condition; and applied as described for differentially translated genes.
Genes that had a simulated count of zero in any sample were removed before analysis. To assess the ability of methods to control for type I error/false discovery rate in the absence of any true regulation between control and treatment, we also simulated a null dataset using base parameters for all genes in both conditions. Furthermore for additional testing, we simulated datasets with additional 5%, 10% and 15% noise, where the noise is a percentage of each count, which is added or subtracted (same probability to add or substract); and datasets with different sequencing depths (5, 10, 15 and 25 million counts per sample). The average total count across all conditions and RNA types of the simulated data are 42 million counts.
Comparison of methods for analysis of differential translation using simulated data
We compared five tools for the analysis of the translatome: anota2seq, transformed. Similar to anota 22 , anota2seq combines analysis of partial variance (APV) 23 and the Random Variance Model (RVM) 41 and uses a twostep process that firstly assesses the model assumptions for 1) absence of highly influential data points that affect APV assumptions 2) common slopes of sample classes, 3) homoscedasticity of residuals and 4) normal distribution of per gene residuals. This is followed by analysis of differential translation or differential translational buffering using APV 23 in this study we used the following implementation:
Here RNA represents either polysome-associated or cytosolic mRNA; condition represent the control or treatment groups and RNA:Condition the interaction effect. In this model RNA:Condition is the measurement for differential translation. The TE score is the difference between conditions in log2 ratios (between polysome-associated and cytosolic mRNA). Statistics for changes in TE were calculated using Student's t-test. Xtail 26 is a method based on comparisons of fold-changes between conditions using data from polysome-associated mRNA, cytosolic mRNA or between polysomeassociated and cytosolic mRNA. For each comparison, a fold change probability distribution is generated. Using these probability distributions a joint probability matrix is derived and p-values for each gene assessed. For all methods, we used either the reported FDRs for all genes when applying default parameters or the selection of filtered genes (filtered using default parameters for each method) under a specific FDR threshold. These tools were compared using receiver operator curves on simulated data.
Analysis of the empirical data set using anota2seq
DNA-microarray and RNAseq data were analysed for differential polysomeassociated mRNA, differential cytosolic mRNA, differential translation and differential translational buffering using the anota2seq algorithm. Genes where considered differential translated or translationally buffered when passing default filtering criteria in anota2seq (-0.5 < slope < 1.5, FDR < 0.05 and deltaPT > 0.15). Filtering criteria were used for both DNA-microarray and RNAseq analysis. When comparing DNA-microarray and RNAseq data, genes measured on both platforms were used, leading to a total of 10679 genes.
R-packages and settings
Hierarchical clustering, scatter plots and PCA plots were generated using the hclust (default settings), smoothScatter and prcomp (center=TRUE) Rfunctions, respectively. Receiver operator curves (ROC), area under the curve (AUC), partial AUC (pAUC) and precision recall curves were generated using the ROCR R-package (version 1.0-7) 42 . P-values from each method were used in the ROC analysis. pAUC were obtained at 5 and 15% false positive rate by using the fpr.stop parameter from the ROCR package, followed by division of the so acquired AUC with the corresponding fpr cut-off rate. The precision is the positive predictive value and the recall is the true positive rate or sensitivity.
RESULTS
Babel and Xtail algorithms underperform under a NULL model
To evaluate the performance of current methods relative to anota2seq for analysis of the translatomes by RNA-seq, we employed a simulated data approach (see materials and methods for details). To identify appropriate data transformations for application of anota2seq we evaluated several normalization and transformation approaches including rlog 28 and voom 38 . We then compared the performance of anota2seq using rlog and voom data transformations to other methods including babel 27 , DESeq2 28 , translational efficiency (TE) score and Xtail 26 . An essential aspect in such analysis is the control of type I error/false discovery rates (FDR) under a NULL model wherein no differences are introduced, the distribution of the p-values is expected to be uniform resulting in FDRs for all genes to equal 1, after adjusting for multiple testing. To evaluate this we simulated a dataset with two conditions sampled from the same distribution i.e. where all the genes were set not to be regulated (i.e. no differential translation, changes in mRNA abundance or differential translational buffering; see material and methods;
Fig. S1). Consistent with observations from empirical data sets 43 , simulated data for cytosolic mRNA or polysome-associated mRNA differed when visualized using hierarchical clustering ( Fig. 1A) . Moreover, as expected under a NULL model, there was no separation of the treatment and control groups (Fig. 1A) . The resulting density plots of p-values for differential translation revealed uniform distributions for all methods except Xtail, which has a strong overrepresentation of low p-values, and babel, which shows an overrepresentation of high p-values and a local enrichment of low p-values under the NULL model ( Fig. 1B) . Accordingly both Xtail and babel assign low FDRs to a subset of genes even when analysing data sets which were a priori set to be devoid of any changes in translational efficiency ( Fig 1B) . This indicates that babel and Xtail are unable to control FDRs.
Anota2seq outperforms current methods for identification of differential translation
To evaluate the performance of the various methods in identification of differential translation, we next simulated a data set with two conditions and three regulatory patterns (537 genes per regulatory pattern along with 9137 evenly expressed genes): differential translation ("dTE"), differential translational buffering ("TB") and changes in total mRNA abundance ("Tot") ( Fig. 2A ). Hierarchical clustering showed the expected pattern whereby polysome-associated mRNA and cytosolic mRNA cluster separately and treatment and control groups form separated clusters within each of these clusters -thus capturing the complex structure of polysome-profiling data (which is similar to ribosome-profiling data 43 ; Fig. 2B ). We next set to determine the performance of each method in detecting differential translation. Therefore, for each method identification of a gene belonging to the differential translation pattern ("dTE") was considered as a true positive event, whereas identification of genes whose translation remains unchanged or those belonging to "TB" and "Tot" regulatory patterns was considered as a false positive event ( Fig. 2A) . To assess the performance of the methods, we used area under the curve (AUC) and partial AUC (pAUC) of receiver operator curves (ROC) 44 . The methods were applied using default settings on 5 replicate data sets simulated as in figure 2A (to assess the variability of the simulation) followed by assessment of their outputs prior to any filtering (see material and methods). ROC curves show that anota2seq analysis on rlog or voom transformed data performs equally well and outperforms all other methods as judged by AUC and pAUCs ( Fig. 2C, table 1 ). In addition, precision recall curves reveal high initial precision values for anota2seq compared to other methods (Fig. 2C ). This can be explained by the analysis principle of the other methods. TE-score, babel, DESeq2 and Xtail are indifferent to whether non-congruent changes in cytosolic mRNA levels or polysome-association are due to differential translation (i.e. changes in polysome-associated mRNAs but not in cytosolic mRNA levels) or differential translational buffering (i.e. no difference in polysome-associated mRNA despite a change in cytosolic mRNA levels) whereas anota2seq can make this distinction. Indeed, this property likely contributes to the reported superior performance of anota as compared to TE-score in reflecting changes in the proteome 45 .
To further characterize the performance of the methods at common FDR thresholds, we counted the number of identified genes from each regulatory pattern (differential translation, differential translational buffering and differential mRNA abundance) and genes whose expression did not change identified at a 5%, 10% or 15% FDR threshold ( Fig. 2D ) using the default settings of each method. Babel and TE score identified fewer true positive events of differential translation than the other methods. Anota2seq identified approximately the same number of true positives at the 15% FDR threshold as DESeq2 while Xtail identified slightly more true positive events. The number of genes identified from the set of buffered genes by each method reveals that only anota2seq can efficiently distinguish between differential translation and differential translational buffering. Notwithstanding that all methods perform similarly in terms of rejecting genes that show changes in mRNA abundance (i.e. congruent changes in cytosolic and polysomeassociated mRNA), there were dramatic differences in terms of identification of equally expressed genes (i.e. false positives). Anota2seq and TE-score identified few such genes while babel and DEseq2 identified a sizeable number. Strikingly, Xtail identified >600 such genes at FDR<15%. The latter finding is consistent with the poor performance of Xtail 26 under the NULL model ( Fig. 1B) . To assess differences between applying a 5% and 15% FDR threshold, we visualized the disparity between the numbers of identified genes from each regulatory pattern ( Fig. 2E ). For anota2seq, there was a gain in true positives at the cost of a smaller increase in false positives, whereas for other methods, especially Xtail, increasing the FDR threshold introduces more false positives than additional true positives.
The above simulation included equal numbers of genes regulated via differential translation, differential translational buffering and differential mRNA abundance. Under certain conditions, however, differential translation or differential translational buffering may be the predominate mechanism affecting changes in translational efficiency and hence it was of interest to compare the methods using a simulated data set containing differential translation (537 genes) and differential mRNA abundance (537 genes) along with unchanged genes (9674 genes), but without differential translational buffering ( Fig. S2A-B ). As expected from their inability to separate differential translation from differential translational buffering ( Fig. 2D ), under these conditions babel 27 , DESeq2 28 , TE score and Xtail 26 showed improved performance as judged by pAUC and AUC, which was comparable to anota2seq (e.g. at pAUC 15% FPR and AUC; table S1). Moreover, removal of differential translational buffering from simulated data resulted in an increase in precision of the aforementioned methods (compare Fig. S2C to Fig 2C) . As shows superior performance under conditions wherein gene expression is regulated via both differential translation and differential translational buffering, it also outperforms other methods even in the absence of differential translational buffering. Therefore, anota2seq can be applied to efficiently identify changes in differential translation, which correspond to alterations in protein levels, when analyzing data sets quantified by RNAseq independent of what the underlying regulatory patterns are.
These results appear to contradict the recently report which described development of Xtail 26 . In the Xtail development study 26 it is clearly stated to assess performance to correctly identify differential translation and reports good ROC and precision/recall performance for babel, TE score and Xtail and poor performance for anota. The reported poor performance of anota 26 is caused by inappropriate application of anota on non-transformed counts.
Moreover, the assessment of performance of other methods in Xtail study does also not completely agree with this study. Our analysis reveals poor precision recall performance for babel, TE score and Xtail for determination of differential translation. We therefore examined the simulated data set used during development of Xtail in detail ( Fig. S3A ). This revealed that genes selected as true positives for differential translation belonged to any regulatory pattern (differential translation, differential translational buffering or differential mRNA abundance; and also included seemingly genes with unchanged expression) ( Fig. S3B top left). Moreover, there were genes which showed increased polysome-association but decreased mRNA levels (or vice versa), which represent unlikely biological events that were not observed in any of the empirical data sets examined 26, 46 (Fig. S3B top right and lower panel; notably this is distinct from translational buffering wherein levels of polysomeassociated mRNA remain unchanged despite alterations in mRNA levels).
We therefore reclassified genes ( Fig. S3C ) and only considered those showing differential translation (i.e. those where the change in translational efficiency is expected to be reflected by changes in protein levels) as truly differentially translated. We then examined the population of genes that were identified at different FDR thresholds with largely similar results as observed using our simulated datasets, except for babel, which identified very few regulated events ( Fig. S3D ). Thus the optimal performance of anota2seq is not restricted to the single simulated dataset.
Identification of differential translational buffering using anota2seq
In addition to differential translation, differential translational buffering also holds potentially important information about translational control as it is thought to function as a homeostatic mechanism that maintains protein levels despite changes in mRNA expression. Methods to capture translational buffering however have not been developed to date. We, therefore implemented analysis of differential translational buffering as part of the anota2seq software. Analysis of differential translational buffering in anota2seq is based on the same principle as analysis of differential translation (i.e. analysis of partial variance coupled with variance shrinkage) except that it captures changes in cytosolic mRNA levels, which do not lead to changes in levels of polysome-associated mRNAs. To assess the performance of anota2seq for analysis of translational buffering, we used the same data set as in Fig. 2A -B (i.e. with equal numbers of genes for each pattern [differential translation, differential translational buffering, or differential mRNA abundance]). In contrast to the analysis in figure 2A -B, for each method identification of genes from the differential translational buffering group was considered as a true positive event, whereas identification of evenly expressed genes or genes belonging to other regulatory modes was considered as a false positive event. As expected, pAUC and AUC for differential translational buffering were similar to the performance of anota2seq for analysis of differential translation efficiency ( Fig. 3A and table 2). Critically, very few genes whose translational efficiency changed were identified among those showing differential translational buffering under the FDRs assessed ( Fig. 3B ). Increasing the FDR threshold primarily lead to additional identification of differentially translationally buffered genes ( Fig.   3C ). Thus in addition to analysis of changes in translation efficiency anota2seq can be efficiently applied to identify differential translational buffering.
Assessing robustness against noise and varying sequencing depth
Experimental and technical challenges and/or study setups may give rise to datasets exhibiting dramatically different characteristics. This includes data sets with higher noise level and varying sequencing depth 47, 48 . To test the effects of variations in noise or sequencing depth on performance of translatome analyses, we simulated datasets with increasing noise levels (5, 10 or 15%; Fig. S4A ) or increasing number of RNAseq reads (5, 10, 15 or 25 million reads mapping to mRNAs per sample). Increased noise leads to a decrease in the number of true positives at an FDR of 15% especially for TE score ( Fig. S4B-C ). This is associated with a decrease in performance as assessed by ROC and precision recall curves ( Fig. S5A-F ). Judged by pAUC and AUC, anota2seq outperforms other methods at all noise levels in analysis of differential translation using a simulated data set including all regulatory patterns ( Fig. S4 ; table S2). Reduced sequencing depth had no clear effect on ROC analysis within methods ( Fig. S6 ). Nevertheless, the number of identified genes decreased ~10-50 genes with reduced sequencing depth depending on method ( Fig. S7A-B ). In our data set about 49% of the sequenced reads mapped uniquely to mRNA ( Fig. S8A ) indicating that an appropriate sequencing depth is ~10 million to obtain 5 million reads mapping to mRNA although this is likely to depend on sample and protocol used for preparation of RNAseq libraries.
Incorporating batch adjustment in anota2seq
Hybridization based DNA-microarrays and count based RNAseq are commonly used to estimate cytosolic and polysome-associated mRNA levels.
Both platforms have their intrinsic strengths and weaknesses whereby DNA microarrays have higher background signals but are less susceptible to issues associated with very high expression of only a limited number of genes that may dominate the output, as is seen in RNAseq 49 . Nevertheless, it remains to be determined how these technical traits affect genome-wide analysis of the translatome.
To directly test the performance of anota2seq on datasets obtained via DNAmicroarrays vs. RNAseq, we performed a polysome-profiling study to assess the effect of insulin on steady-state mRNA levels (reflective of translation and mRNA degradation) and translation and investigated the role of mTOR complex 1 (mTORC1) in mediating these effects. mTORC1 is activated by insulin via the PI3K/AKT pathway and acts as a major anabolic pathway in the cell that bolsters lipid, protein and nucleotide synthesis 50-52 . .To this end MCF7 cells were serum starved for 16 hours and treated with DMSO (control), insulin or insulin in combination with the active-site mTOR inhibitor torin1 for 4 hours (n=4; Fig. 4A ). Despite harbouring activating PIK3CA, mTORC1 signalling in MCF7 cells is highly responsive to insulin as illustrated by a dramatic induction in phosphorylation of mTORC1 downstream targets eIF4Ebinding protein 1 (4E-BP1) and ribosomal protein S6 kinases (S6K), and its downstream target ribosomal protein S6 (rpS6) which was abolished by torin1 ( Fig S8A) . Absorbance profiles revealed that as expected, insulin induced global mRNA translation, as evidenced by decrease in monosome peak and concomitant increase in polysome area as compared to control, which was also reversed by torin1 ( Fig S8B) . Total and heavy polysome-associated mRNA (i.e. associated with more than 3 ribosomes) was isolated and subjected in parallel to DNA-microarrays and RNAseq to generate two data sets from the exact same samples. The resulting data were analysed using anota2seq.
Principal component analysis of the DNA-microarray data set revealed the expected distinction between RNA source (polysome-associated or cytosolic) and treatment ( Fig 4B) , as previously reported in 7 . The same analysis using
RNAseq data revealed a similar separation based on RNA source but also a batch effect illustrated by a consistent pattern between the treatment groups within each replicate that was shifted across replicates ( Fig. 4B ). Such batch effects must be considered for efficient analysis 54 . We therefore implemented a batch effect parameter in anota2seq, which is applied during APV and affects variance shrinkage 23 . To assess the impact of the batch effect correction on analysis of translational efficiencies, we analysed the RNAseq data with and without batch effect correction. We then selected genes with an FDR < 0.05 (and passing filtering criteria, see materials and methods) in analysis of changes in polysome-associated mRNA, cytosolic mRNA, differential translation and differential translational buffering (we added a feature in anota2seq which allows for differential expression analysis of polysome-associated or cytosolic mRNA only using the same model as applied during analysis of translational efficiencies). When correcting for batch effects during anota2seq analysis, there is an increase in the number of genes with an FDR < 0.05 ( Fig. S9B ). Thus it is critical to enable correction for batch effects during analysis of translational efficiencies 54 . Notably, among all of the assessed methods for translatome analysis only Xtail is not equivalent to and does not have the option to perform an analysis incorporating batch effects.
RNAseq allows identification of differential translation across a broader dynamic range as compared to DNA-microarrays
We then characterized similarities and differences between anota2seq analysis of the DNA-microarray and RNAseq data. We first observed that microarrays. Consistently more genes were identified as differentially translated or differentially translationally buffered when using RNAseq data as input relative to DNA-microarray data, which was independent of transformation ( Fig. 4C ). We next identified differentially translated genes from DNA-microarray data or rlog or voom transformed RNAseq data (FDR < 0.05 and passed filtering as indicated in materials and methods) using anota2seq. This was followed by comparison of expression ranges for genes identified as differentially translated. RNAseq uniquely identifies a set of genes with low signals on the DNA-microarray as differentially translated.
When comparing rlog vs voom transformed RNAseq data, rlog identified a set of genes with lower expression levels as differentially translated as compared to voom transformation ( Fig. 4D ).
Commonly, differential translated genes are defined using both FDR and fold change (FC) thresholds 55, 56 . We therefore assessed the impact of such thresholds on anota2seq analyses of RNAseq or DNA-microarray data by comparing commonly or uniquely identified genes across platforms and data transformations using multiple thresholds (FDR < 0.05; FC > 1.5; or FDR < 0.05 and FC > 1.5). Voom transformation showed a larger overlap to DNA microarray as compared to rlog transformation at FDR<0.05 although the majority of genes were distinct between voom-transformed RNAseq and DNAmicroarrays ( Fig 5A) . The FC thresholds dramatically affect the overlap ( Fig.   5A ). To further illustrate this, volcano plots were generated showing genes identified by anota2seq as being differentially translated (FDR < 0.05, filtering) ( Fig. 5B ). Thus although genes selected solely by FDR in the voom based and DNA-microarray anota2seq analysis show substantial overlap, foldchanges are not comparable across platforms and transformations.
Assessing the need for replication for efficient analysis of differential translation using anota2seq
As noted above, data on translatomes can include substantial variance, thereby highlighting that sufficient replication is essential for efficient analysis.
Because this study includes four biological replicates and anota2seq requires two replicates when there are three treatment groups (3 replicates in the case of just two treatment groups), we determined the effect of reducing the number of replicates on anota2seq performance. Data sets were generated with all combinations of 2 (n=6) and 3 (n=4) replicates and analyzed differential translation using anota2seq to monitor genes that passed the filtering and FDR < 0.15. When using 2 replicates per sample, we observed a drastic decrease in the number of identified genes compared to scenarios where 3 or 4 replicates were used ( Fig. S9C ). We next monitored the FDRs of all genes with a FDR < 0.15 (all replicates) using 2 or 3 replicates. This illustrated that with 3 replicates per condition, FDRs are below 0.15 for the majority of such genes (Fig. S9D ). Consequently, for the efficient analysis using anota2seq, a minimum of 3 replicates should be applied -which is consistent with what has been proposed previously for analysis using babel 27 .
It should be noticed, however, that we used batch adjustment in the analysis, which will reduce the degrees of freedom for the residual error in the APV 23 model, and fewer replicates may therefore be sufficient when analysing data sets without batch effects and/or with >3 conditions.
Insulin regulates gene expression by modulating multiple steps in the gene expression pathway in a largely mTOR dependent manner
Next we determined how 4 hour insulin treatment of MCF7 cells affects gene expression at multiple levels including differential translation, differential translational buffering and differential mRNA abundance. This revealed that the major effect of 4 hour insulin treatment on gene expression occurs at the level of mRNA abundance followed by changes in translational efficiency and, to a lesser extent, translational buffering (FIG 6A) . Moreover, a comparison to the number of differentially regulated genes in insulin vs. insulin and torin1 treated cells as compared to the control, revealed that the vast majority of the effects of insulin on gene expression are reversed by torin1 ( Fig. 6A ). To further illustrate this, expression levels for polysome-associated and cytosolic mRNA under both insulin and insulin+torin1 conditions for genes with an FDR for deriving valid conclusions. Notwithstanding that the noisy nature of polysome-and ribosome-profiling data is widely acknowledged, it is often paradoxically suggested that methods for identification of differential translation that do not require replication are warranted 26 . This does not seem to be consistent with concerns about reproducibility in quantitative biology, which instead suggests that sufficient replication is essential to derive meaningful conclusions.
Currently, polysome-and ribosome-profiling are most commonly used to interrogate translatomes on a genome-wide scale whereby polysome-profiling is more efficient for identification of translational efficiencies 6,16 , while ribosome-profiling allows genome-wide information about ribosome positioning 9,10 . A powerful unique property of polysome-profiling is that it allows examination of 5' and/or 3'UTRs of mRNAs that are translated thereby facilitating identification of regulatory elements as well as potential differences in translation of mRNA isoforms that are co-expressed in the cells but differ in their 5' or 3'UTRs 16 . Thus, ribosome-and polysome-profiling represent compatible methodologies that provide ample opportunity to study translatomes. There is therefore a heightened interest to develop efficient methodologies to analyse polysome-and ribosome-profiling data. Such analysis has to be adopted to advances in technology that bear distinct characteristics, such as the count nature of RNAseq data, but also to our emerging understanding of mechanisms regulating mRNA translation.
Translational buffering represents one such emerging mechanism of translation control wherein alterations in mRNA levels are buffered at the level of translation such that levels of polysome-associated mRNAs are not affected by the changes in mRNA abundance. While the nature of such regulation suggests a role of mRNA translation in homeostatic regulation of protein levels, the mechanisms, extent and importance of this phenomenon are yet to be established. Nevertheless, analysis of translatomes requires efficient distinction between differential translation and differential translational buffering because the former is expected to result in changes in protein levels while the latter is expected to maintain protein levels constant in spite of alteration in cytosolic RNA levels.
To meet these requirements, we developed the anota2seq algorithm, capable of analysis of DNA-microarray and RNAseq data that efficiently identifies and separates differential translation from differential translational buffering.
Evaluation of anota2seq compared to other methods for translatome analyses indicated superior performance of anota2seq in detecting differential translation with low type-1-error rates and robustness against noise and varying sequencing depths. One unexpected finding from these studies was the poor performance of Xtail under the NULL condition inasmuch as a large number of genes were identified as differentially translated despite no true changes in their translational efficiency ( Fig. 1B and 2D ). This possibly stems from the usage of the same data multiple times during Xtail analysis (e.g. both polysome-associated mRNA and the ratio between polysome-associated RNA and cytosolic mRNA) thereby not meeting the independence criterion. This furter underlines the importance of assessing the performance under the NULL condition during method development. Moreover, anota2seq has several distinct features as compared to other methods: i) it is not based on interpretation of difference scores between log ratios and hence will not be affected by spurious correlations; ii) it distinguishes differential translation from differential translational buffering; iii) it allows for batch correction; and iv) it permits analysis of polysome-associated and cytosolic mRNA changes using the same analytical methods thereby allowing for simple and comparable identification of changes in polysome-associated mRNA, cytosolic mRNA, differential translation and differential translational buffering. Our comparisons between data obtained from DNA-microarrays and RNAseq transformed by rlog or voom suggests that voom is the preferred transformation based on its closer resemblance to DNA-microarrays.
Nevertheless, rlog and voom are themselves comparable and a major impact on the overlaps is the estimated fold-changes where rlog is associated with smaller fold-changes as compared to DNA-microarrays and voom.
Differences between the platforms seem to at least in part originate from the broader dynamic range of RNAseq compared to DNA-microarray data. Thus, due to technological biases and differences in data transformation methods, prudence is advised when selecting transformations and filtering thresholds for differential expression analysis. Anota2seq therefore incorporates both voom and rlog but also allows the user to supply custom transformed and normalized data. Although we assessed the performance of anota2seq for analysis of polysome-profiling data, it is equally applicable data from ribosome-profiling.
We 59 and others 43, 60 have recently reported that mTOR primarily regulates gene expression by modulating mRNA translation. Yet, our current study suggests that while insulin primarily regulates gene expression depending on mTOR it does to a larger extent affect cytosolic mRNA levels as compared to mRNA translation (although mRNA translation is modulated; Fig. 6 ). This discrepancy may be related to the experimental set-ups applied (serum vs.
insulin) and different time points evaluated. Nevertheless, these findings indicate that insulin regulates gene expression at multiple levels and understanding how regulation of cytosolic mRNA levels is coordinated with changes in mRNA translation during the course of the response to insulin may uncover principles for how these processes are orchestrated. In summary, we designed anota2seq for analysis of differential translation and differential translational buffering which can be applied independent of platform used for quantification. Application of such statistically stringent analyses holds a substantial promise to facilitate our understanding of dynamic regulation of translatomes in health and disease. A mTOR dependent differential translation mTOR independent differential translation mTOR dependent steady state mRNA mTOR independent steady state mRNA mTOR dependent buffering mTOR independent buffering anota2seq (rlog transf.) DNA -microarray anota2seq (voom transf.) Table 1 pAUC FPR 5% pAUC FPR 15% AUC Method n mean sd mean sd mean sd anota (rlog transf.) 5 0.651 0.021 0.805 0.021 0.952 0.010 anota (voom transf.) 5 0.646 0.021 0.800 0.021 0.949 0.011 Table 2 
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