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1 «Introducclén.
El reconoclmlento de patronea por slstemas biéloglcos 
(animales) entra en el campo de la Pslcologia sobre todo 
a partir de loa trabajos de N.S.Sutherland en aprendlzaje 
discriminative y dentro del estudio del procesamlento de la 
informaclén(Llndsay y Norman,l978jNelsser,1967jReed, 1973; 
Rumelhart,1977,entre otros)«En el trabajo que se presents 
aqul se formula un modelo referldo al mecanlsno de reconocl­
mlento de patronea vlsuales por anlmales(gatoa),su slmula­
clén medlante un programs de computador y su verlfIcaclén 
experimental.El propéslto es dllucldar si el perccptrén,que 
se présenté como un modelo del funclonamlento del S.N. y que 
dlé orlgen a dlscuslones en el campo de la pslcologla y de 
la IntelIgencla artificial,es adecuado para formallzar el 
mécanisme utlllzado por los animales para discriminer y cla­
slf Ica r patronea vlsuales.Desde su presentaclén por Rosen- 
blatt(1958) como slstema de aimacenamlento y recuperaclén 
de Informaclén que puede expllcar las capacldades de los or­
ganismes superlores para el reconoclmlento perceptIvo,el 
aprendlzaj e,generalIzaclén,memorla y pensamlento,el percep- 
trén ha sldo crltlcado sobre todo por sus llmltaclones re- 
ferldas al némero de conexlonea,némero de elementos de la rc 
retina,etc.; en este trabajo se tlenen en cuenta,sin embargo, 
las llmltaclones puestas de manlfleste por Minaky y Papert 
(1 9 69),os declr, aquellas debldas a su propla estructura y 
organlzacién que Implden a este tlpo de méqulnas reallzar 
tareas determlnadas,aén a pesar de estar dotadas de capacl— 
dad de aprender.Sea o no aproplado el perceptrén,es necesa- 
rlo seflalar que se utlllza como modelo representaclonal, es
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declr,como modelo que no se conforma con Indlcar la relacldn 
Input-output alno que Intenta repreaentar el hlpotétlco mé­
canisme que actda sobre el estlmulo para dar lugar a la rea- 
puesta neural(que puede o no tener correlates en la conducts 
manlflesta)«El slstema aqul utlllzado pertenece a la teorla 
de redes neurales adaptatives,con capacldad de aprender,qua 
funclona en paralelojrslrve,en este case,al propéslto ezpre- 
sado por Arblb(l975) de construlr puentes para salvar el 
vaclo existante entre los estudlos comportamentalea proplos 
de la Pslcologla y el estudlo de las unldades expllcatlvas 
en un nlvel més profundo(las neuronas) proplo de la Neurofl- 
slologla,haclendo,ademés,hlncaplé més que en la naturaleza 
de taies unldades,en su organlzaclén(Arblb,1972j1973)«Como 
modelo representaclonal,a dlferencla de los modelos proplos 
de la IntelIgencla Artificial que"clarlflcan la naturaleza 
del problema léglco que han de resolver pero que contrlbuyen 
poco a comprender cémo el cerebro se organize para reallzar 
esas funclones"(Block, 1962,f-<lM ) ,se apoya en los hallazgos 
neurofIsloléglcos en la via genlculoestrlada reallzados en 
las dos dltlmas décadas(por Hubel y Wlesel,prlnclpalmente).
X ademés,se Intenta,a partir de él, establecer predlcclones coi 
eppctàmentales que puedan ser verlfIcadas experimentsImente.
Es éste un modo de trabajar para obtener modelos formales 
del funclonamlento del slstema nervloso ya que es évidente 
la necesldad de conocer lo que el slstema bldléglco eS capaz 
de hacer,puesto que en otro caso la méqulna dlsedada es 
Irrelevante como modelo expllcatlvo(llochberg,1978)•
Très caracterlstlcas generales-y comunes a otros traba­
jos en Pslcologla-pueden seüalarse para éste:
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(i).Se alinéa con aquellos estudlos que,(rente a modè­
les fenoménlcos lmperantes(de Indudable apllcaclén Inmedlata 
y generadores de tccnologla),Intentan "abrlr la caja",es 
declr,Indagar o Inferlr que es lo que sucede entre el Input 
y el output(utilIzando constructos hlpotétlcos).
(II).Esté mis préxlmo a lo que Arblb(l97S) llama "brain 
theory" que al campo de la IntelIgencla artificial,puesto 
que el propéslto,ya menclonado,es expllcar cémo un slstema 
"real" reallza una funclén(aunque sea slmple)mâs que cons­
trulr un programs que reallce tareas mis complejas y con ma­
yor grado de efectlvldad.La slmulaclén que se reallza slrve 
fundamentalmente para mostrar la conslstencla y Vlabllldad 
del modelo y no como programs excluslvo de reconoclmlento.
(III).Se sltûa-el lector juzgarl si con provecho-en 
cuatro (rentes fondamentales que han hecho del anlllsls de 
patrones vlsuales au lugar de encuentroila pslcologla,la 
neurofIslologla,la teorla matemltlca de mlqulnas que apren­
den y la slmulaclén medlante computador.La conjunclén de 
Zos cuatro es postulada como necesarla para el estudlo del 
reconoclmlento de patrones(Barlow,Naraslmhan y Rosenfeld, 
1972).
Flnalmente «Anecesarlo Indlcar que este trabajo es una 
primera aproxlmaclén al problema y que como tal,sl bien pone 
en cuestlén una estructura déterminada utlllzada como méca­
nisme de reconoclmlento,abre,a su vez,un conjunto de cuestlo 
nés relaclonadas con la naturaleza(teérlca y emplrlca)de loo 
mécanismes de claslfIcaclén y declslén de los animales su­
perlores.
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2. El problema y la teals.
Este trabajo trata de la estructura del slstema de 
reconoclmlento de patronea vlsuales (formas présentadas 
vertlcalmonte) en situaclones de aprendlzaje para un ani 
mal concrete (gato). Se ha construldo un modelo en tdr- 
mlnos de la teorla de mdqulnas que aprenden (modelo amplla 
monte citado en la llteratura de reconoclmlento de patro­
nes) , se ha slmulado el modelo medlante un programa de corn 
putador y a partir de él se ha establecldo una predlcclén 
experimental que se pone a prueba. Trata por tanto de un 
aspecto del reconoclmlento de patrones por slstemas blolé 
glcosi la estructura del mécanisme por el, cual un animal 
détecta estlmulos vlsuales y ellclta respuestas équiva­
lentes (manlflestas o no) a formas que pertenecen a una 
clase o subconjunto y respuestas dlferentes a formas per 
teneclentes a clases dlferentes. Se ocupa de la naturale 
za de lo que Sutherland (1 .964a, 1 .964b) y Sutherland y 
McKlntosh (1.971) llaman"anallzador", pero en absolute de 
laa variables o demis procesos que 1ntervlenen en el 11^ 
made aprendlzaje discriminative (variables de las que, en 
el modelo de Sutherland, depende el encendldo del anallza 
dor adecuado, el destine ulterior de las emlslones, sus 
conexlones con respuestas manlflestas o las respuestas 
manlflestas mlsmas). Se ocupa por tanto del mécanisme que 
en un proceso perceptive, como es el aprendlzaje de dls- 
crlmlnaclén en una primera etapa del procesamlento, ell­
clta respuestas neurales équivalentes para formas défini 
das prevlamente como équivalentes bien por el experlmen 
ta dor, bien por el medlo'v El aprendlza je de discrimina-
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clén se utilize en este trabajo como medlo de probar expe 
rlmentalmente las deducciones del modelo. La pertlnencla 
y relevancla del problema, su formulacién précisa,una br£ 
ve justlflcacldn del modelo empleado asi como las deduc­
ciones a partir del modelo que pueden ser contrastadas ex­
per Imentalmente, se tratan a contlnuaclén.
2.1. Reconoclmlento de patrones vlsuales por animales.
Todos los animales desde los Insectos a los primates 
generalIzan sobre la base de sus sonsaolones vlsuales 
(Gose, 1 .9 6 9). Sutherland (1.963a) escribe:
I Todos los animales superlores son espaces de
"abstraer" caracterlstlcas del medlo amblente, 
hecho que impiIca la exlstencla de algun dlspo 
sltlvo en c1erto lugar del slstema nervloso. 
Pulpos, pcces de colores, polios, ratas, monos 
y personas aprenden a dar una respuesta frente 
a un rectdngulo horizontal y otra respuesta dlfo 
rente frente a un rectangulo vertical, Indepen- 
dlentemente del tamafio y to no del color de los 
rectingulos (p. ISO).
Existe abondante evldencla experimental en lo que 
respecta a la claslfIcaclén de figuras Independlentemen- 
ta de la poslclén, tamafio, Imagen retlneana, brlllantez 
o color. En el trabajo cllslco de Fields (1.932), ratas 
fueron entrenadas para discriminer un circule de un trlan 
gulo sltuados en varias poslclones; luego se modlfIcaron 
varies aspectos de la sltuaclén total en otros experlmen 
tes. Los animales contlnuaron respondlendo dlferenclalmen
mte cuando figuras de color diferente, de Irea diferente y 
distintas caracterlstlcas de organlzacién de flgura-fondo 
fueron presentadas.
Smith (1.934) entrené gates para que dlscrlmlnaran 
entre circules y rectingulos} otras figuras fueron preson 
tadas (trllngulom y circules desplazados de la poslclén - 
primltlva, camblos de tamado de las figuras, rotaclén del 
trllngulo, figuras presentadas en contorno, canblo del fon 
do) en expérimentes posterlores sln que la conducta se mo 
dlflcara.
Revesz (1.925) utlllzando monos como sujetos experl 
mentales les ensefid a responder dlferenclalmente a figu­
ras que varlaban tanto en color como en forma e Introdujo 
despues varlaclonea en el color y la forma de los estlmu 
los vlsuales. Dos de los sujetos respondleron discriminât! 
vamente cuando figuras Iddntlcas en forma pero de color d^ 
ferente fueron presentadas o cuando se présentaron figuras 
dlferentes con Idéntlco color.
El estudlo, tamblen cllslco, de Von Frisch (1.977) 
expone que las abejas claslflean las figuras o estlmulos 
vlsuales por el grado de artlculaclén de los elementos 
que los componen. Un clrculo, un cuadrado o un trlângulo 
rellenos no son dlferenclables entre al; tampoco lo son 
una cruz en forma de aspa o un cuadrado en contorno y de 
Interior vaclo; pero si son dlferencladas las formas cita 
das en primer lugar de las formas cltadas en ûltlmo, esto 
es, el cuadrado lleno y el cuadrado vaclo. Se puede declr 
que las abejas claslflean las figuras en compactas y no - 
compactas.
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En la rana, estlmulos deterralnados ellcitan respueg 
tas équivalentes que son bien de caza o bien de hulda. - 
En Grllsser y Grtlsser-Cornehls (1.976) puede verse una - 
lista de taies estlmulos. Ingle (1.968, 1 .976, 1.977) se 
flala la propledad de dlversos estlmulos vlsuales de actuar 
como desencadenantes del comportamlento de caza de la pre 
sa o de evltaclén del predador.
En la serle de trabajos de Sutherland para el proye£ 
to "Stimulus Analyzing Mechanlms" se reglstran diverses 
experlenclas de reconoclmlento de patrones por pulpos, pje 
ces de colores, ratas y gatos. Sutherland (1.958) entrené 
pulpos (octopus) para que dlscrlmlnaran un trlângulo de 
un cuadrado; en una fase de transfer posterior al entrena 
mlento los pulpos tratan estlmulos en forma de rombos co 
mo si fuesen trlângulos. Sutherland (1.960) comprueba que 
pulpos entrenados con rectdngulos horizontales y cuadrados 
responden, en la fase de transfer, a un rectàngulo vert^ 
cal como antes han respondldo al cuadrado; es declr, cia 
slflcan los recténgulos verticales y los cuadrados en la 
mlsma clase. Estos mlsmos animales entrenados con cuadr^ 
dos de dlferentes tamados tlcnden a dar la mlsma respues 
ta a un rectângulo cuya longltud es la del cuadrado mayor 
y la altura la del cuadrado menor que la dada al cuadrado 
mas pequedo de la fase de entrenamlento. Sutherland —  
(1.969c) encuentra que peces de colores entrenados con 
un cuadrado y un cuadrado de dlmenslones Iguales al ante 
rlor pero con un sallente en forma de cuadrdo mas peque- 
do, tranofleren la respuesta que ellclta este ûltlmo es­
tlmulo a cuadrados con sallente triangular o entrante 
triangular o rectangular. Sutherland y Williams (1.969)
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obtuvleron el resultacio Interesante de que las ratas cl^ 
slflcan los patrones por la dlsposlcldn regular o Irregu 
lar de los elementos que los constituyen. Efectlvamente, 
los animales aprendleron a discriminer dos estlmulos en 
forma de rectangulos de tablero de damas o ajedrez, uno 
de ellos complete y regular en la disposlclén de las c^ 
slilas (patrén "regular") el otro Incomplete o Irregular 
(patrén "Irregular"). En la faso de transfer se present^ 
ron a los sujetos expérimentales patrones regulares e - 
Irregulares de dlstlnta poslclén y tamaflo que los estlmu 
los de la fase de entrenamlento; los sujetos rospondlan 
de modo semejante para los patrones regulares y de modo 
semejante tambldn para los patrones irregulares. Loo aut£ 
res concluyen que las ratas aprenden la régla, abstracta 
que describe los patrones regulares. Sutherland (1.96jb) 
en un experlmento dlsefiado a partir de los descubrlmlen 
tos de Hubel y Wlesel, y cuyo objeto es comprobar si los 
gatos dlscrlmlnan Igualmente bien entre los estlmulos ve^ 
tlcales y horizontales que entre estlmulos obllcuos, en 
cuentra que los sujetos transfleren la respuesta dada en 
el entrenamlento (en dlscrlmlnaclén slmult&nea) a los e^ 
tlmulos que se presentan solos (en dlscrlmlnaclén suces! 
va) .
Estos hechos denomlnados "abstracclén" (Revesz, 1.925), 
"formaclén de conceptos" (Fields, 1.932), "transfer del 
entrenamlento" (Thorndike, 1.913) son Incluldos por Su 
therland (1.968, 1.969b, 1.973) en el estudlo de recono 
clmlento de patrones vlsuales. Sutherland (1.969b) escrl 
be:
La cuestlén de como los patrones présentados
vlsualraente son reoonocldos es uno de los pro-
OOd
blemas mas Intrigantes e importantes de la Psi 
cologla. Es Intrigante porque dlflcllmente pod^ 
mos on este momcnto comenzar a especlflcar la - 
léglca del complejo procesamlento de Informaclén 
que slrve de base a esta habllldad (p.386).
Se observarl que en los trabajos expérimentales antes 
menclonados loa sujetos aprenden prlmero a discriminar en 
tre formas presentadas slmultlneamente y posterlormente 
se les presentan formas slmllares a las anterlores (siml 
lares de acuerdo con el crlterlo del experlmentador y/o 
slmllaridad flslca) para comprobar si responden de modo 
équivalente a formas situadas en la mlsma clase o sln e^ 
tablecer nlnguna claslfIcaclén a qué formas responderlan 
de modo equivalents. En todos ellos existe una fase de dl^ 
crlmlnaclén y una fase de transfer o claslfIcaclén, en la 
cual se utUlzan formas dlferentes a las utlllzadas en la 
primera fase.
2.2. Reconoclmlento: detecclén y claslfIcaclén.
Cuando se habla de "reconoclmlento" de modo estrlcto 
ha de Inclulrse un aprendlzaje prevlo, una I:aella de memo 
rla y la detecclén del estlmulo como algo ya vlsto ante- 
rlormente. Corcoran (1.971) conceptualIza de este modo el 
tdrmlno "reconoclmlento". Pero este signifiesdo no expre­
ss lo que habltualmente se entlende por reconoclmlento de 
patrones tanto desde el punto de vlsta de la Intellgencla 
artificial y teorla de maqulnas como desde el punto de vis 
ta de las teorlas de reconoclmlento de la forma (Zusne,1.971)
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El concepto de reconoclmlento de patrones ha ce referenda 
fundamentalmente a dos procesos* detecclén y claslfIcaclén, 
que tendrlan como correlatos operatlvos y comportamenta­
lea las fases de dlscrimlnaclén y transfer aunque no en co 
rrespondencla y en situaclones experimentales. Medlante — 
la detecclén los estlmulos se evldenclan como perclbldos 
y medlante la claslfIcaclén se les aslgna a uno de los sub 
conjuntos o clases dlferentes, asl como medlante la fase 
de dlscrlmlnaclén se detectan dos estlmulos como dlferen 
tes y medlante el transfer se claslflcan los estlmulos den 
tro de las clases dlferenclaies. En Inteligencla artificial, 
reconoclmlento de patrones hace referenda slempre a> un 
problema de claslfIcaclén (Duda y Hart, 1.973) Hunt, 1.975» 
Young y Calvert, 1.974). En pslcologla, en el contexte de 
las teorlas de dlscrlmlnaclén de la forma, cuando se habla 
de reconoclmlento de patrones nlngén reconoddento en 
sentido estrlcto esté Involucrado aunque si en sentldo fi 
^ratlvo (Zusne, 1.971). En el caso ya menclonado del tra^  
bajo de Sutherland y Williams (1.969) es como si las ra­
tas aprendleran lo que es regular y lo que no lo es en la 
fase de entrenamlento y cuando nuevos estlmulos se presentan 
a los sujetos en la fase de transfer (estlmulos que dlfle 
ren en tamaflo, dlstrlbudén de la luz, orlentaclén etc) - 
los animales ”reconocieran"estos estlmulos como siendo 
los mlsmos que los primeros, es declr"regulares" e "Irre­
gulares". En ambos casos se entlende por reconoclmlento de 
patrones el proceso medlante el cual el animal bien de mo 
do Innato bien medlante aprendlzaje ellclta seflales neura^  
les eqdvalentes para aquellos estlmulos conslderados de 
la iw-l «Ml* clase y dlferentes para estlmulos perteneclentes
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o conslderados de clases dlferentes. Esta deflnlclén aba£ 
ca, por tanto, las dos aproxlmaclonos tedrlcas mas usua- 
les al problema de reconoclmlento de patrones (Nelsser, 
1 .96 7) que serin dlscutldas mas adelantet el emparejamlen 
to con plantllla (template-matching) y el anlllsls de rag 
gos (feature analysis). Es évidente que en el proceso pu^ 
de exlstlr una etapa de verdadero reconoclmlento pero no 
necesarlamente.
Como es Imposlble scparar el reconoclmlento de patrç^  
nés vlsuales de los procesos perceptives Involucrados, se 
conslderan los procesos de reconoclmlento como procesos 
perceptives, al menos en sus primeras etapas, y de ahl- 
el tltulo de este trabajo.
2.3. Un modelo de funclonamlento del cerebro.
Uno de los slstemas mas frecuentemente menclonados 
en la llteratura de reconoclmlento de patrones para mode 
llzar el procesamlento de Informaclén por slstemas biol^ 
gleos es el perceptrén (Arblb, 1.964; Glezer et al. 1.974; 
Rudock, 1.975, entre otros) tanto si se propone explicita^ 
mente como modelo,como si se"endurecen" formaImente otros 
slstemas propuestos.
El perceptrén fué dlseflado por Rosenblatt (1.957, 
1 .9 5 8) y generalizado por él mlsmo en 1.961. Influenclado 
por las Ideas de Hebb (1.948),es un modelo del almacena- 
mlento y recuperaclén de la Informaclén que pretende ser 
un modelo para el funclonamlento del cerebro (Block, 1.962) 
cuyo
propôslto prlmero es arrojar alguna luz sobre 
el problema de expllcar la funclén cerebral en 
termines de sus componentes. (Block, 1.962, p.
123).
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El perceptrén ea fundamentalmente probabllIstico,con 
conexlones al azar y basado en la teorla de la separablll 
dad estadlstlca y en el teorema de convergencla de los — 
procedlmlentos de refuerzo. No esté construldo para reco 
nocer cualquler patrén slno que aprende a reconocer patro 
nés de un conjunto despuds de un numéro déterminado de en 
sayos. Muestra capacldad de aprendlzaje, dlscrlmlnaclén, 
generalIzaclén y memorla. El perceptrén,tal como Rosenblatt 
lo dlseRé, consiste en una retins de unldades sensorlales 
conectadas a unldades de asoclaclén y datas a au vez con 
unldades de respuesta. Las conexlones entre los très nlve 
les pueden ser al azar. Cuando un estlmulo se presents en 
la retina los Impulses son transmitIdos a las unldades de 
asoclaclén conslderadas como unldades Idglcas de umbral; 
cuando las seflales que llegan a estas unldades superan el 
umbral entonces la unldad respectlva se activa y envia su 
seSal a las unldades con las que esté conectada y a las 
unldades de respuesta. Los pesos de las diverses conexlo 
nés pueden ser camblados de acuerdo con clertas reglas de 
reforzamlento. A declr de Rosenblatt (1.958) la Importan- 
cla de perceptrén reside en que
dado un modo de organlzacién... los fenémenos 
fundamentales de aprendlzaje, dlscrlmlnaclén, 
percepclén y generalIzaclén pUeden ser predl- 
chos enteramente a partir de sels paramètres 
baslcos... parimetros que son sels variables 
flslcamente définidas y que son medlbles Ind^ 
pendlentemente de los fenomenos comportamenta 
les y perceptualea que Intentan predeclr.(p.406)«
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Cuando habla do discriminaclén perceptual y genera- 
llzaclén Rosenblatt se reflere a lo que se ha llamado 
reconoclmlento de patrones.
Se ha de notar que el perceptrén no exige un almace 
namlento en forma de representaclén codlfIcada (plantl­
lla) del estlmulo en una memorla aparté slno que la Infoi^  
maclén esté contenlda en conexlones o asoclaclones. La rei 
cuperaclén de Informaclén ocurre cuando el estlmulo nuevo 
hace uso de estas conexlones y activa la respuesta apropl^ 
da sln requérir un proceso separado de reconoclmlento o 
IdentlfIcaclén. El onfoque total del perceptrén es una al 
ternatlva a la maqulna que actua por emparejamlento con 
plantllla, en la cual el almacenamlento del estlmulo se 
reallza en forma de plantllla o prototlpo Incorporado a la 
memorla y el proceso de reconoclmlento o recuperaclén In- 
cluye el emparejamlento del estlmulo nuevo con la plantl­
lla para decldlr si o no son slmllares.
El perceptrén fue crltlcado en su momento por Joseph 
(1 .9 6 0) y Keller (1.961) a causa de que el mecanlsmo solo 
es sensible a las Ireas relatlvas de las formas presents^ 
das en la retina. For otra parte si no existe nlnguna res 
trlcclén en los nlveles del perceptrén este se convlerte 
en una mlqulna vacla por su generalldad (Minsky y Papert, 
1 .9 6 9). Arblb (1 .9 6 4) Indlca que loa trabajos relatlvos 
al perceptrén de Rosenblatt han reclbldo crltlcas muy ad 
versas. Sln embargo en el campo de la Intellgencla artlfl 
clal ha sldo utlllzado con exlto por Samuel (1.959) para 
entrenar a un computador digital en el juego del ajedez.
En el campo de la blologla, Marr (1.969) y Albus (1.971)
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han sugerldo que las células de Purkinje del cerebelo 
pueden funclonar esenclalraente como un perceptrén.
Minsky y Papert (1.969) precisan el concepto de per 
ceptrén, establecen restricciones y cambian el enfoque 
del problema. En lugar de estudlar como aprende un per— 
peptrén se plantean qué cosas puede aprender un percep­
trén a hacer o qué estructura especifica ha de tener la 
maqulna para poder aprender a calculer clertoa predlca- 
dos (convexldad, conexldad, parldad, forma de cuadrado, 
forma de trlângulo, etc.). Utlllzan la dlferencla ya co
noclda entre aprendlzaje y rendlmlento puesto que un slstema
solo puede aprender aquollo que puede hacer. A1 Indlcar là 
estructura necesarla para reallzar clertos predlcados In 
dependlentemente del aprendlzaje estos autores ponen la 
base de lo que se ha dado en llamar "preteorla de las pr^ 
dlsposlclones de las redes" (Arblb, Kilmer y Splnelli), 
es declr:
una teorla de la computaclén por redes neurales
que muestre cdmo la estructura de una red puede
llmltar las tareas que es capaz de reallzar a 
pesar de los camblos plastlcos que puedan ocu- 
rrlr en las neuromas Indlvlduales (Arblb, Kilmer 
Splnelli, 1.976, p.109).
Exlsten dlferenclas, no sélo de enfoque, entre las — 
aproxlmaclones de Rosenblatt y de Minsky y Papert. Block 
(1 .9 7 1) seflala algunas: el perceptrén de Minsky y Papert 
es mas simple, no se preconizan asoclaclones o conexlones 
al azar; no es necesarlamente probablllstlco; se conocen 
las llmltaclones de cada perceptrén para reallzar tareas
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determlnadas. Sln embargo so oonservan la llnealldad, la 
oonslderacldn del almacenamlento dlstrlbuldo do la Infor 
maclén y el teorema de convergencla (es declr, la capacj. 
dad de aprendlzaje). Hay que hacer notar que la slmpllcl 
dad de los perceptrones de Minsky y Papert hace que los 
resultados obtenldos con ellos ganen en generalldad, slcg 
pre que se mantengan las condlclones especlflcas para c^ 
da tlpo. Las razones que han llevado al autor de este tra 
bajo a utilizer la teorla de Minsky y Papert son las si 
gulentesi (1) la conexlén de este slstema teôrlco con la 
teorla de maqulnas que aprenden; (11) la deflnlclén de 
perceptrones de dllmetro llmltado que se ajusta, al me­
nus en lo que respecta al câlculo de los predlcados par 
claies al sustrato bioléglco sin mas que considerar el 
soporte de cada predlcado parclal idéntlco al campo receg 
tor de la célula que lo reallza; (111) la conslderaclén 
de la red como un slstema determlnlstlco lo que permlte 
un tratamiento menos complejo; (iv) la generalldad de re 
sultados.
La teorla de Mlnsky y Papert ha sldo durameute criti 
cada por Block (1.971) que sélo ha tenido en cuenta las 
limitaciones que se dérivan para el funclonamlento del 
perceptrén. En camblo Myclelsky (1.972) y Nevell (1.969) 
eloglan ese trabajo como un paso adelante en la teorla de 
la computaclén en paralelo. Haber (1.974) sostlene que es 
un modelo poderoso en teorla pero que sufre los mlsmos 
inconvénients s que la soluclén de problemas y la simula 
clén del pensamlento medlante computador; su concluslén 
al respecto es "to wait and see". Miller y Johnson-Laird
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(1.976) se refleren al perceptrén de dos estadlos, e in 
dican que Mlnsky y Papert han formulado con toda precl- 
slén la falta de adecuaclén de esta verslén como modelo 
y aproxlmaclén elemental a la percepclén. Suppes y Rott 
mayer (1.974) conslderan que Mlnsky y Papert no han es­
tablecldo deflnltlvamcnte que el enfoque medlante el per 
ceptrén deba ser abandonado cuando se Intenta modelizar 
los procesos perceptualea. Sutherland (1.973) sostlene, 
reflrlendose al perceptrén de Rosenblatt, que las redes 
neurales sobre la base de conexlones al azar han resultado 
ineficaces en el reconoclmlento de patrones. Hunt (1.975) 
despues de Indlcar que la estructura de lo que Mlnsky y 
Papert definen como perceptrones es mas restringlda qUe
el conjunto de mecanismos de Rosenblatt, indica que los 
resultados obtenidos son muy amplios, que se aplican - 
tanto a procedimientos estadisticos como a mlqulnas que 
aprenden y que el anlllsls léglco de las mlqulnas que se 
construyen para soluclonar un tlpo de problèmes es ahora 
esenclal si se qulere aflrmar que se conoce un clerto me 
todo que soluclona o no una clase especifica de problemas. 
Bremermann (1.976) aflrma que la proxlmacién al reconocl 
mlento de patrones medlante el perceptrén ha llegado a 
un clerto Impasse y que se requleren otras ideas para con 
seguir metodos de reconoclmlento artlfIclales que rival! 
cen con las capacldades humanas en el procesamlento de — 
caractères escrltos o del lenguaje. No obstante el desa- 
rrollo de la geometrla coraputaclonal slgue su curso de 
modo efectivo (Tamashlta y Hama, 1.978)« Para una revl- 
slén del estado reclente de la neurodlnlmlca ver Scott
(1.977).
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En este trabajo se pondri a prueba la versldn de 
Mlnsky y Papert del perceptrdn como mecanlsmo de reconoc^ 
mlente de patronos en el gato por medios emplricos, no — 
tedrlcos. Es declr, por la comparacidn, en un estudlo pl 
loto, entre una predtccldn tedrica formulada a.partir del 
modelo y la evidencia empirics, no por la reflexidn ace£ 
ca de las limitaciones tedricas de la mdquina (tamado de 
la retina, conexionos al azar, numéro de elementos, etc.), 
Los résultados pueden ser aplicadoa a todos los perceptro 
nés (y maquinas similares) con una serie de caracteristi- 
cas que se reseflan en los apartados 3*4 y 8*
2.4. El problems y la tesis.
El problems pucde ser formulado expllcitamente asl: 
iQud estructura, en termines de la teorla de mdquinas, 
posee el mécanisme por el cual el gato détecta y aprende 
a dar respuestas neurales équivalentes a formas pertene-
cientes a una misma clase y diferentes a formas pertene-
cientes a clases diferentes?.
En un experlmento de aprendizaje de discrimlnacidn 
se consideraran formas équivalentes aquellas que el exp^ 
rimentador décida que son équivalentes y por tanto refor
zadas de identica manera. Se indaga pues por la estructu
ra y organizacidn del mecanismo que permite el reconocjL 
miento en una aituacidn de aprendizaje de formas visuales 
presentadas vertlcalmente. El problema planteado es simi 
lar y esta situado dentro del mismo campo de Investiga- 
ci6n que el propuesto por Sutherland (1.963a). En este 
trabajo.se trata de inferir el tipo de mecaniano de ana
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liais de estlmulos que trabaja en el cerebro del animal, 
teniendo en cuonta que los estlmulos aqul conslderados 
son formas. Cl modo de acercaralento al problema es dife- 
rente. Sutherland (1.958a, 1.960, 1.969a, 1.969c) indaga 
qud estlmulos clasiflca el animal como équivalentes, o, 
dicho de otro modo, cuâles son las propiedades flsicas 
o dimenslones en términos de las cualoa los animales cia 
sifican las formas y a partir de esos resultados inferir 
despuds el tipo de mecanismo. En este trabajo se postula 
un mecanismo y se indaga si el animal aprende a clasifl- 
car estlmulos que el mecanismo no puede clasificar corre^ 
tamente.
La tesis de este trabajo es la siguientes El mecanig 
mo de reconoclmlento de formas en el gato es un perceptrdn 
de diametro limltado en el cual cada predicado parcial es 
calculado mediante una L—méquina de sels niveles que depen 
de de una area definida de la retina. El modelo (quO serâ 
descrito en el apartado 4.1 y construido en el apartado 5) 
de perceptrdn de diametro llmitado tiene por retina el sis 
tema de transduccidn hasta las células ganglionares (ex- 
cluidas), las <fj son calculadas por un selector de rasgos 
cuyo sustrato biologico es el sistema geniculocortical 
descrito en los trabajos de Hubel y Wiehel, y el predic^ 
do Ÿt para la forma F con la propiedad P es calculado 
por células clasificadoras que reciben sus aferencias del 
selector de rasgos.
El modo de aproximacidn al problema de reconocimien 
to de patrônes (al mecanismo que realiza este reconoci- 
ffliento) esté influenciado por diversos autores. Entre -
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ellosi
McCulloch y Pitta (l«943)iPor lo que respecta a la 
utlllzacl6n de eatructuras Idgico-matematlcas en la fo£ 
mallzacldn de las funclones del sistema nervioso y la ^ 
conslderacidn de la neurona como unldad Idgica de umbral.
Rosenblatt (1.958),que formuld con toda claridad 
las cuestlones fundamentales que hay que resolver si se 
quiere comprender la capacidad de los organlsmos supe- 
rlores para el reconoclmlento, la generalizacidn, la me 
moria y el aprendizaje; construyd un modelo tedrico para 
el funcionamiento del sistema nervioso tal que conocida 
su estructura y los parâmetros déterminados puede prede- 
cirse su funcionamiento;y enuncid la esperanza de que 
por el estudio de sistemas tales como el perceptrdn se — 
puedan comprender las leyes de organizacidn que son cornu 
nes "a todos los sistemas que manejan informacidn, inclui 
dos hombres y mdquinas" (p.407).
Arbib (1.973» 1.975) y Arbib et al. (1.976); por lo­
que respecta a la comprensidn del funcionamiento del si£ 
tema nervioso en términos do los princlpios de organiza- 
cidn de las neuronas, la formulaeIdn y elaboracidn de la 
"brain theory" que actde de puente entre los datos neuro 
fisioldgicos y los hallazgos comportamentales de la Psi- 
cologia y la consideracidn del trabajo de Minsky y Papert 
como preteoria de las predisposiciones de las redes.
Sutherland (en los trabajos citados con anteriodidad) 
que introduce en la Psicologia de modo expliclto el estu 
dio del reconocimiento de patrones por animales, formula 
y reformula modelos basados en hallazgos neurofisiolégicos 
y el lenguaje de procesamiento de imégenes para explicar
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los hallazgos expérimentales.
Barlow, Narasimham y Rosenfeld (1.972) que precon^ 
zan la slmilitud en el tratamiento de reconocimiento de 
patrones tanto por sistemas bioldgicos como mdquinas y 
exigea como necesario para su estudio la interaccidn en 
tre la Psicologia, la Neurofisiologla y la teorla mate- 
Biltica de organizacldn de sistemas.
Ingle (1.968) que exige la existencia en el tectum 
optlco de la rana de detectores de presa y disparadores 
de la conducta de caza que son unidades superiores a - 
las células de la retina y reciben sus aferencias de es 
tas ultimas. Didday (1.970) que trabaja en procesos de 
simulacién del sistema visual de la rana a partir de los 
hallazgos comportamentales de Ingle.
Por fin. Ruddock (1.975)* que escribe*
el acercamiento de Minsky y Papert al reconoci 
miento de patrones geométricos no conduce a - 
predicciones que puedan ser facilmente probadas 
por sistemas fisiolégicos, pero taies prediccio 
nes pueden obtenerse si se aplican a perceptro 
nes construidos de tal modo que se parezcan al 
sistema visual de los vertebrados (p.345).
Recogiendo esta sugerencia, el modelo presentado - 
aqui no es nuTs que la introduccién de una estructura es- 
tudiada por Minsky y Papert (1.969) en el sistema propues 
to para la via geniculocortical por Hubel y Wiesel (desde 
1 .9 5 8 a 1.977). Por otra pacte, la tesis no pretende ser 
original en lo que respecta al tratamiento del sistema co 
mo méquina que aprende, constituida por diversos niveles
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y por très partes fundamentaios. Al contrario, el modelo 
se ha de conslderar como algo que es mencionado slempre 
que se trata del reconoclmlento de patrones y se Inten- 
tan establecer modelos para los sistemas bioldgicos. Lo 
que si pretende ser original es la hipotesis acerca de 
la estructura précisa del mecanismo, su simulacién y el 
establecimiento y comprobacién de una prediccién experJL 
mental realizada a partir del modelo.
2.5. Predicciones expérimentales.
Se intentaré dilucidar si el perceptrén de diametro 
limltado es vélido como estructura del mecanismo de reco 
nocimiento de patrones. Para ello se utillzaré la claslfjL 
cacién de figuras en conexas y no conexas; es decir, fi 
guras clasificadas con una categoria altamente abstracta 
pero desde luego no més que la de compacto/no compacto 
de Von Frisch o regular/no regular de Sutherland.
La cadena de razonamientos que permiten establecer 
una prediccién experimental es la sigulentet la hipotesis 
de alto nivel establece que el mecanismo es un perceptrén 
de diametro limltado. Por el teorema expuesto en el apar 
tado 3 .4 un perceptrén de tal tipo no clasiflca correct^ 
mente las figuras conexas/no conexas a pesar del proceso 
de aprendizaje. El sujeto en un experimento de discrimJL 
nacién y clasificacién no clasificaré correctamente esas 
figuras. El experimento trataré de comprobar si el animal 
realiza esa clasificacién. Si la realiza entonces el meca 
nismo no es un perceptrén. Si no clasifica el mecanismo 
puede ser un perceptrén y el modelo aqui establecido, vé 
lido.
mEn lo que algue ae presents un modelo, parcial e 
idealizado, pero suatancialmente ajustado a los hallaz 
goa neurofisiologicos, del sistema visual del gato has 
ta las areas 17, 18 y 19 con una estructura definida — 
para cada célula hipercompleja de orden superior; un — 
modelo hipotétlco del mecanismo del reconocimiento de 
formas] la simulacién del modelo propuesto; finalmente, 




A contlnuaclén se expone la teorla matemétlca en la 
que se basa el modelo formulado més adelante. En primer 
lugar, la teorla de perceptrones de Minsky y Papert (1.969)* 
aunque con diferento orden de presentaclôn que en el — 
trabajo original de estos autores y reducida aélo a aque- 
llos aspectos que interesan en este trabajo. Se ha reali 
zado una sfstesis de la teorla al modo como lo han hecho 
otros autores (Block, 1.970; Hunt, 1.975; Scott, 1.977; 
Suppes y Rottmayer, 1.974) explicitando las definiciones 
de modo que ses Inteligible para el lector que se encuen- 
tre por primera vez ante este tipo de formulaciones. Des- 
pués, se expone la teorla de miquinas que aprenden formu­
lada por .IKilsson (1.965) utilizando las aportaciones de 
otros autores, fundamentalmente en la presentacién de la 
teorla (Cooper, 1.962; Buda y Hart, 1.973; Highleyman,
1.962; Hunt, 1.975; Singleton, 1.962; Winder, 1.962; —
Young y Calvert, 1.974). En tercer lugar se realiza un 
intente de poner en correspondencia ambas teorlas con el 
fin de introducir en la teorla de maquinas los hallazgos 
teôricos obtenidos en el campo del perceptrén (principal 
mente en lo relative a las méquinas de computacién en pa 
ralelo y sus limitaciones) y reciprocamente. La finali- 
dad es utilizer indistintamente el lenguaje de perceptrones 
y méquinas que aprenden. En cuarto lugar se enuncia y se 
demuestra un teorema del funcionamiento del perceptrén 
de diametro limitado que seré utilizado para gsnerar una 
prediccién que permita la contrastacién experimental del 
modèle. Y por dltimo, se enunciaré el importante teorema
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de<convergencla do los procedlmtentos do reforxaniento 
on los perceptrones y por tanto de las maquinas conside— 
radas como tales. La demostracidn de este teorema que hs 
sido encontrada por varies autores de modo independiente 
no apareceré en este trabajo puesto que es habitualmente 
presente en todos los textos que tratan del reconocimien 
to de patrones. Es inutil decir que no existe ninguna — 
pretensidn de origineIiidad en la exposicién de estos te-
3.1 Perceptrones de Minsky y Papert (1.969)
3.1.1 Oefinicién ^
En general, sea R una retina definida como un conjun 
to de puntos siendo |R|el numéro total de
puntos. En particular, sea R una region rectangular del 
piano euclidoQ..: de dimensiones N » N dividido en R cua- 
drados ■ “*» ••• siendo , i—1,2... |R|,el
i-ésimo punto de la retins. Haciendo varier las dimensio­
nes se obtiene una famille de retinas.
ün subconjunto X de R, XC R, se denomlita patrdn.
X queda especificado con exactitud sin més que nombrer - 
los Xj* R que pertenecen a X o de los que X esté compuesto. 
A veces se considéra una foraia proyectada sobre R. En es­
te caso X es el conjunto interseccidn de la imagen de la 
forma y R. Se consideraré que a todo X le corresponde un 
Wector %, llamado vector del patrén, de |Rlcomponentes 
(cada uno de los %;de la retins) que son ceros y unos dç 
pendiendo de sixi^X 6 XXi*X. También se puede considé­
rer X como una matrix de ceros y unos de dimensiones MxN.
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1 ■! y «élo al R y
)-
•1 y mélo
De otro modo, X queda especificado mediante la funciém 
caratterfstica de X, (*), definida ami*
(1)
Ses una fasilia F de subconjuntos X de R, es decir 
F“ j X/X tiene la propiedad P | • Por ejemplo, la famllia
de cuadrados de diversos tamaflos que pueden ser construi 
dos con los puntos de Rj por ejemplo, la famllia de figu 
ras que tienen todas veinte puntos etc. Observer que 
al définir P se define F a la que pertenecen todos los 
patrones que no cumplen la propiedad P. Observer también
que X no sélo pertenece a una famllia P , sino que pue-1 du.
de pertenecer ademés a F^ , P^...] en cada caso, slempre 
que se define F se define F.
A cada figura X le corresponde el vector x en un em 
pacio de R dimensiones y cuyos componentes vienen dados 
por los %; de la retina que pertenecen o né a X. 6e — 
considéra indistintamente(1 patron o el vector del patrén.
Vn predicado definido en R es una funcién que asig 
na a cada patrén el valor 1 6 0;se considéra un predica­
do Yf cuyo dominio es todo R. Este predicado se define 
aail
_)1 ai y sélo si Xe F . .
si y sélo si X$ F
Por ejemplo i^rUADRADO X si X es unCUADRAOO
cuadrado.
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Se considéra una famllia ^ de predicados Y», 
j— 1 a m, cuyo dominio no es todo R, sino una parte de R 
(diferente para cada Y' )*  $  " j Y* » , • • • *f*'1 »
denominados predicados parciales» Se denominan asl prec^ 
samente porque el dominio de <f; es una parte de R, en
carabio el dominio de Y; es todo R (Suppes y Rottmayer, 
1*974)> siendo cada fi calculado desde un cierto sub­
conjunto de puntos de R que se llama soporte de "P y se 
escribe S( y, )j es decir, S( Y, ) es el conjunto de puntos 
de R de los que Y> realmente depende. Se puede définir 
Yxi «ell
Il si y sélo si xcc X 
^(x)”|
(o de otro modo
por lo que S ( Y»; ) “ *‘
También «do y i»unu>s
1 si A c I '
*  ) -  r 0 de otro modo
il si X, AXiAXj«X
Y««J ( * )’ (*)“]
(0 de otro modo
por lo que S ( Y x.ni n» ) •• { *i • *• > *»}
Observer que y,,,(x) puede tener la forma
«
fus (x) — n Xi , S( f«* ) donde fl indlca el pro 
ducto légico o conjuncidn y *i “ 1 si Xi« X; *i “O
si X, Y X. Estos predicados se llaman también funciones 
simples.
Pues bien* se dice que Y  p *e una funcién lineal
de umbral con respecte a una famllia ^ de predicados — 
parciales (o también, se dice que fp lineal con res
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pecto a ÿ ) y as eacrlbe * L( ÿ ) si exists un con­
junto de numéros reales t ‘*i i llama dos pe­
sos o coeficientes, uno para cada 4* y un numéro
real 0 tal quei
y ,  1% )  4 *  « j V f . i * )  * o ( , y , c < )  ♦ ^  ®
y, W) - 0 otro modo




si y solo si V < 0 
la expresién anterior se puede escribir asll
fr ( * ) “   ^ l  ^  " i  ■ ®1 (3))>i
Utilizando la notacién vectorial «t — (®<i, ,...<*»•)
y Y (x) — I \ la expresién anterior se reduce a
y,W: - e)
si L( ÿ ) es el conjunto de todos los predicados que 
son lineales con respecte a la familia ^ de predicados 
parciales, entonces un perceptrén se define como el medm- 
nismo hipotético que computa todos los predicados que son+ 
lineales respecto a un conjunto ^ de predicados parciales.
La impiementacidn o realizacién efectiva esté represen 
tada en la figura 1. Un perceptrén consiste por tanto en:
(i) - un mecanismo para calculer cada una de las Yj tenien 
do en cuenta el soporte de cada Una. No se especifica en ab 
soluto la forma de célculo de las y, .
(ii) - un mecanismo multiplicador del input por los pesos 
correspondientes.
(Ill) — Un mecanismo de auraa 
(iv) — Un mecanismo de umbral
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figura 1. Implementacién de un perceptrén (en gene­
ral).
Observer que es un mecanismo de computacién en para 
lelo entendiendo este en el sentido més fisico posibles 
un mecanismo en el que los predicados parciales son com- 
putados todos àl mismo tiempo.
3.1.2. Definicién de orden.
Orden de Ÿ Y por tanto orden del perceptrén que 
realiza ese predicado es el menor numéro k para el cual 
se puede encontre r un conjunto % de predicados pareil» 
les que satisfacen:
ls( y  ) M  k ' ( f t  $ 
y b( 4 )
El orden de un perceptrén es propiedad de Y no de ^
3.1.3* Definicién de Mask.
Sea y A C R
Se define un predicado de la format
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1 mi y môlo mi A C X, mm decir mi todo A esté en X 
0 de otro modo
o tambiénI
1 mi - 1
Y.(x)*n»i : 
*i«A 0 dm otro modo
Pums bien, (x) es la mask del conjunto A. Toda mask
mm de orden tno.
3«1«4« Familias dm pmrceptronesi
Existmn al menos las siguientes clases o familias de 
perceptrones t
a) Perceptrones de orden k. Un perceptrdn tiene orden k si
ls( y )l 4*
b) Perceptrones de diametro limitadot son aquellos en los 
cuéles para cada Y* ^  < S( y ) esté constituido por los 
puntos situados dentro dm una regién con un diametro limi­
tado; es decir, diémetro de (S( y ) ) < 2r«
c) Perceptrones de Gambat todas las Yî pueden depender — 
de todos o parte de los puntos de R, pero en si mi muas las
Yi debmn ser funciones lineales dm umbral«
d) Perceptrones de Rosenblatt: ya tratados en el apartado 
2.3
3.1.5« Predicados dm orden finite.
Un esquema de predicado y define un predicado Yg p£ 
ra cada R dm la familia ^  dm retinas. Se dice que Y
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es de orden flnlto,' de hecho de orden menor o Igual que k, 
si y solo si el orden de permsnece uniformemente limi-
tsdo por k, VR * . Es decir, que el orden de Ÿ se al
tera al cambiar de taauiflo R| O también, que fg no tiene 
orden distinto para cada R o que el orden de Y no depende 
de S , Por ejemplo, *^PAR1DAD "° *" ®**éen fini to 
sino de orden R) '^COHVEXO *" *** orden finite, de hecho 
de orden très; Y CONEXO ** orden finite.
Has formalmentei un esquema de predicado es de orden 
finito, de hecho de orden menor o igual que k para una fa 
milia de retinas 3,, si y solo si V R* (R , tiene
el orden menor o igual que k.
I
3*2 Miquinas que aprenden.
3*2.1 Funciones discriminantes*
Ses un conjunto ^ de patrones, X "  ) X^ ,^ X^, ...X^\
siendo L el numéro de elles y t uno cualquiera. Se clasi- 
fican estos patrones en C categories; esta clasificacién 
establece una particién de . X  en subconjuntos •••
tal que V X^eX , X^E , s- 1 a C.
Cualquier procedimiento que clasifique los patrones 
de X  situindoles en la categoria adecuada es un clasifi- 
cador de patrones. Un clasificador de patrones actua asit 
cada patrén XeX puede ser representado por un vector x 
en un espacio euclideo llamado espacio de patrones,  ^
de tantas dimensiones cuantos componentes tenga x. Si 
son n componentes, es decir x^—( , x, ,..., %n ), el ea-
pacio de patrones es un espacio de n dimensiones El clasi
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ficador aslgna cada vector x a una categoria a y divj. 
de el eapacio de patrones, -TL, , en C regiones disjuntas 
I -^1 ••• -^c llama das regiones de decleidn, cada re­
gion corresponde a una categoria y siendo por tanto Tl* 
la regidn del espacio donde se encuentran los vectores de 
las figuras que pertenecen a la categoria s y por tanto - 
al subconjunto « Lai superficie:que en el espacio de - 
patrones separan las regiones de decisidn se denominan su­
perficies de decisidn, superficies que son especificadas a 
partir de funciones discriminantes, Por tanto en el clasi­
fica dor de patrones se ha n de encontrar para realizar la 
asignacidn de un patrdn cualquiera a su categoria corres- 
pondiente, unas funciones discriminantes ^  (x), d^(x),« «. 
d^(x), una para cada categoria y tales que:
si X e X, y por tanto xe-H^ entonces d (x) > d^(x) 
r, s- 1 a C, r * a.
La superficie de decisidn que sépara dos regiones - 
contiguas viene expresada por:
*
d^(x)-d^(x)-0 (S)
r,s-l a C, r s
Si 8 es la funcidn de decisidn , &,.(x) 2 X perte
nece a la categoria r O  d (x) > d^{x), r,s— 1 a C,
r *  s.
Se estudian ahora las funciones discriminantes que 
o son lineales con respecto a los componentes de x o son 
lineales con respecto a algdn conjunto dado de funciones 
de X.
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3*2a2, Funciones discriminantes lineales.
La funcidn discriminante que es una combinacidn li­
neal de los componentes de x tiene la forma i
î\
'*.<*>““-l*«+-»2*^+“ *+*.n*n-*-*s0“,?,*.i^i+*s0
en donde n es el numéro de componentes de x y C es el nû
mere de categories,siendo a una cualquiera de ellas.
Si se utilisa la notaeidn vectorial:
a — (a,, a_, ... a ) vector de pesos, coeficientes o s sz an
parAmetrod correspondientes a la categoria s.
x'— ( , X, ,..., ) vector correspondiente al patrdn
X.
La expresidn (7) se transforma en
d_(x)-asX+asO (8)
Si é^v(a^,a^Q) y l'“(x', 1) la expresidn(7) se reduce ai
d^<x)v (9)
Observar que con y A se ha pasado de un espacio 
de dimensiones n a un espacio de n *51 dimensiones; & se 
llama patrdn aumentado.
La funcidn de decisidn que utilisa funciones discri 
minantes lineales es :
x e ï .  O  A . » l  .V,:. C  r. ,5
pues bien, la implementacidn o realizacidn efectiva de 
unclasificador de patrones que emplee funciones discrin^ 
nantes lineales, es decir que implements funciones de de 
cisidn 8j(x), s — 1 a C, que emplean funciones discri 
minantes lineales, se llama mâquina lineal.
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3.2«3«Funcldn de umbralip.-unldad Idgica de umbral(TLV)
Sea el conjunto de patronea | en el que
ae ha eatablecido una caalficaeidn en dos subconjuntos ï,y 
Es decir, C—2, existiendo ,por tanto , dos regiones de de­
cisidn Xljy il, en el espacio de patrones ily. Si una méqui­
na lineal , ea^ecir,una méquina que utilisa funciones dis­
criminantes lineales,puede para cada X situarle en la cate 
goria adecuada ae diré que la clasificacidn de %  es lineal 
y que los dos subconjuntos de ^  ,Xj y son linealmente se 
parables «Y reciprocamente, una clasificacidn de ^  es lineal 
y los dos subcojuntos de X,y *Xj son linealmente separables 
si y solo si existe una funcidn discriminante lineal d(x) 
tal queI
d(x) > 0 si X c XI, y por tanto X e T,
d(x)^Osi xeJfl} y por tanto X  £• "Xj
La méquina lineal que realiza esta funcidn discrimi­
nante lineal trabaja asii
Si d(x)> 0 entonces xsj[ij y por tanto X* Xj , es decir 
X pertenece a la categoria 1.
Si d(x)^ 0 entonces xeOjy por tanto Xe ï;, es decir 
X pertenece a la categoria 2.
b Un patrdn X cuyo vector en es x es clasificado 
correctamente sil
d(x) > 0 y X e n,
d(x) 4 0 y X e A,
La funcidn de decisidn,^ ,de una méquina lineal de dos 
categories se llama funcidn de umbral.Pues bien:funcidn de
umbral (McCulloch y Pitts,1943jWinder,1963) es una funcidn
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de n argumentes que tiene pesos o coeficien­
tes y un umbral n,(todos ndmeros reales) y tal que:
f (9C,,9c,, , , )™ j  Q si y sôlo si d(x)>0 
si y sdlo si d(x)4 0 (11)
donde d(x)— Ai 
Tambiéni
f(x)- X [d(x)] (12)
en donde d(x) es la funcién discriminante lineal y X la 
funcién definida con anterioridad.
La méquina lineal que implements una funcién de umbral 
se llama unidad légica de umbral(threshold logic unit) y 




Figura 3*l<"plomentacién de la funcién légica de umbral-
Se observaré que la TLU consiste en:receptores para 
mecanismos de multiplicacién  ^ por los pesos correspondien 
tes,mecanismo de suma y mecanismo de umbral que responds:
1 <=> 2  a l: - 0 > 0 , -* = 0-0 
i'I ^
0 de otro modo.
Como toda méquina lineal , una TLU produce en il,^ una 
superficie de declsién que es un hiperplano H cuya ecua- 
cién es:
d(x)-r Si — 0 é Si - 0 (l3)
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El semlespaclo para el cual se cumple que &&>0 se 
llama lado positive de H.
Otra forma de presenter la ecuacién de H es la si- 
guienteiSea el hiperplano H y dos puntos x y que per 
tenecen a 61)entoncest
sx+Sq - axj +Sq
a(x-Xj)- 0 (l4)
Notar que a es normal a II «
- For otra parte la funcién d(x)— ax+a^ da la medida de 
la distancia de un punto cualquiera x de Xly al hiperplano 
H cuya ecuacién es àx+Sg—O .Efectivamente, si h(x) es la 
distancia del punto % al hiperplano H ,esta distancia viene 
dada el el eapacio euclidiano por la expresiént
- - f n -
En particular para x'“( 0,0,...,0) ,es decir , para 
el origen de coordenadas, la distancia est
A
La ecuacién normal de hiperplano es i
Ol do '
donde -— - indice la orientacidn y    la distancia al
Il Ml




(i)-Ioda TLU implementa un hiperplano que divide el espa­
cio de patrones en dos regiones Jlj y . El hiper­
plano es la superficie de decisién de la TLU.
0S7
(ll)-Sl »q”0 , el hiperplano paaa por el origen de coor­
denadas del eapacio Xlg .Si a^'O. el hiperplano es par^ 
lelo al i-6simo eje de coordenadas.
(iii)-la orientacidn de hiperplano es indicadi por a y 
la localizacidn por a .^
(iv)-La distancia desde un punto cualquiera % de espacio 
al hiperplano es funcidn de d(x) con :
d(x)> 0 si X pertenece al semlespacio del lado posi- 
tivo de H. 
d(x)— 0 si X H
d(x)< 0 si X pertenece al semlespacio del lado ne- 
gativo de H.
3.2 .4 .^ -funciones y ^ -méquinas.
3.2.4 .l.Definicidni
Se consideran ahora las funciones discriminantes no 
lineales con respecto a los componentes de x ,pero que 
son funciones discriminantes lineales con respecto a al­
gdn conjunto dado de funciones de 'X.Sea este conjunto 
$ ~ { I donde es una cualquiera de ellas,
j—1 a m . La fonaa de esa funcidn discrimimante^llamada 
^ -funcidn est
Ds(x) “a^j0j(x)+a^20j(x)+...+a^0__,(x)+a^jj (l5)
donde ,j—1,2...m, son funciones linealmente indepen- 
dientes y a^ son los pesos o coeficientes. /0.(x)
Utilizando * * **sm^ ^ ( f 2 *^)
entonces (l5) se transforma en:
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D^(x)- a,f(x)+a,Q U6)
Ba Importante indlcar que no ae supone la linea-
lidad df 0^ con respecto a x, ni de D^(x) con rdspec
to a x)lo que se indica es que 0^ es lineal con res­
pecte a las 0j » Observar que las funciones f pueden
ser ^ -funciones sin mis que hacer 0^ (x)>F)[xi]ji—j—1.. .n.
La aplicacidn a jtxde las 0^ hace correspoiider pun 
tos del espacio A  g de n dimensiones con puntos del e_s 
pacio de m dimensiones cuyas coordenadas son 0^x
En A  la funcidn discriminante 0 sépara los puntos 
mediante un hiperplano. En otras palabras, el vector x 
de Xlg ae transforma en ^ (x)£ A ^  |en lugar de una 
funcidn discriminante no lineal en Ay se utilisa una fun 
cidn lineal en A 0  , de modo que una  ^-superficie en 
A g  es un hiperplano en A  0 y cualquier funcidn dis 
criminante lineal en A  0 es una ^ -funcidn en A y  . 
Por tanto todos los resultados que se encuentran con 
TLU pueden aplicarse a ^ -miquinas.
3.2.4.2.Implementacidn.
Una ÿ-méquina es cualquier mecanismo clasificador 
de patrones que emplee ^-funciones.Por tantôt
(i)-Transforma todo vector x  e A ,  de n dimensiones en el 
vector ^(x)eA0 de m dimensiones.
(ii)-Utilisa a contlnuacidn una méquina lineal(o una TLU, 
si son dos categorias) para realizar la clasificacidn.
Una ^-méquina consta de:
(i)-Un procesador que transforma x en ^(x).
(li)-Una méquina lineal.
0S9
3«2«4«3« ÿ^miquinas de des categoria#.
La funcidn de decisidn o funcidn de umbral para una 
^ -méquina de dos categories est
f(x)- X[a$(x)+aJ **A[d (x )1 (l7)
jr por (4) f e L($)
j«2.5'Méquina con nivelesflayered machine d L-méquina).
3•2.5 * 1.Definicidn.
Méquina con niveles o L-méquina es una red o conjunto 
intcrconectado de TLU(unidades Idgicas de umbral).
Las TLU del primer nivel tienen como input el patrdn 
que se quiere clasificar. Las salidas de las TLU del primer 
nivel son utilizadas como input para las TLU del segundo 
nivel. En general siendo M el ndmero total de niveles y lA* 
uno cualquiera de elles, las TLU del nivel «/Y reciben sus 
inputs del nivel >/Y-l y sus salidas son a la vez inputs 
para las TLU del nivelvY+1. Si la L-méquina clasifica los 
patrones en dos catégorisa , C—2, el output de la TLU fi­
nal es la respuesta de la méquina. La L-méquina no es una 
méquina lineal ni una ^-méquina sino que lleva a cabo a* 
perficies de decisidn muy complejas.Una L—méquina de dos 
niveles totalmente especificada puede verse en Kaylor(l964) 
3.2.5.2Implementacidni
patrdn nivel 1 nivel2 ...nivel ...nivelM-l nivel M
TLU^^ TLU^2 -TLU^^... M-1 '
X % 2 ••*’'îr”2A'*** %  M-1 TLU
1
“o “l "2 V "M-1
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3«2.5*3«Funclonamlonto.
SI ea el vector del patrdn en un espacio de n^
dimensiones, el espacio de patrones Ay , el output de las
TLU del primer nivel se considéra como el vector x^^^de
n^ dimensiones, donde n^es el ndmero de TLU del primer ni
vel.El primer nivel transforma él eapacio(lyen un espacio
A | de n dimensiones y el vector x^^^ de n componentes en 
(l)el vector x de n componentes. Xa i^ ue componentes de 
(l)X son ceros y unoa, cada punto de Ay es tranformado en 
el vdrtlce de un hlpercubo que se llama primer espacio 
imagen. A  i , y el conjunto de patrones 'X^ 'os tranformado 
en un conjunto * de vdrtices en el primer espacio imji 
gen.
Las TLU de segundo nivel transforman el hlpercubo, que
es el primer espacio Imagen A ;  ,en vdrtices del segundo
espacio Imagen Aj y el patrdn x^  ^ ^ de n componentes en el 
(2)patrdn x de n^ componentes,donde n^es el ndmero de TLU
del segundo nivel, asi como el conjunto % del primer espa­
cio imagen en el oanjutfeo de patrones del segundo espa­
cio imagen .
En general, el patrdn x *^^  *  ^ do n dimensiones
en el espacio Imagen Ay.; se transforma mediante las TLU del 
nivel en el patrdn  ^ de n„- componentes del espacio
imagen • El conjunto de vdrtices de A. se transfor­
ma en
Finalmente, el conjunto es transfomado por las
TLU del nivel M en dos vdrtices (si C—2) .Estos vdrtices 
son las posibles respuestas de la L-méquina para C=2.
Estas transformaciones sa’resumen en el cuadro que 
aparece a contlnuacidn:
"o "l "2"'




Nivel 1 Nivel 2 Nivel Nivel H
>  "'"M-1-------  "m
^  ^M-1 A^M
) ^(M-l) (g(M)
3j(>^ _)^ 3^ (M-1) ^(M)
3«2.5*4.Utlllzacldn.
La L-ffléqulna se utilize fundamentalmente cuando se qule- 
ren obtener dos subconjuntos Ï  ^^ y  ^^ linealmente
separables a partir de un conjunto clasifIcado en dos
submnjuntos que no son linealmente separables, es decir, que 
para separarles no existe ni una méquina lineal ni una ^ -mé- 
qulna.La L-méqulna realiza trasformaclones de ij^^y 
Hasta conseguir dos subconjuntos que son separables lineal 
mente por una TLU ,produciendo la respuesta deseada en cada 
caso I
1 \)x e Xj®)
0 Vx 6
Hay que observar quel
(i)- cada TLU implementa una f y que el vector x^ '^ ,^A"'"l,
2...M ,tiene romo componentes las f^(x), j—1,2,...,n que 
son reallzadas por las TLU del nivel .
(ii)-cada TLU realiza,por tanto, upa funcidn discriminante
d (x) ,que es la funcidn realizada por la TLU j del ni-
j 'f'
vel \X , j“l,2,...iy , uV -1,2,...,M .
(lll)-una ^ -méquina es una L-méqulna de dos niveles si y 
solo si 0j son a su 
plementadas por TLU.
véz funciones de umbral, es decir im
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3«3« Relaclones entre perceptrones y méquinas que 
aprenden.
Estas relaclones ya han aldo Indlcadas por Minsky y 
Papert(1 9 6 9). Lo que algue es un Intento de expllcltarlas 
de una manera formai con el fin de utilizer Indistintamen 
te el lenguaje de perceptrones y el de méquinas.
Ses el espacio de patrones la retina R. El espacio 
de patrones se identifies con la retina y tiene como compo 
nentes los NxN— R cuadrados en que se divide la retina « 
La familia P de subconjuntos de R es un subconjunto de pun 
tos en A y  «Asl pues, en una méquina de C—2, PsX, y FeXj « 
Se establecen ,a continuacidn , Iss siguientes correspon­
dencia s entre perceptrones y méquinas1 
A-Perceptrones en general .
Proposicidn lAiToda TLU es un perceptrdn de orden 1(Minsky 
y Papert,1 9 6 9).
Demostracidn1Trivial.Identificar t 
f(x) y y(x) ,donde x es el vector del patrdn X. 
t; y f;(x) ,donde i-j,i- 1 a n,n-|R| ,y ..x;6 X,
Xi-0 de otro modo.Es decir, Y,(x)vi 4=9 *i“l» i”j» 
a^ de la TLU y del perceptrdn, i—j.
*0
Puesto que S('(’j )— ,es decir, | —1 ,el perceptrdn es
de orden 1.Por lo cual , todo lo que se afirme de los per­
cept rone s en general y de los de orden 1 en particular, se 
puede afirmar de la TLU.T lo que se afirma de la TLU puede 
afirmarse de un perceptrdn de orden uno.
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Froposiclân 2AiTodo perceptrdn es una TLD en la cual cada 
del perceptrdn es un coraponente del veç 
tor de input para la TLD, sea cual sea
s(vi).
Demostracldni Inmediata.Todo perceptrdn reallza un y(x) 
que se llama funcldn lineal de umbra1 ya que es lineal con 
respecto a los coraponentes de ^(x),es decir ,con respecte 
a ( (x), y^(x), . . . )  y,por tante,realiza la funcidn
que puede ser impiementada por una TLD cuye input es pre 
cisamente el vector $(x), no importa cual sea S(<fj),es 
decir, las unidades de la retina a puntos de de los que 
realmente depende cada y; .Se observari que el espacio de 
patronea delà TLD correspodiente no es el espacio de patro 
nés del perceptrdn.Para este es R d«Oj(»de n dimensiones. 
Para la TLD ,el espacio de patrones tiene como coordenadas 
las Y) y es de m dimensiones.
Por lo cual,todo perceptron tiene o estd compuesto por 
una TLD.
Proposicidn 3A» Todo perceptrdn es una ÿ -mdquina de C—2 
y reclprocamente.
DemostracidntInmediata.Identificari
La figura X proyectada en la retina y la figura X que da 
origen al vector x; R y ) y;(x) y 0.(x)j $(*)»
y î -ô y *n * y d (x).
Es decir, y^eLl$) y entoncesi
que es la funcidn de decisidn de una miquina de dos cate- 
gorias.
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For lo cual. todo lo quo se aflrme de un perceptrdn 
puede afIraurse de la ^-mdqulna correspondlente y reclpr£ 
camente.
Proposicidn 4At loda L-mdqulna de M nlveles y C—2 es un - 
perceptrdn en el que las tpj funclones son 
Implementadas por las TLU del nivel M-1.
- Y reclprocamente, todo perceptrdn puede 
conslderarse como una L-miquina de M nlve 
' les slempre que lasij|^ |don f d* umbral i
Implementadas por las TLU del nivel M-1. 
Demostracidn:Sea una L-mdquina de M niveles y C—Z.Entonces 
el nivel M consta de una TLU cuya salida os la de la L-md 
quina.Esta TLU recibe las salIdas de las TLU del nivel 
M-1,las cuales reciben como input el vector perte
neciente al espacio imagen.Las TLU del nivel M-1
dependen de todos los niveles anteriores.La L-miquina pu^ 
de considerarse formada por dos partes:todos los niveles 
desde el nivel lal nivel M-1 y la TLU del nivel M.La pri 
mera parte realize las <fj funciones del perceptrdn ,cu- 
yos valores pueden identificarse con las salidas de las 
TLU del nivel M-1, no importa cual sea el S( ) de las 
TLU de ese nivel. T la TLU del nivel M que recibe las se 
Hales del nivel inmediatamente anterior realize y'(x).
Los pesos son los pesos de las conexionea
de las TLU del nivel M-1 con la TLU del nivel M. EL um­
bral -0 es el a^ de la TLU del nivel M.Por tanto, la md 
quina asl considerada es un perceptrdn.
Reciprocamente: Sea un perceptrdn que realize y (*)« 
por la proposicidn 2A, todo perceptrdn es una TLU en la 
cual Yj es un components del vector de input. Esa TLU que
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recibe § (x) es la TLU del nivel M de una mdquina de M 
nivelee. Las yj son calculadas por las TLU del nivel M-1 
que son dependientes de todos los demis niveles hasta un 
total de M-1.Es docir, cada Yi oe calculada por una mdqi^ 
na de M-1 niveles, lo cual siempre puede ser cierto sin 
mas que suponer que cada nivel repite lo del nivel siguien 
te. Los pesos °*i , <^i , . .. del perceptrdn son los pesos 
con los que las TLU del nivel M-1 inciden en la TLU del . 
nivel M.El umbral 9 del umbral de la TLU del nivel M.La 
L-mdquina clasifica los patrones en dos categories.Si el 
perceptrdn es de orden k o de diametro limitado la propo 
sicidn jA se ajusta a cada caso.
Hay que noter quel
(i)-Las Yi ser implementadas por las TLU del nivel M-1
abarcan todos los demis niveles hasta el primero.
(ii)-El mdtodo de refuerzo o de apredizaje sdlo puede ser
aplicado a la TLU del ûltimo nivel, por lo que quedan ina^
terados los pesos de las TLU de todos los demis niveles.
El teorema de convergencia de los procedimientos de refuei^  
zo sdlo se aplica en date caso, no cuando se alteran los 
otros niveles. Es évidente que el procedimiento puede apli 
carse a cualquier TLU de cualquier nivel pero entonces el 
resultado queda circunscrito a la TLU de ese nivel,pero 
en absolute se extiende al total de la miquina.
B-Perceptrones de orden k.
Proposicidn 2BiTodo perceptrdn de orden k es una TLU en la 
que cada tfj es un componente del vector de 
input para la TLU y |s( if j )|<k.
Demostracidn:Si la proposicidn2A es cierta sea cual sea 
S( Y, ) , lo seri cuando |s(Yj )|^  k.
Proposicidn jBiTodo perceptrdn de orden k es unaÿ -miquina 
cuya s , j-l,2,...,m, dependen de un niimero
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de puntos de la retina menor o igual a k y C-2.Reciprocamen 
te, tcda^ -miquina cuyas 0j dependen de k puntos de la reti 
na y C*2 ,es un perceptrdn de orden k.
Demostracidn:El teorema 1»5*3 (Minsky y Papcrt,1969)asegu 
ra que y es de orden k si y sdlo si k es el nûmero mis 
pequeHo de mask que satisfacen:
|S( Y )| 6k 
y L(f )
si y es de orden k entonces ' |S(y )| $ k .Por la prop£
sicidn 3A,s todo perceptrdn le corresponde una ^ -miquina 
y si el perceptrdn |s( y )|^k ,entonces la -miqui
na correspondiente tendri sus 0^ dependientes de k puntos
de la retina.Reclprocamente :si existe una ÿ-miquina cuyas 
0j dependen de 6 k puntos de la retina y C“2,el perceptrdn 
correspondiente tiene sus yj dependientes de 6 k puntos ,con 
lo que |S(y )|i k , y Y*L( $ ) por lo,que por el teorema
i*5*3, es de orden k.
Proposicidn 4B:Toda L-miquina de M niveles y C—2 cuyas TLU 
depondan de < k puntos de la retina,es un 
perceptrdn de orden k cuyas y, funciones son 
realizadas por las TLU del nivel M-1.Y rec^ 
procamente,todo perceptrdn de orden k puede 
considerarse como una L-miquina de M niveles 
siempre que las y;sean realizadas por TLU 
del nivel M-ly dependan de 4k puntos de la 
retina, C"P2.
Demostracidn: La L-miquina a la que corresponde un perce^ 
trdn por la proposicidn 4A consta de TLU del penûltimo 
nivel que dependen de S kpuntos.Las yj que son realizadas
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por esas TLU dependerin de<k puntoa.Por tanto,el perceptrdn 
corresponditnte es de orden k.Reciprocamente,por la proposl 
cldn 4A todo perceptrdn puede conslderarse como una miquina 
de niveles siempre que las <fj sean funciones lineales de 
umbral,o^ea son realizadas por TLU;puesto que dsto es asl, 
al perceptrdn le corresponde una L-miquina en la que las 
Yi funciones son realizadas por las TLU del nivel M-1,y puea^  
to que las yj funciones dependen delk puntos ,las TLU que las 
realizan dependerin tamblen de 4k puntos.Y ,ya que el per­
ceptrdn clasifica en dos categorlas ,C—2.
C- Perceptrones de diimetro limitado.
Proposicidn 2C:Todo perceptrdn de diimetro limitado es una 
TLU en la que cada <fj del perceptrdn es un 
componente del vector de input de la TLU y 
diimetro de(S( y i ) ) p a r a  cada Yi . 
Demostracidn: Puesto que la proposicidn 2A es cierta sea 
cual sea S( <fi ) ,seri cierta cuando cada y; registra la si 
tuacidn en una regidn de la retina de diimetro igual o me­
ner que 2r .
Proposicidn 3C:Todo perceptrdn de diimetro limitado ea una 
ÿ -miquina cuyas 0j ,j"l,2,...m,dependen de 
una regidn de la retina tal que diimetro de 
(SC0j))l2«-y C-2;y reclprocamente.
Demostracidn:A todo perceptrdn le corresponde una ^ -miqui­
na (por la proposicidn 3A).Si las funciones yj del perceptrdn 
dependen cada una de una de una regidn limitada de la reti­
na, las de la ^ -miquina dependen cada una de esa regidn 
déterminada.Como el perceptrdn clasifica en dos categorias, 
C—2.
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Proposicidn 4CiToda L-miquina ,02,cuyas TLU del nivel M-1 
dependen de una regidn limitada de la retina 
de diimetro menor o igual a 2r,es un percep­
trdn de diimetro limitado cuyas yj son calcu 
ladas por las TLU del nivel M-1.
Demostracidn(La L-miquina tiene M niveles y clasifica los 
patrones en dos categorias «La TLU final realiza y (x) de 
un perceptrdn (por la proposicidn 4A).Esta TLU final reci­
be las salidas del nivel M-1 cuyas TLU calculas las yj del 
perceptrdn y dependen de regiones limitadas de la retina. 
Por tanto, diimetro de (S( y,)) 6 2r«Ademis y 6 L($ )
donde § es el conjunto de yj realizadas por las TLU del 
pendltimo nivel.Por definicidn de orden (ver 3.1*2) la L- 
miquina asl considerada es un perceptrdn de diimetro limJL 
tado.
Hay que notar quel
(i)-Los predicados parciales ,al ser calculados por las 
TLU del nivel M-1,dependen de todos los niveles hasta el 
primero.
(ii)-Puesto que es indiferente comojse calcula yj (ver 
definicidn de peceptrdn en 3.1.1),dstas pueden ser imple­
mentadas por una miquina de niveles,como de hecho lo son 
en el perceptrdn correspondiente a una L-miquina;efectiva^ 
mente, cada TLU del nivel M-1 es la TLU final de una miquJL 
na de M-1 niveles.
(iii)-El mdtodo de refuerzo sdlo se aplicari a las conexio 
nes dejlas TLU del nivel M-1 con la del nivel M,ya que asl 
se ha hecho corresponder el perceptrdn ,por lo que los d^ 
mis niveles quedan inalterados.
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Las proposlclones 4A>4B y 4C muestran que el percep­
tron de Minsky y Papert(1969)no es necesariamente una miqu^ 
na de dos niveles aunque si es una miquina en la que la com 
putacidn se realiza en dos estadios.En la definicidn no se 
especifica cdmo los predicados parciales se calculan.Las 
yj pueden ser realizadas por TLU que a su vez reciben sus 
inputs de otras TLU ,y asl sucesivamente,configurindose 
ellas mismas como las funciones realizadas por una miqui 
na de niveles.Pueden ser,tambien,funciones no lineales de 
lop coraponentes de x(como sucede en la % -miquina).Pueden 
calculer la ausencia o presencia de diverses rasgos en el 
espacio de patrones.
Los résultados obtenidos en la teoria de perceptrones 
pueden ,ahora, ser aplicados con toda precisidn a los tipos 
de miquinas que cumplen las condiciones enunciadas en las 
respectives proposiciones.
Por ültimo, no hay que confundir el perceptrdn de Gam 
ba en el que cada yj es realizada por un perceptrdn de orden 
1 ,y ,por tanto,pueden tener NxM~ R entradas cada una,con 
el perceptrdn de orden k cuyas y; son funciones Idgicas de 
umbral que dependen necesariamente de ik puntos de la re­
tina, o con el perceptrdn de diimetro limitado cuyas yj son 
funciones Idgicas de umbral que dependen de un irea limita 
da de la retina de diimetro menor o igual que 2r.En el per 
ceptrdn de Gamba,las yj pueden tener como dominio toda la 
retina;ello no sucede con las yj de perceptrones de orden 
k o de diimetro limitado.
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3.4.Un teorema para perceptrones de diimetro limitado.
3.4 .1.DefInicidn l:Un perceptrdn de diametro limitado 
es un perceptrdn en el que para cada yj*^  ,S(y; ) esti com­
puesto por los puntos situados en una regidn de la retina 
cuyo diimetro es menor o igual a 2r,donde r es una cons­
tante.
El diimetrode S(yj) puede considerarse como longitud 
absolute o en funcidn del tamailo de K.En este trabajo es 
indiferente elegir una u otra posibilidad.
Los perceptrones de diimetro limitado de longitud ab 
soluta son,en sus resultados negativos, un caso especial 
de la teoria de perceptrones de orden finito y son menos 
potentes que éstos.La longitud 2r o el irea de la retina 
de la que depende yj se elige de modo que no abarque toda 
la figura pero pueda calculer aspectos importantes de X.
DefInicidn 2t X es conexo si no existe Ac X y
B cX ,tal que A 0 B -0 y A U B — X.
Definicidn 3lUoa cuadrados o puntos de la reti 
na son adyacentes si tienen un lado comûn.
Def inicidn 4 tX es conexo si Vp,qeX ,existe
una secuencia de puntos en X s(p,q)« p=p^ ,p^,..
tal que p^ es adyacente a «
Definicidn S«
1 si y sdlo si X es una figura
concxa.
0 de otro modo
3 .4.2.Teorema: V'coiJEXO "° puede ser calculado por un 
perceptrdn de diimetro limitado. 0 tambien: ningûn perce^ 
trdn de diimetro limitado puede decidir si las partes que 
componen una figura estin conectadas unas a otras.
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DemostracidnILa demostracidn que sigue es la ofrecida 
por Minsky y Papert(1969,pp.12,13 y 14).Aqui se presents 
mis explicita.
Se desea construir un perceptrdn de diimetro limitado 
que realicei
C^ONEXO^ *^  " lo
Sea tal perceptrdn cP que realiza
f -  o]
tal que Vy;,d(S(Y, ))6 2r,d: diimetro de la regidn.
Sean las figuras siguientestÔ 5  g ^
1 ** X ea conexo 
de otro modo
\  *3 \  *2
cuyas dimensiones han sido elegidas de modo que 2r es mu- 
cho menor que la longitud y anchura de las figuras.
Se considéra
Z  s-, YiU)
compuesto por tres sumandos,por lo que*
I»
Z  «i yj ixt - • = Z  oiyui ♦ Z  ayw) ♦ Z  «tymi - 8 (l8)
w*« &mif.
l a l  
Es claro que se han agrupado las yj teniendo en cuen
la situacidn de su S(y; ) bien a la izquierda- GRUPO 1 -, bien
a la derecha-GUPO 2-,bien en el centro-GRUPO 3-»como puede vers
en la figura 4 .
Puesto que X^ es no conexo, ^{X^)“0 }lo que quiere
decir que (l8) es menor que cero.
G»»t» 1 OXUfo J tXxfo î
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Figura 4«Situacidn de loa aoportes de cada yj
Puesto que es conexo, y(X^)“l;lo que quiere decir 
que (1 8) es mayor que cero.
Ahora bien ,en el cambio de X^  a X^ sdlo el GRUPO 1 de 
predicados parciales ha sido afectado, quedando los demis 
sumandos inalterados;es decir, ha aumentado al P£
sar de X^ a X^ hasta el punto de hacer la expresidn (18) 
positiva.
Puesto que X^ es conexo, y(X^)—1 ;lo que quiere decir
que (1 8) es mayor que cero.
Ahora bien, en el cambio de X a X sdlo el GRUPO 2 de
1 4
funciones parciales ha sido afectado ,quedando inalterados
los demis sumandos; es decir, Z  ha aumentado al cambiaro«»f«
de X, a X hasta el punto de hacer la expresidn (18) posi- 
i 4 
tiva.
Si se cambia de X^ a X^ ,cambian a la vez la suma del 
GRUPO 1 y la suma del GRUPO 2 ,haci£ndolo en la misma can 
tidad que cuando se cambia de X^ a X^ ,para el GRUPO l,y de 
X a X,, para el GRUPO 2. Por tanto, X  uyU) aumenta hasta1 4 OlLUfO
hacer a(l8) mayor que cero y también aumenta hasta
hacer a (18) mayor que cero,mientras que permanece




0 5 3  0>^3>
Es decir , se clasifica como figura conexa.Pero 
ello es incorrecto puesto que esa figura es preclsamente 
no conexa y por definlcldn del perceptrdn cP conatruido 
y(Xg)—O.El perceptrdn tP al calcular correctamente el pro
dicado f para ,X^,X^ debe aceptar X^ como conexa lo cual
es falso.Luego tal perceptrdn tP no exista.
En conclusidniLo quo se ha demostrado para )**CONEXO 
es que si los predicados parciales Yj son calculados a par 
tir do unas regiones do la retina y tal que estas regiones 
son limitadas, n° existe un vector de pesos ,-8)
tal que:
& yixi >0*^ xfe llj y por tanto x£Üi , X es conexo
& Y VI >0*=tx€Jlj  ^y por tanto xeXIj , X es no conexo
Lo cual quiere decir quo si on el conjunto X'{x^,X^,X^,X^\
se establece una p.irticidn en dos clases T,= |x^,X^| ,
y X^,X^{ ,estas clases no son linealmente separables
mediants un perceptrdn do diimetro 1 imitado.Observer que
los vectores a los que se ref1ere la no separabilidad no
son X ,x X X correspondientes a las figuras en el espa 1 2, 3» 4
cio R de n dimensiones,sino a los vectores y (x) de m dimen 
siones,del espacio cuyas coordenadas son los predicados 
parciales, y; .
Este teorema ,de acuerdo con las proposiciones demos- 
tradas con anterioridad,puede aplicarse aI
(i)-toda TLU cuyas Xi seen regiones limitadas de la retina
(ii)-toda $ -miquina cuyas 0  ^dependan de regiones limita­
das de la retina y C—2(por la proposicidn 3C)
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(lll)'-toda L—miquina de claalflcacldn en dos categorias en 
la que las TLU del nivel H-i dependan de una regidn de la 
retina de diimetro menor o igual que 2r (por la proposicidn 
4Cl« Esta afirraacidn seri utilizada para emitir predicclo- 
nes expérimentales a partir del modelo que se describe en 
el apartado 4 y en la conclusidn (apartado 8)para indicar 
la inutilidad de solucionar el problems de la discrimina- 
cidn de figuras conexas/no conexas aumentando los niveles 
de la miquina siempre que se mantenga el hecho de que las 
TLU del nivel M-1 dependando regiones limitadas de la reti 
na.Lo decisivo es que las yj dependan de ireas limitadas de 
la retina;que es indiferente como se calculen esas funcio­
nes; y que deben incidir en paralelo para dar lugar a 
y(x) . Por ello el teorema es vilido tanto en un proceso 
serial-paralelo como un proceso paralelo - parilelo(Haw­
kins, 1969) .
El teorema que se ha estudiado es uno de los mas desta 
cado por todos loa autores que coraentan el trabajo de Min^ 
ky y Papert (1 9 6 9).Entre elles ,Block(1970),Duda y Hart(1973), 
Hunt(1975)fSuppes y Rottmayer (1974).
Por ûltimo,es necesario indicar que para computar 
^CONEXO construirse una miquina secuencial muy simple
(Suppes y Rottmayer,1974,teorema 9).
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3«5«M£todo de entrenamlento no paramétrlco para 
miquinas lineales.
3«5.1.Hasta aqui se ha dado por supuesta la existencia 
para cada TLU de una funcidn discriminante lineal concrets 
y,por tanto ,de una funcidn de decisidn tal que f(x)**l si 
X  é A, y f(x)—0 si xeHj. Obtenida la funcidn ,1a miquina 
clasifica todos los patrones que se le présentas asignin- 
doles 1 d 0 .El problems es clasificar unoa patrones dada 
la miquina.
En este apartadose^plaotea el problems inverso:dado un 
conjunto de patrones y una clasificacidn conocida en dos ca­
tegorias o clases %: y %,,linealmente separables, encontrar 
la TLU que efectivamente los sépara.Formalmente: sea el con­
junto % = I X^,Xj,X^.. de patrones y dos clases de los
vectores patrones correspondientes xj^\x^^\..) y
jx|^\ Xg^!..) que son linealmente separables y por tan 
to existe un hiperplano que divide al espacio û,en dos 
semiespacios taies que los puntos de quedan en Q-j y los 
puntos de 3C, e n . E l  problema es encontrar un procedimien 
to para entrenar la TLU a responder l a los vectores de y 
0 a los de %; ;o tambidn,considerandoXcomo conjunto de entre 
namiento,encontrar el hiperplano de separacidn de las dos 
clases conocidas ;ahora bien ,el hiperplano en el espacio 
XL, queda determinado por U ,vector de pesos.Entrenar a una 
TLU a dicotomizar el conjunto de entrenamlento en las dos 
clases Xj |X;,separables linealmente,es entrenarle a encontrar 
el vector de pesos ft tal que el hiperplano,cuya ecuacidn es 
ftfc=0 ,séparé ^ 1 y efectivamente.
El procedimiento de entrenamlento de la TLU puede des 
cribirse como sigue:Sea el conjunto X  de vectores con una
0ÙÜ
clasifIcaclûn en dos categorias linealmente separables.Se 
considéra el cx>\)unto de vectores aumentados & ;puesto que 
las clases son linealmente separables existe un vector ft 
desconocido (mas exactamente.una regidn soluciôn a la que 
ft pertenece)tal quel
ftft>0 V*\x« -fl-7 ,y,por tanto, Jéc 
ft& 4 0 V K ( % a XI) ,y, por tanto, %
donde ft- ( w, w^) y )
Siendo 'X. «i conjunto de vectores aumentados , es 
una secuencia de entrenamlento tal que t
(i) cada & es un vector patrdn de
(ii) cada & puede ocurrir con una frecuencia ir.finita en
puede sert
Sjt »^2* * * *’ * * *
si es el i-£aimo miembro de la secuencia de entrenamien
to S^ , ft(i) es la i-ésima estimacidn del vector de pesos.El 
vector de pesos inicial puede ser elegido arbitrariamente; 
en el apartado 6 , ft(1)—(0,0,...,0).El algoritmo de entrena 
miento es el siguientet
: si ft(i)& ^> 0 y St^eTü^ entonces w(i+l)- ft(i)
si ft(i)4, éO y t, £ 3C; entonces ft(i+l)“ ft(i)+ft,
. (19)
si ft(i)1^4 0 y t Xj entonces ft(i+l)- ft(i)
si ft(i)ft^ > 0 y St^€ X, entonces ft(i+l)- ft(i)-Jt^
Se produce también una secuencia de vectores de pesosi
Sfti
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El procedimiento anterior ea el expuesto por Nilsson 
(1965,P«70 )como procedimiento de entrenamlento de correç 
cidn del error uaando incremento fijo.Opera de modo aiguien 
te:
(i)présenta secuenciaImente a la miquina cada uno de los 
patrones que han de ser clasificados- uno encada ensayo;no 
importa el orden,pero cada patrdn debe aparecer varias ve 
cesfhabitualmente en la secuencia los vectores se presen 
tan ciclicamente como ya se ha expuesto;una vez que se ha 
pasade todo el conjunto de patrones se comienza desde el pria 
cipio;cada paso de todo el conjunto de entrenamlento se 
llama iteracidn»
(ii)para cada patrdn preseoba^o se pregunta si la salida es 
la deseada de acuerdo con la clasificacidn realizada en el 
conjunto 3C ^  si la salida es la adecuada se pass al prdximo 
patrdn con el mismo vector de pesos ; ai la salida no es la 
adecuada ,entonces se realiza la correccidn del error a fin 
de obtener una respuesta deseada de acuerdo con el algorit 
mo de entrenamlento (l9))se pasa al siguiente patrdn y se 
actda del mismo modo.
(ili)el proceso continua hasta que la solucidn correcta es 
lograda. Segdn el teorema que se expono en el apartado 3.6 
este algoritmo produce una secuencia de vectores de pesos 
que ea convergente .Si los dos subconjuntos son linealmente 
separables la secuencia converge hacia un vector de pesos 
solucidn.Es decir, el algoritmo (19) encuentra la solucidn 
en un nûmero finito de pasos y la solucidn no tiene por 
qud ser ûnlca ya que existe una regidn solucidn.
El algoritmo (l9) de una manera mâsaencllla y mas ûtil 
para el proceso de simulacidn. Si ft& > 0 , keîj y
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entonces ft(-ft)> 0 y & e X, 
Por tanto, si se hacet 
4 si 4 £ i,
-i: ■4 si 4 £ Xj ^
se define un conjunto de vectores de entrenamientoî) = { .«j,
una secuencia de vectores S^i ' ,que
se corresponden con ^ ^ ^ hace que el algoritmo (19)
se transforme en*
si fir(i)y,> 0 entonces ô(i+l)-ft(i)
(21)
si ft(i)ÿ^$ 0 entonces ft(i+l)-ft(i)+ÿ^
3«5«2. Extensidn del procedimiento de entrenamlento a 
$ - miquinas (de C—2),perceptrones y L-miquinas 
(de C-2).
Puesto que una §-miquina puede ser implementada por 
un §-procesador seguido de una miquina lineal,en el caso 
de C—2 queda reducida a un ÿ-procesador seguido de una 
TLU y por tanto el procedimiento de entrenamlento puede ser 
empleado en la TLU , quedando fijo el ^-procesador(ver 
figura 5).Los vectores patrones que han de ser usados en el 
entrenamlento son los $(x) del espacio no los x del
espacio Xi, . Si se asume que las dos clases son separables 
cuando se transformas por un conjunto de funciones lineales 
o no,0^,0^,....,0^, estas dos clases son separables en Xlÿ 
y existe un 8 tal que*
& $(x) >0 V/* £ X,
& $(x) é 0 Vu £ ïl
donde S-(a,ag) y ^(x)-^ tanto el algoritmo
(2l)puede ser empleado en la § -miquina haciendo:
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$(x) si X 6 Ï,
(22)
- $ (x) al xe X|
Es decir , usando $ (x) como si fueran los vectores patrones 
de entrenamlento.
Puesto que todo perceptrdn es una de C—2, el algorit­
mo de entrenamlento(2 1) puede ser empleado en un perceptrdn 
(Minsky y Fapert,l969;Rosenblatt,l960)sin mas que hacer; 
y(x) si X e X|
(23)
-y(x) si X  e X;
Los vectores de entrenamlento son los vectores y V) » < YjV)---)
no los vectores x.Por tanto el algoritmo(21) puede utllizar 
se en un perceptrdn de diimetro limitado cuyas yj funcio­
nes dependen (del modo que sea)de una regidn de la retina de 
diimetro menor o igual que 2r.
Por ûltimo el procedimiento de entrenamlento puede ser 
utilizado en la TLU del nivel M de un miquina de M niveles 
y C?2 ,y, por tanto, en una L-miquina tal que las TLU del 
nivel M-1 dependan de regiones limitadas de la retina «El 
conjunto de entrenamlento es el conjunto de vectores del 
espacio imagen ^,es decir, ,por lo que el resto
de la miquina permanece inalterada.Por ello basta con hacer:
si g X,I -.W-» si X;
Por la correspondencia establecida en la proposicidn
4C,si existe una L-miquina y TLU. „ , "p 9»
j.M-1 1j





figura5>310111Itud entre perceptrones y ÿ-mâqulnas.Las 








figura 6> Slmllltud entreperceptrones y L-mdqulnas>Las 
TLUs del nivel M-1 tienen como aoportes una regidn llmltada 
de la retina>
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3»6«Teorema de convergencia del entrenamlento por 
correccidn del error o teorema de convergencia 
del perceptrdn.
Puesto que es un teorema sufIclentemente probado y dl 
fundldo por la llteratura que trata de reconoclmlento de pa 
trones sdlo se presents la enunclacldn del mismoi
Sea X  un conjunto de vectores patro
nes de entrenamlento tal que cada vector patrdn de X per- 
tenece a X| o a X; y las clasifIcaclones son conocldas.Sl 
X{ y Xj son linealmente separables ,entonces el algoritmo 
(l9)converge en un ndmero finito de pasos.
El teorema es tambidn enunclado asl:Siendo S^ la se­
cuencia de pesos generados por la secuencia de entrenamien 
to S^ utlllzando el algrltmo (2l)y comenzado con cualquier 
vector de pesos Inlclal ,entonces para algdn Indice finite
“o 
A(kg)- 6(k+i)- 6(k+2)“ ...
es un vector solucidn.
La demostracidn puede encontrarse en Block(1962),Duda 
y Hart(l973)« Minsky y Papert(1969)«Nilsson (1965),Novlkoff 
(1963),Rosenblatt(I960),Slngleton(1962),Young y Calvert(1974)* 
entreotros.Hay que observar que la solucidn no ea dnlca,slno 
que exlsten un ndmero Inflnlto de soluclonestcada uno de 
los puntos situados en la regidn solucidn.
Las mdqulnas a las que puede aplicarse el teorema an 
terlor son todas aquellas a las que puede aplicarse el a^ 
goritmo (21),es decir t A las TLU;a las $ -mdqulna ; a los 
perceptrones de cualquier clase;y a la TLU final de una L- 




El perceptrdn(como miquina de computacldn en paralelo) 
esti en el extreme de una gama de miquinas cuyo otro extre 
mo esti ocupado por la miquina de Turlng(como miquina de com 
putacldn serial).Ea una miquina especifica puesto que se cons 
truye para reconocer automitlcamente un tlpo de objetos, mien 
tras que la de Turing es una miquina universal,ya que teôrl 
camente es capaz de reallzar todo tlpo de tareas.Puede ocu 
parse mejor de predicados que son locales (como convexldad) 
que de predicados que son globales(como ^ c o x E X O ^ ^ " ca 
racter1stleas, sedaladas por Papert'y Voyat(1963),se extlen 
den a las miquinas puestas en correspondencia con el perce^ - 
trdn.Ahora bien,el perceptrdn tiene caracterIsticas que le 
han hecho ser abundantemente utilizado y presentado como un 
modelo del funclonamlento del slstema nervloso.Es verdad que 
la defInicidn de Minsky y Papert(l9669) es mas restrlnglda 
que la de RosenblattC1958) pero ,en cambio, sus resultados 
pueden ser aplicados a una gran varledad de miquinas (Hunt, 
1975),Sus resultados se apllcan a las miquinas que apren- 
den y son especlalmente atractlvos si se considéra el teo­
rema enunclado en el apartado anterior.Este teorema tiene 
como supuesto bislco que XjyDCjson linealmente separables 
y muestra que,si ese es el caso, el algoritmo converge en 
w (la solucidn ) en un ndmero finito de pasos,pero no ex­
press el valor de k^ (ya que es funcidn del vector solucidn 
w).Con el algoritmo no puede decldlrse si Xi y Xj son no sepà 
bles linealmente ya qua puede termlnar en un kg elevado.
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Es necesario contar con otra teoria que Incluya teoremas 
que Indiques cuando,con una miquina de estructura dada,se 
puede o no encontrar la solucidn;es decir ,que ponga en 
evldencla la clase de tareas que puede rellzar una determ^ 
nada miquina Independlentemente de su capacldad de aprender. 
Esta teoria,Indopendlente de la de miquinas que aprenden ,es 
el trabajo de Mlnsky y Papert(1969),Al establecer correspon 
denclas entre perceptrones y miquinas se aprovecha todo lo 
referente a arabos slstemas.
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4* Un modelo del elstema visual del gato para el reco 
noclmlento de patrones.
4.1 Descrlpcldn del modelo.
El esquema general es Idéntlco al de los modelos que 
habltualmente se utlllzan en la teoria de reconoclmlento 
de patrones medlante la seleccldn de rasgos (Kltter, 1.975)
Es decir consta de tres partes (representados en la figura 
iit un transductor o retina, un selector de rasgos y un cia 
slflcador. El slstema total corresponde a lo que Sutherland 
(1 .964a, 1964b) denomlna'anallzador. Sutherland (1.968,
1 9 6 9b, 1 .9 7 3) considéra que este anallzador consta de dos par 
tes bien deflnldasi procesador y memorla (store); Arblft et 
ait (1 .97 6} désignas de modo dlstlnto las tres partes an 
tes conslderadast retins, preprocesador y procesador; Ro­
senblatt (1 .9 5 8) Indies la correspondencia de cada parte 
con el sustrato neuroldglcoi retina, areas de proyeccldn 
y ireas de asoclacldn. En este trabajo se ha preferldo el 
lenguaje mis neutre de reconoclmlento de patrones. El con 
tenldo y funciones générales de cada parte es Idéntlco a 
las seHaladas por los autores antes menclonados.
La tesls de este trabajo es que el slstema dé recono 
clmlento de patrones es un perceptrdn de diametro limitado. 
Las partes del modelo son las partes correspondientes a 
ese perceptrdn. La retina R es el transductor; el selec­
tor de rasgos, que engloba el slstema formado por las cé- 
lulas gangllonares retlnéanas hasta las células hlpercom- 
plejas de orden superior, realiza las fj funciones par­
ciales que dependen de regiones limitadas de la retina;
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y el clasifleader, cuya radlcacldn fIsloldglca se discute 
en los apartadoa 4.1.3 y 5.4.1, realiza los predicados 
Vf que dependen linealmente y en paralelo de las 
funciones y cuyas salldas son la aslgnacldn de los patro­
nes presentados a la retina a las clases correspondientes.
El slstema es también una ^ -miquina y las <ft funciones 
parciales pueden ser computadas de modo lineal o no lineal. 
En este caso, el modelo se construlré s61o para formas vlsyg 
.les presentsdas vertlcalmentej evldentemente, la genorall 
dad de apllcaclén dlsmlnuye pero no por ello dlsmlnuye la 
extenslén y generalldad de las concluslones que con este 
modelo se obtengan. La Idea que se Incorpora al c&lculo de 
las funciones ) es unir el perceptrdn con un anallza­
dor de rasgos compuesto por L-mâqulnas.
4.1.1 Transductor o retins ^
Se considéra como tal el slstema retlndano formado 
por conos, bastones, células blpolares, células horizontales 
y células amacrlnas. Su funcidn,en este caso,es dlcoton^ 
zar la llumlnacldn qaue recibe de modo que la salida es 
1 para regiones lluralnadas y 0 para regiones no llumlna- 
das. Es évidente que estas salldas son no reallstas y que 
exlsten de esta parte nwdelos muy complejos tanto desde el 
punto de vlsta anatdmlco (Dowllng y Boycott, 1.966) como 
flsloldglco %(:Rodleclc, 1.973). Puesto que las figuras que 
se presentarin en la simulacidn estin a su vez dlcotomlz^ 
das en llumlnacldn la funcidn de la retina no es mis que 
reclblr esa llumlnacldn y transmltlrla a las células gan­
gllonares retlnéanas
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4.1.2 Selector de raagoe
En el «elector de rasgos se realiza el pre-procesa- 
mlento de la Informacldn visual, entendlendo por ello el 
control de la sensacldn y el anillsls espaclal-en este - 
caso- que ocurre anterior al especiflco proceso de recono 
clmlento de patrones. La figura que aparece en la retina 
es anallzada en térmloo* de rasgos)la salida para cada fo£ 
ma es un vector cuyos componentea son los rasgos aqul con 
slderados y su dlstrlbucldn en el campo visual,que son —  
los detectados por las células hlpercomplejas de orden su 
perlort bsrras oscuras y rendljas de lut de uns longitud 
déterminada, esqulnas y lenguetas. El selector tiene una 
accldn neutral de deteccldn mis que de dlscrlmlnacldn o 
percepcldn y es una etapa prevla en el procesamlento de 
la Informacldn visual (Hubel y Wlesel, 1.963b, 1.977))los 
patrones no pueden ser discriminados en el selector o "pro 
cesador" (Sutherland, 1.969b) (kor otra parte en los ex 
perlmentos de contrastacldn del modelo,el animal de acuer 
do con Sutherland (1.964a, 1.964b) y Sutherland y McKlntosh
(1 .9 7 1) no solo aprende a reconocer slno que aprende a co 
nectar el selector de rasgos adecuado (en este caso el 
que anallza la forma), y a unir las emlslones del selec­
tor con las respuestas adecuadas. Pues bien, aqul unlca- 
mente se trata de la naturaleza del anallzador como tal, 
no de los procesos de aprendlzaje,de su conexlén o la - 
unlén de sus salldas con las respuestas motoras manlfle^ 
tas.
El sustrato bloléglco que reallza las funciones antes 
seflaladas corresponde al slstema formado por la via genlcu 
locortical,., estudlada por Hubel y Wlesel y cuya organlza- 
clén est
Célula Célula Célula Célula
ganglionar cuerpo campo campo








y se localisa en la retins,nûcleo geniculado lateral y cor 
tex (areas 17, 18 y 19 o ireas I, II y III de Hubel y Wle­
sel, 1.965). El area 17 del cortex d*l gato,
en la que exlsten bloques que proce 
san la Informacldn para su envlo a otras zonas del slstema 
nervloso, envia a su vez proyecclones a tres zonas deflnl- 
das d« los bemlsferlos Ipsalateral y contralateral * al 
area 18, al area 19 y a la regidn del cortex que ocupa la 
parte lateral del gyrus suprasllvlano (Hubel y Wlesel, 
1 .9 6 5). En las areas 17, 18 y 19 se sltuan las células de 
campo simple, complejo e hlpercomplejo formando la llamada 
organlzacldn columnar. Una columns es un agregado especl- 
flco de células, formando una unldad funclonal, que tienen 
una caracterlstlca en comdnt orientscldn, domlnancla ocu­
lar, preferencla por la dlreccldn del movlmlento, y que - 
se dlsponen perpendlculares a la superfie extendléndose 
desde esta hasta la materia blanca « En las mismas Areas 
las columnas se agrupan en hlpercolumnas que son bloques 
formados por columnas de orlentacldn y domlnancla ocular+ 
y que procesan clnformacldn de una regidn determlnada de 
la retina. El selector de rasgos no es modlflcable en el 
animal adulto y o bien es Innate o bien esté defInltlvaq 
mente fljado después de un aprendlzaje prevlo en proceso; 
de Interaccldn con el amblente en étapas tempranas de la 
vida del animal. Asl ha sido conslderado por Sutherland 
(1 .969b) y Sutherland y McKlntosh (1.971).
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En el perceptr6n, el selector de rasgos es el slstema 
de cômputo de las <f\ funclonea parclales. Ahora bien, el 
trabajo de Ilubel y Wiesel autorlza a considcrar esta parte 
a la vez, como un conjunto de mâquinaa de nlveles (en con­
crete, de sels nlveles)• El sisberna geniculocortical consi^ 
te en una serie de conexiones convergentes y divergentes — 
taies que en cada nivol sucesivo de mecanismo de procesa- 
mientos,cada una de las neuronas responde a un estimulo - 
visual de especificidad creciente y que cae sobre un area 
de la retina cada vez min amplia. Asl pues les nlveles de 
procesamiento sont
I - Células ganglionsres retinéanas
II — Células del cuerpo geniculado lateral
III - CAlulas de campo simple
IV — Células de campo complejo
V — Células de campo hipercomplejo de orden inferior
VI - Células de campo hipercomplejo de orden superior
Las méquinas de nlveles se configuran asl:
(i) El input que entra en cada nivel sufre una serie de - 
transformaciones que pueden determinarse conociendo los 
rasgos de disparo de las células de sse nivel (que se ex- 
plicitarén en el apartado 5) y que pueden explicarse por 
mecanismos simples y bien conocidos como el impulso nervio 
so, sinapsis excitadoras e inhibidoras, convergencia déila 
pulsos en una sola célula etc. (Hubel y Wiesel, 1.965, p. 
282 y sgts.)« Otros autores han considerado también el pro 
cesamiento de la infonaacioé mediants los nlveles citados 
anteriormente (Barlow, Narasimhan y Rosenfeld, 1.972)
(11) Siendo vA" uno cualquiera de los nlveles « 1.2. . G,el 
espacio imagen esté constituido por coordenadaa que
■on las células del nivel JT «
(iii) Cada célula de nivel superior recibe aferencias de — 
las células del nivel inferior segdn el sistema Jerarquico 
debido a Hubel jr Wiesel. Bn este trabajo se aaume (jr esta 
asuncidn se discute en el apartado 4.2.3) que toda célula 
es una TLU e implements una funcién de umbral. Por tanto, 
j en general:
^ (i,bV ) es la célula i-ésima del nivelvA"que incide sobre 
<f (i,vft\)
^ ) es la célula j-ésima del nivel inmediato superior
n, es el ndraero de células del nivel ^  que oonver-
gen sobre la j-ésima célula del nivel i/f+i »por 
tànto , i"l a Uj
8 (jjUtD)es el umbral de la J-ésiaia célula del nivel JC*\
W es el peso de la sinapsis de la célula i del nivel lY* 
sobre la célula j del nivel iV-* 1
entoncest ti
"e(j,J*r+l)W4|Zw.. ^ (i,dT)(x) - 8 (j/'l)l 426)
i«l
Estas caracteristicas autorizan a considerar cada una de 
las fundones como implementadas por una méquina de
nlveles. Es decirt
j^(x)- j,6)(x)
por tanto imbricadas y solapadas existes en el analizador 
de rasgos tantas L-mâquinas de seis niveles cuantas funcio 
nés parciales se consideren en el perceptrén.
(iV) Cada una de las células hipercomplejas de orden supje 
rior tiene un campo receptor constituido por el area de la
070
retina desde la que puede ser influenclado el disparo de 
la célula (campo receptor en el aentldo formulado por Hnr 
line, 1.940). Por otra parte cada hipercolumna, de la que 
formas parte las células hipercomplejas de orden superior, 
se ocupa de una regién limitada de la retina llamada‘campo 
agregado o total (Hubel y Wiesel, 1.977). Por tanto cada 
L-aiéquina que corresponde a las células hipercomplejas superior 
res y calcula las fi funciones dépende de una regién li­
mitada de la retina lo que implica que el perceptrén com- 
puesto por esas *f funciones es un perceptrén de diametro 
llmitado. El funcionamiento del selector de rasgos asl - 
considerado es el aiguientei las seflales transmitIdas por 
la retina son transformadas en su procesamiento por cada 
uno de los niveles del sistema visual. Las células de cada 
nivel responden a los rasgos para los cuales son detecto- 
res. Para cada nivel existe una salida al patrén original 
constituida por los rasgos que ese nivel ha detectado. La 
salida final del selector es un vector y(*)cuyos coraponen- 
tes son las respuestas de las células hipercomplejas de - 
orden superior, vector que seofel input para el clasificador.
4.1 .3. Clasificador
Por clasificacién se entiende el proceso de produccién 
de seflales neurales équivalentes para aquellos patrones que 
se encuentran en el mismo subconjunto o clase. En este tra 
bajo el clasificador consta de células que reciben el out­
put del selector de rasgos. Su vector de input es el vector 
de rasgos para cada figura presentada en la retina. Cu fina- 
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figura 7« esquema general del modelo propuesioi 
(a) retina; (b) nivel de laa células ganglionales retinêa 
mas; (c) nivel de las células del cuerpo geniculado late­
ral; (d) bloque de hipercolumnas; (e) clasificador* Se ob 
servaré que la regién retineana se ha dividido arbitrariii 
mente en nueve regiones cada una de ellas servida por una 
hipercolumna, La regién rayada esté servida por la hipercolumna 
rayada. Arbitrarlamente también cada hipercolumna tiene - 
cuatro salidas y el bloque se dispone perpendicular a la 
retina. Todas las salidas inciden en las células del cia 
siflcador (e).
nés que tengan una configuracién comén y/o produzcan efc£ 
tos parecidos en situaciones de aprendizaje* Es évidente 
que la clasificaién en el caso de un animal la establece 
el ambiente o el experimentador asociando distintos patro 
nés a efectos diferenciales*
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La organlxaclén concreta esté formada por célulaa que 
reciben hua aferenclaa de las células hipercomplejas supe- 
rlores Involucradas en el proceso de deteccién. En concre­
te, cada célula del clasificador recibe aferencias de cada 
hipercolumna o maquinaria cortical y, para este trabajo, - 
de cada columns de orientacién vertical y de cada célula 
hipercompleja(que détecta rasgos diferentes)perteneciente 
a esa columns que process la inforouicién de una regién da 
da de la retins (campo agregado). Si esta organizacién es 
innata o no depends del tipo de patrones y configuraciones» 
Es évidents que existen patrones que actuan como dispara- 
dores innatos del mécanisme de clasificacién. En el caso 
squl presentado la organizacién se adquiere mediants pro- 
cesos de aprendizaje.
La necesidad de células que recojan la informacién - 
precedents del selector de rasgos esté ampliamcnte presents 
en la literatura tanto desde el punto de vista anatémico y 
fisiolégico como desde la perspectiva de las teorlas de la 
percepcién basadas en la jerarquia de niveles. Para Pribram 
(1 .9 7 1,p.1 3 8) el anélisis de rasgos por si solo no puede 
dar razén del reconocimiento de patrones y por tanto es 
necesario un mecanismo adiccional y complementario. Para 
Hubel y Wiesel (1.977) la organizacién jerârquica que se - 
discutiré en el apartado 4.2.1. es un estado primario del 
procesamiento y no esté autorizado concebir las células co 
fflo detectores de formas con significado (por ejemplo soste 
ner que las células de campo complejo son "detectores de - 
lineas rectas") ya que lo que las células de la via genicu 
lo—cortical detectan son patrones de luz en una disposicién
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déterminada que oaen sobre su campo receptor. En concreto, 
las células de campo complejo detectan un segmento o barra 
oscura o de luz de una anchura déterminada; laa céltlas ex 
citadas por una linea recta que cae en la retina pertenecen 
a varias columnas de varias hipercolumnas dispersas por la 
regién cortical y que procesan las aferencias procedentea 
de las regiones de la retina sobre las que incide la linea 
recta; evidentemente el patrén de excitacién no es "una IjL 
nea recta",por tanto, si existen detectores de formas serén 
células situadas mis allé del érea 17 en el mono,de las — 
areas 17, 18 y 19 del cortex del gato y de la retina en el 
caso de la rana. Es évidente que esas células tienen muchas 
de las caracteristicas de las células "cardinales" de Barlow
(1.972) o células "gnésticad(Konorski,1967 ) o células 
maestras citadas por Grtlsser y GrUsser-Cornehlsy(1.976).
Evidencia experimental de la existencia de taies cé­
lulas ha sido presentada por varios autores. En la rana, 
Ingle (1.968) indica que en el comportamiento existen habjL 
lidades como constancia y procesos de;' gestalt que no pue­
den ser prcdichos a partir de los conocidos hallazgos eleç 
trofisiolégicos realizados en la retina. Lettvià.i et ait 
(1.961) indican la existencia en el tectum optico de la ra 
na de neuronas que reciben sus aferencias de la retina y 
detectan estlmulos"nuevos"es decir, estimules que aparecen 
fior primera vez en el campo receptor o estimulos "idénticos" 
y ya vistos. EWert (1.974) y Ewert y von Seelen (1974)
sedalan que los dates obtenidos mediante microelectrodos 
en el télamo y tectum optico del sapo indÜtan la existen­
cia de unidades maestras que controlan las conductss de c^
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sa de la presa y evltaclén del predador caracteristicas de los 
anuros»
También existe evidencia experimental de la existencia 
de unidades en el cortex inforotemporal del mono que respon 
den a estimulos muy especificos» Los trabajos de Gross y 
col. (Gross, 1.973; Gross, Bonder, y Rocha-Miranda, 1.969, 
1.974) muestran que ol cortex inforotemporal es una regién 
que puede ser considerada como el sustrato de un estado su 
perior de procesamiento de la informacién procedente del - 
cortex estriado y que esté relacionada con el reconocimien 
to de patrones visuales (doteccién de rasgos del estimulo, 
slntesis espacial y temporal y recuperacién de la informas 
cién visual). Très razones fundamentales se aducen para - 
apoyar la afirmacién anterior* a) anatémicasi el cortex in 
ferotemporal recibe aferencias del cortex estriado mediante 
la faja o zona circumestriada; b) comportamentalest la in- 
terrupcién de la via Indicada en a) asi como la lesién del 
cortex inferotemporal producen un deficit importante en el 
aprendizaje de discriminacién de estimulos visuales; c) 
funcionalest las caracteristicas de los campos de las célu 
las del cortex inferotemporal permiten inferir que son un 
estado superior de la jerarquia propuesta por Hubel y Wiesel 
en el cortex estriado y circumestriado del mono y del gato: 
campos receptores més grandes, rasgos disparadores més espjs 
cificos que los de las neuronas del cortex estriado etc. Una 
caracteristica de estas células bay que ^sUbrayar aqui: la 
existencia de células que tienen rasgos disparadores muy es 
pecificos por ejemplo la sombra de la mano de un mono o la 
silueta de una estrella (Gross, 1.973, p.107).
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A fin de radie»r las células clasifcadoras en el cere 
bro del gato, es preciso mencionar dos trabajos recientest 
Campbell (1.978) y Markuszka (1.978). El primero presents 
evidencia experimental de que las regiones del cortex tem 
poral posterior del gato van scompafladas por un deficit se 
vero en el aprendizaje de discriminacién de patrones. El 
segundo registre las caracteristicas funcionales de las uni 
dades del gyrus suprasilviano posterior. Ambos autores corn 
cluyen, por separado, que estas regiones, muy prôximas en 
tre si tienen una funcién similar al cortex inferotemporal 
del mono.
Asi pues, puede suponerse que las células del gyrus 
suprasilviano pueden realizar la funcién de clasificaién.
Si en el future otra regién se descubre que curaple esa f un 
cién ningén perjuicio se dériva para el médelo aqui presen 
tado. Existen pues, una serie de células clasificadoras — 
que reciben su input de las células hipercomplejas de or­
den superior; estas células realizan los diverses predlca 
dos ffi . Su formalizacién en general,es como siguet ^
(i) 0pl (26)
donde ** el predicado para la familia F
*f;(x) es la salida de las células hipercom(>ercomple-
jas de orden superior que estan situadas en cclum 
nas de orientacién vertical 
°<^ (1) es la fuerza de la sinapsis de la célula i 
sobre la célula clasificador»
0 _ es el umbral de la célula clasificador» para 
la familia F
Fuesto que S(^U))es la regién de la retina que cons— 
tituye el campo receptor de cada célula hipe rcomplej a su­
perior y el campo receptor esté incluido en el campo agre
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gado de cada hipercolumna, el perceptrén es un perceptrén 
de diametro llmitado.
Por otra parte,todo el modelo puede considerarse para
como una méquina de slete niveles (de acuerdo con la 
proposicién 4c) en la cual por (2 5):
y
Esta méquina es idéntica al perceptrén y por consid^+ 
rar, en este trabajo no las posibilidades sino laa limit^ 
clones se seguiré considerando el sistema como un percep­
trén.
El funcionamiento del clasificador es como signe: 
los vectores patrones que salen del selector de rasgos son 
computados por las células que implementan los diverses fr 
Su salida para cada patrén es 1 o 0 dependiendo del proce­
so de aprendizaje.
4.2: Caracteristicas
A continuacién se discuten alguna de las caracteristl 
cas més relevantes que son a la vez los supuestos funda­
mental es de nna teorla de reconocimiento de patrones.
4.2.1. Jerarquia de niveles.
El procesamiento de la informacién visual se realize 
en un sustrato biolégico dispuesto en niveles de una manera 
jerarquica. Tanto desde el punto de vista egtructural como 
funcional el cerebro esté organizado jerârquicamente (Arbib, 
1.973» P. 12; Szentégothai y Arbib, 1.974). Se recoge asl 
una de las ideas fundamentales de Hubel y Wiesel (1.965, 
p. 282 y sgts.; 1 .9 7 7) con respecte al sistema visual,con
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slderado como un slotema convergente y divergente en laa 
conexiones entre los distintos niveles. Las células gan- 
glionares retinicanas envian sus scHales a las células del 
nilcleo geniculado lateral. Las células simples reciben su 
input de las células del cuerpo geniculado con ciertas Cji 
racteristicas comunes de orientacién, disposicién, etc. - 
El résultado del proceso de convergencia excitadora e in- 
hibidora es un aumento en la especificidad de los rasgos 
disparadores. Las células simples envlan seflales excitado 
ras a las células de campo complejo , que tienen campos 
receptores més grandes pero con la misms orientacién que 
las células de las que reciben sun inputs. El paso de las 
células de campo simple a las de campo compuesto incluye 
la generalizacién de una de las modalidades del estimulo: 
la orientacién. Unas pocas células de campo complejo inci 
de con sinapsis excitadoras e inhibidoras sobre las célu­
las de campo hipercomplejo de orden inferior que poseen 
rasgos disparadores muy especificos. Estas células a su 
vez, envian sus metisajes a las hipercomplejas de orden 
superior en donde se realiza de nuevo una generalizacién 
de los rasgos disparadores. En el cortex esta jerarquia 
esté dispuesta en forma columnar,siendo la columna una 
unidad funcional. Existen columnas de orientacién, de do 
minancia ocular, de preferencia para la direccién del mo 
vimiento de deteccién de la profundidad (Blakemore, 1.970), 
de preferencia por una déterminada longitud de onda (Hu­
bel y Wiesel, 1.968). La jerarquia de niveles no acaba - 
squl. Ta se han citado los trabajos de Gross (1.973) 7 
Gross et al» (1.974) que révéla la existencia de células
« 7 S
superlorea en el cortex inferotemporal del mono y de Hubel 
y Wiesel (1.969) y Markuszka (1.978) en el gyrua suprasil­
viano del gato.
Contra este esquema general varias razones se aducen. 
Creutzfeldt, Kuhnt y Benevento (1.974) considéras que el 
diagrams de conexiones subyacontes a las propiedades fun­
cionales del sistema visual propuesto por Hubel y Wiesel 
es puramente hipotético; Stone (1.974) seFtala la impcsibiljL 
dad de la construccién de campos complejos a partir de las 
células de campo simple ya que las latencias de disparo de 
las células simples son oUts largas que la Idtencia de dis­
paro de las células complejas. Rose (1.974) indica que las 
células hipercomplejas son una extensidn de las células 
de campo simple. Por éltimo,.Sekuler (1.974) apunta que en 
esquema general de Hubel y Wiesel no hay lugar para las c^ 
Inlas X e T
Sin embargo numérosos autores entre ellos Kuffler y 
Nichols (1.977), Schiller, Finlay y Volman (1.976d), von 
Fieant y Moustgaard (1.977) apoyan este esquema,aunque 
conceden que no esjcompleto. Hubel y Wiesel (1.977) seHalan 
aderaés que el esquema propuesto por ellos si bien es Jerar 
quico no es rigido. For ello en el modelo que se propone 
aqui se mantiene ese esquema con las variaciones correspon 
dientes a hallazgos recientes,pero siempre los niveles infe 
riores intervienen como bloques para la construccién del ni 
vel superior tal y como es postulado por Aiaari (1.977) y 
Anderson (1.977),entre otros.
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4.2.2. Auaencia de feedback.
El control de loe nlveles Inferlores per los superlores 
es una caracteristica firmemente establecida para todo el si,s 
tema nervioso. Es necesario, por tanto justificar la ausencia 
de feedback de nivel a nivel en el modelo que se propone. Bn 
primer lugar, hay que indicar que Hubel y Wiesel hacen poco 
énfasis en el feedback del sistema visual. Sin embargo exig 
té evidencia experimental de que las células de la VI capa 
del cortex proyectan sus fibras hacia el cuerpo geniculado 
lateral (Gilbert y Kellÿ., 1.975). Igualmente es conocida 
la influencia del cortex sobre el éoliculo superior (Kuffler 
y Nichols, 1.976), asl como la influencia de la faja ciréum- 
estriada y el cortex inferotemporal sobre el pulvinar y el 
coliculo en el cortex cerebral del mono (Gross, 1.973)« Hay 
también evidenciaj de fibras efebentes en la retina del ga­
to (Rodiekk,1.973)« A pesar de estes trabajos la influencia 
concreta de los niveles superiores sobre los niveles infe- 
riores en la via geniculo cortical no es bien conocida y - 
por tanto es dificil incorporarla a un modelo. En segundo 
lugar, hay que oiencionar la dificultad del tratamiento de 
las redes con cielos y el ajuste de la red para lograr la 
estabilidad a fin de que su actividad no se extinga o no 
se excite cada vez més hasts llegar a impulses epilépticos 
(Anderson; 1.977#:Taylor, 1.974). Por todo ello se ha pre­
fer ido utilizar un modelo sin feedback, aunque evidentemen 
te pueda existir en cada nivel especlfico en forma de cir- 
cuitos reverberantes que contribuyan a mantener el impulso 
por un periodo més largo.
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4.2»3* La neurona como TLUi linealIdad en el sistema 
visual.
En el modelo sa considers que las células de cualquier 
nivel son la implementacién bioldgica de una funcién lineal 
de umbral y por tanto un mecanismo de decisién que clasifi— 
ca los inputs en dos catcgorias. Ello lleva consigo la supo 
sicién de la linealidad de su funcionamiento. En concreto, 
toda neurona realiza una funcién que es lineal en sus paré 
metros con respecto al input de entrada. En este sentido 
es una TLV pero también una ^-méquina puesto que no importa 
como se computan los componentes del input. Con ello, ade- 
més,se asumo que la neurona es un mecanismo de decisién 
binario. Pero la naturaleza de la informacién que condu­
ce la célula no es un simple impulso o ningûn impulso( lo 
cual séria peligroso para el sistema biolégico que asl fun 
cionase) sino frecuencias de impulses. La célula codifica 
las entradas en una secuencia de impulses de salida. El di^ 
paro binario en el modelo no significa en absolute un im­
pulse/ ningdn impulso sino més bien se considéra que cuando 
la célula détecta la presencia de un rasgo especlfico den- 
tro de su campo receptor su disparo es 1(deteccién), en ca^  
so contrario 0 y ello sin disentir la naturaleza determinü 
tica o probabilfstica de este mecanismo. Estas salidas pue 
den representar la frecuencia de salida para un rasgo esp^ 
clfico y la frecuencia ésponténea de disparo o una frecuen 
cia més baja que la producida por un estimulo especlfico.
Con ello se establece una dicotomizacién arbitraria de las 
frecuencias de salida pero también es cierto que ello per­
mits considerar a la neurona como TLU |de disparo discreto).
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La Informacién quo, en el modelo,la célula transmite a loa 
niveles superiores es la presencia o ausencia en su campo 
receptor de un estimulo disparador.
La linealidad de funcionamiento ha sido asumida en el 
caso de ncuronas formalos desde el trabajo clasico de Me 
Culloch y Pitta (1.943) y continûa en la mayoria de los 
trabajos realizados con neuronas formales bien en compu- 
tacién en paralelo (Block, 1.962; Block,Knigth y Rosenblatt, 
1.962; Rosenblatt 1.958)bien en computacién serial (Kleene, 
1 .9 5 6; Minsky, 1 .9 5 6); bien en redes que aprenden (Nass y 
Cooper, 1.975; Phaffelhuber, 1.973) hasta este momento 
(Amari, 1.977; Anderson, 1.977; Anderson, Silverstein,
Ritz y Jones, 1.977). Por otra parte, han sido propuestos 
modelos linéales para la célula ganglionar retinèana (Ro- 
dieck,1 .9 6 5; Rodiëtky Stone, 1.965a, 1.965b) y simuladoa 
para predecir el comportamiento de las células reales. Tarn 
bien, para las células del cuerpo geniculado (Kaji et al.',
1 .9 7 4). Los trabajos de Enroth-Cugell y Pinto (1.970) y 
Enroth-Cugell y Robson (1.966) comprueban que las células 
ganglionares de tipo X funcionan de modo lineal. Es razoM 
ble asumir que hay un amplio rango de luminosidad en el 
que el sistema visual como un todo puede considerarse que 
funciona de modo lineal.
4 .2.4 . La neurona como detector de rasgos.
Existe abundante evidencia experimental de que las 
células del sistema visual responden a rasgos especificos 
del estimulo, es decir a parémetros determinadas para unos 
valores de los cuales la respuesta de la célula es méxima. 
Estos rasgos se denominan rasgos disparadores y aumentan
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de complejldad cuando el nivel al que ee encuentra la cé­
lula es mis alto en la jerarquia. La retina aparece cémo 
un mecanismo que abstrae informacién de la imagen proycç 
tada sobre ella (Barlow, 1.974)* El trabajo de Lettein y 
el grupo del MIT seéala la existencia de cinco tipos de 
detectores en la retina de la rana. La retina de este ani 
mal es un sistema que realiza el anélisis de la imagen vi 
suai en términos de cinco tipos de operaciones, cuatro de 
las cuales son invariantes a los cambios de iluminacién. 
Una clase de objetos puede definirse como una combinacién 
énica de cuatro contextes cualitativos en una cierta rela 
cién espacial (Lettvin et al., 1.959) y esta combinacién 
es independiente de la poslcién, orientacién y otras con 
dlciones del entorno espacial (Lettvin et al., 1.961).
Una tabla que correlaciona los estimulos, las clases de cé 
lulas betineanas a las que afectan esos estimulos y la - 
respuesta subsiguiente del animal puede verse en GrUsser 
y GrUsser-Cornelhs (1.976). De estos trabajos citados se 
infiere dos conclusionesl (i) que la retina codifica la 
informacién en termines de rasgos disparadores de las cé­
lulas ganglionares retineanas; y (ii) que la principal - 
funcién de la retina no es transducir diferentes niveles 
de iluminacién en diferentes feecuencias de impulses sino 
continuar respondiendo invariablemente al mismo patrén ex 
terior a pesar de los cambios de iluminacién (Barlow, - 
1972).
For otra parte, neuronas detectoras de rasgos en el 
cortex visual del gato han sido sehaladas suficientemen- 
te por el trabajo de Hubel y Wiesel y serén utilizadas en
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el apartado 5.'.Dtatector.es de rasgos slmllares a loa eocon 
trados por Hubel y Wiesel han sido encontrados por otros 
autores en el cortex visual del gato y del mono (Barlow, 
1.972) Dreher, 1.972; Henry y Bishop, 1.972) Schiller,
Finlay y Volman, 1.976a). Se ha citado con anterioridad 
que Gross et al. (1.974) y Markuszka (1.978) présentas evi 
dencia experimental de la existencia de neuronas cuyos ras 
gos dispararores son de una gran especificidad.
La idea de la neurona como detector de rasgos es dif 
cil de refutar puesto que entre los miles de neuronas es - 
imposible encontrar una célula cuyo rasgo disparador sea 
una estrella de diecisiete puntas, como presents Gross — 
(1.973) y, por tanto, el hecho de no hallarlas no indica 
que no puedan existir. Esto por lo que se refiere a las - 
neuronas de alto nivel. Por lo que se refiere a los detec 
tores de niveles inferiores una de las criticss més acertja 
das sobre la consideracién de la neurona como detector de ras 
gos es la realizada apoyandose en evidencia experimental 
por Hoeppner (1.974) y que se fundaments en la faits de 
correspondencia biunivoca entre la combinacién de paréme 
tros de estimulo y respuesta de la célula. Diversas combl 
naciones de parémetros producen en una neurona dada la mig 
ma respuesta; es decir, el incremento de la tasa de disparo 
o ses la desviacién de la tasa espont&nea de disparo en la 
misma magnitud, siendo por tanto imposible inferir la pre­
sencia de un rasgo déterminado por el hecho de que la célu 
la esté disparando de un modo determinado. Esta dif icultad 
ha sido seBalada por Pollen y Taÿlor (1.974, p.240) al es- 
cribir que :
una célula simple no puede transmitir si.erté reg 
pondiendo a un punto luminoso, a dos punto: més — 
oscuros, a una rendija més oscura pero més alarga 
da o a un infinite nâmero de combinaclones der —
areas y luminosidad del estimulo dentro de su 
campo receptor*
Lo que parece suceder es que las ambiguedades existen 
tes en los niveles inferiores se resuelven en los niveles 
superiores ai bien no de modo eatricto #imo disminuyendo 
el rango de combinaciones que provoca el disparo de la c.é 
lula. La existencia de detectores de rasgos en el animal 
adulto y el modelo jerarquico de Hubel y Wiesel es acepta 
do en principio en los estudios recientes \acerca de la 
influencia de la experiencia en el procesamiento visual 
(Rothblat y Schwartz, 1.978, entre otros).
En este trabajo se asume que las neuronas poseen re^ 
puestas selectivas para algunas caracteristicas y respues 
tas constantes para otras. Puesto que la neurona implemen 
ta una funcién de decisién su funcionamiento transmite el 
meosaje de que el input posee o no los rasgos que ella d^ 
tecta. La célula de cada nivel es considerada como un me 
canismo detector de rasgos que se explicitan en el aparta 
do 5 para cada nivel. Hay que decir que en este caso los 
rasgos han sido recogidos de la investigacién neurofisio- 
légica y por lo tanto no hay lugar a là discusién del con- 
cepto de rasgo ni a la eloccién de los éptimos, problems 
con el que se encuentra el teérico de inteligencia artifi 
cial cuando se ocupa del reconocimiento de formas (Bremer 
man, 1.974).
4.2 .5. Reconocimiento y anélisis de rasgos.
Teorla de la deteccién de rasgos como teorla de la - 
percepcién:
La existencia de neuronas que detectan rasgos ha con 
ducido a la formulacién de la siguiente hipétesis de alto
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nivel para la expllcaclân de la percepcién: la percepcién 
de patrones es el resultado de la extraccién de rasgos di_s 
tintivos del input por simples células o grupoa de células 
y por tanto, la percepcién de patrones es llévada a cabo 
por una jerarquia de taies detectores de rasgos (Pribram, 
1.971). La percepcién, segén esta teoria se explica en - 
termines del analisis de estimulos, analisis que son 11e- 
vados a cabo por detectores cada vez més especificos. Los 
représentantes més cualificados de esta forma de pensar son 
Barlow (1.972) y Konorski (1.967).Barlow (1.972) sostiene 
en el dogma cuarto que la percepcién corresponde a la acti 
vidad de una poqueBa seleccién de neuronas de alto nivel, 
cada una de Iss cuales corresponde a un patrén del mundo - 
exterior; asl como los estimulos flsicos estimulan a los 
receptores para iniciar la actividad neural asl las neuro 
nas activas de alto nivel causan directe y simplemente los 
elementos de la percepcién. Existen células "cardinales" 
cuyo disparo, que corresponde a la existencia de lo perci 
bido en el mundo real, es la percepcién. Estas células car 
dinales son las"células gnésticas"de Konorski (1.967) o 
células "abuelas" de otros autores. Segén esta hipétesis, 
existen relaciones fijas entre la activacién de una neurona 
individual y la experiencia perceptual.
Las objeciones a esta conccpcién de la percepcién 
son muy numerosas. Entre otros, Pribram (1.971) argumenta 
que los rasgos no son tan distintos como parecen y que la 
riqueza de muchos fenomenos de la percepcién no puede ser 
explicada por los detectores de rasgos hasta ahora descu- 
biertos. Gregory (1.973) al elegir un paradigma para expli 
car la percepcién relega a la teoria de deteccién de ras-
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gos al tercer lugar al examlnar su potencla cxplicatlva. 
Lindsay y Norman (1.977) despues de describir un modelo 
de extraccién de rasgos vélido para las primeras etapas del 
procesamiento visual, concluyen que el anélisis de rasgos 
no es suficiente y que se olvida de algunos problèmes im­
portantes en percepcién. Por dltimo, Didday y Arbib (1975) 
sedalan, irénicamente, que adoptar esta teorla lleva de modo 
inmediato a postuler la existencia de una célula "detector 
de Volkswagen amarillo".
Parece,np obstante fuora de toda duda, la existen­
cia, al menos en los primeros niveles de procesamiento, 
de células que extraen o seleccionan rasgos del estimulo.
La percepcién ha de ejercerse por tanto sobre esos bloques 
primitives de procesamiento. Pero ello no apoya la concep- 
cién de Barlow (1.972) aunque tampoco la hace falsa. En e^ 
te trabajo se trata del reconocimiento de patrones més bien 
que de la exÿlicacién de procesos perceptives. No se inten­
ta explicar la percepcién puesto que se toma en cuenta solo 
una caracteristica de la figura (la forma). Asume que la - 
discriminacién y clasificacién de formas visuales es una d^ 
cisién efectuada sobre rasgos de alto nivel présentes en 
el estimulo aunque no es realizado con uma maquina que trj^  
baje por emparejamiento con plantilla. El modelo se ocupa 
del reconocimiento de patronesvisuales y no pretende ser 
una teoria de la percepcién. Por tanto, la salida de las 
células clasificadoras no da lugar a la percepcién de la 
forma sino énicamente a que la forma sea clasificada en una 
catégorie determinada y la conducta manifiesta lo evidencie. 
Por algunos autores (Weisstein, 1.9 73 , p.29) ee acepta la 
posibilidad de que poblaciones de unidades corticales esten
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funclonando como operadores en un alstema de relaclén de 
propiedades. Esta idea es incluida aceptando, en este tra 
bajo, que la salida de la célula clasificadora indica la 
existencia o no en el estimulo presentado a la retina de 
una propiedad determinada.
Mecanismo especlfico de reconocimiento: perceptfén 
versus template-matching (emparejamiento con plantilla).
En este trabajo se ha optado por un sistema de recono 
cimiento (perceptrén) frente a otro (template-matching)de 
los dos sistemas propuestos en la literatura (Reed, 1.9731 
Neisser,1.967). Se aiguë la solucién dada por Rosenblatt '
(1 .9 5 8) a los problemas de como la informacién es aimace 
nada y como ém recuperada (para realizar el reconocimien 
to). La solucién de estos dos problèmes es fundamental pa 
ra comprender la capacidad de los organismos superiores 
para reconocer patrones y efectuar procesos de generaliza 
cién, memoria, aprendizaje y pensamiento. Rosenblatt (1.958) 
indica que existen dos soluciones a esas cuestiones, que 
se corresponden con la template-matching y con el percep­
trén. Mediante el emparejamiento con plantilla, la infor­
macién es almacenada en forma de representacién codifica­
da ("plantilla") y el reconocimiento de estimulos se rea­
liza mediante el emparejamiento ("matching") o comparacién 
de los patrones de entrada con las plantillas o prototipoa 
almacenados a fin de determinar la respuesta apropiada o 
sedal neural êqtilvalente para formas pertenecientes a la 
misma clase. Esta plantilla puede codificarse en forma de 
vector de rasgos o en forma de"plantilla holistica no es-
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peclflcada" (Reed, 1.973) y que ea neoeaarlo que la plan- 
tula sea el représentante de clase de cada subconjunto 
de patrones. En el caso del perceptrén, el aimacenamien- 
to se efectüa mediante establecimiento de nuevaa conexiones e 
entre centros de actividad y la informacién se contiene 
en conexiones o asociaciones mejor que en representacio- 
nes topograficas del estimulo. Los nuavos estimulos (en 
el proceso de reconocimiento) hacen uso de estas conexio 
nés activando la respuesta aproopiada sin necesitar un 
proceso preparado para su reconocimiento o identificacién.
En lo que aqui se presents la informacién es preservada - 
mediante la fuerza de las sinapsis que conectan con las 
células clasificadoras.
Puesto que se ha elegido una solucién se discutirén 
ahora dos fornus en que se présenta la solucién alternat! 
va: por una parte se considéra la plantilla de manera bur 
da; por otra se considéra que el almacenamiento se efectûa 
en forma de reglas (Sutherland, 1.968, 1.969b, 1.973).
La solucién mediante la mâquina de emparejamiento con 
plantilla parece mas simple que la solucién mediante el 
perceptrén pero tiene implicaciones mucho mas fuertes que+ 
la solucién elegida aqui. En la forma més simple, un pro- 
totipo o plantilla del patrén es almacenado y el reconoci 
miento o clasificacién se efectua comparando el patrén e^ 
timulo con el prototipo del patrén que represents cada cia 
se. Cuando el nuevo input se empareja exactamonte con un 
prototipo, es reconocido como el mismo; cuando no se pue­
de encontrar un emparejamiento exacte el patrén nuevo es 
clasificado en el subconjunto de la plantilla con la que
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se empareja de modo mas aprozlmado. La maquina aqui descri 
ta necesltai a) la extraccién de un prototipo de la clase 
de patrones; b) su inclusion en la memoria; c) un mecanis 
mo de comparacién entre el input nuevo y los prototipoa 
(comparacién que puede realizarse de modo serial o parais 
lo); d) una régla de decisién que a su vez necesita el e^ 
tablecimiento de una dofinicién de similaridad, no el sim 
pie solapamiento. Estas necesidades llevan consigo los s^ 
guientes problèmes: a) la naturaleza del mecanismo de ex­
traccién del prototipo; es decir, el procesmiento de todos 
los patrones de una clase de modo que se pueda establecer 
un esquema comun a todos aquellos que pertenecen a la mis^  
ma clase; este mecanismo puede ser tanto una célula (car­
dinal) como un grupo de células pero lo qum. han de seléçc 
cionar no son loa rasgos, sino los rasgos comunes a un t^ 
po de patrones; b) la naturaleza del prototipo o planti­
lla; si es una descripcién abstracts, el problems del re 
conocimiento de patrones se retrae ad infinitum puesto - 
que es necesario explicar como se extrae esa descripcién 
abstracts; si es una descripcién mediante rasgos, frecuen 
temente sucede que los patrones de clases distintas tienen 
mas rasgos comunes entre si que los patrones pertenecien­
tes a una misma clase; si la despripcién de la plantilla 
es muy extricta muy pocos patrones podrén emparejarse con 
ella, y si es muy amplia todos los patrones pueden pare- 
cerse a la plantilla; c) la naturaleza y sustrato biolégi 
co del mecanismo de emparejamiento del input y la planti­
lla; y d) la naturaleza de las reglas de decidcn mediante 
la cual se establece que patrén es parecido o similar a — 
cualquier otro.
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En deflnltlva una méquina de reconocimiento por plan­
tilla como la considerada créa mas problemss que resuelve. 
Para Sutherland,(1.973) esta teoria folia por complète al 
explicar hechos tan conocidos como el transfer e invarian 
d» de la forma. Fora évitar los problemas anteriores y ex 
plicar diversos hochos expérimentales, Sutherland (1.968, 
1.969b, 1.973) formula una teoria de reconocimiento de pa 
trônes en donde existe un proceso de emparejamiento de c^ 
da patrén con una régla almacenada. Esta teoria es mas so 
fisticada que la anterior puesto que la plantilla no es un 
prototipo o vector en forma de rasgos sino una régla. El 
sistema propuesto que reconoce la influencia de Hubel y 
Wiesel y Clowes (1.967)» Consta de un procesador que se 
corresponde al selector de rasgos y una memoria que asu­
me las funciones de almacenamiento de la plantilla o ré­
gla y reconocimiento del patrén. El procesador-si bien no 
explicitado- es idéntico al selector de rasgos propuesto 
aqui. El supuesto principal de la teoria de Sutherland es 
que la informacién es preservada mediante un simbolismo al^  
tamente abstracts o descripcién estructural de manera que 
muchos patrones diferentes pueden ser emparejados con una 
descripcién simple almacenada. La descripcién estructural 
comprends una lista de entidades, las propiedades de es­
tas entidades y las relacionos existantes entre ellas. Re 
velan la influencia de los trabajos de Clowes (1.967, 1.969) 
sobre los lenguajcs formales para facilitar el procesamien 
to y la identificacién de estructuras graficas mediante 
computador. Sutherland (1.973) entiende por reconocimiento 
de patrones la formacién, almacenamiento y recuperacién de
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descrlpciones estructurales. Cuando una forma ea "memorlza 
da" una regia o descripcién estructural es almacenada. El 
proceso de reconocimiento consiste en el emparejamiento — 
del output del procesador con esa regia que existe ya en 
el almacen o memoria. Por tanto, las soluciones que ofre 
ce Sutherland a los problemas propuestos por Rosenblatt
(1 .9 5 8) sont
(i) La informacién es almacenada en forma de descripciones 
estructurales.
(ii) el reconocimiento o recuperacién consiste en un proce
so de emparejamiento del output del procesador (o selector
de rasgos con las descripciones estructurales aimacensdas.
Con respecto a la naturaleza de las desxripciones es 
tructurales y del mecanismo de reconocimiento de formas, 
Sutherland (1.969a) escribe:
En particular, no se conoce ni la forma légica
en la cual las reglas estan escritas ni los corre
latos neurofisiolégicos del almacenomemoria: No 
se conoce nada a cerca del proceso de emparejamien 
to que capacita al animal a seleccionar la régla 
deiémparejamiento correcte de entre el enorme nu 
mero de reglas almacenadas, en una fraccién de - 
segundo; y no se conoce nada a cerca del mecanis 
mo que induce nuevas reglas desde los nuevoa pa­
trones de input, (p.16]).
Quedan sin responder por tanto los problemas que se 
plasteaban para el caso de la primera forma de maquina por 
emparejamiento con plantilla.
Sin embargo y por el interés que tiene para este tra­
bajo se revisara la tentativa de formular un lenguaje para
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las descripciones estructurales (Sutherland, 1.968, 1969b).
Sutherland (1.969b, p.395) ofrece la siguiente descrig 
cién estructural de Un cuadrado
w H e
n
^H(x )^„V( x )_.^H(x )^^V( x ),
que se lee: "una linea recta de longitud x unida en su par 
te final este a la parte final norte de una linea vertical 
de longitud x unida en su parte final sur a la parte final 
este...” etc. Ea évidents que esta descripcién genera to­
dos los cuadrados posibles de orientacién vertical sin te- 
ner en cuenta su tamaüo, su posicién etc. Ahora bien, estas 
descripciones, tal como las presents Sutherland, no son - 
ûnicas. La descripcién presentada en Sutherland (1.969b, 
p.399) genera cuatro formas I . Efectivamente:
ew H




Esto introduce complicaciones adicionales,la mâs importan 
te de las cuats es que estas cuatro formas serian indistin- 
guibles entre si ya que son clasificadas siempre en la mis 
ma clase.
Uno de los apoyos expérimentales para la teoria del - 
reconocimiento de patrones mediante el uso de reglas abs-
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tractas es el resultado do los experlmentos llevados a cabo 
por Sutherland y Williams (1.969)• la conclusldn, segdn los 
autores de los procesos de discrlninacldn y transfer lleva­
dos a cabo por los sujetos experlmontales es que las ratas 
emplean descrlpciones muy abstractas del patr6n« T que los 
experlmentos "demuestran inequlvocamente la capacidad de 
las ratas para almacenar una descrlpcldn abstracta del pa- 
trdn" (Sutherland y Williams, 1.969, p.84 ). Ahora blén,
lo que los experlmentos permlten conclulr es que las ratas 
dlscrlmlnan entre patrones regularea e Irregulares y trans 
fieren las respuestas a otros patrones regulares e Irregu­
lares, pero no el "mecanlsmo" medlanto el cual se reallza 
esa claslfIcacldn. Un mecanlsmo alternative puede proposer 
. se: una nlqulna de nlveles que claslflque correctamente 
esos patrones. Esta miqulna puede radlcarse en hallazgos 
neurofIsloldglcoB conocldos en el slstema visual y no ne- 
ceslta la exlstencla de descrlpciones abstractas.
4.2.6. EspecifIcldad de conexlones y modelo deterralnls 
tlco.
El modelo presentado, al apoyarse en un slstema jerdr 
qulco. Implies una organlzacldn del cortex altamente estru£ 
turada. Hubel y Wlesel (1.963, 1.965) Insistes en que las 
conexlones en el slstema por ellos expuesto no son al azar 
slno altamente - especlflcas como corresponde al
slstema de detectores: conexlones entre las células del - 
cuerpo genlculado y cortex estrlado y conexlones dentro de 
cada columna entre las células que la componen. En la mls- 
raa dlrecèlén Szentâgothal (1.978) comprueba que los dlvejr 
SO S tlpos de Interneuronas corticales y las células plraml
dales del cortex visual revelan un alto grado do especlf^ 
cldad en su slstema de conexlones. Esta especifIcldad no 
es obstéculo para que el slstema pueda o^ dilblr, en los nl­
veles superlores, una alta plastlcldad como corresponde a 
una estructura -cl cortex- que es el aslcnto de la perxeg 
clén, mcmorla, cognlclén y aprcndlzajc ( Hubel y Wlesel, 
1.977). Una estructura que participa en el aprendizaje de 
be camblar de algûn modo con la experlencla. SI esta espe 
clfIcldad de conexlones es Innata (detcrmlnada genctlca- 
mente) o adqulrida en proceso de Interacién en el amblen 
te es una cuestlén que no afecta para nadaa la propla exis 
tencla de esa especifIcldad.
Por una parte parece natural que el slstema sea Inna 
to, al menos en lo que respecta a los primeros nlveles 
del procesamlento puesto que en esos nlveles se esté tra- 
tando con los bloques que constltuyen la percepcidn y por 
tanto con elementos que dlflcllmente han de dlferir de in 
dlviduo a Indivlduo como resultado de la experlencla. Es­
te razonamlento es vélldo no s61o para el area 17 slno — 
tamblén para las éreas 18 y 19. Existe evldencla experi­
mental (Hubel y Wlesel,1.9 6 3) de que las conexlones res­
ponsables para el comportamlento altamente organlzado de 
las células del cortex estrlado estém présentes en el na- 
clmlento o en el cortex del animal despues de pocos dlss, 
ya que en gatltos de una a très scmanas no expuestos a pg 
trônes visuales se reglstran respuestas de células corti­
cales que son slmllares a las régisbradas en células de - 
gatos adultes. Tamblén en momos el slstema ordenado de co 
lumnas esté déterminado de modo Innato y no es el resultg 
do de la experlencla visual (Hubel y Wlesel, 1.974c).
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For otra parte, existe evldencla experimental de que 
la deprlvacldn (Hubel y Wlesel, 1.970) Wlesel y.Hubel,
1 9 6 5) o crlanza en amblentea determlnados (Blakemore, 1.974) 
Blakemore y Cooper,1.970) Blakemore y Ml'tcholl, 1.973)
Hlrsch y Splnelll, 1.970) Mulr.y Mitchell, 1.975) Pettigrew,
1.974) Splnelll, Hlrsch, Phelps y Metzler, 1.972) afec- 
tan declslvamente al desarrollo del slstema visual. Blake 
more (1.974) concluye
la organlzacidn final de heurenas que detectan 
patrones en el slstema visual del gato esté fun 
damentalmente déterminada por la experlencla vi 
suai temprana del gatlto (p.l0 5).
Es declr, si bien el slstema esté presents de modo in 
nato neceslta de un amblente adecuado para desarrollarse — 
de modo normal.
Modelos matemâticos que Intentan expllcar cômo una red, 
mediants modlflcacldn de las conexlones slnâptlcas debldo 
al aprehdlzaje, puede desorrollar el tlpo de detectores sg 
Malades en el cortex visual ban sldo desarrollados por va+ 
rlos autores (Nass y Cooper, 1.975) asl como otros en los 
que se demuestra que exlsten modos de expllcar la organ! 
cacldn funclonal (columnas) del cortex visual del gato sIn 
depender completamente de un slstema de conexlones genetl 
camente predetermlnado entre el cortex y las flbras aferen 
tes (von der Mslsburg, 1.973)« Los modelos de redes con co 
nexlones al azar, redes cuyo punto de partlda es un slsbeméAj 
de neuronas cuyas conexlones slnéptlcas se pueden formar 
con Igual probabilldad han sldo desarrollados como modelos 
cerebrales) el perceptrdn de Rosenblatt pertenece a ese tl 
po de modelos. Para Block (1.970) los modelos de conexlo­
nes al azar demuestran que si un slstema asl organlzado -
OîrS
puede aprender cualquler alntema puede hacerlo.
Aqui se asume que la primera etapa del procesamlento 
(selector de rasgoa) es una red neural (en concrete una 
serle de L-méqulnas solapadas) cuyas conexlones no son al 
azar slno que dan lugar a conjuntos especifIcos (detecto­
res de rosgos) bien porquo estas conexlones sean Innatas 
bien porque este slstema se haÿa desarrollado por un apren 
dlsaje prevlo; y que los camblos que puedan acaecer por - 
aprendizaje, tlenen lugar en los nlveles superlores del - 
slstema. Pero una vez que se hayan efectuado los camblos 
necesarlos para un determlnado conjunto de patrones, la — 
mdqulna se comporta de un modo totalmente determlnlsta en 
cuanto que es poslble predeclr su funclonamlento en todos 
los nlveles ante un patrdn cualqulera de un conjunto dado. 
Ello responde tamblén a la Idea de Hubel y Wlesel (1.968, 
p.24 2) de que conoclendo cuales son los Input que caen en 
la retina en un momento dado, se puede predeclr con alguna 
conflanza el funclonamlento de muchos tlpos de células.
4 .2.7. Aprendizaje
Un slstema bloldglco no puede tener conexlones espe­
cif Icadas para todos y cada uno de los conjuntos de obje- 
tos que se presentan para su dlscrlmlnaclén y claslflca- 
cldn. El aprendizaje se considéra en este modelo como el 
estableclmlento y solldlfIcacldn de conexlones entre de­
tectores prevlamente establecldos y las neuronas que Inte 
gran las aferenclas de los detectores (Sokolov, 1.977) y 
que forman parte del claslfleader. Las respuestas de los + 
detectores permanece constante para un mlsmo tlpo de pa-
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trén en preaentacién repetlda y durante el aprendizaje 
se efectuan nuevas conexlones con las neuronas que actuan 
en la claslflcacldn. Supuesto ya establecldo el slstema de 
conexlones y puesto que el correlate neurofIsloldglco del 
refuerzo es poco conocldo,aqul se asume que durante el apren 
dlzaje se desarrolla un vector de pesos que actiia como dis 
crlmlnador y claslfleader de los Inputs y que se forma 
de acuerdo con dos eaquemas clâslcos en el aprendizaje de 
una TLUt o el de Hebb (1.949) por el que se fortalece una 
slnapsls activa si la neurona oferente dispara o el de Ro 
senblatt (I.9 6 1) por el que fortalece una slnapsls activa 
si la neurona efercnte no dispara cuando deberla haber dis 
parade y se débilita una slnapsls activa si la neurona efe 
rente dlspara cuando no deberla hacerlo. En el apartado 6 
se ellge el slstema de Rosenblatt que ya ha sldo expuesto 
medlante un algorltmo en (19).
4.2.8. Computacldn en paralelo y movlmlento de los 
ojos.
El modelo asume que los diverses nlveles son parais 
los en su funclonamlento. Esté compuesto por nlveles orga 
nlzados topogrâfIcamente dentro de los cuales cada célula 
actûa concurrentemente con otra. Aunque el slstema es je- 
rérqulco no por ello la organlzacldn es serial (Sekuler,
1 .9 7 4) y aunque la Informaclén ha de pasar por todos los 
nlveles del slstema, el modo de calcule es en paralelo — 
puesto que cada célula de un nlvel depends a la vez de un 
numéro de células del nlvel anterior y cada célula de un 
nlvel dispara Independlentemente de las otras células.
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Las células claslficadoras dependen (flslcamente) en parg 
lelo de las células de campe hiporcomplejo de ordon supe­
rior. Nlngdn proceso serial esté Involucrado en el funclo 
namlento del modelo a no ser el flujo de la Informacldn - 
por los diverses nlveles camlno de las células claslfIcadoras. 
Si el proceso fuera serial se neccsltarla un anallsls de 
cada uno de los puntoa de la retina comenzando en el pun­
to (1,1) y tcrmlnando en cl punto (N%N) slendo NxN las dj. 
menslones de la retina conalderada; y este para todos los 
nlveles. Este no es el case, slno que las células del nl­
vel iX" dlsparan a la vez sobre las células del nlvel fX' + i 
El funclonamlento del slstema en paralelo es el sedalado 
por Muller y Taylor (1.973) en la reallzaclén electronlca 
de unldades de reconocimlentoi a) conduccldn de seMales — 
en paralelo a través del slstema; b) Integraclén de la se 
Mal del Input en dlferentes ostadloa de procesamlento; c) 
convergencia de seflales de Input en las unldades del nl­
vel X' j y d) dlvergencla de las respuestas dadas por 
una unldad de reconocimlento del nlvel X' sobre las unlda 
des del nlvel X'*i , en las que, a su vez existe converger» 
cia de Impulses.
Existe evldencla experimental abundante de este tlpo 
de procesamlento, evldencla desde los puntoa de vlsta blg 
loglco, anatômlco,y funclonal. Muller y Taylor (1.973). 
que abogan por el procesamlento en paralelo,sedalan que 
dado el numéro de reccptores de la retina y el numéro de 
flbras-sels mlllones aproxlmâdamente- que componen el ner 
vio o'ptlco, asl como la demora de transmlslén existante - 
en el slstema nervloso es Imposlble obtener un reconoci­
mlento de patrones en clen a dosclentos mlllsegundos si
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el input fuera explorado serialnc.nte} con solo un mag de de­
mora en cada terminal de input ae necesitarian cien minutos 
para proceaar la Imagen retineana. Von Neumann(1.958) ex 
pone la diferencia entre la organ!zacidn en paralelo del 
slstema visual y la organlzacldn serial de los computadores 
digitales. Arblh (1.973, 1.975), Arblb et al. (1.976) y 
Dldday y Arblb (1.975) declaran la necesldad de los mode­
los en paralelo para expllcar las propledadea del funclo­
namlento del slstema nervloso. Ahora bien, el procesamlento 
en paralelo -cuyo tratamlonto matemltlco ha sldo expuesto 
en el apartado 3- tlene propledadea no usuales y poco faad 
Hares, asl como severas limltaclones (recordar el teorema 
expuesto en el apartado 3.4.2). Preclsamente este trabajo 
Intenta poner en evldencla tales limltaclones cuando ae apli 
ca la computacldn en paralelo a un slstema bloldglco concrg . 
to. De aqul que la asuncldn de esta forma de célculo sea ab 
solutamente bâslca, sobre todo en lo que respecta al funclo 
namlento de las células hlpercomplejas de orden superior 
con respecto a las células claslfIcadoras. SI se demuestra 
que el funclonamlento es de caracter serial ni el modelo, 
ni la slmulaclén, ni la experlmentaclén tlenen nlngdn ob- 
jeto.
Estas ultimas afirmaclones hacen necesarlo dlscutir 
el papel del movlmlento de los ojos en el redonoclmlento 
de patrones y en concrete las Ideas de Noton y Stark (1.971) 
cuyos trabajos presentan evldencla experimental de la ne 
cesldad del almacenamlento del movlmlento de los ojos si 
se qulere expllcar el reconocimlento de patrones. Para eji 
tos autores el reconocimlento se efectûa medlante »in« ma— 
qulna de emparejamlento con plant111a en la cual la plan
IGO
tills esté compuesta por un "anlllo de rasgoa" y el empa­
re jamiento ae reallza sorlâlmonte. En la representaclén In 
terna o mcmorla de una figura los rasgoa estén unldos en 
secuenclas por los raovlmlentos de los ojos requerldos para 
mlrar de un rasgo al prdximo, movlmlentoa tamblén Introdu- 
cldos en la memorla. Se conslderan como rasgoa los ângulos 
y detalles de la figura de alto contenldo en Informacldn. 
Los ojos tendcrlan a moverse de rasgo a rasgo en un orden 
fIjo, Asl pues la representacldn Interna en la memorla del 
slstema es un conjunto de rasgos que forman un anlllo de 
rasgoa* secuencla de huollas sensorlales y motoras que 
reglstran alternatlvamente los rasgos del objeto y los mo 
vlralentos de los ojos requerldos para llegar a la regl6n 
del espaclo donde el proximo rasgo es detectado. El anlllo 
de rasgos establece un orden fljo de rasgos y movlmlentoa 
de los ojos correapondlentes a la trayectorla de explora- 
cldn o escudrlAamlento (scanpath) del objeto.
El slstema propuesto por Noton y Stark actua asl:
Ease de aprendizajet
a) cuando el sujeto ve un objeto por vez primera lo explo 
ra y desarrolla una trayectorla de exploraclén (scanpath) 
para ese objeto.
b) en este momento se marca la huella de memorla del '.anlllo 
de rasgos que recoge tanto la actlvldad sensorial como mo 
tora.
Fase de reconocimlento*
c) cuando se encuentra ante el mlsmo objeto le reconoce 
con el anlllo de rasgos; este emparejamlento consiste en 
verlflcar rasgos suceslvos (de modo serial) y llevar a ca
mbo los movimlentos de los ojos dirigidos por el anlllo de 
rasgos.
Noton y Stark (1.971) presentan evldencla experlmen 
tal de las traycctorlas de exploracldn optenldas en suje 
tos mlrando un dlbujo por primera vez para famlllarlzarse 
con 61 y durante la fase de reconocimlento; en ambos ca­
ses el movlmlento de los ojos alguo la mlsma trayectorla 
con el mlsmo orden de fljaclonos en los rasgos,
Cuando el objoto es .pequoMo y por tanto cae dentro 
del campo visual no es necesarlo el movlmlento de los ojos 
para reconocerlo. Los autores anterlores asumen entonces 
que el procesamlento es en paralelo hasta llegar al lugar 
en el que se forma la Imagen del objeto y después el empareja 
mlento de la Imagen forma da y de la representacldn Interna 
se lleva a cabo serlalmente.
Para Dldday y Arblb (1.975) las asunclonea béslcas 
de la teorla de Noton y Stark son: a) la representacldn o 
movlmlento del objeto es un anlllo de rasgos compuesto 
por los rasgos quo constltuyen el objeto y los movimlentos 
de los ojos necesarlos para Ir de rasgo a rasgo; no solo 
se almacenan los rasgos, slno tamblen el movlmlento de los 
ojos; y b) en el reconocimlento, la representacldn Interna 
es emparejada serlalmente rasgo a rasgo.
SI bien es évidente que el trabajo de Noton y Stark 
se reflere fundamentalmente a humanos no se puede olvldar 
las consecuenclas que esta teorla tlene para el modelo pro 
puesto aqul, no tanto por la Incluslén del movlmlento de 
los ojos slno por la asunclén del emparejamlento serial 
por el que se verifies el proceso de reconocimlento.
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El emparejamlento con plantllla ya ha sldo crltlcado antg 
rlormente como modelo do reconocimlento de patrones. Pues 
bien, el procesamlento serial tamblen ha sldo objeto de 
crltlcas por parte de Dldday y Arblb (1.975) que presen­
tan un modelo alternatIvo en el que mucstran que un sls- 
tcma de procesamlento en paralelo puede, sln almacenar 
nlnguna Informacidn a cerca del movlmlento de los ojos 
utlllzados en la exploracldn del objeto, mostrar un funclo 
namlento como el del slstema serial de anlllo de rasgos 
que expllcltamente almacena tal Informacldn. En la hlpôte 
sis de Dldday y Arblb (1.975, p.567) la trayectorla de ex 
ploraclod surge del proceso por el cual el cerebro se - 
asegura "una aceptable representacldn Interna", pero en 
absolute forma parte de esa representacldn. Lelbowltz y 
Harvey, 1.973) apuntan dos crltlcas Importantes: a) que 
el reconocimlento de patrones ocurre en la percepcldn 
taqulstoscdplca con un tlcmpo de prescntacldn de los est! 
mules en el que el movlmlento de les ujos no es poslble; 
y b) el reconoelmlento de patrones puede reallzarse a trg 
zos sln por ello ser serial. Adcmis de estas crltlcas 
puede seflalarse otra: el modelo reconoce un objeto, pero 
no una clase de objetos puesto que las trayectorla s de eg 
cudrlMamlento dlfleren notablemente de objeto a objeto, 
Incluso de sujeto a sujeto para un mlsmo objeto.
De lo expuesto se concluye que un modelo trabajando 
en paralelo puede produclr el mlsmo funclonamlento que 
el slstema propuesto por Noton y Stark (1.971), que el re 
conoclmlento de patrones no neceslta de modo Impresclndl- 
ble el movlmlento de los ojos y ; ' que el reconocimlento
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puede reallzarse medlante el anallsls de rasgos sln ser 
serial.
Por tanto, no existe una objecldn central, hasta aho 
ra, al modelo que se propone en lo que toca al procesamlen 
to en paralelo. Ailn si existe movlmlento de los ojos en el 
case de que el objeto sea m&a grande que el campo visual 
del animal, el modelo aqul propuesto trabaja en paralelo 
en el momento de extraccldn de rasgos aunque despues se 
mucva hacla otra regldn del campo para la exploracldn. For 
tanto la predlccldn experimental es vÂllda tamblen para el 
caso'en que el movlmlento de los ojos sea tenldo en cuenta. 
Solo la apelacldn a un slstema serial despuds del selector 
do rasgos puede ser una alternatIva al modelo propuesto.
4.2.9 Restrlcclones y dmblto de apllcaeidn.
Este modelo se ocupa del reconocimlento de formas. 
Ignora, por tanto, la vlsldn cromatlca, brlllantez, movi 
mlento de los estlmulos y patrones de mis de dos dlmenslg 
nes. Al modelo no se han Incorporado los efectos off, ni 
la demora cn la transmlsldn de seflales. Se considéra que 
existe un slstema relatlvamente Independlente que se ocu 
pa del anallsls de la forma es declr de la detecclén en 
el campo visual de confIguraclones deflnldas, en concrete de 
formas de dos dlmenslones presentadas vertlcAlmente.
For otra parte, el modelo es un mecanlsmo de recono­
cimlento de patrones para un animal determlnado en sltua- 
clones de aprendlzaje.
1G4
5. Reallzaciént El slstema de reconocimlento de patrg 
nes como perceptrén de dlametro llmltado.
5.1. Transductor.
Conatltuldo por los conoa, baatones, células blpolares 
amacrlnas y horizontales. Su funcldn es transformer la luz 
que cae en la retina en una seMal que pueda ser reclblda y 
procesada por las células gangllonares.
5.2. Selector de rasgos.
Esté conatltuldo por sels nlveles y su funcldn es co- 
dlflcar toda forma presentada en la retina en un vector 
de rasgos; la sallda para la forma es dlferente en cada ni 
vel. Las células que Intervlenen en esos nlveles pueden ser 
descrltas sln mis que especifIcart (1) su grado de comple- 
jldad; (11) las coordenadas de la poslclén de su campo re­
ceptor; (111) la orlentacldn de au campo receptor; (IV) la 
domlnancla ocular; (V) el grado de preferencla por la dl- 
reccldn del movlmlento. Estas clnco caracterlstlcas, que 
segdn Hubel y Wlesel (1.977) bastan para especlflcar cual­
quler célula del area 17 del cortex del mono, pueden utlH 
zarse para dlstlngulr las células que componen los nlveles 
de procesamlento en el slstema visual del gato y apllcarse 
a toda célula Involucrada en la selecclén de rasgos. En el 
modelo se emplean las très caracter!stlcas menclonadas en 
primer lugar y la orlentaclén de los campos receptores se 
ri slempre vertical.
m5 .2.1 . Célula ganglionar retineana* g^(x).
5.2.1.1. Caracterlstlcas.
las células ganglionares retlneanas reclben sus afe­
renclas de los conoa y baatones via células blpolares. la+ 
dlsposlcién espaclal de estas aferenclas (debldo a las cé 
lulas amacrlnas y horizontales) créa lo que ae ha llamados 
el campo receptor, deflnldo (Ifartllne, 1.938, 1.941) como 
el area de la retina desdc la cual puede ser Influenclado 
el funclonamlento de la neurona. La llumlnaclén que cae fue 
ra del campo no produce nlngdn efecto. For los efectos que 
la luz que cae sobre el campo receptor produce en el dis­
paru de una célula, las gangllonares de la retina del gato 
pueden claslfIcarse en dos tlpos*
(I) De centre OH/perlferla OFF* la luz que cae en el cen­
tre produce disparos tlpo ON.
(I I ) Centro OFF/perlferla ON 1 la luz que cae en el centre 
produce disparos tlpo OFF.
Nelson, Famlgllettl y KOlb (1.978) han presentado - 
evldencla experimental de que el nlvel de estratlficacldn 
dendrltlca en la capa plexlforme Interna es lo que deteg
mina si el campo de la célula es de tlpo ON u OFF. Los t^
pos de disparos ON y OFF pueden determlnarse asl: para to 
das las células existe una tasa de dlsparo de descanso; 
el tlpo de dlsparo ON se caracterlza por un aumento de la
tasa de dlsparo cuando el estimule es ON (comlenzo de la
luz) y un decreclralento cuando la luz decrece. El tlpo 
OFF de respuesta se caracterlza por una dlsmlnuclén de la 
tasa de dlsparo cuando la luz comlenza y un creclmleiito de 
la tasa de dlsparo al final de la llumlnaclén (cuando esta
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desaparece) (Graham y Rattliff, 1.974)* La forma de los 
campos receptores os aproxlmâdamente circular y concéntrlca 
con la regién central excltadora rodeada de una periferla 
inhlbidora o a la inversa, con la célula ganglionar situa- 
da en el centre geométrlco de la reglân central del campo 
(Kuffler, 1.953). El tamaflo osclla entre dos y très mm en 
total, y 0,125 a 2mm el tamaflo de la regién central, do- 
pendlendo de la localIzaclén del campo en la retina (cen- 
tro o periferla) (Wlesel, 1.960). Debldo a esta diferencia 
de tamaflo entre las reglones centrales de los campos, el 
area central de la retina muestra una acuidad visual (po- 
der de reaoluclén) mis alta que la periferla pero a la vez 
neceslta mayor Intensldad de luz para que la célula dlspg 
re. Por tanto, la tasa de respuesta no depende del tamano 
del centre del campo slno de la razén centro/perlferla 
(Wlesel 1 .9 6 0). Un estlmulo que cae fuera del centre excl 
tador de una célula ON puede Inhlblr el dlsparo de la célu 
la dependlendo de la porclén de periferla llumlnada. Recl- 
procamente en las células OFF. Anilisls cuantltatlvos(Ro- 
dleck, 1 .9 7 3) evldenclan que la respuesta de la célula gan 
glionar es funolôn de: (1) la sltuaclén de la luz en el 
campo receptor (poslclén); (11) el area total del campo 
que esti llumlnada (o tamaflo del estlmulo); (111) el tlpo 
de estlmulo (Intensldad, forma, etc.); (iv) el tlpo de ce- 
lula ( ON u OFF).
Los rasgos que las células gangllonares detectan pug 
den resumlrso (Hubel y Wlesel, 1.962) asl:(1) sltuaclén 
de la luz en la retina; (11) ârea que esta slendo llumina 
da (poslclén en el centre o en la periferla, tamaMo del
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estlmulo)] (ill) lumlnostdad del estlmulo (intensldad de la 
luz).
Asl pues, el estlmulo dptlmo para una célula de centre 
ON es un circule de luz que cae exactamente en su reglén — 
central, mlentras que para una célula de centre OFF es un 
anlllo de luz que cae en la reglén perlférIca. Mas adelan- 
te se Indlcarin las organlzaclones de la luz y los disparos 
correapondlentes.
Los mecanlsmos propueatos (Enroth-Cugell y Robson, 1966] 
Enroth-Cugell y Plnto, 1.970, 1.972e] Hubel y Wlesel, 1.962; 
Rodleck, 1.965) para expllcar el funclonamlento de las cé­
lulas gangllonares retlneanas sont (1) suma de las exclta- 
clones que caen en la mlsma reglén; el perfll de sensltlvl 
dad del centre y de la periferla decae en forma de curva 
gauslana dependlendo de la dlstancla al centre del campo 
(Enroth-Cugell y Robson, 1.966; Rodleck, 1.965); el meca­
nlsmo de la periferla se extlende a través de todo el cam 
po receptor en las células gangllonares de la retina del 
gato (Rodleck y Stone, 1.965b); (11) antagonisme de reglo­
nes opuestas; (111) llnealldad en la Interaclén centre/pe— 
rlferla (Enroth-Cugell y Robson, 1.966), correspondlendo 
esta caracterlstlca al campo receptor de las células X.
5.2.1.2. FormaiIzaclén.
La célula ganglionar retineana puede conslderarse co 
mo una mâqulna lineal, en concrete, como una TLU, que rea 
llza una funclén de umbral. En nuestro caso suponemos que 
la llumlnaclén es discrets y dlcotdmlca: 1, lluminado; 0, 
no llumlnado; y que la respuesta de la célula (de cual­
quler célula)es 1 si la tasa de dlsparo se desvla de la -
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tasa de descanso y por tanto detecta un rasgo; 0, si no 
ae desvla y por tanto no hay detecclén. Por otra parte, 
tanto para las células de centro ON como para las de cen 
tro OFF se conslderan los disparos ON de acuerdo con Ro­
dleck (1,965) y su claslflcaclén de patrones de dlsparo 
en centro actlvado/centro suprlmldo.Es declr, se conslde 
ran solo aquollos disparos taies que si el estlmulo se 
presents en el tlempo t ae producen en el tlempo t.
Sea g^ (x) la sallda de la 1-eslma celula ganglionar 
de centro ON. Se postula (Rodleck, 1.965;Enroth-Cugell y 
Robson, 1 .9 6 6; Graham y Ratliff, 1.974) que la tasa de dl_s 
paro en el tlempo t es *
J j Il'u.'jl dxA-^. j j («')
donde I (x,'^ ) es la luminancla en el punto ( ) en el tlem
po t; y son las f undone s que representan el perfll 
de sensltlvldad en el centro y en la periferla*
Ahora bien, lo que Interesa aqul no es tanto la tasa 
de dlsparo cuanto el hecho de que la célula reconozca la 
exlstencla de un rasgo en su campo receptor, es declr la 
reallzaclén de la funclén discriminante d^ . Por otra parte 
I ( ) es preclsamente en este trabajo la funclén caracte
rlstlca de X ya deflnlda en otro lugar (expreslén(l))• De 
acuerdo con ello,(27) se transforma en:
donde X(x,'^) es la funclén caracterlstlca de X, por lo que 
w^ ( ) I(x,'j) es una funclén continua a Intervalos e lnt«5
grable Intervalo a Intervals] 8 ^ es el umbral para la c^
mlula 1-éslma y w y son laa funclones que representan 
el perfll de aenaltivldad para los mécanismes del centro 
y la periferla. Rodleck (1.965) asume que adoptan la sl- 
gulente formai
«,f-
»* M I r* 1
l - ^ ]
(11)
iw)
donde k^ y k^ son constantes (k^"k^— 1, Rodleck, 1.965), 
es una medlda de la anchura de la regldn central del cam
po y es una medlda de la anchura de la reglôn pe
rlferlca.
Las funclones y son funclones gauslanas repre 
sentadas en la figura 8, que tlenen un radxlmo para 'X<o,>^ iO 
es declr, en el centro del campo receptor. Las bases para 
conslderan estas funclones de esta forma se encuentran en 
Rodleck (1.965), Enroth-Cugell y Robson (1.966), y Rodleck 
y Stone (1.965b). Puede observarse en la figura que el m_e 
canlsmo Inhlbldor se extlende por todo el campo receptor 
y esta sobre Impuesto al campo excltador de la regldn cen 
tral.
f(x,0) f(x,0)
figura 3. Grâflcaa de las funclones w y w . En A se re­
presents la superposlclân para una célula de centro ON. En 
B, para una célula de centro OFF(segün Rodleck,1965)
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La funclôn de timbrai impiementada por es la slgulen
te:
(31)
En la que el eoporte do es S(g^), el campo receptor de 
g^ , es declr, aquella regldn de la retina desde la cual se 
puede Influenclar el funclonamlento de g^ «




** - P» "•»
En el apartado 6 se Intentaré concretar los valores 
de los parémetros y la forma de las funclones anterlormen 
te considéradas.
4.2.1.3> Implementaclén.
La realitaclén efectlva en términos de mâqulna para 
las células de centro ON y de centro OFF esta represent^ 
da en la figura 9«
X
Off
figura 9. Impleraentacidn de las células de centro ON (A) y 
de centro OFF (B).
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La Implemontaclén esté fundada en Enroth-Cugell y Robson 
(1 .9 6 6, figura 2). La realizacién efectiva con componen- 
tes electrônicos puede verse en Muller y Taylor (1.973)•
4.2.x.4. Funclonamlento.
Si se considéra que en g^ el primer termine del se 
gundo mlembro de la ecuacidn (2 8) représenta el volumen de 
excitacién en el centro (VC) y el segundo término del se- 
gundo mlembro el volumen de oxcitacidn en la periferla 
(VS), slendo 8 el umbral, d^ viene representada por 
el hiperplano H de la figura 10, cuya distancia al origen 
es -6/4Ï , por lo que el origen queda slempre en el lado
negative del hiperplano; ello Indica que cuando no existe 
excitacidn el dlsparo de la célula es O. Lo mlsmo sucede 
en la representacidn de d^ de la figura 10. Por otra
parte, y puesto que se considéra que el volumen del centro 
es igual al volumen de la periferla, cuando un estlmulo lu 
mlnoso ocupa todo el campo receptor la sallda es 0 puesto 
que los dos tdrminos del segundo mlembro de las ecuaciones 
(2 8)y (32) se anulan y el umbral no es superado. Ello es 
una asuncién no realista, pero conveniente, ya que si la 
celula responde 1 en el caso antes considerado responde 1 
a la luz difusa (como efectivamente asl sucede) con lo cual 
cualquler dlsposlcién de luz en la retina séria detectada 
como un rasgo y la célula responde 1.
En funcién de la superficie del campo receptor iluml. 
nada, utilizando los datos de Rodleck (1.965) y Wlesel 
(1 .96 0), el dlsparo de la célula en cada caso viene indic^
• do en la tabla 1 para la célula de centro ON y en la tabla 2
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figura 10. Funclonamlento de una celula ganglionar retlnea 
na de centro ON (A) y de centro OFF (D). En ambas, las coo£ 
denadas son los volümcnes del centro ( e je x) y de la perlfjs 
rla (eje y). En ambos casos tamblén, se représenta el hipejr 
piano H que reallza grâflcamontc' d^ — 0, d^ "=0. La - 
flécha sedala el lado posltlvo del hiperplano. La doble fl^ 
cha Indlca la ordenada en el origen o timbrai.
para la cèlula de centro OFF.
Las dlmenslones de las células gangllonares son lmpo£ 
tantes ya que las células no responden a estlmulos que son 
muy pequenos o mucho mas grandes que el centro de su campo 
receptor. En el apartado 6, slmulaclén, se asume que las - 
dlmenslones de centro y periferla son Iguales para todas 
las células gangllonares de la retina. Por otra parte hay 
que declr, que existe un alto grado de solapamlcnto entre 
los campos receptores de les células gangllonares prôximas 
(Creutzfeldt, Innocentl y Brooks, 1.974). La dlstancla en­
tre células gangllonares Individuales, de centro a centro, 
es mucho menor que los dlàmetros de sus reglones centrales.
Tabla i 113
Funclonamlento de la célula ganglionar retineana en fun 















> 0,por ello 
responde a la 
luz difusa. 
(Wlesel,1960)




<0 0 centro suprlmido
(barra)(Rodleck, 
1965).
El érea rayada es el Irea né •lluiBlinada.
Tabla 2 m
Funclonamlento de la célula ganglionar retineana de centro 
OFF en funcién de la superficie del campo receptor llumina 



















0 centro suprlmido 
(Rodleck,1965)
1 centro actlvado 
(Rodleck,1965)
El ârea rayada es el ârea no llumlnada
115
5» 2.II. células del cuerpo genlculado lateral.
5.2.II. 1. Caracterlstlcas.
Reclben sus aferenclas de las células gangllonares.
Se claslflean por la organlzacldn de su campo receptor en 
células de centro ON y células de centro OFF. El funclona 
mlento de las células del cuerpo genlculado no dlflere prâç 
tlcamente del funclonamlento do las células gangllonares 
(Kuffler y Nlchols, 1.976; Robson, 1.97S). Tlenen actlvldad 
egpont&nea en ausencla de estlmulaclén; responden a la luz 
difusa (Hubel, 1.960) mis debllmente que las células gan­
gllonares retlneanas; no tlenen preferencla por la dlrec 
clén del movlmlento. Las células de tlpo ON dlsparan con 
tasa creclente cuando su centro es llumlnado y su descarga 
cae por debajo del nlvel de referenda cuando lo es su péri 
ferla. Las células de tlpo OFF responden con baja descarga 
guando su centro es llumlnado y tasa creclente cuando lo es 
su periferla. Las unldades de centro ON y OFF son Igualmente 
comunes (Hubel y Wlesel, 1.961). La forma de los campos ro 
ceptores es circular y concéntrlca y la organlzacldn se - 
dlstrlbuye en un centro excltador y una periferla Inhlbl­
dor a o a la Inversa. Los centros de los campos receptores 
que se sltuan en el area central de la retina tlenden a ser 
mas pequeHos que los de la periferla (Hubel y Wlesel, 1.961). 
No existe en ellas Interaccldn binocular. Un estlmulo que 
cae fuera del centro excltador de una célula ON puede Inhi 
blr el dlsparo de la célula dependlendo de la porclén de 
periferla llumlnada. REclprocamente en las células OFF.El
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dlsparo de una célula depende de loa slgulentes parâinetros 
(Hubel y Wlesel, 1.961)i (1) la poslclén del estlmulo en 
el campo receptor; (11) tamaflo del estlmulo (o area total 
llumlnada en el campo receptor); (ill) del tlpo de estlmu 
lo; (Iv) del tlpo de célula (ON, OFF).
Los rasgoa que detectan (Hubel y Wlesel, 1.962) son;
(1) poslclén del estlmulo en el campo receptor (en el ccn 
tro o en la periferla, tamaflo del estlmulo); (11) lumlnosl 
dad del estlmulo.
Para las células de centro ON el estlmulo éptimo es 
un clrculo de luz que cae on la roglén central del campo; 
para las células de centro OFF es un anlllo de luz que cae 
en la periferla.
Los mecanlsmos propucstos para expllcar el funclonamlen 
to de las células del cuerpo genlculado lateral, al Igual 
que los mecanlsmos de las células gangllonares, son: (1) 
suma de las excitaclones producldas en la mlsma rcglén; 
WNssle y Creutzfeldt (1.973) proponen que el perfll de son 
sltlvldad es expresado tanto en el centro como en la perlfe 
rla por funclones gauslanas; (11) antagonlsmo de reglones 
opuestas; (111) el mecanlsmo Inhlbldor de la periferla 
sobre el centro es m&s pronunclado en el cuerpo genlcula­
do que en la retina; por ello estas células responden de­
bllmente a la luz difusa.
Las células del cuerpo genlculado lateral reclben sus 
aferenclas desde las flbras del tracto éptico que tlenen 
un output excltador sobre estas células (Hubel y Wlesel,
1.961); diverses autores (Creutzfeldt, 1.968; Singer y 
Creutzfeldt, 1.970; Szentâgothal y Arblb, 1.974; entre -
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otros) inslsten en que las proyecciones de la retina has, 
ta el cuerpo genlculado lateral son excltadoras y las lnt£ 
racclones en el cuerpo genlculado lateral son excluslvanten 
te Inhlbldoras. Diverses modelos de conexlones han sldo — 
propuestos para expllcar cl funclonamlento do las células 
del cuerpo genlculado en funcién del Input reclbldo de la 
retina. Dos de ellos se dcscrlben a contlnuaclén:
a) Hubel y Wlesel (1.961): la célula del cuerpo genlcu 
lado lateral cuyo centro es de tlpo ON roclbe multiples la 
put de las células gangllonares de centro ON. Las caracte 
rlstlcas de dlsparo para las células genlculadas de esa - 
clase pueden expllcarse si se asume que unldades gangllo­
nares ON cuyos campos se aolapan en la retina envlan afe­
renclas excltadoras a la célula genlculada central e la 
hlbldoras aquellas que se sltuan en la periferla (veàse 
figura 12A). O tamblén, la reglén central esté constltulda 
por las aferenclas excltadoras de células gangllonares de 
centro ON y la reglén perlferlca por laa aferenclas excl­
tadoras de células gangllonares de centro OFF (vease flgu 
ra 12B). Para las células gangllonares de centro OFF tanto 
en un caso como en otro el slstema scrla a la Inversa. Am­
bos mecanlsmos propuestos son poslbles ya que dentro de un 
area retineana ocupada por el campo receptor de una célula 
genlculada exlsten clento.s de células gangllonares que so- 
lapan su campo receptor con centros de tlpo ON o de tlpo 
OFF.
b) Hammond (1.973). Se ellge el segundo mecanlsmo - 
propuesto. Puesto que las flbras del tracto ôptlco tlenen 
sélo output excltadores el primer modelo (figura 12Aqueda 
rla desechado (vease figura 1 3 ).
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figura 12. Modèles do conexlonoa entre las cêlulas ganglio^  
nares y una célula del cuorpo genlculado lateral. Segûi» Hu 
bel y Wlesel (1.961).
orr
Figura 13. Sistema de conexiones entre celuias gangliona- 
res retineanas y células del cuerpo geniculado propuesto 
por Hammon (1.973)«
5.2.IX.2. Formaiizacidn
El modelo expuesto en la figura 12A es el utilizado 
en este trabaje. Se consideran las cdlulas del cuerpo ge 
niculado lateral como TLU que realizan las funciones de 
ujnbral cuyos argumentes son los inputs recibldos de las 
celulas ganglionares retineanas. Sea (%) la sallda de 
la j-ëstma célula del cuerpo geniculado a la presentacidn 
en la retina del patrdn X| g^(x) la salida de la célula 
ganglionar retlneana que envia sus sedales a G^ con sina£
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sis excitadora dj ; soan g^(x) la salida de la célula gan­
glionar que incido sobre con sinapsis suyo peso es «j-î ; 
es el umbral de G^. Entonces:
Gj(x)“ X[dj(x)l^ (33)
dj(x)- <Xjgj(x)- Z  otji gj^ (x)- 0i (34)
en donde ~  ,y 9) un valor adecuado. Fijando estos pa^  
rametros se pueden obtenor funclonamientos de 6^  de acuer- 
do con la evidencia experimental. La implementacién en forma 
de mâquina es inmcdiata tante para las células de tipo ON 
como para las de tipo OFF. Este es el tipo de formaiizacidn 
que se puede encontrar en Lindsay y Norman (1.977)•
Ahora bien, el perfil de sonsitividad -es decir, la - 
distribucidn espacial en el campo receptor de la célula- 
de una célula dd cuerpo geniculado obtenido experimental- 
mente no es muy diferente al encontrado para las células 
de la retina. El mécanisme tienc muchas similitudes aunque
no es idéntico. También para las células del cuerpo genicu
lado el mecanismo inhibidor se extiende por todo el campo 
receptor y es concéntrico y superpuesto al mecanismo cen­
tral excitador (para las celulas de centre ON). Los perf^ 
les de sensitividad en ambos casos son curvas gausianas 
(WNssle y Creutzfeldt, 1.973) y la intensidad del dispare 
depends de la distancla al centre del campo receptor asi 
como de la intensidad de la luz. Como en las células gan— 
glionares,la razén Ks/*c represents la razdn de disparo de 
periferia/centre y también las curvas tienen un méximo pa­
ra I0 es decir, para estimulos situados en el cen
tro del campo. For dos razones es conveniente este segundo
ISO
tipo de formalizacidnt (i) por la simplificacidn del mode 
lo sin perdida de generalidadj (ii) por la preclsidn y - 
claridad que so obtieno al construir después el funciona 
miento de los campos simples, complejos e hipercomplejos 
en funcidn del perfil de excitacidn o sensitividad de las 
celulas del cuorpo geniculado. Siguiendo a WHssle y Creutzfeldt 
(1.973) la expresidn (34) se transforma en esta otra: 
r«o»
J ^ L(') V(-JC,‘^ ) A-k4>j -  6j (3 )^
donde b(‘*,>^ ) es la distribucidn de la luz en la retina; ®i 
es el umbral para la célula jjy
L(4 . E. . r (10
donde a su vezt E^, es la excitacién en el centre del cam 
po receptor; 1 ,^ es la inhibicidn en el centre del campo 
receptor; es la medida de la anchura del campo excit^ 
dor, en concrete donde la sensitividad es E^/e ; R^ es 
la medida de la anchura del campo inhibidor, en concreto 
donde la sensitividad es I^/e.
Evidentemente,fl%bY y es la funcién c^
racteristica « La expresidn (35) se transforma en:
}
.«» pcp
j Ud «> <*■« - 6) 1^1)
cuya evaluacién para valores adecuados de E^ e 1^ es idén 
tica a (28). E^ , 1^, R ,^ R ,^ , serén paramètres a déter­
mina r en la simulacién de acuerdo con la evidencia experi 
mental.
mObservar quo dj(x) os el disparo de en funcidn de 
la regldn lluminada de la retina, no en funcldn del dispa 
ro de las células ganglionares que inciden sobre ella.
Por otra parte, lo mismo que en g ,^ el volumen de cxcita- 
cidn en el centre se considéra igual al volumen de excitja 
cidn en la poriferia, Por ello un estimulo que cae en to- 
do el campo receptor de la célula hace nulo L(r) y por taa 
to Gj (x)=0.
5«2.II.3 y 4. La implementacidn y el funcionamiento 
son similares a los de las células ganglionares retinea­
nas.
5.2.III. Células de campo simple (Hubei y Wiesel, 1959, 
1962).
5.2.III.1. Caracteristicas.
En el cortex visual del gate, Area 17, se encuentran 
células cuyo campo receptor es alargado y esté subdividido 
en regioncs excitadoras e inhibidoras definidas y separa- 
das por lineas rectas, entendiendo que un area es excitado 
ra si la iluminacién produce un incremcnto en la frecuencla 
de disparo e inhibidora si la estimulacién luminosa suprine 
la actividad eSpontanea y /o va seguida de una descarga 
OFF. Schiller, Finlay y Volman (1.976a) indican que celu­
las de tipo S-células de campo simple:
Son aquellas células selectivas a la orientaciéa 
cuyos campos receptores tienen uno o mas subcam- 
pos distintos,dentro de cada uno dc los cuales in 
estimulo estatico o dinamico elicita una respuesta 
al incremcnto o decrenento de la luz pero no a ambos. 
(p.1290 )
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Campos receptores quo tienen un érea central y flancos 
opuestos son bastante comuncs aunquo puede darse varlacio 
nés en esta organizacidn como se comprobaré en las clases 
citadas mis adelante. Cuando las dreas excitadoras e inlidL 
bidoras son estimuladas simulténcamcnte interactiian de una 
forma antagonista dando lugar a un disparo debil. Son por 
tanto, sensibles a la anchura del estimulo; cuando 1a an­
chura os dptima se produce una rcspuosta maxima ; cuando la 
anchura aumenta la respuesta disminuye (Murray, Watkins y 
Wilson, 1.976). No responde a la luz difusa. Responde - 
mâximaraente a cstimulas alargados (en forma dc "barras", 
"rendijas" o "bordes") cuya posicidn y orientacidn en el 
campo receptor sca la adecuada. Cuando un estimulo se - 
desplaza ligeramonte de su posicidn o de la orlentacidn 
dptima, la respuesta de la célula decae en funcién de la 
cantidad de desviacién de la orientacién optima. Las cur­
vas o perfiles de sensitividad obtenidos (Blakemore, 1974; 
Henry, Bishop y Dreher, 1.974; Henry Dreher y Bishop, 1974; 
Schiller et al., 1.976b) ajustando curvas a las respuestas 
experimentalmente obtenidas son gausianas y muestran que 
la célula no dispara a estimulos con una orientacién de 
treinta grados o més de desviacién de la orientacién éptj. 
ma. Asi pues, toda célula tiens un campo receptor con una 
orientacién déterminada o eje del campo definido como la 
orientacién del estimulo dptimo (aquél que produce una res 
puesta mâxima). Ninguna orientacién es prédominante.
Los campos tienen una dimensién media de 2(grado de crco)' 
y oscila entre 1 y 4 (grado de arco)^ . Las células de cam
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po simple responden vlgordsamente a estimulos que se mue- 
ven y muestran selectlvldad tanto a la dlreccidn como a la 
velocldad del movlmicnto. Pueden sor Impulsadas blnocular- 
mente, es decir por un ojo (ipsalateral o contralateral), 
o por los dos, mostrando un grado de domlnancla détermina 
do uno cualquiera de olios. Toda célula de campo simple 
puede caracterizarse cOnoclendot (1) la poslclén en la r^ 
tins de su campo receptor; (11) la organizacién del campo; 
(111) la orientacién o eje del campo; (iv) la domlnancla 
ocular; (v) la preferencia por la direccién del movimien 
to. Es importante sedalar ademés, que no existe cambio 
cualitativo en las caracteristicas de los campos recepto- 
res de células obeervadas durante una o dos boras y aigu— 
nas hasta nueve boras (Hubei y Wiesel, 1.962).
Las células de los campos simples no se encuentran 
fuera del area 17 y preferentemente se encuentran en el ni 
vel IV de este drca aunque pueden encontrarse tambien en 
los niveles III y VI. En cuanto a la morfologia, Hubei y 
Wiesel (1.962) indican quo las células de campo simple son 
células piramidales o estrelladas. Bishop, Coombs y Henry 
(1 .9 7 1) en el modolo que proponen postulan que las celulas 
de campo simple son células piramidales. Kelly y van Essen 
(1 .9 7 3, 1.974) en su estudio del drea 17 do la corteza del 
gato, encuentran que la mayoria de las células simples son 
celulas estrelladas (Golgi tipo II de axén corto) y que la 
mayoria de las células complejas e hipercomplejas son célu 
las piramidales) concluyen por tanto, que existe una corrg 
lacién entre las clases funcionales y morfolégicas. Los
hallazgoa de Kelly y van Essen son utlllzados por Schiller 
et al. (l,976d) y Metzler y Spinolli (1.977), entra otros, 
en la formulacldn del modelo de conoxlones a partir del 
cual surgen las propiedadea diferenciales de las células 
asi como la organizacién del campo.
Los pardmetros del estimulo de los que depends la rejs 
puesta de la célula de campo simple son : (i) forma y con- 
figuracién de la luz; (ii) tamado (anchura adecuada al ta 
mado del campo); (iii) posicién en el campo (en el area ex 
cltadora y/o en el drea inhibidora); (iv) orientacién; (v) 
direccién y velocidad del movimiento del estimulo.
En el modelo se tendrdn en cuenta los cuatro primeros 
pardmetros pucsto que los estimulos que so presentan son 
estâticos. La configuracién de la luz dé lugar a los esti­
mulos dptimos dependiendo para cada célula de la organiza 
clén del campo. Los estimulos dptlmos, que se convierten 
en rasgos disparadores para la célula,sont
a) rectângulos de luz (rendijas)
b) bordes con lineas rectas y diferente iluminacién 
en cada lado (bordes)
c) rectângulos obscuros (barras) contra un fondo lumi 
no so.
Para todos ellos la posicién y la orientacién en el 
campo receptor es crltica.
Diverses clases de campo simple han sido encontradas 
(Hubel y Wiesel, 1.962; Schiller et al<,1.976a). La clasi- 
ficacién que signe a continuacién se ha tomado de Hubel y 
Wiesel (1 .9 6 2) y los campos de diverses clases estân re- 
presentados en la figura I4.
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figura 14. Representacién grafica de los campos de las cé 
lulas simples. La zona rayada en cada campo es el area in 
hibidora.
Diverses modelos han sido propuestos para explicar las 
caracteristicas do organizacién y funcionamiento de los cam 
pos simples. Entre ellos,se exponen , por sus consecuencias 
para la formalizacién posterior, los siguientes:
a) Hubel y Wiesel (1.962, 1.963a), Hubel (1.963a,1963b) 
se fundaments en dos caracteristicas principales: existen- 
cia de procesos antagénicos (excitacién/inhibicién) y orga 
nizacién jerdrquica del sistema nervioso. Las células de - 
campo simple son un primer estado en la modificacién de la 
seHal procedente de las celulas del cuerpo geniculado late 
ral. Para explicar la disposicién espacial del campo subdi
vldldo en regioncs excitadoras e inhibidoras se asumo qua 
sobre cada tipo do célula de campo simple convergen fibras 
del cuerpo geniculado procedentes de células que tienen 
los centres ON y OFF situados en las regionos retineanas 
'apropiadas; es decir, una fila de celulas ON alineadas 
disparan sobre una célula cortical para dar lugar a un 
campo receptor del tipo S—C de orientacién vertical (ve^ 
se figura 15)• Este modelo es consistemte con los hallaz- 
gos anatdmicos, con el hecho de que las células genicula- 
das de centro ON (OFF) respondan a una barra de luz (obs­
curs) cuya anchura es igual al didmetro del campo y con el 
hecho de qu«la anchura de los centros do los campos simples 
es aproximadamente igual al didmetro de los campos recepto­
res de las células del cuerpo geniculado. La organizacién 
espacial del campo receptor explicada por el sistema de co 
nexiones, explica a su vezt (i) la forma, tamano y orienta 
cién del estimulo éptimo; (ii) la selectividad o preferen­
cia a la direccién del movimiento.
Este modolo ha sido utilizado, entre otros, por 
Corsweett (1.970), Thomas (1.970).
figura IS. Modelo de conexiones propuesto por Hubel y Wie­
sel (1.962) para explicar las caracteristicas de los campos 
simples.
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b) Schiller, Finlay y Volman (1.976d).
Las conclusiones del trabajo, exhaustivo, de estos 
autores en el cortex visual del mono confirman, en geng 
ral el modelo jerdrquico de Hubel y Wiesel. Oebido a la 
evidencia experimental obtenida el modelo que presentan 
postula mécanismes separados para explicar la selectivi 
dad a la orientacién y a la direccién del movimiento. 
Como en este trabajo no so consideran estimulos en mov^ 
miento el modelo propuesto por Schiller et alt. puede — 
considerarse similar al de Hubel y Wiesel. Sin embargo 
tres resultados son dignos de seflalarsei (i) la posibi- 
lidad de construir campos simples a partir de los perfi 
les de sensitividad (o perfiles de intensidad de la res 
puesta dependiendo de la distancia al centre)] (ii) la 
posibilidad de la existencia de una jerdrquia entre cé­
lulas de campo simple; es decir, células de campo sim­
ple que muestran una organizacién espacial determinada 
y que reciben sus inputs de las células de campo simple 
del cortex en lugar de recibirlas directamente ifel cuer­
po geniculado lateral; (iii) la conclusién de que las - 
células de campo je reciben sus aferencias de las - 
células de campo simple.
c) Bishop, Coombs y Henry (1.971).
Proponen un sistema de conexiones que es similar al 
de Hubel y Wiesel (1.962). Las células de campo simple 
son células piramidales que reciben sus aferencias dire£ 
tamente de las células ON u OFF del cuerpo geniculado y 
aferencias inhibidoras por intermedio de las celulas es­
trelladas. Este modelo explica tanto la dlreccionalldad 
del movimiento como la preferencia por una orientacién
mdeterminada. Cada tipo de célula de centro ON u OFF re-+ 
sulta de Imj input gonfculo-cortical deade una ncurona del 
cuerpo geniculado lateral o mas probablemente desde un 
grupo de neuronas que tienen sus campos receptores dispues 
. tos a lo largo de una lines recta. Células que perclben 
bordes luminosos tienen sus inputs procedentes de una fi­
la de células de centre ON y de células de centro OFF, - 
las que perciben bordes obscures.
d) Henry, Dreher y Bishop (1.974).
El modelo trata de explicar la especificidad para la 
orientacién de las células de campo simple. Sigue a un e^ 
tudio experimental donde se registran los perfiles de dl^ 
paro de las células simples y complejas cuando se varia - 
la orientacién y la longitud del estimulo. Segun Henry et 
al. el modelo do Hubel y Wiesel visto con anterioridad 
no es vélido ya que las células del cuerpo geniculado res 
ponden a un estimulo alargado a pesar del hecho de que e^ 
timule simultancamente centro y periferia cualquiera que 
sea su orientacién; este disparo afecta a las células de 
campo simple que por tanto detectarian estimulos situados 
en cualquier direccién. Henry et al «. proponen que la org^ 
nizacién del campo receptor que explica los perfiles de 
sensitividad consta de un centro de descarga rodeado a am 
bos lados por bandas inhibidoras y en la parte superior 
e inferior por una zona de no respuesta (vease la figura 
16). La organizacién y propiedades de estas bandas inhi­
bidoras son diferentes a las regiones alargadas construi 
das por las periferias ON u OFF del modelo de Hubel y 
Wiesel« El sistema propuesto es consistente con los resul^
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tados expérimentales. Asi el aplanamlento que se obser 
va en las curvas gausianas correspondlente a orlentacio 
nes entre -lO^o la orientacién optima es debido a que 
el estimulo ostd todavia dentro do la zona de descarga 
y no cae sobre las bandas latérales inhibidoras. Cuan­
do se desplaza de la orientacién dptima mis alia de 
la rendija de luz entra en las bandas latérales con lo 
que se produce una inflexion en las curvas de disparo. 
Para inclinaclones iguales o mayores que 30°las bandas 
latérales estan sufIclentemente estimuladas como para 
suprimir el disparo de la célula. El modelo présentado 
en la figura 16 explica hechos expérimentales tales como 
el rdpido decrecimiento de la araplitud de la respuesta 
con los Cambios de orientacién, la obtencién de un per­
fil de respuesta mas amplio para barraé cortas ya que las 
bandas latérales no se incluyen y el perfil de respues 
ta mas agudo para barras largas. A su vez conduce a pre 
dicciones expérimentales del tipo siguiente: la estre- 
chez o agudeza de una curva esti directamente relaciona 
da a la anchura del centro de descarga tanto mas pequeda 
la anchura cuanto mas aguda sea la curva.
Ahora bien, los mismos hechos pueden explicarse me 
dlante le modelo de Hubel y Wiesel (1.962) quo no es en 
modo alguno asimilable al modelo alternativo de presen­
ter las regiones ON u OFF mediante signos mâs y menos. 
Ello da lugar a una uniformidad de la que las regiones 
carecen (ver por ejemplo Thomas, 1.970). Es cierto que 
las células del cuerpo geniculado responden a barras o 
rendijas de cualquier orientacién, pero ello no implica
130
que la célula dc campo simple responds; dépende, en la 
implementacién, del umbral adecuado. Por otra parte, si 
se considéra, como se hace aqui, el perfil de disparo - 
de la célula de campo simple compuesto por el solapamien 
te de los perfiles de disparo de las celulas genlculadas 
que inciden sobre ella y dependiendo de pardmetros con- 
cretos, se puede identificar en nivel explicative el m£ 
delo de Hubel y Wiesel con el de Henry et al. aunque no, 
como es évidente,en el origen y mecanismo de la inhibi­
cién (que para Hubel y Wiesel puede procéder de las ce­
lulas geniculadas y para Henry et alt.es intracortical).
e) Creutzfeldt, Kuhnt y Benevento (1.974).
El modelo propuosto por Hubel y Wiesel es altamente 
hipotético y la organizacién de las conexiones subyacentea 
a las propiedades funcionales del cortex es dosconocida 
por faits de pruobas directas. Estos autoros presentan 
un anâlisis intra y extra celular de las respuestas de 
las ncuronas corticales y afirman que una neurona indd. 
vidual puede scr excitada por solo una fibra procedente 
del cuerpo geniculado lateral. Concluyen que todas las 
propiedades funcionales del cortex son debidas a las accio 
nes excitadoras o inhibidoras del cortex en ni mismo.
Para concluir este repaso de las caracteristicas de 
las células de campo simple hay que decir que el nivel+ 
de estas células transformai el input procedente de las 
células del cuerpo geniculado de cinco maneras diferen­
tes: (i) producen especificidad para la orientacién; (ii) 
producen seleccién en la direccién del movimiento; (iii) 
integran el input de los dos o jos; (iv) existe una selejc 
cién de la frecuencia espacial; (v) combinan respuestas
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para ilar lugar a la detocciân de diverses rasgos. De es­
tas transformaclones se conslderaran aqui dost especif1- 
cidad a la orlantacldn y dcteccldn de estimulos de forma, 
tamaHo y poslcldn adecuados.
El nivel de las células de campo simple se considéra 
como otro nivel en la L-mâqulna que calcula las f} funclo 
nes parclales del hipotético pcrceptrdn.
M o U n  I I  e l i i n u a »•
figura 16. En el lado Izqulerdo, organizacién del campo 
receptor de una célula de campo simple (segùn Henry et 
al., 1 .9 7 4). En la parte derecha una barra de luz cae 
sobre el campo y se desplaza 10°.
5.2.III. 2. Formalizacién.
La formalizacién que slgue tlene como proposlto cons 
trulr un mecanismo que tenga las caracteristicas antes 
apuntadas.
a) En general.
Sea Sj(x), j=l,2,...,m, la sallda para el patrén X





slendo G^(x) la sallda de la 1-éslma célula del cuerpo 
genlculado lateral que Inclde sobre S^} 1-1,2,...,n, - 
slendo n el numéro de cêlulas del cuerpo genlculado la 
tcral quo envlon sus soRalea o Sj con sinapsis excita­
doras; es el peso de la sinapsis de la célula del - 
cuerpo genlculado lateral 1 sobre la célula de campo slm
pie j; d . es la funcloén discriminante reallzada por S.;
a ^V) es el umbral de S^ .
Observer que lot sallda*G^(x) se utlllzan como com- 
ponentes del vector de input para S^  « Observer ademés 
que Sj es una mdqulna de niveles para la que el espaclo 
de patronos original es la retina, el nlbel I es el ni­
vel de las células ganglionares retineanas y el nivel 
II estd formado por las células del cuerpo geniculado - 
lateral. A la vez S(S^) es la reglén do la retina de la 
que depende el funcionamiento de S^, es decir el campo 
receptor de S^  (vease figura 17). El patrén proyectado 
en la retina sufre dos transforméelones antes de llegar 
a S,
Û, C Gan>«ut» A*.
fU r iN A  AfwEL I  /v ivC tE  N i^ lv  S
figura 17. La célula de campo simple como una mâ- 
qulna de tres niveles. La parte de la retina que esté 
rayada es el soporte o campo receptor de Sj.
IS)
Los parémotros quo es necesarlo precisar para sont 
8} f el ntimero de células del cuorpo geniculado la­
teral cuyas efe:enclos reclbe S y la distancla de los —
j
centros de dos células del cuerpo geniculado situadas 
una junto a otra de modo sucoslvo»
Un ejemplo puede aclarar el sistema utlllzado para 
formallzar S .^ Se supone una célula de campo simple cuyo 
campo receptor tlene un centro excitador y dos bandas 
latérales Inhibidoras(ver figura 18A). Se supone, tambien, 
que sobre S^  envlan sus outputs très celulas del cuerpo
geniculado lateral de centro ONt G , G , G , cuyos centros1 i 3
estan situados en la retina en linea recta vertical (ver 
figura ISA) y que la distancla entre los centros de las+ 
regiones centrales excitadoras es Igual al dlametro de la 
reglén central. La méqulna de tres nivelos que es S^ tlene 
por segundo espaclo Imagen un hlporcubo dc tres dlmenslo— 
nes cuya s coordenadas son G^ ,^ G^ y G^, y cuyos vertices 
son los poslblcs patrones dc entrada para S ,^ constltul- 
dos por Gj^ (x), G^(x), G^(x), es decir, por las respuestas 
al patron X de las tres células que se vienen conslderan- 
do. SI 1,el umbral G) flja el numéro de G^ que han de 
dlsparar para que Sj(x)“l o Sj(x)”0. Se supone que 
el campo simple S^  tlene como soporte el campo formado 
por la union de los tres campos correspond!entes a las 
células ganglionares. La célula S^  como toda TLU Imple­
ments en el segundo espaclo Imagen un hlperplano dj(x)“0 
que en este caso concreto tlene por ecuacléns
G^(x)4G^(x)+G^(x)-l.S0 »0





cuerpo geniculado lateral que son las coordenadas del se 
gundo espacio imagen représentado en B. En B se ha reprje 
sentado el hiperplano; la flécha seflala el lado positivo.
Se observari que (Gj^  (x)» G^(x), G^(x)) no es el pa 
trdn X que cae sobre la retina sino el vector de salida 
para X del nivel II. Ademâs (1,0,1) no es una rendija — 
sino que pertenece a un patrdn que hace que G^(x)=0. Sin 
embargo, para ese patrdn Sj(x)“l. Es decir, esta célula 
de campo simple no puede informar si estA respondiendo a 
una rendija o a dos puntos de luz (lioppner, 1.974» Pollen 
y Taylor, 1.974).
b) En concreto.
(i) Célula cuyo campo tiene centro estrecho y flan­
cos aimétricoss (corresponde a S-C de Hubel y Wiesel 
(1.962)).
(41)
donde O<0j<*v » G^ son las células del cuerpo geni
culado lateral que tienen sus campos en linea recta y — 
centros ON; l^  n * 1° (Szentégothai y Arbid, 1.974).
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El estimulo ôptinio es un rect^ngulo de luz cuya an­
chura es el dldmetro de la regldn central del campo,que 
cae sobre la regldn central.
(11) Campo con centros estrechos y flancos aimétricos; 
centro Inhibidort
Corresponde a S-D de Hubel y Wiesel (1.962).
«jl . (41)
donde0<Gj<n j son las células del cuerpo genicula
do lateral que tienen sus campos en linea recta vertical 
y centros OFF; 1 < n 4'° .
El estimulo éptimo es un rectdngulo obscuro sobre - 
fondo iluminado cuya anchura es igual a la reglén central 
del campo, que cae en la reglén central.
(iii) Campo con centros grandes y flancos concentra^ 
dos: corresponde a S-F de Hubel y Wiesel (1.962). Tanto 
para la reglén central ON como OFF las aferencias pro- 
ceden de células del cuerpo geniculado lateral cuyos cen 
tros son anchos y la razôn dlametro centro/diametro péri 
ferla, pequeda.
(iv) Células cuyos campos tienen una reglén excita­
dora y otra inhibidora: SB
Corresponde a S-G de Hubel y Wiesel (1.962).
Células que perciben un borde con luz en la parte 
derecha y obscuro en la parte izquierdai
SBDj(x)- l[SoFp^i(x)+Sg^,j(x)- 0,1 (42)
donde 1 < ®j <1
células que perciben un borde con luz en la parte 
izquierda y obscuro en la parte derecha:
SBIj(x)-X[Sg^ i(x)+ S^pp j(x)_Bi] (43)
donde
El estimulo dptimo para estas dos células es el mon 
clonado para cada campo. En la conatruccldn de este tipo 
de campo se utilize la Jerorquia de campas simples propues 
ta por Schiller et ait (1.976d).
5»2.III.3* Implomentaciân y funcionamiento.
A fin de observer el funcionamiento de (no con 
fines de calcule) se considéra la superficie de disparo 
de los campos simples compuesto por el solapamiento de la 
superficie de disparo de las células del cuerpo gcnicula- 
do lateral que incidcn sobre Sj. Un estimulo que cao so­
bre el campo causa una respuesta cuya intensidad es equ^ 
valento a la diferencia de los volumenes intersectados 
por la regidn luminosa del estimulo en el centro y en la 
periferia. Si la diferencia, sumada algebraicanente al 
umbral, es mayor que 0 la célula responde 1, si es menor 
que 0, responde 0.(ello no qiiicre decir que la celula ca 
rezca de disparo). Para un estimulo que cubra todo el cam 
po el volumen bajo la superficie de sensitividad del cen 
tro es igual al volumen bajo la superficie de sensitivi­
dad de la periferia. Por ello un estimulo lumlnoso que 
cubre el campo no elicita respuesta alguna. Pueste que 
el perfil de sensitividad de la célula del cuerpo geni­
culado es una curva gausiana tanto para el centro como 
para la periferia, el perfil de disparo de es idénti­
co al de una célula de cuerpo geniculado. En la tabla 3 
se presentan la disposicién espacialjrla implemeutacién
para las diversas clases de 























Se considéra como ejemplo el funcionamiento do SDI^. 
Se supone que n-S, 0os “3» “3 y G& -1 « 50. Se em-
piea como estimulo un borde que cae sobre cl campo, de . 
orientacidn'vertical,variando su posicidn y su orienta- 
cidn(luz a la derecha , luz a la izquierda). La parte 
rayada es la parte no iluminadat
Caso 1 :estimulo que es un borde con luz a la izquierda y 
situado en poslcidn adecuada.
SBI(x)=OFp(')
Caso 2:estimulo que es un borde con luz a la derecha y 






Caso Jtestimulo que es un borde con luz a la izquierda y 
situado en poslcidn no adecuada.
0 0
0 0
0 0 0 0 0
0 0
0 0^  5
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5.2.IV. Células de campo complejo (Hubel y Wiesel, 1.962, 
1.963a, 1.963b, 1.968).
5.2.IV.1. Caracteristicas.
Numerosos trabajos apoyan la difcrenciacién de las 
células corticales on simples y complejas (Henry, Dreher 
y Bishop, 1.974, Hubel y Wiesel; Murray Sherman et al., 
1.976; Schiller et al., 1.976a 1.976b, 1.976c, 1.976d, 
entre otros). Las células de campo complejo son células 
corticales que no muestran séparacién espacial en su cam 
po, es decir, que no tienen regiones excitadoras e inhi­
bidoras y cuando existen no se encuentran antagonismos 
entre ambas regiones. Las éreas que responden tanto al 
incremcnto como al décrémente de luz estén solapadas.
Las células tienen un eje de orientacién especifico para 
cada una que coincide con la orientacién dptima del est^ 
mulo para lograr un méximo en el disparo. No responden a 
la luz difusa ni a los puntos de luz y responden optima- 
mente a estimulos alargados especificos (a los mismos e^ 
tfmulos que son mis efectivos en las células de campo sim 
pie: barras obscuras, rendijas de luz, bordes) cuya orien 
tacién es la mas adecuada. La orientacién y forma del es 
timulo es critica para clicitar una respuesta mâxima aun 
que no la posicién en el campo receptor puesto que la cé 
lula responde a estimulos adecuados situados en cualquier 
parte de su campo. El perfil de sensitividad, que depende 
de la orientacién de los estimulos, es semejante al de las 
células de campo simple (Henry et al., 1.974; Schiller et 
al., 1.976b) y alcanza su mâximo cuando el estimulo esté
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orlentado ôptimamente (colncldlendo con el eje de orlen 
tacidn del campo) y decae progrealvamente cuanto mâs se 
aparta de esta orientacién. No existen respuestas a es­
timulos perpendiculares al eje del campo. Todo ello es 
una caracteristics de la célula aunque ninguna orienta 
cién prédomina sobre las demis, las dimensiones del est^ 
mulo son tambien importantes piiosto que la anchura del ej| 
timulo ha de ser la adecuada. Sin embargo, evidencia es- 
perimental prcsentada por Murray Sherman et al. (1.976) 
indica que la respuesta de las células de campo complejo 
se mantlene casi constante independientemente de la an­
chura del estimulo. En cuanto a la longitud, se obtiens 
una respuesta mâxima si el estimulo cubre todo el campo 
existiendo, por tanto, suma en la direccién de la orlen 
tacién del campo. Cuando el estimulo cae fuera del campo 
por ser mas largo no se aprecia ningun efecto (ni excita 
cién ni inhibicién) como es de esperar de acuerdo con la 
definicién de campo receptor. Las células de campo com­
plejo responden, ademâs, vigorosamente a un estimulo que 
se mueve por todo el campo en una > direccién perpendicu 
lar a la orientacién del mismo. Algunas células muestran 
preferencia por una direccién y sentido del movimiento; 
otras responden igualmente bien al movimiento en ambos 
sentidos. También las células de campo complejo pueden 
ser excitadas binocularmcnte o por un solo ojo (ipsalate 
ral o contralateral) predominando aquellas cuya dominan- 
cia ocular es igual para ambos ojos.
Las células de campo complejo se encuentran tanto 
en el Area 17 del cortex del gato como en las areas 18 y
14%
19 (Hubol y Wlosel, 1.965)• Kelly y van Essen (1.974) 
descubreA que las células de campo complejo del drea 
17 del cortex del gato corresponden a las células pi 
ramidales y se encuentran en los nivoles II y III, V 
y VI faltando totalmente en el nivel IV.
Los pardmetros del estimulo que han de ser especi 
ficados para determinar la respuesta de una célula de — 
campo complejo son: (i) forma y configuracién de la 
luz; (ii) tamaflo; (iii) orientacién; (iv) direccién y 
velocidad de movimiento.
La combinacién de estos parametros origlna los es 
tlmulos dptimos o aquellos rasgos que las celulas de - 
campo complejo detectan on los estimulos que cacn so­
bre su campo: (i) rectângulos de luz (rendijas); (ii) 
rectângulos obscuros (barras); (iii) bordes iluminados 
a la derecha o a la izquierda. Estos estimulos han de tener 
el tamaHo y la orientacién adecuada; es indiferente su 
posicién en el campo.
Las clases -dcscubiortas por Hubel y Wiesel (1.962)- 
de células de campo complejo son: (i) células activadas 
por rendijas de luz; (ii) células activadas por barras 
obscuras; (iii) cdlulas activadas por bordes.
Para explicar el funcionamiento de las celulas de 
campo complejo diverses modelos han sido propuestos. En 
tre ellos:
a) Hubel y Wiesel (1.962, 1.965).
Las células de campo complejo son células de un or 
den superior a las simples que reciben aferencias exci­
tadoras de las células de campo simple dispuestas de mo—
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do que tlencn el mlsaio eje de orlcntacldn pero dlstlnta 
po^lcldn en la retina. As£ puoa para cada campo comple- 
jo se puedcn utillzar campos simples adecuados como "bio 
qucs de construccidn" dispersAndolea per una rcgidn apro 
piada de la retina. El modelo quo se propone os tentati­
ve puesto quo no existe una confirmacidn experimental de 
esas conexiones aunque s£ eatd apoyado razonablemente. — 
No parece quo las cClulas complejas reciban afcrencias 
directamento de las cdlulas del cuerpo geniculado late­
ral. Ademds, existe una progresidn creciente en el tama 
Ho de los campos. Las conexiones explican las caractcris 
tlcas de disparo do las célulaa de campo complejo (ver
figura 20)
figura 20. Diagrams de conexiones de celuias de campo
simple con una célula de campo complejo segdn Hubel y 
Wiesel (1.962). En A se muestra el solapamiento de los 
campos; en B conexiones.
b) Schiller et al< (1.976d; en el mono).
Seilala la existencia de dos tipos de modclos para 
explicar la organizacidn del campo complejo: (i) las - 
propiedades de las células complejas son el resultado 
de los inputs convergentes excitadores de las células de
mtlpo S; es el modelo Jernrquico antes scitaladoj (11) las 
propiedades de las células tanto simples como complejas 
se explican mojor considcrando que reciben afcrencias 
directamente de las células del cuorpo geniculado lateral.
Estes autores apoyan -aUn sin evidencia experimental 
directa- el modelo jorârquico. Una de las razones aduci- 
das es que las células de campo simple, que rccibcn inputs 
directes desde las células del cuerpo geniculado lateral 
tienen bandas latérales intiibidorasj un modelo en paral^ 
lo impiica que las células complejas tcndrian tamblén 
esas bandas inliibidoras; ahora bien, las células de cam 
po complejo carecen de pcriferia inhibidora y por tanto 
un input directe de las células gcniculadas no pueden 
explicar las peculiaridadcs de las células complejas.
c) Henry, Dreher y Disliop (1.974)'.
Concuerda con el modelo de Hubel y Wiesel en que las 
células complejas pueden recibir el output de un ndmcro 
déterminado de células simples que tienen la misma orien 
tacién de sus campos y difieren de la posiciân en la re­
tina. Ahora bien, las células simples necesitan estar 
dispersas espacialmente para explicar el tamaflo més gran 
de de los campos complejos y solamente una pcqucna dis- 
persién de la oricntacién de las células del grupo se n^ 
cesita para explicar los perfiles de disparo mas aplast^ 
dos en las células complejas. Si esto es asl, las células 
complejas tienen especificidad a la orientacién sin nec^ 
sitar una organizacién del campo receptor como el de las 
células simples.
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d) Existe un modelo que se presents como alternati 
va a los citados hasta ahora. Este modelo es preconiza- 
do por diversos autores (CreutzCuldt, Znnocenti y Brooks, 
1.974; Glozer et al., 1.973; Hoffman y Stone, 1.971} Metz 
1er y Spinelli, 1.977) Stono, 1.971) Stone y Dreher, 1.972, 
entre otros). Se formula para explicar algunoa hechos con 
fuerte evidencia experimental. El modelo, por otra parte, 
afecta a todo lo dicho hasta aqul a cerca de las célulaa 
ganglionares, células del cuerpo geniculado, células de 
campo simple. Se explicita aqui puosto que parece ser el 
lugar mas adecuado para establocer una integracién entre 
trabajos diverses. Los hechos expérimentales en los que 
se funda el modelo son, entre otrosl
(i) la existencia de très tipos de células, células 
X, células Y, célulaa W en la retina (células gangliona- 
res de tipo X e Y han sido encontradas por Enroth-Cugell 
y Robson, 1.966; Ikeda y Wright, 1.972; Pukada y Saito, 
1.971; Fukuda y Stone, 1.974) Cleland, Levick y Sanderson, 
1.973), en el nucleo geniculado lateral (Cleland, Oubin 
y Levick, 1.971) Fukuda, 1.973) y en el cortex visual del 
gate (Xlcoda y Wright, 1974, 1.975a, 1.975b). Las células 
ganglionares de tipo X y de tipo Y difieren en su patrén 
de respuosta a un "grating" (rojilla) estacionatio (Gra 
ham y Ratliff, 1.974), Las células de tipo X responden 
con disparos sostenidos a los estimulos que permanocen 
en su campo receptor mientras que las de tipo Y respon­
den con una respuesta transitoria al comienzo y al final 
del estimulo. Brcvcmente, las células de tipo X presentan 
suma lineal de la excitacién en el centre y en la perife
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rla, poseon respueata mantsnlila y axones de conduccldn 
lentaj las células de tipo Y presentan suma no lineal do 
las excitaclones del centre y la periferia, respuesta - 
transitoria y axones de conduccidn rapida. Otras muchas 
dlferencias han sido establccidas entre estes dos tipos 
de células; una tabla de estas diferencias puede verse 
en Ikeda y Wright (1.972, p.797).
(il) La latoncia de las células simples del cortex 
del gate es mas larga que 1a latencia de las células de 
campo complejo (Stone, 1.972).
El modelo propuesto (vease figura 21) supone que las 
células de campo simple o hipercomploje reciben aferen- 
cias de las células del cuorpo geniculado lateral del 
tipo X (que a su vez reciben afcrencias de las células 
ganglionares retinoanas de tipo X) y que las células de 
campo complejo reciben afcrencias de las células del - 
cuerpo geniculado lateral de tipo Y (que a su vez reci­
ben afcrencias de las células ganglionares retinoanas de 
tipo Y). No existe una jerarqufa de niveles entre célu­
las simples y complejas sino un input en paralelo desde 
el cuerpo geniculado lateral. Representaciones grâficas 
del modelo asi formulado pueden verse en Bl^
kemore (1.975, p.252) y Rumelhart (1.977, p.50 ).
,161- cm, .hum
— c:
y -------- . y ------
y .. » y
^  ^  . m reucciâ fifm
figura 21. Proyecciones separadas de las células ganglions 
res tipo X e Y sobre las células del cortex visual (segûn 
Blakemore, 1.975).
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o) Ikeda y Wright (1.972, 1.974, 1.975a, 1.975b) y 
Wright y Ikeda (1.974).
Presentan un modelo ligeramonte diferente al descri 
to con antorioridad aunque basado en los mismos hechos - 
expérimentales y otros nuevos y que asiune los modelos de^ 
critos en a), b) y c). Para Ikeda y Wright (1.972) las di 
ferencias encontradas entre las células ganglionares de 
tipo X e Y refiejan cl papel diferente que cadà une de es 
tes tipos tiene en el procesamiento de las imagenes visua 
les. Las células X cstan relacionadas con el anâlisis de 
contrastes espacialos y reconocimiento de formas mientras 
que las célulaa de tipo Y se ocupan de la deteccién del 
cambio del estimulo y del movimiento, es docir, del anil^ 
sis de los aspectos temporales del estimulo visual y la 
deteccién del movimiento asi como respuestas de orienta­
cién a estimulos visuales. Ikeda y Wright (1.974) régies 
tran la existencia en el cortex del gato de células sim 
pies con respuesta sostenida (tipo X) y respuestas tran 
sitorias (tipo Y) y de células de campo complejo con res 
puestas tanto de tipo X como de tipo Y. Ello lleva a hipo 
tetizar que las células corticales retienen las propied^ 
des espaciales y temporales de las células ganglionares 
de la retina y que cumplen con respecte a la informacién 
visual el mismo papel que estas, independientemente de 
que sean simples o complejas. Efectivamcnte, Ikeda y Wright 
(1.975a) apoyan la independencia de clasificacién de las 
células por su tipo de respuesta(tipo X, tipo Y) y su cl^ 
sificacién en simples y complejas. Con ello se confirma 
la existencia de dos canales indepcndientes en el proce-
samlento de la informacién visual: el canal con células 
de respuosta sostenida (tipo X) que se ocupa del anâli- 
sis de aspcctoo espaciales de los estimulos visuales y 
el canal de célulaa’de respuesta transitoria (tipo Y) - 
que tiene por cometido el anélisis de los aspectos tem­
porales. l’or tanto, diferentes poblacioncs de células se 
ocupan de la deteccién de un patrén, de una parte, y de 
su movimiento, de otra.
Este modelo es inconsistente con el propuesto en 
el apartado anterior y abro la posibilidad de mantenert 
en pie cl modelo de Hubel y Wiesel (1.965, 1.968) pues­
to que ademés las Células de tipo X se agrupan en coium 
nas diferentes de las de la célula do tipo Y. Ahora bien, 
Ikeda y Wright (1.975a 1.975b) concluyen que los résulta 
dos obtenidos no perraiten afirmar que la teoria jcrârqui 
ca de Hubel y Wiesel se verifique en cada uno de los dos 
canales; es decir, no existe indicio de que las células 
de campo complejo de respuesta mantoriida reciban afercn 
cias de las células de campo simple de respuosta mante- 
nida y lo mismo con las células do tipo Y. Con todo, las 
posibilidades del modelo de Hubel y Wiesel se mantinen.
Un modelo que utiliza esta divisién de funciones 
para las células X y las célulaa Y ha sido propuesto 
por Breitmeyer y Ganz (1.976) para explicar los diversos 
tipos de efectos de enmascaramiento (masking), en donde 
se hipotetiza que :
los canales de células de disparo sostenido es 
tén implicados en el procesamiento de la Infor 
macién estructural o figurai, mientras que los 
canales de disparo transitorio estân implica-
mclos en la seftallzaclén de la locallzaclén es- 
paclal o el cambio en la localizacién eapacial 
(movimiento) de un estimulo (p«l).
En este trabajo se utiliza el canal de células de 
tipo X que se ocupa del analisis espacial de las formas 
presentadas en la retina, l’uusto que no se presentan es 
tlmulos de movimiento no es necesaria la utilizacién del 
canal de células de respuosta transiteria. Se asume por 
tanto que los diversos estados o niveles formallzados 
hasta ahora lo son del canal de célulaa de tipo X.
5.2.IV.2. Formaiizaclén, implementacién y funciona 
mlento.
a) En general.
Sea Cj(x) la salida de la celula de campo complejo j 
ante la presentacién en la retins del patrén X.
Cj(x)“ >^dj(x)] (44)
donde
dj(x)“ X [5>j. S^(x)-0il (45)
siendo S^(x) la salida de la i-ésima célula de campo sim
pie que hace sinapsis con C^; i—1,2,...n, n es el numéro
de células de campo simple que inciden sobre C ;^ Sj.ies el 
peso de la sinapsis i-esima sobre la célula de campo corn
tlcjo j; 9] es el umbral de la j-dsima celula de campo corn
plejo; dj la funcién discriminante implementada por C^.
Observer que las salidas S^(x) se utilizan como corn 
ponentes del vector de input para C^. Es decir, las célu
las de campo simple que inciden sobre se utilizan como
coordenadas del espacio de patrones para Cj, que es la -
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funcién realizada por una mnquina de cuatro niveles (vease 
figura 22) para la cual el espacio de patrones original 
es la regién de la retina que constituye el campo recep­
tor y el espacio Imogen tercero es el constituido por 
como coordenadas. A la vez S(C^) es la regién de la 
retina de la que dépende su funcionamiento, es decir, 
el campo receptor. El patrén proyectado en la retina su- 
fre très transformaciones antes de llegar a C^.
KTiwn MKfCl I  Mi.il. a  M l.tl m  Millil a
figura 22. La célula de campo complejo como una miquina 
de cuatro niveles. La porcién rayada de la retina es 5(Cj)
Los pardmetros que hay que précisar para C^ son; ^,®) ; 
el numéro de células de campo simple que inciden sobre
y la distancia entre los ccntros de dos sucesivas.
Si 1,entonces 0<6j<t ya que empiricamente C^ (x)*=l 
cuando existe al mcnos S^ (x)°*l. La implementacién esta re 
presentada en la figura 23.
— o -----
S j W - O - -c
-Bi
figura 23* Implementacién, en general,de un campo comple­
jo a partir de las células de campo simple.
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Un ejemplo puucle aclerar, como en el caso de las cè
luias de campo simple, el slstema utilizado para formai!
zar Cj. Se supone una cAlula de campo complejo a la cual
envian sus outputs très células de campo simple S^ ,
y cuyos campos receptores estAn situados a lo largo
de un eje horizontal y solapados unos con otros. La méqul
na de cuatro niveles cuyo funcionamiento calcula C (x)
j
tiene por tercer espacio imagen un hipercubo de très dimen 
siones cuyas coordenadas son las très células de campo 
simple. Si el timbrai es 0<.9j<l puesto que la
célula de campo complejo dispara 1 ouando una célula de 
campo simple dispara 1. Se elige, para este caso parti­
cular, O'O.VO . El campo complejo C j posee una célula que 
implementa una TLU, que recibe como input el vector 
(Sj^ (x), S^(x), S^(x)). Esta TLU realiza en el tercer eti 
pacio Imagen un hiperplano, que en este caso concreto 
tiene por ccuaciéni
S^(x)+Sg(x)+S^(x)-0.50-0
La representacién grdfica puede verse en la figura 24
OH
figura 24. Funcionamiento de una célula de campo com­
plejo. La flécha sedala el lado positivo del hiperplano
Iîi2
Se observa en la figura que (S^(x), S^(x), S^(x))
no es el patrAn X que cae sobre la retina sino el ve^
tor de salida para X del nivel III. Por otra porte, - 
el disparo para dos estimulos que caen en el campo re 
ceptor (sean barras, rendljas o bordes) es tambien 1 
(Murray Sherman et al. , 1.976).
b) En concrete.
(1) célula de campo complejo que détecta barras 
obscuras en los estimulost CO.
Corresponde a la célula registrada por Hubel y - 
Wiesel (1.962; figura 7, p.120)
CBj(x)- U è  ^ uSüpp^i(x)-9 jl (46)
Suponiendo que 4j.i - 1  , 0 < 8 ^ 1 ,  n=4 y la
distancia entre los centros de dos campos simples suce
slvos es igual a la anchura de la région central de 
esos campos simples, la implementacién esti représenta 
da en la figura 25. El estimulo optlmo para este campo 
es una barra obscurs rectangular de orientacién verti­
cal .
figura 25. Implementacién de CB^ en funcién del output 
de las células de campo simple.
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A contlnuacléA se considérai) dos casos para llus- 
trar el funcionamiento de CD. Los valores de los parâme_ 
tros son los mismos que en la implementacién y 0:O-5O 
En estes casos y en todos los demds la parte rayada so­
bre la superficie del campo es la parte no iluminada.
Caso 1 : Barra oscura que cae en el campo de C en posi 
cién adecuada.








Caso 2tBarra luminosa(rendija) que cae en el campo de 
>slci<
Sj(x)
Cj en po én adecuada.
dj(x) Oj<x)
(il) Célula de campo complejo que detects barras de 
luz (rendljas) en los estimulost CR.
Corresponde a la célula registrada por Hubel y Wie­
sel (1.962, figura 4, p.116)
(47)CR.(x)-X[|Si. Sjj^ ^^ (x)- 6jl
Suponiendo que 4ii= I , ®  ^' , n=4 y la distancia en
tre los centros de dos sucesivos igual a la anchura de 
la regién central de los campos simples,la implementacién
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de Cil cat» repreaontada en la figura 26 » El estimulo 







figura 2 6. Implementacién de CR^ en funcién del output 
de las célulaa de campo simple.
Se consideran ahora doa casos para ilustrar el fun 
cionamiento de Cil. Los valores de loa parâmetros utiliza 
dos son: n**4» < 05 0.^ 0 j la distancia entre los
campos simples y el aignificado de los signos grificos 
igual que en los casos antcriores
















(ill) Célula de campo complejo detector de bordes
en los estimulos* C D U ^,  C D I ^ .
Bordes con luz a la derecha 
C B D j ( x ) -  X [  i  s D D ^ ( x ) -  6
Bordes con luz a la Izqulerda




,n-4 y la distancia
entre sucesivos como en los casos anterlores, la Impie 
mentaclén de CDI^ esta representada en la figura 27. El 
estimulo dptlmo para esta célula es un borde recto con la 








figura 27. Implementacién de una célula de campo comple 
jo que détecta bordes (CDI) en funcién del output de las 
células de campo simple.
Se consideran dos casos para Ilustrar el funciona­
miento de CBI. Los valores de los paramètres utlllzados 
son* n=4» l- * , 6’ûéo y distancia entre los cam 
pos simples Igual que en los casos anterlores.
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Caso ItBorde con luz ai la izqulerda que cae en el campo
de C .en la poslcldn adecuada.
t J '5, 'I
Caso 21 Borde con luza 3a derecha qua cae en el campo de 














5.2.V. Células de campo hipcrcoraplejo (Hubel y Wiesel 
1 .9 6 5» 1.968(en monoa)).
5.2.V.I. Caracterlsticas.
En el slstema visual del gato se encuentran células 
aUn mas especlallzadas que las células de campo complejo. 
Estas son las células hlperconiplejas de orden Inferior (HI) 
e hipercomplejus de orden superior (US). Estas células no 
responden ni a loa puntos de luz ni a la luz dlfusa. Kes- 
pondcn a ostlmulos adecuados en su forma (rendljas, barras» 
bordes» esqulnas y lengllotas) adecuadamente orlentados, 
colocados debldamcnte en su zona excltadora y con una long! 
tud (en la dlrecclén del ejo del campo) determlnada. La Ion 
gitud del estimulo (como caracterlstlca que les dlferencla 
de las células simples y complejas) es crltlca,de tal ma- 
nera que la respuesta aumenta hasta que el estimulo alcan 
za una longltud determlnada» es decir» existe suma hasta 
una longltud éptlma. Si el estimulo aumenta mas alla de 
esa longltud Invadlendo zonas Inhlbldoras la respuesta 
decrece muy répldamcnte o desaparcce. Hay que rccordar 
que en los campos simples y complejos un estimulo puede 
crecer Indeflnldamente sin afectar» mas alla de clerto 11 
mite» la respuesta de la célula. lodas las células hlpe^ 
complejas poseen una orientacién para la cual la respues­
ta es maxima. Los perfiles de sensltlvldad con respecto 
a la orientacién son parecldos a los de las células sim­
ples y complejas (Henry et ait., 1.974a» 1.974b); la res 
puesta es maxima para la orientacién optima y decrece en for 
ma gauslana hasta llegar al nlvel de disparo espontaneo
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cuando se desvfa t 30 de la orientacién dptima. No exi^ 
te respuesta para un estimulo situado perpendicularmente 
al eje del campo.
Las células hlpercomplejaa de orden superior presen 
tan todss las caracteristicas mencionadas anterlormente 
y ademés responden a estimulos colocados en cualquicr - 
parte de su campo receptor, de una forma, anchura y Ion 
gitud especifica. Responden igualmcnte bien a estimulos 
orlentados tanto en la dlrecclén del ejo del campo como 
perpendlculares a ese ejo.
Ambaa claaes de células responden a estimulos quo se 
mueven, algunas de ellas mostrando preferencla a la dlrejc 
clén y sentldo del movimiento. Puden scr Impulsadas tanto 
por un ojo (Ipsalateral o contralateral) como por los dos, 
en un grado de domlnancla dlstlnta o Igual para cada uno 
de ellos.
Hubel y Wiesel (1.965) reglstran su existencia en 
las areas 18 y 19 de la corteza del gato, siendo mas abun 
dantes en el Area 18. Hubel y Wlosel (1.968) reglstran 
su existencia tambien en el area 17 de la corteza del ga­
to. Kelly y van Essen (1.974) conflrman la existencia de 
esta clase de células en el area 17 de la corteza del ga 
to, siendo mas abundantes en los niveles II y III.
Las células hlpercomplejaa pueden ser especificadas 
conoclendoi (i) la poslcién de su campo receptor en la 
retina; (11) la organizeclén de su campo; (111) la orlcn 
taclén; (Iv) la preferenda por la dlrecclén del movlmlen 
to; (v) el grado de domlnancla ocular. Los paiâmetros del 
estimulo que han de ser especifIcados para predeclr la -
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respuosta do estas células sont (i) la posiciân en ol 
campo receptor (zona excltadora y/o zona Inhibidora);
(11) la forma del estimulo; (111) su taraailo; (Iv) au 
orientacién; (v) dlrecclén y sentldo delmovimiento.
La comblnaclén de estos paramétrés orlglna los egi 
tlmulos ôptlmos o aquellos rasgoa del estimulo que las 
células detectan. En concreto:
a) bordes llmltados por un lado medlante un borde 
perpendicular al prlmero (esqulnas).
b) bordes llmltados por loa dos lados medlante dos 
bordes perpendlculares al prlmero (lengUetas).
c) barras de luz llmltados por los extremos superior 
e Inferior (rendljas de tamaéo especifIco).
d) barras obscuras llmltadas por los dos extremos 
(barras obscuras de tamafio especif Ico).
Estos estimulos han de estar adecuadamente situados 
en el campo con una orientacién determlnada (especlalmen 
te para HI).
Las clases registradaa por Hubel y Wiesel (1.965) es 
tan relacionadas con los estimulos optfmos menclonados 
con anterlorldadi
a) células actlvadas por esqulnas.
b) células actlvadas por lengUetas.
c) células actlvadas por rendljas de luz
d) células actlvadas por barras obscuras.
Algunos modclos propuestos para explicar las caraç 
terlstlcas enuncladas anterlormente son:
a) Hubel y Wiesel (1.965, 1968).
Las propiedades de las células de campo hipercomple 
jo de orden Inferior pueden explicarse si se asume que
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estas células reciben sus aferencias desde células comple 
Jas] algunas sinapsis son excitadoras y otras inhibldoras» 
Los modelos propuestos para loa diversos tipos de células 
hipercomplejas pueden verse en Hubel y Wiesel (1.965» p. 
28 0)« El input excitador es el output de una cdlula com­
ple ja con un campo receptor cuya posicién, orientacién y 
organizacién son.idénticas a las que posee la parte cen­
tral (excitadora o inhibidora) de la célula hipercompleja; 
los inputs inhibidores tiene un origen en células comply 
jas con las ni lamas caracteristicas de orientacién y orga 
nizacién pero cuyos campos receptores estan dcsplazados 
a uno y otro lado del campo complejo activador en la di- 
reccién de la orientacién éptima. Estos flancos inhibido 
res proporcionan las regiones antagonistas responsables 
de la sensibilidad de la célula a los estimulos llmltados 
en uno u otro sentido (ver figura 28),
Las células hipercomplejas de orden superior se con^ 
truyen a partir de cada modelo concreto de las hipercom 
plejas de orden inferior.
Evidentemente este modelo supone una alta especifi 
cidad de conexiones proporcionada por la organizacién 
columnar que se describiré mas adelante.
e.
figura 2d« Modelo de conexiones para una celula hipercom 
pleja (segûn Hubel y Wiesel, 1.965).
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b) Schiller et al, (1.976(1).
Las células de campo hipercomplejo pnrecen células 
de campo simple en alguna de sua caracteristicas. Sin - 
embargo, la situacién en las capas corticales es dife­
rente. Los mecanismos propuestos para la orientacién dan 
lugar tambien a la selecclén del tamado del estimulo.
c) Henry et al. (1.974).
El modelo para campos hipercomplejos es el mismo 
que el indicado para los campos simples (ver figura 16) 
con la caracterlstlca adiccional de que las zonas a uno 
y otro lado del centre de descarga son en este caso inhi 
bidoras. El mccanismo para la especificidad de orienta­
cién es cl mismo que el mécanisme para células de campo 
simple.
d) Sillito (1.977).
Los trabajos de Hubel y Wiesel no proporcionan ex- 
periencia directa en lo que se rofiere a la extensién espa_ 
cial y al posible grado do solapamiento de los componen- 
tes excitadores o inhibidores del campo receptor de las 
células hipercomplejas. Los rosultados obtenidos por 
llito (1.977) y Sillito y Vorsiani (1.977) en el area 
17 de la corteza del gato, conflrman las caracteristicas 
encontradas por Hubel y Wiesel relatives a la especificj. 
dad del estimulo en cuanto a longltud y a los inputs inhi 
bidores generados por la estimulacién de regiones perife 
ricas a la zona activadora del campo receptor. Sin embar 
go se introduce la posibilidad de que la preferencia en 
longltud puede estar determlnada por las propiedades pro 
cedentes del input excitador de la regién central (en el
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caso de un campo receptor de rendljas de déterminado t^ 
maRo),ya que la estlmulacldn simultanés del centro (Jun 
to con la de las regiones perifericas) es una precondie 
ci6n para el efecto inhibidor de la porifcria que preson 
tan estas células. De aqui que no exista una clara cliviéldn 
del campo receptor en zonas excitadoras e inhlbldoras 
para los campos de las células hipercomplejas de la capa 
superficial. Tambien parece existir un input inhibidor 
desde el centro del campo receptor. El modelo propuesto 
(ver figura 29) es similar al de Hubel y Wiesel pero su 
pone la existencia de una interncurona inhibidora que r^ 
cibe aferencias tanto del centro como de la periferio, 
ademaa del input directe excitador de una celula hiper­
comple ja de la capa V situada en la parte central. Los 
detalles de este modelo no serân incorporados a este tr^ 
bajo pero se tondrd on cucnta el alto grado de solapamien 
to encontrado entre las regiones inhibidoras y excitadora.
figura 29. Modelo de conexiones para explicar las caracte 
risticas del funcionamiento de las células hipercomplejas 
del nivel superficial (segûn Sillito, 1.977)«En A se mues 
tra el solapamiento de los campos; en B, las células hiper 




S.2.V.2. Formallzaclûn, Implementacién y funciona­
miento de las células hlpercomplejaa de or 
den inferior.
a) En general.
Sea lllj(x) la salida de la célula HI  ^para el patrén 






siendo C^(x) la salida de la i-ésima célula de campo corn 
plejo que hace sinapsis sobre 111^ ; 1=1,2,..«,n, n es el
numéro de células de C^ que inciden sobre HI^J Ej.» es el
peso de la sinapsis de la célula sobre HI.; es el
umbral de HI^.
Observer que las salidas Cj^ (x) se utilizan como corn 
ponentes del vector de input para HI^. Es decir, las cé 
lulas de campo complejo que inciden sobre HI^ se utilizan 
como coordenadas del cuarto espacio imagen. Tambien hay 
que decir que es la funcién realizada por una méquina
de cinco niveles para la cual el espacio original de pa­
trones es una regién limitada de la retina, precisamente
el campo receptor de, III y el nivel IV esté formado por
j
las células de campo complejo (ver figura 30). El soporte, 
S(HIj), es la regién de la retina de la que dcpende el - 
funcionamiento de HI^, es decir el campo receptor. Exis- 
ten tantas maquinas de niveles (de cinco)rcuantas HI^ exi^ 
tan.
1 6 g
Mr<MA m 'k k i I Afwti m
*iwi;) î i »  oi«i 11*) titi Hic*)
figura 3 0« La célula de campo hipercomplejo de orden infe
rior como una mâquina de cinco niveles. La parte rayada -
es S(HIj).
Los parémetros quo ea necesario precisar para HI  ^son: 
Eji, 0j , el ndmero de células de campo complejo que inci­
den sobre 111^  y la distancia entre dos células que en­
vian sus outputs a la misma HI y son sucesivas.
La implementacién y el funcionamiento seré estudiada 
para cada clase concrets,
b) En concreto.
(1) Células de campo hipercomplejo que detectan bor
des llmltados por un lado (esqulnas): HIESü..
 ^ »
Exlsten. como es obvio, cuatro tipos de esqulnas de
orientacién verticalt
A - esquina con luz a la izqulerda y limite abajo: ESQA.
B - esquina con luz a la dcrecha y limite abajo: ESQB.
Â








La celula registrada por Hubel y Wiesel (1.965} figuras 
8,9,10 y 11) y Hubel (1 .9 7 1) responde a una esquina del 
tipo E (considerando el campo con orientacién vertical).
Sea HIES^E (x) la respuesta de esa célula al patrén X - 
presentado en la retina.
HIESQEj(x)- > [e, |CDIj(x)+ CBIg(x)- 9 j] (52)
donde CBIj^ (x) y CBI^(x) son los campos complejos que de­
tectan bordes con parte luminosa a la izqulerda; fj.j = 1 
es el peso de la sinapsis de CBI^ sobre la célula hiper­
comple ja; es el peso de la sinapsis de CBI^ sobre
la misma celula; entonces * ^Oj^ i ya que basta con que 
un campo dispare 1 para que el valor de HIESQE^(x) sea 1.
Si se conservan los parémetros anterlores y la dis­
tancia entre los/ centros de CDI^ y CDI^ es igual a la Ion 
gitud de ambos campos, la implementacién es la représenta 
da en la figura 31. La implementacién para < los campos 
detectores de otros tipos de esquinas es similar.
C6I.
figura 31. Implementacién de HIESQE.
mEl estimulo dptlmo para esta célula es una esquina 
de tipo E de orientacién vertical» El funcionamiento del c 
campo puede obsorvarse en los casos partlculares que 






Aunque es un estimulo ade­
cuado su tamailo no es suf^ 
d e n t e  para hacer (x)-l.
El borde tiene el tamaiio ado 
cuado para hacer que el cam­








El borde es el estimulo o^- 
tlmo para este campo y esté 
adecuadamente situado.
HIESgE(x)“ l é 0 El borde que cae so 
bre Cj hace que el 
campo simple corres 
pondlente disparc 1.
B1 estimulo cayendo sobre la 
regién Inhibidora hace que 
C^(x) sea 1 é 0 en funcién 
del umbral del campo simple 
correspondlente. SI el um—  
bral es bajo,entonces C^(x)=l; 










La célula responde a la es­
quina correspondlente de E 
(oscura).El borde que cae 
sobre C^  hace que la célula 
compleja dispare ( puesto 
que es CDI(detector de 
bordes con llumlnaclén en 
la parte Izqulerda).Ademés 
puesto que C^tlene todo el 
campo llumlnado Cg(x)=0
El borde que cae sobre 
C hace que C^(x)"=0.El 
borde que cae sobre C 
hace que C (x) sea 1 o 
0 en funclon del umbral 
de las células de cam­
po simple.
Es necesario observer que los campos detectores de es­
qulnas cumplen en el cortex del gato la misma funcién que los 
detectores de bordes convexes en la retins de la rana(Hubel 
y Wiesel,1965).Se notaré ,por otra parte , que el funciona­
miento concreto de estas células deponde de umbral fIjado 
para las células de campo simple.
(ll)Células de campo hipercomplejo de orden inferior 
que detectan bordes llmltados por los dos lados 
(lengUetas):HIL^
Exlsten , como es obvlo,dos tipos de lengUetas llumi- 
nadas(a las que corresponden dos tipos de lengUetas oscuras): 
LengUetas cuyo borde vertical tiene llumlnada la parte 
Izqulerda:LI.
'mrmnrm




La célula reglstrada por Ilubol y Wlesel(1965>PP»247 
y sfits., figura» 12,13,14 ylS) détecta una lenglleta con la 
parte derecha iliimlnada(auponiendo que la orientacl6n del 
campo es vertical)»
La formalizacidn del funcionamlento de esta célula 
puede expresarso de la manera sigulonte iSea HILDj(x) la 
salida de la j-6alma célula de campo hipercomplejo para ol 
patron X.Entoncea:
IIILDj(x), i [ £j|CDD^(x)+ ti , CDD^(x)+ CBD^(x)-@jj
(5 3 )
donde CBD^ es el campo complejo corrcspondiente a la re- 
gldn centraljCnD^ y CBD^ los campos confplejoa latérales,to 
dos ellos dctectores de bordes con luza la derecha;f), : 1 
es el peso de la sinnpsis de CDÜ^ sobre 11110^ ; es el
peso de la sinapsis de CDU^; , el de la sinapsis de
CBD^; entoncos 0 < 9 j  < 1 .
Si se conservan los pardmetros antcriores,la Imple-





figura 52.Implementacidn de una célula de campo hipejr 
complsjo que détecta lengtletas con su borde vertical ilumi- 
nado en la parte derecha.
El estimulo dptimo para esta célula es una lengUeta 
cuyo borde vertical tiene la parte derecha iluminada.
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Para llustrar el funcionamlento de esta célula se 
considéra el eapacio de patrones para IIILD. Este espaclo 
no es el espaclo original sino el cuarto espaclo Imagen 
cuyas coordenadas son CDU , CDU , CDU . Los vdrtices 
del hlpercubo formado en este espaclo Imagen son los po- 
slbles patrones de Input para IIILD. A su vez ,la célula 
Implementa un hlperplano (rpresentado en la figura 33) 




figura 33« Funclonamlonto de la célula HÏLD^.La flécha 
seDala el lado positive del hlperplano.
Como puede obscrvarse ol ânlco patrén de input para 
el cuàl la célula responde 1 es (1,0 ,0), es decir,aquel 
que hace disparar laila parte central y 0 a las partes là 
terales.Algunos cases pormenorlzados se presentan a con- 
tlnuacién.Los parémetros utlllzados son los resedados 
mas arrlba.Comparar,también , el funcionamlento de esta 
célula artificial con el de la célula del mismo tipo re- 
gistrada por Hubel y Wiesel(1965).
Case 1 :
C (x)=l d (x)--l.SO HILD^(x)=0
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Todas las célula* de campo complejo responden 1 ya 
que astimulos éptimos caen sobre sua campos(bordes llu-. 
mlnados en la parte derecha)«Los campos latérales Inhi­
be» el érca central.
Caso 2
;C,(x)-0




Sdlo dispara 1 puesto que sobre ella cae un est!— 








La célula compleja que tlene su campo en la réglén 
central dispara 1 puesto que esté actlvada por un borde 
adecuado.Cg y C^ responden 1 é 0 en funclén del urabral de 
las células de campo simple que constltuycn los campos corn 
plejos. SI el umbral es alto entonces C^(x) y C^(x) res­
ponden 0;si el umbral es bajo en tonces émbas células re^ 
onden 1 
Caso 4
p e Inhlben la respuesta de la célula C^.
■
C2(x)-1
C^(x)=l dj(x)— 0.50 HILDj(x)=*0 
C^(x)-=0
La célula C^lnhibe el dlsparo de C^ puesto que para 




Cj(x)“ l dj(x)-0.50 
C^(x)-0
Es el caso resedado en 2.El estimulo presentado es 






Puesto que C^ y C^ Tlenen todo su campo iluminado 
eu dlsparo es O.El borde es detectado por (puesto que 
es CBD)y de ahl su funcionamlento.
Caso 7 :
C2(x)-=0 é 1
Cj(x)=0 é 1 dj(x)« 
Cj(x)-0
-0.50
-1.50 HILD (x)“0 é 1 
0.50 ^
Como en el caso 3 el funcionamlento depends del um­
bral de las células de campo simple que componen los cam 
pos complejos.Decldldo el umbral el funcionamlento de la 
célula es univoco.
Por tanto es necesarlo fljar prevlamente el umbral 
de las células de campo simple.
Medlante esta formulaclén las lengtletas de las dos 
clases son separables llnealmcnte;medlante una méqulna 
de nlveles se resuelve el problems que una estructura de 
un nlvel no puede resolver(llawklns,1969).
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(lll)CÉlulas de cnmpo hipercomplejo que detectan 
barras o rectdnguloa lumlnosos(rendijas) de 
un tamado determlnado
Corresponden a las células registradas por Hubel y 
Wiesel (1965,p.250 y sgta.,figuras 16,17 y l8) situados 
sus campos en orientacién vertical.
Sea HIRj(x) la salida de la ctlula j para el patrén 
X.Entonces!
HIRj(x). i [£-.,CRj(x)+ CR^(x)+ tj., CR^ (x) - ( 54)
donde CR^,CRg,CR^ son células complejas detectores 
de rendijas o barras do luz; ,: 1 es ol peso de la si­
napsis de CRj sobre IIIR^  j el de la sinapsis de
CRgi fj-i *“tj el do la sinapsis de CR^; entonces .
Si se mantienen los parémetros anterlores la imple- 
mentacién de IIIR^  esté representada on la figura 34>Ys se 
ha indicado que para SlLlito(l977)las células de campo corn 
piejo situadas en los flancos solapan sus campos con CR^.
Es decir,la distancia entre la rcgién central y una ré­
glé n lateral es menor que la anchiira de uno de los cam­
pes.Esa distancia se usaré en la simulacién ;ahora,la rè 
presentacién siguo a Hubel y Wiesel (1965).
CB,
O-e
Figura 34.Implementacién de una célula de campo hiper 
complejo que détecta barras luminosas en los estimules.
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El estimulo 6ptiino es una barra de luz(rendija) ade- 
cuadamento sltuada,de orientacién vertical y con una Ion-' 
gltud determlnada.El funcionamlento de esta célula es pa- 
recldo al de la célula conslderada anterlormente.HIRj reja 
llza un hlperplano en ol espaclo Imagen cuyas coordenadas 
son CjjC^jC^.El dnlco patrén de Inputs al que la célula 
responde 1 es (1,0,0).Algunos casos se presentan a contl- 







El estimulo éptlmo es preclsamente el conslderado en 
este caso.Las células do los flancos latérales no respon 







La rendlja pénétra en C^ por lo que esa célula Inh^ 
be la célula excltadora de la reglén central.
Caso 3*
d^(x)=-1.50 HIRj(x)-0
La rendlja cae en todo el campo receptor,activa las 




La rendija invade las regionea Inhlbidoras pero no
en grado suflclonte para hacer quo el dlsparo de y 
sea 1,dependiendo del umbral.De todos modes pucde dise- 
darse una miquina estricta tal que en cuanto la rendija 
penetre en las zonaa latérales las células correspondien 
tes inhiban a y IIIR^(x)-0 en este caso.
Caso 5*




dj(x)- -1.50 HIRj(x)- 1 6  0
La rendija invade los flancos latérales.Dcpende del 
umbral de las células de campo simple que cl dispare de 
C^ y C^ sea 0 6 1 .Esta ambigttedad en el disparo de HIR^ 
se plantea s61o teéricamento ya que fijado el umbral de 




'C^(x)»l dj(x)*=0. SO HIRj(x)'
C^(x)»0
Las zonas latérales estén totalmente iluminadas por 
lo que S^(x)v=0 y por tanto el disparo de C^ y C^es igual 
a 0.
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(Iv)células de campo hipercomplejo que detectan 
barras oscuras de tamaHo determlnadolHIB^ 
Corresponde a la célula registrada por Hubel y Wie 
sel(19 65,p.251.figura l9)considerando el campo de orien­
tacién vertical.Sea IIIDj(x) la salida de la célula para 
el patrén. X t
HIBj(x)- 1 [t-,Cnj(x)+ fj,,CBj(x)+ f,., CD^ (x)-»jl (55)
donde CB^,CB^,CO^son células de campo complejo detectores 
de barras oscuras; fj.j -1, fi t “-1, “-1 y,por tanto,
0< 1.Si se mantienen estes parémetros la Implementa­







figura 3 5.Implementacién de una célula HI detector de 
barras oscuras.
El estimulo éptimo para esta célula es una barra rec­
tangular oscura,adecuadamente situada ,de orientacién ver­
tical y con una longitud déterminada.
El funcionamlento de esta célula es parecido al de 
las células HI consideradas con antcriorldad.HlB^ realiza 
un hlperplano en el espaclo imagen cuyas coordenadas son 
CBj,CB^,CB^ .El ûnico vector de input para el que HIBj(X)=l 
es (1,0 ,0 ).Se omiten los detalles del funcionamlento pues- 
que es similar al de HIR sin més que considerar barras en 
lugar de rendijas.
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4<2.VI.Formalizaclén,Implementacién y funcionamien- 
to (le laa células de campo hipercomplejo de 
orden superior lilS^
a),en general;
Las células IIS rociben sus aferencias de las células
III situadas adecuadamente y que pertenecen a un tipo simi
lar.En general:
H S j ( x ) “  ).[dj(x)] 
donde %
n
d.(x)= Z  M.;HI (x)- « , (56)
j u, “ 1 J
siendo d^ la funcién discriminante lineal;lil^(x) es la 
salida de la i-ésima célula III que incide sobre HS^; 
es el peso de la sinapsis de III^  con IIS^  es el um­
bral corrcspondiente a IIS^ .
Los parémetros que hay que precisar son: ,el
nûmero de células HI que inciden sobre cada IIS y la dis­
tancia entre los centres de dos III sucesivas.
Las salidas de III^  se utilizan como componentes del 
vector de input para IIS^  que es una funcién realizada por 
una méquina de seis niveles(figura 37).S(IIS^ ) es la re- 
gién de la retina de la que depende su funcionamlento,es 
decir, el campo receptor do IIS j. Las células IIS se consi- 
deran en este trabajo como la méquina que calcula los pre 
dicados parciales de un perceptrén de diémetro limltado. 
Cada y; (cada HS^(x))es calculada desde una regién de la 
retina.El concepto de "maquinaria cortical"(Hubel y Wiesel, 
1977),que se presentaré mas adelante,posibilita la iden- 
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Figura 37.Implementacién de HS^por una l-mdquina de 
seia nivoles.
b)en concrete.
(i)Célula lis que détecta esquinas con dos orientacio 
nos( 0° y 90°) I IISESQ^
Corresponde a la célula rogistada por Hubel y Wiesel 
(l96S,p.253 y sgts,.figuras 21 y 22).El mécanisme més 
simple propuesto por los autores anterlores para explicar 
la orientacién dual de esta célula incluye la convergencia 
sobre HSESQ de dos células 111 que tienen sus centres receg 
tores con ojes perpcndiculares entre si.
En la formaiizacién se introduce la interneurona 
que recibc sus inputs dt las III
% ° ( x ) =  i  [ I I IE S Q ® (x )+  I I I E S Q ° ( x ) - e ]  
0 < 6 < 1
K?°(x)» X [ HIESQ^°(x)+IIIESÜ2°(x)-e]
(57)
(58)
son campos cuyas orientaciones son
0° y 90°respectivamente. Entonces:
HSESQj(x): A [«j,,1i“(x)+ lli.i ’r ’“(x )- 6 jjgl (59)
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Si entoncos 0 / 6 < 1.
Si se mantienen estes parümetros la implementacién 
de USESQj esté representada en la figura 33.Cs muy lab£ 
rioso especil’icar cases del funcionamlento de esta célu 
la como se ha^ lieclio en células inferiores en la jerar—  
quia.Para K  ^  ol funcionamlento dépende de patrén de in 
put compuesto por las salidas de las III^  J igtial suce- 
de para . El funcionamlento general esté represen-,.
tado en la figura 39.En el apartado 6 IISESQ^  se formall 
zaré de tal modo que responds 1 si y sélo si existe una 
esquina en su campo receptor por lo que se recoge la —  




figura 38.Implementacién de una célula HS que détecta
O o












figura 39.Funcionamlento de HSESQj,en general, a par­
tir del funcionamlento de los nlveles anterlores.
(il)Célula de campo hipercomplejo de orden superior 
que détecta lengtletas con dos orientaciones(0° 
y 90°)iHSLj.
Corresponde a la célula registrada por Hubel y Wiesel 
(1965,p. 255 y sgts.).No existe ninguna divisién en su cam­
po entre éreas excitadoras e inhlbidoras puesto que respon 
de a la prescncia del estimulo en toio su campo.de modo que 
parece que se ha generalizado la propiedad del campo rece£ 
tor para detcctar el estimulo éptimo en la direccién del 
eje de orientacién del campo y a la vez 90° desviado del 
eje de orientacién.Estas propiedades pueden explicarse su- 
poniendo la convergencia de muchas células HI en la célula 
HS(Hubel y Wlesel, 1965),células que difieren en la posi- 
cién exacta de sus campos en la retina.
ISO




"K ^  y "R la formallzaclén es la slgulen




HSLj(x)* % s J  <“ >
donde "il 0 ‘ eIISL 1.
1, 9j^ ^^ *G.50 y n“ 3, la Implementacién
"i l -1 y 
SI rtj.î
de esta célula esté representada en la flf^ra 40.El esti­
mulo éptlmo es una IcnRtIota prosontada en cualquler parte 
del campo en poslclén horizontal o vertical.Para el
funcionamlento depende de HI^^; Igual sucede para El
funcionamlento general esté representado en la figura 41• 
utillzando los parémetros empleados en la Implementacién. 
En la simulacién IISL^se formallzaré de tal modo que res­
ponds 1 slempre que exista una lengUeta(sea cual sea la 










Figura 40.Implementacién de una célula HS que détecta






Figura 41» Funcionamlento de IISL^  a partir del fun- 
cionamiento dél nivel anterior.
(iii)Células lis que detectan rendijasiltSR^
Células IIS que detectan barras t MSB j 
La formaiizacién e implementacién sc lleva a cabo te- 
niendo en cuenta que las células III inciden sobre las cé­
lulas HS del mismo tipo sin otra diferencia que su dispo- 
sicién en la regién retineana.Las células HSR y HSB tienen 
por misién detectar cualquier rendija o barra de tamaüo de 
terminado situada en cualquier lugar del campo.
Aqul se ha tratado de implementacién formai.Pues bien, 
Muller y Taylor(l973) diseflan con componentes electrénicos 
un sistema que realiza campos complejos e hipercomplejos 
muy similar al utilizado aqui.No sélo es posible, por tab 
to ,1a implementacién formai sino también la realizacién 
efectiva de modo fisico.
Por ûltimo, es necesario seilalar que el detector de 
rasgos propuesto consta de cuatro t^ pos de células HS,a 
sabers HSESÜ,HSL,HSB,HSR.
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S.3« Maquinaria cortical (columnas e hipercolumnas) y mo
(Iclo total del selector do raagos.
Hasta aqul so han formalizado los diverses tipos de 
células indopondientenionio de su posicién en cl sistema, 
es decir, se han considorado laa células aislndamente. En 
este apartado se describe la base nuurofisiolôgica que — 
permite establecor el sistema total del selector do ras­
gos.
Existe abundanto ovidencia oxpericmcntnl (Hubel y 
Wiesel, 1.962, 1.965, 1.968, 1.974a, 1.977) de que las cé 
lulas del sistema visual, como las de otras partes de la 
corteza, no estan dispersas al azar sino que tienden a - 
agruparsc segun ciertas caracterlsticas y la mis évidente 
de las cuéles es la posicién de su campo en la retina (ce 
lulas cuyos campos son vecinos en la retina se encuontran 
proximas on el cortex). Existen, sin embargo, otros ciite 
rios de agrupacién de las células, en concrete, por la - 
orientacién de su campo receptor (gato y mono),por la do­
mina ncia ocular y por la preferencia a la direccién y sen 
tido del movimiento (mono). En el cortex visual del gato 
las células cuyos campos receptores estén situados en una 
misma regién de la retina y tienen una orientacién comén 
tienden a cstar agrupadas en un sistema que sc dispone per 
pendicularmento a los nlveles corticales desde la superf^ 
cie a la materia blanca. Este sistema se llama columns.
Las células de una misma columna tienen sus campos recepto 
res en una misma région de la retina aunque sus campos no 
coinciden sino que se solapan de una manera irregular y —
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tienen la misma orientacién. La disposicién de las celu 
las del cortex visual on columnas de orientacién ha sido 
encontrada en las «(reas 17, 18 y 19 del cortex del gato 
y en el drea 17 del mono (Hubel y Wiesel, 1.965, 1.968). 
Por tanto, el cortex visual esta subdividido en rcgiones 
discretas, verticales, que sirven a una déterminada re­
gion de la retina. La columna lojos de scr un simple agr^ 
gado de células se configura como "la unidad dinâmica y 
funcional del cortex" (Ilubol y Wiesel, 1.965, p.285) den 
tro de la cual las células de camposimple envian sus sg 
dales a las células de campo complejo y estas a las de 
campo hipercomplejo. Do aqu£ que las conexiones dentro - 
de una columna sean altamente especificas. Por otra par 
te, en las columnas de orientacién las células se dife- 
rencian en los detalles de la organizacién de sus campos, 
en la dominancia ocular, y,hasta cierto punto, en la po 
sicién exacta de sus campos en la regién de la retina.
La forma, dimcnsiones y ordcnacién de las columnas 
han sido estudiadas sobre todo en el area 17 de la corte 
za del mono (Ilubol y Wiesel, 1.968, 1.974a, 1.974b). Los 
resultados pueden aplicarse a las areas 17 y 18 de la cor 
teza del gato en lo que respecta a las columnas de orien­
tacién (Hubel y Wiesel, 1.974a, 1.977). En concrete, las 
columnas de orientacién no tienen forma cilindrica o de 
pilar sino de losas o laminas paralelas dispuestas una 
junto a otra y perpcndiculares a los niveles de la corte 
za. La anchura de cada una de estas la^ minas es de 20 a 
50 |um . Las columnas de orientacién no se encuentran - 
dispersas ^no dispuestas ordenadamente de modo que cuan
mdo un electrodo penutra horlzontalmcnte y avanza do mode 
prbgresivo encuentra secuenclas regulares do cambios en 
la. orlontacldn tanto on sciitldo poaltlvo como negativo.
Es decir, se encuentran cambios pcqucflos en la orienta— 
cldn do alredcdor do 9° a 10° por avances progreslvos 
del electrodo para In orlentacldn de los campos de las 
células que se reglstran en una reglén dada de la retina. 
Asl pues, una reglén de la retina esté representada una 
y otra vez, prlmero en una columna de orientacién dete^ 
mlnada, despuds en otra y asl suceslvamente. Para cada 
région existen aproxlmadamente de 18 a 20 columnas de — 
orientacién sin que ninguna de ellas sea prédominante. 
Cuando el electrodo avanza aproxlmadamcnte^llmm se rcgls 
tran secuenclas de cambios de 180°. Hubel y Wlesel (1.974a, 
1.977) extlendon cl concepto de columna para considerar 
el conjunto de columnas de orientacién que componen un 
clclo de 180° para una misma reglén de la retina. A ese 
conjunto de columnas se llama lilpercolumna (ver figura
42). SHrcfttfcif
10"
figura 42. Hlpercolumna que process la Informaclén de una 
reglén de la retina (ejes x o y). Se muestran las columnas 
de orientacién (de 90° a 0° y a 90°) y las columnas de do­
minancia ocular (D, ojo derecho; I, ojo Izqulerdo).Segûn 
Hubel y Wiesel.(1.977).
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Ifna hlpercolumna anallza,por tanto, una determlnada 
région de la retina para todaa laa orientaciones posibles 
en el cortex. Tienen unaa dlmenslones de aproxlmadamente 
2x2mm. En ese bloqua del cortex se encuentra toda la ma­
quinaria cerebral précisa para procesar las formas que d£ 
tectan laa células de las columnas en todas las orienta­
ciones y para esa reglén determlnada de la retina. Estes 
bloques tienen dlmenslones uniformes en todas las reglo-
ncs del area 17 de la corteza del mono. Existen, por tan-
2
to,de 300 a 400 bloques en uns region de 1 .3 0 0 a 1.400mm « 
Con este sistema el cortex puede tratar problemss multicU. 
menslonales medlante uns superficie de dos dlmenslones - 
-en ] este caso, très variables independlentesl dos de 
la poslclén retineana y una de la orientacién. Esta maqul 
narla cortical es el primer paso para el procesamiento de 
la Informaclén visual y neceslta envlar su Informaclén a 
reglones superlores del cortex (Hubel y Wlesel, 1.977).
La percepclén de la forma no pucde tencr lugar en el area 
17 puesto que cada hlpercolumna se limita a anallzàr una 
region dada de la retina; las hlpercolumna s son los blo­
ques necesarlos para la percepclén (Hubel y Wlesel, 1.977)« 
En otro lugar de este trabajo se ha cornentado el hecho de 
que las células do estes nlveles no pueden ser considera­
das como detectores de formas con slgnlfIcado ("detecto­
res de Ifneas rectas") puesto que lo que detectan es la 
orientacién de un scgmento déterminado. Para detectar 
una Ifnea recta como tal se neceslta la exlstcncla de cé­
lulas que reclban el Input desde poblaclones de células - 
del area 17. "No se conoce si tal célula existe" (Hubel y 
Wiesel, 1.977, p.43).
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Del trabajo do Hubel y Wlesel (1.977) referldo a la 
orientacién columnar y la maquinaria cortical, que ha 
do resumldo mas arrlba, hay que destacar los puntos sl- 
gulentes: (1) el orden de la arqultoctura funcional (or 
don en la disposicién de columnas e hipercolumnas) y la 
especlflcidad de conexiones dentro de cada columna) (11) 
la hlpercolumna contleno la maquinaria cerebral que pr£ 
cesa la Informaclén de una determlnada reglén de la re­
tina; (ill) la necesldad del procesamiento de la Infor­
maclén mas alld de las celulas hipercomplejas de orden 
superior.
Los puntos cltados anteriormente permlteni (1) ju^ 
tlficar la alta especlflcidad de conexiones que neceslta 
la construcclén do las células de los dlversos campos sje 
gân han sido formallzadas en este trabajo; (11) la cons^ 
deracién de la célula de campo hipercomplejo de orden su 
perlor como mdqulna que realiza una funcién que depende 
de un area 1imitada de la retina, puesto que cada célula 
pertenece a la columna de una hlpercolumna y su campo re 
ceptor queda dentro de la rcgién (campo agregado o total) 
servlda por la hlpercolumna corrcspondiente; (111) postu 
lar la exlstencla de células que reclben sus aferenclas 
de las hipercomplejas superlores y que constltuycn las 
celulas de claslfIcaclén para formas déterminadas.
Cada hlpercolumna slrve a una région de la retina que 
no es ni tan pequetia que no Informe de aspectos relevantes 
del estimulo ni tan grande que abarque todo el campo vi­
sual (Hubel y Wiesel, 1.977). Esa reglén tlene dlmenslones 
variables segdn se desplaza el electrodo desde hlpercolum-
IS?
nas que sirven al centre hacla hipercolumnas que sirven 
a la perlferla, alendo menor en el centre que en la péri 
ferla de la retina. Esta reglén so donomlna campo agrega 
do o campo total (agregate field) y es aquella reglén en 
la que se agrupan todos los campos de laa células (de la 
misma orientacién) que se encuentran en una penetraclén 
vertical (Hubel y Wlesel, 1.977, p.13). Los campos recc£ 
tores estén, dé hccho, solapados y en ellos no hay solo 
varlaclén en tamailo sino taroblen dlsperslén en esa reglén 
concrets de la retins. El campo agregado crece con la 
distancia a la févea pero se mantlene confinado a una re 
glén de dlametro limltado (ver figura 9 de Hubel y Wlesel, 
1.977, p.16). Las células hipercomplejas de orden superior 
perteneclentes a la hlpercolumna que slrve a un campo — 
agregado tienen sus campos dentro de esa reglén de la r^ 
tlna. De ahl que cada célula depends de una reglén de dl^ 
métro limltado. Esto es vélldo para todas las hipercolum­
nas. Conslderando como soporte el campo agregado mayor 
exlstente en la retina, cada HS puede conslderarse como 
las f funclonos parciales de un perceptrén de diémetro 
limltado y tal que!
dlametro de S(HS)— diémetro del campo agregado mayor 
exlstente en la retina.
En el apartado 6 se considéra S(HS) 6 axb y de cuya re­
glén deponde HS. Esto puede hacerse sin pérdlda de genera 
lldad. Recordar que a su vez HS es Implementada por una mé 
qulna de sels nlveles; pero ello es Indlferente para la - 
conslderaclén de HS como predlcados parciales de un per­
ceptrén, ya que la forma de calculer yj no afecta para na 
da la estructura del perceptrén.(ver 3*1.1) ni al teorema 
expuesto en el apartado 3.4.
1S8
El concepto de Iilpercolumna permite ostablecer un 
modelo Integrado del selector de rasgos al modo repre­
sentado en la figura 43» para un caso particular, y que 
puede descrlblrse de la manera sigulentct la retina esté 
dividida en reglones que difieren en tamaKo segdn su dl^ 
tancla al area central. Cada reglén de la retina esté —  
servlda por una hlpercolumna en la que existen de 18 a 
20 columnas de orientacién. Puesto que en esto trabajo 
se considéran formas présentadas vertlcalmente se 1ns1^ 
te sôlo en las columnas de orientacién vertical. Pues bien, 
en cada una de estas columnas existen, en este modelo, 
cuatro clases de celulas hipercomplejas superlores (HSB, 
HSR, HSESQ, HSL) cada una de las cuales, segdn se ha conja 
truldo anterlormente, es una L-mâqulna y cuya funcién es 
detectar la presencla en el campo agregado (o reglén reti 
neana llmltada) corrcspondiente de cstlmulos con barras, 
rendijas, esquinas y Icnguctas cualqulera que sea su po­
slclén y la dlstrlbuclén de la luz. Cada una de ellas es 
una de las Y» éel perceptrén postulado. De modo que pa^  
ra cada hlpercolumna se conslderanaqul cuatro salidas pro 
cedentes de las hipercomplejas superlores. La presenta­
cién de una figura on la retina os anallzada en las dlver 
sas reglones por las hipercolumnas correspondlentes y da 
lugar a un vector de salida cuyos componentes son las s^ 
lldas en las cuatro clases de HS para cada una de las co 
lumnas de orientacién vertical. En el apartado 6 (slmula^  
clén) se han de fljar el numéro de reglones con lo cual 
se flja el ndmero de salidas del selector de rasgos. El 
mécanisme aqul descrlto (Innato o adqulrldo en la primera 
epoca en procesos de Interacclén con el amblente) no cam
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bla con el aprendlzaje poatcrlor (llubel y Wiesel, 1.977)
1
0
figura 43* En A se ha representado la retina dividida en 
cuatro regionea (iguales) servldaa por otras tantas hiper 
columnas. En D se muestran laa hipercolumnas en las que 
solo se han representado las columnas de orientacidn ver­
tical (O**). En cada una de ellas se representan las cuatro 
salidas de las celulas hipercomplejas superlores. El vec­
tor de salida para cualquier figura presentada en la retl. 




Existe evidencia experimental de la presencia de ce 
lulas en el gyrus suprasilviano de la corteza del gato 
que reciben sus aferenclas del drea 17 y cuyas caracte- 
riaticas permlten considerarles como posibles gestoras 
de la funcién de claslficaclén en el modelo que se propo 
ne. Parece bien fundarountada la afirmacién de que la per 
cepci'on (discriminacién y reconocimlento)de la forma no 
se realiza en ol area 17 del mono y d’reas 17, 18 y 19 del 
gato sino que se efectua en otras areas corticales. Hu­
bel y Wiesel (1.965) registran que el ârea 17 del cortex 
del gato envia sus scilales a très rcgiones locallzadas 
del cortex: a las dreas IS y 19 y al area que ocupa la 
posicién lateral del gyrus suprasilviano que incluye el 
area de Clare-Bishop. Para estos autores existe poca evl 
dencia de que el analisis de formas sea llevado a cabo 
ûltlmamente en esta regién. Sin embargo el gyrus supra- 
silviano posterior es conslderado tanto desde el punto 
de vista fisiolégico (Markuszka, 1.978) como comportamen 
tal (Campbell, 1.978) como una regién analoga al cortex 
inferotemporal del mono el cual "jucga un papel ûnico e 
integrador en ol roconoclmlento de patrones" (Gross et 
al.., 1.974, p.2 3 0) slgnlficando con ello que esa regién 
se ocupa de la deteccién de rasgos del estimulo, de la 
sintesls de esos rasgos en el espaclo y en el tiempo e 
integracién de los movimientos del ojo y del cuerpo y 
del almacenamiento y recuperaclén de la informaclén vi 
suai. Efectivamente, Markuszka (1.978) indica que las
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células del gyrus suprasilviano posterior tienen exclu- 
sivamente propiedades visuales, grandes campos recepto­
res que incluyen la regién central y los parémetros del 
estimulo para los cuales la respuesta de la celula varia 
son los comunes en las células de las areas 17, 18 y 1 9; 
aunque, en general las unldades tienen rasgos disparado 
res muy especificos como la sombra de la mano del experl 
mentador o la silueta de su cabeza (Markuszka, 1.978,p.155)< 
Este autor concluye quo ol cortex suprasilviano puede de 
sempeilar una funcién analoga a la otorgnda por Gross et 
alt (1.974) al cortex infero temporal del mono. Por otra 
parte, Campbell (1.978) comprueba expcrimentalmente que 
las reglones del cortex temporal posterior (idéntica al 
area explorada por Markuszka; ver figura 2 de Campbell y 
figura 1 de Markuszka) van acompadados de un deficit seve 
ro en el aprendlzaje de discriminacién de patrones conside 
rando que las evidencias tanto anatéroicas como fisiolégica 
y comportamental sugieren que el cortex temporal posterior 
del gato es similar en cuanto a sus funciones al cortex 
inferotemporal del mono. Situar, por tanto, en el cortex 
suprasilviano posterior las posibles celulas clasificado 
ras no es una asuncién demasiado arriesgada. No obstante, 
se evidencia la necesldad de esas células aunque la inves 
tigacién mas avanzada demuostre que este area no es el fi. 
nal en el proceso de reconocimiento de patrones.
5.4.2. Vectores de input y clasificacién.
Las células HS envian sus outputs a las células cia 
sificadoras. Cada forma o patrén presentado en la retina 
produce un vector x^^^V'=(HS^(x),HS^(x),HS^(x)...) cuyos
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componentes son las salidas de las célulaa hipercomplejas 
superlores del selector de rasgos. Cada forma es un punto 
en un espaclo de rasgos de n dimensionea cuyas coordena­
das son las células IIS. La célula clasificadora impiemen 
ta, por tanto,la funcién que asigna a cada punto del es- 
pacio de rasgos el valor 1 é 0. Este valor depende de que 
la forma presentada en la retina pertenozca o no a la fa- 
milia F definida por la propiedad F'.
f: HS^xllSgX...xllS^  -+ (o,l\
donde HS^, IIS^ ... son las células detectoras de rasgos e^
peciffcos. Puesto que las células claslficadoras son tam-
bien TLU, la funcién f es preclsamente ,donde F es la 
familia de formas definidas por la propiedad P. Por tanto
la expresién (26) adopta la forma sigulente:
y'p(x)=>[^| «pd)HS^(x)- epl (63)
donde HS^(x) es la salida de HS^ para el patrén X.
Haciendo x^^^'=V'-(IIS^ (x) ,HS^(x),... ,IlS^ (x) ) y 
Wp"'( '^ F n'" ® F^^“ expresién (6 3)se trans­
forma en:
y'p(x)- XtWp^l (64)
donde es el vector de pesos para la familia F(cada fami 
lia posee un vector de pesos) y 9=ic^ ^^ es el vector de sali 
da del selector de rasgos para el patrén X(aumentado).
Puesto que la célula que realiza es una TLU y HS^(x)
son funciones calculadas no importa cémo, el sistema tie 
ne la estructura de un perceptrén (ademis de ser una maqu^ 
na de siete niveles) y puesto que HS^(x) depende de una re
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gi6n llialtada de la retina (su cnmpo receptor incluldo en 
el campo agregado de la lilperoolumna correspond!ente) en- 
tonces es rcnlizado por un percoptrdn de diametro 1^
mitado que Impleiaonta en el espaclo de rasgos un hiperpla 
no. Las salIdas de las c£lulas clasifIcadoras son los valo 
res de (x) que Indican la ausencia o presencia en la -
figura presentada en la retina de la propiedad P quo defi­
ne la familia F. La representacidn de este sistema puede 
verse en la figura 44.
i!
• y',!''
figura 44. Conexionos de las salidas liS^ (ic) con las célu 
las clasificadora^(se han dibujado dos de ellas)
En cada situacidn de reconocimiento y por tanto de 
clasificacidn existe una célula que emite una sellai equi 
valente para aquellos patrones pertenecientes a la misma 
clase, distinta de la sellai que emite para patrones perte 
necientes a otras. As£ como el selector de rasgos permanece 
invariable en caso de aprendizajc, el clasificador puede 
cambiar tanto en las conexiones como en la fuerza de esas 
conexiones. Para cada situacidn de clasificacidn existe 
una célula o grupo de cêlulas. Existen células que impie
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mentan y'cuADIiABO’^ïtECTXNGULO’ '^CIKCULO’ '^TKIANGULO'**CONVEXO' 
con lo quo una forma presentada en la retina tiene sal^
das en cada una de esas catégorisa. Ahora bien, estas ca
tegorias no existen de modo innato sino que son adquiri-
das en un proceso de aprendizaje quo establece conexiones
nuevas y hace variar el peso o fuerza de las sinapsis. De
aqui que sea necesario considerar el proceso de aprendiz^
je en el clasifleader.
5.4.3 . Aprendizaje.
El modelo propuesto tiene, como todo perceptrdn, ca 
pacidad para aprender. La forma de calculer llS(x) es in 
modificable, pero no lo son, una vez establecidas las co­
nexiones, los pesos de lœ sinapsis que las células hiper- 
complejas efectuan en las células clasificadoras y que 
vienen expresados, para cada propiedad, por los componen- 
tes del vector W . El sistema tiene capacidad para aprender 
a reconocer patrones de una clase dada, (ea decir, ca pa ci 
dad para encontrar ff) de modo anâlogo a los sistemas natu 
rales (animales) que rcalizan clasificaciones en los pa­
trones que se les presentan. La asuncién bésica (ya Indl- 
cada en el apartado 4.2.7) es que el modo de aprendizaje 
del sistema artificial es analogo al sistema correspon- 
dlente en el animal, es decir,el modo como el gato apren 
de a elicitar una sodal neural equivalents para patrones 
équivalentes. El sistema artificial no solo ha de discri 
minar patrones (puesto que para dos vectores, salvo que 
sean idéntlcos, siempre existe un hiperplano que los sepa 
ra) sino tambien clasifica, es decir, generaliza la res-
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pueata a patrones équivalentes. Dada una tarea, recono 
cer las formas F con la propiedad P, el proceso de apren 
dlzaje Intenta encontrar un vector de pesos de las slnajg 
sis, 'ft, que clasifique las formas, es decir, que prodqz- 
ca la salida 1 para las formas presentadas en la retina 
y que tengan la propiedad P) y 0, para las formas presen 
tadas que carezcan de esa propiedad.
5.5. Predlccién experimental.
Hasta aqui se ha presentado un modelo tedrico del 
mecanismo que se ocupa del reconocimiento de patrones.
Este modelo esté fundado en hallazgos neurofisioldgicos 
de las dos ultimas decadas. El modelo ha de reconocer 
aquellos patrones que son reconocidos por el gato; ha de 
ser capaz de aprender aquellas tareas de reconocimiento 
de formas que el animal es capaz de realizar. For tanto 
para su verificacién, es necesario emitir alguna prediccién 
experimental. En concrete: La estructura del mecanismo 
se ha hipotetizado que es un perceptrén de diametro lim^ 
tado. De aeuerdo con lo resedado en el apartado 3.4.2 - 
ese perceptrdn no puede calculer • Es decir,
aûn con un proceso de aprendizaje el modelo no puede cia 
sificar correctameiite figuras conexas y no conexas. Dicho 
de otro modo, puesto que se ha demostrado que las figuras 
conexas/no conexas no son separables linealmente, tampoco 
por aprendizaje se puede encontrar un vector de pesos que 
efectivamente les séparé, puesto que el teorema de conver 
gencla de los procesos de reforzamiento asegura la exis-
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tencla del vector de pesos si y aélo.si los conjuntos son 
separables linealmente (ver 3*6). Si el sistema artificial 
es un modelo adecuado del mecanismo que utiliza el gato pa 
ra reconocer patrones yisuales presentados verticalmento 
entonces el animal no puede, en un experimento de discri- 
minacién aprender a clasificar correctamente figuras conjs 
xas y no conexas. Mediante el teorema expuesto en 3*4.2 
se puede realizar una predicciân tedrica posible de verl 
ficar expcrimentalmente y mediante ella dilucidar si es 
posible que el mecanismo do reconocimiento de patrones ten 
ga esa estructura y por extension si el perceptrdn puede - 
ser utilizado como un modelo del funcionamiento del sistje 
ma nervioso al menos en lo que respecta a la clasificacidn 
de patrones visuales. En absolute se afirma que, si el an^ 
mal clasifica correctamente, infiera una régla de descrig 
cidn de las figuras conexas ni que aprends el concepto de 
conexo a partir de procesos de aprendizaje. Lo que se in- 
tentarX en la experimentacidn es probar si el mecanismo de 




Trea objotlvoa se peraiguen con la almulacldn en com- 
putador del modelo propueatoi
(I)Mostrarque el modelo no ca Inconsistente alno que 
puede funcionar como un todo ordenado cuando ae acoplan loa 
elementos Indlvlduales que lo componen.En el apartado 5 se 
ha reallzado un anXllsls de cada nivel;ahora ae realiza una 
slntesis que funclona como modelo total.
(II)"Endurecer" el modelo ollglendo loa parXmetroa con 
cretoa que,hasta clerto punto,eatën de acuerdo conlos pro- 
pueatoa por otroa autorea ,con lo neceaidad de un détermi­
na do funcionamiento o con la evidencia experimental. A la 
vez se muestra qué parXmetroa ea necesario définir ai se 
quiere construir un modelo de reconocimiento de patrones 
fundado en el suatrato biol6gico.No ae han explorado loa 
parXmetros que, dentro de cierta variabilidad , son los og 
timos•
' (iii)Mostrar el proceso de aprendizaje de reconocimien 
to de figuras conexaa/no conexas.Se explicita de este modo 
el funcionamiento cuando ae exige al modelo que aprenda una 
tarea idéntica a la que ae exige al animal en la experimen-_ 
tacidn.
6.2.Realizaci6n de loa diverses nivelea.
Para cada claae de células existe una matriz de 60x60 
unidades de retina. Estas dimenaionea ae han elegido tenien 
do en cuenta la divisién posterior de campo visual en 9 re 
gionea y la capacidad del computador.Si bien es cierto que
198
existen slete niveles, en la slmulaclén se emplean mis 
matrices que niveles.EIlo facilita la elaboraciân del pro 
grama y no modifies el modelo puesto que se pueden conside 
rar todas las células de un nivel en una matrix de 60x60 
de modo que tengan sus compos superpuestos y las diversas 
clases estén entremezcladas.Todos los campos son de orien 
tacién vertical y por tanto su suporposicién en la retina 
es de forma regular»El campo retineano esté servido siempre 
en cualquier punto por cada una de las clases de células 
formalizadas.Estos dos su^uestos son no realistas pero no 
afectan a la generalizacién del modelo.La evidencia expe-, . 
rimental(Ilubel y Wiesel,1962,1965#1968,1977)muestra que 
en una regién déterminada de la retins(el campo agregado) 
existen campos superpuestos y siempre se puede encontrar 
un campo de determinadas caracteristicas. Lo que se hace 
en este trabajo es "llonar toda la retina" de campos sim 
pies , complejos e hiporcomplejos con el fin de facilitar 
el célculo.
6.2.1.Transductor o retina.
Es la primera matriz de 60x60 unidades de retina(u). 
Cada elcmento u^^ de la matriz represents un grupo de el^ 
mentos fotosensibles que pueden hacer adoptar a u^^ dos 
estados posiblesil 6 0 de acuerdo con la iluminacién que 
reciban del patrén o figura que es presentada en la ret^ 
na.
6.2.2.Células ganglionares retineanas:g^j(en el pro­
grams GANGLI).
Sa asume que todas las células ganglionares tienen la 
misma forma y dimensionesiuna regién central cuadrada de
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3x3u y una region perlCérlca(auperpuesta a la regl6n central)
de 7%7u (vease figura 4SA)«La razdn diAmetro de la perlfe-
rla/didmetro del centre,ea mener que la utilizada per Ro-
dieck( 196s)quo os ®</r,“0 “3 y mucho mener quo el promedio
de lea encentradea per Cnreth-Cugell y Robson(1966),quo ea
r / r -S.93«Por tantel a c
ANCHURA OE LA REGION CENTRAL* 0CG>3u 
ANCHURA DE LA REGION PERIFERICAlDPG-7u
Con antorloridad(en el apartado S,2.I«2)se aeflalaba que 
el diaparo ellcltade per una ferma que cae aebre el campo 
do una célula ganglionar ea funcidn del volumen de excita-' 
ci6n ea funcidn del volumen de excitacidn en la porcidn 
iluminada del centre, el volumen de excitacidn en la parte 
de la periferia iluminada y el umbral de cada célula«81 
perfil de diaparo tanto para el centre come para la peri­
feria ea una curva gauaiana. Sin pérdida de generalidad ae 
austituye per una funcién eacalonada que tiene au méximo 
en centre de ambaa regionea.El perfil de aensitividad uti 
lizado para una célula de centre ON esté representado en 
la figura 45B ; para una célula de centre OFF el perfil ea 
el representado en la figura 4SC.
eH 8 t
figura 45« En A ae représenta el campo de la célula 
ganglionar retineana utilizado en la airaulacién.En B. y C, 
loa perfilea de aensitividad para células ON y OFF.
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Asl pueat
ALTURA MAXIMA EN LA REGION CENTRAL: AC-4 
ALTURA MAXIMA EN LA REGION PERIFERICAiAP-1
Por tanto,el volumen de excltacldn en la reglân central 
en funcldn del Area Iluminada ,tenlendo en cuenta que u^^ 
ea el Area de cada elemento de la retina, eat
VC^j- 2( u 1+1 ^ j_ 1^ 1+1, j+"l+|, j+1^1, j-1^1, j+1^ 1-1, j-1^
El volumen de excltacldn on la periferia ,en funcldn 
del Area Iluminada,eat
VPi j-0.2 5 ( "i+g ,j-3+"l+3,j-2^1+3 ,j-l^l+3,j^l+3, j+1^
^“l+3, j+2^1+3,d+3'*’ "l+2, j-3^1+2, j+3^"i+l, j-3^ 
■^“l+l, j+3 "^1, j-3^"l, j+3^1-1,j-3^1-1,j+3^
^1-2, j-3^1-2, j+3^1-3, j-3^1-3, j-2^1-3, j-1^ 
^l-3,j+l^l-3, j+2^1-3,j+3^^
2 2 2 2 2 
\+2,j-2^1+2,j-l ^ 1 + 2 ,  j ^1+2, j+1 ^ 1 + 2 ,  j+2^
■^1+1, j-2^1+1, j+2^1, j-2^"l, j+2^1-1, J-2'^1-1, 3+2"^  
^"l-2, j-2^1-2,j-l^l-2,j ^1-2, j+l^l-2,j+2)^
to. 75("i+i, j-1^1+1, j ^1+1, j+1^1, j-l^"l, j+1^1-1, j-1^
' 2 2 . 2 
+"l-l,j ""l-l,j+l)+ '-“ij-
(1 al jr adlo al u C  X
0 ,on otro caso.
Por tanto,las expresiones (3l)y (32)so transforman en: 
GON^j(x)- X [vC-VP-TGOn]
1 2C1
GOFF^j(x)- X [ VP-VC-TGOPf J
yit L TGON y TOO F F son loa umbral ea que ae han de fljar. 
Experimentalmonte son variables para cada S^ji para fa­
cilitar la simulacidn ae ha preferido hacerlea constan­
tes para todaa las S^j* El umbral no puede aer tan eleva 
do que solo perciba o detecte un estimulo muy eapec^
fico, ni tan bajo que perciba todaa laa diaposiciones de 
la luz que caigan sobre el campo. Para conaeguir que la 
celula fundone de modo similar a lo indicado en laa ta 
bias 1 y 2 el umbral optimo ea aproximadamente 1.50. Ea 
evidente que el umbral puede variarse para reconocer or 
ganizaciones concretaa de luz, pero ello no ea el propoal 
to de este trabajo. Se eligen, por tantôt
TGON - 1.50
TGOFF - 1.50
Finalmente ea necesario indicar que con el perfil 
de diaparo antes establccido y el umbral elegido, laa cé 
lulas ganglionares retineanaa asi modelizadaa no respon- 
den a la luz difusa y aolamente las regionca iluminadaa 
tanto en el centro como en la periferia intervienen en 
el funcionamiento de la. célula.
6 .2.3. Células del cuorpo geniculado lateral.
Se asume quo cada celula ganglionar retineana incide 
sobre una y solo una célula del cuerpo geniculado y que 
estas reciben una y sOlo una eferencia desde las 
Esta asuncién no es realists ya que desaparecen laa afe- 
rencias Inhibidoras en las células del cuerpo geniculado 
y conduce a la consideracién de este nivel como reflejo 
y estacién de relevo (en el sentido mas eatricto). No obs 
tante el modelo no pierde con ello generalidad. En algunos
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estudloa de slmulaclén so confunden ambos nivelea; asl 
Kaji et al. (1.974) utilizan en la simulacién de células 
del cuerpo geniculado lateral laa fdrmulas que Rodieck 
(1 .9 6 5) y Enroth-Cugoll y Robson (1.966) emplean para las 
células gangllonares retineanaa.
6.2.4. Células de campo simplet S^ j^(en el programs 
SIMPLE).
Es necesario fijar el nilmero de células del cuerpo 
geniculado que inciden sobre cada una de las células de 
campo simple. Creutzfoldt,Innoccnti y Brooks(1.974) con- 
sideran que basta una sola célula; Szentégothai y Arbid
(1 .9 7 4) indican que esta cifra es poquefln, constatas la 
ausencia de informacién sobre esta cuestién y sugieren 
que el numéro oscila alrededor de 10 células para las 
de campo simple. El ndmero de células que envian sus co 
nexiones sobre cada S^^ détermina el tamailo del campo.
Aqui se consideran campos simples con dos tamaflos y por 
tanto dos tipos de células para cada clase. Teniendo en 
cuenta el tamado de la retina y la nocesidad de contar 
con un ndmero adecuado de campos simples para formar los 
campos complejos se han elegido los siguientes parémetros:
NUMERO DE CELULAS DEL CGL yUE INCIDEN SOBRE CADA 
Sj^ j: NG: PI =3; P2 ■= 7.
Es necesario fijar las distancias (en unidades de 
retina) entre los centros de dos células geniculadas su 
cesivas que Inciden sobre puesto que las células G^^
tienen sus campos solapados. Creutzfeldt,Innocentl y Brooks
(1 .9 7 4) indican que la distancia es menor que el diametro
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de la regién central, que en este trabajo se ha eatable 
cido en ju. Por tantôt
DISTANCIA ENTRE G^ j^t DO - 1,2,3 • 
y por tantôt
LONGITUD DEL CAMPO DE S^^t (NG - 1) DG+7 
Siÿ;^ 'l las expresiones (40), (41), (42), (43) se trans 
forman en laa siguientest 
RENDIJASt
K--(Pl-l)/2 ■'
r (P2-U /2 1
BARRAS: _
r (Pl-l)/2 1
SOFF(Pl) .(x)“Ji T  GOFF ,(x)-Ts
'k— (Pl-O/2 i+»G.K,j J
r (P2-l)/2 1
S0FF(P2) (x)”) Z: GOFF (x)-TS
*K— (P2-D/2 J
donde TS=(BG+i)/2
Hay que observer que: (i) la célula S^^ ocupa en su 
matriz de 60x60 la misma posicién que G^^ independiente- 
mente del ndmero de células geniculadas que inciden sobre 
ella; (li) el umbral se ha fijado de modo que existas très 
o més células que disparen 1 para el caso PI, y cinco o 
més para el caso P2, a fin de que S^^(x) =1. Es evidente 
que estas células no responderén a punto s de luz; puesto
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que la respuesta es 1 o 0 se ha considerado precise que 
la respuesta sea 0 cuando empirlcaotcnte la celula respon 
de con baja frecuencla y 1 cuando responde con alta fre­
çu encia; el primer caso es el de los puntoa de luz.
BORDES t
BORDES COM LA PARTE DEIŒCIIA ILUMINADA:
SBD(Pl) (x)= X[sON(Pl) (x)+SOFF(Fl) . (x)-TSB|
J ‘ t,J *
SBD(P2) .(x)“ XlsON(P2). .(x)+S0FF(?2). . ,(x)-TSb1
x » J  *• 1 , 0  1 , J - J  J
BORDES CON LA PARTE IZQUIERDA ILUMINADA:
SBI(PI) (x)- X [ SON(Pl) (x)+SOFF(Pl). _,(x )-TSD]
J 1* J 1^3+3
SBI(P2)^ j(x)- X [ SON(P2)^ j(x)+S0FF(P2)^ j^^(x)-TSb]
donde TSB=1
Hay que observar que: (i) las células detectoras 
de bordes se han construido a partir de las células sim­
ples SONj^ j y SOFF^j pero pueden formalizarse recibiendo 
directamente los outputs de las células aqui se uti
liza la jerarquia de campos simples sugerida por Schiller 
et ait (1.976d); (ii) la distancia entre SON y SOFF se ha 
fijado en 3u; asi pues las regiones centrales de los cam­
pos no tienen solapamicnto; ello facilita el que el borde 
caiga siempre en posicién éptima cuando presentado verti- 
calmente,coincide con las lineas de separacién de las cé 
lulas ganglionares y por tanto de las células ; que -
2G5
el borde sea un estfmulo optimo (orientacién, tamaflo, etc) 
ya es otra cuestion; (ill) la célula ocupa en su ma­
triz la posicién de la célula SON^^ que dispara sobre ella; 
(iv) el umbral ha sido fijado en 1 para exigir que los dos 
campos disparen a la vez si y sôlo si SB^ j^(x)—1«
El perfil de aensitividad o disparo para SBI^ j^ esta 
representado en la figura 46.
figura 4 6. Perfil de sensitividad usado en la simulaclén 
de una célula que détecta un borde cuya regién ilumi
nada es la parte izquiorda. El lado derecho es el perfil 
del campo OFF; el lado Izquierdo ea el perfil del campo 
ON.
6 .2 .5. Células de campo complejo: C^j(en el progra 
ma COMPLE)
Hubel y Wiesel (1.962, 1.965), al registrar las 
respuestas de las cêlulas de campo complejo, suclen pre 
sentar cuatfo o cinco posiciones del estimulo optimo. 
Puesto que, para estos autores, la anchura del estimulo 
es fundamental para lograr un disparo adecuado, se puede 
asumir que la anchura de los campos complejos es cuatro 
o cinco veces la anchura de los campos simples, de ahi
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que se propongan otros tantos campos simples para construir
un campo complejo:
NUMERO DE CELULAS DE CAMPO SIMPLE QUE INCIDEN EN
CADA C^^: NS=5
DISTANCIA ENTRE CADA UNA DE LAS CELULAS DE CAMPO
SIMPLE SUCESIVAS QUE INCIDEN SOBRE CADA C : DS“1,2,3
1 j
LONGITUD DEL CAMPO C^j: (NG-1) DG+7 
ANCHURA DEL CAMPO C^^: (NS-1) DS+7




CREND(Pl) (x)- X Z  SON(Pl) ,^,„,„(x)-TC 
U=-(NS-l)/2 J
r ^ S - l ) / 2  -,
CREND(P2) (x)= X ZT S0N(P2). „(x)-TC
I k =-(NS-1)/2 J
BARRAS: (NS-l)/2 ,
CBAR(Pl) (x) - X Z  SOFF(Pl) »(x)-TC
U=-(NS-l)/2 i.J+DS-K J
r(NS-l)/2 ,
CBAR(P2) (x) - M  Z  S0FF(P2) »(x)-TC
^K=-(NS-l)/2 i.O+ÛS.K I
BORDES: p(NS-l)/2 ,
CBD(Pl) (x) = X SBD(Pl) „(x)-TC 1
'•K— (NS-D/2 J
r(NS-l)/2 -,
CBD(P2) (x ) - X Z  SBD(P2) (x)-TC
I k =-(NS-1)/2 J
p(NS-l)/2 1
CBI(Pl) (x) - X Z  SBI(PI) „(x)-TC
L k=-(NS-1)/2 J
r(NS-l)/2 1
CBI(P2) (x) = X ZI SBI(P2) _(x)-TC I
Ik =-(NS-i )/2 i»J+»S.K J
2G7
donde TC-O.SO. Con ello se consigne que C^j(x)=l cuando 
al menos un solo campo simple dispara 1. No existen li- 
mitaciones a la longitud de los estimulos.
6.2.6a Células de campo hipercomplejo de orden infe 
rior: HI^j(en el programa HIPINF).
El numéro de campos complejos que envian sus outputs 
a es variable y especifico en cada caso.
DISTANCIA ENTRE LOS CENTROS DE DOS INMEDIATAS
DE DOS CAMPOS COMPLEJOS SUCESXVOS: DC=1,2,3
Si se tiene en cuenta los paramètres establecidos 
en 5*2.V.2 las expresiones (52), (53)» (54),(55) se trans 
forman en éstas:
ESQUINAS:
BORDE ILUMINADO A LA IZQUIERDA, LIMITE ABAJO:
HIESQA, ,(x)= )| CBI(P2). .(x)-CBl(P2) (x)-THll
i,J i,d i +iÿj J
BORDE ILUMINADO A LA DERECIU, LIMITE ABAJO:
HIESQB. ,(x)= > [cBD(P2). ,(x)-CBD(P2) , (x)-THll
a i  ±i i + 6 ü ^  ^
BORDE ILUMINADO A LA IZQUIERDA, LIMITE ARRIBA:
HIESQE^j(x)=X [cDI(P2)^j(x)-CBI(P2) j^^^(x)-THl|
i ^




BORDE ILUMINADO A LA DERECHA:
HILD^j(x)= X{^-CBd W)^^j (x)+CBn(Pl)^.(x)-CB0(P2) (x)-Tin
'ij'  ---   %  K+l
2
BORDE ILUMINADO A LA IZQUIERDA:
i-V.J
HILIi^(x)=X[-CBI(P2) (x)+CBI(Pl)j^^(x)-CBD(P2)^^j (x)-THll
^+~2“ • ^  1— r~> i
RENDIJAS:
HIRij(x)=X[-CREND(P2)^^j (x)+CREND(P2) (x)-CR£ND(P2) (x)-
,, _T,,i] ' ‘- - r -
BARRVi>i
HIB (x)=x[-CBAR(P2) (x)+CBAR(P2) (x )-CBAR(P2) (x)-llll
L i+^.J
donde L=(P2-1) DG+DC 
K=(P1-1) DG+DC 
THI=O.SO
Observar que: (l)’el umbral THI es el mlsmo para 
todos los campos; Indlca que al menos un campo complejo 
excltador debe dlsparar 1 para que HI^j(x)“l; (ii) los 
campos complejos que componen los campos de las células 
HI muestran un alto grado de solapamiento. Asi por ejem 
plo en HIR los centros de las areas inhibidoras estan si 
tuados en los bordes superior e inferior del area excit^ 
dora y dentro de ese area (vease figura 47)) en esta for 
malizacién la célula muestra una extremada sensibilidad 
a la longitud del estfmulo puesto que un alargamicnto de 
este que exceda la longitud del campo excitador es sufi- 
ciente para superar cl umbral de los flancos iuhibidores 
con lo que estos disparan 1 inhibiendo asi el disparo del 
area excitadora y con ello el disparo 1 de la célula.
ao
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figura 47» Solapamiento de los campos complejos que en­
vian sus outputs a la célula hipercompleja HIR. Los pari 
metros utilizados sonj P2=7j DG=1, DS=1 y DC“3.
6.2.7. Células hipercomplejas de orden superior:
(en el programa HIPSUP).
La matriz de 60x60 se divide en 9 partes de 20x20u 
que no solapan entre s£ (ver figura 48)« El {Trea de estas 
regiones-que son consideradas como el campo agregado de - 
una hipercolumna- es funcidn del tamado de R. Igual resul 
tado se obtiene si se fija el tamado independientemente 
de R. Cada una de estas regiones esta scrvida por una hi­
percolumna que tiene cuatro salidas: HSL, HSE, HSB y HSR. 
Existe para cada figura presentada en la retina un vector 
de 36 componentes. Las células mencionadas anteriormente 
constituyen los sistemas de célculo de los predicados par 
ciales de un perceptrdn de diametro limitado. La formali— 
zacidn que se utiliza para estas células en la simulacién 
es algo diferente a la presentada en las expresiones (59) 
y (6 2) sin perder por ello generalidad. Esto es debido a 
que el campo retineano se ha dividido en muy pocas regioi? 
nés o "campos agregados" comparados con los que existen 
en el campo retineano real) con ello se évita la excesiva
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longitud del vector. Las células hipercomplejas superlo 
res se presentan aqui como detectores de la ausencia o 
presencia del rasgo especifico sin importer su posicién 
en la regién, tamailo o configuracién de la luz. Por ejem 





figura 4 8. En A campo retineano dividido en 9 regiones. 
En B matriz de elementos HI para cada regién de la reti 
na.
Las expresiones (59), (60) se transforman en las 
siguientes:
LENGUETAS (sin importer posicién ni configuracién
del borde): 
r 20 20 1
HSL(a)(x)= > gjCfIILD^^(x)+HILI^^(x))-TSHj
ESQUINAS (sin importer posicién ni tamailo de las 
esquinas): 
r 20 20
HSE(a)(x)= .2^ ^ ( H I E S Q A  .(x)+HXESQB ,(x)+HIESQE ,(x) + 
 ^ ‘ ^ ‘ HIESAF^^(x))-TSH]
BARRAS (sin Importar poslcl6n pero si tamano)%
20 20r ZU ZK) 1
HSB(a)(x)= ^^HIB^^(x)-TSH ]
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RENOUAS (sin Importar posicién, pero si tamailo) : 
20 20r Z ü z u  -1
HSR(a)(x)= jC HIR^j(x )-TSh I
donde a=l,2,...,9 y cada una de las regiones se conside­
ran matrices independientes, 1=1,2,...,20, j=l,2,...,20 
cuyos elementos son HIj TI1S=0.50 con lo que HSlfà)(x)=l 
siempre que exista una lengUeta de tamailo adecuado en 
la retina.
6.2.8. Vector para cada figura.
Toda figura o patrén X proyectada en la retina da 











6.3« Figuras proyectadas (en el programa FXG).
Las figuras proyectadas en la retina son las figuras 
utilizadas por Minsky y Papert (1.969) como figuras coiexas/ 
no conexas; estén representadas en la figura 49A; las limen
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sloncs (en unidades de retina) se Indican en la figura 49B, 
Las figuras y X^ son no conexas y pertenecen a ; las
figuras X^, X^ son conexas y pertenecen a "Xj . La tarea 
es encontrar un ffp tal que si X es conexa y yw» 0
si X es no conexa »
6.4« Aprendizaje (en el programa VECTOR y SEPLIN),
Los vectores de salida del selector de rasgos son 
V^, y que corresponden a X^ ,^ X^, X^ y X^ . De - 
acuerdo con lo dicho en el apartado 3*5«1> se intentarâ 
mediante aprendizaje encontrar un vector W tal que:
A A
W . V 4 0 V. corresponde a X & X,
A*" n.
0 corresponde a X^£
Para ello: (i) cada vector V de salida se transforma en 
un vector aumentado V:
V=m :)
(ii) se realiza la transformacién siguiente:
-V si V corresponde a X;C Ij 
V si V corresponde a X;t %;
(iii) se aplica el algoritmo expresado en (21) 
considerando el vector de pesos inicial ffp=(0,0,...,0) y 
el numéro de iteraciones (NITER) igual a un millân.
□  E  5  E
X, X, X» Xg
u
figura 49.En A forma y notacidn de las figuras utilizadas 
en la slmulacidn ;en B dimensiones en unidades de retina.
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6.5- El |)rograma :
El prof’rai'.ia fue realizado por el Dr.don Luis J&üsz, 
lie! Departamento de Psicologia Matemâtica de la U. Con- 
plutense. Utiliza cl Iciiguajo F Ü K ÏIt\N  IV, NIVEL G y f-ié 
ojccutado por el coniiîutador IBM 360/65 del CCUC.
Los paramètres utilizados fucron:N=60u,DCG=3, DPG=7, 
A C -4  , AP----1, TG 0H =1. SO, ï G ü i 'F = l . 5 0 , ÏS = 1  ( s ô lo  p a ra  SB) , TC=0 . 50 
Ï I I I - 0 .  5 0 ,T liS = 0 .  50, P l - 3 ,  P 2 = 7 ,D G = 1 ,I)S = 1 ,D C = 3 ,N IX E R = 1 0 0 0 0 0 0
6.6. Resultados
Cada una de las cuatro figuras presentadas tiene su 
salida en las veintisois matrices consideradas. Estas sa 
lidas rcprcsenban el patron de cxcitaciôn on cada una de 
las clases consideradas. Séria prolijo, adenias de inétil, 
doscrihir estas salidas. Se presentan ûnicamcnte los aecto 
rcs de 37 componentes pa ra cada una de las cuatro figuras 
asi como cl rcsultado del intcnto do soparaciôn line;l.
6.7. Discus16n
I.a .siiiiuJaciôn e\'J.dcncia (pie, establecidos los p<Tani£ 
Lros enrrespondientes, cl sistema funciona como un tcdo in 
te grado. El vector de pesos no es cneontrado, al menos en 
un milIon de iteraciones. El teorema expuesto en 3.4,2 -
asegura cpie el mecanismo no puede realizar t por
tanto el vector de pesos no sa encontrari nunca. Si el nio 
deio presentado es un modelo del mecanismo de reconocimien 
to de jiatrones visuales en cl gato, entonces el sujeto en 
una situacidn de aprendizaje no puede clasificar correcta 
mente esas figuras. Hay pue hacer notar cjue si la clisifi
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caciôn se efectua de otro modo, por ejemplo X ,X , X ,X
1 3  2 4
mediante el programa de aprendizaje se cncuentra cl ve£ 
tor de pesos siguiente:
(0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,-2,2,0, 
0,0,0,0,0,2,-2,0,0,0)
Puede comprobarse que Ifiy0,l/\^>0,lfl^0,W^/0.
Es necesario seilalar que si se obtiene un vector de 
pesos W tal que WV^< 0 y 0 es decir, y(Xg)= 0
y y(X^)=l,y que discrimina entre X^ y X^, este vector 
de pesos aplicado a y ofrece los siguientes resul
tados!
(i) WVj2 0 y WV^<0,por lo que clasif ica las dos figuras como 
no conexas
A A /t ^
(il) WV^> 0 y W V^O , p o r  lo que las dos son consideradas conexas
(iii) W V > 0  y IfV < 0,es decir, X conexa y X no conexa 
1 4  1 4
Se obtienen todas las combinaclones posibles salvo aque
lia que hace que W sea tal que IfV < 0  y \fV >  0
1 4
y, por tanto, que X^ y X^ tengan la misma salida, y X^ y
X tengan,tambien la misma salida.
4
Finalmente y puesto que el selector de rasgos puede 
ser independiente del clasificador, si el sistema de cia 
sificacidn, en lugar de un perceptrdn, actûa por compara^ 
cidn o emparejamiento con plantilla siendo esta una cual 
quiera de las figuras, no sdlo no se logra la clasifica- 
cidn de figuras conexas y no conexas sino que tampoco se. 
logra la clasifIcacidn indicada primeramente. En efecto, 
si se consideran dos puntos en el espacio euclideo de
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n dlmensloneSÿ la distancia entre ellos viene expresada 
port
En este caso las distancias de V  ^V y y V a V, sont
2 3  4 I
=13-'*
Si se establece una clasificacidn teniendo en cuenta la dis 
tancia definida anteriormente o X^, X^ estAn en una cia 
se y X^ en otra o X^ estd en una clase y X^, X^, y X^  en - 
otra. For tanto, tambien este sistema de clasificaciSn se 
révéla ineficaz.
oo
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El mecanlsmo que se ocupa del reconoclmlento de pa- 
trones se ha formallzado medlante un perceptrdn.de diamg 
tro llmlfcado. Esta mjquina no puede claslficar correcta- 
mente las figuras conoxas/no conexas, a pesar del proce- 
30 de aprendizaje. Si cse mecanismo es un modelo adecua- 
do del sisterna de reconocimiento de patrones entonces el 
animal no puede aprender a claslficar correctamente esas 
figuras.
En una situacidn de aprendizaje se dice que dos pa­
trones pertenecen a la misma clase si est4n asociados con 
el mismo efecto y son capaces, por tanto,de elicitar la 
misma respuesta. Un animal clasifica correctamente un con 
junto de patrones si responds de igual modo a estimulos 
pertenecientes a la misma clase. Ahora bien, en la simu-
lacidn se ha mostrado que la mâquina es incapaz de res­
ponder de igual modo a estimulos équivalentes, es deoir, 
a estimulos reforzados del mismo modo (mediante el algorit 
mo expresado en (19)). En la discusidn de la simulaci6n 
se ha establecido que si existe un W que discrimina en­
tre Xg y X^ entonces o clasifica a X^  ^y X^ corao conexas 
o no conexas a la vez con lo cual esos patrones no pue-
den ser discrirainados o clasifica a X, como conexo y X
1 4
como no concxo con lo cual discrimina las figuras pero 
las clasifica de modo incorrecto (ver figura 50).
Con el fin de realizar la verificacidn experimental 
del modelo propuesto es necesario définir operativamente 
los procesos indicados en la figura 50 puesto que las se
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NO CONEXAî (X 
CONEXA » X
Caso A Caso B Caso C Caso D
figura 5 0. ClaslfIcaclones poslbles quo pucden establecer
se cuando se presentan aparcados X^, X^ por una parte y
Xj^ y X^ por otra. En A, B y  C, cl asif icaclones que esta-
blece un perceptrdn de diametro limitado; en A y D no -
existe discrimlnacidn entre X, y X « En D, clasificaciân
1 4
que no puede realizarse mediante un perceptrdn de diame­
tro limitado.
Haies considéradas son seüales neurales o respuestas que 
"pueden o no implicar una actividad muscular detectable 
externamente" (Rosenblatt, 1.958, p.jS?). El objetivo de 
la experimentacidn es establecer una correspondencia en­
tre seHales y respuestas maniflestas de modo que puedan 
establecerse predicciones expérimentales. Para ello se - 
acude al modelo propuesto por Sutherland (1.964a, 1.964b) 
y recogido en Sutherland y McKintosh (1.971) que trata 
de explicar el aprendizaje de discriminacidn. Es un mode 
lo de dos estadios:
Primero aprender a conectar el analizador cu- 
yas salidas discriminan los estimulos que han 
de ser diferenciados y segundo aprender que - 
respuestas hay que conectar con dichas emisio 
nés (Sutherland, 1.964a, p. ISO).
Observer que este trabajo no se ocupa del modelo de
2£3
Sutherland y McKintosh (1.971) acerca del aprendizaje 
de discriminacidn de la forma. De lo que se ocupa es de 
la naturaleza del analizador incluido en el modelo y pos 
tula para él la estructura de perceptrdn de diametro 11 
mitado. Utiliza mas bien el modelo de aprendizaje de di^ 
criminacidn para establecer predicciones expérimentales.
En un experimento de discriminacidn se presentarân 
(en la primera fase) los estimulos y X^ para ser di_s 
criaiinados por el animal. En el proceso de aprendizaje el 
animal aprenderâ a conectar el analizador adecuado ( en 
este caso el analizador de la forma cuya estructura es la 
postulada en la tesis), computa mediante el analizador 
los estimulos (en este caso, forma el vector de pesos W), 
elicita la scnal 0 para X^ y 1 para X^ y asocia la sefial 
0 con la respuesta de no ir hacia esa parte (Rj^ ) y la se- 
flal 1 con la respuesta de ir (R^)« Todo ello se realiza 
en un numéro de ensayos déterminados hasta llegar al cri 
terio impuesto por el experimentador. Cuando esto sucede 
el animal ha discriminado entre y X^ (ver figura 51).
"3-
— ► 0 ---* R^ ( no ir)
—  1 ---► R (ir)
EMISIONES RESPUESTAS 





figura 5i. Procesos que tienen lugar en el aprendizaje 
de discriminaciôn una vee conectado el analizador adecu^ 
do. Adaptado de Sutherland y McKintosh (1.971* p.34).
224
Cuando el sujoto dlscriminado entre y X^ se le 
presentan (sogunda fase) dos estimulos dlstlntos a los 
anteriores, y X^ aunque équivalentes a ellos puesto 
que estan reforzados del mismo modo. El mecanismo de re 
conocimiento de patrones postulado aqui como tesis tiene 
el comportaraiento sigulente cn las primeras sesiones del 
aprendizaje dlscriminative:
(i) si se utiliza el vector formado con anteriori- 
dad (W)I
- el mecanismo no discrimina entre X y X (cases1 4
A y B). Por tanto el sujeto no puede discriminar entre
X. y X en las primeras sesiones y elicita respuestas al i 4
azar. La tasa de àdquisicidn oscilarâ alrededor del S0% 
de respuestas correctes en cada sesidn.
— el mecanismo discrimina entre X^  ^y X^ (caso C) p^ 
ro emite seHales de tal modo que clasifica X^ en la cla­
se de X^ y X^ en la clase de X^, de modo incorrecte. Pue^
to que solo X serâ reforzada el animal ha de aprender a 
4
conectar la respuesta a la sefial 0 y R^  ^a la senal 1 o 
a establecer otro vector de pesos nuevo. Existe, por tan 
to, un nuevo aprendizaje en las primeras etapas del cual 
las respuestas se dan al azar y por tanto el numéro de 
ensayos al criterio ha de ser, al menos, aproximadamente 
igual al numéro de ensayos que se ha necesitado en la pri 
mera fase.
(il) 'si no se utiliza el vector formado con anterio 
ridad (W):
El sujeto comienza una nueva tarea de discriminacidn 
(con W=(0,0,...,0)) de dificultad idéntica a la tarea de 
la primera fase por lo que el ndmero de ensayos hasta 11^
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gar al criterio ha de ser aproximadamente igual al ndnw
ro de ensayos que se ha necesitado en la primera fase.
En las primeras sesiones la tasa de respuesta osclla alre
dedor del 50%.
Por tanto, si el sujeto discrimina entre X, y X y
J- 4
llega al criterio en un numéro de ensayos mucho menor que 
el ndmero de ensayos necesitado en la primera fase, enton 
ces el analizador no es el mecanismo postulado en la tesis, 
es decir, no es un perceptr6n de diametro limitado.
Los procesos riencionados con anteriorldad pueden ver 
se graficamente en la figura 52.








 ' R^  (y se alcanza el
 » Rj, criterio en un
ndmero de ensayos
figura 52. Funclonamiento del mecanismo del rera^oc^n'fe^ 
to de patrones (o del analizador) para los casos ilustra 
dos en la figura 5 1.
Por ultimo, es necesario indicar que el proposito de 
Sutherland (1.958, 1.960a, 1.969a, 1.969c) y Sutherlrnd y 
Williams (1.969) en los experimentos que realizan es obser 
var qué estimulos clasifica el animal como équivalentes.
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El proposito de la expcrimentacidn que sigue es comprobar 
si el animal clasifica como équivalentes estimulos défini 
dos como équivalentes y que no pueden ser clasificados c^ 
mo taies por el perceptrdn de diametro limitado.
Método
Su.1 eto :
Un gato doméstico, macho, de aproximadamente seis me 
ses de edad al comenzar la experimentacidn, criado en con 
diciones naturales (ni en jaula ni en laboratorio) antes 
de la experimentacidn. Durante el tiempo que durd la cxpe 
rimentacidn se le mantuvo con un peso constante (1800 gr. 
en la primera fase y .2000 gr. en la segunda) con aproxi 
madamente 100 gr. diarios de comida preparada (Friskis de 
higado para perros) hora y media despuds de cada sesidn 
de entrenamiento (por tanto, con veintidos horas de depri 
vacidn antes de comenzar cada sesidn). Despues de cada s^ 
sidn diaria y antes de la comida permanecia libre fuera 
de la jaula. Entre la primera y la segunda fase, durante 
très dias, se le mantuvo con dicta normal para recuperar 
motivacidn.
Aparato;
El aparato es una versidn simplificada de los emple^ 
dos comunmente en discriminacidn de formas por gatos (Mc­
Allister y Berman, 1.9315 Anderson y Willianson, 1.9715 
Smith, 1.9345 Sperry, Miner y Myers, 1.9355 Thompson, 1.951) 
Esta construido en madera prensada y consta de très partes: 
caja de salida, caja de discriminacidn y caja de refuerzo.
La disposicidn y dimensiones pueden observarse en la figu 
ra S3« fa caja de salida tiene una abertura de 30x33 cm
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cerrada por la parte interior con una puerta corrodera 
y por la parte externa por un cristal; anbas pueden levan 
tarse para permitlr la salida del animal. La caja de di^ 
criminacidn tiene en su parte frontal dos ventanas cuyas 
pucrtas se abren hacia arriba con una dcbil presidn, con 
suficiente amplitud para que el suj eto pueda pasar a su tr^ 
vês. Cuando pasa la puerta se cierra de modo que no pue­
de volver hacia atrds. Las dimensiones de la puerta de la . 
caja de salida y del frontal de la caja de discriminacidn 
son las adecuadas para que todo el frontal caiga dentro 
del campo visual del gato (ver Hughes, 1.976) sin que es 
te tenga que mover los ojos o la cabeza. Las puertas de 
las ventanas estaban recubicrtas por una Idmina de plasti 
co transparente que contiene las cartulinas con las figu­
ras que sirven de estimulo y permiten cambiarlas con faci 
lidad. La zona de refuerzo consta de dos pasillos indepen 
dicntes y paralelos al final de los cuales se coloca la - 
comida. Los estimulos estdn iluminados con un foco de cien 
watios dispuesto de tal modo que no arroje sombras y que 
la iluminacidn se distribuya uniformemente
i.mn M
(tu tl




Las figuras utillzadas como estimulos son las mismas
que se han utlllzado en simulacldn. Su forma y notaclôn
aparece en la figura 49A .Sus dimensiones estin represcn
tadas en la figura 53.Las figuras estin rccortadas en car
tulina mate negra adheridas a una cartulina blanca de 12cm
xl2 cm. En la primera fase del experimento se usaron las
figuras X y X ; en la segunda fase X y X,.
Z 3   1 4




La experlmcntacldn consta de dos fascs: fase de dis 
criminacidn y fase de clasificacidn. Antes de comenzar el 
experimento se entrend al animal a obtener la comida den 
tro del aparato. En la fase de discriminacidn el gato fué 
entrenado hasta llegar a 16 respuestas acertadas en 20
ensayos durante dos dias consecutivos, es dccir, entrena­
do hasta obtener el 80^ de respuestas correctas. Durante 
seis dias a la semana se realizd cada dia una sesidn de 
20 ensayos. La presentacidn de los estimulos fud simulta 
nea. El estimulo reforzado fud siempre la figura conexaj 
en cada ensayo el refuerzo era una pequefla cantidad de co 
mida colocada en un comedero situado al final del pasillo+ 
correspondiente al estimulo reforzado. Los estimulos eran 
intercambiados al azar de acuerdo con series previamente 
establecidas. El alimente se manejcf con pinzas de modo que 
no fuera tocado por el experimentador. Al comenzar cada se
sidn (cada dia) las paredes de la caja de refuerzo eran
untadas con una pequeda cantidad de comida a fin de évi­
ta r la discriminacidn por el olor. Durante la fase de cla 
sificacidn los estimulos presentados eran diferentes ( y
X ) y se siguld el procedimiento general. Una respuesta 
4
corrects o acicrto era anotada cuando el gato se dirigia 
a la ventana donde estaba fijada la figura conexa, empu- 
jaba la puerta y pcnetraba a su través o si se dirigia a 
la ventana donde estaba fijada la figura no conexâ pero 
no tocaba la puerta y se dirigia luego a la otra parte; 
un error era anotado siempre que tocaba la ventana donde 
estaba la figura no conexa y penetraba a su través o se 
quedaba parado frente a la figura conexa para dirigirse
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a la otra parte (es decir, a la figura no conexa) toc^ 
ba la puerta y pasaba a su travcs. El procedimiento ge 
neral era cl siguientei con la habitacidn obscura y los 
estimulos iluminados el sujeto era colocado en la caja 
de salida. Aproximadamente diez segundosmls tarde se le 
vantaba la puerta y cinco o diez segundos mas tarde se 
levantaba el cristal. El sujeto optaba por una ventana 
déterminada, empujaba la puerta,entraba en la caja de 
refuerzo y corria por el pasillo. Cuando elegia el est£ 
mulo reforzado permanecfa diez segundos en la caja de re 
fuerzo hasta corner el alimente. Si elegia la parte del 
estimulo no reforzado era retirado de la caja de refuer 
zo o de la caja de discriminacidn de modo inmediato. En 
ambos casos se le retiraba manualmente, era llevado a la 
caja de salida, se cambiaba o no la posicidn de los est! 
mulos (de acuerdo con las series) y comenzaba otro ensa­
yo. Durante las sesiones el experimentador y un colabora 
dor permanecian en la habitacidn.
Resultados
En la fase de discriminacidn el sujeto alcanzd el 
criterio en 560 ensayos. En la fase de clasificaidn logrd 
el 80^ de respuestas correctas cn 120 ensayos.Las grâfi- 
cas de adquisicidn pueden verse en la figura 55. De acuer 
do con estos resultados puede decirse que el sujeto clasi 





figura 55. GrëTfica de adquisicidn
Dlscusldn
Puesto que nlngdn perceptrdn de dilmetro limitado 
puede hacer la clasificacidn, el modelo présentado para 
explicar el mecanismo de reconocimienlîo de patrones en 
el gato no es vâlido como modelo total. Es évidente, que, 
al menos, un animal puede hacerlo, por lo que, de acuerdo 
con Duke (1.965), basta para falsar el modelo que se pro­
pone como modelo original. No obstante, hay que conside- 
rar el experimento realizado, dadas las condiciones en 
las que se efectud, como un estudio cuyos resul_
tados han de ser refrendados por estudios en los que kl
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dlseüo experimental se ajuste al paradigma de discrimina 
ciôn y transfer. Aunque cl criterio de discriminacidn 
(80ÿ de respuestas correctas) es poco estricto, la diferen 
cia en las tasas de adquisicidn en los primcros dias de 
las dos fases autoriza a concluir que en la segunda fase 
cl animal no elicita respuestas al azar y por tanto el 
sujeto ni comienza una nueva tarea de discriminacidn ni 
su ejecucidn estd comprendida en los casos A,B y C trata 
dos anteriormente. La conclusidn es pues, que el sujeto 
ha clasificado correctamente y que por tanto, el mecanis 
mo utilizado no es un perceptrdn.
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8. Conclusidn.
El résultado experimental obtenldo indica que el ga^  
to clasifica las figuras que un perceptrdn de diametro - 
limitado no puede claslficar correctamente. Este résulta 
do, pendiente de refrendo experimental en otros estudios 
mas completos, hace false el modelo total propuesto como 
mecanismo que explica el proceso de reconocimiento de p^ 
trones presentados verticalmente en sltuacidn de aprendi 
zaje, El resultado, y por tanto, la afirmacidn anterior 
puede ser aplicado a todas las formalizaciones del sist_e 
ma visual de los mamiferos que cumplan a la vez: (i) que 
los predlcados pardales (sea cual sea su nivel) depen- 
dan de regiones limitadas de la retina no importa como 
sean calculados (en serie o en paralelo; por una maquina 
de un nivel o por una L-maqulna); y (ii) que las funcio- 
nes sean funciones lineales de umbral de los predi.
cados parciales y por tanto su cilculo sea en paralelo.
Es decir, a todas las formalizaciones que tengan la estruc 
tura de una % -miquina.
Sin embargo, el selector de rasgos aqui presentado 
esta sustancialmente ajustado a hallazgos neurofisiolog^ 
cos de las dos Ultimas dUcadas, incluse el hecho de que 
cada célula de la hipcrcolumna correspondiente tiene su 
campo receptor dentro del campo agregado de la hipercolum 
na y se ocupa de una rcgidn limitada de la retina y aun­
que las y funciones situadas a cualquier nivel no sean 
funciones de umbral. El problema se situa por tanto en la 
naturaleza del clasificador. Es évidente que se puede prjo 
poner una estructura que resuelva todos los problemas de
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clasificaciUn y que tenga poco que ver con cl sustrato 
ncurofIslolÔglco (todo consiste en cchar mano de los d^ 
versos mUtodos formulados para el reconocimiento de pa­
trones) . Pero ello no resuelve el problema de ciSmo los 
animales son capaces de claslficar formas y de recono- 
cer patrones. Por otra parte, la discriminacidn y clasif^ 
cacidn de figuras conexas/no conexas no se resuelve, des 
de luego, ni aumentando los niveles (siempre que se man- 
tenga el diametro limitado y no se postule una cclula eu 
yo campo receptor sea el total campo retineano, cclula 
que a su vez envie sus outputs a otras superiores) ni - 
postulando un feed back de nivel a nivel. Cuatro carac- 
terlsticas parecen destacar en la naturaleza del clasif 1. 
cador propuesto aqui: (i) la existencia de cclulas card^ 
nales (Barlow, 1.972) o células raaestras (GrUsser y GrU- 
sser-Cornehls, 1.976); (11) el calcule en paralelo en la 
Ultima parte del modelo; (iii) la linealidad; y (iv) el 
rechazo (al menos en la situacidn que nos ocupa) de un 
almacenamiento o memoria. La discusidn que sigue se ocu 
pari de estos puntos a fin de presentar modèles altern^ 
tivos al sistema propuesto como clasificador (presentacidn 
que debe considerarse como tentativa).
En diverses apartados anteriores se ha insistido 
en la evidencia experimental que avala la existencia de 
células cuyo disparo représenta el reconocimiento o d^ 
teccidn de formas détermina da s. Un modelo"interpretacivo 
y global" (GrUsser y GrUsser-Cornehls, 1.976) formulado 
por Ewert (1.973) y Ewert y Von Seelen (1.974), para los 
anuros, se sustenta en la evidencia experimental de la 
existencia de unidades macstras Para el control de la con
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ducta de caza de la presa y evltacldn del predador, en 
el tâlamo y tectum ôptlco del sape. En este modelo las 
células del tectum-II son conslderadas como el sistema 
dlsparador o desencadenante de la respuesta de cazar la 
presa. Ahora bien, en el sistema visual del gato ese - 
tlpo de células no han sldo descublertas. SI se asume su 
existencia (aunque sea para el caso particular del reco­
nocimiento de patrones) es necesario modlflcar la rela- 
clén entre las células de salida del selector de rasgos 
y el clasifIcador. Dos llneas poslbles se présentant La 
primera es suponer que la relaclén entre las células de 
salida y el clasifIcador no es lineal, es decir, que la 
funclén Ÿf no es una funclén lineal de umbral aunque 
sea una funclén de umbral (aunque no lineal). Efectlva- 
mente, aquellos puntos que en un espaclo euclldeo de n 
dimensiones no pueden ser separados llnealmente pueden 
serlo por una funcién no lineal (figura 56) a&n con una 
méqulna que funclone en paralelo en la parte de clasifi 
caclén
. l*.0
figura 5 6. Los subconjuntos j(0,0), (1,1)\ yj(l,0),(0,1)) 
no pueden ser separados llnealmente pero si mediante una 
parébola.
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La segunda llnea es suponer que la computaci/Sn en 
la ultima parte no sea en paralelo. Es decir que cl bç 
lector de rasgos actde en paralelo (con diverses nive­
les) y en su conexldn con las células clasifIcadoras 
(cardinales o maestras) el cémputo sea serial. Lo mis 
simple es suponer que una reglén servlda por hipercolum 
nas se desplaza serlalmente por todo el campo visual - 
calculando en paralelo las formas existentes en la re­
glén en cuestlén pero envlando sus salidas a la celula 
clasifIcadora de modo serial. Para cada momento t exl^ 
ten n salidas en paralelo para una reglén, en el tiem­
po t+ A t otras n salidas para otra reglén de la retina 
y asl suceslvamente. La célula clasifIcadora tiene n en 
tradas en los momentos suceslvos t, t+ Ât, t+ %At, etc, 
por lo que reclbe Informaclén serlalmente. Diverses pro 
blemas que no serân tratados aqux surgen de esta conce^ 
tuallzaclén (Moore, Seldl y Parker, 1.975). Mlnsky (1.975) 
déclara que si bien en el nivel de detecclén de rasgos 
vlsuales el procesamlento en paralelo puede ser iStll, 
en niveles superiores de procesamlento cognitive exlsten 
fondamentales limitaclones en el use de la computaclén 
en paralelo y que los esquemas en paralelo son solo ingre 
dlentes de las teorlas de procesamlento perceptual; con- 
cluyendo en la necesidad de computaclén serial.
La poslbllldad alternatlva a la asuncién anterior 
es suponer que el concepto de unldad maestra, en s£ razo 
nable, no es realizable de facto por las estructuras neu 
raies. Asl GrUssery GrUsser-Cornehls, 1.976,p.373) indica 
que
Lo que nosotros reconocemos como invariante corn
portamental (universal) es el resultado de la -
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activacién slmultanea en paralelo y/o serial 
de una red compucsta por muchas clases de neu 
ronas..« y que el camblo esperado causado por 
cada respuesta mOtora puede jugar un papel eseo 
clal en la secuencla compléta de los mecanlsnos 
Innatos de disparo.
Segûn el modelo presentado por estos autores para 
los anuros la actividad de los niveles Inferlores puede 
ser Interpretada como "letras"; diferentes combinaclones 
de "letras" representan diverses slgnlfIcados y conducen 
a la actlvaclén, en este caso, de diferentes células te^ 
taies y talarnicas. Esta actlvaclén es una"palabra" que — 
facilita una clerta respuesta conductual. La respuesta — 
motora hace varlar el estimulo lo que da lugar a un pro­
ceso como el menclonado creando asl mds"palabras" que con 
ducen a una "frase", es decir a una secuencla de respuos- 
tas motoras que nosotros Interpretamos como"reconocimien­
to". El procesamlento en este modelo es paralelo-serial y 
semejante (aunque no Idéntlco)al disentIdo en el parrafo 
Inmedlatamcnte anterior.
En todo lo expuesto no existe nlngûn proceso que 
tenga que ver con lo que se llama almacenamiento o meno 
rla de modo que el reconocimiento puede Interpretarse corao 
el emparejamlento con una pretendlda régla almacenada.
Esta poslbllldad ya ha sldo dlscutida en el apartado ..2.5 
como un caso particular de la maqulna de emparejamlento 
con plantilia. No es cuestlén de volver sobre ello. Hiy 
que sedalar no obstante, la existencia de procesos de me­
moria Intlmamente relaclonados con el reconocimiento 4e 
patrones. Sln embargo, ya se clto' a Sutherland (I.9691 que
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declaraba que nada se conocia a cerca de procesos basi- 
cos exlgldos por ese modelo. Sutherland (1.973) no arro 
ja mas luz sobre la cucstldn.
Para terminar, el perceptrdn sc ha puesto en entr^ 
dlcho como sistema de reconocimiento de patrones por or 
ganlsmos bioldgicos (en concreto,por el gato) y por tan 
to como modelo general del funclonamiento del cerebro 
(al menos on lo que respecta al sistema visual). La pue^ 
ta en cuestlén de esta estructura ha sldo hccha desde 
dentro,tenlendo en cuenta sus llmltaclones teôrlcas. Su 
apllcaclén puede ser, no obstante, muy Importante en - 
otros campos. Y sobre todo^ ha permltldo establecer con 
preclslén los problemas en un campo fronterlzo en donde 
Interacclonan la neurofIslologla, la expérimentacién corn 
portamental y las teorlas de dlscrlmlnaclén en Pslcolo- 
gla, la teorla matemdtlea de organlzaclén de sistemas y 
la slmulaclén mediante computador. La esperanza es que 
juntas puedan arrojar alguna luz sobre el Intrigante pro 
blema do reconocimiento de patrones por animales.
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Resiunon
Este trabajo trata de la naturaleza -en termines 
de mdqulnas que aprenden- del mecanismo de reconoci­
miento de patrones vlsuales en el gato, en situacl6n 
de aprendizaje y para formas de dos dimensiones. Se - 
ha construido un modelo hlpotétlco, se ha realizado la 
slmulaclén de tal modelo mediante un programs de compu 
tador y se ha emltldo una predlcclén para su verlflcaclén 
experimental.
Se hlpotetlza que el mecanismo tiene la estructura 
de perceptrén de diametro limitado. La retina de tal per 
ceptrén esté constltulda por el sistema retineano hasta 
las células gangllonares (excluldas). Los predlcados - 
parciales son calculados por el selector de rasgos que, 
a su vez, es una L-mâqulna de sels niveles constItuldos 
por las células gangllonares retlneanas, células del cuer 
po genlculado lateral, células de campo simple, células 
de campo complejo, células de campo hlpercomplejo de or 
den Inferior y células hlpercomplejas de orden superior 
que reclben sus aferenclas de los niveles anteriores,de 
tectan en los estimulos rendljas, barras, esqulnas y len 
gUetas y cuyos soportes son los campos receptores Inclui 
dos en los campos agregados de las hlpercolumnas a las 
que pertenecen. Los /V son reallzados por células clasi 
flcadoras cuya existencia se asume y se Indlca su seme- 
janza con las funciones reallzadas por las células del 
gyrus suprasllvlano de la corteza del gato. Las caracte 
rlstlcas principales de este modelo son: jerarqula de - 
niveles, carencla de feedback, especlfIcldad de conexlo
r
2i0
nés, computaclén en paralelo, consldcraclén de la neu- 
rona como detector de rasgos, reconocimiento sobre es­
paclo de rasgos asl como la capacldad de aprender. Ca­
da célula de un nlvcl cualqulcra es una TLU y rcallza 
una funcién lineal de umbral que dépende del vector de 
input formado por las salidas de las células del nivel 
Inmedlatamente anterior quo hacen slnapsls sobre la - 
célula, de los pesos de estas slnapsls y del umbral de 
la propla célula. En su funclonamiento cada célula rca, 
Hza un hlperplano en el espaclo çuclldeano cuyas coor 
denadas son las células del nivel Inmediato anterior - 
que dlsparan sobre ella. Las células finales realizan 
los diverSOS ff y calculan la presencla o auscncia de 
la propledad P que caracterlza a la famllla F de figu­
ras en el patrén presentado en la retina. Segiin esto, 
el modelo no puede calcular : I^CONEXO que nln­
gûn perceptrén de diametro limitado puede hacerlo - 
(Mlnsky y Papert, 1.969).
El selector de rasgos y el proceso de detecclén y 
aprendizaje de clasifIcaclén de figuras conexas/no co­
nexas se ha slmulado mediante un programs on un compu­
tador IBM 360/6 5. De la slmulaclén se concluye que fi- 
jados los parametros déterminados, el modelo expuesto 
funclona corao un todo Integrado, détecta en los esti­
mulos los rasgos utlllzados y de acuerdo con la capacl^  
dad de un perceptrén de diametro limitado no se encucn 
tra el vector de pesos que clasifica correctamente las 
figuras conexas y no conexas en un mlllôn de iteraclo- 
nes.
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For ûltimo , se ha Intentado 
la verlflcaclén experimental del modelo mediante un — 
aprendizaje de dlscrlmlnaclén slmultanea,en dos etapas, 
de los patrones utlllzados en la slmulaclén. Los resul 
tados expérimentales Indlcan que cl sujeto utlllzado - 
clasifica correctamente las figuras presentadas. Por 
tanto, se concluye que al menos para un sujeto, el me 
canlsmo de reconocimiento de patrones no es un percep­
trén. Puesto que el sistema utlllzado es comûn a todos 
los suj etos de la misma especle se pone en duda la uti 
llzaclén del perceptrén como modelo del funclonamiento 
del sistema nervloso por lo que respecta al sistema v^ 
suai y ello a partir de las proplas llmltaclones que 
el mecanismo tiene. Algunas consecuenclas que este he­
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décision de un perceptrdn 
^ ' I‘f • ' Y ' ' ■ ■ Y I familia de prcdicados par claies
predicado parcial 
m numéro de prcdicados parciales;numéro de 0 , funciones
de una f-miqulna(en el apartado 3)
j una cualquicrn de ellas (en cl apartado ]);una cual- 
quiera de las c61ulas del nivel (en el apartado
5)
S(^j) soporte del predicado parcial ;conjunto de puntos 
de la retina de los que cualquier funciôn o predicado
parcial dépende para su c.ilculo
^  perceptrdn que realiza
I 1 <=? z > 0
A. funciôn cscalonada; A(z)= j ^  ^  - < o
d. vector de pesos de un perccptrôn % =( ci, ^ ci^ ^ ^  c(^  ) 
umbral
et vector de pesos aumentado; d. =( et  ^ 9 )
lf(x) vector cuyos componontes son y^(x), f ^ {x), . , ., Y^(x)
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y (  ^ J I vector (x) aumentado
L(i> ) Conjunto de prcdicados lincales con respecto a ^
‘T>k or den do t)
'X Conjunto de patrones;conjunto de vectores de los
pat rones X  ■= 1 x , x , . .. x 1
/  I )
X  con junto de vectores patrones aumentados X  == j Jc ^ , x^, . . . j
L numéro total de patrones de X  o numéro de vecto-
rcs patroncs
C nûmero de d i s e s  o categorias
s una cualquiera de ellas ; s=l,2,...,C
_pL ^  espacio de patrones; en este prabajo , O  =R
^ regiôn de décision de la categoria s
d^ funcidn discriminante para la categoria s
S funciôn de decisidn
vector de pesos de la funcidn discriminante lineal
para la categoria s; a “ (a ,a ,...,a )
S si s z s n
fi vector de pesos aumentado ; â =(a , a ,)
s s s sO
a ^ umbral para la catcf^oria s
l(x) funcidn de umbral
ïLU unidad lô^ica de umbral
i -funciôn funciô^i que es llneal en nus parôrr.etros
D funciôn discriminante que es ^ -funciôn para la
cate/;oria s
0. funciones que intervicncn on D
J s
§ ( x) vector cuyos componentes son 0 ^^ ( x )
§(x) vector aumentado
L-m^(|uina m.iquina con niveles compuesta de TLU inter— 
concctada s
M numéro total de niveles de una L-m<iquina
u no cual(]uiera de ellos; = l, 2  ^. . - ,M
' I  ' 
' I ;
0002671
numéro de dimcnsiones en una : L-ra5quina delj lesd^cio
' ' I ' h: . I , I:i -M,
de; patrones original I j ' ' '
: ' . . ■ ' |l r ' Y' !
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yector cuyos componentes son las salidas délias
TLU del nivel
!
S. secuencia de entrenamicnto con vectores aumentados
X
3c si X t X i ,  I  ^ ! j
^  ' - X  si xe. f^ î j  i
Sÿ ! secuencia de entrenamicnto con vectores ÿ j '
w  I vector soluciôn (que incluye cl u m b r a l  ); w =  (‘^i. uj„ )
Sj^  i secuencia de vectores de pesos
indice finito para el que Cf(k^) es un vector solu-
ci<5n; nûmero de pasos hasta alcanzar la soluciûn con
el algoritmo (l9 ) |:
f (i,vA^) cûlula i-6 sima del nivel 3 ^ ^1 " '  ^ ; i
%  célula j-ûsima del nivel cV’♦ 1 |
n^ nûmero de cûlulas del nivel que envian sus'output
a la j-ésima célula del nivel +1
co . . peso de la sinapsis de la i-ésima célula del nivel
J t  !
sobre la j-ésima célula del nivel +1 
g c é l u l a  ganglionar retineana
célula ganglionar retineana de centre ON 
^i OFF gaglionar retineana de centro OFF
I(’-.'j) funciûn de luminancia ; en este trabajo I X
G. célula del cuerpo geniculado lateral
S. célula de campo simple
-ÿ ^ ^ peso de la sinapsis de sobre S^
6 SON célula S detector de rectûngulos de luz o
rendija
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Sqpp ^ 50FF célula S detector do barras oscuras 
SBD cdlula S detector de bordes iliuninados eii la parte 
derccha
SBI ctlula S detector do bordes iluminados en la parte 
izquierda
c61ula de cainpo complcjo 
^ j ^peso do la sinapsis de sobre C^
CB célula de campo complcjo detector de barras oscuras;
en simulaciôn CDAR 
CR 6 CREND célula C detector de rendijas o barras de 
luz
CED célula C detector de bordes con la parte dcrecha 
iluminada
CEI célula C detector de bordes con la parte izquierda 
iluminada
III célula bipcrcomplcja de orden inferior
p . .peso de la sinapsis de la célula C sobre HI.
J j t i j
HIESyA célula III que détecta esquinas A
IlIESQB célula HZ que détecta esquinas U
HIESQE célula III que détecta esquinas E
IIIESQF célula III que détecta esquinas F
IlILD célula III que détecta Icnqlletas cuyo borde tiene 
la iluminacién a la derccha 
m i l  que détecta Icnglleta;; cuyo borde esté iltsninado 
en la parte izquierda 
IlILBD y HILüI, on simulacién
IIIB célula III que détecta barras oscuras
HIK célula III que détecta rendijas de luz
HS célula hipercompleja de orden superior
ly . ^ peso de la sinapsis de III^ sobre HS^
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HSESy célula HI detector de esquinas 
IlSL " " " " lengUetas
USB " " " " barras oscuras
HSR " " " rendijas
GANGLI EUbprograma para células gaglionares; I' |
DCG anchura de la regidn central de g^ y de
DPG anchura de la rcgién perilérica de g^ y de G^
SIMPLE subprograraa para las células simples 
HG numéro de las células G que inciden sobre cada S
ri = 3 
P2=7
DG distancia entre G^ sucesivas que inciden en la mis-
ma S j
TS timbrai (en simulacién )para las células S
ÏSB timbrai (en simulacién )para las células S détecte­
ras de bordes 
COMPLE subprograma para las células coraplejas 
NS ntiincro de S que inciden en cada C
DS distancia entre sucesivas que inciden en
la misma C .
J
TC urabral para las células C
DC distaticia entre los centros de dos g^sucesivas de dos 
C sitcesivos 
III PIN F subpi ograma para las HI 
HIPSUP subprograraa para las HS 
THS umbral para las HS
V vector de treinta y seis componentes que es la 
salida del selector de rasgos para un patrôn X
V vector alimenta do
SEPLIN subprograraa se separacién lineal o aprendizaje
OIBUOTECA
