Alignment of angiographic preoperative 3D scans to intraoperative 2D projections is an important issue for 3D depth perception and navigation during interventions. Currently, in a setting where only one 2D projection is available, methods employing a rigid transformation model present the state of the art for this problem. In this work, we introduce a method capable of deformably registering 3D vessel structures to a respective single projection of the scene. Our approach addresses the inherent ill-posedness of the problem by incorporating a priori knowledge about the vessel structures into the formulation. We minimize the distance between the 2D points and corresponding projected 3D points together with regularization terms encoding the properties of length preservation of vessel structures and smoothness of deformation. We demonstrate the performance and accuracy of the proposed method by quantitative tests on synthetic examples as well as real angiographic scenes.
INTRODUCTION
Angiographic imaging is a widely used technique for visualization of vessel anatomy in diagnosis and treatment. During most abdominal catheterizations, contrasted 2D projections from one view are acquired by a C-arm for catheter guidance and treatment monitoring. A 3D angiographic scan -that is, a Computed Tomography Angiography (CTA), or a Magnetic Resonance Angiography (MRA) scan -is usually acquired preoperatively to assess the region of interest and identify possible complications for the treatment. This 2D/3D setting is sketched in Figure 1 . In clinical practice, the available 3D information is currently not brought to the interventional room. Only guided by images from one view, it is often very difficult for the physician to find a path through the patient's vessel system mainly due to overlay of vessel structures and breathing deformation.
An accurate registration of 3D to 2D vasculature would yield one-to-one vessel feature correspondences, which can be used for intraoperative 3D roadmapping or catheter tip backprojection. With this 3D enhancement of angiographic interventions, both increase in depth perception and decrease in injected contrast agent can be achieved.
In abdominal or thoracic regions that are subject to deformation, these correspondences cannot be established by a mere rigid or affine transformation model. Instead, it is necessary to create a 3D deformation field that locally deforms the 3D vasculature such that its projection matches the 2D vasculature.
For 3D-3D registration of vascular images, methods have been developed to compute the deformation field from sparse correspondences that are determined manually or through rigid pre-alignment.
1, 2 However, the computation of a dense 3D deformation field from sparse 2D-3D feature correspondences is in general an illposed problem: The displacement of a point along the projection ray cannot be computed without additional constraints, compare Figures 2 and 3b.
Currently, methods for 2D-3D alignment of vascular images use a rigid transformation model discarding local motion. Such algorithms tend to be robust against deformation changes of vessel structures but do not solve for Figure 1 : Visualization of the 2D/3D C-arm/patient scenario. The 3D vasculature is to be deformably registered to the 2D projection image. Upper Image: The blue line in the 2D Digitally Subtracted Angiogram (DSA) visualizes the projected centerline of the rigidly registered 3D vasculature. This projection is visibly deformed to the projection in the DSA due to breathing motion. Lower Image: Overview figure of the projective scene symbolizing the C-arm/patient scenario.
these changes, leaving a considerable amount of misalignment, which can be, as reported for e.g. liver, up to 2 cm.
3
In order to overcome the shortcomings of the rigid approach, we propose a method for computing a meaningful deformation of a 3D structure from a single 2D projection. Our method combines the correspondence-based approach and the ideas from intensity-based registration, where the registration problem is defined as a minimization of an energy consisting of a difference measure and regularization terms, which incorporate the a priori knowledge about the problem, see Figure 2 .
The difference term used in our approach penalizes the distance between the projection of 3D points from the input vasculature, represented as nodes of a centerline graph, and the corresponding points from the 2D projection image (Figure 3a) .
Minimizing only the difference term results in what we refer to as the Naive approach, which is not able of recovering the deformation in the projection direction and thus leads to unnatural results. In order to be able to compute the 3D displacement, additionally to the difference, we employ a combination of two regularization terms, which model assumptions about vessel structures and thus yield realistic deformations.
The first term describes the assumption that the length of vessels does not change heavily inside the human body and penalizes large changes of the vessel length. This term is important since it presents constraints in 3D space and thus reduces number of solutions for one node from infinite to two along the projection ray, if one of the neighbors is assumed fixed (Figure 3b ). Also, in our experiments the minimization of this term results in the nearest solution to the initial position of the respective point. Figure 3a illustrates the idea of using the difference term together with length preservation.
However, for real graphs with many nodes and large deformations the length preservation term has the drawback that the behavior is too local. Although the length preservation itself is successful, in these cases the property that the nearest solution to the initial position is computed introduces unnatural bends in the vessels, thus leading to unwanted results, compare Figure 4 . In order to counteract this effect, we impose a smoothness condition on the resulting displacement field. This is done by using the standard diffusion regularization term, compare for example. 4 Usually, the diffusion regularization term is equipped with a boundary condition (e.g. Dirichlet, where the boundary values are fixed) which restricts the null-space of the term. Fixing certain displacement values would require to have at least one vessel point, for which the position is known. However, selecting such a 3D point in a deforming volume would present a very difficult -if not impossible -task. Thus, we replace the boundary shows a graph, which was used to generate the input 2D projection image. Hence, (b) presents the ground truth for the deformation of (a). The camera is positioned on the right side of the images, such that the shape change in ray direction is not observable from the 2D projection image. (c) With the naive approach using only the distance measure from a single projection, it is not possible to recover the full 3D deformation since there are no constraints along the projection rays. (d) Employing the length preservation and diffusion regularization terms present additional constraints and thus allows for correct deformation also in the direction along the projection rays.
condition by the soft constraint of position retention, which can easily be integrated into the optimization procedure.
So in summary, our method enables meaningful 3D deformations of 3D vessel structures based on a single 2D projection of the same structure. To the best of our knowledge this is the first time that this problem is addressed in the field of medical image processing.
A short supplementary movie illustrating the proposed algorithm is available at http://campar.in.tum.de/ personal/zikic/spie2008/2d3d_Deformable_XVid.avi.
Relation to Prior Work
There is a considerable body of research on rigid 2D-3D registration of vascular images. These mostly address rigid structures, for example in neuro surgery, see [5] [6] [7] [8] and references therein. For the case of abdominal or thoracic 2D-3D image alignment, there exist some methods, which are supplemented by gating information or robustness against deformations.
9-11 However, although robust to local transformations, these methods still use a rigid transformation model and do not account for the occurring deformation.
2D-3D deformable registration on medical images has been addressed by Fleute et al. , 12 Benameur et al. , 13 Yao et al. , 14 Zheng et al. , 15 and Tang et al. 16 all within the context of registration of two or more 2D projections to an atlas or statistical model of bone anatomy. These methods do not focus on vessel anatomy and do not cope with a single view scenario.
To our knowledge, there is no work that uses the constraint of length preservation of vessel structures for image registration.
In the robotics and graphic community, computing the 3D pose of a model from a 2D image is regarded as an inverse kinematics problem (see e.g. Grochow et al. 17 and references therein), which is somewhat related to our topic. However, the model which is used in these approaches often just has a very limited number of degrees of freedom (DOF) unlike our model, where each feature point introduces 3 DOF. 
METHOD
The basic idea of the proposed method is to use a difference term and supplement it by regularization terms which incorporate a priori knowledge about the problem and thus impose constraints along the projection rays, which are needed in order to render the problem well-posed. Having modeled the problem this way, the solution is computed by using an optimization method of choice. Since the focus of this work is on the modeling part, we use the standard gradient descent optimization scheme. * In the following, we first briefly describe the setting for the algorithm and the performed pre-processing steps. We go on by presenting notation and introducing structures we use. Then we define the model and in the following subsections we present the single components of the energy function to be optimized.
Setting and Preprocessing
As input for our method we use an extracted model of 2D and 3D vasculature, as well as a feature-based rigid pre-alignment in a calibrated setting † yielding a projection matrix and correspondence information between 2D and 3D feature points. All of these steps have been previously presented in the literature and are not within the scope of this paper. A graph model is created in both 2D and 3D from a region growing step yielding vessel segmentations, followed by topological thinning and bifurcation detection as described in.
18 A rigid 2D-3D registration is computed by distance minimization of 2D and projected 3D centerline curves as has been successfully applied to vessels (see e.g. 5, 10 ) solving for both a projection matrix and correspondences of centerline points. If corresponding information is not available at each centerline point, a closest point operator can be incorporated after the rigid registration to assign one-to-one correspondences to all curve points. If ambiguities arise in this assignment due to projection overlay of vessel structures, these features can be left out of the correspondence set, which does not influence the proposed method. * However, any other standard gradient-based approach, such as e.g. Levenberg-Marquardt, can be employed.
† Meaning that intrinsic parameters of the intraoperative imaging device are given. Also, image distortion can be assumed to be absent due to flat-panel detector technology. 
Preliminaries and Notation
We model vessel structures as directed graphs
, 3} denotes the dimension of the graph. For the following, please refer also to Figure 5 .
The nodes are classified either as bifurcation nodes
While the bifurcation nodes express the topology and the rough geometry of the vessel tree, the sampling nodes are used to describe the geometry of the vessel segments in more detail.
The bifurcation nodes are abbreviated by B and are identified with their spatial coordinates, such that
We denote the sampling nodes by X in 3D and x in 2D and again identify them with their spatial coordinates.
The correspondences between the 3D and 2D points are represented by
We define a vessel segment Π i,j as a path between two neighboring bifurcation nodes B i and B j , containing all sampling nodes and edges between B i and B j . The number of nodes in Π i,j is n i,j and the number of edges respectively n i,j + 1. The sampling nodes are indexed relative to the vessel segment Π i,j starting from 1 to n i,j , compare Figure 5 . The correspondences are also ordered relative to the respective vessel segment.
The deformation function is encoded by a set of 3D displacement vectors ϕ ∈ R 3×n centered in the n graph nodes. The displacement at the i-th node X i is denoted by ϕ i , such that the final position of the node is
We also employ a dense version of the displacement function, which we denote byφ. We obtainφ from ϕ by interpolation using Thin-Plate Splines (TPS). 19 We use the dense displacement field for assigning displacement values to nodes for which no displacement vectors are defined. ‡ For projections we use a standard pinhole camera model with the principal ray in the direction of the positive Z-axis. ‡ In order to simplify the implementation, correspondences are computed only for sampling nodes, and thus also the energies are only evaluated there. This technical detail is due to the need to consider predecessor and successor nodes in some parts of the algorithm. In addition, omitting the bifurcation nodes, which often have more than only two neighboring nodes, facilitates the implementation. 
The Model
The deformable registration process is now described as a minimization of the energy function E with respect to the displacements ϕ of the vessel nodes in order to get the estimate ϕ of ϕ, that is
with the energy function
where
→ y ∈ R for length preservation of the vessel segments, S D : ϕ → y ∈ R for smoothness of the displacement field, and the term S P : ϕ → y ∈ R for retention of initial positions of graph points, which replaces the standard boundary condition. For brevity, we will drop the function arguments in the remainder of the paper. The positive scalars α, β and γ control the influence of the respective terms.
In the following, we present the energy terms from Equation (2) . We also give the respective derivatives which are used in the gradient descent optimization scheme.
Difference Measure
The difference measure D which drives the registration process penalizes the distance between the projection of 3D points from the input graph and the corresponding 2D points from the input projection image.
Given point correspondences C with a single correspondence C i = (X i , x i ) and a projection function f : R 3 → R 2 , we can define the distance measure
Here, f :
where p 1 , p 2 and p 3 constitute the row vectors of the projection matrix P ∈ R 3×4 , andX = [X , 1] is the homogeneous 4-vector of the 3D point X.
For the minimization according to the model (2), the derivative of D with respect to ϕ i is needed. By using Y i = X i + ϕ i the gradient is given by
where where p ij denote the entries of the projection matrix.
Length Preservation Constraint
Since vessel structures are in general enclosed by soft tissue, for example inside liver, and breathing motion is limited to a certain magnitude, the length change of the vessels is limited. We model this observation by imposing a soft length preservation constraint on the single vessel segments. Thus, we do not impose constant lengths, which would be a too restrictive and unnatural assumption in the given setting. Since the vessel length is defined in 3D space, this constraint is able to induce a deformation orthogonal to projection rays, compare Figure 3a .
We define the terms d
, which measure the length of the edges connected to the sampling node X i for a given set of displacements ϕ by
2 , and (7)
where we once again set 
which penalizes the relative deviation from the initial length of the two edges which are directly influenced by the i-th node.
The derivative of S L with respect to ϕ i reads
with w
The evaluation of the derivative of the length preservation term is performed independently on single vessel segments Π, since for the computation, ordered correspondences and nodes with a left and right neighbor each are needed.
Diffusion Regularization
The so-called diffusion regularization term is often used in intensity-based registration (compare e.g. 4 ) in order to impose a smoothness constraint onto the displacement field. The energy function is defined as
where ∇ϕ (d) is defined by using the dense version of the displacement fieldφ, which is computed using the 3D Thin-Plate Spline. Here the standard central difference approximation scheme with an appropriate grid spacing h is used.
where ∆ is the Laplace operator with ∆ϕ
i . The Laplace operator is also evaluated by using the dense version of the displacement field.
The evaluation of the TPS for computing the gradient and the Laplacian does not present a large overhead, since the TPS coefficients are already computed in every iteration in order to transform nodes for which no correspondences are defined.
Position Retention Constraint
Instead of using a boundary condition for our problem, such as fixed values for the displacement at certain nodes, we use a soft-constraint which implies that all points should retain their initial position. The advantage of this approach is that it involves no hard constraints, which would possibly require user interaction. The weighting γ for the position retention constraint is chosen very low relative to the coefficients for the other terms, such that only the motion along the projection rays is effectively constrained, which is not or hardly constrained by the other terms.
The energy term is defined to minimize the distance between initial and final position as
and the trivial derivative is
Optimization Scheme
By using all components of the cost function E together with their gradients, and the step size µ, we can give an algorithm based on gradient descent optimization:
Algorithm 1 Deformable 2D-3D Registration with Additional Constraints Given the input graphs G 3 and G 2 , ordered point correspondences C i = (X i , x i ), and a projection matrix P, repeat
the 3D TPS and deform whole graph until ∇E < ε
In all tests α is approximately 10 times larger than β, and 100 larger than γ.
RESULTS AND EVALUATION
In order to validate our results, besides visual inspection, we compute two different quantitative error measures.
The first is the 3D euclidean distance between the nodes of the ground truth (GT) structure and a given graph.
Since this first measure does not take topology into account we also introduce a second measure, which does not penalize the position, but only evaluates the shape. At every node, the angle between the two adjacent edges is computed. We perform the tests on synthetic graphs with artificial deformations in order to test various aspects of the method. To demonstrate the applicability for real applications, we apply the tests to real vessels segmented from angiographic images, deformed by both, artificial and natural deformation fields.
The error evaluation is summed up in Table 1 . The respective visualization of the results for synthetic data sets is presented in Figure 6 . In Figure 7 , real data sets together with their extracted vasculature are shown.
Tests on Synthetic Data
For these tests, we generate two 3D graphs by deforming the respective graph structures such that the length is preserved. One of the graphs serves as input for the method, while the other one presents the ground truth solution. The 3D ground truth is not directly used, but we generate a 2D projection of this structure, which is used as input for the method, together with the projection matrix and a correspondence set. For three exemplary data sets (Synth1, Synth2 and Synth3) quantitative and visual results are presented in Table 1 and Figure 6. 
Real Data with Artificial Deformation
In order to assess the behavior of the method on natural vessel structures in a quantitative way, we deform the graphs extracted by segmentation from patient data sets with a length-preserving deformation function.
§ This way, we are able to perform our method and measure the distance of the result to a known ground truth in the same way as for synthetic data sets. A projection matrix computed from a rigid CTA-to-DSA registration of the respective patient is used to create the input 2D vessel graph. For the presented tests, we use a liver data set (Liver 1) from a patient who suffers from hepatocellular carcinoma and was treated with Transarterial Chemoembolization, compare Table 1 and Figure 7. 
Real Data with Natural Deformation
Natural deformation fields for human organs are hard to obtain. In order to verify our method on possibly natural deformations we employ the results presented by Siebenthal et al. 3 The displacement fields provided by this work are computed from a series of contrasted 4D MR images of the liver. A deformable registration is performed in 3 between the single 3D images, while the high time resolution together with the strong texture of the contrasted images assures the quality and reliability of the resulting deformation field. We segment the vessel structures from the contrasted MR images used in, 3 and generate the input 3D graph for our method. § To this end, we employ a dedicated function, which is not used in our method itself, in order to assure the validness of comparison. Then, we apply the displacement field from 3 to the 3D graph and thus compute the ground truth for the result. A projection matrix yielding an anterior-posterior image was used for 2D input creation. Note that we assure an inherent rigid pre-registration with this setup. In the same way as for the synthetic data sets, the 3D ground truth together with initial and deformed 3D input graph are used to quantitatively assess the performance of our method. Despite the small deformation observable in the data set (Liver 2), a clear improvement is achieved. Compare Table 1 and Figure 7. 
CONCLUSION
In this paper, we present a method for deformable registration of 3D vessel structures to a single 2D projection image. By combining a difference measure with constraints resulting from valid assumptions, we improve the rigid spatial alignment of the 3D vessel, which up to now presents the state of the art for this problem. The improvement in the spatial alignment is important for 3D depth perception and navigation during interventions. Quantitative and qualitative tests on medical and synthetic data sets clearly demonstrate the improvement achieved by our method.
Further work will include improving the optimization methods for the presented model, automatic assessment of the model coefficients, further testing of robustness with respect to missing and wrong correspondences and the actual application of the method in medical settings.
