In this paper, vector autoregressive (VAR) models have been recognized for the selected indicators of Dhaka stock exchange (DSE). Bangladesh uses the micro economic variables, such as stock trade, invested stock capital, stock volume, current market value, and DSE general indexes which have the direct impact on DSE prices. The data were collected for the period from June 2004 to July 2013 as the basis on daily scale. But to get the maximum explorative information and reduction of volatility, the data have been transformed to the monthly scale. The outliers and extreme values of the study variables are detected through box and whisker plot. To detect the unit root property of the study variables, various unit root tests have been applied. The forecast performance of the different VAR models is compared to have the minimum residual. Moreover, the dynamics of this financial market is analyzed through Granger causality and impulse response analysis.
Literature Review
In recent years, many market analysts have started arguing for market inefficiency at least for its weak form. They claim that the traders are now paying more attention to the information which is related to recent trends in return instead of putting emphasis on the information which is related to future dividends. A large number of traders are buying stocks, only because past returns were very high. These traders are often called feedback traders; they believe that if the stock returns were high in the recent past, they are likely to be high in future. Such behaviors of traders cause stock prices to go beyond the true values of stocks in the short run (Khababa, 1998) . This feedback trading makes the market more volatile in the short run, because in the long run, the stock prices tend to return to their true values. In respect of weak form efficiency of DSE, some researchers have done several works (Uddin & Khoda, 2009; Mobarek, Mollah, & Bhuyan, 2008; Hassan & Chowdhury, 2008; Uddin & Alam, 2007; Ainul & Khaled, 2005; Kader & Rahman, 2005; Sadique & Chowdhury, 2002; Koutmos, Negakis, & Theodossiou, 1993; Chowdhury, Sadique, & Rahman, 2001) . But, it is rare in conducting VAR model in order to find the relationship between risk and return of DSE. The VAR model is one of the most successful, flexible, and easy models for the analysis of multivariate time series. VAR models in economics were made popular by Sims (1980) . It is a natural extension of the univariate autoregressive model. The VAR model is useful for describing the dynamic behavior of financial time series and for forecasting. The superior forecasts to those from univariate time series models and elaborate theory-based simultaneous equations models can be provided by using VAR models. Forecasting is quite flexible, since they can be made conditional on the potential future paths of specified variables in the model. There are many studies about modeling financial time series with VAR models. The most important one is the book of Culbertson (1996) that is about stocks, bonds, and foreign exchange. But there are a few studies about Bangladeshi financial market especially in the period which includes in 2011 to 2013 financial crises. In addition to data description and forecasting, the VAR model is also used for structural inference and policy analysis. In structural analysis, certain assumptions about the causal structure of the data under investigation are imposed and the resulting causal impacts of unexpected shocks or innovations to specified variables on the VECTOR AUTOREGRESSIVE (VAR) MODELING AND PROJECTION OF DSE 275 variables in the model are summarized. These causal impacts are usually summarized with impulse response functions and forecast error variance decompositions. The definitive technical reference for VAR models is Lutkepohl (1991) and updated surveys of VAR techniques are given in works of Watson (1994); Lutkepohl (1999); and Waggoner and Zha (1999) . Applications of VAR models to financial data are given in works of Hamilton (1994a; 1994b); Campbell, Lo, and MacKinlay (1997); Mills (1999); and Tsay (2001) .
Methodology Stationary Time Series
A series is said to be (weakly or covariance) stationary, if the mean and auto covariance of the series do not depend on time. Any series that is not stationary is said to be non-stationary. A common example of a non-stationary series is the random walk:
(1) where, ε t is a stationary random disturbance term; the series Y t has a constant forecast value, conditional on t; and the variance is increasing over time. Augmented Dickey-Fuller (ADF) (Dickey & Fuller, 1979) , Phillips-Perron test (PP) (Phillips & Perron, 1998) , GLS detrended Dickey-Fuller (ERS) (Elliott, Rothenberg, & Stock, 1996) , KPSS (Kwiatkowski, Phillips, Schmidt, & Shin, 1992) , and Ng-Perron tests (NP) (Ng & Perron, 2001 ) are recognized as unit root tests for a time series to be stationary or not. The random walk is a difference stationary series, since the first difference of Y t is stationary: 1 (2) A difference stationary series is said to be integrated and is denoted as I(d), where d is the order of integration. The order of integration is the number of unit roots contained in the series or the number of differencing operations taken to make the series stationary. For the random walk above, there is one unit root, so it is an I(1) series. Similarly, a stationary series is I(0). Bierens (1997) anticipated that anticipated regression model involving unit root process may provide spurious regression, because time series data often tend to move in the same direction. Consequently, this may show a higher R 2 and lower Durbin Watson statistic, which may not indicate the true degree of association among the study variables. For a non-stationary time series y t , if one would fit the model y t = y t-1 +  t and test the null hypothesis H 0 :  = 1 in the AR(1) model, the null distribution is non-normal and it follows the Dickey-Fuller distribution. In short, if a time series is generated by a unit root process, the conventional test procedures remain no longer valid. So, it is important to check whether a time series is stationary or not.
VAR Model
When building a VAR model, the following steps can be used. Firstly, statistic M(i) or the Akaike Information Criterion (AIC) have been used to identify the order, then estimate the specified model by using the least squares method (if there are statistically insignificant parameters, the model should be re-estimated by removing these parameters), and finally use the Q k (m) statistic of the residuals to check the adequacy of a fitted model. Other characteristics of the residual series, such as conditional heteroscedasticity and outliers, can also be checked.
The 
The results can be obtained as: Cov , , the covariance matrix of α t ; Cov , 0, for l > 0 , for l > 0
The equation (5) 
… = … The ordinary least squares (OLS) method is used for estimating parameters of these models. This is called the multivariate linear regression estimation in multivariate statistical analysis (Tsay, 2001) . For the equation in equation (5), let, be the OLS estimate of and be the estimate of , where the superscript (i) is used to denote that the estimates are for a VAR(i) model. Then, the residual is:
For i = 0, the residual is defined as , where is the sample mean of Y t . The residual covariance matrix is defined as:
To specify the order p, the i th , and (i − 1) th in equation (6) Tsay, 2001) .
The AIC of a VAR(i) model under the normality assumption is definied as:
For a given vector time series, one selects the AR order p such that AIC(p) = min {1 ≤ i ≤ p, AIC(i)}, where p is positive integer. Estimation and model checking both of the OLS method or the maximum likelihood method can be used to estimate parameters of VAR model, since the two methods are asymptotically equivalent. The estimates are asymptotically normal under some regularity conditions, after constructing the model, adequacy of the model should then be checked. The Q k (m) statistic can be applied to the residual series to check the assumption that there are no serial or cross-correlations in the residuals. For a fitted VAR(p) model, the Q k (m) statistic of the residuals is asymptotically a chi-square distribution with
where g is the number of estimated parameters in the AR coefficient matrices (Tsay, 2001) .
Structural Analysis by Impulse Response Functions
The general form VAR(p) model also has a Wold representation as follows: (9) where,  s are the n  n matrices. To interpret the (i, j)-th element , element of the matrix  s as the dynamic multiplier or impulse response:
The condition for the variance of α t equal to Σ is a diagonal matrix. If Σ is diagonal, it shows that the elements of Σ and α t are uncorrelated. One way to make the errors uncorrelated is to estimate the triangular structural VAR(p) model:
The estimated covariance matrix of the error vector is diagonal. 
Structural Analysis by Granger Causality
In order to investigate the causal relationship among the variables of the system, the linear Granger causality tests should be applied by using the following strategy. Compare the unrestricted models:
with the restricted models:
where, ∆ and ∆ first order forward differences of the variables; α, β, and  are the parameters to be estimated; and e 1 and e 2 are standard random errors. The lag m are the optimal lag orders chosen by information criteria. The equations described above are convenient tools for analyzing linear causality relationship among the variables. If  1 is statistically significant and  2 is not, it can be said that changes in variable y Granger cause changes in variable x or vice versa. If both of them are statistically significant, there is a bivariate causal relationship among the variables; if both of them are statistically insignificant, neither the changes in variable y nor the changes in variable x have any effect over other variables.
Forecasting
If the fitted model is adequate, then it can be used to obtain forecasts. For forecasting, same techniques in the univariate analysis can be applied. To produce forecasts and standard deviations of the associated forecast, errors can be done as following. For a VAR(p) model, the 1-step ahead forecast at the time origin h is:
The associated forecast error is . The covariance matrix of the forecast error is Σ. If is weakly stationary, then the l-step ahead forecast converges to its mean vector as the forecast horizon increases.
Result and Discussion
In this paper, the selected indicators of DSE in Bangladesh and the micro economic variables, such as stock trade, invested stock capital, stock volume, current market value, and DSE general indexes for the period of June 2004 to July 2013, have been used as the basis on daily scale. But to get the maximum explorative information and reduction of volatility, the data have been transformed to the monthly scale. Data from June 2004 to July 2013 are used in-sample estimation and from August 2013 to December 2013 are used for the out-of-sample forecasting purposes. The summary statistics of market capital in Taka (mn), general index, total volume, and total trade of DSE have been shown in Table 1 .
The time series plot of invested stock market capital in Taka (mn), DSE general indexes, stock trade, stock volume, and current market value in Taka Figure 1 , it has been observed that each study variable rose up in 2010, except stock volume and that there started severe volatility from 2010 to till the end of the day in stock market capital and general indexes, stock trade, stock volume, and current market value data series.
Box and whisker plot has been used to investigate the data series of DSE, of which percents of data are representing maximum frequencies, non-outlier range and which are affected by outliers and extreme values. The box and whisker plot of market capital, general indexes, value, volume, and trade, respectively have been shown in Figures 2, 3, 4 , 5, and 6. The box and whisker plot of market capital, general indexes, value, volume, and trade respectively (Figures 2, 3, 4 , 5, and 6) reveal that median capital is 9.9877E5, 25% to 75% frequency between 2.6001E5 and 2.4245E6; non-outlier range is 1,600.0375 to 3.5122E6 of market capital; and it is not affected by outlier and extreme values. Median general indexes is 2,907.9245, 25% to 75% frequency between 1,771.1892 to 4,562.2568; non-outlier range is 1,269.7839 to 8,339.5047; and it is not affected by outlier and extreme values also. Median market value is 2,800.0196, 25% to 75% frequency between 439.1096 and 5,890.3924; non-outlier range is 119.7018 to 13,156.9532; and it is either affected by outlier and extreme values. Median market volume is 69,859.325, 25%-75% frequency between 14,577.16 and 1.2116E5; non-outlier range is 6,426.52 to 2.5348E5; and it is either affected by outliers but not extreme values. Median market trade is VECTOR AUTOREGRESSIVE (VAR) MODELING AND PROJECTION OF DSE 282 69,859.325, 25% to 75% frequency between 14,577.16 and 1.2116E5; non-outlier range is 6,426.52 to 2.5348E5; and it is either affected by outliers but not extreme values.
To check the stationary of the series, unit root test has been tested which has been given in Table 2 . ADF, PP test, KPSS, ERS, and NP test have been used. Table 2 represents the unit root test of market capital, general indexes, value, volume, and trade of DSE. ADF, PP, KPSS, ERS, and NP tests results indicate that all variables are non-stationary by not rejecting the null hypothesis of unit-root at 5% levels of significance and critical values, but they are all stationary after first differencing except volume data of DSE which is normally stationary. Therefore, first order differenced series have been used for all variables except volume series in this analysis.
Empirical Results and Diagnostics
In this part, the initial aim is to find out the true lag order for the model as Lutkepohl (1991) pointed out that selecting a higher order lag length than the true lag lengths increases the mean square forecast errors of the VAR and selecting a lower order lag length than the true lag lengths usually causes auto correlated errors. As a result, accuracy of forecasts from VAR models highly depends on selecting the true lag lengths. There are several statistical criteria for selecting a lag length. There has been identified a VAR(p) model for the analysis by using penalty selection criteria, such as AIC and Bayesian Information Criterion (BIC). This analysis reveals the minimum value of AIC and BIC has been got at the lag length of order two than that any other lag lengths of orders. After that a VAR(2) model has been identified, moving forward to model estimation process. The model estimation results from the VAR(2) model are given in Tables 3, 4 , 5, and 6.
After that there has been estimated a suitable VAR(2) model for the variables and this stage of the analysis deals with the diagnostic checking process. There are several methods that control the robustness of the model VECTOR AUTOREGRESSIVE (VAR) MODELING AND PROJECTION OF DSE 283 and graphical analysis tools and statistical tests of the residuals have been used for the diagnostic checks. Table  4 exhibits the results of normality (H 0 : Residuals are multivariate normal) and Table 5 shows heteroscedasticity tests of the residuals. Table 6 and Figure 7 show root of characteristic polynomial of the estimated VAR model which shows the stability condition. Figure 8 indicates the correlations of the estimated residuals of VAR(2) model. From Table 4 , it is observed that the estimated residuals of VAR(2) model have come from multivariate normal distribution and statistically significant at 5% level of significance except (*) marked statistics. Note. VAR residual heteroscedasticity tests: no cross terms (only levels and square).
From Table 5 , it can be seen that the estimated results are not affected by heteroscedasticity problem and calculated value of Chi-sq is 486.1293 with 300 df and statistically significant at 5% level of significant. Table 6 and Figure 3 represent that no root lies outside the unit circle. Therefore, VAR(2) model satisfies the stability condition.
From Figure 8 , it can be seen that most of the spikes of the estimated residuals from VAR(2) model lie within the three sigma confidence interval. Therefore, it might be free from outliers and extreme values. In order to see the dynamics of the variables, there have been applied impulse response analysis and Granger causality tests. Figure 9 shows the combined graph of the impulse responses of each variable of the estimated VAR(2) model. As can be seen from the graph, stock capital has immediate effect on general indexes, trade, VECTOR AUTOREGRESSIVE (VAR) MODELING AND PROJECTION OF DSE 285 current value, and volume. Similarly, general indexes, trade, current value, current volume, and stock capital have immediate effect on all the others except volume series of DSE. Stock volume has only direct impact on general indexes of DSE. Table 7 represents the Granger causality test of each of the variables of DSE under study. Cor(VOLUME,VOLUME ( Response of VOLUME to Cholesky One S.D. Innovations Table 7 shows the Granger causality test results. The test results indicate that there is a bivariate causal relationship among the variables marked as (*) by rejecting the null hypothesis of no Granger causality. After that, the model for in-sample analysis has been estimated and checked. This stage deals with the out-sample forecasting performance analysis. Data from June 2004 to July 2013 are used for in-sample estimation and from August 2013 to December 2013 are used for the out-sample forecasting purposes and compare the results of the VAR(2) model with the univariate models ARIMA (1, 1, 1) , each of which is chosen for each variable by penalty selection criteria. From Table 8 , it is observed that the RMSE statistics for forecast performance for out-samples of VAR(2) model are minimum from ARIMA (1, 1, 1) models for market capital, general indexes, and volume data series of DSE. Therefore, the forecasting performance of VAR(2) model is quietly reasonable than from ARIMA (1, 1, 1) models.
Conclusions
In this paper, authors have explored a multivariate time series model for DSE. VAR(2) model has been applied in modeling and forecasting the market capital, general indexes, volume, trade, and current value for the period from August 2013 to December 2013. It has been chosen as the best candidate model for the variables in sample period. Model estimation results, impulse response analysis, and Granger causality tests indicate that while VAR(2) model is a satisfactory model for market capital, general indexes, and volume data series of DSE, it is not a suitable one for the stock market dynamics of value and trade data series. Further study on continuous-time stochastic models should be better for modeling the dynamics of DSE. Also, heteroscedasticty tests show that volatility of the series is not constant. An extended study on multivariate GARCH models would be better for modeling the series for the sample period.
