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THE IDEAL STRUCTURES OF SELF-SIMILAR k-GRAPH C*-ALGEBRAS
HUI LI AND DILIAN YANG
Abstract. Let (G,Λ) be a self-similar k-graph with a possibly infinite vertex set Λ0. We associate
a universal C*-algebra OG,Λ to (G,Λ). The main purpose of this paper is to investigate the ideal
structures of OG,Λ. We prove that there exists a one-to-one correspondence between the set of all
G-hereditary and G-saturated subsets of Λ0 and the set of all gauge-invariant and diagonal-invariant
ideals of OG,Λ. Under some conditions, we characterize all primitive ideas of OG,Λ. Moreover, we
describe the Jacobson topology of some concrete examples, which includes the C*-algebra of the
product of odometers. On the way to our main results, we study self-similar P -graph C*-algebras
in depth.
1. Introduction
Let Λ be a row-finite source-free k-graph with finite vertices, and G be a (countable discrete)
group acting on Λ. If the action is self-similar, then we associated (G,Λ) a universal C*-algebra
OG,Λ which is called the self-similar k-graph C*-algebra of (G,Λ) ([20]). Roughly speaking, OG,Λ
is generated by a universal pair {u, s} of representations, where u is a unitary representation of G
in OG,Λ and s is a Cuntz-Krieger representation of Λ in OG,Λ such that u and s are compatible
with respect to the underlying self-similar action of (G,Λ). It turns out that those C*-algebras
are so broad that they include many known important C*-algebras, such as unital k-graph C*-
algebras introduced by Kumjian-Pask [18], Exel-Pardo algebras [9], unital Katsura algebras [17],
and Nekrashevych algebras [23]. In [20], we proved that OG,Λ is always nuclear and satisfies the
UCT, completely characterized the simplicity of OG,Λ, and further showed that if OG,Λ is simple
then OG,Λ is either stably finite or purely infinite. Very recently, under some conditions, in [21]
we identified the KMS state space of OG,Λ with the tracial state space of the C*-algebra of the
periodicity group PerG,Λ of (G,Λ).
In this paper, as a natural continuation of [20, 21], we study the ideal structures of self-similar
k-graph C*-algebras. In Section 2, some necessary backgrounds are given. In Section 3, we in-
troduce the notion of self-similar P -graphs and study their C*-algebras in detail. The purpose
of studying such far-reaching generalization is twofold. First, since self-similar P -graphs are a
natural generalization of self-similar k-graphs, we take this opportunity to study their associated
C*-algebras. Second, more importantly, they play a vital role in Section 5 for the study of the
primitive ideals of a self-similar k-graph C*-algebra, which is one of our main goals here. The
reason why it is inevitable to involve self-similar P -graph theory here is simply because taking quo-
tient is not closed for self-similar k-graph C*-algebras, but lies in the realm of self-similar P -graph
C*-algebras. When P = Nk and Λ0 is finite, the definition of self-similar P -graph C*-algebras in
this paper coincides with the one given in [20]. We should also mention that, very recently, Exel,
Pardo, and Starling in [10] provide a definition for self-similar directed graph C*-algebras by using
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a different approach. It turns out that our C*-algebras in the case of P = N are isomorphic to
theirs. For self-similar k-graph C*-algebras, we generalize a series of structure theorems from the
unital case proved in [20] to the nonunital case. In Section 4, we prove that for any self-similar
k-graph there is a one-to-one correspondence between the set of all G-hereditary and G-saturated
subsets of Λ0 and the set of its all gauge-invariant and diagonal-invariant ideals of the self-similar
k-graph C*-algebra. We also find a new phenomenon, which does not arise in ordinary k-graph
C*-algebras. That is, a gauge-invariant ideal of a self-similar k-graph C*-algebra is not necessarily
diagonal-invariant. However, under some mild conditions, we are able to show such a phenomenon
disappears. In Section 5, under some conditions, we characterize all primitive ideas of self-similar
k-graph C*-algebras. Finally, in Section 6 we apply our result from Section 5 to some concrete
examples of self-similar k-graphs. For those examples, we not only identify their primitive ideals,
but also clearly describe the Jacobson topology of their primitive ideal spaces. Those examples
include (1) self-similar k-graphs with underlying k-graphs strongly aperiodic (cf. [15]), and (2) the
motivating example of our series of research [19, 20, 21] – the product of odometers, which has
connections to many other areas like number theory.
Notation and Conventions. Throughout the paper, k is fix a positive integer, which is allowed
to be ∞.
All semigroups are assumed to be unital; and all topological spaces are assumed to be second
countable. By an ideal of a C*-algebra, we always mean a closed two-sided ideal. A homomorphism
between two C*-algebras is always assumed to be a *-homomorphism.
Denote by N the set of all nonnegative integers. Denote by {ei}
k
i=1 the standard basis of Z
k.
For t = (t1, . . . , tk) ∈ T
k and n = (n1, . . . , nk) ∈ Z
k, let tn :=
∏k
i=1 t
ni
i . The identity of a group G
(resp. a semigroup P ) is usually denoted by 1G (resp. 1P ), sometimes by 0G (resp. 0P ) if G (resp.
P ) is abelian. For a cancellative abelian semigroup P , G(P ) denotes its Grothendieck group. For
a C*-algebra A, M(A) denotes its multiplier algebra.
2. Preliminaries
2.1. Hilbert algebras. In this subsection, we introduce some basics about traces from [6] and
Hilbert algebras from [7].
Definition 2.1. Let A be a C*-algebra and let τ : A+ → [0,∞] be a map. Then τ is called a trace
if
(i) τ(a+ b) = τ(a) + τ(b) for all a, b ∈ A+;
(ii) τ(λa) = λτ(a) for all a ∈ A+, λ ≥ 0;
(iii) τ(a∗a) = τ(aa∗) for all a ∈ A.
Furthermore, a trace τ is said to be
(i) faithful if for any a ∈ A+, φ(a) = 0 =⇒ a = 0;
(ii) densely defined if {a ∈ A+ : τ(a) <∞} is dense in A+;
(iii) lower semicontinuous if for any λ ∈ R, {a ∈ A+ : τ(a) > λ} is open;
(iv) semifinite if for any a ∈ A+, τ(a) = sup{τ(b) : 0 ≤ b ≤ a, τ(b) <∞}.
Lemma 2.2. Let A be a C*-algebra, and τ be a densely defined, lower semicontinuous trace on A.
Then τ is semifinite.
Definition 2.3. Let A be a ∗-algebra endowed with an inner product 〈·, ·〉. Then A is called a
Hilbert algebra if
(i) 〈x, y〉 = 〈y∗, x∗〉 for all x, y ∈ A;
(ii) 〈xy, z〉 = 〈y, x∗z〉 for all x, y, z ∈ A;
(iii) for any x ∈ A, the map Ux : A → A by Ux(y) = xy is continuous;
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(iv) spanA2 is dense in A.
Denote by H the completion of A as an inner product space. Then A embeds in B(H) by x 7→ Ux
and A′′ is called the (left) von Neumann algebra associated with A.
Theorem 2.4. Let A be a Hilbert algebra. Then there exists a faithful semifinite ultraweakly lower
semicontinuous trace on A′′ which is finite on a∗a for all a ∈ A.
2.2. Cuntz-Pimsner algebras. In this subsection we briefly recall the definition of Cuntz-Pimsner
algebras of product systems over cancellative abelian semigroups from [12].
Definition 2.5. Let P be a cancellative abelian semigroup, A be a C*-algebra, and Xp be a
nondegenerate C*-correspondence over A such that φp(A) ⊆ K(Xp) for all p ∈ P . Denote by
X :=
⊔
p∈P Xp. Then X is called a product system over P with coefficient A if
(i) X is a semigroup;
(ii) X0P = A;
(iii) Xp ·Xq ⊆ Xp+q for all p, q ∈ P ;
(iv) for p, q ∈ P \ {0P }, there exists an isomorphism from Xp ⊗A Xq onto Xp+q by sending x⊗ y
to xy for all x ∈ Xp and y ∈ Xq;
(v) for p ∈ P , the multiplication X0P ·Xp is implemented by the left action of A on Xp, and the
multiplication Xp ·X0P is implemented by the right action of A on Xp.
Definition 2.6. Let P be a cancellative abelian semigroup, A and B be C*-algebras, X be a
product system over P with coefficient A, and ψ : X → B be a map. For p ∈ P , denote by
ψp := ψ|Xp . Then ψ is called a representation of X if
(i) (ψp, ψ0) is a Toeplitz representation of Xp for all p ∈ P ; and
(ii) ψp(x)ψq(y) = ψp+q(xy) for all p, q ∈ P, x ∈ Xp, y ∈ Xq.
For p ∈ P , denote by ψ
(1)
p : K(Xp)→ B the homomorphism such that ψ
(1)
p (Θx,y) = ψp(x)ψp(y)
∗ for
all x, y ∈ Xp. The representation ψ is said to be Cuntz-Pimsner covariant if ψ0P (a) = ψ
(1)
p (φp(a))
for all p ∈ P and a ∈ A. The Cuntz-Pimsner algebra OX of X is generated by a Cuntz-Pimsner
covariant representation jX such that for any Cuntz-Pimsner covariant representation ψ of X into
a C*-algebra B, there is a homomorphism h : OX → B such that h ◦ jX = ψ.
The following result is a combination of the gauge-invariant uniqueness theorem [5, Corol-
lary 4.14] and the observation [20, Proposition 2.8].
Theorem 2.7. Let X be a product system over Nk with coefficient A, and ψ be a Cuntz-Pimsner
covariant representation of X. Denote by h : OX → C
∗(ψ(X)) the homomorphism induced from
the universal property of OX . Suppose that there exists a strongly continuous homomorphism α :
Tk → Aut(C∗(ψ(X))) such that αt(ψp(x)) = t
pψp(x) for all t ∈ T
k, p ∈ Nk, x ∈ Xp. Moreover,
suppose that ψ0P is injective. Then h is an isomorphism.
2.3. Groupoid C*-algebras. In this subsection we recap the background of groupoid C*-algebras
from [28].
A groupoid is a small category with inverses. A topological groupoid is a topological space and
a groupoid such that the product and inverse maps are both continuous. Let Γ be a topological
groupoid. A subset A ⊆ Γ is called a bisection if the restrictions r|A and s|A are both homeomor-
phisms onto their images. An ample groupoid is a Hausdorff topological groupoid with an open
base consisting of compact open bisections.
Let Γ be an ample groupoid. For u ∈ Γ0, define Γu := r−1(u), define Γu := s
−1(u), and define
the isotropy group at u by Γuu := r
−1(u)∩ s−1(u). Then Γ is said to be topologically principal if the
set of units whose isotropy groups are trivial is dense in Γ0. Moreover, a subset E ⊆ Γ0 is said to
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be invariant if r(s−1(E)) ⊆ E. Then Γ is said to be minimal if the only open invariant subsets of
Γ0 are ∅ and Γ0.
Let Γ be an ample groupoid. For f, g ∈ Cc(Γ), define
‖f‖I := max
{
sup
u∈Γ0
∑
γ∈r−1(u)
|f(γ)|, sup
u∈Γ0
∑
γ∈s−1(u)
|f(γ)|
}
;
(f ∗ g)(γ) :=
∑
s(β)=r(γ)
f(β−1)g(βγ); and f∗(γ) := f(γ−1).
Then ‖ · ‖I is a norm, which is called the I-norm, and Cc(Γ) is a ∗-algebra. A ∗-representation π
of Cc(Γ) on a Hilbert space is said to be bounded if ‖π(f)‖ ≤ ‖f‖I for all f ∈ Cc(Γ). For u ∈ Γ
0,
define Lu : Cc(Γ)→ B(ℓ
2(Γu)) by
Lu(f)(δγ) :=
∑
s(β)=r(γ)
f(β)δβγ for all f ∈ Cc(Γ) and γ ∈ Γ.
Lu is a bounded ∗-representation called the left regular representation at u. Define the left regular
representation L :=
⊕
u∈Γ0 L
u. For f ∈ Cc(Γ), define ‖f‖r := ‖L(f)‖. Then ‖ · ‖r is a C*-norm
on Cc(Γ). The completion of Cc(Γ) under the ‖ · ‖r-norm is called the reduced groupoid C*-algebra
of Γ, which is denoted by C∗r (Γ). Define ‖f‖ := suppi ‖π(f)‖, where π runs through all bounded
∗-representations of Cc(Γ). Then ‖ · ‖ is a C*-norm on Cc(Γ), and the completion of Cc(Γ) under
the ‖ · ‖-norm is called the full groupoid C*-algebra, denoted as C∗(Γ).
Theorem 2.8 ([8, Theorem 4.4]). Let Γ be a topologically principal ample groupoid, and I be a
nonzero ideal of C∗r(Γ). Then C0(Γ
0) ∩ I is nonzero.
Definition 2.9 ([27, Definitions 5.1, 5.4]). Let Γ be an ample groupoid. Define an equivalence
∼Γ on Cc(Γ
0,N) as follows: for f, g ∈ Cc(Γ
0,N), define f ∼Γ g if there exist compact open
bisections E1, . . . , En of Γ such that f =
∑n
i=1 1s(Ei) and g =
∑n
i=1 1r(Ei). Define an abelian
semigroup by S(Γ) := Cc(Γ
0,N)/∼Γ which is called the type semigroup of Γ. The equivalence class
of f ∈ Cc(Γ
0,N) in S(Γ) is written as [f ]. Moreover, define a preorder on S(Γ) as follows: for any
s, t ∈ S(Γ), define s ≤ t if there exists r ∈ S(Γ) such that s+ r = t. Furthermore, S(Γ) is said to be
almost unperforated if for any s, t ∈ S(Γ), any n,m ≥ 0, we have ns ≤ mt and n > m =⇒ s ≤ t.
Theorem 2.10 ([2, Theorem 5.1], [27, Corollary 6.6 and Theorem 7.4]). Let Γ be an ample groupoid
such that Γ0 is not compact and C∗(Γ) is simple. Then C∗(Γ) is stably finite if and only if there
exists a faithful semifinite trace τ on C∗(Γ) such that 0 < τ(1K) <∞ for all compact open subset
K ⊆ Γ0. Furthermore, suppose that S(Γ) is almost unperforated. Then C∗(Γ) is either stably finite
or purely infinite.
2.4. P -graph C*-algebras. This subsection provides a brief introduction for P -graph C*-algebras.
The main sources are [4, 30].
Definition 2.11. Let P be a cancellative abelian semigroup. A countable small category Λ is called
a P -graph if there exists a functor d : Λ→ P satisfying that for µ ∈ Λ, p, q ∈ P with d(µ) = p+ q,
there exist unique α, β ∈ Λ such that µ = αβ with d(α) = p, d(β) = q.
An Nk-graph is also known as a k-graph.
Let Λ be a P -graph. For A,B ⊆ Λ, denote by AB := {µν : µ ∈ A, ν ∈ B, s(µ) = r(ν)}, and for
p ∈ P , denote by Λp := d−1(p).
Definition 2.12. Let Λ be a P -graph. Then Λ is said to be row-finite if |vΛp| <∞ for all v ∈ Λ0
and p ∈ P . Λ is said to be source-free if vΛp 6= ∅ for all v ∈ Λ0 and p ∈ P .
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Definition 2.13. Let P be a countable cancellative abelian semigroup. Define ΩP := {(p, q) ∈
P × P : q − p ∈ P}, define Ω0P := {(p, p) : p ∈ P}, for (p, q), (q,m) ∈ ΩP , define r(p, q) := (p, p),
s(p, q) := (q, q), (p, q)(q,m) := (p,m), d(p, q) := q − p. Then ΩP is a row-finite and source-free
P -graph. Let Λ be a P -graph. An infinite path of Λ is a functor from ΩP to Λ. The set of all
infinite paths of Λ is denoted by Λ∞.
Standing assumptions. Throughout the rest of this paper, whenever we deal with P -graphs for
some cancellative abelian semigroup P , P and its Grothendieck group G(P ) are always considered to
be discrete. Moreover, all P -graphs are assumed to be row-finite and source-free.
Definition 2.14 ([24, Definition 3.5]). Let Λ be a k-graph. A function t : Λ0 → [0,∞) is called a
graph trace if t(v) =
∑
µ∈vΛp t(s(µ)) for all v ∈ Λ
0 and p ∈ Nk. A graph trace t is said to be faithful
if t(v) 6= 0 for all v ∈ Λ0.
Definition 2.15 ([4, Definition 4.1]). Let Λ be a k-graph. A nonempty subset T of Λ0 is called a
maximal tail of Λ if
(i) for any v ∈ T,w ∈ Λ0, we have wΛv 6= ∅ =⇒ w ∈ T ;
(ii) for any v ∈ T, p ∈ Nk, we have vΛpT 6= ∅;
(iii) for any v1, v2 ∈ T , there exists w ∈ T such that both v1Λw and v2Λw are non-empty.
Definition 2.16. Let Λ be a P -graph. Then the P -graph C*-algebra OΛ is defined to be the
universal C*-algebra generated by a family of partial isometries {sλ : λ ∈ Λ} (known as the
universal Cuntz-Krieger Λ-family) satisfying
(i) {sv}v∈Λ0 is a family of mutually orthogonal projections;
(ii) sµν = sµsν if s(µ) = r(ν);
(iii) s∗µsµ = ss(µ) for all µ ∈ Λ; and
(iv) sv =
∑
µ∈vΛp sµs
∗
µ for all v ∈ Λ
0 and p ∈ P .
Moreover, the subalgebra DΛ := span{sµs
∗
µ : µ ∈ Λ} is called the diagonal of OΛ.
3. Self-similar P -graph C*-algebras
In this section, we introduce the notion of self-similar P -graphs, construct the corresponding
self-similar P -graph C*-algebras, and prove some structure theorems for those C*-algebras.
3.1. Self-similar P -graphs. In [20], we provided the notion of self-similar k-graphs. In this
subsection, we generalize it to self-similar P -graphs.
Definition 3.1. Let Λ be a P -graph, G be a (countable discrete) group acting on Λ, and | :
G×Λ→ G be a map. Then (G,Λ) is called a self-similar P -graph if the following properties hold:
(i) G · Λp ⊆ Λp for all p ∈ P ;
(ii) s(g · µ) = g · s(µ) and r(g · µ) = g · r(µ) for all g ∈ G and µ ∈ Λ;
(iii) g · (µν) = (g · µ)(g|µ · ν) for all g ∈ G, µ, ν ∈ Λ with s(µ) = r(ν);
(iv) g|v = g for all g ∈ G and v ∈ Λ
0;
(v) g|µν = g|µ|ν for all g ∈ G, µ, ν ∈ Λ with s(µ) = r(ν);
(vi) 1G|µ = 1G for all µ ∈ Λ;
(vii) (gh)|µ = g|h·µh|µ for all g, h ∈ G and µ ∈ Λ.
To simplify our writing, let us introduce the following notation.
Notation 3.2. For g ∈ G, let Λ ×g s Λ := {(µ, ν) ∈ Λ× Λ : s(µ) = g · s(ν)}.
Definition 3.3. Let (G,Λ) be a self-similar P -graph. Then (G,Λ) is said to be
(i) pseudo free if for any g ∈ G and µ ∈ Λ, we have g · µ = µ, g|µ = 1G =⇒ g = 1G;
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(ii) locally faithful if, for any g ∈ G and v ∈ Λ0, g · µ = µ for all µ ∈ vΛ =⇒ g = 1G;
(iii) strongly locally faithful if, for any 1G 6= g ∈ G and v ∈ Λ
0, there exists p ∈ P , such that
g · µ 6= µ for all µ ∈ vΛp;
(iv) cofinal if, for any x ∈ Λ∞ and v ∈ Λ0, there exist p ∈ P , µ ∈ Λ, g ∈ G such that s(µ) = x(p, p)
and g · v = r(µ);
(v) aperiodic if, for any v ∈ Λ0 there exists x ∈ vΛ∞ such that for g ∈ G, p, q ∈ P , σp(x) 6= g·σq(x)
provided g 6= 1G or p 6= q;
(vi) periodic if (G,Λ) is not aperiodic.
Remark 3.4. As [21, Remark 2.4], if (G,Λ) is a locally faithful P -graph, then Conditions (iv)-(vii)
of Definition 3.1 are redundant.
Standing assumptions. Throughout the rest of this paper, all self-similar P -graphs are assumed to
be pseudo free.
Definition 3.5. Let (G,Λ) be a self-similar P -graph. For g ∈ G and (µ, ν) ∈ Λ ×g sΛ, if µ(g·x) = νx
for all x ∈ s(ν)Λ∞, then (µ, g, ν) is called a cycline triple. Cycline triples of the form (µ, 1G, ν) are
simply called cycline pairs.
Clearly, (µ, 1G, ν) is a cycline pair of (G,Λ) if and only if (µ, ν) is a cycline pair of the underlying
P -graph Λ in the sense of [30].
Let CG,Λ (resp. CΛ) be the set of all cycline triples (resp. cycline pairs) of (G,Λ) (resp. Λ).
For p, q ∈ P , let Cp,qG,Λ = {(µ, g, ν) ∈ CG,Λ : d(µ) = p, d(ν) = q}, and C
p,q
Λ = {(µ, ν) ∈ CΛ : d(µ) =
p, d(ν) = q}.
The following characterization of aperiodicity for (G,Λ) can be proved completely similar to [21,
Proposition 3.5], and so we skip its proof here.
Proposition 3.6. Let (G,Λ) be a self-similar P -graph. Then (G,Λ) is aperiodic if and only if for
any µ ∈ Λ, g ∈ G, p, q ∈ P with g 6= 1G or p 6= q, we have
(i) if p 6= q then there exists ν ∈ s(µ)Λ such that d(ν) − p − q ∈ P and ν(p, d(ν) − q) 6=
g|(µν)(q,d(µ)+q) · ν(q, d(ν)− p);
(ii) if p = q, then for any ν ∈ s(µ)Λ satisfying that d(ν) − p ∈ P and that g|(µν)(p,d(µ)+p) 6= 1G,
there exists γ ∈ s(ν)Λ such that ν(p, d(ν))γ 6= g|(µν)(p,d(µ)+p) · (ν(p, d(ν))γ).
3.2. Self-similar P -graph C*-algebras. In [20], we associated a C*-algebra to each self-similar
k-graph whose underlying k-graph has finite vertices. In this subsection, we generalize it in two
ways: (i) the underlying k-graph is replaced by a P -graph, and (ii) the vertex set of the P -graph
is not required to be finite.
Definition 3.7. Let (G,Λ) be a self-similar P -graph, and A be a unital C*-algebra. Suppose that
{Ug : g ∈ G} is a family of unitaries in A and {Sµ : µ ∈ Λ} is a Cuntz-Krieger Λ-family in A. If
they satisfy the following two properties:
(i) Ugh = UgUh for all g, h ∈ G, and
(ii) UgSµ = Sg·µUg|µ for all g ∈ G,µ ∈ Λ,
then {U,S} is called a self-similar (G,Λ)-family.
The C*-algebra generated by a self-similar (G,Λ)-family {U,S} is written as C∗(U,S).
Remark 3.8. (i) It directly follows from the definition that a self-similar (G,Λ)-family {U,S} in
A consists of a unitary representation U of G on A and a Cuntz-Krieger representation S of Λ on
A, which are compatible with the underlying self-similar action in the sense of Definition 3.7 (ii).
6
(ii) If |Λ0| <∞, as silently done in [20] (also cf. [19]), we can always assume that
∑
v∈Λ0 Sv = 1A.
Otherwise, let P :=
∑
v∈Λ0 Sv. Then, for every g ∈ G, P and Ug commute since
Definition 3.7 (ii)⇒ UgSv = Sg·vUg|v = Sg·vUg ⇒ Ug
( ∑
v∈Λ0
Sv
)
=
( ∑
v∈Λ0
Sg·v
)
Ug ⇒ UgP = PUg.
One now can easily check that {PU, S} is a (G,Λ)-family in the C*-algebra PAP .
Definition 3.9. Let (G,Λ) be a self-similar P -graph. Denote by C∗u(G,Λ) the universal unital
C*-algebra generated by a self-similar (G,Λ)-family {u, s}. The self-similar P -graph C*-algebra of
(G,Λ), denoted by OG,Λ, is a subalgebra of C
∗
u(G,Λ) defined as
OG,Λ := span{sµugs
∗
ν : g ∈ G, (µ, ν) ∈ Λ ×g s Λ}.
3.2.1. The non-triviality of OG,Λ (Cf. [20, Remark 3.9]). For g ∈ G, µ ∈ Λ, and x ∈ Λ
∞, define Sµ
and Ug in B(ℓ
2(Λ∞)) as follows:
Ug(δx) := δg·x and Sµ(δx) :=
{
δµx if s(µ) = x(0, 0)
0 otherwise.
It is easy to verify that {U,S} is a self-similar (G,Λ)-family in B(ℓ2(Λ∞)). Observe that Sµ and Ug
are nonzero for all µ ∈ Λ0 and g ∈ G. So ug, sµ 6= 0 for all G ∈ G and µ ∈ Λ. Therefore C
∗
u(G,Λ)
exists nontrivially. Then one can now easily check that OG,Λ exists nontrivially.
3.2.2. The universal property of OG,Λ. By virtue of the universal property of C
∗
u(G,Λ), we obtain
the following universal property of OG,Λ: given a self-similar (G,Λ)-family {U,S} in a C*-algebra
A, there is always a homomorphism π from OG,Λ to A such that π(sµugs
∗
ν) = SµUgS
∗
ν for all g ∈ G
and (µ, ν) ∈ Λ ×g s Λ. In fact, let π˜ : C
∗
u(G,Λ) → A be the homomorphism induced from the
universal property of C∗u(G,Λ). Then π := π˜|OG,Λ . Furthermore, it is easy to see that the range of
π is C∗(U,S). It is not surprising that the universal property of OG,Λ will be used frequently later.
3.2.3. The gauge action of OG,Λ. By the universal property of OG,Λ obtained above, there exists a
strongly continuous homomorphism, which is called the gauge action, γ : Ĝ(P )→ Aut(OG,Λ) such
that
γf (sµugs
∗
ν) = f(d(µ)− d(ν))sµugs
∗
ν for all f ∈ Ĝ(P ), g ∈ G, (µ, ν) ∈ Λ ×g s Λ.
Denote by OγG,Λ := {a ∈ OG,Λ : γz(a) = a for all f ∈ Ĝ(P )}, the fixed point algebra of γ in OG,Λ.
Then we obtain a faithful expectation E : OG,Λ → O
γ
G,Λ such that
E(sµugs
∗
ν) = δd(µ),d(ν)sµugs
∗
ν for all g ∈ G and (µ, ν) ∈ Λ ×g s Λ.
3.2.4. Connections with [10, 20]. If P = Nk and Λ0 is finite, then OG,Λ = C
∗
u(G,Λ) and coincides
with the one introduced in [20].
In the case of self-similar directed graphs (G,E), the C*-algebra OG,E is isomorphic to the
one defined in [10, Definition 2.2]. In fact, to distinguish, let us temporarily use O˜G,E to denote
the C*-algebra defined in [10, Definition 2.2], which is generated by {p˜v : v ∈ E
0} ∪ {s˜a : a ∈
E1}∪{u˜g,v : g ∈ G, v ∈ E
0}. On one hand, the universal property of O˜G,E , yields a homomorphism
π1 : O˜G,E → OG,E such that π1(p˜v) = sv, π1(s˜a) = sa, and π1(u˜g,v) = ugsv. On the other hand, one
can easily check that {s˜µ,
∑
v∈E0 u˜g,v : µ ∈ E
∗, g ∈ G} is a self-similar (G,E)-family in M(O˜G,E)
(also cf. [10, 2.1]). By the universal property of OG,E , there is a homomorphism π2 from OG,E to
O˜G,E such that π2(sµugs
∗
v) = s˜µu˜g,s(ν)s˜
∗
ν. It is easy to see that π1 and π2 are the inverse of each
other. Thus O˜G,E and OG,E are isomorphic.
With that said, one could also define OG,Λ similar to [10, Definition 2.2] by giving generators
and relations directly. There are two main reasons why we choose C∗u(G,Λ) as a bridge to define
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OG,Λ: (a) keep the formulation as neat as possible; (b) notice that all relations of elements in OG,Λ
can be easily derived from C∗u(G,Λ).
3.3. A product system associated to (G,Λ). Let (G,Λ) be a self-similar P -graph. Completely
similar to [20, Section 4], we associate a product system to a self-similar P -graph (G,Λ). In what
follows, we only sketch the main ideas behind.
Restricting the action of G to Λ0, we obtain a full crossed product C*-algebra AG,Λ := C0(Λ
0)⋊
G = span{i(δv)i(g) : v ∈ Λ
0, g ∈ G} satisfying i(g)i(δv) = i(δg·v)i(g) for all v ∈ Λ
0, g ∈ G. Then for
each µ ∈ Λ, define a closed AG,Λ-submodule of AG,Λ by
XG,Λ,µ := i(δs(µ))AG,Λ = span{i(δs(µ))i(g) : g ∈ G}.
For p ∈ P , define a right Hilbert AG,Λ-module XG,Λ,p as follows:
XG,Λ,p :=

⊕
µ∈Λp
XG,Λ,µ if p 6= 0P
AG,Λ if p = 0P .
Let XG,Λ := ∐p∈PXG,Λ,p. For 0P 6= p ∈ P and µ ∈ Λ
p, let χµ ∈ XG,Λ,p be defined as
χµ(ν) :=
{
i(δs(µ)) if µ = ν
0 otherwise .
For p ∈ P \ {0P }, there exists a nondegenerate covariant homomorphism (πG,Λ,p, UG,Λ,p) for AG,Λ
in L(XG,Λ,p) such that πG,Λ,p(δv) is the projection from XG,Λ,p onto ⊕µ∈vΛpXG,Λ,µ, and
UG,Λ,p(g)(χµa) = χg·µi(g|µ)a for all v ∈ Λ
0, g ∈ G, µ ∈ Λp, a ∈ XG,Λ,µ.
By [29, Theorem 2.61], there exists a nondegenerate homomorphism φG,Λ,p : AG,Λ → L(XG,Λ,p)
such that φG,Λ,p(i(δv)i(g)) = πG,Λ,p(δv)UG,Λ,p(g). Since L(⊕µ∈vΛpXG,Λ,µ) = K(⊕µ∈vΛpXG,Λ,µ) for
all v ∈ Λ0, one has φG,Λ,p(AG,Λ) ⊆ K(XG,Λ,p) (cf. [20]).
Then one can define a product on XG,Λ as follows: for p, q ∈ P \ {0P }, µ ∈ Λ
p, ν ∈ Λq, g, h ∈ G,
(χµj(g)) · (χνj(h)) :=
{
χµ(g·ν)j(g|νh) if s(µ) = r(g · ν),
0 otherwise.
Then with the above product XG,Λ is a product system over P with coefficient AG,Λ. As in [20],
one also has ϕG,Λ,p(AG,Λ) ⊆ K(XG,Λ,p) for every p ∈ P .
Proposition 3.10. Let (G,Λ) be a self-similar P -graph. Denote by jX the universal Cuntz-Pimsner
covariant representation of XG,Λ in OXG,Λ . Then
(i) OG,Λ ∼= OXG,Λ ;
(ii) OG,Λ is nuclear if G is amenable.
Proof. (i) Since jX,0P is a nondegenerate homomorphism, there exists a unique extension jX,0P :
M(AG,Λ) → M(OXG,Λ). Also, one can verify that {jX,0P (i(g)), jX,d(µ)(χµ) : g ∈ G,µ ∈ Λ} is a
self-similar (G,Λ)-family in M(OXG,Λ). Therefore there is a homomorphism Π : OG,Λ → OXG,Λ
satisfying
Π(sµugs
∗
ν) = jX,d(µ)(χµ)jX,0P (i(g))jX,d(ν)(χν) for all g ∈ G, (µ, ν) ∈ Λ ×g s Λ.
In what follows, we construct the inverse of Π. To do so, we first define two homomorphisms
h : C0(Λ
0) → C∗u(G,Λ) and V : G → C
∗
u(G,Λ) by h(δv) := sv for all v ∈ Λ
0 and Vg := ug
for all g ∈ G, respectively. Then (h, V ) is a nondegenerate covariant homomorphism for AG,Λ
in C∗u(G,Λ). By [29, Theorem 2.61], there exists a homomorphism ψ0 : AG,Λ → OG,Λ such that
ψ0(i(δv)i(g)) = svug for all v ∈ Λ
0 and g ∈ G.
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For p ∈ P \ {0P }, define a map ψp : XG,Λ,p → OG,Λ by
ψp
∑
µ∈Λp
χµaµ
 := ∑
µ∈Λp
sµψ0(aµ).
By piecing {ψp}p∈P together we obtain a Toeplitz representation ψ : XG,Λ → OG,Λ. To see that ψ
is Cuntz-Pimsner covariant, fix p ∈ P \ {0P }, v ∈ Λ
0, g ∈ G, we compute that
ψ(1)p (φG,Λ,p(i(δv)i(g))) = ψ
(1)
p (πG,Λ,p(δv)UG,Λ,p(g))
=
∑
µ∈vΛp
ψ(1)p (Θχµ,χµUG,Λ,p(g))
=
∑
µ∈vΛp
ψp(χµ)ψp(χg−1·µiG(g
−1|µ))
∗
=
∑
µ∈vΛp
sµ(sg−1·µug−1|µ)
∗
=
∑
µ∈vΛp
sµ(ug−1sµ)
∗
= svug
= ψ0(i(δv)i(g)).
So there exists a homomorphism ρ : OXG,Λ → OG,Λ such that ρ ◦ jX = ψ.
It is straightforward to check that ρ ◦Π = idOG,Λ and Π ◦ ρ = idOXG,Λ . So π is an isomorphism.
(ii) Since G is amenable, AG,Λ is nuclear. Then (ii) immediately follows from (i) above and [1,
Theorem 3.21].
3.4. A groupoid associated to (G,Λ). The construction in this subsection is similar to [20,
Section 5]. Let (G,Λ) be a self-similar P -graph. Denote by C(P,G) the set of all mappings from P
to G, which is a group under the pointwise multiplication. For h ∈ G(P ) and f ∈ C(P,G), define
Th(f) ∈ C(P,G) by
Th(f)(p) :=
{
f(p− h) if p− h ∈ P
1G otherwise.
For f1, f2 ∈ C(P,G), define an equivalence relation f1 ∼ f2 if there exists p ∈ P such that
f1(q) = f2(q) for all q ∈ P with q − p ∈ P . Let Q(P,G) be the quotient group C(P,G)/∼. For
f ∈ C(P,G), we write [f ] ∈ Q(P,G). Then Th yields an automorphism, still denoted by Th, on
Q(P,G). Since T : G(P )→ Aut(Q(P,G)), h 7→ Th, is a homomorphism, we obtain the semidirect
product Q(P,G) ⋊T G(P ).
For g ∈ G and x ∈ Λ∞, define g · x ∈ Λ∞ and g|x ∈ C(P,G) by
(g · x)(p, q) := g|x(0P ,p) · x(p, q) for all p, q ∈ P with q − p ∈ P,
g|x(p) := g|x(0P ,p) for all p ∈ P.
Define
GG,Λ :=
{(
µ(g · x);Td(µ)([g|x]), d(µ) − d(ν); νx
)
:
g ∈ G, (µ, ν) ∈ Λ ×g s Λ
x ∈ s(ν)Λ∞
}
,
which is a subgroupoid of Λ∞ × (Q(P,G) ⋊T G(P )) × Λ
∞.
For g ∈ G and (µ, ν) ∈ Λ ×g s Λ, define
Z(µ, g, ν) :=
{
(µ(g · x);Td(µ)([g|x]), d(µ) − d(ν); νx) : x ∈ s(ν)Λ
∞
}
.
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Endow GG,Λ with the topology generated by the basic open sets
BG,Λ :=
{
Z(µ, g, ν) : g ∈ G, (µ, ν) ∈ Λ ×g s Λ
}
.
A similar argument of the proof of [20, Theorem 5.8] proves
Proposition 3.11. Let (G,Λ) be a self-similar P -graph. Then GG,Λ is an ample groupoid with
each Z(µ, g, ν) being a compact open bisection.
Lemma 3.12. Let (G,Λ) be a self-similar P -graph. Then (G,Λ) is aperiodic if and only if GG,Λ
is topologically principal.
Proof. The proof is similar to that of [20, Proposition 6.5]. First, suppose that GG,Λ is not
topologically principal. Then there exists µ ∈ Λ such that for any x ∈ s(µ)Λ∞, we have (GG,Λ)
µx
µx 6=
{µx}. Fix x ∈ s(µ)Λ∞. Then there exists
(
α(g · y);Td(α)([g|y ]), d(α) − d(β);βy
)
∈ GG,Λ such that
µx = α(g · y) = βy and (Td(α)([g|y ]), d(α) − d(β)) 6= (1Q(P,G), 0P ). If Td(α)([g|y ]) 6= 1Q(P,G), then
there exists p ∈ P such that g|y(0P ,d(µ)+p) 6= 1G and so that σ
d(α)+p(x) = g|y(0,d(µ)+p) · σ
d(β)+p(x).
If d(α) 6= d(β), then σd(α)(x) = g|y(0,d(µ)) · σ
d(β)(x). Hence (G,Λ) is not G-aperiodic.
Conversely, suppose that (G,Λ) is not G-aperiodic. Then there exists v ∈ Λ0 satisfying that for
any x ∈ vΛ∞ there exist g ∈ G, p, q ∈ P with g 6= 1G or p 6= q, such that σ
p(x) = g · σq(x). So
for any x ∈ vΛ∞, (x;Tp([g|σq (x)]), p − q;x) ∈ (GG,Λ)
x
x. Hence (GG,Λ)
x
x 6= {x}. Therefore GG,Λ is not
topologically principal.
For later use, we record the following lemma whose proof is straightforward.
Lemma 3.13. Let A be a C*-algebra, S be a set of generators of A, and (Ti)i∈I be a net of operators
in M(A) such that (Ti)i∈I is uniformly bounded. Suppose that for any a ∈ S ∪S
∗, the nets (Tia)i∈I
and (T ∗i a)i∈I converge. Then (Ti)i∈I , (T
∗
i )i∈I converge strictly and (limi∈I Ti)
∗ = limi∈I T
∗
i .
Proposition 3.14. Let (G,Λ) be a self-similar P -graph. Then there exists a natural surjective
homomorphism from OG,Λ onto C
∗(GG,Λ).
Proof. For any µ ∈ Λ and g ∈ G, let Sµ := 1Z(µ,1G,s(µ)) and Ug :=
∑
v∈Λ0 1Z(v,g,g−1·v). By
Lemma 3.13, one has Ug ∈ UM(C
∗(GG,Λ)). Then {U,S} is a self-similar (G,Λ)-family inM(C
∗(GG,Λ)).
So, by the universal property of OG,Λ, there exists a homomorphism h2 : OG,Λ →M(C
∗(GG,Λ)) such
that h2(sµugs
∗
ν) = SµUgS
∗
ν for all g ∈ G and (µ, ν) ∈ Λ ×g s Λ. As the proof of [20, Theorem 5.9],
one can check that the range of h2 is C
∗(GG,Λ).
3.5. A Cuntz-Krieger uniqueness theorem. In this subsection, we prove a Cuntz-Krieger
uniqueness theorem for self-similar P -graph C*-algebras, which will be essentially used in Section
5 to describe the structure for the primitive ideas of self-similar k-graph C*-algebras.
Let (G,Λ) be a self-similar P -graph. To obtain our Cuntz-Krieger uniqueness theorem for OG,Λ,
for some technical reasons, we have to assume that
g · v = v for all g ∈ G and v ∈ Λ0. (FV)
Notice that, under Property (FV), we have Λ ×g s Λ = {(µ, ν) ∈ Λ×Λ : s(µ) = s(ν)} =: Λ×s Λ for
every g ∈ G.
Lemma 3.15. Let H be a countable discrete abelian group. Then
∫
f∈Ĥ
f(h0) df = 0 for all 0H 6=
h0 ∈ H.
Proof. Define an L1(H) function F by F (0H) := 1 and F (h) := 0 for all h 6= 0H . Then the Fourier
transformation of F , denoted by F̂ , belongs to L1(Ĥ). By the Fourier inversion theorem (see [11,
Theorem 4.32]), we have
0 = F (h0) =
∫
f∈Ĥ
f(h0)F̂ (f) df =
∫
f∈Ĥ
f(h0) df.
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So we are done.
Let (G,Λ) be a self-similar P -graph. Let π : OG,Λ → B be a surjective homomorphism. Suppose
that there exists a strongly continuous homomorphism α : Ĝ(P )→ Aut(B) such that π intertwines
α and γ. Denote by Bα := {a ∈ B : αf (a) = a for all f ∈ Ĝ(P )} the fixed point algebra of α. By
Lemma 3.15, we obtain a faithful expectation F : B → Bα defined by
F (x) =
∫
f∈Ĝ(P )
αf (x) df.
Clearly, one has F (π(sµugs
∗
ν)) = δd(µ),d(ν)π(sµugs
∗
ν) for all g ∈ G and (µ, ν) ∈ Λ×s Λ.
The following can be regarded as a gauge-invariant uniqueness theorem for self-similar P -graph
C*-algebras.
Theorem 3.16. Let (G,Λ) be a self-similar P -graph with Property (FV), and π : OG,Λ → B be a
surjective homomorphism. Suppose that
(i) there exists a strongly continuous homomorphism α : Ĝ(P )→ Aut(B) such that π intertwines
α and the gauge action γ of OG,Λ;
(ii) π(sv) 6= 0 for all v ∈ Λ
0;
(iii) there exists an expectation Φ : B → π(DΛ) such that
Φ(π(sµugs
∗
ν)) = δµ,νδg,1Gπ(sµs
∗
µ) for all g ∈ G, (µ, ν) ∈ Λ×s Λ.
Then π is injective.
Proof. Let F : B → Bα be the expectation mentioned above, and E be the faithful expectation
obtained in Section 3.2.3. It is obvious that π intertwines the two expectations E and F : F ◦ π =
π ◦E. So, in order to prove that π is injective, it is enough to show that π is injective on OγG,Λ by
[16, Proposition 3.11].
For p ∈ P , define Ap := span{sµugs
∗
ν : µ, ν ∈ Λ
p, s(µ) = s(ν)}. Then Ap is a C*-subalgebra of
OγG,Λ for all p ∈ P ; Ap ⊆ Aq for all p, q ∈ P with q − p ∈ P ; and O
γ
G,Λ =
⋃
p∈P Ap. So in order to
show that π is injective on OγG,Λ, it suffices to prove that π is injective on Ap for all p ∈ P .
For p ∈ P, v ∈ Λ0, define Ap,v := span{sµugs
∗
ν ∈ Ap : µ, ν ∈ Λ
pv}. Then Ap,v is a C*-subalgebra
of Ap for all p ∈ P, v ∈ Λ
0, and Ap ∼= ⊕v∈Λ0Ap,v for all p ∈ P . Hence to show that π is injective on
Ap for all p ∈ P , we only need to prove that π is injective on Ap,v for all p ∈ P and v ∈ Λ
0.
Fix p ∈ P and v ∈ Λ0. Denote by {eµ,ν}µ,ν∈Λpv the standard generators of K(ℓ
2(Λpv)). Let
{i(g)}g∈G be the generating unitaries of C
∗(G). There exists a homomorphism ρ1 : K(ℓ
2(Λpv))→
Ap,v such that ρ1(eµ,ν) = sµs
∗
ν for all µ, ν ∈ Λ
pv. It follows from Lemma 3.13 that
∑
µ∈Λpv sµugs
∗
µ ∈
UM(Ap,v) for every g ∈ G. So there exists a homomorphism ρ2 : C
∗(G) → UM(Ap,v) such that
ρ2(i(g)) =
∑
µ∈Λpv sµugs
∗
µ for all g ∈ G. One can easily verify that the images of ρ1 and ρ2 commute.
By [22, Theorem 6.3.7] there exists a surjective homomorphism ρ : K(ℓ2(Λpv))⊗max C
∗(G)→ Ap,v
such that ρ(eµ,ν ⊗ i(g)) = sµugs
∗
ν for all µ, ν ∈ Λ
pv, g ∈ G. By Condition (iii), there exists an ex-
pectation Φ : π(Ap,v) → C
∗({π(sµs
∗
µ) : µ ∈ Λ
pv}) such that Φ(π(sµugs
∗
ν)) = δµ,νδg,1Gπ(sµs
∗
µ)
for all µ, ν ∈ Λpv, g ∈ G. By [3, Proposition 4.1.9], there exists a faithful expectation Ψ :
K(ℓ2(Λpv)) ⊗max C
∗(G) → C∗({eµ,µ : µ ∈ Λ
pv}) such that Ψ(eµ,ν ⊗ i(g)) = δµ,νδg,1Geµ,µ for
all µ, ν ∈ Λpv, g ∈ G. It is straightforward to see that π ◦ ρ ◦ Ψ = Φ ◦ π ◦ ρ. Since π(sv) 6= 0, one
can check that π ◦ ρ is injective on C∗({sµs
∗
µ : µ ∈ Λ
pv}). So by [16, Proposition 3.11], π ◦ ρ is
injective on Ap,v. Therefore, π is injective.
Proposition 3.17. Let (G,Λ) be a self-similar P -graph with Property (FV). Then OG,Λ ∼= C
∗(GG,Λ).
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Proof. By Proposition 3.14, there exists a surjective homomorphism π : OG,Λ → C
∗(GG,Λ) such
that π(sµugs
∗
ν) = 1Z(µ,g,ν) for all g ∈ G and (µ, ν) ∈ Λ ×g s Λ. Let c : GG,Λ → G(P ) be the
continuous 1-cocycle defined by
c(µ(g · x);Td(µ)([g|x]), d(µ) − d(ν); νx) := d(µ)− d(ν).
By [28, Proposition II.5.1], there exists a strongly continuous homomorphism α : Ĝ(P )→ Aut(C∗(GG,Λ))
such that α ◦ π = π ◦ γ. It is straightforward to see that π(sv) 6= 0 for all v ∈ Λ
0. By [28, Propo-
sition II.4.8] there exists an expectation E : C∗(GG,Λ) → C0(G
0
G,Λ) such that E(f) = f |G0G,Λ
for
all f ∈ Cc(GG,Λ). The Stone-Weierstrass theorem implies that π(DΛ) = C0(G
0
G,Λ). Since (G,Λ)
is pseudo free, we have E(π(sµugs
∗
ν)) = δµ,νδg,1Gπ(sµs
∗
µ) for all g ∈ G and (µ, ν) ∈ Λ ×s Λ. By
Theorem 3.16, π is injective.
Corollary 3.18. Let (G,Λ) be a self-similar P -graph with Property (FV). Then
(i) OG,Λ ∼= OXG,Λ
∼= C∗(GG,Λ);
(ii) C∗(GG,Λ) ∼= C
∗
r(GG,Λ), OG,Λ satisfies the UCT, and GG,Λ is amenable, provided G is amenable.
Proof. Combining Propositions 3.10 and 3.17 yields (i). The proof of (ii) is similar to [20, Theo-
rem 6.6(i) and Proposition 6.7].
We are now ready to state and prove the main result of this subsection. It is a Cuntz-Krieger
uniqueness theorem for self-similar P -graphs C*-algebras, which generalizes the one for P -graphs
C*-algebras in [4, Corollary 2.8], and plays a key role in Section 5.
Theorem 3.19. Let B be a C*-algebra, (G,Λ) be an aperiodic self-similar P -graph with Property
(FV), and π : OG,Λ → B be a homomorphism such that π(sv) 6= 0 for all v ∈ Λ
0. Then π is
injective.
Proof. Since (G,Λ) is G-aperiodic, GG,Λ is topologically principal due to Lemma 3.12. It follows
from Propositions 3.10, 3.17 and [3, Corollary 5.6.17, Theorem 5.6.18] that OG,Λ ∼= C
∗
r(GG,Λ).
Thus we may regard π a homomorphism from C∗r(GG,Λ) to B. Since π(sv) 6= 0 for all v ∈ Λ
0, by
Theorem 2.8 π is injective.
3.6. Properties of self-similar k-graphs C*-algebras – from unital to nonunital. The main
purpose of this subsection is to study the properties of (not necessarily unital) self-similar k-graph
C*-algebras.
The theorem below can be proved completely similar to [20, Theorem 5.10].
Theorem 3.20. Let (G,Λ) be a self-similar k-graph with G amenable. Then OG,Λ ∼= OXG,Λ
∼=
C∗(GG,Λ) ∼= C
∗
r(GG,Λ).
In the following gauge-invariant uniqueness type result, we identify OG,Λ with OXG,Λ via Π used
in the proof of Proposition 3.10.
Proposition 3.21. Let (G,Λ) be a self-similar k-graph, let B be a C*-algebra, and let π : OG,Λ → B
be a surjective homomorphism. Suppose that
(i) there exists a strongly continuous homomorphism α : Tk → Aut(B) such that αz(π(sµugs
∗
ν)) =
zd(µ)−d(ν)π(sµugs
∗
ν) for all z ∈ T
k, g ∈ G, (µ, ν) ∈ Λ ×g s Λ;
(ii) π is injective on AG,Λ.
Then π is injective.
Proof. It follows immediately from Theorem 2.7 and Proposition 3.10.
Now we can prove the nonunital version of [20, Theorems 6.6, 6.13].
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Theorem 3.22. Let (G,Λ) be a self-similar k-graph with G amenable. Then
(i) OG,Λ is nuclear;
(ii) OG,Λ satisfies the UCT;
(iii) OG,Λ is simple if and only if (G,Λ) is cofinal and aperiodic;
(iv) if OG,Λ is simple, then OG,Λ is stably finite if and only if Λ has faithful graph traces;
(v) if OG,Λ is simple and S(GG,Λ) is almost unperforated, then OG,Λ is purely infinite if and only
if Λ has no faithful graph traces.
Proof. When |Λ0| <∞, the theorem is already showed in [20, Theorems 6.6 and 6.13]. So, in the
sequel, we only need to prove it when |Λ0| =∞.
(i) is from Proposition 3.10; and (ii)-(iii) are proved similar to [20, Theorem 6.6].
For (iv), assume that OG,Λ is simple. Suppose that OG,Λ is stably finite. By Theorem 2.10,
there exists a faithful semifinite trace τ on OG,Λ such that 0 < τ(sµs
∗
µ) <∞ for all µ ∈ Λ. Define
t : Λ0 → [0,∞) by t(v) := τ(sv) for all v ∈ Λ
0. So t is a faithful graph trace.
Conversely, suppose that Λ has a faithful graph trace t. Then there exists a linear functional
φ : span{sµs
∗
µ : µ ∈ Λ} → C satisfying φ(sµs
∗
µ) = t(s(µ)) for all µ ∈ Λ. Denote by A the ∗-
subalgebra of OG,Λ generated by {sµugs
∗
ν : g ∈ G, (µ, ν) ∈ Λ ×g s Λ}. It follows from Theorem 3.20
that there exists a linear map E : A → span{sµs
∗
µ : µ ∈ Λ} such that E(sµugs
∗
ν) = δµ,νδg,1Gsµs
∗
µ
for all g ∈ G and (µ, ν) ∈ Λ ×g sΛ. So τ := φ◦E is a linear functional on A such that τ(ab) = τ(ba)
for all a, b ∈ A. Define 〈·, ·〉 : A × A → C by 〈a, b〉 := τ(b∗a). It is straightforward to check
that 〈·, ·〉 is an inner product (the faithfulness of t guarantees the axiom 〈a, a〉 = 0 =⇒ a = 0)
and A becomes a Hilbert algebra. Denote by H the completion of A as an inner product space.
For µ ∈ Λ, g ∈ G, a ∈ A, define Sµa := sµa and Uga := uga. This yields a representation
π : OG,Λ → B(H). Since OG,Λ is simple, OG,Λ embeds in A
′′. By Theorem 2.4, there exists an
ultraweakly lower semicontinuous trace h on A′′ which is finite on a∗a for all a ∈ A. Then h restricts
to a densely defined, lower semicontinuous trace (hence semifinite due to Lemma 2.2) on OG,Λ. We
deduce that h is faithful because OG,Λ is simple. Therefore OG,Λ is stably finite by Theorem 2.10.
Finally, (v) follows from (iv) and Theorem 2.10.
4. Gauge- and Diagonal-Invariant Ideals of Self-Similar k-Graph C*-Algebras
In this section, we characterize both gauge- and diagonal-invariant ideals of self-similar k-graph
C*-algebras (see Definition 4.1). Our approach is inspired by [25].
Let (G,Λ) be a self-similar k-graph. By Theorem 3.20 there is a faithful expectation EG,Λ :
OG,Λ → DΛ such that
EG,Λ(sµugs
∗
ν) = δµ,νδg,1Gsµs
∗
µ for all g ∈ G, (µ, ν) ∈ Λ ×g s Λ. (1)
Definition 4.1. Let (G,Λ) be a self-similar k-graph. A subset H of Λ0 is said to be
• G-hereditary if G ·H ⊆ H and s(HΛ) ⊆ H;
• G-saturated if G ·H ⊆ H and r(ΛH) ⊆ H.
Let γ be the gauge action of OG,Λ (see Subsection 3.2.3). An ideal I of OG,Λ is said to be
• gauge-invariant if γz(I) ⊆ I for all z ∈ T
k;
• diagonal-invariant if EG,Λ(I) ⊆ I.
Let (G,Λ) be a self-similar k-graph. For a given G-hereditary subset H of Λ0, let I(H) denote
the ideal of OG,Λ generated by {sv : v ∈ H}. It is not hard to check that I(H) = span{sµugs
∗
ν :
s(µ), s(ν) ∈ H}, and that I(H) is both gauge- and diagonal-invariant. Conversely, for a given
gauge- and diagonal-invariant ideal I of OG,Λ, let H(I) := {v ∈ Λ
0 : sv ∈ I}. Then H(I) is
G-hereditary and G-saturated.
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The aim of this section is to show that there is a one-to-one correspondence between the set
of all G-hereditary and G-saturated subsets of Λ0 and the set of all gauge- and diagonal-invariant
ideals of OG,Λ. For this, we need some preparation.
Lemma 4.2. Let (G,Λ) be a self-similar k-graph and let H be a G-hereditary subset of Λ0. Then
(G,HΛ) is a pseudo free self-similar k-graph. Moreover, OG,HΛ naturally embeds in OG,Λ, and
OG,HΛ is a full corner of I(H).
Proof. The first part is straightforward to verify. We prove the “Moreover” part only. Let {u, s}
and {w, t} be the universal self-similar (G,Λ)-family and (G,HΛ)-family, respectively. Notice
that restricted to HΛ, {u, s} is also a self-similar (G,HΛ)-family (cf. Remark 3.8 (ii)). So by the
universal property ofOG,HΛ, there is a homomorphism π : OG,HΛ → OG,Λ such that π(wg) = ug and
π(tµ) = sµ for all g ∈ G and µ ∈ HΛ. The universal property of OG,HΛ yields a strongly continuous
homomorphism α : Tk → Aut(π(OG,HΛ)) such that αz(π(tµwgt
∗
ν)) = z
d(µ)−d(ν)π(tµwgt
∗
ν) for all
z ∈ Tk, µ, g ∈ G, (µ, ν) ∈ HΛ ×g s HΛ. By [3, Proposition 4.1.9], there exist faithful expectations
E1 : C0(H)⋊G→ C0(H) and E2 : C0(Λ
0)⋊G→ C0(Λ
0) such that E1(tvwg) = δg,1Gtv, E2(sv′ug′) =
δg′,1Gsv′ for all v ∈ H, v
′ ∈ Λ0, g, g′ ∈ G. Since π ◦ E1 = E2 ◦ π and π is injective on C0(H), we
deduce that π is injective on C0(H)⋊G. By Proposition 3.21, π is injective.
By Lemma 3.13, p :=
∑
v∈H sv is a projection of M(I(H)). It is straightforward to check that
pI(H)p = OG,HΛ and spanI(H)pI(H) = I(H). Hence OG,HΛ is a full corner of I(H).
Lemma 4.3. Let (G,Λ) be a self-similar k-graph, H be a G-hereditary and G-saturated subset of
Λ0, and v ∈ Λ0. Then v ∈ H if and only if sv ∈ I(H).
Proof. It is straightforward to see that if v ∈ H then sv ∈ I(H). Conversely, suppose that
sv ∈ I(H). Since H is G-hereditary, we can approximate sv by span{sµugs
∗
ν : s(µ) = g · s(ν) ∈ H}.
Since EG,Λ is an expectation from OG,Λ to DΛ, we can furthermore approximate sv by span{sµs
∗
µ :
s(µ) ∈ H}. Let ǫ > 0 be small enough. Then there are p ∈ Nk, λµ ∈ C, µ ∈ Λ
p with s(µ) ∈ H such
that
‖
∑
λµsµs
∗
µ − sv‖ = ‖
∑
λµsµs
∗
µ −
∑
ν∈vΛp
sνs
∗
ν)‖ < ǫ.
To the contrary, assume that v 6∈ H. Then there is ν0 ∈ vΛ
p with s(ν0) 6∈ H as H is G-saturated.
So 1 ≤ ‖(
∑
λµsµs
∗
µ −
∑
ν0 6=ν∈vΛp
sνs
∗
ν)− sν0s
∗
ν0‖ < ǫ, an absurd. Therefore, v ∈ H.
Lemma 4.4. Let (G,Λ) be a self-similar k-graph, and H be a G-hereditary and G-saturated
subset of Λ0. Then (G,Λ(Λ0 \ H)) is a self-similar k-graph. Denote by {sµ, ug}µ∈Λ,g∈G and
{tµ, wg}µ∈Λ(Λ0\H),g∈G the generators of C
∗
u(G,Λ) and C
∗
u(G,Λ(Λ
0 \H)), respectively. Then there
exists an isomorphism ψ : OG,Λ(Λ0\H) → OG,Λ/I(H) such that ψ(tµwgt
∗
ν) = sµugs
∗
ν + I(H) for all
µ, ν ∈ Λ, g ∈ G with s(µ) = g · s(ν) ∈ Λ0 \H.
Proof. The first statement is easy to verify. We prove the second statement. For g ∈ G and µ ∈ Λ
and g ∈ G, defineWg := ug+I(H) and Tµ := sµ+I(H). Then {W,T} is a self-similar (G,Λ(Λ
0\H))-
family in C∗u(G,Λ)/I(H). The universal property of OG,Λ(Λ0\H) yields a surjective homomorphism
ψ : OG,Λ(Λ0\H) → OG,Λ/I(H). Since I(H) is gauge-invariant, there exists a strongly continuous
homomorphism α : Tk → Aut(OG,Λ/I(H)) such that αz(ψ(tµwgt
∗
ν)) = z
d(µ)−d(ν)ψ(tµwgt
∗
ν) for all
z ∈ Tk, µ, ν ∈ Λ(Λ0 \H), g ∈ G with s(µ) = g · s(ν). For brevity, by Theorem 3.20, we identify
OG,Λ and OG,Λ(Λ0\H) with OXG,Λ and OXG,Λ(Λ0\H) respectively. Then by Proposition 3.21 , in order
to show that ψ is an isomorphism, it remains to show that ψ is injective on C0(Λ
0 \H)⋊G. By [3,
Proposition 4.1.9, Theorem 4.2.6] there exists a faithful expectation E : C0(Λ
0\H)⋊G→ C0(Λ
0\H)
such that E(tvwg) = δg,1Gtv for all v ∈ Λ
0\H, g ∈ G. Since I(H) is diagonal-invariant, there exists a
bounded linear map L : OG,Λ/I(H)→ DΛ/I(H) such that L(sµugs
∗
ν+I(H)) = δµ,νδg,1Gsµs
∗
µ+I(H)
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for all g ∈ G and (µ, ν) ∈ Λ ×g s Λ. By Lemma 4.3, ψ|C0(Λ0\H) is injective. Since ψ ◦E = L ◦ ψ, by
Proposition [16, Proposition 3.11], ψ is injective on C0(Λ
0 \H)⋊G. Hence ψ is an isomorphism.
Theorem 4.5. Let (G,Λ) be a self-similar k-graph. Then there exists a one-to-one correspondence
between the set of all G-hereditary and G-saturated subsets of Λ0 and the set of all gauge- and
diagonal-invariant ideals of OG,Λ such that H 7→ I(H) with the inverse I 7→ H(I).
Proof. First of all, fix a G-hereditary and G-saturated subset H of Λ0. Then Lemma 4.3 yields
that H(I(H)) = H.
Fix a gauge- and diagonal-invariant ideal I of OG,Λ. Suppose that {u, s} and {w, t} be the
universal self-similar (G,Λ)-family and (G,Λ(Λ0\H(I)))-family, respectively. Clearly, I(H(I)) ⊆ I.
So there is surjective quotient map q : OG,Λ/I(H(I)) → OG,Λ/I. By Lemma 4.4, there exists a
surjective homomorphism π : OG,Λ(Λ0\H(I)) → OG,Λ/I such that π(tµwgt
∗
ν) = sµugs
∗
ν + I for all
g ∈ G, µ, ν ∈ Λ(Λ0 \H(I)) with s(µ) = g · s(ν). Since I is gauge-invariant, there exists a strongly
continuous homomorphism α : Tk → Aut(OG,Λ/I) such that αz(π(tµwgt
∗
ν)) = z
d(µ)−d(ν)π(tµwgt
∗
ν)
for all z ∈ Tk, µ, ν ∈ Λ(Λ0 \ H(I)), g ∈ G with s(µ) = g · s(ν). As before, by Theorem 3.20
and Proposition 3.21, in order to show that π is an isomorphism, one only needs to show that
π is injective on C0(Λ
0 \ H(I)) ⋊ G. By [3, Proposition 4.1.9, Theorem 4.2.6] there exists a
faithful expectation E : C0(Λ
0 \ H(I)) ⋊ G → C0(Λ
0 \ H(I)) such that E(tvwg) = δg,1Gtv for all
v ∈ Λ0\H(I), g ∈ G. Since I is diagonal-invariant, there exists a bounded linear map L : OG,Λ/I →
DΛ/I such that L(sµugs
∗
ν+I) = δµ,νδg,1Gsµs
∗
µ+I for all µ, ν ∈ Λ, g ∈ G with s(µ) = g ·s(ν). By the
definition of H(I), one has that π|C0(Λ0\H(I)) is injective. Since π ◦ E = L ◦ π, by [16, Proposition
3.11], π is injective on C0(Λ
0 \H(I))⋊G. Hence π is an isomorphism, and we are done.
Theorem 4.5 gives a clear relationship between G-hereditary G-saturated subsets and both gauge-
and diagonal-invariant ideals. The corresponding result for k-graph C*-algebra results (see, e.g.,
[25]) says that the hereditary and saturated subsets are one-to-one corresponding to gauge-invariant
ideals. This in particular implies that every gauge-invariant ideal of a k-graph C*-algebra is auto-
matically diagonal-invariant. However, the example below shows that this is not true for self-similar
k-graph C*-algebras any more in general.
Example 4.6. Let G := Z2 be the cyclic group of order 2, and Λ be a k-graph with a single vertex
v. Define g · µ := µ and g|µ := g for all g ∈ {0, 1} and µ ∈ Λ. Then it is easy to check that
(G,Λ) is a pseudo free self-similar k-graph. Since the only G-hereditary and G-saturated sets are
∅ and {v}, we deduce that the only gauge- and diagonal-invariant ideals of OG,Λ (∼= OΛ ⊗C
∗(G))
are 0 and OG,Λ. On the other hand, let p := (u0 + u1)/2 which is a central projection, and let
I be the ideal of OG,Λ generated by p. Then I is gauge-invariant. However, since p is central,
0 6= I = p(OG,Λ)p 6= OG,Λ. So EG,Λ(p) = u0/2 /∈ I. Hence I is not diagonal-invariant.
Observe that (G,Λ) in the above example is not strongly locally faithful. In the following, we
show that, for a locally faithful self-similar k-graph (G,Λ), every gauge-invariant ideal of OG,Λ is
also diagonal-invariant. This reconciles with the case of k-graphs (i.e., G is trivial).
Proposition 4.7. Let (G,Λ) be a strongly locally faithful self-similar k-graph. Then every gauge-
invariant ideal of OG,Λ is diagonal-invariant. Hence there exists a one-to-one correspondence be-
tween the set of all G-hereditary and G-saturated subsets of Λ0 and the set of all gauge-invariant
ideals of OG,Λ such that H 7→ I(H) with the inverse I 7→ H(I).
Proof. Fix a gauge-invariant ideal I of OG,Λ. Fix a ∈ I and fix ǫ > 0. Let E : OG,Λ → O
γ
G,Λ be
the expectation given in 3.2.3. Then EG,Λ(a) = EG,Λ(E(a)). Since I is gauge-invariant, E(a) ∈ I.
Since (G,Λ) is strongly locally faithful, for g ∈ G and (µ, ν) ∈ Λ ×g s Λ, there exists p ∈ N
k, such
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that g · α 6= α for all α ∈ s(µ)Λp. Then sµugs
∗
µ =
∑
α∈s(µ)Λp sµ(g·α)ug|αs
∗
µα. Thus there exists a
finite sum b =
∑n
i=1 λisµis
∗
µi +
∑n′
i=1 λ
′
isµ′iugis
∗
ν′i
satisfying
• d(µi) = d(µ
′
j) = d(ν
′
j) for all 1 ≤ i ≤ n, 1 ≤ j ≤ n
′;
• µi 6= µj for all 1 ≤ i 6= j ≤ n;
• µ′i 6= ν
′
i for all 1 ≤ i ≤ n
′;
• ‖b− F (a)‖ < ǫ.
Then
‖
n∑
i=1
λisµis
∗
µi − EG,Λ(E(a))‖ = ‖EG,Λ(b)− EG,Λ(E(a))‖ ≤ ‖b− E(a)‖ < ǫ,
and for 1 ≤ i ≤ n, we have
‖λisµis
∗
µi − sµis
∗
µiF (a)sµis
∗
µi‖ = ‖sµis
∗
µi(b− F (a))sµis
∗
µi‖ ≤ ‖b− F (a)‖ < ǫ.
So
‖EG,Λ(a)−
n∑
i=1
sµis
∗
µiE(a)sµis
∗
µi‖
≤ ‖EG,Λ(E(a)) −
n∑
i=1
λisµis
∗
µi‖+ ‖
n∑
i=1
(λisµis
∗
µi − sµis
∗
µiE(a)sµis
∗
µi)‖
< ǫ+ ‖
n∑
i=1
sµis
∗
µi(λisµis
∗
µi −E(a)sµis
∗
µi)sµis
∗
µi‖
< 2ǫ.
Since
∑n
i=1 sµis
∗
µiE(a)sµis
∗
µi ∈ I and ǫ is arbitrary, we conclude that EG,Λ(a) ∈ I. Therefore I is
diagonal-invariant.
The second statement follows directly from the first statement and Theorem 4.5.
5. Primitive Ideals of Self-Similar k-Graph C*-Algebras
Throughout this section, let (G,Λ) be a self-similar k-graph which satisfies
g · v = v for all g ∈ G and v ∈ Λ0; (FV)
every cycline triple of (G,ΛT ) is a cycline pair of (G,ΛT ) for any maximal tail T of Λ. (Cyc)
Here, we use that the simple fact that (G,ΛT ) is a pseudo free self-similar k-graph for any maximal
tail T . In this section, we identify all primitive ideals of OG,Λ and study some basic properties of
the Jacobson topology of its primitive ideal space. Our strategy of finding primitive ideals follows
the vein of [4].
For a maximal tail T of Λ, denote by HT the subset of T which consists of all v ∈ T satisfying
the following property: For any p, q ∈ Nk with p− q ∈ PerG,ΛT and for any µ ∈ vΛ
pT , there exists
a unique ν ∈ vΛqT such that (µ, ν) is a cycline pair of ΛT .
Proposition 5.1. Let T be a maximal tail of Λ. Then we have the following properties.
(i) HT is a nonempty hereditary subset of ΛT ;
(ii) (G,HTΛT ) is a pseudo free self-similar k-graph such that any cycline triple of (G,HTΛT ) is
a cycline pair of (G,HTΛT );
(iii) PerG,HTΛT = PerHTΛT is a subgroup of Z
k;
(iv) Define an equivalence relation on HTΛT as follows: for any µ, ν ∈ HTΛT , define µ ∼T ν if
(µ, ν) is a cycline pair of HTΛT . Then (G,HTΛT/∼T ) is an aperiodic, pseudo free self-similar
Nk/PerHTΛT -graph;
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(v) Let {wz}z∈PerG,HT ΛT be the generators of C
∗(PerHTΛT ). Then there exists an injective homo-
morphism from C∗(PerHTΛT ) into ZM(OG,HTΛT ) sending wz to Wz, where
Wz =
∑
z=p−q, (µ,ν)∈Cp,q
HT ΛT
sµs
∗
ν.
Proof. (i) This is [4, Theorem 4.2 (2)].
(ii) This is true due to the assumption that any cycline triple of (G,ΛT ) is a cycline pair of
(G,ΛT ).
(iii) From (ii) above, one has PerG,HTΛT = PerHTΛT . Then (iii) follows from [4, Theorem 4.2
(1)].
(iv) For any g ∈ G, µ ∼T ν in HTΛT and x ∈ s(g · µ)(HTΛT )
∞, we compute that
(g · µ)x = g · (µ(g|−1µ · x)) = g · (ν(g|
−1
µ · x)) = (g · ν)(g|νg|
−1
µ · x).
So (g · ν, g|νg|
−1
µ , g · µ) is a cycline triple of (G,HTΛT ). From (ii), we deduce that
g · ν ∼T g · µ and g|µ = g|ν .
If [µ] stands for the equivalence class of µ ∈ HTΛT , then the above shows that
g · [µ] := [g · µ] and g|[µ] := g|µ (2)
are well-defined. It is now easy to verify that (G,HTΛT/∼T ) with the two operations defined in (2)
is a self-similar Nk/PerHTΛT -graph. Moreover it is also pseudo free. Indeed, g · [µ] = [µ] and g|[µ] =
1G ⇒ g · µ ∼ µ and g|µ = 1G ⇒ g · µ = µ and g|µ = 1G ⇒ g = 1G as (G,Λ) is pseudo free.
In the sequel, we show thatHTΛT/∼T is aperiodic. For this, let us fix µ ∈ HTΛT, p, q ∈ N
k, g ∈ G
with p− q /∈ PerHTΛT or g 6= 1G. We split into two cases.
Case 1: p− q /∈ PerHTΛT . We first claim that there exists x ∈ s(µ)(HTΛT )
∞ such that σp(x) 6=
g|(µx)(q,q+d(µ)) · σ
q(x). To the contrary, take an arbitrary x ∈ s(µ)(HTΛT )
∞. Then as the proof of
Case 1 for [21, Proposition 3.6], one gets that (g|(µx)(q,q+d(µ)) ·x(q, p+q), g|(µx)(q,q+p+d(µ)) , x(p, p+q))
is a cycline triple of (G,HTΛT ). So p− q ∈ PerHTΛT , which is a contradiction.
Let now x be such an infinite path. Find l ∈ Nk such that σp(x)(0, l) 6= g|(µx)(q,q+d(µ)) ·σ
q(x)(0, l).
Let ν := x(0, p + q + l). Then d(ν)− p − q ≥ 0 and ν(p, d(ν)− q) 6= g|(µν)(q,d(µ)+q) · ν(q, d(ν)− p).
By [30, Lemma 4.1], one has [ν(p, d(ν)− q)] 6= [g|(µν)(q,d(µ)+q) · ν(q, d(ν)− p)]
Case 2: p− q ∈ PerHTΛT . Then g 6= 1G. LEt ν ∈ s(µ)(HTΛT ) be such that d(ν) ≥ p and
g|(µν)(p,d(µ)+p) 6= 1G. Denote by h := g|(µν)(p,d(µ)+p) . Suppose that for any γ ∈ s(ν)Λ, we have
ν(p, d(ν))γ = h · (ν(p, d(ν))γ). Then (h · ν(p, d(ν)), h|ν(p,d(ν)), ν(p, d(ν))) is a cycline triple of
(G,HTΛT ). Since (G,HTΛT/∼T ) is pseudo free, h = 1G which is a contradiction. So there
exists γ ∈ s(ν)Λ, such that ν(p, d(ν))γ 6= h · (ν(p, d(ν))γ), and so [ν(p, d(ν))γ] 6= [h · (ν(p, d(ν))γ)]
by [30, Lemma 4.1] again.
Therefore by Proposition 3.6 (G,HTΛT/∼T ) is aperiodic.
(v) Lemma 3.13 and a similar argument of the one in [21, Theorem 4.9] give a homomorphism
i : C∗(PerHTΛT ) → ZM(OG,HTΛT ) such that i(wn) = Wn for all n ∈ PerG,HTΛT . By [3, Proposi-
tion 4.1.9], there exists a faithful expectation E1 : C
∗(PerG,HTΛT ) → C such that E1(v0) = 1 and
E1(vn) = 0 for all 0 6= n ∈ PerG,HTΛT . As in the proof of Theorem 3.20, there exists an expectation
E2 : OG,HTΛT → DHTΛT such that E2(sµugs
∗
ν) = δµ,νδg,1Gsµs
∗
µ for all µ, ν ∈ HTΛT, g ∈ G with
s(µ) = s(ν). And E2 extends to an expectation from M(OG,HTΛT ) onto M(DHTΛT ) such that
E2(S)(a) = E2(S(a)) for all S ∈ M(OG,HTΛT ), a ∈ DHTΛT . It is straightforward to check that
i ◦E1 = E2 ◦ i and i is injective on w0C. By [16, Proposition 3.11], i is injective.
For any infinite path x ∈ Λ∞, let
[x] := {y ∈ Λ∞ : there are p, q ∈ Nk and g ∈ G such that σp(x) = g · σq(y)}.
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Lemma 5.2 ([4, Lemma 5.2]). Let T be a maximal tail of Λ. Then there exists a cofinal infinite
path in ΛT .
Proposition 5.3. Let T be a maximal tail of Λ, f ∈ Ẑk, and x be a cofinal infinite path in ΛT
(see Lemma 5.2). Then there exists an irreducible representation πf,x of OG,Λ on ℓ
2([x]).
Proof. For g ∈ G and µ ∈ Λ, let Ug and Sµ be two operators on ℓ
2([x]) determined by
Ug(δy) = δg·y,
Sµ(δy) =
{
f(d(µ))δµy if s(µ) = y(0, 0)
0 otherwise .
for all µ ∈ Λ, g ∈ G, y ∈ [x]. Then {U,S} is a self-similar (G,Λ)-family in B(ℓ2([x])). Thus
there exists a homomorphism πf,x : OG,Λ → B(ℓ
2([x])) such that πf,x(sµugs
∗
ν) = SµUgS
∗
ν for all
g ∈ G and (µ, ν) ∈ Λ ×g s Λ. In order to prove that πf,x is irreducible, by the double commutant
theorem, it is enough to show that rank-one operators in B(ℓ2([x])) are in the strong closure of
πf,x(OG,Λ). Fix y, z ∈ [x]. Since θδy ,δz = θδy,δxθδx,δz , it is sufficient to show that θδx,δy can be
approximated by a bounded net in πf,x(OG,Λ) in the strong operator topology. By the definition
of [x], there exist p, q ∈ Nk, g ∈ G, such that σp(x) = g · σq(y). It is straightforward to see that
(πf,x(sx(0,p+l)ug|y(q,q+l)s
∗
y(0,q+l)))l∈Nk
SOT
−−−→ f(p− q)θδx,δy . So πf,x|OG,Λ is irreducible.
Proposition 5.4. Let I be a primitive ideal of OG,Λ. Then there exist a maximal tail T of Λ
and f ∈ P̂erG,HTΛT such that for any cofinal infinite path x in ΛT and for any character f˜ of Z
k
extending f (see [11, Corollary 4.41]), we have I = ker(π
f˜ ,x
).
Proof. Firstly, let π : OG,Λ → B(H) be an irreducible representation such that kerπ = I. Denote
by π : OG,Λ/I → B(H) the injective quotient representation. Define T := {v ∈ Λ
0 : sv /∈ I}. For
any v ∈ T and µ ∈ Λv, we have π(s∗µsµ) = π(sv) 6= 0. So π(sµ) 6= 0. Hence π(sµs
∗
µ) 6= 0. It follows
that π(sr(µ)) 6= 0 and r(µ) ∈ T . For any v ∈ T, p ∈ N
k, there exists µ ∈ vΛp such that π(sµs
∗
µ) 6= 0.
So π(ss(µ)) = π(s
∗
µsµ) 6= 0. Hence s(µ) ∈ T . For any v1, v2 ∈ T , denote by I(v1) the ideal of
OG,Λ generated by sv1 . Since π is irreducible, span(π(I(v1))H) = H. Since v2 ∈ T , there exist
µ, ν ∈ Λ, g ∈ G such that π(sv2sµugs
∗
νsv1) 6= 0. Notice that s(µ) = s(ν) due to the assumption that
the action fixes vertices. So v1Λs(µ), v2Λs(µ) 6= ∅. Hence T satisfies Definition 2.15 (i) - (iii), and
so it is a maximal tail.
Notice that Λ0 \ T is G-hereditary and G-saturated because T is a maximal tail and the action
fixes vertices. Let I(Λ0 \ T ) be the ideal of OG,Λ generated by {sv : v /∈ T}. Then I(Λ
0 \ T ) ⊆ I.
Denote by q1 : OG,Λ/I(Λ
0 \ T )→ OG,Λ/I the quotient map. Recall from Lemma 4.4 that OG,ΛT is
isomorphic to OG,Λ/I(Λ
0 \ T ) via ψ. So π ◦ q1 ◦ ψ is an irreducible representation of OG,ΛT .
Let I(HT ) be the ideal of OG,ΛT generated by {sv : v ∈ HT }. Since π ◦ q1 ◦ ψ(I(HT )) 6= 0, by
[26, Proposition A.26] π ◦ q1 ◦ψ|I(HT ) =: π˜1 is irreducible. By Lemma 4.2, OG,HTΛT is a full corner
of I(HT ). By the Rieffel correspondence we obtain an irreducible representation ρ1 : OG,HTΛT →
B(H1) such that ker(ρ1) = ker(π˜1) ∩OG,HTΛT (we do not need the formulation of ρ1 and one may
refer the material of the Rieffel correspondence to [26]). Denote by ρ˜1 :M(OG,HTΛT )→ B(H1) the
unique extension of ρ1 which is also irreducible. Since C
∗(PerHTΛT ) embeds into ZM(OG,HTΛT )
by Proposition 5.1, we deduce that ρ˜1|C∗(PerHTΛT )
is irreducible. By identifying C∗(PerHTΛT ) with
C(P̂erHTΛT ) via the Fourier transformation, we can find a unique f ∈ P̂erHTΛT such that ρ˜1(F ) =
F (f) · 1B(H1) for all F ∈ C(P̂erHTΛT ).
Take an arbitrary character f˜ of Zk extending f , and take an arbitrary cofinal infinite path x in
ΛT . By Proposition 5.3, we obtain an irreducible representation π
f˜ ,x
: OG,Λ → B(ℓ
2([x])). Denote
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by π
f˜ ,x
: OG,Λ/ ker(πf˜ ,x)→ B(ℓ
2([x])) the injective quotient representation. It is straightforward to
see that I(Λ0 \T ) ⊆ ker(π
f˜ ,x
). Denote by q2 : OG,Λ/I(Λ
0 \T )→ OG,Λ/ ker(πf˜ ,x) the quotient map.
Then π
f˜ ,x
◦ q2 ◦ ψ is an irreducible representation of OG,ΛT . By the cofinal property of x, we have
π
f˜ ,x
◦ q2 ◦ψ(I(HT )) 6= 0. So by [26, Proposition A.26] πf˜ ,x ◦ q2 ◦ψ|I(HT ) =: π˜2 is irreducible. Again
by the Rieffel correspondence we obtain an irreducible representation ρ2 : OG,HTΛT → B(H2) such
that ker(ρ2) = ker(π˜2) ∩ OG,HTΛT .
Let I˜T,f (resp. J˜T,f ) denote the ideal of OG,ΛT (resp. OG,HTΛT ) generated by {sµ − f(d(µ) −
d(ν))sν : (µ, ν) ∈ CHTΛT }. Notice that I˜T,f ⊆ I(HT ) and I˜T,f ∩ OG,HTΛT = J˜T,f . For any cycline
pair (µ, 1G, ν) of (G,HTΛT ), we have (1/f˜ (d(µ)))sµ − (1/f˜(d(ν)))sν = (1/f˜(d(µ)))(sµ − f(d(µ)−
d(ν))sν) ∈ J˜T,f . So there exists a surjective homomorphism h : OG,HTΛT/∼T → OG,HTΛT /J˜T,f such
that h(s[µ]ugs
∗
[ν]) = f(d(ν)− d(µ))sµugs
∗
ν + J˜T,f for all µ, ν ∈ HTΛT, g ∈ G with s(µ) = g · s(ν).
For any cycline pair (µ, 1G, ν) of (G,HTΛT ), by the Fourier transformation, we compute that
ρ1(sµ − f(d(µ)− d(ν))sν) = ρ˜1((Wd(µ)−d(ν)sν − f(d(µ)− d(ν))sν) = 0.
So J˜T,f ⊆ ker(ρ1). Meanwhile, we calculate that for all y ∈ s(µ)[x],
π
f˜ ,x
◦ q2 ◦ ψ(sµ − f(d(µ)− d(ν))sν)(δy) = f˜(d(µ))(δµy − δνy) = 0.
So I˜T,f ⊆ ker(π˜2). Hence J˜T,f ⊆ ker(ρ2). For i = 1, 2, denote by ϕi : OG,HTΛT /J˜T,f →
OG,HTΛT / ker(ρi) the quotient maps. It is straightforward to see that ϕi ◦ h(sv) 6= 0 for all
v ∈ HT . By Theorem 3.19 and Proposition 5.1 (iv), ϕi ◦ h is injective, and so is ϕi (i = 1, 2).
Thus JT,f = ker(ρi) (i = 1, 2). The Rieffel correspondence yields that
I˜T,f = ker(π ◦ q1 ◦ ψ|I(HT )) = ker(πf˜ ,x ◦ q2 ◦ ψ|I(HT )). (3)
Since π◦q1 and πf˜ ,x◦q2 are irreducible, [26, Proposition A.26] implies that ker(π◦q1) = ker(πf˜ ,x◦q2).
Therefore I = ker(π
f˜ ,x
) as both π and π
f˜ ,x
are injective.
Combining Propositions 5.3 and 5.4, we are able to characterize all primitive ideals of OG,Λ.
The following theorem is a generalization of [4, Corollary 5.4].
Theorem 5.5. There exists a bijection
Φ : ∐{T⊆Λ0:T is a maximal tail}{T} × P̂erHTΛT → Prim(OG,Λ) (4)
such that Φ(T, f) = ker(π
f˜ ,x
) for any maximal tail T of Λ, any f ∈ P̂erHTΛT , any character f˜ of
Zk extending f , and any cofinal infinite path x in ΛT .
For later use, we introduce the following notation:
M(Λ) := {T ⊆ Λ0 : T is a maximal tail of Λ},
Mγ(Λ) := {T ∈M(Λ) : T is aperiodic, i.e., PerHTΛT = {0}},
Mτ (Λ) := {T ∈M(Λ) : T is periodic, i.e., PerHTΛT 6= {0}}.
For any T ∈ M(Λ), any f ∈ P̂erG,HTΛT , we simply denote by IT,f the primitive ideal Φ(T, f)
obtained from Theorem 5.5. For any T ∈Mγ(Λ), since 1 is the only element in P̂erHTΛT , we denote
Φ(T, 1) as IT,1 or just IT .
Corollary 5.6. For any T ∈M(Λ), f, g ∈ P̂erHTΛT and D ⊆ P̂erHTΛT , we have
(i) T ∈Mγ(Λ) =⇒ IT = I(Λ
0 \ T );
(ii)
⋂
f ′∈D IT,f ′ ⊆ IT,f ⇐⇒ f ∈ D, provided that k <∞;
(iii) IT,f ⊆ IT,g ⇐⇒ f = g, provided that k <∞.
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Proof. (i) ClearlyHT = T as T ∈Mγ(Λ). On one hand, ψ(IT /I(Λ
0\T ))∩I(HT ) = ψ(IT /I(Λ
0\T )),
and on the other hand ψ(IT /I(Λ
0 \ T )) ∩ I(HT ) = I˜T,f . So one has T/I(Λ
0 \ T ) = I˜T,f , which is 0
as T is aperiodic. So IT = I(Λ
0 \ T ).
(ii) From the proof of Proposition 5.4, one has I(Λ0 \T ) ⊆ IT,f for all f ∈ P̂erHTΛT . So it follows
from [26, Corollary A.28] that⋂
f ′∈D
IT,f ′ ⊆ IT,f ⇐⇒
⋂
f ′∈D
(IT,f ′/I(Λ
0 \ T )) ⊆ IT,f/I(Λ
0 \ T )
⇐⇒
⋂
f ′∈D
I˜T,f ′ ⊆ I˜T,f (by (3) and Proposition 5.4)
⇐⇒
⋂
f ′∈D
J˜T,f ′ ⊆ J˜T,f (by Lemma 4.2).
To show (ii) is equivalent to proving⋂
f ′∈D
JT,f ′ ⊆ JT,f ⇐⇒ f ∈ D.
For this, first asume that
⋂
f ′∈D J˜T,f ′ ⊆ J˜T,f . Identifying C
∗(PerHTΛT ) with C(P̂erHTΛT ), we have
(
⋂
f ′∈D J˜T,f ′) ∩ C(P̂erHTΛT ) ⊆ J˜T,f ∩ C(P̂erHTΛT ). So
⋂
f ′∈D C0(P̂erHTΛT \ {f
′}) ⊆ C0(P̂erHTΛT \
{f}). Hence f ∈ D.
Conversely, suppose that f ∈ D. Take an arbitrary f˜ ∈ Ẑk extending f , and take an arbitrary
cofinal infinite path x in ΛT . Fix a ∈
⋂
f ′∈D J˜T,f ′ , fix y ∈ [x], and fix ǫ > 0. Then there exist
{µi, νi}
M
i=1 ⊆ HTΛT, {gi}
M
i=1 ⊆ G such that ‖
∑M
i=1 sµiugis
∗
νi − a‖ < ǫ/3. Denote by S := {1 ≤
i ≤ M : y(0, d(νi)) = νi}. Since f ∈ D, by [14, Theorem II.1.6] there exists F ∈ Ẑk such that
|F (d(µi)− d(νi))− f˜(d(µi)− d(νi))| < ǫ/(3(|S| + 1)) for all i ∈ S, and that F |P̂erHTΛT
∈ D. Then
‖
∑M
i=1 πF,x(sµiugis
∗
νi)(δy)‖ = ‖
∑
i∈S F (d(µi)−d(νi))δµi(gi·σd(νi)(y))‖ < ǫ/3 because a ∈
⋂
f ′∈D J˜T,f ′ .
‖π
f˜ ,x
(a)(δy)‖ < ‖
M∑
i=1
π
f˜ ,x
(sµiugis
∗
νi)(δy)‖+ ǫ/3
= ‖
∑
i∈S
f˜(d(µi)− d(νi))δµi(gi·σd(νi)(y))‖+ ǫ/3
≤ ‖
∑
i∈S
(f˜(d(µi)− d(νi))− F (d(µi)− d(νi)))δµi(gi·σd(νi)(y))‖
+ ‖
∑
i∈S
F (d(µi)− d(νi))δµi(gi·σd(νi)(y))‖+ ǫ/3
< ǫ.
So ‖π
f˜ ,x
(a)(δy)‖ = 0. Hence πf˜ ,x(a) = 0. Therefore a ∈ J˜T,f as J˜T,f = I˜T,f ∩ OG,HTΛT ⊆
I(HT ) ∩OG,HTΛT .
(iii) This follows directly from (ii) above .
The following corollary is a generalization of [4, Corollary 5.6].
Corollary 5.7. OG,Λ is primitive if and only if Λ
0 ∈Mγ(Λ).
Proof. First suppose that OG,Λ is primitive. Then the zero ideal is primitive. So there exist
T ∈M(Λ) and f ∈ P̂erHTΛT such that IT,f = 0. Since I(Λ
0 \T ) ⊆ IT,f , we have T = Λ
0. It follows
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from (3) that I˜T,f is the zero ideal of OG,ΛT . Thus by the definition of I˜T,f , one has PerHTΛT = 0.
Hence Λ0 ∈Mγ(Λ). The converse is an immediate consequence of Corollary 5.6 (i).
6. Some Examples
Let (G,Λ) be a self-similar k-graph satisfying Conditions (FV) and (Cyc). As applications of
the results of Section 5, we completely describe the primitive idea space of OG,Λ for two classes of
self-similar k-graphs: (a) k <∞ and Λ0 is a maximal tail; and (b) Λ is strongly aperiodic.
6.1. Single Maximal Tail.
Theorem 6.1. Suppose that k <∞ and that Λ has only one maximal tail. Then the map Φ from
Theorem 5.5 is a homeomorphism.
Proof. First notice thatM(Λ) = {Λ0} as Λ has only one maximal tail. Hence Φ in (4) is a bijection
from P̂erG,HΛ0Λ onto Prim(OG,Λ). Fix a subset D ⊆ P̂erG,HΛ0Λ. It suffices to show that D is closed
if and only if Φ(D) = {IΛ0,f : f ∈ D} is closed. Suppose that D is closed. For any IΛ0,g ∈ Φ(D),
we have
⋂
f∈D IΛ0,f ⊆ IΛ0,g. By Corollary 5.6, g ∈ D, and so IΛ0,g ∈ Φ(D). Thus Φ(D) is closed.
Conversely, suppose that Φ(D) is closed. For any g ∈ D, by Corollary 5.6,
⋂
f∈D IΛ0,f ⊆ IΛ0,g. So
IΛ0,g ∈ Φ(D) = Φ(D). Hence g ∈ D as Φ is a bijection. Therefore D is closed.
Example 6.2. Suppose that k < ∞ and that Λ is strongly connected. Then Λ has only one
maximal tail. So Theorem 6.1 applies. Also, recall that HΛ0 = Λ
0 if Λ is strongly connected ([13]).
Example 6.3 (Product of odometers). Let k <∞, G = Z, and Λ a single-vertex k-graph. Consider
the product of odometers in [19]:
(i) Λei := {xis}
ni−1
s=0 , 1 ≤ i ≤ k, ni > 1;
(ii) 1 · xis = x
i
(s+1) mod ni
, 1 ≤ i ≤ k, 0 ≤ s ≤ ni − 1;
(iii) 1|xi
s
=
{
0 if 0 ≤ s < ni − 1
1 if s = ni − 1
(1 ≤ i ≤ k);
(iv) xisx
j
t
= xj
t′
xi
s′
if 1 ≤ i < j ≤ k, s+ tni = t
′ + s′nj.
By [21, Theorem 7.4], PerG,Λ = PerΛ = {p ∈ Z
k :
∏k
i=1 n
pi
i = 1}. Let r be the rank of PerΛ. Since
Λ is strongly connected, by Theorem 6.1, Prim(OG,Λ) ∼= T
r.
6.2. Strongly Aperiodicity. This subsection is motivated by [15].
Definition 6.4 ([15, Definition 3.1]). A k-graph Λ is said to be strongly aperiodic, if for any
hereditary and saturated set H ( Λ0,Λ(Λ0 \H) is aperiodic.
Lemma 6.5. For any hereditary and saturated set H ( Λ0, any cycline triple of (G,Λ(Λ0 \H)) is
a cycline pair of (G,Λ(Λ0 \H)).
Proof. Fix a cycline triple (µ, g, ν) of (G,Λ(Λ0 \H)). Take an arbitrary x ∈ s(µ)(Λ(Λ0 \H))∞.
Let T := {v ∈ Λ0 : vΛx(p, p) 6= ∅ for some p ∈ Nk}. Then T is a maximal tail of Λ and (µ, g, ν) is
a cycline triple of (G,ΛT ). From Condition (Cyc), (µ, g, ν) is a cycline pair of (G,ΛT ). So g = 1G
and we are done.
The following lemma strengthens [15, Proposition 3.3].
Lemma 6.6. The following statements are equivalent.
(i) Λ is strongly aperiodic;
(ii) PerG,Λ(Λ0\H) = {0} for any hereditary and saturated set H ( Λ
0;
(iii) PerG,ΛT = {0} for any maximal tail T ;
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(iv) Prim(OG,Λ) = {T : T ∈Mγ(Λ)};
(v) every ideal of OG,Λ is of the form I(H) for some hereditary and saturated set H;
(vi) every ideal of OG,Λ is gauge-invariant and diagonal-invariant.
Proof. (i)⇐⇒ (ii). It follows from [21, Theorem 4.2] and Lemma 6.5.
(ii) =⇒ (iii). It is straightforward.
(iii) =⇒ (ii). Fix a hereditary and saturated set H ( Λ0. By Lemma 6.5, we only need to show
that every cycline pair of (G,Λ(Λ0 \H)) is trivial. Fix a cycline pair (µ, 1G, ν) of (G,Λ(Λ
0 \H)).
We apply the same argument from Lemma 6.5 here. Take an arbitrary x ∈ s(µ)(Λ(Λ0 \H))∞. Let
T := {v ∈ Λ0 : vΛx(p, p) 6= ∅ for some p ∈ Nk}. Then T is a maximal tail of Λ and (µ, 1G, ν) is a
cycline pair of (G,ΛT ). Since PerG,ΛT = {0}, we have µ = ν.
(iii) =⇒ (iv). It follows from Theorem 5.5 and Corollary 5.6.
(iv) =⇒ (v). Fix an ideal I of OG,Λ. By the assumption of (iv) and by [26, Proposition A.17], we
can find a subset Y ⊆Mγ(Λ) such that I =
⋂
T∈Y IT . Notice that for each T ∈ Y , IT = I(Λ
0 \ T )
due to Corollary 5.6. Thus IT is both gauge-invariant and diagonal-invariant by Theorem 4.5, and
so is I. Therefore Thus I = I(H(I)) (in fact, H(I) = Λ0 \
⋃
T∈Y T ).
(v) =⇒ (vi). It is straightforward.
(vi) =⇒ (iii). Suppose that there exists a periodic maximal tail T , that is, PerG,ΛT 6= {0}.
Choose an arbitrary z ∈ PerG,ΛT \ {0} and an arbitrary f ∈ P̂erG,ΛT such that f(z) 6= 1. Write
z = p − q for some p, q ∈ Nk. Find µ ∈ Λp and ν ∈ Λq such that (µ, 1G, ν) a cycline pair of ΛT .
Notice that sµ − f(z)sν ∈ IT,f . Pick up an arbitrary λ ∈ T
k such that λd(µ) 6= λd(ν). Then we
observe that γλ(sµ− f(z)sν) /∈ IT,f . So IT,f is not gauge-invariant, which is a contradiction. Hence
PerG,ΛT = {0}.
The following theorem is a generalization of [15, Theorem 3.15].
Theorem 6.7. Suppose that Λ is strongly aperiodic. Let ∅ 6= Y ⊆ M(Λ) and T0 ∈ M(Λ). Then
T0 ∈ Y ⇐⇒ T0 ⊆
⋃
T∈Y T .
Proof. This follows from
T0 ∈ Y ⇐⇒
⋂
T∈Y
T ⊆ T0
⇐⇒
⋂
T∈Y
I(Λ0 \ T ) ⊆ I(Λ0 \ T0) (by Corollary 5.6 and Lemma 6.6)
⇐⇒ T0 ⊆
⋃
T∈Y
T (by Theorem 4.5).
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