Filtering relevant documents with respect to entities is an essential task in the context of knowledge base construction and maintenance. It entails processing a time-ordered stream of documents that might be relevant to an entity in order to select only those that contain vital information. State-of-the-art approaches to document filtering for popular entities are entity-dependent: they rely on and are also trained on the specifics of differentiating features for each specific entity. Moreover, these approaches tend to use so-called extrinsic information such as Wikipedia page views and related entities which is typically only available only for popular head entities. Entity-dependent approaches based on such signals are therefore ill-suited as filtering methods for long-tail entities. In this paper we propose a document filtering method for long-tail entities that is entity-independent and thus also generalizes to unseen or rarely seen entities. It is based on intrinsic features, i.e., features that are derived from the documents in which the entities are mentioned. We propose a set of features that capture informativeness, entitysaliency, and timeliness. In particular, we introduce features based on entity aspect similarities, relation patterns, and temporal expressions and combine these with standard features for document filtering. Experiments following the TREC KBA 2014 setup on a publicly available dataset show that our model is able to improve the filtering performance for long-tail entities over several baselines.
INTRODUCTION
A knowledge base contains information about entities, their attributes, and their relationships. Modern search engines rely on knowledge bases for query understanding, question answering, and document enrichment [3, 25, 30] . Knowledge-base construction, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. either based on web data or on a domain-specific collection of documents, is the cornerstone that supports a large number of downstream tasks. In this paper, we consider the task of entity-centric document filtering, which was first introduced at the TREC KBA evaluation campaign [18] . Given an entity, the task is to identify documents that are relevant and vital for enhancing a knowledge base entry of the entity given a stream of incoming documents.
To address this task, a series of entity-dependent and entity-independent approaches have been developed over the years. Entitydependent approaches use features that rely on the specifics of the entity on which they are trained and thus do not generalize to unseen entities. Such methods include approaches that learn a set of keywords related to each entity and utilize these keywords for query expansion and document scoring [11, 24] as well as textclassification-based approaches that build a classifier with bag-ofword features for each entity [18] . Signals such as Wikipedia page views and query trends have been shown to be effective, since they usually hint at changes happening around an entity [5] ; these signals are typically available for popular entities but when working with long-tail entities, challenges akin to the cold-start problem arise. In other words, features extracted from and working for popular entities may simply not be available for long-tail entities.
In this paper, we are particularly interested in filtering documents for long-tail entities. Such entities have limited or even no external knowledge base profile to begin with. Other extrinsic resources may be sparse or absent too. This makes an entity-dependent document filtering approach a poor fit for long-tail entities. Rather than learning the specifics of each entity, entity-independent approaches to document filtering aim to learn the characteristics of documents suitable for updating a knowledge base profile by utilizing signals from the documents, the initial profile of the entity (if present), and relationships between entities and documents [5, 31, 32] . While entity-dependent approaches might be able to capture the distributions of features for each entity better, entity-independent approaches have the distinct advantage of being applicable to unseen entities, i.e., entities not found in the training data. As an aside, entity-independent methods avoid the cost of building a model for each entity which is simply not practical for an actual productionscale knowledge base acceleration system.
Our main hypothesis is that a rich set of intrinsic features, based on aspects, relations, and the timeliness of the facts or events mentioned in the documents that are relevant for a given long-tail entity, is beneficial for document filtering for such entities. We consider a rich set of features based on the notion of informativeness, entitysaliency, and timeliness. The intuition is that a document (1) that contains a rich set of facts in a timely manner, and (2) in which the entity is prominent makes a good candidate for enriching a knowledge base profile. To capture informativeness, we rely on three sources: generic Wikipedia section headings, open relations, and schematized relations in the document. To capture entity-saliency, we consider the prominence of an entity with respect to other entities mentioned in the document. To capture timeliness, we consider the time expressions mentioned in a document. We use these features with other basic features to train an entity-independent model for document filtering for long-tail entities.
Our main contributions can be summarized as follows: (1) We propose a competitive entity-independent model for document filtering for long-tail entities with rich feature sets designed to capture informativeness, entity-saliency, and timeliness. (2) We provide an in-depth analysis of document filtering for knowledge base acceleration for long-tail entities.
RELATED WORK
We review related work on document filtering in the TREC KBA track and other settings as well as related work on entity profiling.
Document filtering
The main approaches to KBA (and TREC KBA in particular) can be divided into entity-dependent and entity-independent approaches. When TREC KBA was first organized in 2012, many methods relied on entity-dependent, highly-supervised approaches utilizing related entities and bag of word features [18] . Here, the training data is typically used to identify keywords and/or related entities, in order to classify the documents in the test data. Later on, entity-independent models which rely less on the specifics of each entity emerge. Balog et al. [5] propose one such entity-independent approach. They study two multi-step classification methods for the stream filtering task. Their models start with an entity identification component based on alternate names from Wikipedia. They introduce a set of features that have commonly been used in subsequent TREC KBA campaigns. Balog and Ramampiaro [4] also compare classification and ranking approaches for this task; ranking outperforms classification on all evaluation settings and metrics on the TREC KBA 2012 dataset. Their analysis reveals that a rankingbased approach has more potential for future improvements.
Along this line of work, Bonnefoy et al. [7] introduce a weaklysupervised, entity-independent detection of the central documents in a stream. Zhou and Chang [34] study the problem of learning entity-centric document filtering based on a small number of training entities. They are particularly interested in the challenge of transferring keyword importance from training entities to entities in the test set. They propose novel meta-features to map keywords from different entities and contrast two different models: linear mapping and boost mapping.
Wang et al. [31] adopt the features introduced in [5] and introduce additional citation-based features, experimenting with different classification and ranking-based models. They achieve the best performance for vital documents filtering in KBA 2013 with a classification-based approach. Liu et al. [24] present a related entity-based approach. They pool related entities from the profile page of target entity and estimate the weight of each related entity with respect to the query entity. They then apply the weighted related entities to estimate confidence scores of streaming documents and explore various ways of weighting the related entities. Dietz and Dalton [11] also propose a query expansion-based approach on relevant entities from the KB. They do not address the novelty aspects of the task, however, and evaluate a memory-less method where predictions are not influenced by predictions on previous time intervals.
Wang et al. [32] propose a novel discriminative mixture model based by introducing a latent entity class layer to model the correlations between entities and latent entity classes. They achieve increased performance by inferring latent classes of entities and learning the appropriate feature weights for each latent class, as shown by experiments on the TREC KBA 2013 dataset. Later on, Wang et al. [33] introduce a latent document filtering model for cumulative citation recommendation in which they infer different latent classes and learn the appropriate feature weights for each latent class.
Gebremeskel and de Vries [21] perform an in-depth analysis of the main factors that affect the recall of document filtering on the TREC KBA 2013 corpus. They investigate the impact of choices for corpus cleansing, entity profile construction, entity type, document type, and relevance grading. They identify and characterize citation-worthy documents that do not pass the filtering stage by examining their contents and find that this can be caused by cleansing issues, incomplete name variants, or unclear assessments reasons.
In contrast with previous years, TREC KBA 2014 focused on long-tail entities and less than half of the entities in the test set that year have a Wikipedia profile [19] . Jiang and Lin [22] achieved the best performance using an entity-dependent approach which uses time range, temporal, profession, and action pattern features. Another notable approach within that year summarizes all information known about an entity so far in a low-dimensional embedding [9] .
Next, we describe two tasks that are different but closely related to the document filtering setting of TREC KBA. Document filtering has been a traditional task in TREC, in the form of Topic Detection and Tracking (TDT) [1] . TDT constitutes a body of research and evaluation paradigm that address event-based organization of broadcast news. The goal of TDT is to break the text down into individual news stories, to monitor the stories for events that have not been seen before, and to gather stories into groups that each discuss a single news topic.
Dunietz and Gillick [13] introduce the entity salience task, that is given a document d, decide whether entity e ∈ E d is salient, i.e., a major talking point of the document. This task is similar to document filtering without the requirement of having the documents mentioning timely facts.
Entity profiling
Next, we turn to discovering entity-oriented pieces of information within a text. Fetahu et al. [16] propose a two-stage supervised approach for suggesting news articles to entity pages for a given state of Wikipedia. First, they suggest news articles to Wikipedia entities (article-entity placement), relying on a rich set of features which take into account the salience and relative authority of entities, and the novelty of news articles to entity pages. Next, they determine the exact section in the entity page for the input article (predicting the correct section for the article) guided by what they call class-based section templates. Banerjee and Mitra [6] explore the task of automatically expanding Wikipedia stubs. They introduce a model that assigns web content to a Wikipedia section and then perform abstractive summarization to generate sectionspecific summaries for the Wikipedia stubs.
Taneva and Weikum [29] propose an approach that automatically compiles salient information about entities in order to ease knowledge bases maintenance. They compile highly-informative, concise "gems" about entities, identifying salient pieces of text of variable granularity using a budget-constrained optimization problem, which decides which sub-pieces of an input text should be selected for the final result. Li et al. [23] propose a novel approach to automatically generate aspect-oriented summaries from multiple documents. They first introduce an event-aspect LDA model to cluster sentences into aspects and then use LexRank to rank Our work is different in the following ways. First, we focus on the vital document filtering for long tail entities specifically. Next, we introduce a rich set features for identifying vital documents based on the notion informativeness, entity-saliency, and timeliness of the documents. Last, we apply these rich features to train an entityindependent model for vital document filtering.
PROBLEM DEFINITION
In this paper, we study the problem of identifying documents that contain vital information to add to a knowledge base. We formalize the task as follows. Given an entity e and a stream of documents S, we have to decide for each document de ∈ S that mentions e whether it is vital for improving a knowledge base profile pe of entity e. More formally, we have to estimate:
where rel is the relevance of document de with respect to entity e. A document is considered vital if it can enhance the current knowledge base profile of that entity, for instance by mentioning a fact about the entity within a short window of time of the actual emergence of the new fact. Note that a profile pe is a textual description of an entity (i.e., not a structured object), such as a Wikipedia page or any other web page providing a description of the entity at a certain point in time.
METHOD
In this section, we describe our general approach to perform document filtering. We consider several intrinsic properties of a document that will help to detect vital documents. In particular, we consider the following dimensions:
• Informativeness -a document d that is rich in facts is likely to be vital.
• Entity-saliency -a document d in which an entity e is salient among the set of entities E occurring in d is likely to be vital.
• Timeliness -a document d that contains and discusses a timely event (with respect to document creation time or classification time) is likely to be vital. We hypothesize that not all of these properties need to be satisfied as ← combineSections(SC ) 7: end for for a document to be considered vital, i.e., some combination of features derived from these properties and other basic features for document filtering would apply in different cases.
Intrinsic features
Below, we describe the intrinsic features derived to capture the three dimensions described above and how these features are used to operationalize Eq. 1. The features are meant to be used in combination with others that are commonly used in document filtering and that will be described below. In the following paragraphs we describe these features; a high-level summary can be found in Table 2.
Informativeness features
Informativeness features aim to capture the richness of facts contained in a document. The intuition is that a document that contains a lot of facts, for instance in the form of relations, such as work-for, spouse-of, born-in, would be more likely to be vital. We operationalize informativeness in three ways, using entity page sections in a knowledge base (e.g., Wikipedia), open relations, and schematized relations as detailed below. We denote the informativeness features as FI . Wikipedia aspects. We define aspects as key pieces of information with respect to an entity. The central idea here is that a vital document contains similar language as some specific sections in Wikipedia pages; cf. [17] . We therefore aggregate text belonging to the same Wikipedia section heading from multiple Wikipedia pages in order to build a classifier. To be able to extract aspect features for a document, we first construct a bag-of-words model of aspects Ac of an entity type c from Wikipedia as detailed in Algorithm 1. Here we first retrieve Wikipedia articles of all entities belonging to the Wikipedia category c; our entities are filtered to be either in the Person or Location category. Next, we identify the section headings within the articles. We take the m most frequent section headings and, for each section heading, we remove stopwords and aggregate the contents belonging to the same heading by merging all terms that occur in the heading as an aggregated bag-of-words. We then represent each aggregated content section as a bag-of-words representation of aspect a k ∈ A and compute the cosine similarity between the candidate document d and aspect a k to construct an aspect-based feature vector
We refer to the vector A k as the ASPECTSIM features in Table 2 .
Open relation extraction. Here, we use the relation phrases available from an open information extraction system, i.e., Reverb [14] .
As an open relation extraction system, Reverb does not extract a predefined set of entity relations from text, but detects any relationlike phrases. Given a text as input, it outputs unnormalized relational patterns in the form of triples of an entity, a verb/noun phrase, and another entity. As another feature, we utilize the relational 
cp ← getCount(C, p) 5:
end for 6:
cg ← cg + cp 7: end for 8: R ← selectT opk(G, c) patterns generated by Reverb from the ClueWeb09 corpus [15] . Algorithm 2 details our procedure to generate a list of open relation phrases from this output. Due to the large number of patterns and limited amount of training data, it is not feasible to use all of these patterns as features. Therefore, we select popular phrases out of all available patterns. To this end, we first cluster the relation phrases based on their lemmatized form, obtaining grouped patterns G. Then, we estimate the importance of each pattern group g ∈ G based on their aggregated count in the ClueWeb09 corpus. That is, we sum the occurrence cp of each pattern p as the count of group g, obtaining cg. Finally, we select the n most frequent relation phrases. We compute the feature vector by splitting a document into sentences and, for each relation phrase R compiled in the previous step, we generate a feature vector containing the counts:
where count(d, r) returns the count of any instances of open relation pattern r in the document d. We refer to the vector R k as the RELOP EN features in Table 2 .
Closed relation extraction. The last informativeness feature is based on the occurrence of a set of pre-defined relations within the text of the candidate document. We obtain all relation mentions detected in the text by a relation extraction system, the Serif tagger [8] . In our task, the corpus contains annotations of relation types based on the ACE relation schema [12] . We only consider relations involving entities that are a person, organization, or location which amounts to 15 ACE relation types. We construct a vector of the ACE relation types at the document level:
where count(d, s) is the count of detected relations k in the document. We refer to S k as the RELSCHEMA features in Table 2 .
Entity saliency features
The entity saliency features FE aim to capture how prominently an entity features within a document. Although the basic features (defined in §4.2) might capture some notion of saliency, they are focused on the target entity only. We extend this by looking at mentions of other entities within the document. For example, if e is the only entity mentioned in the document then it is probably the main focus of the document.
We define a full mention as the complete name used to refer an entity in the document and a partial mention as the first or last name of the entity. We introduce the following novel features based on this notion of entity saliency. The first feature is simply the number of entities in the document:
where M is the set of all entity mentions. The next feature is the number of entity mentions:
that is, the total number of entity mentions as identified by the Serif tagger. The next feature is the number of sentences containing the target entity e:
where Se is the set of all sentences mentioning entity e. We further define the fraction of full mentions of e with respect to all entity mentions in the document:
and also include the fraction of partial mentions me of e with respect to all entity mentions in the document:
where n(d, m) counts the number of mentions in document d again obtained by the named entity recognizer.
Timeliness features
Timeliness features FT capture how timely a piece of information mentioned in the document is. We extract these features by comparing the document metadata containing the document creation time t with the time expressions mentioned in the documents:
where count(year(t), d) counts the occurrences of year expressions of t appear in the document.
where count(yearmonth(t), d) counts the number of times year and month expressions of t appear in the document. Finally,
where count(yearmonthday(t), d) counts the number of times the year, month, and date expressions of t occur in the document d.
Basic features
This section describes basic features FB that are commonly implemented in an entity-oriented document filtering system [5, 31] , as described in §2. We also propose some new basic features. Entity features. Features based on knowledge about entity e including, for instance, the number of related entities in the entity's profile pe. In addition, we incorporate the length of profile pe and the type of entity profile available: Wiki, Web, or Null. Document-entity features. Features extracted from an entity and document pair. This includes the occurrences of full and partial mentions of e in the document as well as the first and last position of occurring. They also include similarity between d and pe and the number of related entities of e mentioned in the document.
Temporal features. Temporal features extracted from the occurrences of e within the stream corpus S. After aggregating entity mentions in hourly bins, we obtain the counts in the previous k hours before the creation of document d, where k ∈ {1, . . . , 10}. 
Number of unique entity mentions in the documents this paper entity saliency
Number of entity mentions in the documents this paper entity saliency
Number of sentences in d containing entity e this paper entity saliency
Number of full mentions of e in the document, normalized by number of entity mentions 
Machine learning model
Next, we detail our classification-based machine learning model. We formulate the task as binary classification and train a classifier to distinguish vital and non-vital documents using the concatenated vector of all features described previously: F = FB∪FI ∪FE∪FT . We train a global model M in an entity-independent way, utilizing all training data available for the model. Creating such a general model has the benefit that it can be readily applied to entities that do not exist in the training data.
We use gradient boosted decision trees (GBDT) [20] as our machine learning algorithm. GBDT learns an ensemble of trees with limited complexity in an additive fashion by iteratively learning models that aim to correct the residual error of previous iterations. To obtain the probabilistic output as required by Eq. 1, the gradient boosting classifier is trained as a series of weak learners in the form of regression trees. Each regression tree t ∈ M is trained to minimize mean squared error on the logistic loss:
where y is the training label converted to either 0 or 1 for the negative and positive class, respectively, and pred is the prediction score of the regression tree at data point i. The trees are trained in a residual fashion until convergence. At prediction time, each tree produces a score st; these are combined into a final score s, which is then converted into a probability using the logistic function:
We take this output as our estimate of Eq. 1. We refer to our proposed entity-independent document filtering method as EIDF.
EXPERIMENTAL SETUP
In this section we detail our experimental setup including the data that we use, the relevance assessments, and the evaluation metrics. Our experiments address the following research questions: (RQ1) How does our approach, EIDF, perform for vital document filtering of long-tail entities? (RQ2) How does EIDF perform when filtering documents for entities not seen in the training data? (RQ3) How does EIDF compare to the state-of-the-art for vital document filtering in terms of overall results?
Data and annotations
The TREC KBA StreamCorpus contains 1.2B documents. Roughly half of these (579M) have been annotated with rich NLP annotations using the Serif tagger [19] . This annotated set is the official document set for TREC KBA 2014. Out of these annotated The entities used as test topics are selected from a set of people, organizations, and facilities in specific geographical regions (Seattle, Washington, and Vancouver). The test entities consist of 86 people, 16 organizations, and 7 facilities, 74 of which are used for the vital document filtering task. Assessors judged ∼30K documents, which included most documents that mention a name from the handcrafted list of surface names of the 109 topic entities. Entities can have an initial profile in the form of wikipedia, web, or null, indicating that no entity profile is given as a description of the entity. In order to have enough training data for each entity, the collection was split based on per-entity cut-off points in time. Some of the provided profile pages are dated after the training time cutoff of an entity. To avoid having access to future information, we filter out entity profiles belonging to those cases. Table 3 provides a breakdown of profile types of the test entities.
Annotators assessed entity-document pairs using four class labels: vital, useful, neutral, and garbage. For a document to be annotated as vital means that the document contains (1) information that at the time it entered the stream would motivate an update to the entity's collection of key documents with a new slot value, or (2) timely, new information about the entity's current state, actions, or situation. Documents annotated as useful are possibly citable but do not contain timely information about the entity. Neutral documents are documents that are informative, but not citable, e.g., tertiary sources of information like Wikipedia pages. Garbage documents are documents that are either spam or contain no mention of the entity. The distribution of the labels is detailed in Table 4 . As our model performs binary classification, we collapse the non-vital labels into one class during training.
One of our proposed features is based on generic Wikipedia sections of Person and Location entities. For this purpose, we use a Wikipedia dump from January 2012.
Experiments
We run three experiments: two main experiments aimed at assessing the performance of EIDF on long-tail entities and on unseen entities, and a side experiment in which we determine the performance on all entities.
Main experiment: Long-tail entities. Our main experiment aims to answer RQ1 and adapts the standard TREC KBA setting with one difference: we aggregate the results for different entity popularity segments. We define long-tail entities to be entities without a Wikipedia or Web profile in the TREC KBA ground truth data. All training entities are used to train the model and, during evaluation, a confidence score is assigned to every candidate document. All experiments are performed on the already pre-filtered documents using the canonical name of the entities as detailed above. Only documents containing at least a full match of the entity name are therefore considered as input. We focus on distinguishing vital and good documents, and use only documents belonging to these labels as our training data. Main experiment: Unseen entities. Our second main experiment aims to assess the performance of EIDF on unseen entities, i.e., entities not found in the training data (RQ2). We design this experiment as follows. We randomly split the query entities into five parts and divide the training data accordingly. For every iteration we train on the training data consisting only of document-entity pairs of the corresponding entity split and test on the remaining split. We perform this procedure five times, resulting in a 5-fold cross-validation.
Side experiment: All entities. Our side experiment aims to answer RQ3 and follows the standard TREC KBA setting. All entities within the test set are considered in the evaluation (i.e., the results are not segmented) to asses the overall performance of EIDF.
Evaluation
In our experiments, we use the evaluation metrics introduced in the TREC KBA track for the vital filtering task: Fmacro, and maximum scaled utility (SU ). We also compute precision (P ), recall (R), and F measure: the average of the harmonic mean of precision and recall over topics. For significance testing of the results, we use the paired t-test.
The main evaluation metric, Fmacro, is defined as the maximum of the harmonic mean of averaged precision and recall computed at every possible threshold θ which separates vital and non-vital documents: max(avg(P ), avg(R)). The motivation behind this is evaluation setup is as follows. A filtering system will have a single confidence threshold θ for which the classification performance is maximized. Different systems might have different optimal confidence score calibrations, hence choosing the maximum scores with respect to each system's best threshold would ensure the fairest comparison. Below we explicitly distinguish between Fmacro and F when reporting our experimental results.
SU is a linear utility measure that assigns credit to the retrieved relevant and non-relevant documents and is computed as follows:
where M inU is a tunable minimum utility (set to −0.5 by default), and N ormU is the normalized version of utility function U which assigns two points for every relevant document retrieved and minus one point for every non-relevant document. The normalization is performed by dividing N ormU with the maximum utility score (i.e., 2 times the number of relevant documents). The official TREC KBA scorer sweeps over all the possible cutoff points and the reports the maximum SU . To gain additional insight, we also computed SU at the cutoff θ with the best Fmacro: SU θ .
Baselines
In our main experiments, we consider the following baseline approaches to compare the effectiveness of our approach.
Official Baseline [19] . The official baseline in TREC KBA considers matched name fractions as the confidence score. BIT-MSRA [31] . A random forest, entity-independent classification approach utilizing document, entity, document-entity, and temporal features. This approach achieved the best official performance at the TREC KBA 2013 track.
In our side experiment aimed at assessing the performance of EIDF on all entities we also consider a state-of-the-art entity-dependent approach. MSR-KMG [22] . A random forest, entity-dependent classification approach based on document cluster, temporal, entity title and profession features, with globally aligned confidence score. This approach achieved the best official performance in TREC KBA 2014. We take the team's best automatic run for comparison.
Parameters and settings
Recall that a document filtering system should output an estimate of P (rel | de, e) (Eq. 1). The official KBA setup expects a confidence score in the [0, 1000] range for each decision made regarding a document. To make the initial output of our model compatible with this setup, the probabilities are mapped to a confidence score that falls in this interval by adopting the mapping procedure introduced in [5] -we multiply the probability by 1000 and take the integer value.
Our approach involves two sets of hyperparameters. The first set deals with the machine learning algorithm of our choice. GBDT depends on two key parameters: the number of trees, k, and the maximum depth of each tree, d. The other set of parameters concerns the informativeness features. That is, the number of aspects that we used for the aspects-features, m, and the number of open relation patterns to consider, n.
We perform cross-validation on the training data to select the values of these parameters. For the GDBT parameter we consider k = [100, 250, 500] and tree depth d = [6, 7] . For the informativeness parameters, we consider m = [30, 40, 50] for the number of aspects and n = [150, 200, 250] for number of the open relation patterns. We select the combination of parameters which maximize the mean F score across the validation folds, and finally set k = 100, d = 6, m = 50, and n = 200.
RESULTS AND DISCUSSION
In this section, we present and analyze our experimental results.
Main experiment: Long-tail entities
One of our goals in this work is to develop methods that are specifically geared towards filtering documents for long-tail entities. Therefore, we are particularly interested in comparing the performance of the methods on entities with different levels of popularity. To gain insight into our results along this dimension we segment the results by entity popularity using the type of entity profile as a proxy for popularity as defined in §5.2. We compute the best threshold for each approach, determine its per-entity performance using this cutoff, and then aggregate the performance by averaging the per-entity scores. We present these results in Table 5 . Here, we answer RQ1 and compare our approach with other entityindependent approaches. First, we look at the average scores in each popularity group, starting with the Null segment, which represents the long-tail entities in our setting. In the Null segment, the recall performance of different methods is considerably lower than on the other two segments, but this is complemented by the fact that precision is higher than for the Wiki segment. One important factor in this analysis is that these are most likely tail entities with very few candidate documents to consider. More importantly, our approach achieves a significant improvement in the Null segment, while keeping a comparable or better performance as compared to BIT-MSRA on the Wiki, and Web segments. In particular, the improvements in precision, F , and SU θ in this segment are statistically significant. This finding is important because it confirms the effectiveness of our approach in the setting of long-tail entities. Faced with a considerably smaller pool of candidate documents in this segment, EIDF manages to detect more vital documents while simultaneously improving precision. Note that in the TREC KBA 2014 track, long-tail entities constitute a large fraction of the query entities (41 entities, i.e., 56%). The performance of EIDF and BIT-MSRA for long-tail entities across different cutoff points is shown in Fig. 1 .
Filtering documents for the Web profile segment seems to be the easiest relative to the other segments. Recall and precision are highest compared to the other groups, which explains the higher F score. Our approach, EIDF, achieves a P score of 0.424, an F score of 0.517 and SU θ of 0.410 in this segment. This happens to be lower than the strong baseline (BIT-MSRA), but the differences in performance in this segment are not statistically significant.
Interestingly, the performance of all methods when filtering documents of entities belonging to the Wiki group is the lowest. The recall is relatively high, but the F score is brought down by the lower precision. This may be due to the fact that these popular entities have a much larger pool of candidate documents, making the filtering task difficult because a system has to recover only a selective fraction of the documents. Thus, faced with a large set of candidate documents, methods tend to work towards obtaining high recall. Despite this, EIDF manages to get the best precision, obtaining a significant improvement over the strong baseline. The low SU θ scores indicate that it is difficult to beat a system that returns no relevant documents for this segment group.
After looking at the general performance across the different segments, we compare the performance of our approach against the official TREC KBA baseline. Considerable gains are obtained in all three segments in terms of precision, F and SU θ .
Informed by the previous insights, we also perform a follow-up experiment on training segment-conditioned models. Since feature value distributions might be different due to the popularity of an entity, we need to distinguish long-tail entities from more popular ones. One natural way of doing is to consider the existence of a knowledge base profile from Wikipedia-some entities may have a Wikipedia profile, some only an initial profile on a webpage, and some entities have no profile at all. To capture this difference in characteristics, we train three separate machine learning models: M wiki for entities with a Wikipedia page, M web for entities with a lesser profile in the form of a Web page, and M null for entities with no profiles at all. During prediction, the appropriate model is automatically selected and applied to perform the predictions. We failed to obtain any improvements with these segment-conditioned models. This may be due to the fact that by segmenting the data, we lose important information required to train our model with rich feature sets. To fully utilize the data while recognizing the different characteristics of each segment, a learning algorithm that can handle feature interaction, as we employ with tree-based ensembles, seems like a good solution. Having one global model that can handle feature interaction seems to be a better way to handle this problem, without resorting to individual models.
In sum, our approaches achieve the best performance overall across different segments, with the biggest performance gain realized for the long-tail entities segment. Importantly, the features designed for improvement in the long-tail entities segment do not have a significant detrimental effect on the results of other segments. In addition, learning a separate model for each segment does not yield additional benefits. 
Main experiment: Unseen entities
In this section, we describe the results of our experiments on answering (RQ2). The results of our experiments with unseen entities are detailed in Table 6 . Our approach performs best on almost all folds in terms of Fmacro, gaining significant improvements compared to other approaches on Fold1 and Fold3.
Averaged over all folds, our approach also achieves the best performance. The differences between the performance of different methods in the unseen entities setting is very small in terms Fmacro. Overall, the learned model tends to be precision-oriented with some loss in recall. Compared to the results of the main experiments (Table 5), the result is lower in terms of absolute score. This might be explained as follows. First, The model is now learning on less data-roughly 80% of the full data, depending on the number of data points that contribute to the folds. Secondly, the model is now performing predictions on entities that may have very different characteristics than the ones found in the training data. The average scores in each fold also vary considerably. This can be explained by the fact that by splitting the data in terms of entities, we might end up with different numbers of training and testing data in each split. Additionally, the inherent difficulty of filtering documents within each fold will also vary based on the popularity and the size of the candidate document pools. The magnitude of the improvements obtained in each fold also tends to be smaller, because, with 80% of the data, there are fewer positive examples available to learn a rich set of features (due to the imbalance of vital and non-vital document labels).
The results of filtering documents for unseen entities are quite promising, and the fact that the learning algorithm is able to achieve a better score than a name fraction baseline indicates that it is successful in learning the characteristics of vital documents and applying it to new, unseen entities.
Side experiment: All entities
To answer (RQ3), we compare our method, EIDF, with entityindependent and entity-dependent baselines in terms of overall, nonsegmented results. Table 7 shows the results for this experiment. First, looking at the absolute scores, all methods improve over the official baseline in terms of Fmacro, SU , and P . The official baseline unsurprisingly achieves the highest recall as it simply considers all document containing exact mentions of the target entity as vital.
Our approach also outperforms the two entity-independent baselines in terms of Fmacro; we achieve significant improvements over BIT-MSRA in terms of precision, while maintaining the same level of recall. BIT-MSRA achieves a slightly better performance than EIDF in terms of SU . However, the difference is very small and not significant. 
Compared to the best entity-dependent approach, EIDF obtains a comparable level of precision and Fmacro. In summary, EIDF achieves the best entity-independent performance and competitive performance to the state of the art entity-dependent approach.
Feature analysis
Recall that we learn a single, entity-independent model across all entities. We zoom in on the effectiveness of each feature within this global, entity-independent model. The importance of each feature is determined by averaging its importance across the trees that comprise the ensemble model. We observe several things. First, the most important features are a combination of common features in document filtering, e.g., the first position of the entity, the spread of entity mentions, and our proposed features. One of our proposed features (profile length) is the most discriminative feature and another of our proposed saliency features, the fraction of entity mentions, is also shown to be quite important. As for the rest, the aspect-based features seem to be the most important informativeness features, with as many as three features belonging to the aspect-based group in the top most important features. The aspect-based features might be complementary to the more common cosine and jaccard profile similarity features. In combination with the profile length feature the aspect-based features seem to be triggered when the profile similarity scores are zero, which will happen in the case of entities without a profile. Having established this, we zoom in on the most important aspect-based features as detailed in Table 9 . Recall that in our experiments, we use the top-50 aspects constructed from Wikipedia. Often, including aspects-based features seems intuitive, as is the case for, e.g., achievements, accomplishment, coaching-career, and political-career, since they are things that are typically included in vital documents.
All in all, we extracted 358 features. A breakdown of feature types in the top-30 features is shown in Table 10 . The informativeness features not ranked among the top in the table are not as discriminative as the Wikipedia aspects. In the case of open relation patterns, some receive a zero relative importance score. One possible explanation is that these patterns are very common and may occur in many documents, thus having very little discriminative power. In other cases, the patterns are quite rare, and they might thus only occur in a few documents.
CONCLUSION AND FUTURE WORK
In this paper we have addressed an information filtering task for long-tail entities on a stream of documents. In particular, we have developed and evaluated a method called EIDF for classifying vital and non-vital documents with respect to a given entity. We have done so by designing intrinsic features that capture the notions of informativeness, entity saliency, and timeliness of documents. We have also considered the challenges related to filtering long-tail entities and have adjusted our features accordingly. We have applied these features in combination with a set of basic document filtering features from the literature to train an entity-independent model that is also able to perform filtering for entities not found in the training data. Upon segmenting our results by entity popularity, as approximated by its profile type, we have found that our approach is particularly good at improving document filtering performance for long-tail entities. When looking at the overall results of experiments conducted on the TREC KBA 2014 test collection we have found that our approach is able to achieve competitive performance compared to state-of-the-art automatic entity-dependent approaches. On filtering documents for unseen entities, we have found that our approach achieves a lower absolute performance overall than on seen entities, as is to be expected, but still improves over a strong name matching and classification baseline. A feature analysis revealed two things. First, entity popularity, proxied using the profile length feature is important. Second, informativeness features, and in particular aspect-based features derived from Wikipedia, are important for this task.
In summary, our results confirm the effectiveness of our entityindependent document filtering approach for knowledge base acceleration for long-tail entities, with (1) its ability to improve filtering performance specifically on the segment of tail entities, and (2) its relatively good performance on classifying documents for unseen entities, i.e., those not found in the training data.
As to future work, we are interested in exploring several directions. First, it would be interesting to explore the effect of combining the proposed features with other machine learning algorithms. Our preliminary experiment in this direction with applying logistic regression as the underlying learning algorithm indicates that we can obtain similar improvements. Next, we aim to apply more semantic approaches such as entity linking to detect entities and concepts mentioned in the context of a target entity. Last, we want to apply incremental learning so as to obtain a document filtering model that is able to learn from its previous decisions.
