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Abstract—We show that for product sources, rate splitting
is optimal for secret key agreement using limited one-way
communication between two terminals. This yields an alternative
information-theoretic-converse-style proof of the tensorization
property of a strong data processing inequality originally studied
by Erkip and Cover and amended recently by Anantharam et
al. We derive a water-filling solution of the communication-rate–
key-rate tradeoff for a wide class of discrete memoryless vector
Gaussian sources which subsumes the case without an eavesdrop-
per. Moreover, we derive an explicit formula for the maximum
secret key per bit of communication for all discrete memoryless
vector Gaussian sources using a tensorization property and a
variation on the enhanced channel technique of Weingarten et
al. Finally, a one-shot information spectrum achievability bound
for key generation is proved from which we characterize the
communication-rate–key-rate tradeoff for stationary Gaussian
processes.
Index Terms—Random number generation, source cod-
ing, Gaussian processes, Correlation coefficient, Decorrelation,
Fourier transforms, MIMO.
I. INTRODUCTION
C: Eavesdropper
A B
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Figure 1. The basic model for secret key agreement between two terminals
A and B allowing public communication from A to B.
An important scenario for secret key agreement (a.k.a. key
generation) arises when terminals at distant locations have
access to correlated sources and are allowed to communicate
publicly in order to decide on a key which is kept unknown
to an eavesdropper.
This paper was presented in part at 2014 IEEE International Symposium
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The fundamental limit on the amount of secret key that can
be generated from discrete memoryless sources was studied
in [1],[2], where single-letter solutions were derived for the
class of protocols allowing limited one-way communication
from one terminal to the other. However, for many models of
interest in practice, the key capacity remains unknown, since
the optimizations over auxiliary random variables in those
single-letter formulas are usually hard to solve.
In [3] the fundamental limit was extended to sources
with continuous alphabets; and it was shown that for vector
Gaussian sources, which are natural models of multiple in-
put multiple output (MIMO) systems, one auxiliary random
variable suffices to characterize the rate region, instead of
two in the general case [1], and it is enough to consider
auxiliary random vectors that are jointly Gaussian with the
sources. This observation is formally stated in Fact 1 ahead,
the proof of which in [3] was based on the enhancement
technique introduced by Weingarten et al. [4]. Consequently,
the capacity region for vector Gaussian sources was posed as a
(generally non-convex) matrix optimization problem. Still, an
explicit formula for the key capacity was not derived except
for scalar Gaussian sources.
In this paper we provide an explicit formula for the key
capacity of vector Gaussian sources by considering a more
general setup: the key capacity of arbitrary product sources.
Specifically, suppose terminals A and B and an eavesdropper
observe discrete memoryless vector sources X = (Xi)Li=1,
Y = (Yi)
L
i=1 and Z = (Zi)Li=1 respectively, where
PXY =
L∏
i=1
PXiYi , (1)
PXZ =
L∏
i=1
PXiZi . (2)
We call (X,Y,Z) a product source because of the structure
of its joint probability distribution. An example of product
sources is illustrated in Figure 2.1 The maximal rate of secret
key achievable as a function of public communication rate r
from A to B is denoted as R(r). We show that
R(r) = max∑
L
i=1 ri≤r
L∑
i=1
Ri(ri), (3)
1Actually Figure 2 only illustrates an unnecessarily special case of (1) and
(2) where PXYZ =
∏
L
i=1
PXiYiZi ; c.f. Section II-B.
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Figure 2. An illustration of the product sources in (1) and (2).
where Ri(ri) is the key-communication function correspond-
ing to the i-th source triple: (Xi, Yi, Zi). This is analogous to
a result due to Shannon [5] on the rate distortion function of
a product source with a separable distortion measure, which
is obtained by summing the rates and distortions of points in
the individual rate-distortion curves with the same slope.
In the case of jointly vector Gaussian sources without an
eavesdropper (or with an eavesdropper but under a certain
commutative condition on the covariance matrices), one can al-
ways apply separate invertible linear transforms on the vectors
observed at A and B so that the source distribution is of the
form in (1) and (2), thus deriving an explicit formula of R(r)
utilizing corresponding results of scalar Gaussian sources. The
solution displays a “water filling” behavior similar to the rate
distortion function of vector Gaussian sources (e.g. [6]).
When the eavesdropper is present, the key-communication
function is not always explicitly derived for vector Gaussian
sources since the aforementioned commutative condition does
not always hold. This motivates us to consider the maximum
amount of secret key obtainable per bit of communication,
denoted by ηZ(X ;Y ). For vector Gaussian sources ηZ(X;Y)
can always be explicitly found; and in order to upper bound
ηZ(X;Y) we use an idea similar to but different than the
enhanced channel introduced in [4]. Analogous to ηZ(X ;Y )
is the notion of channel capacity per unit cost, introduced in
[7]. As in the case of channel capacity per unit cost [7], a
general formula for ηZ(X ;Y ) can be obtained which is usually
easier to compute both numerically and analytically. Some
other general properties of ηZ(X ;Y ) are discussed, including
a formula of this quantity for product sources.
There is a curious connection between our results for
product sources and the tensorization property of a strong data
processing inequality originally studied by Erkip and Cover
[8] and amended recently by Anantharam et al. [9]. Suppose
PXY = PXPY |X is given, and
s∗(X ;Y ) = sup
U−X−Y,I(U ;X) 6=0
I(U ;Y )
I(U ;X)
. (4)
In [8] it was mistakenly claimed that
s∗(X ;Y ) = ρ2m(X ;Y ) (5)
where ρ2m(X ;Y ) denotes the maximal correlation coefficient
[10]. In fact, [9] shows that (5) does not hold in general and
gives a general but less explicit expression:
s∗(X ;Y ) = sup
QX 6=PX
D(QY ||PY )
D(QX ||PX) (6)
where2 QX → PY |X → QY . Although ρ2m(X ;Y ) and
s∗(X ;Y ) tensorize and do agree for some simple distributions
of PXY such as Gaussian and binary with equiprobable
marginals, it was already shown in [11] that they are not
equal in general. Moreover, they are both closely linked to
the problem of key generation [10][12].3 To add one more
connection between s∗(X ;Y ) and key generation, we demon-
strate that (3) implies the tensorization property of s∗(X ;Y ). 4
The tensorization property of s∗(X ;Y ) turns out to be the key
to many of its applications, c.f. [11] [15] [16]. In particular, it
was shown in [11] via the tensorization of hypercontractivity
of Markov operators.
Related to (memoryless) product Gaussian sources are
(scalar) stationary Gaussian processes which generally have
memory, since intuitively one can consider the spectral rep-
resentation of stationary Gaussian processes and apply the
insights from the above results concerning product sources.
However there are several technical difficulties in turning
this intuition into a formal proof; for example the known
achievability bounds for the model under our consideration are
mostly confined to memoryless sources. Thus as the first step
of our proof we derive an original one-shot achievability bound
via resolvability for general sources. It is relatively well known
that resolvability can be applied to wiretap channels (see [17]
and the references therein), and wiretap channel codes can
be employed in the encoding schemes in key agreement (an
idea due to [18]; see also [19, Section 22.4.3]). Based on
these connections, a recent paper [20] derived upper and lower
bounds on the key capacity for sources with memory. However
those bounds may be loose, and they are still asymptotic
(expressed in terms of probabilistic lim sup of random vari-
ables) rather than one-shot. Moreover the setting therein is
a special case of ours where the public communication rate
is unlimited, and the proof technique involving modulo sums
only applies to discrete sources, therefore those results are still
not quite useful for resolving the achievable region for sta-
tionary Gaussian sources. In contrast, our achievability bound
overcomes those issues by employing a different encoding
scheme called likelihood encoder proposed recently in [21].
We then apply certain asymptotic approximation theorems for
Toeplitz matrices when specializing to Gaussian processes.
Organization. The formal definition of the key generation
problem with limited one-way communication, as well as the
setup of product sources and stationary Gaussian sources,
are presented in Section II. The main results are given in
2This notation defines a measure QY via QY (A) :=∫
PY |X=x(A)dQX(x) for any measurable A ⊆ Y .
3For the reason we just discussed, the ρ2m(X; Y ) in the expressions of
efficiency functions in [12] should be replaced by s∗(X; Y ).
4Following our ISIT presentation of this work [13], Beigi and Gohari [14]
extended such an idea and introduced several new tensorizing measures of
correlation from the operational perspectives of coding theorems.
3Section III. Section III-A gives the central result concerning
key generation from general product sources and it analyzes
the special case of product Gaussian sources culminating in the
“water-filling” solution. The necessary and sufficient condition
under which general vector Gaussian sources can be converted
to product Gaussian sources is also identified. Section III-B
begins with several general properties on the maximal secret
key per bit of communication, and ends with a formula for
this quantity for general vector Gaussian sources which may
not be convertible to product sources. Section III-C presents
the water-filling solution for the key-communication tradeoff
for stationary Gaussian processes (Theorem 6) and discusses
the intuition behind it. To prove Theorem 6, we derive a
general one-shot achievability bound for key generation from
sources with memory in Section IV, and then apply it in
Section V to finish the achievability proof of Theorem 6.
In Section VI we mention some related problems involving
product sources/channels.
II. PRELIMINARIES
A. Key Generation with One-Way Communication: Basic
Setup
Throughout this paper, random variables (but not excluding
deterministic constants) are denoted by upper-case letters, and
vectors and matrices are denoted in bold face.
Consider the source model illustrated in Figure 1. Stationary
sources of blocklength n have the joint distribution PXnY nZn ,
where Xji is a short hand notation for (Xi, . . . , Xj)⊤ and
Xn := Xn1 . Upon receiving Xn, terminal A computes an in-
teger K ∈ K and a message W ∈ W , possibly stochastically5,
according to PKW |Xn . The message W is then sent through a
noiseless public channel to terminal B, and B computes the key
Kˆ = Kˆ(W (Xn), Y n) ∈ K based on its available information.
The probability of error and the measure of security are defined
by
ǫn = P[K 6= Kˆ], (7)
νn = log |K| −H(K|W,Zn). (8)
A rate pair (R, r) is said to be achievable if a sequence of
schemes can be designed to satisfy the following conditions
on the probability of disagreement and security:
lim sup
n→∞
1
n
log |W| ≤ r, (9)
lim inf
n→∞
1
n
log |K| ≥ R, (10)
lim
n→∞
ǫn = 0, (11)
lim
n→∞
νn = 0. (12)
In the remainder of Section II-A we focus on the case of
stationary memoryless sources with per-symbol distribution
PXY Z . The achievable rate region is defined as
R(X,Y, Z) := {(R, r) : (R, r) is achievable}, (13)
5Here we allow stochastic encoders to be consistent with the achievability
scheme in Section IV, although in the literature K and W have often been
defined as functions of Xn.
and the key-communication function
R(r) := sup{R : (R, r) ∈ R(X,Y, Z)} (14)
characterizes the maximal possible key rate given a certain
public communication rate.
From [1], the region R(X,Y, Z) is the union of
[0, I(V ;Y |U)− I(V ;Z|U)]× [I(U, V ;X)− I(U, V ;Y ),∞)
(15)
over all U, V such that (U, V )−X − (Y, Z).
For key generation with one-way communication under our
consideration, only PXY and PXZ affect the achievable key-
communication rates. Although beyond those joint distribu-
tions we do not need further information about the source, it
is customary to say that PXY Z is stochastically degraded [6]
if X − Y −Z form a Markov chain under a joint distribution
whose pairwise distributions are PXY and PXZ . In this case,
the above region can be simplified to the union of
[0, I(V ;Y )− I(V ;Z)]× [I(V ;X)− I(V ;Y ),∞) (16)
over all V such that V −X − (Y, Z).
For jointly Gaussian vectors (X,Y,Z) it is generally not
true that PXYZ is stochastically degraded. Thus it might seem
remarkable that still only one auxiliary random variable is
needed; and it can be chosen to be jointly Gaussian with the
source vectors, as summarized below:
Fact 1 ([3]). Suppose XL, Y L, and ZL are jointly Gaussian
vectors of length L, and U and V are random variables such
that (U, V ) − XL − (Y L, ZL) form a Markov chain. Then
there exists a random vector U¯L in RL such that U¯L, XL are
jointly Gaussian, U¯L −XL − (Y L, ZL), and
I(U¯L;XL)− I(U¯L;Y L) ≤ I(U, V ;XL)− I(U, V ;Y L),
(17)
I(U¯L;Y L)− I(U¯L;ZL) ≥ I(V ;Y L|U)− I(V ;ZL|U).
(18)
As a consequence of Fact 1 the region R(X,Y,Z) is the
union of
[0, I(U;Y)− I(U;Z)] × [I(U;X) − I(U;Y),∞) (19)
over all U such that U −X − (Y,Z) and U,X are jointly
Gaussian. Note that (U,X,Y,Z) are necessarily jointly Gaus-
sian as well because of the Markov chain condition.
B. Key Generation from Product Sources
A product source is just a particular stationary memoryless
source in which PXYZ has the structure of (1) and (2). Hence
the setup for a product source model is the same as the
stationary case of Part II-A with the exception that X,Y and
Z are replaced with L-vectors X,Y and Z.
We remind the reader that R(X,Y, Z) in II-A depends
only on PXY and PXZ , hence we do not need to define a
product source with the more stringent condition of PXYZ =∏L
i=1 PXiYiZi .
4III. MAIN RESULTS
A. Secret Key Generation from Product Sources
Suppose we know the function Ri(r) for each “factor” in
the product source; what can we say about R(r) for the whole
source? As Theorem 3 elucidates, the rate splitting approach
in which we produce keys separately for each factor source
(with appropriately selected rates) achieves the optimal key
rate. This is analogous to a result in rate distortion theory [5]
as remarked in the introduction.
Theorem 1. In the problem of key generation from product
sources satisfying (1) and (2), the maximum key rate satisfies
R(r) = max∑
L
i=1 ri≤r
L∑
i=1
Ri(ri), (20)
where Ri(ri) is the key-communication function corresponding
to the i’th source triple (Xi, Yi, Zi). Further, if Ri(·) is
differentiable and (r∗1 , . . . , r∗L) achieves the maximum in (20),
then for each i, either R′i(r∗i ) = µ for some constant µ or
r∗i = 0.
Remark 1. The result of (20) can be equivalently expressed
as R(X,Y,Z) =∑Li=1R(Xi, Yi, Zi), where the summation
is the Minkowski sum of sets in the Euclidean space.
Proof: Each key rate of Ri(r∗i ) can be approached by a
scheme that operates on the i’th source triple separately using a
communication rate of r∗i . From (2), the combination of these
schemes forms a legitimate scheme for the product source,
since the keys generated by those schemes are independent
and their combination is (asymptotically) independent of W
and Zn. Thus ≥ holds in (20) 6.
By (16) the achievable region R(XL, Y L, ZL) is the union
of
[0, I(V ;Y L|U)− I(V ;ZL|U)]
× [I(U, V ;XL)− I(U, V ;Y L),∞) (21)
over all (U, V ) such that (U, V ) − XL − (Y L, ZL). The
achievable region with rate splitting is the union of[
0,
L∑
i=1
I(Vi;Yi|Ui)−
L∑
i=1
I(Vi;Zi|Ui)
]
×
[
L∑
i=1
I(Ui, Vi;Xi)−
L∑
i=1
I(Ui, Vi;Yi),∞
)
(22)
over all (Ui, Vi) such that (Ui, Vi)−Xi−(Yi, Zi), which con-
tains the union of (21), according to Lemma 6 in Appendix A.
Hence we also have ≤ in (20).
The last claim in the theorem for differentiable Ri(·) can
be verified from the KKT condition and the fact that Ri(·) is
a concave function for each i.
From Theorem 3 we derive the communication-rate–key-
rate tradeoff for product Gaussian sources. The solution dis-
plays a “water-filling” behaviour which is reminiscent of the
rate-distortion function for Gaussian vectors [6].
6From this argument we see that ≥ in (20) only requires (2) but not (1).
In words, a rate-splitting key agreement scheme designed for product sources
will be reliable and secure even if the Y vector is correlated. This can only
correlate the decoding errors, which are negligible anyway.
Theorem 2. If (XL, Y L, ZL) are product Gaussian sources,
then the achievable communication and key rates are param-
eterized by µ > 0 as
r =
1
2
∑
i : βi>µ
log
βi(µ+ 1)
(βi + 1)µ
, (23)
R =
1
2
∑
i : βi>µ
log
βi + 1
µ+ 1
, (24)
where
βi :=
ρ2XiYi − ρ2XiZi
1− ρ2XiYi
. (25)
Remark 2. The usefulness of the i-th component of the product
source is completely captured by βi. In (23) and (24) the i’th
term enters the summations if and only if βi is large enough;
in other words, only the components that are strong enough are
“on”. This is similar to water-filling over Gaussian channels
(avoiding low SNR channels) and rate-distortion (neglecting
to compress weak source components).
Remark 3. In Theorem 2 if we drop assumption that Y L is
Gaussian, i.e, only assume that (XL, Y L, ZL) is a product
source where XL, ZL are jointly Gaussian, then Theorem 2
will provide an inner bound on the achievable region. To see
this, let Y LG be a random variable such that XL and Y LG are
jointly Gaussian, and (XL, Y LG ) has the same first and second
order statistics as (XL, Y L). If U is a Gaussian auxiliary
random variable as in (19), then (U, Y LG ) has the same first
and second order statistics as (U, Y L). For arbitrary P ≪ Q,
define the relative information
ıP‖Q(x) = log
dP
dQ
(x) (26)
as the logarithm of the Radon-Nikodym derivative. Then we
have
I(U ;Y L)− I(U ;Y LG )
= D(PUY L ||PU × PY L)− E
[
ıP
UYL
G
||PU×PY L
G
(U, Y LG )
]
(27)
= D(PUY L ||PU × PY L)− E
[
ıP
UYL
G
||PU×PY L
G
(U, Y L)
]
(28)
= D(PUY L ||PUY LG )−D(PY L ||PY LG ) (29)
≥ 0 (30)
where (28) is because ıP
UY L
G
||PU×PY L
G
(u, yL) is only a second
order polynomial of (u, yL). Hence the secret key can be
generated more efficiently than in the Gaussian case:
I(U ;XL)− I(U ;Y L) ≤ I(U ;XL)− I(U ;Y LG ) (31)
I(U ;Y L)− I(U ;ZL) ≥ I(U ;Y LG )− I(U ;ZL). (32)
For a positive-semidefinite matrixΣ, letΣ−1/2 be a positive
definite matrix such that Σ−1/2ΣΣ−1/2 = Ir, where Ir
denotes the identity matrix of dimension r = rank(Σ). Also
writeΣ−1 = (Σ−1/2)2, which is the matrix inverse whenΣ is
invertible. Note that under this definitionΣ−1/2 (and therefore
5Σ−1) may not be unique. The following fact about Gaussian
distributions is useful. The proof is based on the singular value
decomposition and is deferred to Appendix C.
Lemma 1. For a set of vector random variables X,Y,Z,
there exist invertible linear transforms X 7→ X¯, Y 7→ Y¯,
Z 7→ Z¯ such that all the five covariance matrices ΣX¯, ΣY¯,
ΣZ¯, ΣX¯Y¯, ΣX¯Z¯ are diagonalized if and only if G commutes
with H where
G := Σ
−1/2
X
ΣXYΣ
−1
Y
ΣYXΣ
−1/2
X
, (33)
H := Σ
−1/2
X
ΣXZΣ
−1
Z
ΣZXΣ
−1/2
X
. (34)
Remark 4. The linear transforms being invertible ensures
R(X,Y,Z) = R(X¯, Y¯, Z¯).
Remark 5. For Hermitian matrices A and B of the same
dimensions, we writeA  B ifB−A is positive-semidefinite.
From the positive definiteness of covariance matrices it’s
straightforward to show that 0  G  I and 0  H  I,
where G and H are defined in (33) and (34). Indeed G and
H take the roles of ρ2XY and ρ2XZ in the scalar Gaussian case.
Remark 6. If Xn, Y n and Zn are drawn from jointly station-
ary Gaussian processes, then the commutativity assumption in
the lemma is satisfied approximately for n large. This is due
to the commutativity of convolution.
Corollary 1. If X and Y are jointly Gaussian vectors, then
there exist invertible linear transforms X 7→ X¯ and Y 7→ Y¯
such that ΣX¯, ΣY¯ and ΣX¯Y¯ are diagonalized.
Thanks to Corollary 1, the task of finding the key capacity
of arbitrarily correlated Gaussian vector sources in the absence
of an eavesdropper is reduced to the case of product Gaussian
sources (XL, Y L) satisfying (1) and (2). Note that assuming
X and Y have the same length does not lose generality
since one can always pad zero coordinates to X and Y
so that they have the same length. In the presence of an
eavesdropper, it is not always possible to reduce the problem to
the case of product sources, since the commutativity condition
in Lemma 1 is not always fulfilled; we discuss its practical
relevance later in III-C.
Proof of Theorem 2: Reference [3] derived an explicit
formula for the achievable key rate in the case of scalar
Gaussian sources, which, in our notations, can be expressed
as
R(r) =
1
2
log
(
1 + β+ − β+ exp(−2r)) (35)
where β := ρ
2
xy−ρ
2
xz
1−ρ2xy
and β+ := max{β, 0}. The bases of log
and exp in (35) depend on the unit of the information rates
(e.g. bits or nats).
Now consider the product sources, and suppose that
(r∗1 , . . . , r
∗
L) achieves the maximum in (20). According to
Theorem 3, either R′i(r∗i ) =
β+i exp(−2r
∗
i )
1+β+i −β
+
i exp(−2r
∗
i )
= µ or
r∗i = 0 for each i, where µ is some constant. For fixed µ,
this means
r∗i = max
{
0,
1
2
log
(1 + µ)β+i
µ(1 + β+i )
}
. (36)
Equivalently, we can write
r∗i =
1
2
log
β+i (mi + 1)
(β+i + 1)mi
, (37)
where mi := min{µ, β+i }. The claim then follows by substi-
tuting the value of r∗i into (35) and applying (20).
B. Secret Key per Bit of Communication
Fix PXY Z . The secret key per bit of communication is
defined as
ηZ(X ;Y ) := sup
r>0
R(r)
r
. (38)
From the convexity of the achievable rate region one imme-
diately sees that ηZ(X ;Y ) := limr→0 R(r)r .
Define
s∗Z(X ;Y ) := sup
U,V
I(V ;Y |U)− I(V ;Z|U)
I(V ;X |U)− I(V ;Z|U) + I(U ;X)− I(U ;Y ) ,
(39)
where the supremum is over all (U, V ) such that (U, V ) −
X − (Y, Z) form a Markov chain and that the denominator in
(39) does not vanish. Note that the denominator is always
nonnegative; if it vanishes for all U, V , then so does the
numerator and we set s∗Z(X ;Y ) = 0. From (39) and (16)
it is immediate to see how s∗Z(X ;Y ) is related to ηZ(X ;Y ).
In the special case of no eavesdropper, this is related to the
result in [12], which uses the incorrect constant ρ2m(X ;Y ) as
we mentioned earlier.
Theorem 3. Secret key per bit of communication is linked to
s∗Z(X ;Y ) by
ηZ(X ;Y ) =
s∗Z(X ;Y )
1− s∗Z(X ;Y )
. (40)
Proof: The characterization of R(X,Y, Z) is given in
(16). Thus supr>0 R(r)r =
s∗Z(X;Y )
1−s∗
Z
(X;Y ) follows immediately
from the definition of s∗Z(X ;Y ). The claim of limr↓0
R(r)
r =
supr>0
R(r)
r follows from the convexity of the achievable rate
region.
The following results provide some basic properties of
s∗Z(X ;Y ). The rationale for defining s∗Z(X ;Y ) can be ex-
plained by Theorem 3 and 6) in Theorem 4.
Theorem 4 (Properties of s∗Z(X ;Y )).
1) For any PXY Z ,
0 ≤ s∗Z(X ;Y ) ≤ 1. (41)
2) For product sources (XL, Y L, ZL) as in (1) and (2),
s∗ZL(X
L;Y L) = max
1≤i≤L
s∗Zi(Xi;Yi). (42)
3) For arbitrary PXY Z = PXPY Z|X ,
s∗Z(X ;Y )
= sup
QV X
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) +D(QX ||PX)−D(QY ||PY )
,
(43)
6where V¯ , X¯, Y¯ , Z¯ have the joint distribution
PV¯ X¯Y¯ Z¯(v, x, y, z) = QV X(v, x)PY Z|X(y, z|x). (44)
The supremum is over all QVX such that the above
denominator does not vanish.
Computation can be further simplified when the source
has certain structures:
4) If PXY Z is stochastically degraded,
s∗Z(X ;Y ) = sup
U
I(U ;Y |Z)
I(U ;X |Z)
= sup
QX
D(QY ||PY )−D(QZ ||PZ)
D(QX ||PX)−D(QZ ||PZ) (45)
where QXY Z = QXPY Z|X .
5) As a special case of (45), if X = (X ′, Z), Y = (Y ′, Z),
then
s∗Z(X ;Y ) = ess sup
z∈Z
s∗(X ′;Y ′|Z = z), (46)
where ess sup denotes the essential supremum of a real
valued function.
6) If Z is constant, we recover s∗Z(X ;Y ) = s∗(X ;Y ),
which is the best constant for the strong data processing
inequality defined in (6).
Proof: See Appendix B.
Remark 7. The interpretation of the tensorization of s∗Z(X ;Y )
in (42) is that, with small allowable public communication,
it is always efficient to only use the best component of the
product sources. Alternatively, the fact that rate splitting is
optimal for product sources implies the tensorization property
of s∗Z(X ;Y ).
Remark 8. If the source is stochastically degraded, then
sZ(X ;Y ) can be computed from (45) which only requires
optimizing over an auxiliary distribution QX , instead of the
optimization over a family of distributions PU|X when com-
puting the rate region via (19). Similarly for non-degraded
sources, (43) only involves optimizing over QVX whereas the
region rate region (16) requires optimizing over PUV |X . Thus,
in either case, the optimization problem may be considerably
reduced if one is only interested in ηZ(X ;Y ) instead of the
whole rate region.
Example 1 (Symmetric Bernoulli Source). Suppose X,Y and
Z are symmetric Bernoulli random variables, with ǫXY :=
P[X 6= Y ] and ǫXZ := P[X 6= Z] satisfying ǫXY ≤ ǫXZ < 12 .
The achievable region R(X,Y, Z) was derived in [22], from
which one can obtain
ηZ(X ;Y ) =
(1− 2ǫXY )2 − (1− 2ǫXZ)2
1− (1− 2ǫXY )2 . (47)
Since X , Y , and Z are stochastically degraded, we can assume
without loss of generality that X − Y − Z form a Markov
chain, and use (40) and (45) to obtain (47). In this case (45)
is supremized as QX approaches the equiprobable distribution
on {0, 1}.
Example 2 (Scalar Gaussian Source). Setting L = 1 in
Theorem 2 gives
ηZ(X ;Y ) = β (48)
where
β :=
ρ2XY − ρ2XZ
1− ρ2XY
(49)
for jointly Gaussian random variables X , Y and Z satisfying
ρXZ ≤ ρXY < 1. We remark that the (less trivial) direction of
ηZ(X ;Y ) ≤ β can also be expected from Example 1 (whereas
the proof of this direction using Theorem 2 essentially relies on
entropy power inequality buried in Fact 1); see Appendix D.
Example 3 (Product Gaussian Source). If X,Y and Z are as
in Theorem 2, then
ηZ(X;Y) = max
1≤i≤L
β+i , (50)
where βi is as in Theorem 2.
In addition to the potential dimension reduction in numerical
evaluations (see Remark 8), another important motivation for
considering ηZ(X ;Y ) is that there exist source distributions
for which ηZ(X ;Y ) can be computed analytically even though
R(X,Y, Z) is not completely known, as epitomized by the
case of vector Gaussian sources in Theorem 5 below. Note
that Theorem 5 holds even when the commutativity in Lemma
1 fails. The achievability (lower bound) part of Theorem 5 is
accomplished by choosing an appropriate sequence of QVX
in (43) followed by routine computations; the converse part
requires slightly more ingenuity: we construct a new source
distribution PXY Zˆ satisfying R(X,Y, Z) ⊆ R(X,Y, Zˆ), but
for which the commutativity in Lemma 1 is fulfilled and
ηZˆ(X ;Y ) = ηZ(X ;Y ). Details of the proof are relegated to
Appendix E.
Theorem 5. If X, Y and Z in the key generation model are
jointly Gaussian vectors, then
ηZ(X;Y) = λ
+
max((G−H)(I−G)−1), (51)
where λmax(·) and λmin(·) denote the largest and smallest
eigenvalues of a matrix, and recall the notation λ+max :=
max{0, λmax}.
C. Key-Communication Function for Stationary Gaussian
Processes
We now derive the key-rate–communication-rate tradeoff
for stationary Gaussian processes (X,Y,Z). In contrast to the
setting of product sources since in this section we deal with
sources with memory. However as mentioned in Remark 6, one
can still apply Lemma 1, and in fact the linear transforms can
be easily found. Let us discuss the intuitions before diving
into the formal proof. As a first attempt, it is tempting to
pick the Fourier transform as the invertible linear transforms
in Lemma 1, since it diagonalizes circulant matrices [23].
However this is not an allowable choice, since the linear
transforms in Lemma 1 are real, thereby excluding the Fourier
transform. In general, complex linear transforms are not useful
7for the conversion to product sources, since complex Gaussian
variables may not be independent even if their correlation
coefficient is zero.
The Fourier transform, however, is not too far from the
correct choice. If a circulant matrix is symmetric, we can
also diagonalize it with the sine/cosine orthogonal matrix (to
be defined soon). In general, the cross-correlations RXY and
RXZ are not symmetric, so the trick is to first pass Y through
a filter whose impulse response is RXY 7, the correlation
function between X and Y, resulting in a new process Yˆ.
Similarly, we construct Zˆ by convolving with RXZ yielding
RXYˆ = RXY ∗RYX , (52)
RXZˆ = RXZ ∗RZX , (53)
which are symmetric functions. Set X¯ = Q⊤Xn, Y¯ =
Q⊤Yˆ n, Z¯ = Q⊤Zˆn where Q the sine/cosine orthogonal
matrix, i.e., for 1 ≤ k, l ≤ n,
Qkl :=


cos(2πn ⌊ l2⌋k) l is odd;
sin(2πn ⌊ l2⌋k) l is even.
(54)
Then the covariance matrices Σ
X¯
, Σ
Y¯
, Σ
Z¯
, Σ
X¯Y¯
, Σ
X¯Z¯
will
be asymptotically diagonal as their dimension grows.
In summary, the original Gaussian sources are converted
to sources satisfying the product assumption (1) and (2) in
the spectral representation, and the correlation coefficients
corresponding to frequency ω (which relates to the factor
2π
n ⌊ l2⌋ in (54)) are
ρXY (ω) :=
|SXY (ω)|√
SX(ω)SY (ω)
, (55)
ρXZ(ω) :=
|SXZ(ω)|√
SX(ω)SZ(ω)
, (56)
where SX , SY , SZ , SXY , SXZ denote the spectral densities
and joint spectral densities. From (55), (56) and Theorem 2,
we can anticipate the expression in the next result. To prove
it rigorously we impose a technical condition that requires all
correlations and cross-correlations to be absolutely summable
(that is, the corresponding spectrum functions are in the
“Wiener class” [23]). We do not believe this condition to be
crucial for the validity of the result.
Theorem 6. Suppose X, Y and Z are Wiener class stationary
Gaussian processes, and
β(ω) :=
|SXY (ω)|2SZ(ω)− |SXZ(ω)|2SY (ω)
SX(ω)SY (ω)SZ(ω)− |SXY (ω)|2SZ(ω) (57)
is well-defined, that is, excluding the 0/0 case. Then the
achievable communication and key rates are parameterized
7When RXY is strictly bandlimited, convolution with RXY becomes a
degenerate linear transform. In this case we can use a signal RˆXY as an
alternative, where RˆXY has full spectrum and agrees with RXY in the
pass-band of RXY . The final formula of key capacity however will remain
unchanged.
by µ > 0 as
r =
1
4π
∫
β(ω)>µ
log
β(ω)(µ+ 1)
(β(ω) + 1)µ
dω, (58)
R =
1
4π
∫
β(ω)>µ
log
β(ω) + 1
µ+ 1
dω. (59)
Remark 9.
ηZ(X;Y) = sup
ω∈[0,2π)
(β+(ω)). (60)
Remark 10. From (55) and (56) we can verify that
β(ω) =
ρ2XY (ω)− ρ2XZ(ω)
1− ρ2XY (ω)
, (61)
which is the counterpart of βi in Theorem 2.
The achievability proof of Theorem 6 is given in Sections IV
and V, and the converse is relegated to Appendix H.
IV. ACHIEVABILITY OF ONE-SHOT KEY GENERATION
The single-letter expressions of (16) or (19) only apply to
discrete memoryless sources. In order to allow memory, and
in particular to prove the achievability part of Theorem 6,
we derive a one-shot achievability result in this section. The
proof relies on a stochastic encoding scheme called likelihood
encoder [21]. The idea is to introduce an idealized distribution
which is easier to work with, and which approximates the
true distribution in total variation distance under certain rate
conditions according to soft covering lemma/resolvability [24].
Notation 1. Given PXY , denote the information density by
ıX;Y (x; y) := log
dPXY
d(PX × PY ) (x, y). (62)
Theorem 7. Suppose the sources are distributed according
to PXY Z , the integers M,M1,M2 > 0, and P¯U|X is a
conditional distribution on an arbitrary alphabet U . Then there
is a scheme such that |W| = M , |K| = M1, and that
P(Kˆ 6= K) ≤ ǫ∗, (63)
logM1 −H(K|WZ) ≤ inf
0<δ<e−1M
3
2
1
{
(T ∗ + 8δ) log
M
3
2
1
δ
}
,
(64)
where ǫ∗ and T ∗ are defined in (111) and (112).
Proof: Fix the joint distribution of the sources PXY Z . Let
P¯UXY Z = P¯U|XPXY Z . Randomly generate a codebook
U ∈ UM×M1×M2 (65)
according to P¯U . Let PWKLXY Z be the distribution induced
by the likelihood encoder [21]:
PWKL|XY Z(w, k, l|x, y, z) =
1
Zx
P¯X|U (x|U(w, k, l)) (66)
where Zx is a normalization constant independent of (w, k, l).
In words, the stochastic encoder in (66) outputs the indices
8w, k and l according to the likelihood of U(w, k, l) passing
through the “test channel” P¯X|U . Define
QXWKL(x,w, k, l) =
1
MM1M2
P¯X|U (x|U(w, k, l)), (67)
QY Z|XWKL = PY Z|X . (68)
Note that QWKL is an equiprobable distribution, hence by the
construction of the likelihood encoder we have
PWKL|X = QWKL|X . (69)
We now digress into a brief review of the total variation
distance. By definition, the total variation distance between
probability measures P and Q on the same σ-algebra of
subsets F of the sample space X is
|P −Q| := sup
A∈F
|P (A)−Q(A)|. (70)
Below are some of the relevant properties of total variational
distance; see for example [24].
Property 1. 1) Triangle inequality: if P , Q and S are
distributions on the same sample space, then
|P −Q| ≤ |P − S|+ |S −Q|. (71)
2) If PXPY |X and QXQY |X are joint distributions on X ×
Y , then
|PX −QX | ≤ |PXPY |X −QXQY |X | (72)
where the equality holds when PY |X = QY |X .
According to Theorem VII.1 in [24], we have the following
bounds on the total variations with respect to the codebook C:
EC |QZ|W=w − PZ | ≤ T1, (73)
EC |QZ|W=w,K=k − PZ | ≤ T2, (74)
for each m, k, where
T1 := inf
τ>0
{
P[ıU ;Z(U ;Z) > τ ] +
1
2
√
2τ
MM2
}
, (75)
T2 := inf
τ>0
{
P[ıU ;Z(U ;Z) > τ ] +
1
2
√
2τ
M2
}
, (76)
and ıU ;Z(U ;Z) is computed with the joint distribution P¯UZ .
By the triangle inequality,
EC |QZ|W=w,K=k −QZ|W=w| ≤ T1 + T2, ∀w, k, (77)
and since QWK = QWQK , we obtain
EC |QZWK −QZWQK | = EC |QZWK −QZ|WQWK | (78)
≤ T1 + T2. (79)
From PWKL|X = QWKL|X , we have
EC |PWKLX −QWKLX | = EC |PX −QX | (80)
≤ T3, (81)
where
T3 := inf
τ>0
{
P[ıU ;X(U ;X) > τ ] +
1
2
√
2τ
MM1M2
}
(82)
and ıU ;X(U ;X) is computed with the joint distribution P¯UX .
Therefore by (68),
EC |PKWZ −QKWZ | ≤ EC |PKWXZ −QKWXZ | (83)
= EC |PKWX −QKWX | (84)
≤ T3, (85)
and
EC |PWZQK −QWZQK | = EC |PWZ −QWZ | ≤ T3. (86)
Equations (78), (85), (86) and the triangle inequality imply
that
EC
∫
|PK|ZW −QK |dPZW = EC |PKWZ − PZWQK |
(87)
≤ T1 + T2 + 2T3. (88)
Lemma 2. For any z, w,
D(PK|Z=z,W=w ||QK)
≤ 2|PK|Z=z,W=w −QK | log
M
3
2
1
|PK|Z=z,W=w −QK |
. (89)
Proof:
D(PK|Z=z,W=w ||QK)
= −H(PK|Z=z,W=w) +
M1∑
k=1
PK|Z=z,W=w(k) log
1
QK(k)
(90)
= −H(PK|Z=z,W=w) +H(QK)
+
M1∑
k=1
(PK|Z=z,W=w(k)−QK(k)) logM1 (91)
≤ 2|PK|Z=z,W=w −QK | log
M1
|PK|Z=z,W=w −QK |
+ |PK|Z=z,W=w −QK | logM1, (92)
where the last step used the inequality in [25].
Thanks to the lemma, for any 0 < δ < e−1M
3
2
1 we have
I(K;Z,W )
= D(PKZW ||PKPZW ) (93)
≤ D(PKZW ||QKPZW ) (94)
=
∫
D(PK|ZW ||QK)dPZW (95)
≤ 2
∫
|PK|ZW −QK | log
M
3
2
1
|PK|ZW −QK |
dPZW (96)
= 2 logM
3
2
1 |PKZW −QKPZW | (97)
+ 2
∫
|PK|ZW −QK | log
1
|PK|ZW −QK |
dPZW (98)
≤ 2|PKZW −QKPZW |
(
logM
3
2
1 + log
1
|PKZW −QKPZW |
)
(99)
≤ 2 log M
3
2
1
δ
(|PKZW −QKPZW |+ δ), (100)
9where we used Jensen’s inequality in (99) and x log λx ≤ (x+
δ) log λδ for all x > 0 and 0 < δ < e
−1λ in (100). Averaging
(100) over the codebook and applying (88), we obtain
ECI(K;Z,W ) ≤ 2 log M
3
2
1
δ
(T1 + T2 + 2T3 + δ). (101)
Similarly from (85) we have EC |PK −QK | ≤ T3, hence
EC [logK −H(K)] = ECD(PK ||QK) ≤ 2 log M
3
2
1
δ
(T3 + δ).
(102)
Thus for the security constraint, we have
EC [logK −H(K|WZ)] ≤ 2 log M
3
2
1
δ
(T1 + T2 + 3T3 + 2δ),
(103)
which follows from (101) and (102).
For the key agreement constraint, choose a good channel
decoder PKˆ|WY , and let
PWKLXY ZWˆ = PWKLXY ZPKˆ|WY , (104)
QWKLXY ZWˆ = QWKLXYZPKˆ|WY . (105)
Then using a single-shot version of Shannon’s achievability
bound [26] for discrete memoryless channels, the error prob-
ability of the channel decoder can be bounded as ECPQ(Kˆ 6=
K) ≤ ǫ where we have defined
ǫ := inf
γ>0
{P[ıU ;Y (U ;Y ) ≤ log(M1M2 − 1) + γ] + exp(−γ)} ,
(106)
and ıU ;Y (U ;Y ) is computed with the joint distribution P¯UY .
Then, the probability of decoding K erroneously under the
true distribution is bounded as
ECPP (Kˆ 6= K) ≤ ECPQ(Kˆ 6= K) + |PX −QX | (107)
≤ T3 + ǫ, (108)
where PP and PQ denote the probabilities under the distribu-
tions PXYWK and QXYWK , respectively. In (107) we used
PKKˆWY |X = QKKˆWY |X , which follows from PWY |X =
QWY |X in (69), and that K and Kˆ are functions of X and
(W,Y ), respectively. By Markov’s inequality,
PC[PP (Kˆ 6= K) > 2(T3 + ǫ)] < 1
2
. (109)
Similarly from (103),
PC
[
logK −H(K|WZ) > 4(T1 + T2 + 3T3 + 2δ) log M
3
2
1
δ
]
<
1
2
. (110)
Hence there exists a codebook which satisfies the properties
in Theorem 7 where
ǫ∗ := 2(T3 + ǫ), (111)
T ∗ := 4(T1 + T2 + 3T3); (112)
and T1, T2, T3, ǫ are as in (75), (76), (82) and (106).
V. APPROXIMATION OF GAUSSIAN PROCESSES AND
ACHIEVABILITY OF THEOREM 6
In this section we apply Theorem 7 to stationary Gaussian
processes to finish the achievability part of Theorem 6. The
derivation is essentially based on the asymptotic distribution of
the eigenvalues of Toeplitz matrices, a brief review of which
is given in Appendix I.
We now introduce notations for Toeplitz matrices and circu-
lant matrices. Given a continuous function f on [0, 2π), define
for k = 0, 1, . . . , n− 1,
tk :=
1
2π
∫ 2π
0
f(ω)eikωdω, (113)
c
(n)
k :=
∞∑
m=−∞
t−k+mn. (114)
Note that from (114), an equivalent way of defining c(n)k is
c
(n)
k :=
1
n
n−1∑
j=0
f(2πj/n)e2πijk/n. (115)
If {tk} has fast decay, then {c(n)k } approximates {tk} for large
n. The advantage of {c(n)k } over {tk} is that the former is a
periodic sequence. For 0 ≤ i, j ≤ n− 1, define
[Tn(f)]i,j := ti−j , (116)
[Cn(f)]i,j := ci−j . (117)
Then it is clear that (117) is a circulant matrix.
Using the above notations, the covariance matrix of the
vector (Xn, Y n, Zn) which are samples from (X,Y,Z) can
be expressed as
Tn :=

 Tn(SX) Tn(SXY ) Tn(SXZ)Tn(SYX) Tn(SY ) Tn(SY Z)
Tn(SZX) Tn(SZY ) Tn(SZ)

 , (118)
(119)
Now define a positive-semidefinite matrix composed of circu-
lant blocks
Cn :=

 Cn(SX) Cn(SXY ) Cn(SXZ)Cn(SYX) Cn(SY ) Cn(SY Z)
Cn(SZX) Cn(SZY ) Cn(SZ)

 . (120)
We assume that all the spectrums belong to the Wiener class.
Then from Fact 4 in Appendix I we have
Tn ∼ Cn (121)
since the corresponding blocks in Tn and Cn are asymp-
totically equivalent. We shall use Cn as a proxy for Tn in
the subsequent analysis. Let (X˜n, Y˜ n, Z˜n) be a zero mean
Gaussian vector with covariance matrix Cn. Suppose Q is
the sin/cosine orthogonal matrix (see (54)). Define
Xˆ = Q⊤X˜, (122)
Yˆ = Q⊤Cn
(
SXY
|SXY |
)
Y˜, (123)
Zˆ = Q⊤Cn
(
SXZ
|SXZ |
)
Z˜. (124)
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Here SXY (ω)|SXY (ω)| can be arbitrarily set to 1 if SXY (ω) = 0. This
ensures that Cn( SXY (ω)|SXY (ω)|) is an invertible, and in particular,
unitary matrix. Note that the simplified discussion in III-C cor-
responds to replacing Cn
(
SXY
|SXY |
)
in (123) with Cn (SXY ),
which may be singular. One can verify that (Xˆ, Yˆ, Zˆ) has
the product structure of (1) and (2). Next we shall specify
an auxiliary distribution P
Uˆ|Xˆ. We first design the correlation
coefficients ρUX : [0, 2π)→ [0, 1] as
ρUX(ω) =

(
(1+µ)ρ2XY (ω)−ρ
2
XZ(ω)−µ
ρ2
XY
(ω)−(1+µ)ρ2
XZ
(ω)+µρ2
XY
(ω)ρ2
XZ
(ω)
) 1
2
β(ω) > µ
0 otherwise
(125)
for ω ∈ [0, 2π), where ρ2XY (ω) and ρ2XZ(ω) are as in (55)
and (56). The definition (125) ensures that ρUX satisfies
log
β(ω)(µ+ 1)
(β(ω) + 1)µ
= log
1
1− ρ2UX(ω)
− log 1
1− ρ2UX(ω)ρ2XY (ω)(126)
and
log
β(ω) + 1
µ+ 1
=
log
1
1− ρ2UX(ω)ρ2XY (ω)
− log 1
1− ρ2UX(ω)ρ2XZ(ω)
. (127)
The intuition for ρUX is as follows: suppose U is a Gaussian
process jointly stationary with X and U − X − (Y,Z) such
that |SUX(ω)|√
SX(ω)SU (ω)
= ρUX(ω). Then from (126), (127) and
Theorem 6 we can verify a counterpart of the rate region (19)
for stationary processes:
I(U;X)− I(U;Y) = r, (128)
I(U;Y)− I(U;Z) = R, (129)
where I(U;X) := limn→∞ 1nI(U
n;Xn) stands for the mutual
information rate between U and X. Now, PUˆi|Xˆi can be defined
by requiring that Uˆi is zero mean jointly Gaussian with Xˆi
satisfying
ρUˆiXˆi = ρUX
(
2πi
n
)
, i = 1, 2, . . . , n (130)
The scaling of Uˆi doesn’t matter and can be chosen arbitrarily.
We set P
Uˆ|Xˆ =
∏n
i=1 PUˆi|Xˆi . Notice that this and (122)-(124)
have defined a channel P
Uˆ|X˜. Also beware that Xˆi and X˜i
(and X¯i to be defined later) depend implicitly on n, though Xi
does not. Below, ρUˆiXˆi will be denoted by ρ
(n)
i for simplicity.
Now for i = 0, . . . , n− 1, define the random variables
η
(n)
i = ıXˆi;Uˆi(Xˆi; Uˆi). (131)
The following lemma will be useful later when applying
Chernoff bound:
Lemma 3. Fix any 0 < δ < 12 . For any ǫ > 0, there exists
t > 0 such that
tEη ≤ lnEetη ≤ (1 + ǫ)tEη + ǫt (132)
for all ρ ∈ [δ − 1, 1 − δ], where η := ıU ;X(U ;X), in which
U,X are jointly Gaussian with correlation coefficient ρ.
Proof: See Appendix F.
Now return to the proof of Theorem 6. Define
δ := 1− sup
0≤ω<2π
ρUX(ω). (133)
From the assumption of Theorem 5, we know that SX(ω),
SZ(ω) and SZ(ω) do not vanish for any ω ∈ [0, 2π), since
otherwise β(ω) will be a fraction of the type 00 for some ω.
This in turn implies that
min
0≤ω<2π
SX(ω) > 0, min
0≤ω<2π
SY (ω) > 0, min
0≤ω<2π
SZ(ω) > 0;
(134)
since SX(ω), SY (ω) and SZ(ω) are continuous functions
on the compact set [0, 2π). We shall make an additional
assumption that
sup
0≤ω<2π
ρ2XY (ω) < 1. (135)
Fortunately, the proof does not lose any generality due to the
assumptions of (135):
Lemma 4. If Theorem 6 holds for sources satisfying (135),
then it must also hold without those assumptions.
Proof: Assume that Theorem 6 is proved under the as-
sumptions (135). For general source (X,Y,Z) and λ ∈ [0, 1),
we can degrade Y by Yλ := Y+λN, where N is a stationary
white Gaussian processes such that N and (X,Y,Z) are
independent. Let βλ(ω) be as defined in Theorem 6 but for
the new source (X,Yλ,Z), and define
rλ :=
1
4π
∫
βλ(ω)>µ
log
βλ(ω)(µ+ 1)
(βλ(ω) + 1)µ
dω, (136)
Rλ :=
1
4π
∫
βλ(ω)>µ
log
βλ(ω) + 1
µ+ 1
dω. (137)
It’s easy to check that βλ(ω) ↑ β(ω) as λ ↓ 0 for each
ω ∈ [0, 2π). Then by monotone convergence theorem we have
rλ ↑ r and Rλ ↑ R as λ ↓ 0, where r and R are as in (58) and
(59). However for each λ > 0 the condition (135) holds. By
our assumption we can prove (rλ, Rλ) ∈ R(X,Yλ,Z), and
the Markov chain Yλ − Y − (X,Z) implies R(X,Yλ,Z) ⊆
R(X,Y,Z); hence we also have (rλ, Rλ) ∈ R(X,Y,Z). Then
by the closure property of the achievable region we know
(R, r) ∈ R(X,Y,Z).
Assume that (134) and (135) are true. If β(ω) :=
ρ2XY (ω)−ρ
2
XZ (ω)
1−ρ2
XY
(ω)
> µ then from (125),
inf
0≤ω<2π
{1− ρ2UX(ω)}
= inf
0≤ω<2π
µ(1 − ρ2XY (ω)(1− ρ2XZ(ω)))
ρ2XY (ω)− (1 + µ)ρ2XZ(ω) + µρ2XY (ω)ρ2XZ(ω)(138)
≥ inf
0≤ω<2π
µ
1− ρ2XY (ω)
ρ2XY (ω)
(139)
> 0. (140)
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where (139) used the monotonically increasing property of the
rational function on the right hand side of (138) in ρ2XZ(ω) ∈
[0, (1+µ)ρ2XY (ω)−µ). This means that δ > 0 in (133), which
will be essential to applying Lemma 3.
For Wiener class Gaussian processes, the spectral function
is continuous. Hence from (130), (131) and the definition of
Riemann integral we have
1
n
n∑
i=1
Eη
(n)
i →
1
4π
∫
log
(
1
1− ρ2UX(ω)
)
dω (141)
= I(U;X). (142)
Now fix B > I(U;X). Define PU|X := PUˆ|X˜. According to
Corollary 1, there exist non-degenerate linear transforms on
U and X to obtain U¯ and X¯ such that P
U¯X¯
=
∏n
i=1 PU¯iX¯i .
Let ρ¯(n)i , i = 1, . . . , n be the correlation coefficients be-
tween U¯i and X¯i. From the proof of Lemma 1 one can
verify that (ρ¯(n)i )2, i = 1, . . . , n are eigenvalues of I −
ΣX
− 12ΣX|UΣX
− 12 , and (ρ(n)i )2, i = 1, . . . , n are eigenvalues
of I − Σ
X˜
− 12Σ
X˜|UˆΣX˜
− 12
. However these two matrices are
asymptotically equivalent, and their largest eigenvalues are
uniformly upper bounded away from one, which follows
immediately from Fact 5 and the following result.
Lemma 5. Under the assumptions (134) and (135), we have
(a)
ΣX ∼ ΣX˜, ΣY ∼ ΣY˜, ΣZ ∼ ΣZ˜. (143)
Moreover, the smallest eigenvalues of these matrices
are uniformly bounded (meaning that the bound is
independent of n) away from zero, and their largest
eigenvalues are also uniformly upper bounded.
(b)
ΣX|U ∼ ΣX˜|Uˆ, ΣY|U ∼ ΣY˜|Uˆ, ΣZ|U ∼ ΣZ˜|Uˆ.
(144)
Moreover, the smallest eigenvalues of these matrices
are uniformly bounded away from zero.
Proof: See Appendix G.
Therefore {(ρ¯(n)i )2} is asymptotically equally distributed as
{(ρ(n)i )2} on [0, 1− δ0) for some δ0 > 0 according to Fact 6.
It follows that for any continuous function F on [0, 1− δ0),
lim
n→∞
1
n
∑
i
F ((ρ¯
(n)
i )
2) = lim
n→∞
1
n
∑
i
F ((ρ
(n)
i )
2). (145)
Define η¯(n)i = ıX¯i;U¯i(X¯i; U¯i). Then fixing ǫ <
B−I(U;X)
3+I(U;X) , there
exists t > 0 such that for all n,
1
n
lnP (ıX;U(X;U) ≥ nB) = 1
n
lnP
(
1
n
n∑
i=1
η¯
(n)
i ≥ B
)
(146)
≤ 1
n
n∑
i=1
lnEetη¯
(n)
i − tB (147)
≤ t(1 + ǫ) 1
n
n∑
i=1
Eη¯
(n)
i + ǫt− tB
(148)
where (147) is from Markov’s inequality (or the Chernoff
bound) and (148) uses Lemma 3 and the fact that |ρ¯(n)i | <√
1− δ0. Now let F : x 7→ 12 log( 11−x ). From (145) and (142),
there exists n0 > 0 such that for n > n0,
1
n
n∑
i=1
Eη¯
(n)
i < I(U;X) +
ǫ
1 + ǫ
. (149)
Then (148) and (149) imply that for n > n0,
1
n
lnP (ıX;U(X;U) ≥ nB) < t[(1 + ǫ)I(U;X) + 2ǫ−B]
(150)
< −tǫ. (151)
To finish the achievability proof, we need to show that
the bounds in Theorem 7 converge to zero for rate pairs in
the interior of R(X,Y,Z). An inspection of the bounds in
Theorem 7 reveals that it suffices to show (as n→∞)
1) P(ıU;X(U;X) > nB) converges to 0 exponentially fast;
2) P(ıU;Y(U;Y) < nC) converges to 0;
3) P(ıU;Z(U;Z) > nD) converges to 0 exponentially fast,
for PUXYZ := PUˆ|X˜PXYZ, and any B > I(U;X), C <
I(U;Y) and D > I(U;Z). Speed of converge is imposed in 1)
and 3), so that upon choosing δ to be exponentially decreasing
in n, the term
T ∗ + 8δ = 4(T1 + T2 + 3T3 + 2δ) (152)
in (64) is also exponentially decreasing in n, thus annihilating
the term log M
3
2
1
δ in (64), which grows linearly in n. From
(151) we see the validity of property 1).
The proof of 3) follows the same steps as that of 1). Similar
to (142), we have
1
n
I(Uˆ; Z˜) =
1
n
I(Uˆ; Zˆ) (153)
→ 1
4π
∫
log
(
1
1− ρ2XU (ω)ρ2XZ(ω)
)
dω (154)
= I(U;Z). (155)
And as in (146)-(148), fixing ǫ < D−I(U;Z)3+I(U;Z) there exists t > 0
so that we can upper bound
1
n
lnP (ıZ;U(Z;U) ≥ nD) ≤ t(1 + ǫ) 1
n
I(U;Z) + ǫt− tD.
(156)
Then (155) and (156) will imply 3) once
lim
n→∞
1
n
[I(U;Z)− I(Uˆ; Z˜)] = 0 (157)
is established. Now suppose U → U and Z → Z are
the diagonalizing linear transforms in Lemma 1. Then it
suffices to show that {ρ2
Ui;Zi
}ni=1 and {ρ2Uˆi;Zˆi}
n
i=1 are asymp-
totically equally distributed on [0, 1 − δ0]. Indeed, we first
note that max1≤i≤n |ρUi;Zi | is the maximal correlation co-
efficient between U and Z, and max1≤i≤n ρU¯i;X¯i is the
maximal correlation coefficient between U and X, hence
max1≤i≤n |ρUi;Zi | ≤ max1≤i≤n ρU¯i;X¯i ≤
√
1− δ0 due to
the Markov chain U−X−Z. By a similar argument we also
have max1≤i≤n |ρUˆi;Zˆi | ≤
√
1− δ0. Hence we have shown
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that ρ2
Uˆi;Zˆi
and ρ2
Ui;Zi
are bounded in [0, 1 − δ0]. To show
their asymptotic equidistribution, it remains to prove that
I−ΣZ−
1
2ΣZ|UΣZ
− 12 ∼ I−Σ
Z˜
− 12Σ
Z˜|UˆΣZ˜
− 12 (158)
which follows immediately from Lemma 5 and Fact 5.
The proof of 2) is simpler: without an requirement on the
speed of convergence, we can just use a coarse upper bounded
via Chebyshev’s inequality:
P(ıU;Y(U;Y) < nC) ≤ Var(ıU;Y(U;Y))
n2( 1nI(U;Y) − C)2
(159)
The roles ofY and Z are identical to the counterparts of (155)
and (157) hold, so we have
lim
n→∞
1
n
I(U;Y) = I(U;Y). (160)
Suppose U → U and Z → Y are the diagonalizing linear
transforms in Lemma 1. Then as before max1≤i≤n ρ2Ui;Y i ≤
1−δ0 which is uniformly upper bounded for all n. Hence there
exists a uniform upper bound Var(ıUi;Y i(U i;Y i)) < V for
some V > 0 independent of n. Then Var(ıU;Y(U;Y)) ≤ nV ,
and so condition 2) is true by virtue of (159) and (160). The
achievability proof for Theorem 6 is completed.
Remark 11. Although the assumption that β(ω) is well defined
for each ω ∈ [0, 2π) in Theorem 6 is fairly reasonable, it is
still possible that β(ω) is not defined for a set of frequencies of
measure zero yet the Lebesgue integrals in (58) and (59) still
make sense. In such a case, we no longer have the convenient
conditions in (134). However, if only the first two conditions in
(134) are unfulfilled and min0≤ω<2π SZ(ω) > 0 remains true,
we can still prove Theorem 6 by showing the achievability for
some degraded X and Y first and then applying the closure
property of the achievable region, which is similar to the
argument in Lemma 4. Nonetheless, our proof cannot be easily
extended to the case where min0≤ω<2π SZ(ω) = 0, since
degrading the eavesdropper’s observation can only augment
the achievable region.
VI. DISCUSSION
As remarked earlier, Theorem 3 is analogous to a rate dis-
tortion theorem for product sources under additive distortion
measure; in fact one can show a similar result for channel
capacity with additive cost constraints. Related phenomena
in information theory also include the additivity of channel
capacity (without input constraints) and Wyner’s common
information [27]. In those cases, the achievable rate region
of the product source/channel is the Minkowski sum of the
achievable region of the factor sources/channels. The evidence
points to the principle that rate splitting is optimal for product
resources asymptotically in most information theoretic prob-
lems admitting single-letter solutions.8 Indeed, the algebraic
manipulations in the converse proofs usually rely only on
the independence of {Xt}, and do not require them to be
8Exceptions to this principle do exist, for example the key generation with
an omniscient helper problem [28], the mismatched broadcast channel with a
common message [19, Remark 9.6], and lossy compression with mismatched
side-information [29].
identically distributed. Hence the main element in proving
such a result about rate splitting (e.g. Lemma 6 in the
appendix) is usually related to the converse proof of the
corresponding coding theorem. However, there are a number
of examples where the achievable regions fail to satisfy such
an additive property (c.f. a relay broadcast channel discussed
in [30, Remark 17]), although the exact region is not known.
Moreover, this rule also fails quite often for coding problems
of combinatorial nature. For example, the additivity of zero
error capacity was a famous conjecture [5][31] which has now
been disproved [32].
It is also interesting to consider the constant
s∗(X ;Y ) := inf
U−X−Y,I(U ;X) 6=0
I(U ;Y )
I(U ;X)
= inf
QX 6=PX
D(QY ||PY )
D(QX ||PX)
(161)
where QX → PY |X → QY . Interestingly, s∗(X ;Y ) does
not tensorize, and in fact it usually vanishes exponentially
in L for i.i.d. (Xi, Yi)Li=1. Indeed if H(X |Y ) > 0, we can
choose R ∈ (I(X ;Y ), H(X)). Set PY L|XL =
∏L
i=1 PYi|Xi
and PXL =
∏L
i=1 PXi . By resolvability/soft covering lemma
and its strong converse [27][33][24], we can choose a ⌊2nR⌋-
type9 distribution QXL and set QXL → PY L|XL → QY L
such that D(QY L ||PY L) converges to zero exponentially as
n → ∞ whereas D(QXL ||PXL) is bounded away from
zero, from which the exponential decay of D(QY L ||PYL )D(Q
XL
||P
XL
)
follows. This implies, among other things, that no information
theoretic problem can have a single-letter solution of the form
[I(U ;Y ),∞)× [0, I(U ;X)].
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APPENDIX A
A KEY OBSERVATION FOR PRODUCT SOURCES
The following observation is central to the proof of both
tensorization property of s∗Z(X ;Y ) and the optimality of rate
splitting in Theorem 3. It thus manifests how the two problems
are inherently connected.
Lemma 6. Suppose that {(Xi, Yi, Zi)}Li=1 possess the prod-
uct structure of 1 and (2), and (U, V ) are r.v.’s such that
(U, V )−XL − (Y L, ZL). Then there exist UL and V L such
9In [33] a probability distribution P is called M -type if P (a)M is an
integer for each a ∈ A.
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that (Ui, Vi)−Xi − (Yi, Zi) for i = 1, . . . , L and
I(U, V ;XL)− I(U, V ;Y L) ≥
L∑
i=1
[I(Ui, Vi;Xi)− I(Ui, Vi;Yi)],
(162)
I(V ;Y L|U)− I(V ;ZL|U) =
L∑
i=1
[I(Vi;Yi|Ui)− I(Vi;Zi|Ui)].
(163)
Proof: Suppose we are given the additional condition that
Y L −XL − ZL form a Markov chain, then (1) and (2) will
imply PXLY LZL =
∏L
i=1 PXi,Yi,Zi which will facilitate the
proof. Now in general Y L −XL − ZL may not be true; but
notice that the expressions in (162) and (163) depend only
on the marginal distributions of Y L and ZL given XL, rather
than how they are correlated given XL. Hence we can convert
the source distribution to a new one where Y L − XL − ZL
while the conditional marginal distributions of (XL, Y L) and
(XL, ZL) remain the same.
To carry out the above procedure, choose Z¯L such that
PUV XLY LZ¯L(u, v, x
L, yL, zL)
= PUV XL(u, v, x
L)PY L|XL(y
L|xL)PZL|XL(zL|xL).
(164)
Define U¯i = (Y i−1, Z¯Li+1, U) and Vi = V . Then (U¯i, Vi) −
Xi − (Yi, Z¯i) for each i. Moreover
I(V ;Y L|U)− I(V ; Z¯L|U) =
L∑
i=1
[I(Vi;Yi|U¯i)− I(Vi; Z¯i|U¯i)]
(165)
holds, which is a standard identity in multiuser information
theory (see for example [34, Lemma 4.1]),
Next, observe that
I(U, V ;XL)− I(U, V ;Y L)
=
L∑
i=1
[I(U, V ;Xi|XLi+1, Y i−1)− I(U, V ;Yi|XLi+1Y i−1)]
(166)
=
L∑
i=1
[I(U, V,XLi+1, Y
i−1;Xi)− I(U, V,XLi+1Y i−1;Yi)]
(167)
=
L∑
i=1
[I(U, V,XLi+1, Y
i−1, Z¯Li+1;Xi)
− I(U, V,XLi+1Y i−1, Z¯Li+1;Yi)] (168)
=
L∑
i=1
[I(U, V, Y i−1, Z¯Li+1;Xi)− I(U, V, Y i−1, Z¯Li+1;Yi)]
+
L∑
i=1
[I(XLi+1;Xi|U, V, Y i−1, Z¯Li+1)
− I(XLi+1;Yi|U, V, Y i−1, Z¯Li+1)] (169)
≥
L∑
i=1
[I(U, V, Y i−1, Z¯Li+1;Xi)− I(U, V, Y i−1, Z¯Li+1;Yi)]
(170)
=
L∑
i=1
[I(U¯i, Vi;Xi)− I(U¯i, Vi;Yi)], (171)
where (166) is again an application of [34, Lemma
4.1], and (167) is from the independence (Xi, Yi) ⊥
(XLi+1, Y
i−1). Equality (168) follows from the Markov
condition Z¯Li+1 − (U, V,XLi+1, Y i−1) − (Xi, Yi). Inequal-
ity (170) is because of I(XLi+1;Xi|U, V, Y i−1, Z¯Li+1) =
I(XLi+1;Xi, Yi|U, V, Y i−1, Z¯Li+1), due to the Markov condi-
tion XLi+1 − (U, V, Y i−1, Z¯Li+1, Xi)− Yi.
Finally, for each i let Ui be a r.v. such that
PUi|ViXiYiZi(ui|vi, xi, yi, zi) = PU¯i|ViXi(ui|vixi). (172)
Then (Ui, Vi, Xi, Zi) and (U¯i, Vi, Xi, Z¯i) have the same dis-
tribution, hence
I(Vi;Zi|Ui) = I(Vi; Z¯i|U¯i). (173)
By the same token, we also have
I(Vi;Yi|Ui) = I(Vi;Yi|U¯i), (174)
I(Ui, Vi;Yi) = I(U¯i, Vi;Yi), (175)
I(Ui, Vi;Xi) = I(U¯i, Vi;Xi), (176)
I(V ;ZL|U) = I(V ; Z¯L|U). (177)
Therefore we see that (165), (171) imply the desired result,
once we make the substitutions with (173)-(177).
In the case where ZL does not exist, the tensorization
property of s∗(X ;Y ) and Theorem 3 can also be proved using
the following result.
Lemma 7. Suppose that {(Xi, Yi)}Li=1 possess the product
structure of (1) and (2), and U is a r.v. such that U−XL−Y L.
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Then there exist UL such that Ui −Xi − Yi for i = 1, . . . , L
and
I(U ;XL) =
L∑
i=1
I(Ui;Xi), (178)
I(U ;Y L) ≤
L∑
i=1
I(Ui;Yi). (179)
Proof: By induction, it suffices to prove the case of L =
2. Let U1 := U and U2 := (U,X1). We have:
I(U ;X2) = I(U ;X1) + I(U ;X2|X1)
= I(U ;X1) + [I(U ;X2|X1) + I(X1;X2)]
= I(U ;X1) + I(U,X1;X2),
I(U ;Y 2) = I(U ;Y1) + I(U ;Y2|Y1)
= I(U ;Y1) + [I(U ;Y2|Y1) + I(Y1;Y2)]
= I(U ;Y1) + I(U, Y1;Y2)
≤ I(U ;Y1) + I(U,X1, Y1;Y2)
= I(U ;Y1) + I(U,X1;Y2). (180)
where the last equality is from the Markov chain Y1 −
(U,X1)− Y2.
Note that setting ZL in Lemma 6 to be a constant will imply
the existence of UL satisfying Ui−Xi−Yi and the inequalities
I(U ;XL) ≥
L∑
i=1
I(Ui;Xi), (181)
I(U ;Y L) =
L∑
i=1
I(Ui;Yi), (182)
which are different from (178) and (179). Hence Lemma 7 is
not a special case of Lemma 6.
APPENDIX B
PROOF OF THEOREM4
1) From the data processing inequality the denominator in
(39) is nonnegative, and s∗Z(X ;Y ) ≤ 1. If there exists
U such that I(U ;X)− I(U ;Y ) > 0, we can choose V
independent of U,X, Y so that the numerator vanishes
whereas the denominator is positive, which shows that
s∗Z(X ;Y ) ≥ 0. Otherwise if I(U ;X)−I(U ;Y ) = 0 for
all U , the numerator will always be nonnegative:
I(V ;Y |U)− I(V ;Z|U)
= I(U, V ;Y )− I(U, V ;Z)− I(U ;Y ) + I(U ;Z)
= I(U, V ;X)− I(U, V ;Z)− I(U ;X) + I(U ;Z).
(183)
Hence s∗Z(X ;Y ) ≥ 0 always holds.
Of course, from an operational viewpoint 0 ≤
s∗Z(X ;Y ) ≤ 1 must be true because of Part 3) as well.
2) We only show that
s∗Z(X
L;Y L) ≤ max
1≤i≤n
s∗Zi(Xi;Yi) (184)
since the other direction is trivial. For any U, V such
that (U, V )−XL − (Y L, ZL) and both
I(U, V ;XL)− I(U, V ;Y L) > 0 (185)
and
I(V ;Y L|U)− I(V ;ZL|U) > 0, (186)
let UL, V L be as in Lemma 6 in the appendix. That is,
UL, V L are such that (Ui, Vi)−Xi − (Yi, Zi) for each
i and both
I(U, V ;XL)− I(U, V ;Y L) ≥
L∑
i=1
[I(Ui, Vi;Xi)− I(Ui, Vi;Yi)]
(187)
and
I(V ;Y L|U)− I(V ;ZL|U) =
L∑
i=1
[I(Vi;Yi|Ui)− I(Vi;Zi|Ui)]
(188)
hold. Then
I(V ;Y L|U)− I(V ;ZL|U)
I(U, V ;XL)− I(U, V ;Y L)
≤
∑L
i=1[I(Vi;Yi|Ui)− I(Vi;Zi|Ui)]∑L
i=1[I(Ui, Vi;Xi)− I(Ui, Vi;Yi)]
(189)
≤ max
i∈I
I(Vi;Yi|Ui)− I(Vi;Zi|Ui)
I(Ui, Vi;Xi)− I(Ui, Vi;Yi)
≤ max
1≤i≤L
sup
Ui,Vi
I(Vi;Yi|Ui)− I(Vi;Zi|Ui)
I(Ui, Vi;Xi)− I(Ui, Vi;Yi) (190)
where I is the set of indices such that I(Ui, Vi;Xi) −
I(Ui, Vi;Yi) 6= 0, and the suprema are over all Ui, Vi
such that (Ui, Vi) − Xi − (Yi, Zi) and I(Ui, Vi;Xi) −
I(Ui, Vi;Yi) 6= 0. Supremizing with respect to U, V
on the left hand side of (189) shows the tensorization
property of s
∗
Z (X;Y )
1−s∗
Z
(X;Y ) , which is equivalent to the ten-
sorization property of s∗Z(X ;Y ).
3) One direction of the inequality is trivial: if U and V
are such that I(V ;Y |U) − I(V ;Z|U) ≥ 0, we have
(see (191)-(193)) For the other direction, to construct
a distribution on (U, V,X, Y, Z) from Q, we use a
binary U biased heavily toward zero. When U = 1,
the distribution is as specified by Q. When U = 0, V is
independent of (X,Y, Z), and the marginal distribution
on X balanced slightly to counteract Q, so that on
average the distribution on X is the source distribution.
Even though this distribution is only rarely behaving
according to Q (i.e. only when U = 1, which has low
probability), we will see that the quantity of interest only
depends on Q. Formally, for any QVX , consider
Q
(1)
VX := QVX , (194)
Q
(0)
VX := PV ·
PX − αQ(1)X
1− α , (195)
PαXUV (x, u, v) := (1− α)Q(0)V X(v, x)1u=0
+ αQ
(1)
V X(v, x)1u=1, (196)
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where PV is an arbitrary probability distribution on V .
Then clearly PαX = PX for each 0 < α < 1. Finally,
define
PαXY ZUV := P
α
XUV PY Z|X . (197)
In (43) we have implicitly assumed that D(QX ||PX)
is well defined and so the support of QX is a subset
of the support of PX . Thus (195) is a well-defined
distribution for α > 0 small enough. Then, we can
verify that PαXY Z = PXY Z and the Markov chain
(U, V )−X − (Y, Z) with respect to Pα. Next observe
that (see (198)-(200)) as α ↓ 0, where (U, V,X, Y, Z)
has the joint distribution PUV XY Z := PαUV XY Z , and the
distribution of (V¯ , X¯, Y¯ , Z¯) is as in (44). Equation (198)
is from the independence between V and (X,Y, Z)
under U = 0. To justify (200), recall the property
of relative entropy that if Pλ := λP1 + (1 − λ)P0
is a distribution for sufficiently small λ > 0, then
D(Pλ||P0) = o(λ). This smoothness condition implies
that
D(PX|U=0||PX) = o(α), (201)
D(PY |U=0||PY ) = o(α). (202)
Therefore (200) is true, and the ≥ part of (43) holds.
4) In the case of degraded sources X − Y − Z , we
can write (see (203)-(206)) where the first inequality
is from −D(PY¯ ||PY ) + D(PZ¯ ||PZ) ≤ 0, and the
second inequality used the fact that D(PY¯ |V¯=v||PY ) −
D(PZ¯|V¯=v||PZ) ≥ 0. This establishes the “≤” part of
(45). Conversely, for any QX , define
Q
(1)
X = QX , (207)
Q
(0)
X =
PX − αQ(1)X
1− α , (208)
QαVX(v, x) = αQ
(1)
V X(v, x)1v=1 + (1 − α)Q(0)VX(v, x)1v=0.
(209)
Let PV¯ X¯Y¯ Z¯ = QαV XPY Z|X . Notice that PX¯Y¯ Z¯ =
PXY Z . Then
lim
α↓0
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) +D(QαX ||PX)−D(QαY ||PY )(210)
= lim
α↓0
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) (211)
=
D(QY ||PY )−D(QZ ||PZ)
D(QX ||PX)−D(QZ ||PZ) (212)
This implies that
sup
RVX
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) +D(RX ||PX)−D(RY ||PY )
≥ D(QY ||PY )−D(QZ ||PZ)
D(QX ||PX)−D(QZ ||PZ) (213)
where PV¯ X¯Y¯ Z¯(v,x,y,z) = RVX(v, x)PY Z|X(y, z|x).
The proof of (45) is complete since QX in the right
side of (213) is arbitrary.
5) If the sources are of the form X = (X ′, Z), Y =
(Y ′, Z), we have
D(QY ||PY )−D(QZ ||PZ)
D(QX ||PX)−D(QZ ||PZ)
=
∫
D(QY ′|Z=z||PY ′|Z=z)dQZ(z)∫
D(QX′|Z=z||PX′|Z=z)dQZ(z)
≤ ess sup
z∈Z
sup
QX′
D(QY ′ ||PY ′|Z=z)
D(QX′ ||PX′|Z=z)
, (214)
where in the last supremum QX′Y ′ = QX′PY ′|X′Z=z .
Conversely for any z0 ∈ Z and QX′ in (214), define
Q˜X(x) = Q˜X′Z(x
′, z)
= PZ(z0)QX′(x
′)1z=z0 (215)
+ PZ(z)PX′|Z=z(x
′)1z 6=z0 . (216)
Then
D(Q˜Y ||PY )−D(Q˜Z ||PZ)
D(Q˜X ||PX)−D(Q˜Z ||PZ)
=
D(QY ′ ||PY ′|Z=z0)
D(QX′ ||PX′|Z=z0)
.
(217)
This establishes (46).
6) When Z is constant, we recover s∗(X ;Y ) =
supQU 6=PU
I(U ;Y )
I(U ;X) by either (45) or (46).
I(V ;Y |U)− I(V ;Z|U)
I(V ;X |U)− I(V ;Z|U) + I(U ;X)− I(U ;Y )
=
∫
[I(V ;Y |U = u)− I(V ;Z|U = u)]dPU (u)∫
[I(V ;X |U = u)− I(V ;Z|U = u) +D(PX|U=u||PX)−D(PY |U=u||PY )]dPU (u)
(191)
≤ sup
u
I(V ;Y |U = u)− I(V ;Z|U = u)
I(V ;X |U = u)− I(V ;Z|U = u) +D(PX|U=u||PX)−D(PY |U=u||PY )
(192)
≤ sup
QVX
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) +D(QX ||PX)−D(QY ||PY )
. (193)
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APPENDIX C
PROOF OF LEMMA 1
With the invertible linear transform X˜ := Σ−1/2
X
X, we have
Σ
X˜
=
(
Irx 0
0 0
)
, (218)
where rx = rank(ΣX). Similar structures are also present in
Σ
Y˜
and Σ
Z˜
. By positive-semidefiniteness of the covariance
matrix, we have the form
Σ
X˜,Y˜ =
(
Ax,y 0
0 0
)
,
Σ
X˜,Z˜ =
(
Ax,z 0
0 0
)
, (219)
where Ax,y and Ax,z are rx × ry and rx × rz matrices,
respectively. However, we also have
Σ
X˜,Y˜ = Σ
−1/2
X
ΣX,YΣ
−1/2
Y
, (220)
Σ
X˜,Z˜ = Σ
−1/2
X
ΣX,ZΣ
−1/2
Z
, (221)
Hence if G and H as defined in (33) and (34) commute, then
so do Ax,yAy,x and Ax,zAz,x. Since commuting matrices
are simultaneously diagonalizable [35], that is, there exists
an orthogonal matrix Qx such that QxAx,yAy,xQ⊤x and
QxAx,zAz,xQ
⊤
x are diagonal. This in turn implies the ex-
istence of Qy and Qz such that QyAy,xQ⊤x and QzAz,xQ⊤x
are diagonal. Therefore, after the transforms
X 7→ X¯ :=
(
Qx 0
0 In−rx
)
Σ
−1/2
X
X, (222)
Y 7→ Y¯ :=
(
Qy 0
0 In−ry
)
Σ
−1/2
Y
Y, (223)
Z 7→ Z¯ :=
(
Qz 0
0 In−rz
)
Σ
−1/2
Z
Z, (224)
(225)
the matrices Σ
X¯
,Σ
Y¯
,Σ
Z¯
,Σ
X¯Y¯
and Σ
X¯Z¯
are diagonal.
Conversely, if the asserted linear transforms exist, then
there must exist orthogonal matrices Qy and Qz such that
QyAy,xQ
⊤
x and QzAz,xQ⊤x are diagonal. Hence Ax,yAy,x
and Ax,zAz,x commute, and so do G and H.
APPENDIX D
CONNECTION BETWEEN GAUSSIAN AND BERNOULLI
SOURCES IN EXAMPLE 2
Suppose PUVW =
∏L
i=1 PUiViWi , and Ui, Vi and Wi are
symmetric Bernoulli random variable such that
1− 2P[Ui 6= Vi] = ρXY , 1− 2P[Ui 6= Wi] = ρXZ . (226)
Define
X¯L :=
1
L
L∑
i=1
Ui, Y¯L :=
1
L
L∑
i=1
Vi, Z¯L :=
1
L
L∑
i=1
Wi,
(227)
where the additions are on R. Assuming without loss of
generality that X,Y and Z have unit variances, then by central
limit theorem PX¯LY¯L and PX¯LZ¯L converge to PXY and PXZ
as L → ∞, hence we expect (without a formal proof here)
that ηZ(X ;Y ) = limL→∞ ηZ¯L(X¯L; Y¯L). Observe that
ηZ¯L(X¯L; Y¯L) = ηW(X¯L; Y¯L) (228)
≤ ηW(U;V) (229)
= ηW1(U1;V1) (230)
where (228) is because Z¯L is a sufficient statistic of W
for (X¯L, Y¯L); (229) is because processing U and V reduces
key capacity; and (230) uses the tensorization property (42).
Then from (47) we see ηZ(X ;Y ) ≤ ρ
2
XY −ρ
2
XZ
1−ρ2
XY
. Note that
this central limit argument is similar to a celebrated proof of
Gaussian hypercontractivity using Boolean hypercontractivity
I(V ;Y |U)− I(V ;Z|U)
I(V ;X |U)− I(V ;Z|U) + I(U ;X)− I(U ;Y )
=
α[I(V ;Y |U = 1)− I(V ;Z|U = 1)]
α[I(V ;X |U = 1)− I(V ;Z|U = 1)] + I(U ;X)− I(U ;Y ) (198)
=
α[I(V¯ ; Y¯ )− I(V¯ ; Z¯)]
α[I(V¯ ; X¯)− I(V¯ ; Z¯)] + α[D(QX ||PX)−D(QY ||PY )] + (1− α)[D(QX|U=0||PX)−D(QY |U=0||PY )]
(199)
=
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) +D(QX ||PX)−D(QY ||PY ) + o(1)
(200)
I(V¯ ; Y¯ )− I(V¯ ; Z¯)
I(V¯ ; X¯)− I(V¯ ; Z¯) +D(QX ||PX)−D(QY ||PY )
(203)
=
∫
[D(PY¯ |V¯=v||PY )−D(PZ¯|V¯=v||PZ)]dPV¯ (v) −D(PY¯ ||PY ) +D(PZ¯ ||PZ)∫
[D(PX¯|V¯=v||PX)−D(PZ¯|V¯=v||PZ)]dPV¯ (v)−D(PY¯ ||PY ) +D(PZ¯ ||PZ)
(204)
≤
∫
[D(PY¯ |V¯=v||PY )−D(PZ¯|V¯=v||PZ)]dPV¯ (v)∫
[D(PX¯|V¯=v||PX)−D(PZ¯|V¯=v||PZ)]dPV¯ (v)
(205)
≤ sup
QX
D(QY ||PY )−D(QZ ||PZ)
D(QX ||PX)−D(QZ ||PZ) , (206)
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due to Leonard Gross [36], which illustrates the interesting
connection between Gaussian and symmetric Bernoulli distri-
butions.
APPENDIX E
PROOF OF THEOREM 5
Recall the following facts from linear algebra (see for
example [37]):
Fact 2. If A and B are matrices of the same dimension, then
AB⊤ and B⊤A have the same nonzero eigenvalues.
Fact 3. If A is a square matrix, then
|I+ ǫA| = I+ ǫ tr(A) +O(ǫ2). (231)
Now we are in the position of proving Theorem 5. Let s :=
λmax((G−H)(I−H)−1). We first show that s∗Z(X;Y) ≥ s+.
Since s∗
Z
(X;Y) is nonnegative we only need to focus on the
case of s ≥ 0. By restricting QVX in (43) to have the marginal
distribution PX on X , we find
s∗Z(X;Y) ≥ sup
PV |X
I(V ;Y)− I(V ;Z)
I(V ;X)− I(V ;Z) . (232)
We remark that using Fact 1 one can actually show that
(232) holds with equality, although we shall not use the “≤”
direction.
Let
(I−H)− 12 (G−H) 12 (I−H)− 12 = QΛQ⊤ (233)
be the eigendecomposition of (I−H)− 12 (G−H) 12 (I−H)− 12 ,
where Q is an orthogonal matrix and Λ is a diagonal matrix.
Here we can take the square root of I − H because it is a
positive-semidefinite matrix according to Remark 5. By Fact 2,
s is the largest eigenvalue of (I−H)− 12 (G−H)(I−H)− 12 ,
hence we can assume without loss of generality that Λ1,1 = s.
For each ǫ > 0 define the L× L matrices
Dǫ =
(
ǫ 0
0 0
)
(234)
and
∆ǫ = (I−H)− 12QDǫQ⊤(I−H)− 12 . (235)
Choose Vǫ to be a random L-vector such that Vǫ and X are
jointly Gaussian, Vǫ −X− (Y,Z), and
ΣX|Vǫ = Σ
1
2
X
(I−∆ǫ)Σ
1
2
X
. (236)
This determines the joint distribution (up to a shift and a linear
transform of Vǫ, which are irrelevant), since the unconditional
covariance of X is given in the problem statement. Then,
observe that (see (237)-(240)): where the last step uses (236).
Hence,
I(Vǫ;Y)
=
1
2
log
|ΣY|
|ΣY|Vǫ |
(241)
= −1
2
log |I−ΣY−
1
2ΣYXΣX
− 12∆ǫΣX
− 12ΣXYΣY
− 12 |
(242)
= −1
2
log |I−G∆ǫ| (243)
=
log e
2
tr(G∆ǫ) +O(ǫ
2) (244)
where (243) uses Fact 2 (or the Sylvester determinant identity)
and (244) uses Fact 3. By the same token, we have shown
I(Vǫ;X) =
log e
2
tr(∆ǫ) +O(ǫ
2) (245)
and
I(Vǫ;Z) =
log e
2
tr(H∆ǫ) +O(ǫ
2). (246)
Therefore,
lim
ǫ↓0
I(Vǫ;Y)− I(Vǫ;Z)
I(Vǫ;X)− I(Vǫ;Z)
= lim
ǫ↓0
tr((G−H)∆ǫ)
tr((I−H)∆ǫ)
(247)
= lim
ǫ↓0
tr
(
(G−H)(I −H)− 12QDǫQ⊤(I−H)− 12
)
tr(Dǫ)
(248)
= lim
ǫ↓0
tr(ΛDǫ)
tr(Dǫ)
(249)
= Λ1,1 (250)
= s, (251)
Hence by (232) we have shown that s∗
Z
(X;Y) ≥ s = s+.
Conversely, to show s∗
Z
(X;Y) ≤ s+, we may assume
without loss of generality that s < 1 since Remark 5
implies that s ≤ 1 and when s = 1 the claim is trivially
true. We have remarked that s is the largest eigenvalue of
(I−H)− 12 (G−H)(I−H)− 12 , hence
(I−H)− 12 (G−H)(I−H)− 12  sI, (252)
which implies
I−G  (1 − s)(I−H). (253)
Now define Hˆ := I− 11−s (I−G), then
I−G = (1 − s)(I− Hˆ). (254)
From (253) and (254) it is clear that
Hˆ  H. (255)
By (255), we can find a Gaussian L-vector W independent of
(X,Y,Z) and define
Zˆ = Z+W (256)
such that
Hˆ = Σ
−1/2
X
ΣXZΣ
−1
Zˆ
ΣZXΣ
−1/2
X
. (257)
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Since X ⊥W, we see that
Hˆ = Σ
−1/2
X
Σ
XZˆ
Σ−1
Zˆ
Σ
ZˆX
Σ
−1/2
X
, (258)
which agrees with the definition (34), i.e. Hˆ is the correspond-
ing matrix for the source (X,Y, Zˆ). A noisier observation for
the eavesdropper is advantageous for key generation, hence
η
Zˆ
(X;Y) ≥ ηZ(X;Y), and so s∗
Zˆ
(X;Y) ≥ s∗
Z
(X;Y).
Moreover from (254) we see that Hˆ commutes with G, so
that we can apply Lemma 1 to find invertible linear transforms
X 7→ X¯, Y 7→ Y¯, Zˆ 7→ Z¯ such that (X¯, Y¯, Z¯) is a product
source in the sense of (1) and (2). Furthermore, from the proof
of Lemma 1 one sees that
1− ρX¯iY¯i = (1− s)(1 − ρX¯iZ¯i) (259)
for i = 1, . . . , L. Hence by (42),
s∗
Zˆ
(X;Y) = s∗
Z¯
(X¯; Y¯) (260)
= s∗Z¯i(X¯i; Y¯i) (261)
=
(
ρX¯iY¯i − ρX¯iZ¯i
1− ρX¯iZ¯i
)+
(262)
= s+, (263)
and we can conclude that
s∗
Z
(X;Y) ≤ s∗
Zˆ
(X;Y) ≤ s+. (264)
In summary we have shown that s∗
Z
(X;Y) = s+, or
equivalently
ηZ(X;Y) =
s+
1− s+ =
(
s
1− s
)+
= λ+max((G−H)(I−G)−1),
(265)
as desired.
APPENDIX F
PROOF OF LEMMA 3
From Jensen’s inequality we have
lnEetη ≥ E ln etη = tEη. (266)
The proof of the other part of the bound in (132) is essentially
based on uniform integrality of {etη}ρ∈[0,1−δ]. Without loss of
generality we can assume that U,X are zero mean with unit
variance. Also it suffices to consider only the case of ρ ≥ 0
since otherwise the correlation coefficient between −U and
X is −ρ > 0 but the distribution of ı−U ;X(−U ;X) is the
same as that of η. Now N := X−ρU√
1−ρ2
is zero mean, with unit
variance, and independent of U . Note that
|η| =
∣∣∣∣12 log 11− ρ2 − 12 log e
(
ρ2U2 + ρ2X2
1− ρ2 −
2ρUX
1− ρ2
)∣∣∣∣
(267)
≤ 1
2
log
1
1− ρ2 +
1
2
log e · ρ
2U2 + ρ2X2 + ρ(U2 +X2)
1− ρ2
(268)
≤ 1
2
log
1
1− ρ2 +
1
2
log e · ρ(U
2 +X2)
1− ρ (269)
≤ 1
2
log
1
1− ρ2 +
ρ log e
2δ
(U2 +X2) (270)
=
1
2
log
1
1− ρ2 +
ρ log e
2δ
[U2 + (
√
1− ρ2N + ρU)2]
(271)
≤ 1
2
log
1
1− ρ2 +
3ρ log e
2δ
(U2 +N2) (272)
≤ 1
2
log
1
1− (1− δ)2 +
3 log e
2δ
(U2 +N2). (273)
It is easy to show that for any λ < 14 , Ee
2λU2 = Ee2λN
2 is
finite, and hence
E[eλU
2
eλN
2
] ≤
√
Ee2λU2Ee2λN2 (274)
<∞. (275)
Let ξ be the random variable in (273), whose distribution does
not depend on ρ. By (275), Eetξ <∞ for all 0 < t < δ6 log e .
Now for each δ > 0,
lim
∆→∞
sup
ρ∈[0,1−δ],t∈(0, δ7 log e ]
E1|η|≥∆e
tη
≤ lim
∆→∞
sup
ρ∈[0,1−δ],t∈(0, δ7 log e ]
E1|η|≥∆e
t|η| (276)
≤ lim
∆→∞
sup
t∈(0, δ7 log e ]
E1ξ≥∆e
tξ (277)
≤ lim
∆→∞
E1ξ≥∆ exp
(
δξ
7 log e
)
(278)
= 0 (279)
where the last step follows from bounded convergence theorem
(or dominated convergence theorem). Then there exists ∆0 >
0 large enough such that
sup
ρ∈[0,1−δ],t∈(0, δ7 log e ]
E1|η|≥∆e
tη <
ǫ
4
, (280)
P[ξ < ∆0] >
1
2
. (281)
ΣY|Vǫ = ΣY|X + E
[
(E[Y|X]− E[Y|Vǫ])(E[Y|X] − E[Y|Vǫ])⊤|Vǫ
] (237)
= ΣY|X + E
[
ΣYXΣX
−1(X− E[X|Vǫ])(X− E[X|Vǫ])⊤ΣX−1ΣXY|Vǫ
] (238)
= ΣY|X +ΣYXΣX
−1ΣX|VǫΣX
−1ΣXY (239)
= ΣY −ΣYXΣX−
1
2∆ǫΣX
− 12ΣXY (240)
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for ∆ ≥ ∆0. Now observe that from (272), there exists a r.v.
ζ = C1(U
2 +N2) + C2 such that |η| < ρζ whenever ρ < 12 ,
where C1, C2 are constants depending only on δ. Then,
sup
t< 12
sup
ρ<δ0
lnEetη
t
≤ sup
t< 12
sup
ρ<δ0
lnEeρtζ
t
(282)
= sup
t< 12
lnEeδ0tζ
t
(283)
= 2 lnEe
δ0ζ
2 (284)
→ 0, δ0 → 0, (285)
where (284) follows from convexity of the cumulant generat-
ing function. Thus, we can pick δ0 small enough such that
sup
t< 12
sup
ρ<δ0
lnEetη
t
≤ ǫ. (286)
On the other hand, for ρ ≥ δ0 we have
sup
δ0≤ρ<1−δ
lnEetη
tEη
= sup
δ0≤ρ<1−δ
ln(E1|η|≥∆0e
tη + E1|η|<∆0e
tη)
tEη
(287)
≤ sup
δ0≤ρ<1−δ
lnE1|η|<∆0e
tη
tEη
(
1 +
E1|η|≥∆0e
tη
E1|η|<∆0e
tη
)
(288)
≤ sup
δ0≤ρ<1−δ
{
ln[(Etη + 1) · βt]
tEη
(
1 +
ǫ/4
e−t∆0P[|η| < ∆0]
)}
(289)
≤ sup
δ0≤ρ<1−δ
{
Etη + lnβt
tEη
(1 +
ǫ
2
et∆0)
}
(290)
≤ sup
δ0≤ρ<1−δ
{(
1 +
lnβt
t · 12 log 11−δ20
(1 +
ǫ
2
et∆0)
)}
(291)
→ 1 + ǫ/2, t→ 0. (292)
where we have defined βt := max{ et∆01+t∆0 , e
−t∆0
1−t∆0
}, and used
the fact that βt = 1 + O(t2) when t→ 0. Finally, in view of
(286) and (292), there exist t < 12 small enough such that for
each ρ ∈ [0, 1−δ], either lnEetη < tǫ or lnEetη < (1+ǫ)Etη
hold.
APPENDIX G
PROOF OF LEMMA 5
(a) The asymptotic equivalences have been remarked
earlier in (121), so we only have to bound the
eigenvalues. From [23, Lemma 4.1] we have
0 < min
ω∈[0,2π)
SX(ω)
≤ λmin(ΣX)
≤ λmax(ΣX)
≤ max
ω∈[0,2π)
SX(ω); (293)
from (115) the eigenvalues of Σ
X˜
are
{SX(2πkn )}nk=1, which are also bounded between
minω∈[0,2π) SX(ω) and maxω∈[0,2π) SX(ω).
Similarly, the eigenvalues of Σ
Y˜
and ΣY
are bounded between minω∈[0,2π) SY (ω) and
maxω∈[0,2π) SY (ω); and the eigenvalues of ΣZ˜ and
ΣZ are bounded between minω∈[0,2π) SZ(ω) and
maxω∈[0,2π) SZ(ω).
(b) We first show that ΣX|U ∼ ΣX˜|Uˆ. Let R be the
diagonal matrix whose (i, i) entry is ρ(n)i . Clearly
both ΣX|U and ΣX˜|Uˆ depend only on R and ΣXˆ,
and do not depend on the scaling of Uˆ. However, to
compute Σ
X˜|Uˆ, it is convenient to specify PUˆ|Xˆ via
the following random transformation:
Uˆ = (I−R2) 12W +RXˆ, (294)
where W is a zero mean Gaussian vector with
covariance matrix Σ
Xˆ
and independent of Xˆ. Then
the conditional covariance matrices can be expressed
as
Σ
X˜|Uˆ = ΣX˜ −ΣX˜UˆΣUˆ−1ΣUˆX˜ (295)
= Σ
X˜
−Σ
X˜
QR[(I−R2) 12Σ
Xˆ
(I−R2) 12
+RQ⊤Σ
X˜
QR]−1RQ⊤Σ
X˜
. (296)
and
ΣX|U = ΣX −ΣXUΣU−1ΣUX (297)
= ΣX −ΣXQR[(I−R2) 12ΣXˆ(I−R2)
1
2
+RQ⊤ΣXQR]
−1RQ⊤ΣX. (298)
It is easy to see that the smallest eigenvalue
of (I−R2) 12Σ
Xˆ
(I−R2) 12 is lower bounded by
minω∈[0,2π) SX(ω)(1−maxω∈[0,2π) ρ2UX(ω)) which
is positive due to (140). Therefore, Fact 5 and Part (a)
imply the asymptotic equivalence ΣX|U ∼ ΣX˜|Uˆ.
Next, from the Markov chains U−X−Y and Uˆ−
X˜− Y˜, we can show that (similar to the derivations
in (240))
ΣY|U = ΣY|X +ΣYXΣX
−1ΣX|UΣX
−1ΣXY
= ΣY −ΣYXΣX−1ΣXY
+ΣYXΣX
−1ΣX|UΣX
−1ΣXY (299)
and
Σ
Y˜|Uˆ = ΣY˜ −ΣY˜X˜ΣX˜−1ΣX˜Y˜
+Σ
Y˜X˜
Σ
X˜
−1Σ
X˜|UˆΣX˜
−1Σ
X˜Y˜
. (300)
Therefore (121), ΣX|U ∼ ΣX˜|Uˆ, and Part (a) imme-
diately establish the relation ΣY|U ∼ ΣY˜|Uˆ.
Note that (299) can be written as
ΣY|U = ΣY
1
2 [I−A(I−ΣX−
1
2ΣX|UΣX
− 12 )A⊤]ΣY
1
2 ,
(301)
where we have defined A = ΣY−
1
2ΣYXΣX
− 12
.
From the result of Part (a) we see that
λmax(I−ΣX−
1
2ΣX|UΣX
− 12 ) < 1− δ (302)
for some δ > 0 which is independent of n. How-
ever the positive-semidefiniteness of the covariance
20
matrix of (X⊤,Y⊤) implies that the largest singular
value σmax(A) ≤ 1, which in turn gives
λmax(A(I−ΣX− 12ΣX|UΣX−
1
2 )A⊤) < 1− δ.
(303)
Therefore we have the uniform lower bound
λmin(ΣY|U)
≥ min
ω∈[0,2π)
SY (ω) (304)
(1− λmax(A(I−ΣX−
1
2ΣX|UΣX
− 12 )A⊤))
(305)
> δ min
ω∈[0,2π)
SY (ω), ∀n > 0. (306)
A similar uniform lower bound can be obtained for
Σ
Y˜|Uˆ. The relation ΣZ|U ∼ ΣZ˜|Uˆ and the uniform
lower boundedness of their eigenvalues can be shown
in the exactly same way since the roles of Y and Z
are equal for this problem.
APPENDIX H
CONVERSE OF THEOREM 6
The first step towards the converse proof is to bound the key
rate and the transmission rate with multi-letter expressions.
This part is similar to the initial steps in the converse proof
of key capacity of memoryless sources, c.f. [1].
Consider
log |K| = H(K|W,Zn) + νn (307)
≤ H(K) + νn (308)
≤ H(K)−H(K|Y n,W ) + nγn + νn (309)
= I(K;Y n,W ) + nγn + νn (310)
≤ I(K;Y n,W )− I(K;Zn,W ) + nγn + 2νn (311)
= I(K;Y n|W )− I(K;Zn|W ) + nγn + 2νn, (312)
where (308) and (311) are from the definition of νn and (309)
is from Fano’s inequality, with γn := 1n [ǫn log |K1|+ h(ǫn)].
As for the transmission rate, note that
log |W| ≥ H(W ) (313)
≥ H(W |Y n)−H(W,K|Xn) (314)
≥ H(W |Y n) +H(K|W,Y n)− nγn −H(W,K|Xn)
(315)
= H(K,W |Y n)− nγn −H(W,K|Xn) (316)
= I(K,W ;Xn)− I(K,W ;Y n)− nγn, (317)
where (315) used Fano’s inequality.
Now suppose (R, r) is achievable, where r > 0, R > 0.
We identify K and W in (312), (317) with V, U respec-
tively, and then apply Fact 1. Also notice that limn→0 γn =
limn→∞ νn = 0. These imply the existence of a sequence of
conditional Gaussian distributions PUn|Xn such that
r ≥ lim
n→∞
1
n
[I(Xn;Un)− I(Y n;Un)]; (318)
R ≤ lim
n→∞
1
n
[I(Y n;Un)− I(Zn;Un)]. (319)
As in Section V, let X˜, Y˜ and Z˜ be jointly Gaussian vec-
tors with circulant covariance matrices defined in (120); and
Xˆ, Yˆ, Zˆ be the result of applying the linear transforms in
(122)-(124). Then
r ≥ lim
n→∞
1
n
[I(Xˆ; Uˆ)− I(Yˆ; Uˆ)]; (320)
R ≤ lim
n→∞
1
n
[I(Yˆ; Uˆ)− I(Zˆ; Uˆ)]. (321)
For x > 0 define the decreasing functions:
f(x) =
1
4π
∫
β(ω)>x
log
β(ω)(x + 1)
(β(ω) + 1)x
dω, (322)
g(x) =
1
4π
∫
β(ω)>x
log
β(ω) + 1
x+ 1
dω, (323)
fn(x) :=
1
2n
∑
i:β
(n)
i >x
log
β
(n)
i (x+ 1)
(β
(n)
i + 1)x
, (324)
gn(x) :=
1
2n
∑
i:β
(n)
i >x
log
β
(n)
i + 1
x+ 1
, (325)
where
β
(n)
i :=
ρ2
Xˆ
(n)
i Yˆ
(n)
i
− ρ2
Xˆ
(n)
i Zˆ
(n)
i
1− ρ2
Xˆ
(n)
i Yˆ
(n)
i
. (326)
The empirical distribution of {β(n)i }ni=1 converges weakly
to the distribution of β(W ) when W is uniformly distributed
on [0, 2π), which means that for any x > 0 it holds that
lim
n→∞
fn(x) =f(x), (327)
lim
n→∞
gn(x) =g(x). (328)
By Theorem 2, there is a sequence {µn} such that
I(Xˆ; Uˆ) − I(Yˆ; Uˆ) ≥ fn(µn) and I(Yˆ; Uˆ) − I(Zˆ; Uˆ) ≤
gn(µn), and so
r ≥ lim sup
n→∞
fn(µn), (329)
R ≤ lim inf
n→∞
gn(µn), (330)
Define µ := lim supn→∞ µn. We observe that µn is bounded
away from 0 and +∞: suppose on the contrary that it is not
bounded away from 0. Choose ǫ > 0 small enough such that
f(ǫ) − ǫ > r (which is possible since limǫ↓0 f(ǫ) = +∞ by
monotone convergence theorem), and there is a subsequence
{µnk}∞k=1 such that µnk < ǫ for all k. From monotonicity of
fn we see that
fnk(µnk) ≥ fnk(ǫ)→ f(ǫ), k →∞. (331)
This implies that fnk(µnk) > f(ǫ) − ǫ > r when k is
sufficiently large, which contradicts (329). Similarly we can
also show that µn is upper bounded: if otherwise, we pick
M > 0 such that g(M) < R2 (which is possible since
limx→+∞ g(x) = 0 by monotone convergence theorem), and
choose a subsequence {µnk}∞k=1 such that µnk > M for all
k. Then from monotonicity of gn we see that
gnk(µnk) ≤ gnk(µ)→ g(M) <
R
2
, k →∞. (332)
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This implies that gnk(µnk) ≤ 34R for k large enough, which
contradicts (330). Thus, we may assume that c < µn < d, for
some 0 < c < d.
By differentiation it’s easy to see that fn is log e2c(1+c) -
Lipschitz on [c, d]. Now choose a new subsequence {µik}∞k=1
which converges to µ. We have
|fik(µik )− f(µ)| ≤ |fik(µik)− fik(µ)|+ |fik(µ)− f(µ)|
(333)
≤ log e
2c(1 + c)
|µik − µ|+ |fik(µ)− f(µ)|
(334)
→ 0, k →∞. (335)
where (335) used (327). Hence
lim inf
n→∞
fn(µn) ≤ lim
k→∞
fik(µik) = f(µ). (336)
Similarly to (333)-(336), we can also show that
lim sup
n→∞
gn(µn) ≤ lim
k→∞
gik(µik ) = g(µ). (337)
The proof is accomplished by combining (329), (330), (336)
and (337).
APPENDIX I
REVIEW OF RESULTS ON TOEPLITZ APPROXIMATION
The asymptotic distribution of the eigenvalues of Toeplitz
matrices can be described in terms of the “equal distribution”
introduced by H. Weyl [38].
Definition 1. [39] For each n consider two sets of n real
numbers {a(n)i }ni=1 and {b(n)i }ni=1 satisfying
A < a
(n)
i < B, A < b
(n)
i < B, ∀1 ≤ i ≤ n, n ≥ 1.
(338)
for some A,B > 0. The sequences {a(n)i }ni=1 and {b(n)i }ni=1
are said to be asymptotically equally distributed in [A,B] if
for any continuous function F : [A,B]→ R, it holds that
lim
n→∞
∑n
i=1[F (a
(n)
i )− F (b(n)i )]
n
= 0. (339)
Denote by Pa(n) the empirical distribution of {a(n)}. Then
(339) can be expressed as
lim
n→∞
[EF (Xa)− EF (Xb)] = 0, (340)
where the random variables Xa and Xb are distributed accord-
ing to Pa(n) and Pb(n) , respectively.
Definition 2. Consider the sets {a(n)i }ni=1 of real numbers
from [A,B]. The empirical distribution Pa(n) is said to con-
verge weakly to a measure µ on [A,B] if for any continuous
function F : [A,B]→ R,
lim
n→∞
EF (Xa) = EF (Xµ), (341)
where the random variables Xa and Xµ are distributed ac-
cording to Pa(n) and µ, respectively.
Definition 3. [23] We say An and Bn are asymptotically
equivalent (denoted as An ∼ Bn) for two sequences of
matrices {An} and {Bn} if
1) An and Bn are uniformly bounded in ℓ2 operator norm,
i.e. for some M > 0,
‖An‖, ‖Bn‖ ≤M <∞, n = 1, 2, . . . ; (342)
2) An −Bn converges to zero in the weak norm:
lim
n→∞
|An −Bn| = 0, (343)
where |A| := ( 1n tr[A†A])1/2.
The key result we use in Section V is then expressed as:
Fact 4. [23, Lemma 4.6] If f is in the Wiener class then
Tn(f) ∼ Cn(f), where the notations Tn and Cn are as in
(116) and (117).
The following property will be useful later in proving
asymptotic equivalence of Toeplitz matrices. The claim about
square root matrices follows from [40, Theorem 1] by par-
ticularizing the continuous function therein to the square root
function, while all other claims are from [23, Theorem 2.1].
Fact 5. Sums and products of asymptotically equivalent matri-
ces are asymptotically equivalent. If the smallest singular val-
ues of asymptotically equivalent matrices are uniformly lower
bounded, then their inverses are also asymptotically equivalent.
Moreover, square roots of asymptotically equivalent positive-
semidefinite matrices are asymptotically equivalent.
The relevance of asymptotically equivalent matrices to cod-
ing theorems lies in the following fact:
Fact 6. [23, Theorem 2.4] Let An and Bn be asymptotically
equivalent sequences of Hermitian matrices with eigenvalues
inside the interval [m,M ]. Then the eigenvalues of An and
Bn are asymptotically equally distributed on [m,M ].
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