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We treat a few related problems about the existence of algebraic points
of small height that satisfy certain arithmetic conditions. All bounds on height
of points in question are explicit. First we prove the existence of a small-
height point over a fixed number field outside of a collection of subspaces; this
includes a generalization and a converse of the celebrated Siegel’s Lemma, [5].
Next, assuming that a quadratic form has a zero outside of a collection of
subspaces over a fixed number field, we prove the existence of such a zero of
bounded height; this generalizes a result of Masser, [19]. A corollary of this
is an extension of Cassels’ famous theorem on small zeros of quadratic forms
(see [7]) to small non-singular zeros of quadratic forms. Finally, we prove a
theorem about existence of small-height zeros of homogeneous polynomials of
arbitrary degree over Q outside of a collection of subspaces. This direction
is similar in spirit to the so-called “absolute” results like, for instance, the
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An important direction in the area of Diophantine Approximations is the range
of problems that are formulated with the use of various height functions. A
particularly interesting selection of such problems is connected with effective
arithmetic geometry. Write Q for the algebraic closure of Q, and let A be a
set of arithmetic conditions imposed on points of Q
N
. Let S(A) be the set of
all points in Q
N
that satisfy conditions A. One can state the following two
general problems.
Problem 1. Decide whether the set S(A) is empty or not.
Problem 2. Assuming that S(A) is not empty, prove the existence of a point
in S(A) of bounded height with explicit bounds on the height.
A typical example of Problem 1 would be an inquiry as to whether a
given polynomial F in N variables has non-trivial zeros over a given number
field K. In this case there are two arithmetic conditions that a point x ∈ QN
needs to satisfy, namely we must have x ∈ KN and F (x) = 0. Notice that
this is an example of a “non-effective” problem, since it is usually very difficult
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to solve a polynomial equation, so most proofs that a set S(A) like this is not
empty are non-constructive. On the other hand, Problem 2 in this situation
would require us to provide an explicit bound for the height of a point x like
this. This is an example of an “effective” problem, since its solution provides
an explicit “search-bound” for such points. This follows by the celebrated
theorem of Northcott [20], which states that for any two positive numbers C1
and C2 the set of points x ∈ Q
N
of degree no larger than C1 and height no
larger than C2 is finite.
We will mostly be interested in examples of Problem 2. The first result
along these lines is Siegel’s Lemma. We present it in its most general formula-
tion, which is due to Bombieri and Vaaler. Let K be a number field of degree
d, OK be its ring of integers, and DK be its discriminant. We write H for an
appropriate height function to be explicitly defined later.
Theorem 1.1.1 ([5]). Let V be an M-dimensional subspace of KN , M < N .















H(V )1/M . (1.2)
The exponent on H(V ) in the upper bound of Theorem 1.1.1 is best possible,
however the constant is not. The best possible constant for Siegel’s Lemma
was recently obtained by Vaaler in [35]. It turns out to be the generalized
Hermite’s constant as introduced by Thunder in [32].
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Notice that if we are willing to consider the subspace V of Theorem 1.1.1 over
Q and look for a basis of small height in say any extension E of K, then
the bound of (1.1) is not very good any longer since the constant grows as
power of |DE|, which can be arbitrarily large. In this case one would want an
“absolute” version of Siegel’s Lemma, i.e. a bound that would not depend on
the choice of a number field. Such a result was produced by Thunder and Roy.
Theorem 1.1.2 ([24]). Let V be an M-dimensional subspace of Q
N
defined
over K, M < N , and let ε > 0. Then there exists a basis x1, ...,xM for V











Another example of a result along the lines of Problem 2 is Cassels’
theorem on small zeros of quadratic forms. We write H for an appropriate
height function to be explicitly defined later.
Theorem 1.1.3 ([7]). Let F be a quadratic form with integral coefficients in









The exponent in the upper bound of (1.4) is best possible as Cassels illustrates
by an example due to Kneser. The constant in our presentation of Cassels’
theorem follows from Lemma 8.1 on p. 87 of [9]. Cassels’ result was generalized
to number fields with the same exponent but different constant in the upper
bound by Raghavan in [23]. More recently, Masser in [19] extended Cassels’
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result to inhomogeneous quadratic polynomials over Q by means of considering
small rational zeros of a rational quadratic form in one more variable with the
condition that this additional variable is not zero.
Theorem 1.1.4 ([19]). Let F be a quadratic form with rational coefficients
in N +1 ≥ 2 variables. Suppose that there exists x = (x0, ..., xN ) ∈ QN+1 such








This implies that if an inhomogeneous quadratic polynomial in N variables
with rational coefficients has a rational zero, then it has a rational zero whose
height is bounded as in (1.5). The exponent in the upper bound of (1.5) is
best possible as demonstrated by an example of Masser.
There are no further known examples of solutions of Problem 2 for
polynomials of higher degree over a fixed number field. In fact, this seems to be
a particularly difficult problem. In this dissertation we produce some further
examples of solutions of Problem 2 with arithmetic conditions extending or
complementing those of stated above well-known results. First we set some
notation.
1.2 Definitions and notation
Throughout this dissertation, let K be a number field of degree d over Q,
OK its ring of integers, DK its discriminant, and M(K) its set of places. For
each place v ∈ M(K) we write Kv for the completion of K at v and let
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dv = [Kv : Qv] be the local degree of K at v, so that for each u ∈ M(Q)
∑
v∈M(K),v|u
dv = d. (1.6)
For each place v ∈ M(K) we define the absolute value ‖ ‖v to be the unique
absolute value on Kv that extends either the usual absolute value on R or C
if v|∞, or the usual p-adic absolute value on Qp if v|p, where p is a prime. We
also define the second absolute value | |v for each place v by |a|v = ‖a‖dv/dv for
all a ∈ K. Then for each non-zero a ∈ K the product formula reads
∏
v∈M(K)
|a|v = 1. (1.7)
For each finite place v ∈ M(K), v - ∞, we define the local ring of v-adic
integers Ov = {x ∈ K : |x|v ≤ 1}, whose unique maximal ideal is Pv = {x ∈
K : |x|v < 1}. Then OK =
⋂
v-∞ Ov.
We extend absolute values to vectors by defining the local heights. For each






























for each x ∈ KN . We refer to H as homogeneous height with sup-norms,
to H as homogeneous height with L2-norms at infinite places, and to h as
inhomogeneous height. The following inequalities for each x ∈ KN can be
immediately seen:
H(x) ≤ H(x) ≤
√
NH(x), H(x) ≤ h(x). (1.13)
We will also need a height function on algebraic numbers, defined by




for each α ∈ K.







∈ QN with all xi
in Z, then
H(x) = max{|x0|, |x1|, ..., |xN |}, (1.15)
and so in case x ∈ ZN we will often write |x| = max{|x1|, ..., |xN |} instead of
H(x).
We will also need the following well known property of height functions.
Lemma 1.2.1. Let x,y ∈ KN , and m,n be positive integers, then
H(mx ± ny) ≤ h(mx ± ny) ≤ (m + n)h(x)h(y). (1.16)
Proof. Notice that for every v - ∞, |m|v, |n|v ≤ 1, and so
max{1, Hv(mx ± ny)} ≤ max{1, Hv(x), Hv(y)}
≤ max{1, Hv(x)}max{1, Hv(y)}.
6
Also, for every v|∞,
Hv(mx ± ny) ≤ mHv(x) + nHv(y)
≤ (m + n) max{Hv(x), Hv(y)}
≤ (m + n) max{1, Hv(x)}max{1, Hv(y)},
and therefore
max{1, Hv(mx ± ny)} ≤ max {1, (m + n) max{1, Hv(x)}max{1, Hv(y)}}
= (m + n) max{1, Hv(x)}max{1, Hv(y)}.
The lemma follows by taking a product.
Notice that all of the height functions we defined are absolute, that
is independent of the field of definition. This is due to our normalization of
absolute values | |v for each v ∈ M(K) with the exponents dvd . Hence for any
vector x ∈ QN we can define height of x over any number field that contains
coordinates of x and all such definitions will be the same. Another important
observation is that due to the product formula the height functions can be
viewed as functions on the corresponding projective space PN(K).
We extend all heights to polynomials by viewing them as height func-
tions of the coefficient vector of a given polynomial. We also define two dif-
ferent heights on matrices. Suppose A = (α1 ... αM) = (anm) is an N × M
matrix with entries in K. We define the height functions H∗(A) and H∗(A)
on matrices by extending the heights H and H to matrices, i.e. by viewing
each such matrix A as a vector (a11, ..., aNM ) in K
NM .
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We also define the heights H(A) and H(A) by
H(A) = H(α1 ∧ ... ∧ αM), H(A) = H(α1 ∧ ... ∧ αM) (1.17)
where ∧ stands for the wedge product of two vectors, and so α1 ∧ ...∧αM is a
vector in
∧M (KN





. Using this last definition we can
extend the notion of height to subspaces of KN . Let V be an M -dimensional
subspace of KN where 1 ≤ M ≤ N , and let x1, ...,xM be a basis for V over
K. Write X = (x1 ... xM) for the basis matrix of V , and define heights of V
by
H(V ) = H(X), H(V ) = H(X). (1.18)
It is not difficult to see that this definition is independent of the choice of
the basis. Suppose that y1, ...,yM is another basis for V over K, and write
Y = (y1 ... yM) for the corresponding basis matrix. Then there exists a non-
singular matrix U with entries in K such that Y = XU , and so
y1 ∧ ... ∧ yM = (det U) x1 ∧ ... ∧ xM , (1.19)
therefore
H(y1 ∧ ... ∧ yM) = H(x1 ∧ ... ∧ xM)
∏
v∈M(K)
| det U |v
= H(x1 ∧ ... ∧ xM), (1.20)
by the product formula (1.7), and similarly for H. Thus H(V ) and H(V )
are well-defined. In general, notice that height functions are well-defined on
projective spaces, since height of x is the same as height of ax for any non-zero
a ∈ K by the product formula.
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Another equivalent way to define heights on matrices and hence on
subspaces H(V ) is the following. Let again X = (x1 ... xJ) be a basis matrix
for a subspace V of KN of dimension M as above. Let I be the collection of all






For each such I ∈ I, let XI be the M × M submatrix of X whose rows are
those rows of X which are indexed by I. The vector of Grassmann coordinates
of V is
Gr(V ) = (det(XI))I∈I ∈ K(
N
M), (1.21)
which is easily seen to be precisely the vector x1∧ ...∧xM . As discussed above,
the height of this vector is an invariant of V , i.e. it does not depend on the
choice of a basis. Therefore
H(V ) = H(X) = H(Gr(V )), H(V ) = H(X) = H(Gr(V )). (1.22)
We will now describe an important duality principle as applied to
heights on subspaces. Suppose that V as above is an M -dimensional sub-
space of KN . There are two different ways to describe V . First let x1, ...,xM
be a basis for V in KN , and write X = (x1 ... xM) for the N ×M basis matrix.
Then V = XKM . On the other hand, there exists an (N − M) × N matrix A
with entries in K such that V is the nullspace of A, that is
V = {x ∈ KN : Ax = 0}. (1.23)
If I ⊆ {1, ..., N}, |I| = M , and I = {1, ..., N} \ I is its complement, then by
a duality theorem of Brill-Gordan [14] (see also Theorem 1 on p. 294 of [15])
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there exists a non-zero constant γ ∈ K
det(XI) = (−1)ε(I)γ det(IA), (1.24)
where det(XI) and det(IA) stand for the corresponding Grassmann coordinates
of X and A respectively, and ε(I) =
∑
i∈I i. Then
Hv(X) = |γ|vHv(A) ∀v ∈ M(K), Hv(X) = |γ|vHv(A) ∀v|∞. (1.25)
Therefore by definition of H(V ), H(V ), and the product formula, we obtain
the following important principle.
Lemma 1.2.2. Let V be an M-dimensional subspace of KN with an N × M
basis matrix X, so that V is also the nullspace of an (N − M) × N matrix A
with entries in K, that is
V = {Xy : y ∈ KM} = {x ∈ KN : Ax = 0}.
Then
H(V ) = H(X) = H(A), H(V ) = H(X) = H(A). (1.26)
We are now ready to state the main results of this dissertation.
1.3 Statement of main results
Let K be a number field, N ≥ 1, M ≥ 0 integers, and let V1, ..., VM be a
collection of proper subspaces of KN . In this dissertation we study algebraic
points of relatively small height outside of such a collection of subspaces that
satisfy additional arithmetic conditions. In particular we prove the existence




(I) In a subspace of KN ,
(II) In a quadratic variety over K,
(III) In a hypersurface over a finite extension of K.
Thus the condition that a point is outside of a collection of subspaces is the
defining one here.
In Chapter 2 we study problem (I). It can be viewed as a generalization
of Siegel’s Lemma with additional conditions. Suppose that W is a non-zero
subspace of KN . Siegel’s Lemma implies the existence of a non-zero point of
bounded height in W . We consider a more general situation. Let V1, ..., VM be
proper subspaces of W . We prove the existence of a point of bounded height
in W \⋃Mi=1 Vi. Our main result in this direction reads as follows.
Theorem 1.3.1. Let K be a number field of degree d. Let N ≥ 2 be an integer,
and let W be a non-zero subspace of KN . Let V1, ..., VM ⊆ W be proper non-


























where the constants C1 and C
i
2 for each 1 ≤ i ≤ M depend on K, N , and
either dimension of W or dimension of Vi respectively.
We provide explicit values for the constants C1 and C2 in Chapter 2. The
dependence of the upper bound in (1.27) on M and on heights of the subspaces
is optimal, as demonstrated for instance by the classical case (K = Q), which
we consider separately producing sharper constants. We also identify two
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important extremal cases of this problem: M = 0 and W = KN . If M = 0,
we produce a simple version of Siegel’s Lemma with an upper bound which
essentially agrees (up to a constant) with that of Bombieri and Vaaler (see
(1.2)). Consider the other extremal case, that is suppose that W = KN , and
assume that dimK(Vi) = N − 1 for each 1 ≤ i ≤ M . Then V1, ..., VM can be
viewed as nullspaces of linear forms L1, ..., LM with coefficients in OK . By the
duality principle of Lemma 1.2.2 we have H(Vi) = H(Li) for each i, 1 ≤ i ≤ M .
Then we prove the existence of a point of small height outside of a collection
of subspaces (or equivalently at which a collection of linear forms does not
vanish). This result can be thought of as a converse of Siegel’s Lemma. We
produce slightly sharper constants in the upper bound in this particular case.
We also produce some basic bounds for this problem that depend only on the
number of linear forms, not on their heights.
In the last section of Chapter 2 we study a different problem related to Siegel’s
Lemma. We apply a classical version of Siegel’s Lemma to produce an orthog-
onal integral basis of small height for a certain inner-product space. Although
the inner-product that we work with is of particular interest, the same simple
method can be applied to any quadratic space.
In Chapter 3 we treat a version of problem (II). Let F (X) ∈ K[X0, ..., XN ]
be a quadratic form and L1(X), ..., LM (X) ∈ K[X0, ..., XN ] be M linear forms
in N + 1 variables with coefficients in a number field K. Suppose that there
exists a point in KN+1 at which the quadratic form vanishes and the linear
forms do not. We want to prove the existence of such a point of bounded
height In other words, we are searching for a small-height zero of a quadratic
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form outside of a collection of subspaces. This problem is logically related to
the problem of Chapter 2 also in the way that we use a basic bound of Chapter
2 (one that depends only on the number of linear forms) in the proof of the
main theorem of Chapter 3. The main result of Chapter 3 is the following.
Theorem 1.3.2. Suppose that there exists a point x ∈ PN(K) such that
F (x) = 0, and Li(x) 6= 0 for each 1 ≤ i ≤ M . Then there exists such a
point x with


























where the constant C3 depends on K, N , and M only.
We provide an explicit value for the constant C3 in Chapter 3. Notice that
Theorem 1.3.2 is a generalization of Masser’s Theorem 1.1.4: in the case K =
Q, M = 1, and L1(X) = X0, Masser’s upper bound (up to a constant) follows
from (1.29).
A simple, but interesting corollary of Theorem 1.3.2 is the following.
Corollary 1.3.3. Let F (X) be a quadratic form in N + 1 variables with
coefficients in the number field K, as above. Let
VK(F ) =
{




Suppose that there exists a non-singular point x ∈ VK(F ). Then there exists
such a point x with
H(x) ≤ C4H(F )
N
2 , (1.31)
where the constant C4 depends on K and N only.
We provide an explicit value for the constant C4 in Chapter 3. Notice that
Corollary 1.3.3 is an extension of Cassels’ Theorem 1.1.3: it guarantees the
existence of a non-singular point with the same (up to a constant) bound
on the height as in Theorem 1.1.3, provided that the given quadratic variety
contains non-singular points.
A natural next step would be to prove the existence of a zero of small
height over a fixed number field for a polynomial of degree M > 2, assuming
that it has non-trivial zeros over this number field. This, however, seems to
be a particularly difficult problem: much less is known about hypersurfaces
of higher degree than about quadrics; in particular, the beautiful geometrical
construction of Cassels [7] that produces a new point in the quadratic variety
from a given one does not have a higher degree analogue. On the other hand,
the problem becomes accessible if we relax the condition that the point in
question must lie in the fixed number field K, and instead search in extensions
of K of degree at most M . We study this problem in Chapter 4.
The main result of Chapter 4 treats problem (III). Let F (X) ∈ K[X1, ..., XN ]
be a homogeneous polynomial of degree M in N variables with coefficients
in K, and let A ∈ GLN(K). Assuming a necessary algebraic condition, we
prove the existence of a point x ∈ QN of bounded height with degK(x) =
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[K(x1, ..., xN ) : K] ≤ M so that F (x) = 0 and Ax ∈ (Q
×
)N . This can be
restated as follows. Let A = (aij)1≤i,j≤N , and define N linear forms Li(X) =
∑N
j=1 aijXj, 1 ≤ i ≤ N . Then we are proving the existence of a zero of F of
bounded height at which none of the linear forms vanish. In other words, we are
still (in a certain form) preserving the original arithmetic conditions of Chapter
2, and complementing them with a vanishing condition on a homogeneous
polynomial of arbitrary degree. The actual theorem reads like this.
Theorem 1.3.4. Let F (X1, ..., XN ) be a homogeneous polynomial in N ≥ 2
variables of degree M ≥ 1 over a number field K with [K : Q] = d, and let
A ∈ GLN(K). Then either there exists a non-zero point y ∈ KN such that
F (y) = 0 and
H(y) ≤ H∗(A−1),




H(x) ≤ C5H∗(A−1)2H(F )1/M , (1.32)
where the constant C5 depends on N and M only.
We provide an explicit value for the constant C5 in Chapter 4. Notice that the
assertion of Theorem 1.3.4, as explained in Chapter 4, can be interpreted as
follows. Consider the set of points S = {A−1ei : 1 ≤ i ≤ N} ⊂ KN , where
e1, ..., eN are the standard basis vectors. Then either F is a very “special”
polynomial that has a zero in S, or F is a generic polynomial, and then it has
a zero of bounded height over Q which is outside of the union of nullspaces
of row-vectors of A. The condition for F to be “generic” is important for the
exponent on H(F ) in the upper bound (1.32) to be 1/M ; assuming only that F
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is not a monomial one can obtain a rougher upper bound with exponent 1 on
H(F ) in (1.32). Chapter 4 is concluded with a brief discussion of small-height
simultaneous zeros of a collection of polynomials of arbitrary degrees over Q.
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Chapter 2
Points of small height outside of a collection of
subspaces
2.1 Introduction
The name Siegel’s Lemma is usually used to denote results about small-height
solutions of a system of linear equations. Such a result in a simple form was
first proved by Thue in 1909 ([30], pp. 288-289) using the Dirichlet’s box
principle. Siegel ([27], Bd. I, p. 213, Hilfssatz) was the first to formally state
this principle in the classical case. He proved the following.
Theorem 2.1.1 ([27]). Let A = (aij) be an M × N , matrix with integer
entries, where M < N and rank of A is M . Let |A| = max1≤i≤M,1≤j≤N |aij|,
then there exists a non-zero point x ∈ ZN such that Ax = 0 and
|x| ≤ (N |A|) MN−M . (2.1)
Notice that by the duality of Lemma 1.2.2, we can view results of this kind
as statements about points of small height in a given subspace, namely the
nullspace of A. This principle in its general form due to Bombieri and Vaaler is
represented by our Theorem 1.1.1. Results of this sort were originally treated
as important technical lemmas used in transcendental number theory and dio-
phantine approximations for the purpose of constructing a certain auxiliary
17
polynomial (see [5] and [3] for more information). Nowadays it has evolved
as an important result in its own right; it can, for instance, be viewed in the
context of Problem 2 that we stated in Chapter 1.
In this chapter we consider a generalization of this problem. Let K be a
number field, and let W be a subspace of KN , N ≥ 1. Let V1, ..., VM be proper
subspaces of W . We want to prove the existence of a non-zero point of small
height in (W ∩ONK) \
⋃M
i=1 Vi providing an explicit upper bound on the height
of such a point. We produce a version of Siegel’s Lemma as a special case of
this problem when M = 0. We separately discuss another interesting special
case of our main result. Suppose that W = KN , and let L1(X), ..., LM (X) be
M linear forms in N variables with coefficients in K. We want to prove the
existence of a point x in ONK of relatively small height such that Li(x) 6= 0 for
every i = 1, ...,M (i.e. x is outside of the union of nullspaces of linear forms).
Hence this less general problem can also be restated in the following form.
Problem 3. Given a collection of (N −1)-dimensional subspaces V1, ..., VM in
KN , prove the existence of a point of small height outside the union
⋃M
i=1 Vi
with an explicit bound on height.
In section 2.2 we consider a certain more general version of Problem 3 and
produce some basic results. Namely, given a polynomial in N variables of
degree M we prove existence of an integral (and algebraic) point, whose height
is bounded above by an expression that depends only on N and M , at which
this polynomial does not vanish. In sections 2.3 and 2.4 we present some
results on the problem of counting integer lattice points in closed boxes in RN .
18
Results of section 2.3 are due to Vaaler and presented here with his permission
for the purpose of self-containment. In section 2.5 we consider the classical
case K = Q. In section 2.6 we consider the general problem in the number
field case and prove Theorem 2.6.1, which is an effective version of Theorem
1.3.1. This is the main result of this chapter. In section 2.7 we exhibit a simple
application of our results by relating them to a discrete analogue of the Tarski
plank problem.
In section 2.8 we consider a different problem, which is an application of Siegel’s
Lemma. We consider a certain inner-product space, which is quite important
in harmonic analysis, and produce an orthogonal integral basis of small height
for it. The simple technique we use in applying Siegel’s lemma can easily be
used to obtain similar results for other quadratic spaces as well.
2.2 Basic bounds
In this section we prove the existence of integral (and algebraic) points of small
height (and length) at which a given polynomial (homogeneous and not) in N
variables of degree M does not vanish. Our bounds on height depend on M
and N only.
First let
M′ = M′(N,M) = {m ∈ ZN≥0 : m1 + ... + mN ≤ M}.
Then let







N ∈ C[X1, ..., XN ],
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be a polynomial (not necessarily homogeneous) in N ≥ 1 variables of degree
M ≥ 1 with coefficients in C. In the next lemma C can be replaced with any
algebraically closed field in which F has its coefficients. We write degXi(F )
for degree of F in the variable Xi for each 1 ≤ i ≤ N , and deg(F ) for the total
degree of F . Let
m(F ) = max
1≤i≤N
degXi(F ),
then m(F ) ≤ deg(F ) = M .
Lemma 2.2.1. Suppose F (X) is not identically 0. Let S ⊆ C be a set of
elements of cardinality at least m(F ) + 1. Then there exists q ∈ SN such that
F (q) 6= 0.
Proof. Idea for the following argument was suggeted to me by Professor Sin-
nou David. We argue by induction on N . First suppose N = 1. Then our
polynomial is of the form
F (X) = fm(F )X
m(F ) + ... + f1X + f0 ∈ C[X],
and F has at most m(F ) roots. Since |S| > m(F ), there must exist q ∈ S such
that F (q) 6= 0. Now suppose the lemma has been proved for all polynomials
in k variables for any 1 ≤ k < N . Recall that for each 1 ≤ i ≤ N , degXi(F ) ≤
m(F ).
Since F is not identically zero, there must exist x ∈ CN−1 such that
F (x, XN ) is not identically 0. Since F (x, XN) is a polynomial in one variable,
by the base of induction there exists qN ∈ S such that F (x, qN) 6= 0. Let
P (X1, ..., XN−1) = F (X1, ..., XN−1, qN),
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then P is not identically 0, and m(P ) ≤ m(F ). By induction hypothesis,
there exists q ∈ SN−1 such that P (q) 6= 0. Then (q, qN) ∈ SN and F (q, qN) =
P (q) 6= 0.
The assertion of Lemma 2.2.1 can also be deduced as a simple corollary
from Lemma 1 on p. 261 of [8]. Notice that the assertion of Lemma 2.2.1
is best possible (i.e. |S| must be at least m(F ) + 1) as seen on the following
example. Let S = {α1, ..., αM} ⊂ C, and let








Then for each q ∈ SN , we have F (q) = 0.
Lemma 2.2.2. Let F be as in Lemma 2.2.1. There exists q ∈ ZN with qi 6= 0
for all 1 ≤ i ≤ N , F (q) 6= 0, and
|q| ≤ M + 2
2
. (2.2)



























≥ M + 1. Hence, by Lemma 2.2.1, there must exist
q ∈ SN such that F (q) 6= 0.
Now assume that F is homogeneous and M ≥ 1. Notice that if for any
1 ≤ i ≤ N the “diagonal” coefficient fMei 6= 0, then F (ei) = fMei 6= 0, and we
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are done. Hence assume fMei = 0 for all 1 ≤ i ≤ N . Then each monomial of
F has degree M and is a product of powers of at least two variables. Therefore























≥ M ≥ m(F ) + 1. Hence, by Lemma 2.2.1, there
must exist q ∈ SN such that F (q) 6= 0. This completes the proof.
A better basic bound follows from Lemma 2.2.1 if we allow the point
in question to have algebraic coordinates.
Lemma 2.2.3. Let F be as above, and let K be a number field of degree d.
There exists a constant CK(N) and x ∈ ONK such that F (x) 6= 0, and




x ∈ K : |x|v ≤ 1 ∀ v - ∞, |x|d/dvv ≤ C(K)M 1/d ∀ v|∞
}
,
where C(K) is a positive field constant to be specified later. By [17] (Theorem
0, p. 102) there exist constants A(K) and B(K) such that









so that |SM(K)| ≥ 2M ≥ M + 1. By Lemma 2.2.1 there must exist x ∈
SM(K)







= C(K)M 1/d. (2.6)
This completes the proof.







for each q ∈ ZN . Consider q of Lemma 2.2.2. Notice that
L(q) ≤ N |q| ≤ N(M + 2)
2
. (2.8)
This is a trivial bound. Next we want to produce a non-trivial bound on L(q).
Let N ≥ 2, M ≥ 1 be integers, and write
M = M(N,M) =
{
m ∈ ZN+ : m1 + ... + mN = M
}
.
For the rest of this section, let






mN ∈ C[X1, ..., XN ],
be a non-zero homogeneous polynomial in N variables of degree M with coef-
ficients in C.
Lemma 2.2.4. Let F be as above. There exists a point q ∈ ZN such that




Proof. If M = 1, then F is just a linear form in N ≥ 2 variables. Its nullspace
has dimension N − 1, and so cannot contain all the standard basis vectors.
Therefore there exists x ∈ ZN with L(x) = 1 and F (x) 6= 0. From now
on assume that M ≥ 2. We can also assume that for each 1 ≤ i ≤ N , the
coefficient fMei = 0, where e1, ..., eN are the standard basis vectors, since if
for some 1 ≤ i ≤ N , fMei 6= 0, then F (ei) = fMei 6= 0.
We argue by induction on N . First suppose that N = 2, then we can
write























1 is a polynomial in one variable of degree
at most M − 2, therefore it can have at most M − 2 nonzero roots, and so
there must exist an integer β with |β| ≤ M−2
2
+ 1 such that F (β, 1) 6= 0. Then
q = (β, 1) is the required point with
L(q) ≤ M + 2
2




since M ≥ 2.
Next assume N > 2. For each 1 ≤ i ≤ N , define Fi, i-th section of F ,
to be the homogeneous polynomial in N − 1 variables of degree M obtained
from F by setting i-th variable equal to 0. First suppose that all sections of
F are identically zero, then
F (X1, ..., XN ) = X1...XNG(X1, ..., XN ),
where G is a homogeneous polynomial of degree M − N (this is only possible
if N ≤ M). By Lemma 2.2.2 and (2.8), there exists q ∈ ZN such that qj 6= 0
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for all 1 ≤ j ≤ N , G(q) 6= 0, and
L(q) ≤ N
2
(M − N + 2).










then f achieves its maximum when x = M+2
2








Next assume that for some 1 ≤ i ≤ N , Fi is not identically zero. Then we are
done by the inductive hypothesis. This completes the proof.
Notice that observations of (2.8) and Lemma 2.2.4 can be summarized
as follows.
Proposition 2.2.5. Let F be as above. There exists a point q ∈ ZN such that












where [ ], as above, stands for the integer part function.
Now suppose that F is irreducible. In that case the bound of Proposi-
tion 2.2.5 can be trivially improved.
Corollary 2.2.6. Let F as above be irreducible. There exists a point q ∈ ZN












Proof. Since F is irreducible XN - F , therefore
F ′(X1, ..., XN−1) = F (X1, ..., XN−1, 0)
is not identically 0. Applying Proposition 2.2.5 to F ′ finishes the proof.
2.3 Lattice points in an aligned box
In the next two sections we produce estimates for the number of points of a
sublattice of the integer lattice in a closed cube in RN . These estimates are
later used to prove our main theorem.
All results of this section are due to Vaaler ([36]), and are presented
here with his permission. Let A = (amn) be an N × N , uppertriangular,
nonsingular matrix with real entries. Let um < vm for m = 1, 2, . . . , N and
write
R(u,v) = {x ∈ RN : um < xm ≤ vm}.
We will be interested in estimating the number of points ξ in ZN such that
Aξ belongs to the aligned box R(u,v). To begin with we have the following
special result.
Lemma 2.3.1. Assume that a11 = a22 = · · · = aNN = 1 and vm − um is a
positive integer for each m = 1, 2, . . . , N . Then




(vm − um). (2.12)
Proof. We argue by induction on N . If N = 1 the result is trivial because one
easily checks that the number of integer points ξ1 such that u1 < ξ1 ≤ v1 is
equal to [v1] − [u1]. As v1 − u1 is an integer we find that [v1] − [u1] = v1 − u1.
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Now assume that N ≥ 2. Let η be a point in ZN−1 with coordinates
indexed by n = 2, 3, . . . , N . Then define




amnηn ≤ vm for m = 2, 3, . . . , N}.





(vm − um). (2.13)
If η is a point in IN−1 then the number of integer points ξ1 such that
u1 < ξ1 + a12η2 + a13η3 + · · · + a1NηN ≤ v1, (2.14)
















satisfies the condition Aξ ∈ R(u,v) if and only if η ∈ IN−1 and ξ1 satisfies
(2.14). We have shown that the number of such points is
(v1 − u1)|IN−1|,
and this proves the lemma.
If we drop the condition that each edge length vm − um is an integer
then we get the following estimates.








([vm − um] + 1). (2.15)
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Proof. When proving the lower bound on the left of (2.15) we can assume that
1 ≤ vm − um for each m = 1, 2, . . . , N . Now select real numbers u′m and v′m so
that
um ≤ u′m < v′m ≤ vm and v′m − u′m = [vm − um], for m = 1, 2, . . . , N.
As R(u′,v′) ⊆ R(u,v) the inequality follows from Lemma 2.3.1. To obtain
the upper bound on the right of (2.15) we argue in essentially the same way.
Select real numbers u′′m and v
′′
m so that
u′′m ≤ um < vm ≤ v′′m and v′′m − u′′m = [vm − um] + 1, for m = 1, 2, . . . , N.
Then R(u,v) ⊆ R(u′′,v′′), and again the inequality follows from Lemma
2.3.1.
Next we drop the condition that the diagonal entries of the matirx A
are all equal to 1.
Corollary 2.3.3. Assume that the diagonal entries a11, a22, . . . , aNN are all

















2.4 Lattice points in cubes
In this section we focus on the case when the box of section 2.3 is actually a
cube, and in this case extend the estimate of section 2.3 to lattices of not full
rank.
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For the rest of this chapter, let R ≥ 1, and define
CNR = {x ∈ RN : |x| ≤ R},
to be a cube in RN centered at the origin with sidelength 2R. Given a lattice
Λ of rank N and determinant ∆, we first want to estimate the number of
points of Λ in CNR . If the uppertriangular matrix A with a fixed determinant
∆ in Corollary 2.3.3 is such that all diagonal entries amm ≥ c for some positive
constant c, then the right hand side of (2.16) takes its maximum value when
amm = c for N − 1 distinct values of m. This leads to the following corollary.
Corollary 2.4.1. Let Λ be a lattice of full rank in RN of determinant ∆ such
that there exists a positive constant c and a basis matrix A = (amn)1≤m,n≤N of
Λ with diagonal entries amm ≥ c for all 1 ≤ m ≤ N (in particular, this is true
with c = 1 if Λ ⊆ ZN). Then for each point z in RN we have
(2R)N
∆











This upper bound is best possible as seen on the example of
Λ = spanZ{e1, ..., eN−1, ∆eN}.
Now suppose that Λ of Corollary 2.4.1 is not of full rank.
Theorem 2.4.2. Suppose that Λ ⊆ ZN is a lattice of rank N − l, where
1 ≤ l ≤ N − 1. Let ∆ be the maximum of absolute values of Grassmann
coordinates of Λ. Then for each point z in RN we have






(2R + 1)N−l−1. (2.18)
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Proof. Pick ek1 , ..., ekl such that the lattice spanZ{Λ, ek1 , ..., ekl} ⊆ ZN has
rank N . Write X = (x1 . . . xN−l) for the N × (N − l) basis matrix of Λ.
Let k = (k1, ..., kl), and let ∆k be absolute value of the k-th Grassmann
coordinate of X and so of Λ (i.e. ∆k is absolute value of the (N − l)× (N − l)
subdeterminant of X obtained by removing the rows numbered k1, ..., kl; this
is an invariant of the lattice). Let Lk1 , ..., Lkl be distinct prime numbers so
that Lki - ∆k for each 1 ≤ i ≤ l. Define
Ωk = spanZ{x1, ...,xN−1, Lk1ek1 , ..., Lklekl}. (2.19)
Then Λ ⊂ Ωk ⊆ ZN , Λ 6= Ωk, and Ωk is a lattice of rank N . Notice that
ek1 , ..., ekl /∈ Ωk.
Choose an integer basis α1, ...,αN for Ωk so that the N × N basis
matrix A = (α1 . . . αN) is upper triangular, and
0 ≤ anj < ann ∀ 1 ≤ n ≤ N, 1 ≤ j ≤ N, j 6= n. (2.20)










Fix an s, 1 ≤ s ≤ l. Since Lks is prime, Lks|ann for some 1 ≤ n ≤ N , and
since Lks - ∆k this is the only ann that Lks divides. Since Lkseks ∈ Ωk and A









αsiaij, ∀ j 6= ks.
Case 1. Suppose ks = N . Then LN = αsNaNN , which implies that
either αsN = LN , aNN = 1, or αsN = 1, aNN = LN . However, if aNN = 1,
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then by (2.20) aNi = 0 for all 1 ≤ i ≤ N − 1, and so αN = eN ∈ Ωk, which is
a contradiction. Therefore aNN = LN .
Case 2. Suppose ks < N . Then αsNaNN = 0, and so αsN = 0.
Then αs(N−1)a(N−1)(N−1) + αsNaN(N−1) = 0, which means that αs(N−1) = 0.




αsiaiks = αskaksks . By the same argument as in case 1, this means
that aksks = Lks .
Therefore we proved that aksks = Lks for all 1 ≤ s ≤ l, and each Lks




ann = ∆k. (2.21)
Applying Corollary 2.4.1, we see that for any z ∈ RN ,


















Since our choice of Lk1 , ..., Lkl was arbitrary, we will now let Lks → ∞ for all
1 ≤ s ≤ l, and so




























The right hand side of (2.23) takes its maximum value when ann = 1 for
N − l − 1 distinct values of n. Therefore, applying (2.21) we obtain






(2R + 1)N−l−1. (2.24)
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We can now specify how we select k. We want to do it so that the upper
bound in (2.24) is minimized. For this, let k be such that ∆k is the maximal
among all the Grassmann coordinates of Λ, and call this maximum value ∆
(notice that if ∆k 6= 0, then the lattice spanZ{Λ, ek1 , ..., ekl} ⊆ ZN has rank
N). This completes the proof.
Proposition 2.4.3. Suppose that Λ is a lattice (i.e. a free Z-module) of rank
N − l in RN , where 1 ≤ l ≤ N − 1. Let ∆ be the maximum of absolute values
of Grassmann coordinates of Λ. Then
(2R)N−l
(N − l)N−l∆ ≤ |Λ ∩ C
N
R |. (2.25)
Proof. Pick a basis x1, ...,xN−l for Λ and write X = (x1 ... xN−l) for the
corresponding N × (N − l) basis matrix. Let A be an l ×N matrix such that
Ax = 0 for each x ∈ Λ. Write ∆i1...iN−l for the Grassmann coordinate of
X, which is the determinant of the submatrix of X whose rows are indexed
by i1, ..., iN−l ∈ {1, ..., N}. Write δj1...jl for the Grassmann coordinate of A,
which is the determinant of the submatrix of A whose columns are indexed by
j1, ..., jl ∈ {1, ..., N}. By (1.24) we have
∆i1...iN−l = (−1)i1+...+iN−l γ δiN−l+1...iN , (2.26)
for an appropriate γ ∈ R, where {i1, ..., iN−l, iN−l+1, ..., iN} = {1, ..., N}. We
can assume without loss of generality that
∆ = |∆1...(N−l)| = |γ||δ(N−l+1)...N |. (2.27)
Let X ′ be the (N − l) × (N − l) submatrix of X whose rows are indexed by
1, ..., (N − l), and let Λ′ be a lattice of full rank in RN−l generated by the
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column vectors of X ′. Then det(Λ′) = det(X ′) = ∆, and so, by the lower
bound of Corollary 2.4.1




Suppose that y = (y1, ..., yN−l) ∈ Λ′ ∩ CN−lR , then |y| = max1≤i≤N−l |yi| ≤
R, where R ≥ 1. There exists z = (z1, ..., zl) ∈ Rl such that (y, z) =
(y1, ..., yN−l, z1, ..., zl) ∈ Λ. We want to establish an upper bound on |z|. By
equation (4) on page 293 of [15], every point x ∈ Λ must satisfy the following




δi1...il−1jxj = 0, (2.29)
where i1, ..., il−1 assume all possible values; only N − l of these equations
are linearly independent. It is easy to see that the sum on the left side of
each equation like (2.29) has only N − l + 1 terms: there are only N − l + 1
possibilities for j since the l − 1 values i1, ..., il−1 have been preassigned. For
each N − l + 1 ≤ i ≤ N let Ii = {N − l + 1, ..., N} \ {i}, then the following l





(N−l+1)...Nxi = 0. (2.30)
Substitute the coordinates of the point (y, z) into (2.30), then we see that for


































∣ ≤ 1 by construction, since δ(N−l+1)...N is the biggest
in absolute value among all the Grassmann coordinates of A, and |y| ≤ R.
Therefore for each y ∈ Λ′ ∩ CN−lR there exists z ∈ Rl such that (y, z) ∈
Λ ∩ CN(N−l)R, hence




(N − l)N−l∆ . (2.33)
This completes the proof.
Notice that Theorem 2.4.2 deals only with a sublattice of the integer lattice
while Proposition 2.4.3 deals with any lattice in RN .
2.5 Classical case
In this section we consider the following problem. Given a subspace W of
RN and a collection of proper subspaces V1, ..., VM of W we want to prove the
existence of a non-zero integral point of small height in W \
⋃M
i=1 Vi.
We start with a discussion of a partial case of this problem, namely let
W = RN and let V1, ..., VM be (N − 1)-dimensional subspaces of RN , that is
V1, ..., VM are nullspaces of linear forms with integer coefficients. Then, given
a collection of non-zero linear forms with integer coefficients, we want to prove
the existence of an integer lattice point at which none of these linear forms
would vanish.
A basic bound that depends only on the number of linear forms follows
from results of section 2.2. If L1, .., LM are non-zero linear forms in N variables
with coefficients in C, take F (X) = L1(X) · · ·LM(X). By Lemma 2.2.2, there
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exists an integer lattice point x such that F (x) 6= 0, and so Li(x) 6= 0 for all
1 ≤ i ≤ N , with
|x| ≤ M + 1
2
. (2.34)
Moreover, if the linear forms have integer coefficients, then a bound of the
form |x| ¿N M (N−1)/N follows from [2].
We want to produce a result that depends on the actual linear forms,
not just on their number. We will relate this problem to the lattice point
counting problem of sections 2.3 and 2.4.
Theorem 2.5.1. Let L1(X), ..., LM (X) ∈ Z[X1, ..., XN ] be non-zero linear
forms, given by
Li(X) = qi · X, qi ∈ ZN ∀ 1 ≤ i ≤ M,
so that qi 6= 0 for all 1 ≤ i ≤ M , and each qi has relatively prime coordinates.
Then there exists x ∈ ZN such that
Li(x) 6= 0










Proof. For any 1 ≤ i ≤ M , let
Vi = {x ∈ RN : Li(x) = 0},
and define Λi = Vi ∩ ZN , then Λi is a lattice of rank N − 1 in RN . Let ∆i be
the maximum of Grassmann coordinates of Λi. By Theorem 2.4.2,






(2R + 1)N−2. (2.36)
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By the duality principle of Brill-Gordan (Lemma 1.2.2)
∆i = |qi|,
since qi has relatively prime coordinates. Putting this together with (2.36),
we obtain





























|Λi ∩ CNR |











Notice, on the other hand, that if R is a positive integer, then
|CNR ∩ ZN | = (2R + 1)N .
Putting this together with (2.37), we see that if
























− (M − 1) > 0,










This completes the proof.
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Theorem 2.5.1 produces a better bound than (2.34) for linear forms
with suffciently large heights. Also, suppose that N is fixed and M grows.
Then our collection must contain linear forms with relatively large heights,
since there are only finitely many vectors of height ≤ C in ZN for each C.
This is definitely the more interesting situation, since if M < N or if the two
are comparable, there must exist integer lattice points of height ¿ N at which
the linear forms do not vanish.
Next we consider the general problem of finding an integral point of
small height in a real vector space outside of a collection of subspaces.
Theorem 2.5.2. Let W ⊆ RN be a subspace of dimension w, 1 ≤ w ≤ N , so
that dimQ(W ∩ QN) = w. Let V1, ..., VM be proper non-zero subspaces of W .






















Proof. For each 1 ≤ i ≤ M let li be the dimension of Vi, then 0 < li < w.
Define Ω = W ∩ ZN and Λi = Ω ∩ Vi for each 1 ≤ i ≤ M . Then Ω is a
sublattice of ZN of rank w, and each Λi is a sublattice of Ω of rank li ≤ w− 1.
Let ∆ be the maximum of absolute values of the Grassmann coordinates of
Ω, and hence of W . In the same manner define ∆1, ..., ∆M for all subspaces
V1, ..., VM respectively. Define a function of a positive real variable R



































(2R + 1)li−1, (2.41)
where the last inequality follows by Theorem 2.4.2 and Proposition 2.4.3. No-





with |x| ≤ R. Hence ideally we want to find the smallest R so that fW (R) > 0.
Recall that li ≤ w− 1 for each i, and we can assume without loss of generality
that R ≥ 1. Then using (2.41), we have






























R − 3w−2M > 0. (2.42)

















Now notice that since Gr(W ), Gr(V1), ..., Gr(VM ) are vectors with integer co-
ordinates, we have
H(W ) = ∆, H(Vi) = ∆i, ∀ 1 ≤ i ≤ M. (2.44)
The conclusion of the theorem follows.
Suppose that we have M = 0 in Theorem 2.5.2, that is we are look-
ing for a point of small height in W without additional conditions. Then,
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combining (2.40), (2.41), and (2.44) we can introduce a counting function







We now want to find a value of R ≥ 1 such that fW (R) ≥ 2; this would imply













This proves the following version of Siegel’s Lemma.
Corollary 2.5.3. Let W ⊆ RN be a subspace of dimension w, 1 ≤ w ≤ N ,










On the other hand, if w = N in Theorem 2.5.2, then we obtain a point


















i.e. a version of Theorem 2.5.1. Hence Theorem 2.5.2 should be thought of as
a combination of Siegel’s Lemma and an inverse problem of finding a point of
small height outside of a collection of subspaces.
Another immediate corollary of Theorem 2.5.2 in case when M = 1 is
a sharper bound for a special case of Faltings’ version of Siegel’s Lemma (see
[12], [16], and [11]).
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Corollary 2.5.4. Let V and W be real vector spaces of respective dimensions
d1 and d2. Let Ω1 = V ∩ Zd1 and Ω2 = W ∩ Zd2. Let ρ : V −→ W be a linear
map such that ρ(Ω1) ⊆ Ω2. Let U = ker(ρ), and let Ω = U ∩ Ω1. Let J be
the rank of Ω. Then for any subspace U0 of U which does not contain Ω there







Faltings’ lemma is more general: it works with Ω1, Ω2, and Ω being any lattices
in V , W , and U respectively, as well as any choice of norms on V and W (our
height is the sup-norm). However, the upper bound on H(x) which follows







where d3 = dimR(U) and d0 = dimR(U0), so that d1 > d3 > d0 and d3 ≥
J . Faltings’ method of proof is different from ours: it relies on Minkowski’s
theorem about successive minima.
2.6 Number field case
In this section we generalize the discussion of section 2.5 to the number
field case. Let K be a number field of degree d. Let L1(X), ..., LM (X) ∈
K[X1, ..., XN ] be non-zero linear forms. We want to prove the existence of a
point of small height in KN at which none of these linear forms would vanish.
A basic bound that depends only on the number of linear forms follows
from results of section 2.2. Take F (X) = L1(X) · · ·LM(X). By Lemma 2.2.3,
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there exists a point x ∈ ONK such that F (x) 6= 0, and so Li(x) 6= 0 for all
1 ≤ i ≤ N , with
H(x) ≤ CK(N)M 1/d, (2.47)
for an appropriate field constant CK(N). Next we want to produce a bound
that would depend on the heights of linear forms, not just on their number.
This is a precise version of Theorem 1.3.1. In fact, we will again consider a
more general problem: given a subspace W of KN and a collection V1, ..., VM
of subspaces of W , we want to prove the existence of a point of small height
in W \ ⋃Mi=1 Vi. We again relate this problem to the lattice point counting
problem of sections 2.3 and 2.4.
Theorem 2.6.1. Let K be a number field of degree d with discriminant DK
and r2 complex places. Let N ≥ 2 be an integer, and let W be a subspace of
KN of dimension w, 1 ≤ w ≤ N . Let V1, ..., VM ⊆ W be proper subspaces




∩ ONK such that
H(x) ≤
(






































Proof. We write DK for the discriminant of the number field K everywhere
below. Let
σ1, ..., σr1 , τ1, ..., τr2 , ..., τ2r2
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be the embeddings of K into C with σ1, ..., σr1 being real embeddings and
τi, τr2+i = τ̄i for each 1 ≤ i ≤ r2 being the pairs of complex conjugate embed-
dings. For each α ∈ K and each complex embedding τi, write τi1(α) = <(τi(α))
and τi2(α) = =(τi(α)), where < and = stand respectively for real and imaginary
parts of a complex number. We will view τi(α) as a pair (τi1(α), τi2(α)) ∈ R2.
Then d = r1 + 2r2, and for each N ≥ 1 we define an embedding
σN = (σN1 , ..., σ
N
r1
, τN1 , ..., τ
N
r2











v|∞ dv = d. Then σ
N(ONK) can be viewed as a lattice of full rank in
RNd.
For a positive real number R let CNdR be the cube with sidelength 2R
centered at the origin in RNd, as above. Let V be a subspace of KN of
dimension l, 1 ≤ l ≤ N . We want to estimate the number of lattice points in
the slice of a cube by σN(V ). Let

















Notice that we obtain inequalities in (2.50) instead of equality as in Theorem
2 of [31] because we use a different height; the exponent d on H(V ) appears
because our height is absolute unlike the one in Theorem 2 of [31]. Finally,
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the constant 2−r2 appears because we use a slightly different embedding into
RNd than that in Theorem 2 of [31] (see Lemma 2 on p. 115 of [17]).
On the other hand, let x1, ...,xld be a basis for Λ(V ) as a lattice in
RNd, and write X = (x1 ... xld) = (xij) for the Nd × ld basis matrix. Then
each row of X consists of blocks of all conjugates of l algebraic integers from
OK . If I ⊂ {1, ..., Nd} with |I| = ld, then write XI for the ld × ld submatrix
of X whose rows are rows of X indexed by I. In other words, XI is the I-th
Grassmann component matrix of X. Then each row of XI again consists of
blocks of all conjugates of l algebraic integers from OK .
Let {v1, ..., vr1} ⊂ M(K) be places corresponding to the real embed-
dings σ1, ..., σr1 , and let {u1, ..., ur2} ⊂ M(K) be places corresponding to the
complex embeddings τ1, ..., τr2 . Let α ∈ OK , then |α|v ≤ 1 for all v - ∞, and
so |α|v ≥ 1 for at least one v|∞, call this place v∗. If v∗ is real, say v∗ = vj
for some 1 ≤ j ≤ r1, then |σj(α)| ≥ 1. If v∗ is complex, say v∗ = uj for some
1 ≤ j ≤ r2, then
√
τj1(α)2 + τj2(α)2 ≥ 1, hence max{|τj1(α)|, |τj2(α)|} ≥ 1√2 .
Therefore,




in other words maximum of Euclidean absolute values of all conjugates of an
algebraic integer is at least 1√
2
. Therefore maximum of Euclidean absolute





By the Cauchy-Binet formula,
max
|I|=ld


















Let J ⊂ {1, ..., Nd} with |J | = ld be such that | det(XJ)| = max|I|=ld | det(XI)|,
and let Ω(V ) be the lattice of full rank in Rld spanned over Z by the column























For convenience, we denote det(Ω(V )) by ∆(V ). By Corollary 1 on p. 13 of [8],
we can select a basis for Ω(V ) so that the basis matrix is upper triangular, all
of its nonzero entries are positive, and maximum entry of each row occurs on
the diagonal. Each of these maximum values is at least 1√
2
, since each row still
consists of blocks of all conjugates of l algebraic integers from OK . Therefore
the lattice Ω(V ) satisfies the conditions of Corollary 2.4.1 with c = 1√
2
. Hence










2 R + 1)ld−1. (2.53)
On the other hand, by Proposition 2.4.3,





since ∆(V ) is the maximum of absolute values of Grassmann coordinates of
Λ(V ).
For future use, we also need to define a projection ϕV : Λ(V ) −→ Ω(V ),
given by our construction. Namely, if Xy ∈ Λ(V ) for some y ∈ ZNd, then
ϕV (Xy) = XJyJ , where yJ ∈ Zld is obtained from y by removing all the
coordinates which are not indexed by J . It is quite easy to see that ϕV is a
Z-module isomorphism.
Now let W be a w-dimensional subspace of KN , and let V1, ..., VM be
M proper subspaces of W of respective dimensions 1 ≤ l1, ..., lM ≤ w − 1. For
a real number R ≥ 1, let
SR(W ) = {x ∈ W ∩ ONK : max
v|∞
Hv(x) ≤ R},
and for each 1 ≤ i ≤ M , let SR(Vi) = SR(W )∩ Vi. Define a counting function




















so that if fW (R) > 0 then there exists a point of height at most R in W ∩ONK
outside of
⋃M
i=1 Vi. Thus we want to find the minimal possible R for which
fW (R) > 0.





max{|σ1(xj)|, ..., |σr1(xj)|, |τ1(xj)|, ..., |τr2(xj)|},
hence σN(SR(W )) = σ
N(W ∩ ONK) ∩ CNdR , and so |SR(W )| = |σN(SR(W ))| =
|Λ(W )∩CNdR |, since σN is injective. Also, for each 1 ≤ i ≤ M the map ϕVi ◦σN







therefore y ∈ Ω(Vi) ∩ C lidR . This means that for each 1 ≤ i ≤ M , we have
|SR(Vi)| ≤ |Ω(Vi) ∩ C lidR |. Hence we have proved that




|Ω(Vi) ∩ C lidR |,









































































, and let AW = (2wd)
wd∆(W ), and define
gW (R) = R
d+1 − AW xR − AW M,





R(w−1)d−1gW (R). Hence we want to determine





























x − AW M
≥ (Bd+1W − AW )M
+ BW (B
d
W − AW )x1+1/d − AW BW M
1
d+1
≥ (Bd+1W − AW (BW + 1))M
+ BW (B
d
W − AW )x1+1/d > 0,
for all M and x if BW ≥ 1, and BdW − 2AW > 0, hence we can choose
BW = (2AW )
1/d + 1 = 2w+
1








H(W ) + 1, (2.56)










































































then fW (R) > 0. This completes the proof.































which is essentialy (up to a constant) the bound of Theorem 2.5.2. Hence
Theorem 2.6.1 is truly a generalization of Theorem 2.5.2. Another interesting
observation is that in the case when W = KN and V1, ..., VM is a collection of
nullspaces of linear forms (i.e. w = N and li = N − 1 for each 1 ≤ i ≤ M),
Theorem 2.6.1 produces a better bound than (2.47) when linear forms have
sufficiently large heights. In fact, an effective version of (2.47) can be derived











































Also notice that we can produce the following simple version of Siegel’s
Lemma over a number field by combining (2.55) and (2.52): the upper bound
exhibits the best possible exponent on H(W ); the constant is of course not
best possible. This is an alternative way to produce a Siegel’s Lemma over a
number field using an elementary construction.
Corollary 2.6.2. Let W ⊆ KN be a subspace of dimension w, 1 ≤ w ≤ N .





















Notice that if R is such that fW (R) ≥ 2, then there must exist a non-zero
point x ∈ W ∩ ONK with H(x) ≤ R. Thus we will look for R ≥ 1 so that
(2R)wd
(wd)wd∆(W )






































This completes the proof.
Notice that the upper bound of Corollary 2.6.2 reduces to the upper bound of






Another interesting immediate corollary of Theorem 2.6.1 in the case
M = 1 is the following subspace extension lemma.
Corollary 2.6.3. Let K be a number field as in Theorem 2.6.1. Let N ≥ 2 be
an integer, and let W be a subspace of KN of dimension w, 1 < w ≤ N . Let
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V ⊆ W be a proper subspace of W of dimension (w − 1) ≥ 1. There exists a
point x ∈ ONK such that W = spanK{V,x}, and
H(x) ≤
(









where the constants C1K,N (W ) and C
2
K,N (V ) are as in (2.49).
Finally notice that one can produce the full power of Bombieri - Vaaler
version of Siegel’s Lemma (Theorem 1.1.1) as a corollary of Theorem 2.6.1.
The upper bound may be weaker, but this demonstrates a new approach to
the well-known principle. Here is the idea. If W is a subspace of KN of
dimension w, then Corollary 2.6.2 yields a non-zero point x1 ∈ W ∩ ONK of
bounded height. Let V1 = Kx1 ⊆ W , dimK(V1) = 1. By Theorem 2.6.1, there
exists x2 ∈ (W \ V1) ∩ ONK of bounded height. Let V2 = spanK{x1,x2} ⊆
W , dimK(V2) = 2. Continue iteratively applying Theorem 2.6.1 in the same
manner, obtaining a filtration of subspaces
V1 = Kx1 ⊂ V2 = spanK{x1,x2} ⊂ ... ⊂ Vw = spanK{x1, ...,xw} = W.
This provides a full basis x1, ...,xw ∈ ONK for W . In order to bound the height
of this basis one needs to estimate heights of the subspaces at each step of the
filtration; this may possibly be done by an induction argument.
2.7 Tarski plank problem
We now consider a simple application of our results in the classical case to a
certain analogue of the discrete version of the Tarski plank problem. First we
provide some background. By a plank of width h in RN we mean a strip of
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space of width h between two parallel (N − 1)-dimensional hyperplanes. Let
C be a convex body of minimal width w in RN . If C is covered by p planks of
widths h1, ..., hp respectively, is it true that h1 + ... + hp ≥ w? This question
was originally asked by Tarski in [29]. It was answered affirmitively by Bang in
[1]. One can also ask for the minimal number of planks with prescribed widths
that would cover C. The discrete version of this problem (see for instance [10])
asks for the minimal number of (N − 1)-dimensional hyperplanes that would
cover a convex set of lattice points in RN . We ask a somewhat different, but
analogous question. Consider the set of all integer lattice points in RN that
are contained in the closed cube CNR , where R is a positive integer as above.
This set has cardinality (2R + 1)N . What is the minimal number of (N − 1)-
dimensional subspaces of RN that cover this set? Let M be this number. Then
the inequality
M ≥ 2R − 1 (2.62)
follows immediately from (2.34). Further notice that if V is an (N − 1)-
dimensional subspace of RN that contains a sublattice of ZN of rank N − 1,
then there exists uniquely a linear form L(X) = q · X ∈ Z[X1, ..., XN ] with
relatively prime coefficients such that V = {x ∈ RN : L(x) = 0}. An analogue
of width of a plank in this case would be the quantity |q|−1, and the sidelength
of the cube CNR which is equal to 2R is an analogue of the width of a convex
body. Then we can state the following result, which is an immediate corollary
of Theorem 2.5.1.
Corollary 2.7.1. Let V1, ..., VM be (N−1)-dimensional subspaces of RN which
are the nullspaces of the linear forms L1(X), ..., LM (X) in N variables with
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relatively prime integer coefficients and coefficient vectors q1, ..., qM respec-
tively. Suppose that V1, ..., VM cover the set of all integer lattice points con-




|qi|−1 ≥ R −
√
M. (2.63)
Notice that an analogous statement in the number field case can be easily
derived from the bound of Theorem 2.6.1.
A similar problem is treated in [2]. Let C be a compact convex body,
which is symmetric with respect to the origin in RN . Suppose that C can be
inscribed into a cube CNR as above. How many (N − 1)-dimensional subspaces
of RN does it take to cover C∩ZN , the set of integer lattice points contained in
C? Call this number M . Theorem 2 of [2] provides an upper bound for M in
terms of the successive minima of C with respect to ZN , which implies that M
is of the order of magnitude O(RN/(N−1)), which is better than (2.62). However,
the actual constants in the inequalities of [2] are not effectively computable,
since they rely on successive minima. More precisely, Theorem 2 of [2] states
that
M ≤ c2NN2 log N min
0<m<N
(λm · · ·λN)−
1
N−m , (2.64)
where 0 < λ1 ≤ ... ≤ λN ≤ 1 are the successive minima of C with respect to
ZN (the case λN > 1 is trivial: M = 1), and c is an absolute constant.
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2.8 A system of short integral orthogonal polynomials
In this section we consider a certain application of Siegel’s Lemma. Let M ≥ 1,
N ≥ 2 be integers, and write










. Write PMN = R[X1, ..., XN ]M for the space of all
homogeneous polynomials of degree M in N variables with real coefficients.





where Xm = Xm11 ...X
mN
N , c(m) ∈ R for each m ∈ M. We also write c =
(c(m))m∈M ∈ RL for the vector of coefficients of F . There is a cannonical
isomorphism ϕ : PMN −→ RL given by ϕ(F ) = c.























and we integrate with respect to the usual Lebesgue measure on RN .
It is not difficult to see that I is an inner product on PMN . In fact,
this inner product is particularly important in Fourier Analysis and related
subjects (see, for instance Chapter IV of [28]). From now on we write PMN
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to mean the inner-product space (PMN , I). We will also write I(F ) = I(F, F ),
so that I1/2(F ) = I(F )1/2 is the norm of F ∈ PMN . In the general spirit of
Problem 2, we will consider the following question.
Question 1. What is a “natural” small-height basis for the inner-product
space PMN ?
Clearly, one such possibility is just the collection of all monomials in N vari-
ables of degree M . This is an integral basis with elements having height equal
to 1, however it is not really the most natural basis for PMN as an inner-product
space, since it is not orthogonal with respect to the inner product I. In this
section (Theorem 2.8.3) we will construct an orthogonal basis for PMN consist-
ing of polynomials of bounded height with integral coefficients.








(2k + 1), (2.66)
for each m = (m1, ...,mN ) ∈ M. It is not difficult to see that








P (1, ..., 1, 0, ..., 0) = 1 if N ≥ M
P (M − N + 1, 1, ..., 1) =
∏M−N
k=0 (2k + 1) if N < M
for all m ∈ M. Denote this minimal value of P (m) by Pmin. Let 2M = {2m :
m ∈ M}, and let E = {(m1,m2) ∈ M × M : m1 + m2 ∈ 2M}.
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Let us think of RL as R|M|. Then for each α ∈ RL, we write α = (a(m))m∈M,
where M is arranged in lexicographic order. Then define a bilinear map L :










for each (α,β) ∈ RL × RL. Also write L(α) for the corresponding quadratic
form L(α,α).






























i=1 εi = 2M , εi ∈ Z+ for all 1 ≤ i ≤ N . Consider a change to
spherical coordinates 0 ≤ θi ≤ π for all 1 ≤ i ≤ N − 2, 0 ≤ θN−1 ≤ 2π, given
by





for all 1 ≤ i ≤ N − 1, and xN =
∏N−1
























εN θN−1 dθN−1, (2.73)
where βi = N−1−i+
∑N









βi θi dθi = 0, (2.74)






























unless εN−1 and εN are both even. So assume that for each 1 ≤ i ≤ N , εi = 2ti
for some ti ∈ Z+. Then βi = N−1+i+2
∑N
j=i+1 tj, and so (−1)βi = (−1)N−1−i.
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Putting things together, we see that S(m1,m2) = 0 unless (m1,m2) ∈ E, in

















































































since 2ti = m1i + m2i. The result follows by combining (2.69) and (2.76).









and also write L1 for the associated quadratic form. An immediate conse-
quence of Lemma 2.8.1 is that the quadratic form L1 is positive definite, and
so defines a norm L
1/2
1 on R
L. Then the bilinear form L1 defines an inner
product on RL. This corresponds to the inner product I on PMN . Then Lemma
2.8.1 can be restated as follows.
Corollary 2.8.2. The isomorphism ϕ as defined above is an isometry of the
inner product spaces (PMN , I) and (R
L,L1).
57
Notice that the matrix of the bilinear form L is non-singular, and its
entries are positive rational numbers with denominators ≤ 2 and numerators
divisible by Pmin. Then matrix of
2
Pmin
L has positive integer entries, call this
matrix T = (tij)1≤i,j≤L. For any polynomial F we can define a norm |F | to be
the maximum of absolute values of its coefficients, then
|L| = |T | = max
1≤i,j≤L
|tij|, (2.78)






(2k + 1). (2.79)
Next we construct an orthogonal integral basis of small | |-norm for the
inner product space (RL,L) by an iterative application of the classical version
of Siegel’s Lemma (Theorem 2.1.1).
Write X for the variable vector (X1, ..., XL). Let w1 = e1 = (1, 0, ..., 0) ∈ RL.
Define the linear form
T1(X) = w1TX,
so |T1| ≤ |L|. By Theorem 2.1.1, there exists 0 6= w2 ∈ ZL such that




and |w2| ≤ (L|L|)
1
L−1 . Also notice that w1, w2 are linearly independent, since
otherwise T would have to be a singular matrix. Let
T2(X) = w2TX,
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so |T2| ≤ L|w2||L| ≤ (L|L|)
L
L−1 . By Theorem 2.1.1, there exists 0 6= w3 ∈ ZL
such that
















Again, w1, w2, and w3 are linearly independent, since otherwise T would have
to be a singular matrix. Continuing in the same manner, we produce a collec-
tion of linearly independent vectors w1, ...,wL ∈ ZL such that L(wi,wj) = 0










for each 1 ≤ i ≤ L. Let fi(X) ∈ PMN be given by fi(X) = ϕ−1(wi) for each
1 ≤ i ≤ L, then all fi have integer coefficients, and I(fi, fj) = 0 whenever
i 6= j. Also |fi| = |wi|. Combining (2.79) and (2.80), we have proved the
following result.
Theorem 2.8.3. There exists an orthogonal basis for the inner product space



















for each 1 ≤ i ≤ L.
It is easy to see that the same technique can be applied to any inner product
on PMN (and other spaces) to produce short orthogonal integral bases.
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Let K be a number field, and let M(K) be its set of places. For
each v ∈ M(K), write Ωv for the completion of the algebraic closure of the



























If F is a homogeneous polynomial of degree M in N variables with
coefficients in Ωv, a convenient way to define a norm Nv(F ) of F (see for










Nv(F ) = sup
{
|F (y)|v : y ∈ ΣvN−1
}
, (2.83)
if v - ∞. Lemma 2.8.1 above was inspired by the following two well known




















. If v - ∞, then





Small zeros of quadratic forms with linear
conditions
3.1 Introduction and notation
Throughout this chapter let








be a symmetric bilinear form in N +1 variables with coefficients fij = fji. We
write F = (fij) for the associated (N + 1) × (N + 1) matrix, and F (X) =
F (X,X) for the associated quadratic form. First assume that the coefficients
fij are in Q. Suppose there exists a point x ∈ QN+1 such that x0 6= 0 and
F (x) = 0. In [19] Masser shows that in this case there exists such a point x
with
H(x) ¿N H(F )(N+1)/2.
We presented an exact formulation of this result in Theorem 1.1.4. This gen-
eralizes a well known result of Cassels [7] (presented here as Theorem 1.1.3)
about the existence of small zeros of quadratic forms with rational coefficients
to the existence of small zeros of quadratic polynomials with rational coeffi-
cients.
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In this chapter we generalize Masser’s result in the following way. Let
K be a number field of degree d over Q. Let the coefficients fij be in K.
Let M be a positive integer. Let L1(X), ..., LM (X) be linear forms in N + 1
variables with coefficients in K. Suppose there exists a point t ∈ KN+1 such
that F (t) = 0, and Li(t) 6= 0 for each 1 ≤ i ≤ M . Then we prove that there
exists such a point of bounded height. The bound on height is in terms of
the heights of quadratic and linear forms, and reduces (up to a constant) to
Masser’s type result over a number field in case M = 1 and L1(X) = X0.
First we set some additional notation as in [33]. Let j be a positive
integer. For each v|∞, define
rv(j) =
{
π−1/2Γ(j/2 + 1)1/j if v|∞ is real
(2π)−1/2Γ(j + 1)1/2j if v|∞ is complex
For each j, define a field constant





where DK is the discriminant of K. It will also be useful to define another
constant for each positive integer j












Recall that for each v - ∞ in M(K), we write Ov for the ring of v-adic integers
of K, i.e.
Ov = {x ∈ K : |x|v ≤ 1},
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then Ov is a local ring, and OK =
⋂
v-∞ Ov. We also define the ring of adeles
of K, denoted KA, in the following manner. Let P ⊆ M(K) be a finite set of








and put the usual topology on it. Define addition and multiplication on KA(P )





where union is taken over all sets P as above, i.e. it consists of all the elements
a = (av) ∈
∏
v∈M(K) Kv which satisfy |av|v ≤ 1 for almost all v. It also is a
topological ring with each KA(P ) being an open subring of KA. Notice that
K can be viewed as contained in KA under the diagonal embedding a 7−→ (a)
for every a ∈ K. We can now define Haar measure on KA. First we normalize
Haar measure γv on each completion Kv as follows:
(i) if v - ∞, then γv(Ov) = |Dv|d/2v , where Dv is the local different of K at v,
(ii) if Kv = R, then γv is the Lebesgue measure on R,
(iii) if Kv = C, then γv is twice the Lebesgue measure on C.
Then for each v|∞,
γv
({
x ∈ Kv : |x|v < rv(1)dv/d
})
= 1. (3.6)






or more precisely γ is the Haar measure whose restriction to each KA(P ) as
above is the product measure. A detailed discussion of adeles can be found
for instance in [37].
We also define the ring of S-integers as in [21] and introduce the S-height. Let
S ⊆ M(K) be a finite set of place of K which contains all the archimedean
places. The ring of S-integers is given by
OS = {α ∈ K : |α|v ≤ 1 ∀ v /∈ S}. (3.8)





then for each x ∈ ONS
H(x) ≤ HS(x). (3.10)
Notice that if S is simply the set of all archimedean places of K, then OS = OK ,
and HS(x) = H∞(x) =
∏
v|∞ Hv(x).
Now we can rigorously state the main result of this chapter, which is a precise
version of Theorem 1.3.2.
Theorem 3.1.1. Suppose there exists a point u ∈ KN+1 such that F (u) = 0,
and Li(u) 6= 0 for each 1 ≤ i ≤ M . Then there exists such a point u so that

































486 (N + 1)6AK(N)
2
}M−1 ×
× (M + 2)!{(M + 3)!}2, (3.14)
with AK(N) as in (3.3).
The following result is a simple, but useful corollary of Theorem 3.1.1 in the
case M = 1. This is a precise version of Corollary 1.3.3.
Corollary 3.1.2. Let F (X) be a quadratic form in N + 1 variables with
coefficients in the number field K, as above. Let
VK(F ) =
{
t ∈ KN+1 : F (t) = 0
}
.
Suppose that there exists a non-singular point 0 6= x ∈ VK(F ). Then there
exists such a point x with
H(x) ≤ max{3, AK(N)} H(F )
N
2 . (3.15)
The structure of this chapter is the following. In section 3.2 we produce
a solution to the problem in case there is only one linear form, obtaining upper
bounds for the inhomogeneous height of the point in question, and proving
Corollary 3.1.2. Our line of argument here follows that of Masser [19]. In the
process of proof we state a generalization of Cassels’ result on small zeros of
quadratic forms, that we use to construct auxiliary points. In section 3.3 we
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prove Theorem 3.1.1 in its general form. It is derived from a slightly more
technical result. Our argument is by induction on the number of linear forms,
so we use the results of section 3.2 for the base case of the induction, and we
use a basic bound of chapter 2 to construct certain auxiliary points. Then
we compute bounds on the height. In section 3.4 we produce a solution to
our problem with coordinates in S-integers and provide an upper bound on its
S-height. Results of this chapter also appear in [13].
3.2 The problem with one linear form
Let L(X) be a linear form in N + 1 variables with coefficients in K, and
suppose there exists a point t ∈ KN+1 so that F (t) = 0 and L(t) 6= 0. We
want to show the existence of such a point of small height. The argument of
this section parallels that of Masser [19]. We argue by induction on N .
First suppose that N = 1, then
F (X0, X1) = aX
2
0 + bX0X1 + cX
2
1 ,
L(X0, X1) = q0X0 + q1X1,
where a, b, c, q0, q1 ∈ K, and not both of q0, q1 are zero. If F has only one
nonzero coefficient the result is obvious. Hence suppose that two of the coef-
ficients of F are not zero, then at least one of a and c must be nonzero, so
assume without loss of generality that a 6= 0.
Proposition 3.2.1. There exists a point x ∈ K2 such that F (x) = 0, L(x) 6=
0, and
H(x) ≤ h(x) ≤ 3H(F ). (3.16)
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Proof. Let x = (x0, x1) be a non-trivial zero of F , so x0, x1 6= 0. Then








in other words the zero set of F consists of only two projective points. Hence
L must not vanish at one of them. Thus we just have to estimate the heights
of these two points. We can assume that x1 = 1, and so for each v ∈ M(K)
max{1, Hv(x0, x1)} = Hv(x0, x1). (3.17)
Suppose v - ∞. Then










































On the other hand,










































Now suppose v|∞. Then










































On the other hand
3
dv






























Then (3.16) follows by using (3.17) and taking a product.
Next we state a generalized form of Cassels’ theorem on small zeros of
quadratic forms (Theorem 1.1.3), which we will use in the proof. The following
version is due to Vaaler.
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Theorem 3.2.2. If a quadratic form F has a nontrivial zero in KN+1, then
there exists 0 6= x ∈ ON+1K such that F (x) = 0, and
H(x) ≤ h(x) ≤ AK(N)H(F )N/2, (3.18)
where
AK(N) = (8(N + 1))
N/2|DK |1/2dCK(N)N ,
as in (3.3).
This follows by combining Theorem 1, Corollary 2 and remark after it of [33]
with Corollary 11 of [5].
A theorem like this has first been proved for the case K = Q by Cassels in
[7], and later generalized to number fields by Raghavan [23] (various other
important generalizations of Cassels’ result were also carried out by Birch,
Davenport, Chalk, Schmidt, Schlickewei, and Vaaler, just to name a few; see
[33] for a more detailed account and bibliography).
We return to the proof. Now assume that N ≥ 2. Then




qiXi ∈ K[X0, ..., XN ]. (3.19)
By Theorem 3.2.2, there exists 0 6= x ∈ KN+1 such that F (x) = 0 and
H(x) ≤ h(x) ≤ AK(N)H(F )N/2, (3.20)
where AK(N) is as in (3.3). If L(x) 6= 0, we are done, so assume L(x) = 0.
Again, since L(X) is not identically zero, we can assume that for instance































where for each 1 ≤ i, j ≤ N , gij = fij− 2qjq0 f0i+
f00
q20
qiqj. Then define a quadratic









Notice that 0 6= (x1, ..., xN ) ∈ KN , and G(x1, ..., xN ) = 0, hence by Theorem
3.2.2, there exists 0 6= z ∈ KN such that G(z) = 0 and
H(z) ≤ h(z) ≤ AK(N − 1)H(G)(N−1)/2.
We will now establish a bound on H(G) in terms of H(F ) and H(L).
Suppose that v - ∞, and notice that |2|v ≤ 1. Then
























since Hv(L) ≥ |q0|v. Now suppose that v|∞, then








































and let 0 6= y = (y0, z) ∈ KN+1. By construction, F (y) = L(y) = 0. Then
using (3.21), we obtain






≤ 6NAK(N − 1)H(F )(N−1)/2H(L)N . (3.22)
Since the bilinear form F is not identically zero, there must exist a
coefficient fij 6= 0. This implies that
max{1, Hv(F )} = Hv(F ), (3.23)
for each v ∈ M(K).
Next let 0 6= t1, t2 ∈ KN+1, and define
u1 = F (t1)x − 2F (t1,x)t1, (3.24)
and
u2 = F (t2)y − 2F (t2,y)t2. (3.25)
It is easy to check that F (u1) = F (u2) = 0. Let
VK(F ) =
{
t ∈ KN+1 : F (t) = 0
}
.
Lemma 3.2.3. Suppose that x,y are non-singular points in the variety VK(F ).
Then there exist non-zero points t1, t2 in K
N+1 with coordinates 0,±1 such
that
L(u1), L(u2) 6= 0.
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Proof. We will go through the construction of t1, and the construction of t2
is identical. Since L(x) = 0, we want to construct t1 ∈ KN+1 such that the
following holds:
(i) t10 6= − 1q0
∑N
i=1 qit1i,
(ii) F (t1,x) 6= 0,
(iii) t1i = 0,±1 ∀ 0 ≤ i ≤ N.
Notice that (i) is equivalent to L(t1) 6= 0, and (ii) is possible since x is non-
singular in VK(F ). Write e0, ..., eN for the standard basis vectors. Each ei
satisfies (iii). There exists ei satisfying (i). If ei satisfies (ii), let t1 = ei.
Otherwise, there exists ej satisfying (ii), and i 6= j. If ej satisfies (i), let
t1 = ej. If not, then let t1 = ei + ej, and we are done.
Assume x,y are non-singular points in the variety VK(F ). Make the
choice of t1, t2 in (3.24), (3.25) as in Lemma 3.2.3. Then F (u1) = F (u2) = 0,
L(u1), L(u2) 6= 0. We want to estimate heights of u1,u2.
Lemma 3.2.4. If t,w ∈ KN+1, and u = F (t)w − 2F (t,w)t, then
H(u) ≤ h(u) ≤ 3(N + 1)2H(F )h(w)h(t)2. (3.26)
Proof. If v - ∞, then |2|v ≤ 1, and so
max{1, Hv(u)} ≤ max {1, |F (t)|vHv(w), |2|v|F (t,w)|vHv(t)}
≤ max{1, Hv(F )Hv(w)Hv(t)2}
≤ max{1, Hv(F )}max{1, Hv(w)}max{1, Hv(t)}2
= Hv(F ) max{1, Hv(w)}max{1, Hv(t)}2,
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where the last equality follows by (3.23). If v|∞, then
Hv(u) ≤ |F (t)|vHv(w) + 2|F (t,w)|vHv(t)
≤ {3(N + 1)2}dv/dHv(F )Hv(w)Hv(t)2,
and so
max{1, Hv(u)} ≤ {3(N + 1)2}dv/d max{1, Hv(F )Hv(w)Hv(t)2}
≤ {3(N + 1)2}dv/d max{1, Hv(F )} ×
× max{1, Hv(w)}max{1, Hv(t)}2
= {3(N + 1)2}dv/dHv(F ) max{1, Hv(w)}max{1, Hv(t)}2,
where the last equality follows by (3.23). Then (3.26) follows by taking a
product.
By Lemma 3.2.3, h(t1) = h(t2) = 1, and so by Lemma 3.2.4, (3.20), and (3.22)
we have
h(u1) ≤ 3(N + 1)2H(F )h(x)
≤ 3(N + 1)2AK(N)H(F )(N+2)/2, (3.27)
and
h(u2) ≤ 3(N + 1)2H(F )h(y)
≤ 18N(N + 1)2AK(N − 1)H(F )(N+1)/2H(L)N . (3.28)
Next we consider the “singular” case.
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Proposition 3.2.5. Assume that x is a singular point in the variety VK(F ).
Then there exists a point s ∈ KN+1 so that F (s) = 0, L(s) 6= 0, and
H(s) ≤ h(s) ≤ 3H(F )N/2. (3.29)
Proof. Here the idea is as in [19], to reduce to fewer variables keeping coeffi-
cients under control and to use induction. If N = 1, (3.29) is just (3.16). Then
assume that N ≥ 2, and that (3.29) has been proved for N − 1. Without loss
of generality, assume that xN 6= 0. Then x is linearly independent of the first
N standard unit vectors e0, ..., eN−1, so we can define new variables Y0, ..., YN
by
X = (X0, ..., XN ) = Y0e0 + ... + YN−1eN−1 + YNx. (3.30)
We have






















since F (x) = 0, and x is a singular point in V , i.e. F (t,x) = 0 for all
t ∈ KN+1. Then define a new quadratic form Q in N variables Y0, ..., YN−1 by








and so F (X) = Q(Y ). Clearly, the coefficients of Q form a subset of coeffi-
cients of F , and hence
H(Q) ≤ H(F ). (3.31)
There exists a t ∈ KN+1 so that F (t) = 0, and L(t) 6= 0. Let w =
(w0, ..., wN−1) be the vector that corresponds to t under the coordinate change
(3.30) and reduction to N variables. Then



















since L(x) = 0. Then define a new linear form L1 in N variables Y0, ..., YN−1
by








and so L1(w) 6= 0, and
H(L1) ≤ H(L),
since coefficents of L1 form a subset of coefficients of L. We also know that
Q(w) = F (t) = 0. Therefore, by induction hypothesis, there exists u ∈ KN
such that Q(u) = 0, L1(u) 6= 0, and
h(u) ≤ 3H(Q)N/2 ≤ 3H(F )N/2,
by (3.31). Define s = (u, 0) ∈ KN+1, and then F (s) = Q(u) = 0, L(s) =
L1(u) 6= 0, and h(s) = h(u). This completes the proof.
Now notice that if N ≥ 1, 3(N + 1)2AK(N) > 3, as well as for each
N ≥ 2, (N + 1)2AK(N) ≥ N(N + 1)2AK(N − 1). Putting this together with
(3.25), (3.27), and (3.28), we have proved the following theorem.
Theorem 3.2.6. Let the notation be as above. Suppose there exists a point
x ∈ KN+1 such that F (x) = 0, and L(x) 6= 0. Then there exists such x with






Proof of Corollary 3.1.2. Let x be the zero of F guranteed by Theorem 3.2.2.




0 ≤ i ≤ N , so L(x) = 0. Then by Proposition 3.2.5, there must exist s ∈ KN+1
so that F (s) = 0, L(s) 6= 0, and
H(s) ≤ h(s) ≤ 3H(F )N/2.
3.3 Proof of Theorem 3.1.1
Let M and N be positive integers. Let F be a quadratic form in N+1 variables
with coefficients in a number field K of degree d, as above. Let L1, ..., LM be
linear forms in N + 1 variables with coefficients in K.
Theorem 3.3.1. Suppose there exists a point u ∈ KN+1 such that F (u) = 0,
and Li(u) 6= 0 for each 1 ≤ i ≤ M . Then there exists such u with
























486 (N + 1)6AK(N)
2
}M−1 ×
× (M + 2)!{(M + 3)!}2, (3.35)
as in (3.14).
Proof. We will actually prove a slightly stronger upper bound:









We argue by induction on M . If M = 1, then Theorem 3.3.1 follows from
Theorem 3.2.6. So suppose M ≥ 2, and that theorem has been proved for
any subset of L1, ..., LM of k linear forms, where 1 ≤ k ≤ M − 1. Then there
exist points x,y ∈ KN+1 such that F (x) = F (y) = 0, Li(x) 6= 0 for every
1 ≤ i ≤ M − 1, LM(y) 6= 0, and








h(y) ≤ 18(N + 1)2AK(N)H(F )(N+1)/2MM . (3.38)
Notice that if b < a are positive integers, we interpret
∏b
i=a as 1. If LM(x) 6= 0
or Li(y) 6= 0 for all 1 ≤ i ≤ M − 1, then we are done. So assume it is not so.
Then there exists a k, such that 1 ≤ k < M − 1 and by reordering the linear
forms if necessary we have
(i) Li(x) 6= 0, Li(y) 6= 0, for all 1 ≤ i ≤ k,
(ii) Li(x) 6= 0, Li(y) = 0, for all k < i ≤ M − 1,
(iii) LM(x) = 0, LM(y) 6= 0.
Notice that for every k < i ≤ M , Li(x+y) 6= 0. In fact, there exists a positive
integer β such that for all 1 ≤ i ≤ M ,
Li(x ± βy) 6= 0,
for the same choice of ±. For this, β needs to be such that for the same choice
of ± none of the linear equations in β
Li(x) ± βLi(y) = 0, 1 ≤ i ≤ k ≤ M − 2,
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are true. There are at most M−2 such equations, and since we can also choose
±, there exists such a β so that









u = x ± βy,
for this choice of ± and β.
Case 1. Suppose F (x,y) = 0. Then
F (u) = F (x) + β2F (y) ± 2βF (x,y) = 0,
and
Li(u) 6= 0, ∀ 1 ≤ i ≤ M.
Combining Lemma 1.2.1 and (3.39) we obtain






Case 2. Suppose F (x,y) 6= 0. By Lemma 2.2.2, there exists w ∈ KN+1 such
that Li(w) 6= 0 for each 1 ≤ i ≤ M and
h(w) ≤ M + 2
2
. (3.41)
If F (w) = 0, we are done. Assume it is not so. Let β be a positive integer,
and define
u = F (y ± βw)x − 2F (x,y ± βw)(y ± βw).
Notice that F (u) = 0. We want to choose ±β in such a way that the following
is true:
77
(i) F (y ± βw) = β(βF (w) ± 2F (y,w)) 6= 0,
(ii) F (x,y ± βw) = F (x,y) ± βF (x,w) 6= 0,
(iii) Li(u) = F (y±βw)Li(x)−2F (x,y±βw)(Li(y)±βLi(w)) 6= 0, for each
1 ≤ i ≤ M .
It is not difficult to see that (i), (ii), (iii) amount to a total of 2 linear and M
quadratic expressions in β. Selecting ± appropriately we see that there exists
a positive integer β such that (i), (ii), (iii) are satisfied, and
β ≤ M + 2. (3.42)
By the same argument as in section 3.2, we can assume without loss of gen-
erality that f00 = 1. Then, for this choice of ±β, Lemma 3.2.4, Lemma 1.2.1,
(3.41), and (3.42) imply that
h(u) ≤ 3(N + 1)2H(F )h(x)h(y ± βw)2








(N + 1)2(M + 2)(M + 3)2H(F )h(x)h(y)2. (3.43)
Combining (3.38), (3.40), and (3.43), we have proved that there exists u ∈
KN+1 such that F (u) = 0, Li(u) 6= 0 for each 1 ≤ i ≤ M , and
h(u) ≤ 486(N + 1)6AK(N)2(M + 2)(M + 3)2H(F )N+2M2Mh(x). (3.44)
This proves (3.36). Notice that the ordering of linear forms was arbitrary, so
assume that M1 = max1≤i≤M Mi. Then M1 ≥ M1/M1 ...M
1/M













The theorem follows by combining (3.44) with (3.37) and (3.45).
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To derive Theorem 3.1.1, notice that for each 1 ≤ i ≤ M , the following
inequalities hold:
Mi ≤ H(F )1/2, Mi ≤ H(Li)N , Mi ≤ H(F )1/4H(Li)N/2.
Combining these with the inequality of Theorem 3.3.1 produces (3.11), (3.12),
and (3.13) respectively.
3.4 Solution in S-integers
Let S be any finite set of places of K which contains all the archimedean
places. Here we prove that there exists a point u as in Theorem 3.1.1 with
coordinates in S-integers and with an explicit bound on S-height.
Lemma 3.4.1. Let 0 6= x ∈ KN+1. Then there exists 0 6= α ∈ K such that
αx ∈ ON+1S .
Proof. We need to construct 0 6= α ∈ K such that for every v /∈ S
|α|v ≤ Hv(x)−1.
Since Hv(x) = 1 for all but a finite number of places of K, the existence of
such α is guaranteed by the Strong Approximation Theorem. However, we
will carry out a construction that allows us to produce a bound on |α|v for all
v ∈ M(K). If v - ∞, let
Lv = {x ∈ Kv : |x|v ≤ Hv(x)−1},
and if v|∞, let




v∈M(K) Lv, then L is an admissible subset of KA in the sence of
the geometry of numbers. Let 0 < λ1 be the successive minimum of L with
respect to K. Then for every λ > λ1, there exists α ∈ K such that α ∈ λL.
By Minkowski’s Convex Body Theorem,
λ1 ≤ 2γ(L)−1/d,






|Dv|d/2v = |DK |−1/2,
so that γ(KA/K) = 1. Therefore











Then for every v - ∞,
|α|v ≤ Hv(x)−1,
and for every v|∞,





With this choice of α, we have
Hv(αx) ≤ 1, ∀ v - ∞, (3.46)




1/d, ∀ v|∞. (3.47)
Therefore αx ∈ ON+1S .
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Now let u be as in Theorem 3.1.1, and α as in Lemma 3.4.1 be such
that αu ∈ ON+1S . Notice that by (3.46)




Applying (3.47), we see that for each v|∞







v|∞ dv = d, we obtain
HS(αu) ≤ CK(1)h(u),
where CK(1) = (2 |DK |1/2drv(1))dv/d as in (3.2). Hence we have proved the
following.
Theorem 3.4.2. Let the notation be as in Theorem 3.1.1. Then u can be
selected so that u ∈ ON+1S , where S is any finite set of places of K containing
all archimedean places, and the upper bound on HS(u) is CK(1) times the
upper bound on H(u) in Theorem 3.1.1.
In particular this means that we can find a solution u as in Theorem 3.1.1
with u ∈ ON+1K and the upper bound on H∞(u) of the form CK(1) times the
upper bound of Theorem 3.1.1.
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Chapter 4
Small zeros of polynomials over Q
4.1 Introduction and notation
The celebrated theorem of Cassels [7] and its various generalizations, some of
which we discussed in Chapter 3, show that given an isotropic quadratic form
over a fixed number field K one can find a zero of bounded height with coor-
dinates in K, satisfying perhaps some additional arithmetic conditions. The
next natural step would be to prove an analogous result for zeros of polyno-
mials of higher degree, or for simultaneous zeros of collections of polynomials.
This, however, seems to be out of reach at the present time. On the other
hand, if we relax the condition that zeros in question have to have coordinates
in the fixed number field K, and search for zeros over Q instead, the problem
becomes quite accessible. This approach is analogous to the so called “abso-
lute” results, like the absolute Siegel’s Lemma of Roy and Thunder, [24]. In
this chapter we study the following problem. Given a polynomial or a collec-
tion of polynomials with coefficients in a fixed number field K, we want to
prove the existence of a zero (common zero) over Q of relatively small height
with some additional arithmetic conditions. We use the notation of Chapter
1 and also introduce a few additional conventions.
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Recall that all the height functions we are using are absolute, hence







in one variable over K we will need one more height function, namely the
Mahler measure. Let α1,...,αM ∈ Q be the roots of g, and let E = K(α1, ..., αM ).
Notice that each αi has degree at most M over K. For each v ∈ M(E), define
local Mahler measure of g to be
















We also recall a well known theorem (see for instance Lemma 2 of [22]), which
states that
µ(g) ≤ H(g). (4.2)
Putting (4.1) and (4.2) together we have the following lemma.
Lemma 4.1.1. Let g(X) ∈ K[X] be a polynomial of degree M in one variable
with coefficients over K. There exists α ∈ Q of degree at most M over K such
that g(α) = 0, and
h(α) ≤ H(g)1/M . (4.3)
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Throughout this chapter, let M,N be positive integers, and define
M(N,M) =
{

















where Z+ is the set of all non-negative integers. Then




i ∈ K[X1, ..., XN ],
is a homogeneous polynomial of degree M in N variables over K, and




i ∈ K[X1, ..., XN ],
is an inhomogeneous polynomial of degree M in N variables over K.
For a point z = (z1, ..., zN ) ∈ Q
N
, we write degK(z) to mean the degree of the
extension K(z1, ..., zN ) over K, i.e.
degK(z) = [K(z1, ..., zN ) : K].
We are now ready to state and prove our results. The main result of this
chapter is Theorem 4.2.4, which is a precise version of Theorem 1.3.4.
4.2 One polynomial
All constants in the upper bounds of this section have a dependence on the
number field K, however it is easily seen that they can be bounded absolutely;
we present them in this form for sharpness only. We start with proving a basic
bound for zeros of polynomials over Q.
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Proposition 4.2.1. Let M ≥ 1, N ≥ 2, and F (X1, ..., XN ) be a non-zero
polynomial (homogeneous or not) in N variables of degree M over a number
field K with [K : Q] = d. There exists 0 6= z ∈ QN with degK(z) ≤ M such
that F (z) = 0 and
H(z) ≤
√
2 H(F )1/M . (4.6)
Proof. First suppose that F is homogeneous. Write e1, ..., eN for the standard
basis vectors for Q
N
over Q. First suppose that for some 1 ≤ i ≤ N , degXi F <
M , then it is easy to see that F (ei) = 0, and H(ei) = 1.
If N > 2, let
F1(X1, X2) = F (X1, X2, 0, ..., 0),
and a point x = (x1, x2) ∈ Q
2
is a zero of F1 if and only if (x1, x2, 0, ..., 0) is a
zero of F , and
H(x1, x2) = H(x1, x2, 0, ..., 0).
In particular, if F1(X1, X2) = 0, then F (e1) = 0.
Hence we can assume that N = 2, F (X1, X2) 6= 0, and degX1 F = degX2 F =
M . Write









where f0, fM 6= 0. Let







be a polynomial in one variable of degree M with coefficients in K. Notice
that since coefficients of g are those of F , we have H(g) = H(F ). By Lemma
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2 H(F )1/M .
Taking z = (α, 1), completes the proof in the homogeneous case.
Next assume that F is inhomogeneous. First we homogenize it by
introducing an additional variable X0. If




i ∈ K[X1, ..., XN ],
then let




i ∈ K[X0, ..., XN ],
where i0 = M −
∑N
j=1 ij, so F
′ is a homogeneous polynomial in N +1 variables
of degree M with coefficients in K, such that
F (X1, ..., XN ) = F
′(1, X1, ..., XN ),
hence H(F ′) = H(F ). There exists x = (x0, ..., xN ) ∈ Q
N+1
so that x0 6= 0,
and
F ′(x0, ..., xN ) = F (x1/x0, ..., xN/x0) = 0.
Notice that
H(x1/x0, ..., xN/x0) = H(x1, ..., xN ) ≤ H(x0, ..., xN ) = H(x),
hence it is sufficient to prove that there exists a zero z ∈ QN+1 of F ′ so that
z0 6= 0 and z is of bounded height.
Notice that since the variable X0 was introduced to homogenize F , we have
deg(F ) = deg(F ′) = M , and so X0 - F (X0, ..., XN ). Now, same way as in the
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homogeneous case, we can reduce our consideration to the case N + 1 = 2, so
that we have a polynomial F ′(X0, X1) 6= 0, and degX0 F ′ = degX1 F ′ = M . In
this case, the argument in the homogeneous case produces a zero of required
height with X0 6= 0. This completes the proof.
Notice that if N = 2, then the bound (4.6) is best possible with respect
to the exponent in both, homogeneous and inhomogeneous cases. We can
demonstrate it by the following examples. In the homogeneous case, take
F (X1, X2) = X
M
1 − CXM2 ,
for some 0 6= C ∈ K. Then if z 6= 0 is a zero of F , it must be true that
z1 = C
1/Mz2,
and so the smallest possible zero of F would be
z = (C1/M , 1).
Let E = K(C1/M), and write d′v, d
′ for local and global degrees of E over Q

























H(F )1/M . (4.7)
In the inhomogeneous case, take
F (X1, X2) = X1 − CXM2 ,
87















Let E = K(C1/M ), then z ∈ E2 and
H(z) = H(C1/M , 1) ≥ 1√
2
H(F )1/M ,
by the estimate (4.7).
Another remark is that in the proof of the homogeneous case of Propo-
sition 4.2.1 we set all variables except for X1 and X2 equal to 0. Of course, the
same argument is possible if we set all variables except for Xi and Xj equal
to 0, where 1 ≤ i 6= j ≤ N . In particular, we can produce N linearly indepen-
dent points (i.e. a basis for Q
N
) α1 = (1, a1, 0, ..., 0), α2 = (0, 1, a2, 0, ..., 0),
..., αN = (aN , 0, ..., 0, 1) such that F (αi) = 0 and H(αi) ≤
√
2 H(F )1/M for
each 1 ≤ i ≤ N .
Next we consider the problem of Proposition 4.2.1 with additional arith-
metic conditions, similar to those of Chapters 2 and 3. We wonder what can
be said about zeros of a polynomial over Q outside of a collection of subspaces?
For instance, under which conditions does a polynomial F vanish at a point
with non-zero coordinates? Here is a very simple criterion.
Lemma 4.2.2. Let N ≥ 1, and let F (X1, ..., XN ) ∈ K[X1, ..., XN ]. There
exists z ∈ QN such that F (z) = 0 and zi 6= 0 for all 1 ≤ i ≤ N if and only if
F is not a monomial.
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Proof. Clearly a monomial does not vanish at a point with all coordinates
non-zero. We prove the implication in the opposite direction. Let L be the
number of monomials of F , so we assume that L ≥ 2. We argue by induction
on L. Assume L = 2, then
F (X1, ..., XN ) = A(X1, ..., XN ) + B(X1, ..., XN ),
where A and B are monomials. There must exist 1 ≤ j ≤ N such that
degXj(A) 6= degXj(B). Let G(Xj) = F (1, ..., 1, Xj , 1, ..., 1), then G is a poly-
nomial in one variable which is a sum of two monomials, hence it has a non-zero
root α ∈ Q, and this completes the argument in case L = 2.
Assume L > 2. For each 1 ≤ i ≤ N − 1 define
Fi(Xi+1, ..., XN ) = F (1, ..., 1, Xi+1, ..., XN ),
and write Li for the number of monomials of Fi. Then
0 ≤ LN−1 ≤ LN−2 ≤ ... ≤ L1 ≤ L.
First suppose that LN−1 = L > 2, then FN−1(XN) has a non-zero root in
Q, and we are done. Hence suppose that LN−1 < L. Then there must exist
1 ≤ j ≤ N − 1 such that Lj = L− 1 > 1. By the inductive hypothesis, Fj has
a zero x ∈ QN−j with xi 6= 0 for all j + 1 ≤ i ≤ N , and then (1, ..., 1,x) is a
required zero of F . This completes the proof.
The lemma above can be made effective, i.e. one can force the point
in question to be of small height with degree ≤ deg(F ), where the bound on
height will be O(H(F )). Under slightly stronger conditions we can find a zero
of F of much smaller height all coordinates of which are non-zero.
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Proposition 4.2.3. Let F (X1, ..., XN ) be a homogeneous polynomial in N ≥ 2
variables of degree M ≥ 1 over a number field K with [K : Q] = d. Suppose
that F does not vanish at any of the standard basis vectors e1, ..., eN . Then
there exists z ∈ QN with degK(z) ≤ M such that F (z) = 0, zi 6= 0 for all
1 ≤ i ≤ N , and




















Proof. We argue by induction on N . If N = 2, then the result follows from
the argument in case F is homogeneous and N = 2 in the proof of Proposition
4.2.1. Assume N > 2. Let β be a positive integer, and let
F ′±β(X1, ..., XN−1) = F (X1, ..., XN−1,±βXN−1),
in other words set XN = ±βXN−1, where we will specify the choice of ±β
later. Let e′1, ..., e
′
N−1 be the standard basis vectors for Q
N−1
. Notice that if
F ′±β vanishes at e
′
i for 1 ≤ i ≤ N −2, then F vanishes at ei, which is a contra-
diction. In particular, F ′±β cannot be a monomial and cannot be identically
zero. Suppose that F ′±β(e
′
N−1) = 0. This means that F
′
±β(0, ..., 0, XN−1) is
identically zero. Write ui = (0, ..., 0, i,M − i) ∈ ZN for each 0 ≤ i ≤ M . Let

























fui(±β)M−i = 0. (4.10)
Notice that fu0 6= 0 and fuM 6= 0, since otherwise F (eN) = 0 or F (eN−1) = 0.
Therefore the left hand side of (4.10) is a non-zero polynomial of degree M in
β, and 0 is not one of its roots, so it has M non-zero roots. Therefore for the
appropriate choice of ± we can select β ∈ Z+ such that (4.10) is not true and






Then for this choice of ±β, F ′±β is a polynomial in N − 1 variables of degree
M which does not vanish at any of the standard basis vectors. From now on
we will write F ′β instead of F
′
±β for this fixed choice of ±β.
Next we want to estimate height of such F ′β. For each vector l ∈ ZN−1+
such that
∑N−1
i=1 li = M there exist lN−1 + 1 ≤ M + 1 vectors mj ∈ ZN+ such
that mji = li for each 1 ≤ i ≤ N − 2 and mj(N−1) + mjN = lN−1, where







Then for each v - ∞
|αl|v ≤ Hv(F ), (4.13)
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where the last inequality follows by (4.11). Therefore, by (4.13) and (4.14),
we have for each v - ∞,
Hv(F
′
β) ≤ Hv(F ), (4.15)































Putting (4.15) and (4.16) together implies that
H(F ′β) ≤
(










By induction hypothesis, there exists x ∈ QN−1 with degK(x) ≤ M such that
F ′β(x) = 0, xi 6= 0 for all 1 ≤ i ≤ N − 1, and
H(x) ≤ C(N − 1,M) H(F ′β)1/M
≤ C(N − 1,M)
(











H(F )1/M . (4.18)
Let E = K(x1, ..., xN−1). Set z = (x,±βxN−1) ∈ EN , then δ = degK(z) =
































× C(N − 1,M) H(F )1/M , (4.19)
where the product in (4.19) is taken over all places in M(E), and d′v, d
′ stand
for local and global degrees of E over Q respectively. The result follows.
We are now ready to state the main result of this chapter, which is a
precise version of Theorem 1.3.4. Recall that for an N × N matrix A with




Theorem 4.2.4. Let F (X1, ..., XN ) be a homogeneous polynomial in N ≥ 2
variables of degree M ≥ 1 over a number field K with [K : Q] = d, and let
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A ∈ GLN(K). Then either there exists 0 6= y ∈ KN such that F (y) = 0 and
H(y) ≤ H∗(A−1), (4.20)










−1)2H(F )1/M , (4.21)
where C(N,M) is as in (4.9).
Proof. Let K[X]M be the space of homogeneous polynomials of degree M
in N variables over K. For any element B ∈ GLN(K) define a map ρB :
K[X]M −→ K[X]M (as in [4], [34]), given by ρB(P )(X) = P (B−1X) for each
P ∈ K[X]M . It is easy to see that each such ρB is a representation of GLN(K)
in GL(K[X]M).
Let G(X) = ρA(F )(X). First suppose that G(ei) = F (A
−1ei) = 0 for
some 1 ≤ i ≤ N . Since 0 6= y = A−1ei ∈ KN is a row of A−1, it is easy to see
that
H(y) ≤ H∗(A−1),
which is (4.20). Next assume that G(ei) 6= 0 for each 1 ≤ i ≤ N . By
Proposition 4.2.3, there exists z ∈ (Q×)N such that G(z) = 0, degK(z) ≤ M ,
and
H(z) ≤ C(N,M) H(G)1/M .
Then x = A−1z is such that F (x) = 0, degK(x) ≤ M , and Ax = z ∈ (Q
×
)N .
It is easy to see that
H(x) ≤ H∗(A−1)H(z) ≤ C(N,M) H∗(A−1)H(G)1/M . (4.22)
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We now want to estimate H(G). Let v ∈ M(K), and suppose v - ∞. Then
combining (1.4) and (1.5) of [34] with (2.2) of [4], we have
Hv(G) ≤ Hv(A−1)MHv(F ).
















The result follows by combining (4.22) and (4.23).
Notice that Theorem 4.2.4 can be thought of as a statement about
the existence of a point of bounded height at which F vanishes and which is
outside of the union of nullspaces of row vectors of A.
The result of Theorem 4.2.4 shows that we can place a certain number
of additional arithmetic conditions on a polynomial zero over Q and still keep
the exponent in the upper bound to be 1/M . This suggests that perhaps the
optimal exponent in the upper bound of Proposition 4.2.1 should be smaller
than 1/M . In fact, the exponent 1/M in the upper bound of Proposition 4.2.1
only seems to be optimal when N = 2, so one may expect an exponent that
would depend on N as well as on M .
Conjecture 1. Let F be a homogeneous polynomial in N ≥ 2 variables of
degree M ≥ 1 with coefficients in a number field K. Then there exists a




This conjecture is easy to verify for diagonal forms.
Proposition 4.2.5. Let K be a number field, and N ≥ 2, M ≥ 1 integers. Let




i ∈ K[X1, ..., XN ]. For each ε > 0, there exists a












Moreover, the exponent in the upper bound of (4.24) is best possible.
Proof. For each 1 ≤ i ≤ N , let Yi = XMi , and let





then G is a linear form in N variables Y1, ..., YN over K, and H(G) = H(F ).
Let V be the nullspace of G in Q
N
, then V is also defined over K, and dimen-
sion of V is N − 1. By the duality principle of Lemma 1.2.2, H(V ) = H(G) =
H(F ). Therefore, by the absolute version of Siegel’s Lemma due to Thunder
and Roy (Theorem 1.1.2), for each ε > 0 there exists a non-zero point y ∈ V











Then G(y) = 0. Let x = (x1, ..., xN ) ∈ Q
N
be such that yi = x
M
i for each
1 ≤ i ≤ N , then 0 = G(y) = F (x). Also, H(x) = H(y) 1M . Combining this
with (4.25) yields (4.24). The exponent in this upper bound is best possible
since the exponent of Theorem 1.1.2 is best possible (see [24], Lemma 4.7).
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4.3 Many polynomials
Suppose that F1, ..., Fk are k homogeneous polynomials in N ≥ k +1 variables
of degrees M1, ...,Mk respectively with coefficients in a number field K as
above. By classical Bezout’s theorem they must have a non-trivial common
zero over Q. In fact, without loss of generality we can set Xk+2 = ... = XN = 0,
and consider k polynomials in k + 1 variables. For each 1 ≤ i ≤ k, write
V(Fi) = {P ∈ P(Q)k : Fi(P ) = 0},
then ∩ki=1V(Fi) is a 0-dimensional variety of degree M = M1...Mk, i.e. a set of
M = M1...Mk points P1, ..., PM up to multiplicity (i.e. some of the points may
be the same). What can be said about height of those points, in particular is it
possible to prove that at least one of them must be of relatively small height?
A basic result of this kind follows immediately from the so called Arithmetic
Bezout’s Theorem (see for instance Proposition 4.9 of [18] and Theorem 4.2.3
of [6]). This was pointed out to me by Professor Felipe Voloch.
Theorem 4.3.1. Let F1, ..., Fk be k homogeneous polynomials in k+1 variables
of degrees M1, ...,Mk respectively with coefficients in K such that none of the
polynomials are multiples of the others. Then there exists a point 0 6= x ∈ Qk+1
such that F1(x) = ... = FN(x) = 0, and






where an explicit value for C ′(N,M) can be deduced from [18] or from [6].
Notice that (as we pointed out above) if we have polynomials in more than
N > k + 1 variables, then we set all but k + 1 variables equal to 0 and apply
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Theorem 4.3.1. This is the same principle as in the proof of Proposition 4.2.1,
when we set all but 2 variables equal to zero for 1 polynomial. This principle
is essentially provided by the classical Bezout’s theorem, which guarantees the
existence of zeros. This means that the bound of Theorem 4.3.1 in this case
is again basic, and the optimal bound should be sharper.
Conjecture 2. Let F1, ..., Fk be homogeneous polynomials in N ≥ k + 1 vari-
ables of respective degrees M1, ...,Mk ≥ 1 with coefficients in a number field
K. Then there exists a non-zero point x ∈ QN such that Fi(x) = 0 for each





A bound like this can no longer be obtained from Arithmetic Bezout’s The-
orem, since the intersection cycle of k hypersurfaces in (N − 1)-dimensional
projective space when N > k + 1 is no longer 0-dimensional. On the other
hand, proving an upper bound for the height of points on general projective
varieties and intersection cycles is presently out of reach. Conjecture 2, same
as Conjecture 1, is easy to verify for a collection of diagonal forms of the same
degree.
Proposition 4.3.2. Let K be a number field, and k ≥ 1, N ≥ k+1, M ≥ 1 in-




j ∈ K[X1, ..., XN ].
Write F for the k × N matrix (fij). For each ε > 0, there exists a non-zero
point x ∈ QN (which depends on the choice of ε) such that Fi(x) = 0 for each

























Moreover, the exponent in the upper bound of (4.27) is best possible.
Proof. The proof is essentially identical to that of Proposition 4.2.5. For each
1 ≤ j ≤ N , let Yj = XMj . Let
V = {y ∈ QN : Fy = 0},
then V is a subspace of Q
N
also defined over K, and dimension of V is N − k.
By the duality principle of Lemma 1.2.2, H(V ) = H(F ). By Theorem 1.1.2,
for each ε > 0 there exists a non-zero point y ∈ V over Q (which depends on











Let x = (x1, ..., xN ) ∈ Q
N
be such that yi = x
M
i for each 1 ≤ i ≤ N , then
Fi(x) = 0 for each 1 ≤ i ≤ k. Also, H(x) = H(y)
1
M . Combining this with
(4.28) yields the first inequality of (4.27). The exponent in this upper bound
is best possible since the exponent of Theorem 1.1.2 is best possible (see [24],
Lemma 4.7). The second inequality of (4.27) follows by a basic inequality for
heights (see for instance Lemma 4.7 of [24]).
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