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SUBTLE INVARIANTS OF F -CRYSTALS
XIAO XIAO
Abstract. Vasiu proved that the level torsion ℓM of an F -crystal M over an
algebraically closed field of characteristic p > 0 is a non-negative integer that
is an effectively computable upper bound of the isomorphism number nM of
M and expected that in fact one always has nM = ℓM. In this paper, we prove
that this equality holds.
1. Introduction
1.1. Notations. Let p be a prime number and k an algebraically closed field of
characteristic p. For every k-algebra R, let W (R) be the ring of p-typical Witt
vectors with coefficients in R. For every integer s ≥ 1, let Ws(R) be the ring of
truncated p-typical Witt vectors of length s with coefficients in R. Let σR be the
Frobenius of W (R) and Ws(R). Let θR be the Verschiebung of W (R) and Ws(R).
Recall that σRθR = θRσR = p. When there is no confusion of the base ring, we
also denote σR by σ and θR by θ. Set B(R) = W (R)[1/p]. When R = k, B(k) is
the field of fractions of W (k). An F -crystal M over k is a pair (M,ϕ) where M is
a free W (k)-module of finite rank and ϕ : M → M is a σ-linear monomorphism.
Unless mentioned otherwise, all F -crystals in this paper are over k. We denote by
MR the pair (M ⊗W (k) W (R), ϕ⊗ σR). For every W (k)-linear automorphism g of
M , we denote by M(g) the F -crystal (M, gϕ) over k.
1.2. Aim and scope. The isomorphism number nM of an F -crystalM = (M,ϕ) is
the smallest non-negative integer such that for everyW (k)-linear automorphism g of
M with the property that g ≡ 1M modulo p
nM , the F -crystal M(g) is isomorphic
to M. This is the generalization of the isomorphism number nD of a p-divisible
group D over k, which is defined to be the smallest non-negative integer such that
for every p-divisible group D′ over k with the same dimension and codimension as
D, D′[pnD ] and D[pnD ] are isomorphic if and only if D′ is isomorphic to D. The
isomorphism numbers of p-divisible groups are known to exist as early as in [8], as
a consequence of Theorems 3.4 and 3.5 of the loc. cit. Recently, the isomorphism
numbers of F -crystals are known to exist by [13, Main Theorem A].
Traverso proved that nD ≤ cd + 1 in [11, Theorem 3], where c and d are the
codimension and the dimension (respectively) of the p-divisible group D. He later
conjectured that nD ≤ min{c, d} in [12, Section 40, Conjecture 4]. In search of
optimal upper bounds of nD, the following theorem plays an important role:
Theorem 1.1 ([7, Theorem 1.6]). If D is a non-ordinary p-divisible group over
an algebraically closed field k, then its isomorphism number nD is equal to its level
torsion ℓD.
For the definition of ℓD, see [16, Subsection 1.4] and [7, Definition 8.3]. We point
out that the two definitions are slightly different. In the case when D is a direct
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sum of two or more isoclinic ordinary p-divisible groups of different Newton slopes,
we get ℓD = 1 by the definition in [16, Subsection 1.4]; on the other hand, we get
ℓD = 0 by [7, Definition 8.3]. If we assume that D is non-ordinary, then the two
definitions coincide.
Vasiu proved that nD ≤ ℓD in [16, Main Theorem A], and that nD = ℓD provided
D is a direct sum of isoclinic p-divisible groups, that is, of p-divisible groups whose
Newton polygons are straight lines. Later Lau, Nicole and Vasiu proved the equality
nD = ℓD in [7] for all p-divisible groups D over k. Theorem 1.1 builds a bridge
between the isomorphism number nD and other invariants of D, such as the level
torsion ℓD, the endomorphism number eD, and the coarse endomorphism number
fD, which turn out to be all equal by [7, Theorem 8.11]; see [7, Definitions 2.2 and
7.2] for their definitions. Using Theorem 1.1, Lau, Nicole and Vasiu were able to
find the optimal upper bound of nD ≤ ⌊2cd/(c+ d)⌋ (see [7, Theorem 1.4]), which
provides a corrected version of Traverso’s conjecture.
The level torsion ℓM of an F -crystal M is well-defined; see [16, Section 1.2] or
Subsection 4.4 for its definition. Therefore it is natural to ask if the similar equality
nM = ℓM holds or not in general. As mentioned before, Vasiu has already proved
that nM ≤ ℓM and the equality holds whenM is a direct sum of isoclinic F -crystals.
He expressed the expectation that the equality is true in general; see the paragraph
after [16, 1.3 Main Theorem A]. In this paper, we confirm this expectation.
Theorem 1.2 (Main Theorem). If M is a non-ordinary F -crystal over an alge-
braically closed field k, then its isomorphism number nM is equal to its level torsion
ℓM.
See Theorem 5.5 for its proof. The definition of the level torsion ℓM in our
paper is slightly different from the definition in [16, Subsection 1.2]; see Remark
4.9. When M is a non-ordinary F -crystal, the two definitions are exactly the same
just as in the case of p-divisible groups.
1.3. On the proof of the Main Theorem. The proof of the Main Theorem uses
many ideas from [7], [14], and [4]. It involves two major steps:
Step (1): Generalize the level torsion ℓM, the homomorphism number eM, and
the coarse homomorphism number fM to F -crystals M over k. Then prove that
they are all equal via a sequence of inequalities fM ≤ eM ≤ ℓM ≤ fM that are the
generalization of the inequalities fD ≤ eD ≤ ℓD ≤ fD obtained in [7].
The main difficulty in Step (1) is to have the right generalizations of ℓM, eM
and fM so that they remain unchanged under extensions of algebraically closed
fields. This requires the constructions of suitable groups schemes Ends(M) (resp.
Auts(M)) whose k-valued points are the endomorphisms (resp. automorphisms)
of F -truncations modulo ps of M for all s ≥ 1. The F -truncations modulo ps
of F -crystals are the generalization of truncated Barsotti–Tate groups of level s
associated to p-divisible groups. They are first introduced by Vasiu in [13] and will
be recalled in Section 2; see Definition 2.1. We will show that ℓM, eM and fM are
invariant under extensions of algebraically closed fields. This allows us to generalize
the proof in [7, Section 8] to our case.
Step (2): Prove that fM = nM by showing that both fM and nM are equal to the
smallest number m defined by the property that the image of the natural reduction
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homomorphism πs,1 : Ends(M) → End1(M) has zero dimension if and only if
s− 1 ≥ m.
In Step (2), the main result (see Theorem 3.15) is to show that nM is the place
where the non-decreasing sequence (dim(Auts(M)))s≥1 stabilizes, which general-
izes a similar result for p-divisible groups in [4]. In order to show this, we construct
a group action for each s ≥ 1 whose orbits parametrize isomorphism classes of
F -truncations modulo ps; see Subsection 3.2. It turns out that the dimension of
the stabilizer of the identity element of this action is equal to the dimension of
Auts(M) (Lemma 3.11). This allows us to use the machinery of group actions to
work with the sequence (dim(Auts(M)))s≥1 in a way similar to [4] and [14].
We note that the proof of our Main Theorem does not rely on the known fact
that nM ≤ ℓM proved in [16].
Notes. After this manuscript was finished, we learned that Sian Nie had a proof
of the fact ℓM ≤ nM where M is defined over the ring k[[ǫ]] of formal power series
instead of over W (k); see [9]. He expressed the hope that the same strategy might
be used to prove Theorem 1.2.
2. F -truncations of F -crystals
In this section, we recall F -truncations modulo ps of an F -crystal M over k
and provide several equivalent descriptions of homomorphisms and isomorphisms
between them.
2.1. Filtrations of F -crystals. Let r be the rank of M. Throughout this paper,
the integers e1 ≤ · · · ≤ er will always be the Hodge slopes of M and the integers
f1 < · · · < ft will always be all the distinct Hodge slopes of M; thus {f1, . . . , ft} =
{e1, . . . , er} as sets. Clearly f1 = e1 and ft = er. For each integer s ≥ 0, let hs be
the Hodge number ofM, that is, hs = #{ei | ei = s, 1 ≤ i ≤ r}. Clearly, hfi ≥ 1 for
all 1 ≤ i ≤ t. We say that a W (k)-basis {v1, v2, . . . , vr} of M is an F -basis of M if
{p−e1ϕ(v1), p
−e2ϕ(v2), . . . , p
−erϕ(vr)} is as well a W (k)-basis of M . Every F -basis
of M is also an F -basis of M(g) for all g ∈ GLM (W (k)). For each isomorphism of
F -crystals h : M1 → M2 and an F -basis B of M1, it is easy to see that h(B) is an
F -basis of M2.
For each positive integer 1 ≤ j ≤ t, we define Ij = {i | ei = fj , 1 ≤ i ≤ r}. For
an F -basis B of M, let F˜ j
B
(M) be the free W (k)-submodule of M generated by all
vi with i ∈ Ij . We obtain two direct sum decompositions of M that depend on B
(and thus on M):
M =
t⊕
j=1
F˜ j
B
(M) =
t⊕
j=1
1
pfj
ϕ(F˜ j
B
(M)).
For each 1 ≤ i ≤ t, by letting F i
B
(M) :=
⊕t
j=i F˜
j
B
(M), we get a decreasing and
exhaustive filtration of M
F •B(M) : F˜
t
B(M) = F
t
B(M) ⊂ F
t−1
B
(M) ⊂ · · · ⊂ F 1B(M) =M.
For each F i
B
(M), let ϕF i
B
(M) : F
i
B
(M)→M be the restriction of p−fiϕ to F i
B
(M).
For every integer s > 0, let F •
B
(M)s be the reduction modulo p
s of the filtration
F •
B
(M), namely
F tB(M)/p
sF tB(M) ⊂ F
t−1
B
(M)/psF t−1
B
(M) ⊂ · · · ⊂ F 1B(M)/p
sF 1B(M).
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For each 1 ≤ i ≤ t, we denote by ϕF i
B
(M)[s] the σ-linear monomorphism ϕF i
B
(M)
modulo ps, and by ϕF•
B
(M)[s] the sequence of the σ-linear monomorphisms ϕF i
B
(M)[s]
with 1 ≤ i ≤ t. By a filtered F -crystal modulo ps of an F -crystal M, we mean a
triple of the form
(M/psM,F •B(M)s, ϕF•B(M)[s]).
Let M1 and M2 be two F -crystals with the same Hodge polygons as M, B1 and B2
two F -bases of M1 and M2 respectively. By an isomorphism of filtered F -crystals
modulo ps from a filtered F -crystal modulo ps of M1 to a filtered F -crystal modulo
ps of M2, we mean a Ws(k)-linear isomorphism f : M1/p
sM1 → M2/p
sM2 such
that for all 1 ≤ i ≤ t we have f(F i
B1
(M1)/p
sF i
B1
(M1)) = F
i
B2
(M2)/p
sF i
B2
(M2) and
ϕF i
B2
(M2)[s]f = fϕF iB1(M1)
[s].
2.2. F -truncations. In this subsection, we recall the F -truncation modulo ps of
an F -crystal defined in [13, Sect. 3.2.9]. It is the generalization of the D-truncation
(M/psM,ϕ[s], θ[s]) of a Dieudonne´ module (M,ϕ, θ); see [13, Sect. 3.2.1] for the
definition of D-truncations.
Definition 2.1. For every integer s > 0, the F -truncation modulo ps of an F -
crystalM is the set Fs(M) of isomorphism classes of filtered F -crystals modulo p
s of
M as B varies among all possible F -bases of M. Let M1 and M2 be two F -crystals
with the same Hodge polygon. A Ws(k)-linear isomorphism f : M1/p
sM1 →
M2/p
sM2 is an isomorphism of F -truncations modulo p
s from Fs(M1) to Fs(M2)
if for every F -basis B1 of M1, there exists an F -basis B2 of M2 such that
f : (M1/p
sM1, F
•
B1
(M1)s, ϕF•
B1
(M1)[s])→ (M2/p
sM2, F
•
B2
(M2)s, ϕF•
B2
(M2)[s])
is an isomorphism of filtered F -crystals modulo ps.
Suppose f is an isomorphism of F -truncations modulo ps from Fs(M) to Fs(M(g)).
Define a set function Γf,s : Fs(M) → Fs(M(g)) as follows: the image of the iso-
morphism class represented by (M/psM,F •
B1
(M)s, ϕF•
B1
(M)[s]) under Γf,s is the
isomorphism class represented by (M/psM,F •
B2
(M)s, (gϕ)F•
B2
(M)[s]) if
f : (M/psM,F •B1(M)s, ϕF•B1(M)
[s])→ (M/psM,F •B2(M)s, (gϕ)F•B2 (M)
[s])
is an isomorphism of filtered F -crystals modulo ps. It is easy to see that this
function is well-defined and we shall prove that Γf,s is a bijection of sets in Corollary
2.4.
The following lemma is a generalization of [13, Lemma 3.2.2] to F -crystals for
G = GLM .
Lemma 2.2. For each F -crystal M and every g ∈ GLM (W (k)), the following two
statements are equivalent:
(1) There exist h ∈ GLM (W (k)), F -bases B1 and B2 of M and M(g) respec-
tively, such that the reduction h[s] of h modulo ps induces an isomorphism
(2.1) h[s] : (M/psM,F •B1(M)s, ϕF•B1 (M)
[s]) → (M/psM,F •B2(M)s, (gϕ)F•B2(M)
[s])
of filtered F -crystals modulo ps.
(2) There exists an element gs ∈ GLM (W (k)) with the property that it is con-
gruent to 1M modulo p
s such that M(gs) is isomorphic to M(g).
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Proof. To prove that (2) implies (1), suppose h ∈ GLM (W (k)) is an isomorphism
from M(gs) to M(g). For every F -basis B of M(gs), there is an F -basis h(B) of
M(g), and the reduction of h modulo ps is an isomorphism of filtered F -crystals
modulo ps:
h[s] : (M/psM,F •B(M)s, (gsϕ)F•B(M)[s])→ (M/p
sM,F •h(B)(M)s, (gϕ)F•h(B)(M)[s]).
As gs ≡ 1M modulo p
s and B is also an ordered F -basis of M, we have a canonical
identification of filtered F -crystals modulo ps:
id[s] : (M/psM,F •B(M)s, ϕF•B(M)[s])
∼= (M/psM,F •B(M)s, (gsϕ)F•B(M)[s]).
Composing the two isomorphisms h[s]◦ id[s] = h[s], we get the desired isomorphism
(2.1) by taking B1 = B and B2 = h(B).
To prove that (1) implies (2), let gs = h
−1gϕhϕ−1. We claim that gs be-
longs to GLM (W (k)), which is equivalent to h(ϕ
−1(M)) ⊂ ϕ−1(M). As M =⊕t
j=1 p
−fjϕ(F˜ j
B1
(M)), it is enough to show that
h(F˜ j
B1
(M)) ⊂
t⊕
i=1
pmax(0,fj−fi)F˜ iB1(M) = ϕ
−1(pfjM) ∩M.
Indeed, for each v ∈ F˜ j
B1
(M) ⊂ F j
B1
(M), we have hϕF j
B1
(M)(v) − gϕF j
B2
(M)h(v) ∈
psM , therefore hϕ(v) − gϕh(v) ∈ ps+fjM . As v ∈ F˜ j
B1
(M), we know that ϕ(v) ∈
pfjM and thus hϕ(v) ∈ pfjM . By the last two sentences, we know that gϕh(v) ∈
pfjM , whence ϕh(v) ∈ pfjM . This implies that h(v) ∈ ϕ−1(pfjM) ∩M . As
h−1 : (M, gϕ) ∼= (M,h−1gϕh) = (M, gsϕ),
it remains to prove that gs is congruent to 1M modulo p
s. As B2 is an F -basis
of M(g), h−1(B2) is an F -basis of M(gs). We have an isomorphism of filtered
F -crystals modulo ps as follows:
h−1[s] : (M/psM,F •
B2
(M)s, (gϕ)F•
B2
(M)[s]) −→ (M/p
sM,F •
h−1(B2)
(M)s, (gsϕ)F•
h−1(B2)
(M)[s]).
Composing the isomorphism (2.1) with the last isomorphism, we have an isomor-
phism
id[s] : (M/psM,F •
B1
(M)s, ϕF•
B1
(M)[s]) −→ (M/p
sM,F •
h−1(B2)
(M)s, (gsϕ)F•
h−1(B2)
(M)[s]).
For every 1 ≤ j ≤ t, and for each v ∈ F˜ j
B1
(M), we have
(gsϕ)F j
h−1(B2)
(M)(v) − ϕF j
B1
(M)(v) ∈ p
sM.
This means that gs(p
−fjϕ(v))− p−fjϕ(v) ∈ psM , that is, gs fixes every element of
p−jϕ(F˜ j
B1
(M)) modulo ps. Because M =
⊕t
j=1 p
−fjϕ(F˜ j
B1
(M)), we know that gs
fixes every element of M modulo ps, whence gs ≡ 1M modulo p
s. 
Proposition 2.3. For all g, h ∈ GLM (W (k)), the reduction of h modulo p
s is an
isomorphism from Fs(M) to Fs(M(g)) if and only if h
−1gϕhϕ−1 ≡ 1M modulo p
s.
Proof. For every h ∈ GLM (W (k)), if the reduction of h modulo p
s is an isomor-
phism from Fs(M) to Fs(M(g)), then h : M(gs) → M(g) is an isomorphism of
F -crystals where gs ≡ h
−1gϕhϕ−1 ≡ 1M modulo p
s by Lemma 2.2.
If h−1gϕhϕ−1 ≡ 1M modulo p
s, then there exists gs ≡ h
−1gϕhϕ−1 congruent
to 1M modulo p
s such that h induces an isomorphism from M(gs) to M(g). For
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every F -basis B of M, which is also an F -basis of M(gs), we get an isomorphism of
filtered F -crystals modulo ps:
h[s] : (M/psM,F •B(M)s, ϕF•B(M)[s])→ (M/p
sM,F •h(B)(M)s, (gϕ)F•h(B)(M)[s]). 
Corollary 2.4. Let s be a positive integer. We recall that Γf,s : Fs(M)→ Fs(M(g))
is the function defined by an isomorphism f of F -truncations modulo ps from Fs(M)
to Fs(M(g)) (see the paragraph after Definition 2.1 for its definition). Then the
function Γf,s is a bijection.
Proof. Let h ∈ GLM (W (k)) be a preimage of f ∈ GLM (Ws(k)) via the canonical
surjection GLM (W (k))→ GLM (Ws(k)). By Proposition 2.3, we have h
−1gϕhϕ−1 ≡
1M modulo p
s. Taking inverses on both hand sides, we have ϕh−1ϕ−1g−1h ≡ 1M
modulo ps. After multiplying h on the left and h−1 on the right on both hand
sides, we get hϕh−1ϕ−1g−1 ≡ 1 modulo ps, that is, hϕh−1(gϕ)−1 ≡ 1M modulo
ps. Hence h−1 defines an isomorphism of F -truncations modulo ps from Fs(M(g))
to Fs(M). This implies that Γf,s is a bijection. 
The next corollary justifies that the isomorphism number of F -crystals is the
right generalization of the isomorphism number of p-divisible groups.
Corollary 2.5. Let tM be the smallest integer such that for all g ∈ GLM (W (k)),
if FtM(M) is isomorphic to FtM(M(g)), then M is isomorphic to M(g). We have
tM = nM.
Proof. If FnM(M) is isomorphic to FnM(M(g)), then by Lemma 2.2, there exists
gnM ∈ GLM (W (k)) with the property that gnM ≡ 1M modulo p
nM such that
M(gnM), which is isomorphic to M by the definition of isomorphism numbers, is
isomorphic to M(g). Thus tM ≤ nM.
Let gtM ≡ 1M modulo p
tM . By Proposition 2.3, 1M [tM] ∈ GLM (WtM(k)) is an
isomorphism from FtM(M) to FtM(M(gtM)). By definition of tM, M is isomorphic
to M(gtM). Thus nM ≤ tM. 
Proposition 2.3 motivates the following definition of a homomorphism modulo
ps between two F -crystals.
Definition 2.6. A Ws(k)-linear map h[s] : M1/p
sM1 →M2/p
sM2 is a homomor-
phism from Fs(M1) to Fs(M2) if a preimage h ∈ HomW (k)(M1,M2) of h[s] under
the canonical surjection HomW (k)(M1,M2)→ HomWs(k)(M1/p
sM1,M2/p
sM2) sat-
isfies ϕ2hϕ
−1
1 ≡ h modulo p
s. We call h a lift of h[s] and h[s] a homomorphism
modulo ps from M1 to M2.
Remark 2.7. A homomorphism h[s] modulo ps between M1 and M2 implicitly
implies that there exists a lift h of h[s] in HomW (k)(M1,M2) such that ϕ2hϕ
−1
1 is
also an element in HomW (k)(M1,M2). Note that h[s] is not just a Ws(k)-linear
homomorphism h[s] : M1/p
sM1 → M2/p
sM2 such that hϕ1 ≡ ϕ2h modulo p
s,
although this is a consequence of the definition but it is not equivalent to the
definition.
Remark 2.8. Note that the definition of an isomorphism between two filtered F -
crystals modulo ps requires that the two F -crystals have the same Hodge polygon
described in Subsection 2.1. In Proposition 2.3 we also require that the two F -
crystals have the same Hodge polygon. On the other hand, in Definition 2.6, we do
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not require that the two F -crystals have the same Hodge polygon. It is reasonable
to ask if h[s] ∈ GLM (Ws(k)) and there exists a lift h ∈ GLM (W (k)) of h[s] such that
ϕ2hϕ
−1
1 ≡ h modulo p
s, do (M,ϕ1) and (M,ϕ2) have the same Hodge polygon so
that h[s] induces an isomorphism between Fs(M1) and Fs(M2)? The answer is yes
because if ϕ2hϕ
−1
1 ≡ hmodulo p
s, then we know that ϕ2hϕ
−1
1 ∈ GLM (W (k)). Thus
ϕ2hϕ
−1
1 (ϕ1(M)) = ϕ2h(M) = ϕ2(M). As a result, ϕ2hϕ
−1
1 induces an isomorphism
from M/ϕ1(M) to M/ϕ2(M) and thus (M,ϕ1) and (M,ϕ2) have the same Hodge
polygon. Therefore if M1 and M2 have different Hodge polygons, then Fs(M1) and
Fs(M2) are not isomorphic modulo p
s.
Proposition 2.9. Let s ≥ 1 be an integer. A homomorphism h[s] : M1/p
sM1 →
M2/p
sM2 is a homomorphism from Fs(M1) to Fs(M2) if and only if there exists a
lift h of h[s] in HomW (k)(M1,M2) such that for every x ∈ M1 \ pM1, if ϕ1(x) ∈
piM1 \ p
i+1M1, then hϕ1(x) ≡ ϕ2h(x) modulo p
s+i. Moreover, if we fix an F -basis
B1 = {v1, v2, . . . , vr} of M1, then the condition “for every x ∈ M1 \ pM1” in the
prior sentence can be strengthen to “for all x ∈ B1”.
Proof. Let h[s] be a homomorphism from Fs(M1) to Fs(M2), then there exists
h ∈ HomW (k)(M1,M2) such that ϕ2hϕ
−1
1 ≡ h modulo p
s. Let x ∈ M1 \ pM1 be
such that ϕ1(x) ∈ p
iM1 \ p
i+1M1, whence
1
pi
ϕ1(x) ∈M1 \ pM1. Plugging
1
pi
ϕ1(x)
into ϕ2hϕ
−1
1 ≡ h modulo p
s gives the desired congruence hϕ1(x) = ϕ2h(x) modulo
ps+i.
Suppose h[s] ∈ Hom(M1/p
sM1,M2/p
sM2) satisfies that for every x ∈M1 \ pM1,
if ϕ1(x) ∈ p
iM1 \ p
i+1M1, then hϕ1(x) ≡ ϕ2h(x) modulo p
s+i. For every x ∈
M1 \ {0}, there exists l ≥ 0 such that x ∈ p
lM1 \ p
l+1M1. We write ϕ
−1
1 (x) = p
jx′
for some j ∈ Z and x′ ∈ M1 \ pM1. Therefore ϕ1(x
′) ∈ pl−jM1\p
l−j+1M1.
Plugging x′ = p−jϕ−11 (x) into the congruence ϕ2h ≡ hϕ1 modulo p
s+l−j , we get
ϕ2hϕ
−1
1 (x) ≡ h(x) modulo p
s as l ≥ 0.
To prove the strengthening part, for all x ∈ M1 \ pM1, x =
∑r
i=1 xivi for some
xi ∈ W (k), we have ϕ1(x) =
∑r
i=1 p
eiσ(xi)wi for some F -basis {w1, w2, . . . , wr}
of M2. Let i = min{ei + ordp(xi) | 1 ≤ i ≤ r}. Then ϕ1(x) ∈ p
iM1 \ p
i+1M1.
Suppose for every 1 ≤ i ≤ r, hϕ1(vi)− ϕ1h(vi) = p
s+eiv′i for some v
′
i ∈M2 \ pM2,
we conclude the proof by considering the difference
hϕ1(x)− ϕ1h(x) =
r∑
i=1
σ(xi)h(ϕ1(vi))−
r∑
i=1
σ(xi)ϕ1(h(vi))
=
r∑
i=1
ps+eiσ(xi)v
′
i ∈ p
s+iM2. 
Corollary 2.10. Let M be an F -crystal over k and let B = {v1, v2, . . . , vr} be
an F -basis of M. For all g, h ∈ GLM (W (k)), the reduction of h modulo p
s is an
isomorphism between Fs(M) and Fs(M(g)) if and only if for all vi ∈ B we have
hϕ1(vi) ≡ ϕ2h(vi) modulo p
s+ei where e1 ≤ e2 ≤ · · · ≤ er are the Hodge slopes of
M.
We denote by Homs(M1,M2) the (additive) group of all homomorphisms modulo
ps fromM1 toM2, that is, all homomorphisms from Fs(M1) to Fs(M2). For i = 1, 2,
if hi[s] ∈ GLM (Ws(k)) is an automorphism of Fs(M), and hi ∈ GLM (W (k)) is a lift
of hi[s] such that ϕhiϕ
−1 ≡ hi modulo p
s, then (h1h2)[s] is also an automorphism
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of Fs(M) as h1h2 ∈ GLM (W (k)) is a lift of (h1h2)[s] that satisfies
(h1h2)
−1ϕ(h1h2)ϕ
−1 ≡ h−12 (h
−1
1 ϕh1ϕ
−1)ϕh2ϕ
−1 ≡ h−12 ϕh2ϕ
−1 ≡ 1 modulo ps.
Thus all automorphisms of Fs(M) form an abstract group Auts(M) under compo-
sition.
2.3. Ws functor. For every affine scheme X over SpecW (k), there is a functor
Ws(X) from the category of affine schemes over k to the category of sets defined
as follows: For every affine scheme SpecR,
Ws(X)(SpecR) := X(Ws(R)).
If X is of finite type over W (k), it is known that this functor is representable by an
affine k-scheme of finite type (see [5, p. 639 Corollary 1]), which will be denoted
by Ws(X). If in addition X is smooth over SpecW (k), then Ws(X) is smooth.
Indeed, for every k-algebra R and an ideal I of R such that I2 = 0, the kernel of
Ws(R)→Ws(R/I) is of square zero. As X is smooth, we get that
Ws(X)(R) = X(Ws(R))→ X(Ws(R/I)) = Ws(X)(R/I)
is surjective by [1, Ch. 2, Sec. 2, Prop. 6], whence Ws(X) is smooth by the loc.
cit. Suppose X is a smooth affine group scheme over SpecW (k), then Ws(X) is a
smooth affine group scheme over k. The reduction epimorphismWs+1(R)→Ws(R)
naturally induces a smooth epimorphism of affine group schemes over k
Reds+1,X : Wm+1(X)→Wm(X).
The kernel of Reds+1,X is a unipotent commutative group isomorphic to G
dim(Xk)
a .
Identifying W1(X) = Xk, an inductive argument shows that dim(Ws(X)) = s ·
dim(Xk) and Ws(X) is connected if and only if Xk is connected.
2.4. Group schemes pertaining to F -truncations modulo ps. In this sub-
section, we construct a smooth (additive) group scheme Homs(M1,M2) of finite
type over k such that its group of k-valued points is Homs(M1,M2), and a smooth
(multiplicative) group scheme Auts(M) of finite type over k such that its group of
k-valued points is Auts(M).
Fix s ≥ 1. Let M1 and M2 be two F -crystals over k. Let r1 and r2 be the
ranks of M1 and M2 respectively. We fix W (k)-bases B1 of M1 and B2 of M2 (they
are not necessarily F -bases.) Thus a W (k)-linear homomorphism h : M1 → M2
corresponds to an r2 × r1 matrix X = [h]
B2
B1
= (xij)1≤i≤r2,1≤j≤r1 with respect to
B1 and B2. Here and in all that follows we adopt the following convention: for
any v ∈ M1, [h(v)]B2 = X [v]B1 . The Frobenius of M1 corresponds to an r1 × r1
matrix U = [ϕ1]
B1
B1
= (uij)1≤i,j≤r1 with respect to B1, and the Frobenius of M2
corresponds to an r2 × r2 matrix V = [ϕ2]
B2
B2
= (vij)1≤i,j≤r2 with respect to B2.
Let W = (wij)1≤i,j≤r1 be the transpose of the cofactor matrix of U . We have
wij ∈ W (k). The matrix representation of ϕ2hϕ
−1
1 with respect to B1 and B2 is
V σ(X)σ(W/det(U)). We would like to find conditions on X so that the reduction
of h modulo ps, denoted by h[s], is a homomorphism from Fs(M1) to Fs(M2). By
definition, the condition ϕ2hϕ
−1
1 ≡ h modulo p
s is equivalent to the system of
equations
(2.2)
1
σ(det(U))
r1∑
m=1
r2∑
n=1
vinσ(xnm)σ(wmj) ≡ xij modulo p
s,
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for all 1 ≤ i ≤ r1 and 1 ≤ j ≤ r2. Let l := ordp(det(U)), and det(U)
−1 = p−ld
where d ∈W (k) \ pW (k). Then the system of equations (2.2) is equivalent to
(2.3)
r1∑
m=1
r2∑
n=1
σ(d)vinσ(xnm)σ(wmj) ≡ p
lxij ≡ θ
l(σl(xij)) modulo p
s+l.
If R is a perfect ring, two elements u = (u(0), u(1), . . . ) and w = (w(0), w(1), . . . )
ofW (R) are congruent modulo ps if and only if u(i) ≡ w(i) for all 0 ≤ i ≤ s−1. This
is true because ps = (σRθR)
s = σsRθ
s
R, and σR is an automorphism of W (R) when
R is perfect. Thus over perfect rings, the system of equations (2.3) is equivalent to
(2.4)
r1∑
m=1
r2∑
n=1
σ(d)vinσ(xnm)σ(wmj) ≡ θ
l(σl(xij)) modulo θ
s+l(W (R)).
Let xnm = (x
(0)
nm, x
(1)
nm, . . . ) and Pr,q the polynomial with integral coefficients
that computes the q-th coordinate of the p-typical Witt vector which is a product
of r p-typical Witt vectors. Then the system of equations (2.4) is equivalent to
(2.5)
r1∑
m=1
r2∑
n=1
P4,q+l(σ(d), vin , σ(xnm), σ(wmj))− (x
(q)
ij )
pl = 0
for all 1 ≤ i ≤ r1, 1 ≤ j ≤ r2, and 0 ≤ q ≤ s− 1, and the equations
(2.6)
r1∑
m=1
r2∑
n=1
P4,q(σ(d), vin , σ(xnm), σ(wmj)) = 0
for all 1 ≤ i ≤ r1, 1 ≤ j ≤ r2, and 0 ≤ q ≤ l− 1.
For any three non-negative integers n1, n2 and n3, let Rn1,n2,n3 be the poly-
nomial k-algebra with variables x
(q)
ij where 1 ≤ i ≤ n1, 1 ≤ j ≤ n2 and 0 ≤
q ≤ n3. Let I be the ideal of Rr1,r2,s+l−1 generated by equations (2.5) and (2.6).
Let Ys be the scheme theoretic closure of Xs = SpecRr1,r2,s+l−1/I under the
canonical morphism SpecRr1,r2,s+l−1 → SpecRr1,r2,s−1 induced by the natural
inclusion i : Rr1,r2,s−1 →֒ Rr1,r2,s+l−1. Thus Ys is affine and is isomorphic to
SpecRr1,r2,s−1/i
−1(I) =: SpecRs.
• If s ≤ l, then i−1(I) is generated by equations (2.6) for all 1 ≤ i ≤ r1,
1 ≤ j ≤ r2 and 0 ≤ q ≤ s− 1.
• If s > l, then i−1(I) is generated by equations (2.6) for all 1 ≤ i ≤ r1,
1 ≤ j ≤ r2 and 0 ≤ q ≤ l − 1, and also equations (2.5) for all 1 ≤ i ≤ r1,
1 ≤ j ≤ r2 and 0 ≤ q ≤ s− l − 1.
For each k-algebra R (not necessarily perfect), the set of R-valued points Ys(R) is
set of all Ws(R)-linear maps
h[s] :M1 ⊗Ws(k) Ws(R)→M2 ⊗Ws(k) Ws(R)
with the property that there exists a lift
h :M1 ⊗W (k) W (R)→M2 ⊗W (k) W (R))
such that for each x ∈M , if ϕ1(x) ∈ p
iM \ pi+1M , then we have
h ◦ (ϕ1 ⊗W (k) σR)(x⊗ 1W (R)) ≡ (ϕ2 ⊗W (k) σR) ◦ h(x⊗ 1W (R))
moduloM⊗W (k)θ
i+s(W (R)). It is clear thatYs(R) has a functorial group structure
under addition, and thus Ys is a group scheme. Let Homs(M1,M2) := (Ys)red. If
no confusions can occur, we denote Homs(M1,M2) by Hs. From the construction
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of (Rs)red, it is clear that Hs is a smooth group scheme of finite type over k, and
Hs(k) = Homs(M1,M2).
The definition of Hs would not be very useful if it would depend on the choices
of B1 and B2. We now show that Hs does not depend on the choices of B1 and
B2. Let B
′
1 and B
′
2 be other W (k)-bases of M1 and M2 respectively. Let T = (tij)
be the change of basis matrix from B1 to B
′
1 and T
−1 = (t′ij) be its inverse. Let
S = (sij) be the change of basis matrix from B2 to B
′
2 and S
−1 = (s′ij) be its
inverse. Let U ′ = [ϕ1]
B
′
1
B′1
and V ′ = [ϕ2]
B
′
2
B′2
be the matrix representations of ϕ1
and ϕ2 with respect to B
′
1 and B
′
2 respectively. We get that T
−1U ′σ(T ) = U ,
S−1V ′σ(S) = V and TU−1σ−1(T−1) = U ′−1. Let W ′ be the transpose of the
cofactor matrix of U ′, then W ′/det(U ′) = U ′−1. Let Y be the r2 × r1 matrix
[h]
B
′
2
B′1
= (yij)1≤i≤r2,1≤j≤r1 representing h with respect to B
′
1 and B
′
2. Therefore we
have X = S−1Y T . By solving V ′σ(Y )σ(W ′/det(U ′)) ≡ Y modulo ps, we get a
similar system of equations like (2.5) and (2.6), with d replaced by d′, vin replaced
by v′in, xnm replaced by ynm, and wmj replaced by w
′
mj . They generate an ideal
I
′ of a polynomial algebra R′r1,r2,s+l−1 with variables y
(q)
ij . We now construct an
isomorphism ι : Rr1,r2,s+l−1 → R
′
r1,r2,s+l−1
induced by the equality X = S−1Y T .
More precisely, as the (i, j)-entry of S−1Y T is
∑
l,m s
′
ilylmtmj, we define ι(x
(q)
ij ) =∑
l,m P3,q(s
′
il, ylm, tmj). It is easy to see that ι is an isomorphism as its inverse η
can be constructed by the equality Y = SXT−1 in a similar way. Now we show
that ι induces a well-defined homomorphism ι : Rr1,r2,s+l−1/I → R
′
r1,r2,s+l−1
/I′.
Suppose that f ∈ I, then we want to show that ι(f) ∈ I′. This is equivalent to show
that if V σ(X)σ(U−1) = X , then V ′σ(Y )σ(U ′−1) = Y , assuming that X = S−1Y T .
Indeed, we have TU−1σ−1(T−1) = U ′−1, and S−1V ′σ(S) = V , we get
Y = SXT−1 = SV σ(X)σ(U−1)T−1 = S(S−1V ′σ(S))σ(X)σ(U−1)T−1 =
V ′σ(S)σ(X)σ(T−1U ′−1σ−1(T ))T−1 = V ′σ(Y )σ(U ′−1)TT−1 = V ′σ(Y )σ(U ′−1).
Thus the induced ι is well-defined. By the same token, we can show that the inverse
η also induces a well-defined homomorphism at the level of quotient k-algebras. As
ι and η are inverses of each other, we know that Rr1,r2,s+l−1/I
∼= R′r1,r2,s+l−1/I
′.
Let Y′s be the scheme theoretic closure of SpecR
′
r1,r2,s+l−1
/I′ under the canonical
morphism SpecR′r1,r2,s+l−1 → SpecR
′
r1,r2,s−1 induced by the natural inclusion i
′ :
R′r1,r2,s−1 →֒ R
′
r1,r2,s+l−1
. It is clear that Ys is isomorphic to Y
′
s as k-schemes. To
see that they are also isomorphic as k-group schemes under addition, it is enough
to see that the definition ι and η respect addition because if X1 = S
−1Y1T and
X2 = S
−1Y2T , then X1+X2 = S
−1(Y1+Y2)T . Thus the definition of Hs does not
depend on the choice of basis.
If M1 = M2 = M, then r1 = r2 = r. In this case, we denote Homs(M1,M2) by
Ends(M) or for simplicity Es if no confusions can occur.
Now we assume that M1 = M2 = M (thus r1 = r2 = r) and construct a group
scheme Auts(M) whose k-valued points is Auts(M). Here we make use of a simple
fact of Witt vectors: for any k-algebra R, an element x ∈ W (R) is invertible if and
only if x(0) is a unit in R. Put
Ts := Rr,r,s−1[
1
det(x
(0)
ij )
]/i−1(I).
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Then SpecTs(R) contains all the multiplicative invertible elements in Ys(R). It is
the set of all Ws(R)-linear automorphisms
h[s] :M ⊗Ws(k) Ws(R)→M ⊗Ws(k) Ws(R)
with the property that there exists a lift h ∈ GLM⊗W (k)W (R)(W (R)) of h[s] such
that for each x ∈M , if ϕ(x) ∈ piM \ pi+1M , then we have
h ◦ (ϕ⊗W (k) σR)(x⊗ 1W (R)) ≡ (ϕ⊗W (k) σR) ◦ h(x⊗ 1W (R))
modulo M ⊗W (k) θ
i+s(W (R)). If h1[s], h2[s] ∈ Spec Ts(R), then (h1h2)[s] is in
SpecTs(R). Here (h1h2)[s] is h1h2 modulo θ
s. It coincides with the notation
that h[s] is h modulo ps when R is perfect. Hence SpecTs(R) has a functo-
rial group structure under composition and thus SpecTs is a group scheme. Let
As = Auts(M) := Spec (Ts)red. Then As(k) = Auts(M) is the group under com-
position of automorphisms of F -truncations modulo ps ofM. From the construction
of (Ts)red, it is clear that As is a smooth group scheme of finite type over k and,
as a scheme, it is an open subscheme of Es. We now study an important invari-
ant γM(s) := dim(Auts(M)) associated to M. As Es is smooth, all connected
components of Es have the same dimension. Therefore γM(s) = dim(Es).
Proposition 2.11. For every l ≥ 0, the sequence (γM(s + l) − γM(s))s≥1 is a
non-increasing sequence of non-negative integers. Therefore, we have a chain of
inequalities 0 ≤ γM(1) ≤ γM(2) ≤ · · · .
Proof. For each pair of integers t ≥ s, there is a canonical reduction homomorphism
πt,s : Et → Es. For every perfect k-algebra R, and every h[s] ∈ Es(R), there is
a lift h of h[s] such that ϕhϕ−1 ≡ h modulo ps, then ϕpt−shϕ−1 ≡ pt−sh modulo
pt. Hence we get a monomorphism pt−s : Es → Et that sends h[s] to p
t−sh[s] at
the level of R-valued points. For every perfect k-algebra R and every h[t] ∈ Et(R),
h[t] = pt−s(h′[s]) for some h′[s] ∈ Es(R) if and only if h[s] belongs to the kernel of
πt,t−s. Hence we have an exact sequence on the level of R-valued points
0 −−−→ Es(R)
pt−s
−−−−−→ Et(R)
πt,t−s
−−−−→ Et−s(R).
The dimension of Im(πt,t−s) is equal to γM(t) − γM(s) ≥ 0. Because πs+1+l,l =
πs+l,l ◦ πs+1+l,s+l, Im(πs+1+l,l) is a subgroup scheme of Im(πs+1,l). Hence the
dimension of Im(πs+1+l,l), which is γM(s+1+ l)− γM(s+1), is less than or equal
to the dimension of Im(πs+l,l), which is γM(s+ l)− γM(s). 
Recall an F -crystal M is ordinary if its Hodge polygon and Newton polygon
coincide. It is well known that the ordinary F -crystals over k are precisely those
F -crystals over k which are direct sums of F -crystals of rank 1.
Proposition 2.12. Let M be an ordinary F -crystal, then γM(s) = 0 for all s ≥ 1.
Proof. If M is ordinary, then M = ⊕ti=1Mi where Mi are isoclinic ordinary F -
crystals. Thus there exists an F -basis B = {v1, v2, . . . , vr} of M such that ϕ(vi) =
peivi for 1 ≤ i ≤ r. The ideal I that defines the representing k-algebra of Es(M) is
generated by equations of the following two types:
(1) σ(x
(r)
ij )− x
(r)
ij for all r and i, j ∈ Il for all 1 ≤ l ≤ t;
(2) x
(r)
ij for all r and i, j that don’t belong to the same Il.
It is clear now that representing k-algebra is finite dimensional over k. Thus Es is
of dimension zero, so is As. 
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3. Isomorphism classes of F -truncations
In this section, we follow the ideas of [4] and [14] to define a group action for
each s ≥ 1 whose orbits parametrize the isomorphism classes of Fs(M(g)) for all
g ∈ GLM (W (k)). We show that the stabilizer of the identity element of this action
has the same dimension as Auts(M), which allows us to study the non-decreasing
sequence (γM(i))i≥1 via the orbits and the stabilizers of the action. The main result
of this section is Theorem 3.15, which is a partial generalization of [4, Theorem 1].
It will play an important role in the proof of the Main Theorem in Section 5.
3.1. Group schemes. In this subsection, we will introduce some affine group
schemes that are necessary to define the group actions in order to study isomor-
phism classes of F -truncations.
Let M = (M,ϕ) be an F -crystal over k. Recall GLM is the group scheme over
SpecW (k) with the property that for everyW (k)-algebra S, GLM (S) is the group
of S-linear automorphism of M ⊗W (k) S. Put V = M ⊗W (k) B(k), then we have
canonical identifications
GLV = GLM ×W (k) SpecB(k) = GLϕ−1(M) ×W (k) SpecB(k).
Let G be the scheme theoretic closure of GLV in GLM ×GLϕ−1(M) embedded via
the composite homomorphism
GLV
∆
−→ GLV ×GLV → GLM ×GLϕ−1(M).
For any flat W (k)-algebra S, G(S) contains all h ∈ GLM⊗W (k)S(S) with the prop-
erty that h(ϕ−1(M) ⊗W (k) S) = ϕ
−1(M) ⊗W (k) S. Let PG : G → GLM be the
composition of the inclusion and the first projection GLM ×GLϕ−1(M) → GLM .
Let B = {v1, v2, . . . , vr} be an F -basis of M. There are two direct sum de-
compositions of M =
⊕t
j=1 F˜
j
B
(M) =
⊕t
j=1 p
−fjϕ(F˜ j
B
(M)), which implies that
ϕ−1(M) =
⊕t
j=1 p
−fiF˜ j
B
(M). With respect to B, the representing k-algebras of
the following affine group schemes are clear:
• GLV = SpecB(k)[xij | 1 ≤ i, j ≤ r][
1
det(xij)
];
• GLM = SpecW (k)[xij | 1 ≤ i, j ≤ r][
1
det(xij)
];
• GLϕ−1(M) = SpecW (k)[p
δijxij | 1 ≤ i, j ≤ r][
1
det(xij)
], where δij = fl−fm
if i ∈ Il and j ∈ Im; see Subsection 2.1 for the definition of Il and Im. Note
that det(pδijxij) = det(xij) as for each permutation π of {1, 2, . . . , r}, we
have
∏r
i=1 p
δipi(i)xiπ(i) =
∏r
i=1 xiπ(i).
• G = SpecW (k)[pǫijxij | 1 ≤ i, j ≤ r][
1
det(xij)
], where ǫij = min(0, δij).
For any affine scheme H, let RH be the ring such that H = SpecRH. Let
K be the kernel of the composition
RGLM ⊗RGLϕ−1(M) → RGLV ⊗RGLV → RGLV .
Then RG ∼= RGLM ⊗ RGLϕ−1(M)/K. It is easy to see that the natural
homomorphism
RGLM ⊗RGLϕ−1(M)/K→W (k)[p
ǫijxij | 1 ≤ i, j ≤ r][
1
det(xij)
]
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is an isomorphism of W (k)-algebras.
Proposition 3.1. The scheme G is a connected smooth, affine group scheme over
SpecW (k) of relative dimension r2.
Proof. AsG is a principal open subscheme of the affine space SpecW (k)[pǫijxij | 1 ≤
i, j ≤ r] overW (k), it is affine, smooth, integral and of relative dimension r2. From
this the lemma follows. 
Fix an F -basis B of M. If l 6= m, let Gl,m be the maximal subgroup scheme of
GLM that fixes both
F˜ 1B(M)⊕· · ·⊕F˜
m−1
B
(M)⊕F˜m+1
B
(M)⊕· · ·⊕F˜ tB(M) and F˜
l
B(M)⊕F˜
m
B (M)/F˜
l
B(M).
With respect to the F -basis B, the (multiplicative) group schemeGl,m is isomorphic
to SpecW (k)[xij | i ∈ Il, j ∈ Im]. If R is a W (k)-algebra, then
Gl,m(R) = 1M⊗W (k)R +Hom(F˜
m
B (M), F˜
l
B(M))⊗W (k) R,
and thus Gl,m ∼= G
hflhfm
a . If l = m, let Gl,l be GLF˜ l
B
(M). With respect to the
F -basis B, Gl,l is isomorphic to SpecW (k)[xij | i, j ∈ Il][
1
det(xij)
]. Put
G+ =
∏
1≤m<l≤t
Gl,m =Gt,t−1×Gt,t−2×Gt−1,t−2 · · ·×G3,2×Gt,1×· · ·×G3,1×G2,1,
G− =
∏
1≤l<m≤t
Gl,m =G1,2×G1,3×· · ·×G1,t×G2,3×· · ·Gt−2,t−1×Gt−2,t×Gt−1,t,
G0 :=
t∏
l=1
Gl,l, and G˜ := G+ ×G0 ×G−.
With respect to the F -basis B,
G˜ = SpecW (k)[xij | 1 ≤ i, j ≤ r][
1∏t
l=1 det(xij)i,j∈Il
].
Let Pm : G˜→ GLM be the natural product morphism, and let PG˜ be the compo-
sition
Pm ◦
(
1G+ × 1G0 ×
∏
1≤l<m≤t
(•)p
fm−fl
)
: G˜→ G˜→ GLM .
For any morphism Q : H1 → H2 of affine schemes, let Q
′ : RH2 → RH1 be the
natural homomorphism induced by Q.
Lemma 3.2. There is a unique morphism P : G˜→ G such that PG ◦ P = PG˜.
Proof. The morphism PG : G→ GLM at the level of W (k)-algebras
P ′G :W (k)[xij | 1 ≤ i, j ≤ r][
1
det(xij)
] −→W (k)[pǫijxij | 1 ≤ i, j ≤ r][
1
det(xij)
]
is such that P ′
G
(xij) = xij ; see the coordinate description of G for the definition of
ǫij . Note that ǫij ≤ 0. The morphism PG˜ : G˜→ GLM at the level ofW (k)-algebras
P ′
G˜
:W (k)[xij |1 ≤ i, j ≤ r][
1
det(xij)
] −→W (k)[xij |1 ≤ i, j ≤ r][
1∏t
l=1 det(xij)i,j∈Il
]
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is such that P ′
G˜
(xij) = P
′
m(p
−ǫijxij). It is easy to check (at the level of R-valued
points) that P ′
G˜
(det(xij)) =
∏t
l=1 det(xij)i,j∈Il . This forces P : G˜ → G to satisfy
P ′(pǫijxij) = P
′
m(xij) and it indeed defines a W (k)-algebra homomorphism
P ′ : W (k)[pǫijxij | 1 ≤ i, j ≤ r][
1
det(xij)
]→ W (k)[xij | 1 ≤ i, j ≤ r][
1∏t
l=1 det(xij)i,j∈Il
],
as
P ′(det(xij)) = det(P
′(xij)) = det(P
′
m(p
−ǫijxij)) = det(P
′
G˜
(xij)) =
t∏
l=1
det(xij)i,j∈Il .

Lemma 3.3. For every k-algebra R, the morphism P induces a bijection on Ws(R)-
valued points for all positive integer s.
Proof. We first show that P induces a bijection on W (R)-valued points.
We start by showing that the image of P
G˜
(W (R)) is the same as the image
PG(W (R)) in GLM (W (R)), which is
S := {(p−ǫijrij)1≤i,j≤r | rij ∈ W (R), det(rij) ∈ W (R)
∗}.
As t× t block matrices, these are matrices of the type
N =


N11 p
f2−f1N12 p
f3−f1N13 · · · p
ft−f1N1t
N21 N22 p
f3−f2N23 · · · p
ft−f2N2t
...
...
...
. . .
...
Nt1 Nt2 Nt3 · · · Ntt


where Nlm is an arbitrary hfl × hfm matrix for 1 ≤ l,m ≤ t with entries in W (R),
and det(N) ∈ W (R)∗. We claim that Nii are invertible for 1 ≤ i ≤ t. After
reduction modulo θ(W (R)), the matrix N is a lower triangular block matrix. The
determinant of N modulo θ(W (R)) is
∏t
i=1 det(Nii) modulo θ(W (R)), which is a
unit in R, this implies that det(Nii) modulo θ(W (R)) is a unit in R and hence
det(Nii) is a unit in W (R).
Let X be an arbitrary t × t block matrix in G0(W (R)) so that the diagonal
blocks are denoted by Xii. If l > m, let Ylm be an arbitrary t× t block matrix in
Gl,m(W (R)) with Y˜lm at (l,m) block entry and 0 at everywhere else. If l < m, let
Zlm be an arbitrary t × t block matrix in Gl,m(W (R)) with p
fm−fl Z˜lm at (l,m)
block entry and 0 at everywhere else. We need to show that the set
{
∏
1≤m<l≤t
YlmX
∏
1≤l<m≤t
Zlm | X,Ylm, Zlm satisfy the conditions stated above}
is equal to the set S of all t× t matrices N as described above. Here the order of
the product
∏
1≤m<l≤t Ylm is the same as the order in the definition of G+. The
order of the product
∏
1≤l<m≤t Zlm is the same as the order in the definition of
G−.
SUBTLE INVARIANTS OF F -CRYSTALS 15
We use induction on t. The base case when t = 1 is trivial. Suppose it is true
for t− 1. Then
∏
1≤m<l≤t−1
YlmX
∏
1≤l<m≤t−1
Zlm =


X11 p
f2−f1X12 · · · p
ft−1−f1A1,t−1 0
X21 X22 · · · p
ft−1−f2X2,t−1 0
...
...
. . .
...
...
Xt−1,1 Xt−1,2 · · · Xt−1,t−1 0
0 0 · · · 0 Xtt


satisfies det(Xii) ∈W (R)
∗, and each Xlm is an arbitrary hfl×hfm matrix if l 6= m.
We abbreviate this matrix by
(
X˜ 0
0 Xtt
)
, then
∏
1≤m≤t−1
Ytm
(
X˜ 0
0 Xtt
) ∏
1≤l≤t−1
Zlt =
(
1 0
Y˜ 1
)(
X˜ 0
0 Xtt
)(
1 Z˜
0 1
)
=
(
X˜ X˜Z˜
Y˜ X˜ Xtt + Y˜ X˜Z˜
)
.
Here the matrix Y˜ = (Y˜t1, Y˜t2, . . . , Y˜t,t−1) has size hft × (r − hft) and the matrix
Z˜ = (pft−f1 Z˜1t, p
ft−f2 Z˜2t, . . . , p
ft−ft−1 Z˜t−1,t)
T has size (r − hft) × hft . As X˜
is invertible, the right multiplication of X˜ induces a bijection from the set of all
hft × (r − hft) matrices to itself. Thus Y˜ X˜ can be any hft × (r − hft) matrix with
X˜ fixed and Y˜ varied. Multiplying X˜ and Z˜, we get

X11 p
f2−f1X12 · · · p
ft−1−f1X1,t−1
X21 X22 · · · p
ft−1−f2X2,t−1
...
...
. . .
...
Xt−1,1 Xt−1,2 · · · Xt−1,t−1




pft−f1 Z˜1t
pft−f2 Z˜2t
...
pft−ft−1 Z˜t−1,t

 =


pft−f1(X11Z˜1t + · · ·+X1,t−1Z˜t−1,t)
pft−f2(pf2−f1X21Z˜1t + · · ·+X2,t−1Z˜t−1,t)
...
pft−ft−1(pft−1−f1Xt−1,1Z˜1t + · · ·+Xt−1,t−1Z˜t−1,t)

 .
To show that X˜Z˜ can be any matrix of the type
(pft−f1N1t, p
ft−f2N2t, . . . , p
ft−ft−1Nt−1,t)
T
with X˜ fixed and Z˜ varied, it is enough to show that the matrix

X11 X12 · · · X1,t−1
pf2−f1X21 X22 · · · X2,t−1
...
...
. . .
...
pft−1−f1Xt−1,1 p
ft−1−f2Xt−1,2 · · · Xt−1,t−1


is invertible. But this is so because Xii are invertible. When X˜ , Y˜ and Z˜ are fixed,
Xtt + Y˜ X˜Z˜ can be an arbitrary invertible ht × ht matrix with Xtt varied because
Y˜ X˜Z˜ modulo p is zero. Thus we have shown that P
G˜
(W (R)) and PG(W (R)) are
the same in GLM (W (R)).
To show that P (W (R)) is a bijection, it is enough to show that P
G˜
(W (R)) is an
injection. If this is true, as PG(W (R)) is an injection and the image of PG˜(W (R))
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and PG(W (R)) are the same, then P (W (R)) is a bijection. Suppose
(3.1)
∏
1≤m<l≤t
YlmX
∏
1≤l<m≤t
Zlm =
∏
1≤m<l≤t
Y ′lmX
′
∏
1≤l<m≤t
Z ′lm,
and we want to show that Ylm = Y
′
lm for all 1 ≤ m < l ≤ t, X = X
′ and Zlm = Z
′
lm
for all 1 ≤ l < m ≤ t. By the definition of Ylm and Zlm it suffices to show that∏
1≤m<l≤t Ylm =
∏
1≤m<l≤t Y
′
lm and
∏
1≤l<m≤t Zlm =
∏
1≤l<m≤t Z
′
lm. Equality
(3.1) is equivalent to
(3.2) (
∏
1≤m<l≤t
Y ′lm)
−1
∏
1≤m<l≤t
YlmX = X
∏
1≤l<m≤t
Z ′lm(
∏
1≤l<m≤t
Zlm)
−1.
Let (
∏
1≤m<l≤t Y
′
lm)
−1
∏
1≤m<l≤t Ylm = I + Y where Y is strictly lower triangular
and
∏
1≤l<m≤t Z
′
lm(
∏
1≤l<m≤t Zlm)
−1 = I+Z where Z is strictly upper triangular.
The equality (3.2) is equivalent to Y X = XZ. It is easy to see that Y = Z = 0 as
X is a diagonal block matrix with invertible blocks Xii. This completes the proof
that P (W (R)) is a bijection.
To show that P (Ws(R)) is injective, let f¯1, f¯2 ∈ G˜(Ws(R)) with lifts f1, f2 ∈
G˜(W (R)) respectively such that P (Ws(R))(f¯1) = P (Ws(R))(f¯2). The images of
P (W (R))(f1) and P (W (R))(f2) under the reduction epimorphism G(W (R)) →
G(Ws(R)) are the same. Hence P (W (R))(f1) and P (W (R))(f2) are congruent
modulo θs. As P (W (R)) is a bijection, f1 and f2 are also congruent modulo θ
s as
well. Hence f¯1 = f¯2.
To show that P (Ws(R)) is surjective, let f¯ ∈ G(Ws(R)), a lift f ∈ G(W (R)) of
f¯ has a preimage g ∈ G˜(W (R)) such that P (W (R))(g) = f because P (W (R)) is
surjective. Thus the image of g in G˜(Ws(R)) is a preimage of f¯ . This shows that
P (Ws(R)) is bijective and thus completes the proof the lemma. 
Corollary 3.4. The morphism P : G˜ → G induces an isomorphism PWs(k) :
G˜Ws(k) → GWs(k) for each s ≥ 1.
Proof. If s = 1, then PW1(k) = Pk. It is an isomorphism by Lemma 3.3. Suppose
that s > 1. As RG and RG˜ are Ws(k)-flat algebras, we get that p
s−1RG/p
sRG ∼=
RG/pRG and p
s−1R
G˜
/psR
G˜
∼= R
G˜
/pR
G˜
by the local criteria on flatness. As
a result, ps−1RG/p
sRG ∼= p
s−1R
G˜
/psR
G˜
. We have the following commutative
diagram:
0 // ps−1RG/p
sRG //
∼=

RG/p
sRG //
P ′Ws(k)

RG/p
s−1RG //
P ′Ws−1(k)

0
0 // ps−1R
G˜
/psR
G˜
// R
G˜
/psR
G˜
// R
G˜
/ps−1R
G˜
// 0
.
An easy induction on s using the five lemma concludes the proof of the lemma. 
Let B be an F -basis of M. The SpecW (k)-scheme GLM is represented by the
W (k)-algebra W (k)[xij | 1 ≤ i, j ≤ r][1/det(xij)]. We construct the cocharacter
µ : Gm → GLM (that depends on B) defined by the k-algebra homomorphism
µ′ :W (k)[xij | 1 ≤ i, j ≤ r][1/det(xij)]→W (k)[x, 1/x]
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with the property that µ′(xij) = 0 if i 6= j and µ
′(xii) = (1/x)
ei for 1 ≤ i ≤ r where
e1, e2, . . . , er are the Hodge slopes of (M,ϕ). Put σM := ϕµ(B(k))(p). It is a σ-
linear isomorphism of M defined by the rule σM(x) = p
−fjϕ(x) for x ∈ F˜ j
B
(M). It
is well known [3, A.1.2.6] that there is a Zp-submoduleM0 = {x ∈M | σM(x) = x}
of M , whose rank is the same as the rank of M and such that M = M0 ⊗Zp
W (k). Note that the construction of M0 also depends on B. We fix a Zp-basis of
B0 = {w1, w2, . . . , wr} of M0. It induces a Zp-basis B
∗
0 = {eij | 1 ≤ i, j ≤ r} of
EndZp(M0) such that eij(wj) = wi. Note that
EndW (R)(M ⊗W (k) W (R)) = EndZp(M0)⊗Zp W (R).
Let h =
∑
i,j aijeij ∈ EndW (R)(M ⊗W (k) W (R)), aij ∈ W (R) for all 1 ≤ i, j ≤ r.
Define
σ¯M : EndW (R)(M ⊗W (k) W (R))→ EndW (R)(M ⊗W (k) W (R))
by the formula σ¯M(h) =
∑
i,j σR(aij)eij and similarly, define
σ¯M : EndWs(R)(M ⊗W (k) Ws(R))→ EndWs(R)(M ⊗W (k) Ws(R))
by the formula σ¯M(h[s]) = (
∑
i,j σR(aij)eij)[s], where h[s] is h modulo θ
s (again
this does not contradict to the previous convention that h[s] is h modulo ps when
R is perfect.) One can easily show that the definition of σ¯M does not depend
on B0 and B
∗
0 but does depend on B. If R is a perfect field, then σM satisfies
σ¯M(h) = σMhσ
−1
M
, which is a formula that does not depend on the choice of B0 or
B∗0 but does depend on B since σM does.
For every h ∈ EndW (R)(M ⊗W (k) W (R)), define
ϕ(h) = σ¯M(µ(B(R))(1/p) ◦ h ◦ µ(B(R))(p)).
A priori, the definition of ϕ(h) depends on the choice of the F -basis B of M as σ¯M
and µ do. As h =
∑
i,j aijeij , aij ∈W (R), we get
ϕ(h) = σ¯M(µ(B(R))(1/p) ◦ h ◦ µ(B(R))(p))
= σ¯M(
∑
i,j
(µ(B(k))(1/p) ◦ eij ◦ µ(B(k))(p)) ⊗ aij)
=
∑
i,j
σ¯M((µ(B(k))(1/p) ◦ eij ◦ µ(B(k))(p)) ⊗ σR(aij)
=
∑
i,j
σMµ(B(k))(1/p) ◦ eij ◦ µ(B(k))(p)σ
−1
M
⊗ σR(aij)
=
∑
i,j
(ϕ ◦ eij ◦ ϕ
−1)⊗ σR(aij).
Thus ϕ(h) is a B(R)-linear endomorphism ofM⊗W (k)B(R) defined by the following
rule: let h =
∑
i hi ⊗ ci under the natural identification (basis free)
EndW (R)(M ⊗W (k) W (R)) = EndW (k)(M)⊗W (k) W (R).
For any m ⊗ b ∈ M ⊗W (k) W (R), we have ϕ(h)(m ⊗ b) =
∑
i(ϕ ◦ hi ◦ ϕ
−1)(m) ⊗
σR(ci)b ∈ (M ⊗W (k) B(k)) ⊗B(k) B(R) = M ⊗W (k) B(R). Thus the definition
ϕ(h) does not depend on the choice of B. Note that ϕ(h) might not be an el-
ement in EndW (R)(M ⊗W (k) W (R)) in general, but it is always an element in
EndW (R)(M ⊗W (k) B(R)).
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Lemma 3.5. For simplicity, set µ(B(R))(p) = µ(p) and µ(B(R))(1/p) = µ(1/p).
For every g ∈ Gl,m(W (R)), the following three formulae hold.
(1) If m < l, then µ(p)gp
fl−fmµ(1/p) = g.
(2) If m = l, then µ(p)gµ(1/p) = g.
(3) If m > l, then µ(p)gµ(1/p) = gp
fm−fl .
Proof. We first prove (1) when m < l. By definition, g ∈ Gl,m(W (R)) if and only
if g = 1M⊗W (R) + e where e ∈ Hom(F˜
m
B
(M), F˜ l
B
(M))⊗W (k) W (R). If m < l, then
µ(p)gp
fl−fm
µ(1/p) = µ(p)(1M⊗W (k)W (R) + p
fl−fme)µ(1/p)
= 1M⊗W (k)W (R) + p
fl−fmµ(p)eµ(1/p).
Thus it suffices to show that pfl−fmµ(p)eµ(1/p) = e.
As e ∈ Hom(F˜m
B
(M), F˜ l
B
(M))⊗W (k)W (R), µ(1/p) acts on F˜
m
B
(M)⊗W (k)W (R)
as pfm , and µ(p) acts on F˜ l
B
(M)⊗W (k) W (R) as p
−fl , we get the desired equality.
The cases when m = l and m > l are similar and are left to the reader. 
Corollary 3.6. For every g ∈ Gl,m(W (R)), the following three formulae hold.
(1) If m < l, then σM(g
pfl−fm ) = ϕ(g).
(2) If m = l, then σM(g) = ϕ(g).
(3) If m > l, then σM(g) = ϕ(g
pfm−fl ).
3.2. The group action Ts. Set Gs = Ws(G) andDs = Ws(GLM ). AsGWs(k) =
G˜Ws(k), we have G˜s := Ws(G˜) =Gs. The group action
Ts : Gs ×k Ds → Ds
is defined on R-valued points as follows: For every h[s] ∈ Gs(R), g[s] ∈ Ds(R),
let h ∈ G(W (R)) be a lift of h[s] under the reduction epimorphism G(W (R)) →
G(Ws(R)) and g ∈ GLM (W (R)) be a lift of g[s] under the reduction epimorphism
GLM (W (R))→ GLM (Ws(R)). Define
Ts(R)(h[s], g[s]) := (hgϕ(h
−1))[s].
It is clear that the definition does not depend on the choices of lifts of h[s] and g[s]
and does not depend on choice of basis.
To see that (hgϕ(h−1))[s] ∈ Ds(R), let us first recall the identification GWs(k) =
G˜Ws(k) from Corollary 3.4, thus h[s] ∈ Gs(R) = G(Ws(R)) = GWs(k)(Ws(R) is an
element of G˜Ws(k)(Ws(R)). We can g (non-uniquely) h[s] as a product
∏
1≤m<l≤t
hlm[s]h0[s]
∏
1≤l<m≤t
hp
fm−fl
lm [s],
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where
∏
1≤m<l≤t hlm[s] ∈ (G−)Ws(k)(Ws(R)), h0[s] ∈ (G0)Ws(k)(Ws(R)), and∏
1≤l<m≤t hlm[s] ∈ (G+)Ws(k)(Ws(R)). Therefore (hgϕ(h
−1))[s] is equal to
(
∏
1≤m<l≤t
hlmh0
∏
1≤l<m≤t
hp
fm−fl
lm gϕ(
∏
1≤l<m≤t
hp
fl−fm
lm h
−1
0
∏
1≤m<l≤t
h−1lm))[s]
=(
∏
1≤m<l≤t
hlmh0
∏
1≤l<m≤t
hp
fm−fl
lm g
∏
1≤l<m≤t
ϕ(hp
fl−fm
lm )ϕ(h
−1
0 )
∏
1≤m<l≤t
ϕ(h−1lm ))[s]
=(
∏
1≤m<l≤t
hlmh0
∏
1≤l<m≤t
hp
fm−fl
lm g
∏
1≤l<m≤t
σ¯M(h
−1
lm)σ¯M(h
−1
0 )
∏
1≤m<l≤t
σ¯M((h
−1
lm)
pfl−fm ))[s]
=
∏
1≤m<l≤t
hlm[s]h0[s]
∏
1≤l<m≤t
hp
fm−fl
lm [s]g[s]
∏
1≤l<m≤t
σ¯M(h
−1
lm [s])σ¯M(h
−1
0 [s])
∏
1≤m<l≤t
σ¯M((h
−1
lm [s])
pfl−fm )
which is in Ds(R). The above formula proves that Ts is a morphism.
For later use, we record the following formula when R = k and s = 1.
(3.3)
T1(k)(h[1], g[1]) =
∏
1≤m<l≤t
hlm[1]h0[1]g[1]
∏
1≤l<m≤t
(σ¯M(h
−1
lm [1]))(σ¯M(h
−1
0 [1]))
3.3. Orbits and Stabilizers of Ts. Let 1M [s] ∈ Ds(k). The image of the mor-
phism
Ψ := Ts ◦ (1Gs ×k 1M [s]) : Gs
∼= Gs ×k Spec k → Gs ×k Ds → Ds.
is the orbit of 1M [s], which we denoted by Os. Its Zariski closure Os is a closed
integral subscheme of Ds. The orbit Os is a smooth connected open subscheme of
Os.
Proposition 3.7. Let g1, g2 ∈ GLM (W (k)). Then g1[s], g2[s] ∈ GLM (Ws(k)) =
Ds(k) belong to the same orbit of the action Ts if and only if Fs(M(g1)) is isomor-
phic to Fs(M(g2)).
Proof. We know that g1[s] and g2[s] belong to the same orbit of the action Ts if and
only if there exists h[s] ∈ Gs(k) such that Ts(h[s], g1[s]) = (hg1ϕh
−1ϕ−1)[s] = g2[s].
This implies that h[s] is an isomorphism from Fs(M(g1)) to Fs(M(g2)).
If h[s] is an isomorphism from Fs(M(g1)) to Fs(M(g2)), then hg1ϕh
−1ϕ−1 ≡ g2
modulo ps. To conclude the proof, it is enough to show that h ∈ Gs(k), but this is
clear from the facts that h(M) =M and h(ϕ−1(M)) ⊂ ϕ−1(M). 
Corollary 3.8. The set of orbits of the action Ts is in natural bijection to the set of
isomorphism classes of F -truncations modulo ps of M(g) for all g ∈ GLM (W (k)).
Let Ss be the fibre product defined by the following commutative diagram:
Ss //

Spec k
1M [s]

Gs
Ψ // Ds
It is the stabilizer of 1M [s] and is a subgroup scheme of Gs. We denote by Cs the
reduced scheme (Ss)red, and C
0
s the identity component of Cs. Clearly,
(3.4) dim(Ss) = dim(Cs) = dim(C
0
s) = dim(Gs)− dim(Os).
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Example 3.9. In this example, we follow the ideas of [14, Section 2.3] to discuss
T1(k). As a result, we will see that C
0
1 is a unipotent group scheme over k. Let
(M,ϕ) be an F -crystal over k such that e1 = 0. By [15, Section 1.8] or [17,
Theorem 1.1], there exist an element g ∈ GLM (W (k)) with the property that
g ≡ 1M modulo p, an F -basis B = {v1, v2, . . . , vr} of M, and a permutation π on
the set I = {1, 2, . . . , r} that defines a σ-linear monomorphism ϕπ : M → M with
the property that ϕπ(vi) = p
eivπ(i) for all i ∈ I, such that M is isomorphic to
(M, gϕπ). Let µ be the cocharacter defined with respect to B and let σ¯M be the
σ-linear endomorphism of EndW (R)(M ⊗W (k)W (R)) defined with respect to µ. Set
I+ = {(i, j) ∈ I × I | i ∈ Il, j ∈ Im, where m > l};
I0 = {(i, j) ∈ I × I | i, j ∈ Il for some l};
I− = {(i, j) ∈ I × I | i ∈ Il, j ∈ Im, where m < l}.
See Subsection 2.1 for the definition of Il and Im. For 1 ≤ i, j ≤ r, let fi,j ∈ End(M)
be such that fi,j(vj) = vi and fi,j(vl) = 0 for l 6= j. For every 1 + f¯i,j ∈ GLM (k),
where f¯i,j is fi,j modulo p, σ¯M(1 + f¯i,j) = ϕπ(1 + f¯i,j)ϕπ−1 = 1 + f¯π(i),π(j). For
every h = h+h0h− ∈ G(k) = G˜
∗(k), where h† ∈ G† for † ∈ {+, 0,−}, we know
that h[1] ∈ S1(k) = C1(k) if and only if
h+[1]h0[1] = σ¯M(h0[1])σ¯M(h−[1])
by (3.3). This is equivalent to
(3.5) (h+h0)[1] = σ¯M((h0h−)[1])
Let
(h+h0)[1] = 1M [1] +
∑
(i,j)∈I+∪I0
xi,j e¯i,j
and
(h0h−)[1] = 1M [1] +
∑
(i,j)∈I0∪I−
xi,j e¯i,j .
Then (3.5) can be rewritten as
(3.6)
∑
(i,j)∈I+∪I0
xi,j e¯i,j =
∑
(i,j)∈I0∪I−
xpi,j e¯π(i),π(j)
This is equivalent to three types of equalities:
xπ(i),π(j) = x
p
i,j if (i, j) ∈ I− ∪ I0 and (π(i), π(j)) ∈ I+ ∪ I0,(3.7)
xπ(i),π(j) = 0 if (i, j) ∈ I+ and (π(i), π(j)) ∈ I+ ∪ I0,(3.8)
xpi,j = 0 if (i, j) ∈ I− ∪ I0 and (π(i), π(j)) ∈ I−.(3.9)
We decompose the permutation π × π on I × I into a product of disjoint cycles∏
u(π × π)u. To ease language, we say that a pair (i, j) ∈ I × I is in (π × π)u if
(π × π)u(i, j) 6= (i, j). To study the system of equations defined by (3.7) to (3.9)
we consider the following three cases:
(1) Consider (π × π)u such that all (i, j) in (π × π)u are in I0. By (3.7),
xi,j = x
pord((pi×pi)u)
i,j . Thus there are finitely many solutions for xi,j .
(2) Consider (π× π)u such that all (i, j) in (π× π)u are in I0 ∪ I+ and at least
one (i, j) is in I+. By (3.8), xi,j = 0 for all (i, j) in (π × π)u.
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(3) Consider (π × π)u such that at least one (i, j) in (π × π)u is in I−. Let
νπ(i, j) be the smallest positive integer such that
(πνpi(i,j)(i), πνpi(i,j)(j)) ∈ I+ ∪ I−.
By (3.7), xπm(i),πm(j) = x
pm
i,j for all 1 ≤ m < νπ(i, j).
• If (πνpi(i,j)(i), πνpi(i,j)(j)) ∈ I−, then xπm(i),πm(j) = 0 for all 0 ≤ m ≤
νπ(i, j).
• If (πνpi(i,j)(i), πνpi(i,j)(j)) ∈ I+, then xπm(i),πm(j) = x
pm
i,j for all 1 ≤
m ≤ νπ(i, j).
Thus xπm(i),πm(j) for all 1 ≤ m < νπ(i, j) has finitely many solutions.
• If (πνpi(i,j)+1(i), πνpi(i,j)+1(j)) ∈ I+ ∪ I0, then xπνpi(i,j)+1(i),πνpi(i,j)+1(j)
equals 0 by (3.8).
• If (πνpi(i,j)+1(i), πνpi(i,j)+1(j)) ∈ I−, then xπνpi(i,j)+1(i),πνpi(i,j)+1(j) is not
related to xi,j .
Let Iπ− be a subset of I− that contains pairs (i, j) such that (π
νpi(i,j)(i), πνpi(i,j)(j)) ∈
I+. We conclude that h[1] ∈ C
0
1(k) if and only if the following equations hold:
h+[1]h0[1] = 1M [1] +
∑
(i,j)∈Ipi−
νpi(i,j)∑
l=1
xp
l
i,j e¯πl(i),πl(j),
h0[1] = 1M [1] +
∑
(i,j)∈Ipi−
νpi(i,j)−1∑
l=1
xp
l
i,j e¯πl(i),πl(j),
h0[1]h−[1] = 1M [1] +
∑
(i,j)∈Ipi−
νpi(i,j)−1∑
l=0
xp
l
i,j e¯πl(i),πl(j),
where xi,j ∈ I
π
− can take independently all values in k such that h0[1] ∈ G1(k).
This shows that Lie(C01) =
⊕
(i,j)∈Ipi−
ke¯i,j , which contains no non-zero semi-simple
elements. Thus C01 has no subgroup isomorphic to Gm and hence it is unipotent.
We also get that the dimension of C01 is equal to the cardinality of I
π
−. Therefore
the dimension of O1 is equal to the cardinality of the set I
2 − Iπ−.
Proposition 3.10. For every s ≥ 1, the connected smooth group scheme C0s is
unipotent.
Proof. We proceed by induction. The base case s = 1 is checked in Example 3.9.
Suppose C0s−1 is unipotent. The image of C
0
s under the reduction map Reds,G :
Gs → Gs−1 is in C
0
s−1, and thus is unipotent. The kernel of C
0
s → C
0
s−1 is in the
kernel of Reds,G, and thus is unipotent. Therefore C
0
s is an extension of unipotent
group schemes, and thus is unipotent; see [2, Exp. XVII, Prop 2.2]. 
We construct a homomorphism Λs : Cs → As as follows. For every k-algebra
R, let h[s] ∈ Cs(R). Thus ϕ(h[s]) = h[s]. Fix a Zp-basis B0 = {v1, . . . , vr} of
M0. Let B
∗
0 = {eij} be the standard Zp-basis of EndZp(M0) induced by B0. If
h =
∑
i,j eij ⊗ aij ∈ EndZp(M0) ⊗ W (R) = EndW (R)(M ⊗W (k) W (R)), where
aij ∈W (R), then ϕ(h[s]) = h[s] is equivalent to
(3.10)
∑
i,j
ϕeijϕ
−1 ⊗ σR(aij) ≡
∑
i,j
eij ⊗ aij modulo θ
s(W (R)).
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Let C = (cij) be the matrix representation of ϕ with respect to B0 and C
−1 = (c′ij)
be its inverse. Using the matrix notation, (3.10) can be restated as
(3.11) (cij)(σR(aij))(σR(c
′
ij)) ≡ (aij) modulo θ
s(W (R)).
This implies that a lift h of h[s] satisfies the equation that defines As. Thus we
can define Λs(R)(h[s]) = h[s].
Lemma 3.11. The homomorphism Λs(k) : Cs(k) → As(k) is an isomorphism.
Therefore, Λs is a finite epimorphism and thus dim(Cs) = γM(s).
Proof. The group Cs(k) consists of all h ∈ Gs(k) such that h ≡ ϕhϕ
−1 modulo
ps, which are exactly all automorphisms of Fs(M). As As(k) is also the group of
automorphisms of Fs(M) and Λs(k) is the identity map, we know that they are
isomorphic.
As Λs(k) is an isomorphism, Λs is a finite epimorphism. Therefore dim(Cs) =
dim(C0s) = dim(A
0
s) = dim(As), which by definition is γM(s). 
Let Ts+1 be the reduced group of the group subscheme Red
−1
s+1,G(Cs) of Gs+1,
and let T0s+1 be its identity component. We have a short exact sequence
(3.12) 1→ Ker(Reds+1,G)→ T
0
s+1 → C
0
s → 1.
Thus T0s+1 is unipotent as Ker(Reds+1,G) and C
0
s are. We have the following
equality
(3.13) dim(T0s+1) = dim(Ker(Reds+1,G)) + dim(C
0
s) = r
2 + dim(C0s).
By Lemma 3.11 and (3.13), we know that
(3.14) dim(T0s+1) = r
2 + γM(s).
By (3.4) and the fact that Reds+1,G is an epimorphism whose kernel has dimension
r2, we know that
(3.15) γM(s+ 1)− γM(s) = r
2 − dim(Os+1) + dim(Os).
Let Vs+1 be the inverse image of the point 1M [s] ∈ Ds(k). It is isomorphic to
the kernel of Reds+1,D and thus isomorphic to A
r2
k . The inverse image of Os under
Red−1s+1,D in Ds+1 is a union of orbits and Os+1 is one of them. Let Os+1,s be the
set of orbits of the action Ts+1 that is contained in Red
−1
s+1,D(Os). Every orbit in
Os+1,s intersects Vs+1 nontrivially.
We now give another description of Os+1,s in terms of F -truncations modulo p
s
of F -crystals. Let Is be the set of all F -crystals M(g) with g ∈ GLM (W (k)) up to
F -truncations modulo ps isomorphisms. In other words, if Fs(M(g1)) is isomorphic
to Fs(M(g2)), then we identify M(g1) and M(g2) in Is. By Proposition 3.7, we
know that there is a bijection between the set of orbits of Ts and Is.
Proposition 3.12. There is a bijection between Os+1,s and the subset of Is+1
that contains all M(g) (up to F -truncation modulo ps+1 isomorphism) such that
Fs(M(g)) is isomorphic to Fs(M). Therefore, Os+1,s has only one orbit if s ≥ nM.
Proof. The first part of the proposition follows from the following fact: for every
g ∈ GLM (W (k), an orbit of Ts+1 that contains the F -truncation modulo p
s+1 of
the F -crystal M(g) is in Red−1s+1,D(Os) if and only if Fs(M(g)) is isomorphic to
Fs(M).
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If s ≥ nM, let M(g) be an F -crystal such that Fs(M(g)) is isomorphic to Fs(M).
By Corollary 2.5, M(g) is isomorphic to M. Thus Os+1,s contains only one element
by the first part of the proposition. 
3.4. Monotonicity of γM(i).
Lemma 3.13. The following two statements are equivalent:
(i) dim(Os+1) = dim(Os) + r
2;
(ii) Vs+1 ⊂ Os+1.
Proof. As Reds+1,D : Os+1 → Os is faithfully flat, the fibers of this morphism are
equidimensional. Hence we have
(3.16) dim(Os+1) = dim(Os) + dim(Vs+1 ∩Os+1).
If (i) holds, as dim(Vs+1 ∩Os+1) = dim(Os+1) − dim(Os) = r
2 = dim(Vs+1),
Vs+1 ∩Os+1 is open in Vs+1.
Consider the action T0s+1 : T
0
s+1 ×k Vs+1 → Vs+1. By [10, Proposition 2.4.14],
we know that all the orbits of T0s+1 are closed. As the orbits of the action Ts+1 :
Ts+1 ×k Vs+1 → Vs+1 is a finite union of the orbits of the action T
0
s+1, we know
that the orbits of the action Ts+1 is also closed. The orbit of 1M [s+ 1] under the
action of Ts+1 is (Vs+1 ∩Os+1)red. Because it is an open, closed and dense orbit
of Ts+1, we know that Vs+1 ∩Os+1 = Vs+1. Hence Vs+1 ⊂ Os+1.
If (ii) holds, as dim(Vs+1∩Os+1) = dim(Vs+1) = r
2, (i) follows from (3.16). 
Corollary 3.14. γM(s+ 1) = γM(s) if and only if Os+1,s has only one element.
Proof. The first part of the Lemma 3.13 is equivalent to γM(s+1) = γM(s) and the
second part of the Lemma 3.13 is equivalent to Os+1,s has only one element. 
Theorem 3.15. For every F -crystal M, we have
0 ≤ γM(1) < γM(2) < · · · < γM(nM) = γM(nM + 1) = γM(nM + 2) = · · ·
Proof. We first show that for every 1 ≤ i ≤ nM−1, γM(i) 6= γM(i+1). Suppose the
contrary, then by Proposition 2.11, γM(i) = γM(j) for all j ≥ i. In particular, we
have γM(nM) = γM(nM − 1). By Corollary 3.14, OnM,nM−1 contains one element.
Let M(g) be an F -crystal such that FnM−1(M(g)) is isomorphic to FnM−1(M),
by Proposition 3.12, there is a unique M(g) up to F -truncation modulo pnM such
that FnM−1(M(g)) is isomorphic to FnM−1(M), thus FnM(M(g)) is isomorphic to
FnM(M). By Lemma 2.2, M(g) is isomorphic to M. Hence we conclude that nM−1
is the isomorphism number of M, which is a contradiction.
If s ≥ nM, then every F -crystalM(g) such that Fs(M(g)) is isomorphic to Fs(M),
is isomorphic toM. Therefore Fs+1(M(g)) is isomorphic to Fs+1(M), whence Os+1,s
has only one element. By Corollary 3.14, γM(s+ 1) = γM(s) for all s ≥ nM. 
We have a converse of Proposition 2.12.
Proposition 3.16. If there exists an s ≥ 1 such that γM(s) = 0, then M is
ordinary.
Proof. For some s ≥ 1, if γM(s) = 0, we know that γM(1) = 0 by Theorem 3.15.
By Lemma 3.11, we can assume that dim(C01) = 0. Hence |I
π
−| = 0; see Example
3.9 for the definition of Iπ−.
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As (M,ϕ) is isomorphic to (M, gϕπ) for some g ≡ 1 modulo p and the isomor-
phism number of an ordinary F -crystal is less than or equal to 1 (for example,
see [18, Section 2.3]), in order to show that M is ordinary, it is enough to show
that (M,ϕπ) is ordinary. Write π as a product of disjoint cycle πu, it is clear that
(M,ϕπ) =
⊕
u(M,ϕπu). To show that M is ordinary we can assume that π is a
cycle and show that (M,ϕπ) is isoclinic ordinary. Let r be the rank of M .
As π is an r-cycle, we know that (π × π) =
∏r
u=1(π × π)u and each (π × π)u
is an r-cycle (as a permutation of I × I). Recall a pair (i, j) ∈ I × I is said to
be in (π × π)u if and only if (π × π)u(i, j) 6= (i, j). It is easy to see that if there
is a pair (i, j) ∈ I+ in (π × π)u, then there is also a pair (i, j) ∈ I− in (π × π)u,
and vice versa. Since Iπ− is an empty set, we know that there is no (π × π)u such
that (π × π)u sends an element in I− to an element in I+ by an argument used in
Example 3.9. This means that if there is an element in I− (or I+ respectively) that
is also in (π × π)u, then there are elements also elements in I0 and in I+ (or I−
respectively) that are in (π × π)u.
The fact that Iπ− is empty means that for all (i, j) ∈ I−, if νπ(i, j) is the smallest
positive integer such that (πνpi(i,j)(i), πνpi(i,j)(j)) ∈ I+ ∪ I−, then it is in I−. Start
with an element (i, j) ∈ I−, and apply this fact recursively. We can see that for
every integer n, (πn(i), πn(j)) /∈ I+. This is a contradiction as we know that there
must be some element in I+ that is in (π × π)u. Therefore we conclude that every
element in (π × π)u is in I0. This means that all the Hodge slopes of (M,ϕπ) are
equal and hence (M,ϕπ) is isoclinic ordinary. 
Corollary 3.17. The inequality γM(1) ≥ 0 is an equality if and only if M is
ordinary. When the equality holds, we have γM(s) = 0 for all s ≥ 1.
4. Invariants
In this section, we introduce several invariants of F -crystals over k. They are
the generalizations of the p-divisible groups case introduced in [7]. It will turn out
that these invariants are all equal to the isomorphism number. They provide a
good source of computing the isomorphism number from different points of view.
All the proofs of this section follow closely the ones of [7].
4.1. Notations. Recall that for every F -crystal M = (M,ϕ) and every field ex-
tension k ⊂ k′ with k′ perfect, we have an F -crystal over k′
Mk′ = (Mk′ , ϕk′) := (M ⊗W (k) W (k
′), ϕ⊗ σk′ ).
We denote by M∗ = (M∗, ϕ) the dual of M, where M∗ = HomW (k)(M,W (k)) and
ϕ(f) = ϕfϕ−1 for f ∈M∗. Note that the pair (M∗, ϕ) is not an F -crystal in gen-
eral, it is just a latticed F -isocrystal (meaning that ϕ is an isomorphism after ten-
sored with B(k) but ϕ(M∗) 6⊂M∗ in general). We denote by H∞ = Hom(M1,M2)
the (additive) group of all homomorphisms of F -crystals from M1 to M2. It is a
finitely generated Zp-module. For every integer s ≥ 1, let Hs = Homs(M1,M2) =
Homs(M1,M2)(k) be the (additive) group of all homomorphisms from Fs(M1) to
Fs(M2). It is a Zp/p
sZp-module but not necessarily finitely generated in general.
We denote by π∞,s : H∞ → Hs and πt,s : Ht → Hs, t ≥ s the natural projections.
We have two exact sequences:
0 −−−→ H∞
ps
−−−−→ H∞
π∞,s
−−−→ Hs,
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and
0 −−−→ Hs
p
−−−→ Hs+1
πs+1,1
−−−−→ H1.
Let r1 and r2 be the ranks of M1 and M2 respectively.
4.2. The endomorphism number. In this subsection, we generalize the endo-
morphism number defined in [7, Section 2] for p-divisible groups. The following
proposition is a generalization of [7, Lemma 2.1]. For the sake of generality, we will
work with the homomorphism version.
Proposition 4.1. There exists a non-negative integer eM1,M2 which depends only
on M1 and M2 with the following property: For every positive integer n and every
non-negative integer e, we have Im(π∞,n) = Im(πn+e,n) if and only if e ≥ eM1,M2 .
Proof. We first prove that eM1,M2 exists for each n and then prove that it does not
depend on n. Note that π∞,n = πn+1,n ◦ π∞,n+1 and πn+e,n = πn+1,n ◦ πn+e,n+1.
If Im(π∞,n+1) = Im(πn+e,n+1) for all e − 1 ≥ eM1,M2(n + 1), then Im(π∞,n) =
Im(πn+e,n). Thus eM1,M2(n) ≤ eM1,M2(n+ 1) + 1. Hence to show that eM1,M2(n)
exists for all positive integer n, it is enough to show that eM1,M2(n) exists for
sufficient large n.
Let H ′n := HomWn(k)((M1/p
nM1, ϕ1), (M2/p
nM2, ϕ2)). It is the (additive)
group of all Wn(k)-linear homomorphisms h : M1/p
nM1 → M2/p
nM2 such that
ϕ2h ≡ hϕ1 modulo p
n. Thus Hn is a subgroup of H
′
n.
The existence of eM1,M2 for each n relies on the following commutative diagram:
H∞
π∞,n
//
π′∞,n &&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
Hn _

Hn+e
πn+e,n
oo
 _

H ′n H
′
n+e
π′n+e,n
oo
where π′∞,n and π
′
n+e,n are the natural projections.
By [13, Theorem 5.1.1(a)], we know that for any sufficient large n (in fact n ≥
n12), there exists a positive integer eM1,M2(n) such that for all e ≥ eM1,M2(n),
Im(π′∞,n) = Im(π
′
n+e,n). Therefore the images of Im(π∞,n) and Im(πn+e,n) in H
′
n
are the same. Thus Im(πn+e,n) = Im(π∞,n) for all e ≥ eM1,M2(n). This proves
that eM1,M2(n) exists for each n.
Now we show that eM1,M2(n) does not depend on n. The proof relies on the
following commutative diagram:
0 // Im(π∞,n)
p
//
i1

Im(π∞,n+1) //
i2

Im(π∞,1) //
i3

0
0 // Im(πn+e,n)
p
// Im(πn+1+e,n+1) // Im(π1+e,1)
with horizontal exact sequences and with all vertical maps injective. By the snake
lemma, we have an exact sequence
0→ Coker(i1)→ Coker(i2)→ Coker(i3).
If we take e ≥ eM1,M2(n + 1), then Coker(i2) = 0. Thus Coker(i1) = 0 and
eM1,M2(n + 1) ≥ eM1,M2(n). If we take e ≥ max(eM1,M2(n), eM1,M2(1)), then
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Coker(i2) = 0. Thus eM1,M2(n+1) ≤ max(eM1,M2(n), eM1,M2(1)). An easy induc-
tion on n ≥ 1 using the sequence of inequalities
eM1,M2(n) ≤ eM1,M2(n+ 1) ≤ max(eM1,M2(n), eM1,M2(1))
gives that eM1,M2(n) = eM1,M2(1) for all n. 
Definition 4.2. The non-negative integer eM1,M2 of Proposition 4.1 is called the
homomorphism number of M1 and M2. If M1 = M2 = M, we denote eM,M by eM
and call it the endomorphism number of M.
The following lemma is a generalization of [7, Lemma 2.8(c)] and is proved in a
similar way.
Lemma 4.3. Let k ⊂ k′ be an extension of algebraically closed fields. We have
eM1,M2 = eM1,k′ ,M2,k′ .
Proof. When m ≥ n, let πm,n : Hm → Hn be the canonical reduction homomor-
phism and let Hm,n be the scheme theoretic image of πm,n, which is of finite type
over k, and whose definition is compatible with base change k ⊂ k′. If l ≥ m,
then Hl,n is a subgroup scheme of Hm,n. By the definition of eM1,M2 , we have
m − n ≥ eM1,M2 if and only if Hm,n(k) = Hl,n(k). As k and k
′ are algebraically
closed, we have Hm,n(k) = Hl,n(k) if and only if Hm,n(k
′) = Hl,n(k
′). This is
further equivalent to (Hm,n)k′(k
′) = (Hl,n)k′ (k
′), thus eM1,M2 = eM1,k′ ,M2,k′ . 
4.3. Coarse endomorphism number. In this subsection, we generalize the coarse
endomorphism number defined in [7, Section 7] for p-divisible groups. The following
proposition is a generalization of [7, Lemma 7.1]. Again for the sake of generality,
we will work with the homomorphism version.
Lemma 4.4. There exists a non-negative integer fM1,M2 that depends on M1 and
M2 such that for positive integers m ≥ n, the restriction homomorphism πm,n :
Hm → Hn has finite image if and only if m ≥ n+ fM1,M2 .
Proof. As H∞ is a finitely generated Zp-module, Im(π∞,n) inside the p
n-torsion
Zp-module Hn is finite. By Proposition 4.1, there exists fM1,M2(n) such that for
all m ≥ n+ fM1,M2(n), Im(πm,n) = Im(π∞,n) is finite.
To show that fM1,M2(n) is independent of n, we consider the exact sequence
0 // Im(πm,n)
p
// Im(πm,n+1) // Im(πm,1) .
It implies that
fM1,M2(n) ≤ fM1,M2(n+ 1) ≤ max(fM1,M2(n), fM1,M2(1))
An easy induction on n ≥ 1 shows that fM1,M2(n) = fM1,M2(1) for all n ≥ 1. 
Definition 4.5. The non-negative integer fM1,M2 of Lemma 4.4 is called the coarse
homomorphism number of M1 and M2. If M1 = M2 = M, we denote fM,M by fM
and call it the coarse endomorphism number of M.
Proposition 4.6. We have an inequality fM1,M2 ≤ eM1,M2 .
Proof. It is clear as Im(π∞,n) is finite. 
Lemma 4.7. Let k ⊂ k′ be an extension of algebraically closed fields. We have
fM1,M2 = fM1,k′ ,M2,k′ .
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Proof. For positive integersm ≥ n, we havem−n < fM1,M2 if and only if the image
of πm,n is infinite by definition. It is further equivalent to the image of Hm → Hn
having positive dimension. This property is invariant under base change from k to
k′ and hence the lemma follows. 
4.4. Level torsion. In this subsection, we generalize the level torsion defined in
[7, Section 8.1] for p-divisible groups.
Let H12 be the set of allW (k)-linear homomorphisms fromM1 toM2. We have a
latticed F -isocrystal (H12, ϕ12) where ϕ12 : H12⊗W (k)B(k)→ H12⊗W (k)B(k) is a
σ-linear isomorphism defined by the rule ϕ12(h) = ϕ2hϕ
−1
1 . By Dieudonne´-Manin’s
classification of F -isocrystals, we have finite direct sum decompositions
(M1 ⊗W (k) B(k), ϕ1) ∼=
⊕
λ1∈J1
E
mλ1
λ1
, (M2 ⊗W (k) B(k), ϕ2) ∼=
⊕
λ2∈J2
E
mλ2
λ2
where the simple F -isocrystals Eλ1 and Eλ2 have Newton slopes equal to λ1 and
λ2 respectively, the multiplicities mλ1 ,mλ2 ∈ Z>0 and the finite index sets J1, J2 ⊂
Q>0 are uniquely determined. From these decompositions, we obtain a direct sum
decomposition
(H12 ⊗W (k) B(k), ϕ12) ∼= L
+
12 ⊕ L
0
12 ⊕ L
−
12,
where
L+12 =
⊕
λ1<λ2
Hom(E
mλ1
λ1
, E
mλ2
λ2
), L−12 =
⊕
λ1>λ2
Hom(E
mλ1
λ1
, E
mλ2
λ2
),
L012 =
⊕
λ1=λ2
Hom(E
mλ1
λ1
, E
mλ2
λ2
).
Define
O+12 =
∞⋂
i=0
ϕ−i12 (H12 ∩ L
+
12), O
−
12 =
∞⋂
i=0
ϕi12(H12 ∩ L
−
12),
O012 =
∞⋂
i=0
ϕ−i12 (H12 ∩ L
0
12) =
∞⋂
i=0
ϕi12(H12 ∩ L
0
12).
Let A012 = {x ∈ H12 | ϕ12(x) = x} be the Zp-algebra that contains the elements
fixed by ϕ12. For † ∈ {+, 0,−}, each O
†
12 is a lattice of L
†
12. We have the following
relations:
ϕ(O+12) ⊂ O
+
12, ϕ(O
0
12) = O
0
12 = A
0
12 ⊗Zp W (k) = ϕ
−1(O012), ϕ
−1(O−12) ⊂ O
−
12.
Write O12 := O
+
12 ⊕ O
0
12 ⊕ O
−
12; it is a lattice of H12 ⊗W (k) B(k) inside H12. The
W (k)-module O12 is called the level module of M1 and M2.
Definition 4.8. The level torsion of M1 and M2 is the smallest non-negative
integer ℓM1,M2 such that
pℓM1,M2H12 ⊂ O12 ⊂ H12.
If M1 = M2 = M, then ℓM1,M2 will be denoted by ℓM.
Remark 4.9. The definition of level torsion in this paper is slightly different from
the definition in [16]. When M is a direct sum of two or more isoclinic ordinary
F -crystals of different Newton polygons, its isomorphism number is nM = 1. Ac-
cording to the definition in [16], the level torsion ℓM = 1 but the definition in this
paper gives ℓM = 0.
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For the duals M∗1 and M
∗
2 of M1 and M2 respectively, we can define ℓM∗1,M∗2 in
a similar way.
Lemma 4.10. We have ℓM1,M2 = ℓM2,M1 = ℓM∗1,M∗2 .
Proof. Write H21 := Hom(M2,M1) ∼= Hom(H12,W (k)) =: H
∗
12. There is a direct
sum decomposition
H∗12 ⊗W (k) B(k)
∼= H21 ⊗W (k) B(k) = L
+
21 ⊕ L
0
21 ⊕ L
−
21.
It is easy to see that
L+21
∼= Hom(L−12, B(k)) =: L
−∗
12 , L
−
21
∼= Hom(L+12, B(k)) =: L
+∗
12 ,
L021
∼= Hom(L012, B(k)) =: L
0∗
12
are isomorphic as B(k)-vector spaces. One can define O21 in the same way:
O21 := O
+
21 ⊕O
0
21 ⊕ O
−
21
∼= O−∗12 ⊕O
0∗
12 ⊕O
+∗
12
and thus O21 ∼= O
∗
12. Therefore
pℓM2,M1H21 ⊂ O21 ⊂ H21 if and only if p
ℓM1,M2H12 ⊂ O12 ⊂ H12,
whence ℓM1,M2 = ℓM2,M1 . As H
∗
12
∼= H21, we get ℓM2,M1 = ℓM∗1,M∗2 . 
Lemma 4.11. ℓM1⊕M2 = max{ℓM1, ℓM2 , ℓM1,M2}.
Proof. The direct sum decomposition into W (k)-modules of
End(M1 ⊕M2) = End(M1)⊕ End(M2)⊕Hom(M1,M2)⊕Hom(M2,M1)
gives birth to the direct sum decomposition of the level module of M1 ⊕M2
O = O11 ⊕O22 ⊕O12 ⊕ O21.
Hence ℓM1⊕M2 = max{ℓM1, ℓM2 , ℓM1,M2 , ℓM2,M1} = max{ℓM1, ℓM2 , ℓM1,M2} by
Lemma 4.10. 
Lemma 4.12. Let k ⊂ k′ be an extension of algebraically closed fields. We have
ℓM1,M2 = ℓM1,k′ ,M2,k′ .
Proof. For M1,k′ and M2,k′ , we can define H
′
12 and O
′
12 in an analogous manner.
One can check that
H ′12 = H12 ⊗W (k) W (k
′), O′12 = O12 ⊗W (k) W (k
′).
The lemma follows easily. 
5. Proof of the Main Theorem
The proofs of this section follow closely the ones of [7, Section 8].
5.1. Notations. For this section, we denote by H := H12 the group ofW (k)-linear
homomorphisms fromM1 toM2, andHs the group of homomorphisms from Fs(M1)
to Fs(M2). For simplicity, we denote O12 by O, O
†
12 by O
† for † ∈ {+, 0,−}, and
A012 by A
0.
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5.2. The inequality eM1,M2 ≤ ℓM1,M2. We will follow the ideas of [7, Section
8.2] and prove that Im(π∞,1) = Im(πℓM1,M2+1,1). For any h¯ ∈ Im(πℓM1,M2+1,1), let
h ∈ HℓM1,M2+1 be a preimage of h¯. Hence ϕ2hϕ
−1
1 ≡ h modulo p
ℓM1,M2+1, that is,
ϕ2hϕ
−1
1 − h ∈ p
ℓM1,M2+1Hom(M1,M2) ⊂ pO. By Lemma 5.1 below, there exists
h′′ ∈ pO such that
ϕ2hϕ
−1
1 − h = ϕ2h
′′ϕ−11 − h
′′.
Thus h′ := h− h′′ ∈ H∞ is a homomorphism whose image in H1 is exactly h¯.
Lemma 5.1. For each x ∈ O, the equation x = ϕ12(X) −X in X has a solution
in O that is unique up to the addition of elements in A0. Moreover, if x ∈ psO,
then there exists a solution X ∈ psO.
Proof. Writing x = x++x0+x− with x† ∈ O† for † ∈ {+, 0,−}, we will find y† ∈ O†
such that x† = ϕ12(y
†)− y† for each † ∈ {+, 0,−}. Therefore y = y+ + y0 + y− is
a solution of the given equation.
Let y+ = −
∑+∞
i=0 ϕ
i
12(x
+), and y− =
∑+∞
i=1 ϕ
−i
12 (x
−). Because ϕ12(O
+) ⊂ O+
and ϕ−112 (O
−) ⊂ O−, we have y+ ∈ O+ and y− ∈ O−. It is easy to check that
x+ = ϕ12(y
+)− y+ and x− = ϕ12(y
−)− y−.
Let {v1, v2, . . . , vr} be a Zp-basis of A
0; it is also a W (k)-basis of O0. We also
write x0 =
∑d
i=1 xivi. For 1 ≤ i ≤ r, let zi ∈ W (k) be a solution of σ(zi)− zi = xi
and put y0 =
∑d
i=1 zivi ∈ O
0. Using the fact that ϕ12(vi) = vi for all 1 ≤ i ≤ r, it
is easy to check that x0 = ϕ12(y
0)− y0.
If y, y′ ∈ O satisfy the equation x = ϕ12(X)−X , we have ϕ12(y)−y = ϕ12(y
′)−y′,
i.e. ϕ12(y − y
′) = y − y′, whence y − y′ ∈ A0.
If x = psx′ ∈ psO, then y = psy′ ∈ psO will be a solution of x = ϕ12(X) −X
where y′ ∈ O is a solution of x′ = ϕ12(X)−X . 
5.3. The inequality ℓM1,M2 ≤ fM1,M2. We follow the ideas of [7, Section 8.3].
By Lemmas 4.7 and 4.12, we can assume that k ⊃ k′[[α]] = R where k ⊃ k′ is an
extension of algebraically closed fields and for i = 1, 2, we have
(Mi, ϕi) ∼= (M
′
i ⊗W (k′) W (k), ϕ
′
i ⊗ σ),
where (M ′i , ϕ
′
i) are F -crystals over k
′. Let m be the ideal of R generated by α. Let
H ′ and O′ be the analogues of H and O obtained from (M ′i , ϕ
′
i) instead of (Mi, ϕi).
It is easy to check that
H = H ′ ⊗W (k′) W (k), O = O
′ ⊗W (k′) W (k),
and pjO ∩O′ = pjO′ for j ∈ Z≥0.
Let x = x+ + x0 + x− ∈ O′ where x† ∈ O′†, † ∈ {+, 0,−}.
Lemma 5.2. For each η ∈ W (m), the equation ηx = ϕ12(X) −X has a solution
xη ∈ O, that is unique up to the addition of an element of A
0.
Proof. Put
x+η = −
∞∑
i=0
ϕi12(ηx
+) ∈ O+, x−η =
∞∑
i=1
ϕ−i12 (ηx
−) ∈ O−, x0η = −
∞∑
i=0
ϕi12(ηx
0) ∈ O0.
The elements x±η are well-defined as {ϕ
i
12(x
+)}i∈Z≥0 and {ϕ
i
12(x
−)}i∈Z≥0 are p-
adically convergent in O′+ and O′− respectively. As {σi(η)}i∈Z≥0 is a α-adically
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convergent in W (R), x0η is convergent in O
0. One can check that
xη := x
+
η + x
0
η + x
−
η ∈ O
satisfies ηx = ϕ12(xη)− xη.
Suppose ηx = ϕ12(xη)− xη and ηx = ϕ12(x
◦
η)− x
◦
η, we have xη −x
◦
η = ϕ12(xη −
x◦η), hence the lemma. 
We define a homomorphism of abelian groups Ωx :W (m)→ H/A
0 by the formula
Ωx(η) = xη + A
0 where xη ∈ O ⊂ H satisfies ηx = ϕ12(xη) − xη. By Lemma 5.2,
it is well-defined.
Let x ∈ pℓM1,M2H ′\pO′. For all η ∈W (m), ϕ12(xη)−xη = ηx ∈ p
ℓM1,M2H ′, thus
ϕ12(xη) ≡ xη modulo p
ℓM1,M2 . This implies that xη is a homomorphism modulo
pℓM1,M2 from M1 to M2. Hence xη ∈ HℓM1,M2 . Clearly, every homomorphism of
F -crystals is a homomorphism modulo powers of p. Hence A0 ⊂ HℓM1,M2 . Thus
the image of Ωx is in HℓM1,M2/A
0.
Suppose fM1,M2 < ℓM1,M2 , we will show that x ∈ pO
′, which is a contradiction!
Let π¯ℓM1,M2 ,1 : HℓM1,M2/A
0 → H1/A
0 be the homomorphism induced by πℓM1,M2 ,1.
The image of
π¯ℓM1,M2 ,1 ◦ Ωx :W (m)→ HℓM1,M2 /A
0 → H1/A
0
takes only finitely many values H1/A
0 as Im(πℓM1,M2 ,1) is finite by the assumption
that fM1,M2 < ℓM1,M2 . Since m is infinite (and thus W (m) is infinite), the kernel
of π¯ℓM1,M2 ,1 ◦ Ωx is infinite. There exists η = (η0, η1, . . . ) ∈ W (m) with η0 6= 0
such that xη ∈ pH . Thus xη ∈ O ∩ pH =: N . Let N
′ = O′ ∩ pH ′, we have
N ∼= N ′ ⊗W (k′) W (k).
Lemma 5.3. An element z¯ ∈ O/pO lies in N/pO if and only if for every k′-linear
map ρ : O′/pO′ → k′ with ρ(N ′/pO′) = 0 we have (ρ⊗ 1k)(z¯) = 0.
Proof. For every k′-linear map ρ : O′/pO′ → k′ with ρ(N ′/pO′) = 0,
Ker(ρ⊗ 1k) = Ker(ρ)⊗k′ k ⊃ N
′/pO′ ⊗k′ k = N/pO.
Set S = {ρ : O′/pO′ → k | ρ(N ′/pO′) = 0}. We have
⋂
ρ∈S Ker(ρ ⊗ 1k) = N/pO.
This concludes the proof. 
By Lemma 5.3, for every k′-linear map ρ : O′/pO′ → k′ such that ρ(N ′/pO′) = 0,
we have (ρ⊗ 1k)(x¯η) = 0. Therefore the following equality holds in R
(5.1)
∞∑
i=0
ρ(ϕi12(x¯
+))ηp
i
0 +
∞∑
i=0
ρ(ϕi12(x¯
0))ηp
i
0 −
∞∑
i=1
ρ(ϕ−i12 (x¯
−))ηp
−i
0 = (ρ⊗ 1k)(x¯η) = 0.
Because the Newton slopes of (O+, ϕ12) and (O
−, ϕ−112 ) are positive, there exists
a big enough n such that ϕi12(x+) ∈ pO
′+ and ϕ−i12 (x−) ∈ pO
′− for i > n. As
ρ(N ′/pO′) = 0,
(5.2) ρ(ϕi12(x¯
+)) = 0, ρ(ϕ−i12 (x¯
−)) = 0, ∀ i > n.
Thus (5.1) is reduced to
(5.3)
−
−1∑
i=−n
ρ(ϕi12(x¯
−))ηp
i
0 +
n∑
i=0
(ρ(ϕi12(x¯
+))+ρ(ϕi12(x¯
0)))ηp
i
0 +
∞∑
i=n+1
ρ(ϕi12(x¯
0))ηp
i
0 = 0.
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Write
Φ(β) = −
n−1∑
i=0
ρ(ϕi−n12 (x¯
−))βp
i
+
2n∑
i=n
(ρ(ϕi−n12 (x¯
+)) + ρ(ϕi−n12 (x¯
0)))βp
i
+
∞∑
i=2n+1
ρ(ϕi−n12 (x¯
0))βp
i
∈ k′[[β]].
Then (5.3) is equivalent to Φ(ηp
−n
0 ) = 0 where η
p−n
0 ∈ α
p−nk′[[αp
−n
]]. As ηp
−n
0 6= 0,
we deduce that Φ(β) = 0 by [7, Lemma 8.9]. Combining (5.2), we get
ρ(ϕ−i12 (x¯
−)) = 0, ∀ i ≥ 1, ρ(ϕi12(x¯
0)) = 0, ρ(ϕi12(x¯
+)) = 0, ∀ i > n
ρ(ϕi12(x¯
+)) + ρ(ϕi12(x¯
0)) = 0, ∀ i = 0, . . . , n.
(5.4)
As ϕ12 is bijective on O
′0 and thus on O′0/pO′0, the subspace V ⊂ O′0/pO′0
generated by {ϕi12(x¯
0) | i ≥ 0} satisfies ϕ12(V ) = V and thus ϕ
j
12(V ) = V for
every j ≥ 0. This implies that V is generated by {ϕi12(x¯0) | i > n} and hence for
0 ≤ i ≤ n, ϕi12(x¯0) is a linear combination of elements in {ϕ
i
12(x¯0) | i > n} whence
ρ(ϕi12(x¯0)) = 0 for all i = 0, . . . , n. This allows us to extend (5.4) to get
(5.5) ρ(ϕ−i12 (x¯
−)) = 0, ∀ i ≥ 1, ρ(ϕi12(x¯
0)) = 0, ρ(ϕi12(x¯
+)) = 0, ∀ i ≥ 0.
Finally, since x ∈ pℓM1,M2H ′ and ℓM1,M2 > fM1,M2 ≥ 0, we have x ∈ pH
′ and thus
x ∈ pH ′ ∩ O′ =: N ′. As ρ(N ′/pO′) = 0, we have 0 = ρ(x¯) = ρ(x¯+ + x¯0 + x¯−) =
ρ(x¯−). Thus (5.5) can be further extended to
(5.6) ρ(ϕi12(x¯
+)) = 0, ρ(ϕi12(x¯
0)) = 0, ρ(ϕ−i12 (x¯
−)) = 0, ∀ i ≥ 0.
By Lemma 5.3 and (5.6), we have ϕi12(x
+), ϕi12(x
0), ϕ−i12 (x
−) ∈ pH and thus in pH ′
for all i ≥ 0. By the definition of O′, we have x = x++x0+x− ∈ pO′. This reaches
the desired contradiction.
5.4. The equality fM = nM. In this subsection, we show that fM = nM when
M is not an ordinary F -crystal. Thus in this case, nM > 0. Recall Es is the set
of all endomorphisms of Fs(M) and Es(k) = Es. The restriction homomorphism
πs,1 : Es → E1 has finite image if and only if the image of πs,1 : Es → E1 has
zero dimension, if and only if s ≥ 1 + fM by definition. The dimension of πs,1 is
γM(s)−γM(s−1). It is zero if and only if s > nM by Theorem 3.15. As s ≥ 1+fM
if and only if s > nM, we conclude that fM = nM.
5.5. Conclusion. By Subsections 5.2, 5.3, 5.4 and Proposition 4.6, we have the
following two theorems:
Theorem 5.4. We have equalities fM1,M2 = eM1,M2 = ℓM1,M2 .
Theorem 5.5. If M is not ordinary, then nM = fM = eM = ℓM.
Corollary 5.6. We have equalities fM1,M2 = fM2,M1 = fM∗1,M∗2 and eM1,M2 =
eM2,M1 = eM∗1,M∗2 .
Proof. This is clear by Theorem 5.4 and Lemma 4.10. 
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6. Application to F -crystal of rank 2
In [18, Theorem 1.4], we proved that if M is a non-isoclinic F -crystal of rank 2,
and is not a direct sum of two F -crystals of rank 1, then nM ≤ 2λ1 where λ1 is the
smallest Newton slope ofM. Now we show that the inequality is in fact an equality.
For the sake of completeness, we state the theorem of isomorphism number of rank
2 in all cases.
Theorem 6.1. Let M be an F -crystal of rank 2 with Hodge slopes 0 and e > 0. Let
λ1 be the smallest Newton slope of M. Then we have the following three disjoint
cases:
(i) if M is a direct sum of two F -crystals of rank 1, then nM = 1;
(ii) if M is not a direct sum of two F -crystals of rank 1 and is isoclinic, then
nM = e;
(iii) if M is not a direct sum of two F -crystals of rank 1 and is non-isoclinic, then
nM = 2λ1.
Proof. Parts (i) and (ii) are proved in [18, Theorem 1.4 (i) and (ii)]. In the case of
Part (iii), [18, Theorem 1.4 (iii)] proves only the inequality nM ≤ 2λ1. The proof of
[18, Theorem 1.4 (iii)] has a minor mistake that can be easily fixed. In this paper,
we will only prove the equality nM = 2λ1 in the case of Part (iii).
We show that λ1 > 0 by showing that the assumption that λ1 = 0 leads to
a contradiction. If λ1 = 0, then the Hodge polygon and the Newton polygon of
M coincide. By [6, Theorem 1.6.1], we can decompose M into a direct sum of
two F -crystals of rank 1. Hence λ1 > 0. Let λ2 be the other Newton slope of
M. As M is not isoclinic, λ1 < λ2. It is easy to see that λ1 and λ2 are two
positive integers. Hence there is a W (k)-basis B1 = {x1, x2} of M such that
ϕ(x1) = p
λ1x1 and ϕ(x2) = ux1 + p
λ2x2 where u ∈ W (k). If u is a non-unit
and belongs to pW (k), then ϕ(M) ⊂ pM and thus the smallest Hodge slope of M
must be positive. This contradicts the assumption of the proposition, hence u is
a unit. By solving equations of the form ϕ(z) = pλ1z and ϕ(z) = pλ2z, we find a
B(k)-basis B2 = {y1 = x1, y2 = vx1+p
λ1x2} of M [1/p] with v a unit in W (k) such
that σ(v) + u = pλ2−λ1v. It is easy to see that there is a unique v satisfying this
equation.
LetB1⊗B
∗
1 be theW (k)-basis of End(M) that contains xi⊗x
∗
j for all 1 ≤ i, j ≤ 2,
where (xi ⊗ x
∗
j )(xj) = xi. It is a B(k)-basis of End(M [1/p]). We compute the
formula of ϕ : End(M [1/p])→ End(M [1/p]) with respect to B1 as follows:
ϕ(x1 ⊗ x
∗
1) = x1 ⊗ x
∗
1 − p
−λ2ux1 ⊗ x
∗
2,
ϕ(x2 ⊗ x
∗
1) = p
−λ1ux1 ⊗ x
∗
1 + p
λ2−λ1x2 ⊗ x
∗
1 − p
−λ1−λ2u2x1 ⊗ x
∗
2 − p
−λ1ux2 ⊗ x
∗
2,
ϕ(x1 ⊗ x
∗
2) = p
λ1−λ2x1 ⊗ x
∗
2,
ϕ(x2 ⊗ x
∗
2) = p
−λ2ux1 ⊗ x
∗
2 + x2 ⊗ x
∗
2.
Similarly the setB2⊗B
∗
2 is anotherB(k)-basis of End(M [1/p]). As ϕ(y1) = p
λ1y1
and ϕ(y2) = p
λ2y2, we compute the formula of ϕ : End(M [1/p]) → End(M [1/p])
with respect to B2 as follows:
ϕ(y2 ⊗ y
∗
1) = p
λ2−λ1y2 ⊗ y
∗
1 , ϕ(y1 ⊗ y
∗
1) = y1 ⊗ y
∗
1 ,
ϕ(y2 ⊗ y
∗
2) = y2 ⊗ y
∗
2 , ϕ(y1 ⊗ y
∗
2) = p
λ1−λ2y1 ⊗ y
∗
2 .
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Therefore, we have found B(k)-bases for
L+ = 〈y2 ⊗ y
∗
1〉B(k), L
0 = 〈y1 ⊗ y
∗
1 , y2 ⊗ y
∗
2〉B(k), L
− = 〈y1 ⊗ y
∗
2〉B(k).
We compute the change of basis matrix from B1 ⊗B
∗
1 to B2 ⊗B
∗
2 as follows:
y1 ⊗ y
∗
1 = x1 ⊗ x
∗
1 −
v
pλ1
x1 ⊗ x
∗
2,
y2 ⊗ y
∗
1 = vx1 ⊗ x
∗
1 + p
λ1x2 ⊗ x
∗
1 −
v2
pλ1
x1 ⊗ x
∗
2 − vx2 ⊗ x
∗
2,
y1 ⊗ y
∗
2 =
1
pλ1
x1 ⊗ x
∗
2,
y2 ⊗ y
∗
2 =
v
pλ1
x1 ⊗ x
∗
2 + x2 ⊗ x
∗
2.
It is easy to see that pλ1yi⊗ y
∗
j ∈ End(M) \ pEnd(M) for i, j ∈ {1, 2}. We get that
(a) O+ = 〈pλ1y2 ⊗ y1〉W (k);
(b) N := 〈y1 ⊗ y
∗
1 + y2 ⊗ y
∗
2 , p
λ1y2 ⊗ y
∗
2〉W (k) ⊂ O
0 is a lattice;
(c) O− = 〈pλ1y1 ⊗ y
∗
2〉W (k).
We now show that in fact N = O0. As O0 = A0 ⊗W (k), it is enough to show that
A0 ⊂ N . Suppose
ax1 ⊗ x
∗
1 + bx2 ⊗ x
∗
1 + cx1 ⊗ x
∗
2 + dx2 ⊗ x
∗
2 ∈ A
0,
we have
ϕ(ax1 ⊗ x
∗
1 + bx2 ⊗ x
∗
1 + cx1 ⊗ x
∗
2 + dx2 ⊗ x
∗
2)
=(σ(a)− σ(b)p−λ1u)x1 ⊗ x
∗
1 + σ(b)p
λ2−λ1x2 ⊗ x
∗
1 + (−σ(b)p
−λ1u+ σ(d))x2 ⊗ x
∗
2
+ (−σ(a)p−λ2u− σ(b)p−λ1−λ2u2 + σ(c)pλ1−λ2 + σ(d)p−λ2u)x1 ⊗ x
∗
2
=ax1 ⊗ x
∗
1 + bx2 ⊗ x
∗
1 + cx1 ⊗ x
∗
2 + dx2 ⊗ x
∗
2.
Hence
a = σ(a)− σ(b)p−λ1u,(6.1)
b = σ(b)pλ2−λ1 ,(6.2)
c = −σ(a)p−λ2u− σ(b)p−λ1−λ2u2 + σ(c)pλ1−λ2 + σ(d)p−λ2u,(6.3)
d = −σ(b)p−λ1u+ σ(d).(6.4)
By (6.2), we know that b = 0. Hence a = σ(a), d = σ(d) by (6.1) and (6.4), and
c = −ap−λ2u+ σ(c)pλ1−λ2 + dp−λ2u,
by (6.3), namely
pλ1(pλ2−λ1c− σ(c)) = (d− a)u.
In order to have a solution for c, we need d − a ∈ pλ1W (k). Let d − a = pλ1α for
some α ∈ Zp as a, d ∈ Zp. Then we have a unique solution c such that
pλ2−λ1c− σ(c) = αu.
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As u = pλ2−λ1v − σ(v), we get c = αv. It is now easy to see that
ax1 ⊗ x
∗
1 + bx2 ⊗ x
∗
1 + cx1 ⊗ x
∗
2 + dx2 ⊗ x
∗
2
=a(x1 ⊗ x
∗
1 + x2 ⊗ x
∗
2) + (αv)x1 ⊗ x
∗
2 + (d− a)x2 ⊗ x
∗
2
=a(y1 ⊗ y
∗
1 + y2 ⊗ y
∗
2) + αp
λ1y2 ⊗ y
∗
2 ∈ N.
Hence N = O0.
The change of basis matrix from {y1⊗y
∗
1+y2⊗y
∗
2 , p
λ1y2⊗y
∗
1 , p
λ1y1⊗y
∗
2 , p
λ1y2⊗y
∗
2}
to B1 ⊗B
∗
1 is
A =


1 pλ1v 0 0
0 p2λ1 0 0
0 −v2 1 v
1 −pλ1v 0 pλ1


To find an upper bound of ℓM, we compute the inverse of A:
A−1 =
1
p2λ1


p2λ1 −pλ1v 0 0
0 1 0 0
pλ1v −v2 p2λ1 −pλ1v
−pλ1 2v 0 pλ1


Thus the smallest number ℓ such that all entries of pℓA−1 ∈ W (k) is 2λ1. Hence
ℓM = 2λ1. By Theorem 1.2, we have nM = 2λ1. 
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