Simulation of small probabilities has important applications in many disciplines. The probabilities considered in value-at-risk (VaR) are moderately small. However, the variance reduction techniques developed in the literature for VaR computation are based on large deviations methods, which are good for very small probabilities. Modeling heavy-tailed risk factors using multivariate t distributions, we develop a new method for VaR computation. We show that the proposed method minimizes the variance of the importance sampling estimator exactly, while previous methods produce approximations to the exact solution. Thus, the proposed method consistently outperforms existing methods derived from large deviations theory under various settings. The results are confirmed by a simulation study.
Introduction
We consider the problem of estimating small probabilities using Monte Carlo simulations. Such problems appear in the computation of value-at-risk (VaR) in risk management; cf. ? and ?. The profit-and-loss distribution of a portfolio is of central importance to risk management and VaR is a quantile of this distribution. Since quantiles on the left tail of the profit-and-loss distribution correspond to large losses, it is necessary to estimate the tail probabilities and corresponding quantiles as risk measures.
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To measure VaR, we need to determine two quantitative parameters: the length of the time horizon and the level of confidence. For example, the internal model approach of the Basel Committee imposes a 99-percent confidence level over a 10-business-day horizon. The time horizon may be set in terms of hours, days or weeks. Traders, who handle many portfolios, adjust positions immediately based on intraday data. For bank managers, the regulator horizon is two weeks based on the Basel Accord. For investment managers, the time horizon may match the regular reporting period, monthly or quarterly.
With the advancement of structural financial products and derivatives markets, the risk level of a portfolio or a business enterprise can change substantially in a short horizon, say, within a day.
Risk assessment has to be done frequently, especially under high financial instability. Therefore, there is a growing need to compute intraday risk measures, i.e. VaR of a portfolio in less than one trading day, using high frequency data. Because VaR is computed frequently and a large amount of computation is involved each time, even a moderate efficiency gain in computation may impact the risk management practice.
Although Monte Carlo simulation is the most powerful method to evaluate portfolio VaR, a major drawback of this method is that it is computationally demanding. There are two reasons.
First, the portfolio may consist of many financial instruments and the valuation of an individual instrument may itself require considerable amount of computation. Second, a large number of runs are necessary to obtain accurate estimates corresponding to small tail probabilities of the loss distribution. For any random variable T , let P and Q be the probability distributions of T under the probability measures P and Q, respectively. It is well-known that importance sampling, where one uses observations from an alternative distribution Q to estimate the target distribution P , is capable of dramatic efficiency improvement in estimating small probabilities. The goal of this paper is to develop an efficient importance sampling method suitable for VaR computation.
The existing literature on importance sampling for VaR is based on large deviations theory; see e.g. Shahabuddin (2000, 2002) , which we shall refer to as the GHS method henceforth. The GHS method uses a quadratic approximation to the portfolio loss and
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Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) 3 models changes in risk factors by multivariate normal (Glasserman et al., 2000) or multivariate t (Glasserman et al., 2002) distributions to design the importance sampling procedure. Although large deviations theory has been applied successfully in statistical mechanics, quantum mechanics, information theory, and risk management, it is most effective for rare events with probabilities in the order of 10 −6 or smaller. Since the confidence levels of VaR are usually between 95% and 99%, they are events with moderately small probabilities of occurrence. For such events, the mean of the optimal alternative distribution is usually in the interior of the event, which differs from the dominating point of large deviations theory (Ney, 1983) , which is located at the boundary of the event. Hence, for VaR computation, the proposed method can be significantly more efficient than methods based on large deviations.
Efficient importance sampling has been studied by ?, ?, ?, and Hu (2004, 2007) . However, those papers concern multivariate normal distributions. Because many empirical studies suggest that the distributions of risk factors have heavy tails, the aforementioned methods cannot be realistically applied to VaR computation. Furthermore, as pointed out by ?, the successful application of importance sampling in heavy-tailed settings is a notoriously difficult problem. As the main contribution of this paper, we use multivariate t distributions to model the heavy-tailed risk factors and develop an efficient importance sampling method for moderate deviations events, which is appropriate for VaR computation.
The rest of this paper is organized as follows. In Section 2, we formulate an optimization problem that minimizes the variance of the importance sampling estimator for VaR computation. Section 3 contains an expression that characterizes the optimal alternative distribution in the sense of solving the aforementioned optimization problem. Section 4 describes a recursive algorithm for finding the optimal alternative distribution. In addition, we show that the GHS method produces an approximation, while the recursive algorithm calculates the exact solution of the optimization problem. Section 5 demonstrates that the accuracy of the proposed method is consistently better than that of the GHS method through a simulation study. The simulation study also shows that
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Value-at-Risk
As a standard benchmark for market risk disclosure, VaR is the loss in market value over a specified time horizon that will not be exceeded with probability 1 − p. Hence define VaR as the quantile l p of the loss L in portfolio value during a holding period of a given time horizon Δt. To be more specific, we express the portfolio value V (t, S(t)) as a function of risk factors and time, where
. . , S m (t)) comprises the m risk factors to which the portfolio is exposed at time t and denotes the transpose of a matrix. The loss of the portfolio over the time interval
Therefore VaR, l p , associated with a given probability p and time horizon Δt, is given by
Next we shall describe a quadratic approximation to the loss L, which follows ? closely.
The quadratic approximation
Let ΔS = [S(t + Δt) − S(t)] be the change in S over the corresponding time interval. The deltagamma methods developed in ?, ?, ?, and ? refine the relationship between risk factors and portfolio value by including quadratic as well as linear terms. The delta-gamma approximation to the change in portfolio value is
and all derivatives are evaluated at the initial point (t, S). Hence we can approximate the loss where
Δt is a scalar, a = −δ is an m-vector and M = −Γ/2 is a symmetric matrix.
Assume that ΔS has a multivariate t distribution with degrees of freedom ν and correlation matrix Σ. Let C be the square root of the positive definite matrix Σ such that C C = Σ. We can transform the multivariate t distributed random variable ΔS into X, which is multivariate t distributed with identity covariance matrix, so that
Moreover, C can be chosen so that C M C is diagonalized with diagonal elements λ 1 , . . . , λ m . Let b = a C. We have
where
The issue now is how to estimate a small tail probability of T with the Monte Carlo method so that the variance is as small as possible.
Remark. In reality, the portfolio loss would not be exactly quadratic. The quadratic approximation is used to select the alternative distribution in importance sampling. Once the alternative distribution is selected, the actual portfolio loss would be estimated via simulation. The extent of variance reduction will then depend on both the quality of quadratic approximation and the quality of the alternative distribution.
An optimization problem
To estimate the probability of an event {T > x}, we shall employ the importance sampling method.
That is, instead of sampling from the target distribution P of T directly, we sample from an alternative distribution Q. The problem is how to choose the alternative distribution Q so that the importance sampling estimator has minimum variance.
The importance sampling estimator for p = P {T > x} based on a sample of size n iŝ
where 1 A is the indicator function of an event A, T i i = 1, · · · , n are independent observations from Q, and dP/dQ is the Radon-Nikodym derivative assuming P is absolutely continuous with respect
with the second expectation computed under P. Hereafter, the expectation without any qualification is under the target probability measure P unless otherwise stated. Observed that, since the estimatorp n is unbiased, the variance of the importance sampling estimator is
Thus our goal is to solve the optimization problem
Because the t distribution has a polynomial tail, its moment generating function does not exist.
How to embed the optimal alternative distribution Q in a family of distributions so that (4) has a well-behaved solution is a nontrivial task. One key idea of importance sampling for t-distributions is to transform the t distributed random variable and we shall consider the following transformation due to (Glasserman et al., 2002 )
The preceding transformation of the t distributed random variable is event specific. That is, it depends on the event of interest. This transformation converts the underlying sigma-field to a sub sigma-field of a multi-variate normal random variable. The GHS method makes use of this transformation to change the heavy-tailed t-distribution into a light-tailed one with an existent
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Our method employs the same transformation. However, there is a critical difference in how the transformed random variable is used in latter developments. Glasserman et al. (2000 Glasserman et al. ( , 2002 , unable to solve the subsequent optimization problem, satisfy themselves with the solution to an approximation version of this problem. Our method, on the other hand, produces a solution to the actual optimization problem, with no approximations needed. The details are given in the next section.
The optimal alternative distribution 3.1. A family of alternative distributions
We now develop our method in detail. Let Q θ and P be the probability measures with distributions Q θ and P , respectively. Following Glasserman et al. (2002) , let the likelihood ratio for the family {Q θ } of alternative probability measures with respect to the target measure P be of the form
and ψ x (θ) = log E[exp(θT x )] is the cumulant generating function of T x under the target probability measure P. This is equivalent to embedding the alternative measure Q in a family of probability measures indexed by θ. The domain of θ will be specified after Equation (11). The problem of finding the optimal alternative measure is then reduced to that of identifying the θ-value that yields the minimal variance for the importance sampling estimator.
We now proceed to find the probability density under the alternative measure Q θ . Even though most of the calculations can be found in Glasserman et al. (2002) , we include them here for completeness. The probability density function under P with respect to Lebesgue measure L equals
That is, Z j j = 1, · · · , m are independent standard normally distributed and Y has a chi-square distribution with ν degrees of freedom. Hence
Integrating E[e θTx |Y ] with respect to Y , it follows that
Thus
Let dQ θ /dL be the probability density function under Q θ . From (5), (7) and (9), it follows that the importance sampling is done with an exponential twisting of measure
That is, conditional on Define the objective function of the optimization problem (4) as In (12), if x is so large that the probability P {T > x} is of order 10 −6 or smaller, then the event is of large deviations. For events of large deviations, previous authors have shown that the asymptotically optimal alternative distribution is obtained through exponential twisting. That is, Q θ (dx) = K exp(θx)P(dx), where K is a normalizing constant and θ determines the amount of twisting.
The optimal amount of twisting θ is such that the mean of the alternative distribution under Q θ measure equals the dominating point located at the boundary of the event concerned; see ?.
Instead of directly minimizing the function G, the GHS method minimizes an upper bound of G. Specifically,
and the GHS method minimizes the upper bound e ψx(θ) by finding the root of
We claim that GHS method corresponds to the approximation based on the large-deviations theory.
To see this, note that the root of (13), θ, satisfies E θ (T x ) = 0. This is the same as choosing θ so that the mean of the alternative distribution under Q θ measure equals the dominating point of the event {T x > 0}, which is 0. This proves our claim.
In sharp contrast to the GHS method, the proposed method minimizes G(·) instead of ψ x (·). In other words, the proposed method yields the exact solution while Glasserman et al. (2000 Glasserman et al. ( , 2002 gives an approximation to the exact solution. The precise statement is given in Theorem 1. Before stating the theorem, we need to define some quantities that facilitate the presentation of it.
In view of (8) and (11), definē
LetZ j =σ j (θ)Z j +μ j (θ) and
Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) 
Moreover, if the linear approximation is adopted, then
Remark. The linear approximation case corresponds to
The proof of Theorem 1 is given in Appendix A.
By (13) and (16), the difference between the GHS method and ours is that the former replaces the left hand side of (16) with zero. If the event {T x > 0} is of very small probability, say, in the order of 10
is very close to zero and approximating it by zero is justified.
However, events in VaR are of moderately small probability and E[X θ |X θ > 0] is not close to zero.
Hence approximating by zero can introduce non-negligible errors.
Lemma 1. The optimization problem (4) has a unique solution, which satisfies (16).
Proof. The second derivative of G equals
Since ψ x (θ) is the cumulant generating function of T x , its second derivative ψ x (θ) > 0. It then follows from (18) that
∂θ 2 > 0, which implies that G has a unique minimum.
Multivariate t function for component VaR
In risk management, it is useful to compute a risk decomposition of the current portfolio. VaRs for individual assets do not serve the purpose because they usually ignore diversification effects. 
whereã is an m × 1 vector specifying the loss for each component in the portfolio, and Z 2 and X 2 are m × 1 vectors with elements equal to the squares of those in Z and X, respectively. 
. The target density function under P is given by
The likelihood ratio is of the form
where θ is an m × 1 vector. Straightforward computation of the conditional expectation gives
where θ is an m × 1 vector. We obtain the likelihood ratio
Therefore, the alternative density function under Q θ measure for importance sampling is
We specify the optimal alternative distribution for component VaR in Lemma 2, and because the proof is similar to Theorem 1 it is omitted.
for component VaR, the optimal alternative distribution has θ satisfying
Although Glasserman et al. (2000 Glasserman et al. ( , 2002 did not provide importance sampling results on component VaR, one can obtain such results from Lemma 2. The procedure is similar to that
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Remark:
The corresponding results using linear approximation can be obtained by letting all λ i = 0 on the right hand side of (19).
Calculating the optimal alternative distribution
Before employing the importance sampling method, it is first necessary to identify the optimal alternative distribution. Because the optimal θ in (16) cannot be computed directly, we use the following recursive algorithm to find the optimal θ.
The Recursive Algorithm
Initialize : Set i = 0 andθ = θ (0) .
> 0] and let it be t i .
Solve : Find θ such that ψ x (θ) = t i , and let the solution be θ (i+1) .
Terminate : If
is small, then outputθ = θ (i+1) and stop. Otherwise, go to the next step.
Iterate : Return to Integrate and replace i with i + 1.
In the preceding algorithm, the initial value θ (0) can be chosen as the dominating point of the event {X θ > 0}. Figure ? ? shows the solution path of θ (i) and θ * is the optimal amount of exponential twisting satisfying (16). When we use the dominating point as the initial value θ (0) , it can be seen that, after the first iteration, θ (1) is in the interior of the set {T x > 0}. Furthermore, if θ (0) is sufficiently large, the density of X θ decreases rapidly and the solution of (16) Denote the left and right hand sides of (16) bỹ
respectively. Let θ * be the solution to (16). That is,γ(θ * ) = γ(θ * ). We have the following theorem.
The proof is given in the appendix. 
Figure 2
Plots of the true objective function G(θ), the de facto objective function for the GHS method, and the objective function for the proposed method with r = 1, 3, 6.
Corollary 1. If there does not exist θ =θ such that (??) holds, then the recursive algorithm converges to the solution of (16).
Importance sampling estimate of loss probability I. For each of the n replications do the following:
1. Generate Y from a gamma distribution with shape parameter ν/2 and scale parameter
2. Given Y , generate independent normals Z 1 , . . . , Z m with mean and variance given by (11).
4. Compute T according to (2).
Set
6. Multiply the indicator function by the likelihood ratio to get
II. Average (??) over the n independent replications to obtain the estimate.
Simulation study
In this section, we report results from four simulation experiments. The first two experiments concern VaR with one and two risk factors, respectively. The third and fourth experiments concern component VaR. Because the main difference between the proposed method and the GHS method is on the choice of alternative distributions in importance sampling, to facilitate comparison, we bypass the valuation step for complicated instruments and focus on the efficiency gain from importance sampling using the proposed method compared to the large deviations method.
To investigate the performance of the importance sampling algorithm described in §4, we conduct four Monte Carlo experiments on the loss probability P (L > x) and report the results in Tables 1-4, respectively. The sample size is n = 500 and the number of Monte Carlo replications is M = 10, 000.
Because the recursive algorithm converges very quickly, we set the recursion size to be r = 6 in all experiments. We use the recursive algorithm to find the exact solution to the corresponding optimization problem, and thus the computing time is a little in excess of the GHS method. Since we only need to run the recursive algorithm once and use the same optimal θ in all Monte Carlo replications, the additional computing time is negligible with respect to the total computing time.
To be more specific, ? follows previous authors using the product σ time per replication is almost the same. Consequently, it is sufficient to compare the variance per replication to determine which method is more efficient. In Table 1 , we compare the relative efficiency of the proposed method (PSD) with respect to the naive method (NV) and the GHS method in estimating the loss probabilities P {L > x} with different values of x. Here the relative efficiency, eff(Method1, Method2), is the variance under Method 2 divided by that under Method 1. We can see that the proposed method is significantly more efficient than the naive method and moderately more efficient than the GHS method for all values of
x. Furthermore, the efficiency gain is larger for smaller probabilities against the naive method and the gain is smaller for smaller probabilities against the GHS method.The results in Table 1 confirm two important facts. First, the importance sampling methods are capable of dramatic improvement over the naive simulation method. Second, among importance sampling methods, large-deviations methods, such as the GHS method, are not as efficient as the the proposed method. Even though the efficiency gain is moderate for the proposed method, it is of practical importance because VaR needs to be computed frequently and each time the amount of computation can be enormous for portfolios with a large number of complicated instruments.
In Table 2 , we report the relative efficiency with fifteen risk factors. In addition to the same conclusions as Table 1 , we observe that the relative efficiency of importance sampling methods in Table 2 increase compared to those in Table 1 with one risk factor. The proposed method is again consistently better than the GHS method.
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Let f θ (·) be the probability density of the random variable X θ . Then always provides greater variance reduction than existing methods based on large deviations theory.
Our numerical experiments demonstrate that the gain in variance reduction can be substantial in some cases.
The key features of our method are twofold. First, (16) in Theorem 1 characterizes the optimal alternative distribution for importance sampling. Second, the recursive algorithm in §4.1 facilitates the computation of the optimal solution. The initial value of the recursive algorithm is the alternative distribution used previously by other authors; e.g., Glasserman et al. (2000 Glasserman et al. ( , 2002 . The recursive algorithm then sequentially generates alternative distributions providing greater variance reduction. Due to the nature of the recursive algorithm, the additional programming effort and computing time are negligible.
Our method highlighting the two aforementioned key features is also attainable in other settings.
Please see Fuh and Hu (2004) for multivariate normal distributions and Fuh and Hu (2007) for hidden Markov models. Further applications to K-distributions, jump diffusion models and Markov switching autoregression models will be published elsewhere. In this paper, we assume that the losses are independent over time. A more challenging project is to model the time dependence using, for example, Markov switching models. The other possible extension is to consider models with multiple degrees of freedom using copula; see e.g., ? and ?.
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It is easy to see that In view of (14), the preceding equation can be written as The preceding equation suggests that we consider a transformation of variables, 
This establishes (16). To prove (17), observe that the linear case corresponds to letting λ i = 0 for i = 1, · · · , m in (2). Applying the preceding observation to (8) and (13), it is easy to see that the right side of (13) reduces to that of (17). This completes the proof of Theorem 1.
Appendix B: Proof of Theorem ??
We need the following lemma
Lemma 3.γ(·) is strictly decreasing and γ(·) is strictly increasing.
The lemma is the simple consequence of the following two inequalities. where var θ is the variance under the probability measure Q θ defined by (5). The proof of Lemma ?? is completed and we return to the proof of the theorem.
