ABSTRACT Discovering loop structures in a process model is an important research topic for business process mining. The event logs generated in a real-life business process may be incomplete because of the missing activities. A process discovery algorithm can construct a proper process model from incomplete event logs. In this paper, an α-FL algorithm is proposed to discover a free loop structure in a process model based on Petri nets from incomplete event logs. First, repeated activities are extracted and some relations of these activities are analyzed. Then, some algorithms are designed to obtain the free loop structures. Finally, the correctness and effectiveness of the proposed approach are verified via some case studies and experiments.
I. INTRODUCTION
Process mining is considered as a bridge to connect data mining and Business Process Management (BPM). It seeks a convergence between business information and process models. By extracting information from event logs generated in information systems, the business processes can be discovered, monitored and improved. As an information carrier, event logs are used for three types of process mining techniques, i.e., discovery, conformance checking, and enhancement [1] . From an event log without priori information, a process model can be constructed by a discovery technique. Conformance checking analyzes the deviations between an event log and the constructed process model. According to a real-life event log, an enhancement technology aims to improve or extend an existing process model.
During the conformance checking, the qualities of process models are described in four dimensions, i.e., fitness, precision, generalization, and simplicity [1] . The fitness of a process model represents its capability to replay a trace, which is a sequence of activities, in an event log. A high precision means that the process model does not contain more behaviors beyond those in the event log. The generalization describes that the process model allows more behaviors than those in the event log. Simplicity means that a discovered process model should be as simple as possible.
A real-life business process generates some event logs, and then a process model can be constructed from these logs by a process discovery algorithm. A rediscovery problem is proposed to compare the consistency of the discovered model with the real-life process in [2] .
Many process discovery algorithms have been proposed. In [2] , a landmark process discovery algorithm called α-algorithm is proposed for discovering the workflow nets (WF-net). It is able to construct a large class of process models by analyzing the dependencies of activities in event logs. But the algorithm cannot handle some special structures or activities in process models [3] , such as short loop structures, non-free-choice constructs, invisible activities, and duplicate activities. To improve the α-algorithm, an α + algorithm [4] is proposed to deal with the problem of discovering short loop structures whose length is no more than two. Wen et al. [5] extend the α-algorithm and propose an α ++ algorithm which aims at discovering the non-free-choice constructs. Meanwhile, implicit dependencies of activities can be identified by the algorithm. Then, they propose an α # algorithm to handle the invisible activities in [6] . In [7] , an α $ algorithm is proposed to discover the invisible activities in non-free-choice construct. Based on the α-algorithm, an α * algorithm is presented to deal with duplicate activities in [8] . Cook and Wolf [9] utilize a heuristic miner (HM) to discover a causal net and deal with noise. In [10] , Lu et al. extend the HM and present a more accurate long-distance dependency metric by using a parallelization method. The approach can efficiently discover long-distance dependencies and short loop structures. A genetic algorithm is applied for process mining in [11] and [12] where a genetic mining approach can properly deal with various complex situations such as non-free-choice constructs, invisible and duplicate activities. Another approach is called ProDiGen presented by Vázquez-Barreiros [13] . This approach uses a hierarchical fitness function to guarantee a high quality of the discovered process model. Semantics-based process mining approaches such as the state-based region miner [14] , language-based region miner [15] , [16] , and ILP miner [17] can construct models and ensure a high fitness.
An event log completeness (LC) [1] , [2] plays a vital role in the rediscovery. LC indicates whether an event log has missing or redundant behaviors [1] , [2] . The behaviors in event logs may make the discovered process models different from the original processes. In an event log, noise is an infrequent and redundant behavior which makes an algorithm constructs a complex process model [1] , [19] . An incomplete event log refers to an event log that contains missing behavior that exists in the real business process. From an incomplete event log, a discovered process model may be different from the real-life process.
Most of the existing process discovery algorithms have their own assumptions of the LC. Some algorithms assume that the event log contains all possible behaviors [1] . However, many incomplete event logs exist in the real-life business processes. In [18] , Leemans et al. propose an inductive miner (IM) to construct the block-structured process models with high fitness. The previous work is extended in [19] to filter infrequent behaviors of event logs. Then, they extend their works in [20] to construct process models from incomplete event logs. Lekić and Milićev [21] present an α || algorithm for a causally complete log. The algorithm obtains a block-structured parallel process model from incomplete event logs, ignoring other types of structures, such as loop structures or choice structures.
The α-algorithm assumes that an activity can be directly followed by another activity, and this behavior should occur at least one time in a complete event log. However, if an event log contains activities in multiple parallel loop structures, the event log might be incomplete because of some missing behaviors, such as <a, a>, or both <a, b, a> and <b, a, b>. A current problem is that the α-algorithm and its derivative algorithms cannot identify the dependencies of activities in short loop structures from incomplete event logs. In this paper, we ignore noise and focus on dealing with incomplete event logs which do not contain <a, a>, or both <a, b, a> and <b, a, b>. An incomplete event log with behaviors in short loop structures is studied. A new relation is defined to express the dependencies of activities in short loop structures from an incomplete event log. Our work proposes an α-FL algorithm for discovering a class of loop structures which are called free loop structures from the incomplete event logs by the relations.
The rest of the paper is organized as follows. Section II introduces the basic notions of Petri nets, process mining, and free loop structures. Section III describes the problem of discovering free loop structures, and defines an incomplete event logs, then gives an α-FL algorithm. Experimental results are given in Section IV. Section V concludes our work and discusses the future work.
II. PRELIMINARIES
This section first reviews the notations and definitions of Petri nets [22] - [24] , WF-net [25] and the business process [26] , [27] . It then introduces some structures of the process model and briefly describes the α-algorithm [2] . In the following content, N represents a natural number set, i.e., N = {0, 1, 2, . . .}.
A. BASIC CONCEPTS
Definition 1: Let S be a set. A multi-set over S is a function Z : S → N. B (S) denotes the set of all multi-sets over S.
A multi-set can be represented by a vector for convenience.
Definition 2: Let S be a set. σ = <σ [1] , . . . , σ [n]> is a sequence over S where σ [i] ∈ S denotes the i-th element of σ . |σ | = n denotes the length of σ . σ (a) denotes the number of occurrences of a in σ . S * is the set of all finite sequences over S. For all σ ∈ S * and 1 ≤ i ≤ j ≤ |σ |: σ ij denotes the subsequence of σ from
Definition 3: Let A be a set of activities. A trace σ ∈ A * is a sequence of activities on A.
Definition 4: An event log L ∈ B (A * ) is a multi-set of traces over A.
For example, let A = {a, b, c} be a set of activities. σ 1 =< a, b> and σ 2 = <a, b, c> are two traces, and L 1 = {<a, b>, <a, b, c>} is an event log.
B. PETRI NETs AND WF-NETs
A Petri net is a directed bipartite graph consisting of two elements named as places and transitions, respectively.
Definition 5: PN = (P, T ; F) is a Petri net where
(1) P is a finite set of places; (2) T is a finite set of transitions; and (3) F ⊆ (P × T )∪ (T × P) is a set of directed arcs from places to transitions or from transactions to places.
For ∀t ∈ T , • t = {p| (p, t) ∈ F} is called an input set of t and t • = {p| (t, p) ∈ F} is called an output set of t. In this paper, we consider that transitions in the model correspond to the activities in the event log. Unless indicated, transitions and activities can use the same names. (1) PN = (P, T ; F) is a Petri net; (2) There is a unique source place i ∈ P, and • i = ∅; (3) There is a unique sink place o ∈ P, and o • = ∅; and (4) For ∀x ∈ P ∪ T , x lies on a path from i to o. A WF-net is a Petri net which has a unique source place and sink place. It contains four basic structures, which are sequential, parallel, choice, and loop structures. Figure 1 gives examples of the four basic structures. Figure 1 (b) shows a choice structure, which has two branches with t 1 in one and t 2 in the other. Figure 1 (c) describes a parallel structure, which has two branches with t 1 in one and t 2 in the other. Figure 1 (d) is a loop structure of t 1 and t 2 . For these structures, any one of them can be embedded in the other three or even itself. In other words, a structure can contain other structures and the structures with the same type. Generally, the length of a loop structure is the number of activities in the loop structure. In the paper, the short loop structure represents a loop structure with its length less than 3, and the long loop structure represents the one with its length over 2. For example, Figure 2 shows three cases, all of which are loop structures embedded in parallel structures. WFN 0 contains the 1-length loop structure and individual activities embedded in a parallel structure. WFN 1 contains a 1-length loop structure and a 2-length loop structure embedded in a parallel structure. WFN 2 shows three loop structures of different length embedded in a parallel structure, including short and long loop structures.
The paper aims at discovering these types of loop structures embedded in the parallel structures in Figure 2 . Nonetheless, the length and complexity of the loop structure are not limited to the above conditions.
C. FREE LOOP STRUCTURES
There are two types of loop structures in Figure 3 . A general loop structure contains a loop-forward path and a loop-backward path [18] , such as the process model in Figure 3(a) . Activities in the loop-forward path occur at least once in a trace of the event log, and activities in the loopbackward path may not occur in some traces of the event log. Another kind of loop structure, such as the one in Figure 3 (b) does not have a loop-forward path. This type of loop structure, which has the same places as the source place and the sink place, respectively, has only a loop-backward path. It shows that the activities of loop structure can occur any time in a trace. In other words, there is at least a trace in the event log, which does not contain the activities in the loop structure. Meanwhile, there is at least a trace in the event log, and the activities of the loop structure appear multiple times in the trace.
The definition of the loop structure in Figure 3 (b) is given as follows. VOLUME 6, 2018 Note that the 1-length and 2-length free loop structures are named as the short free loop structures in this paper. The short free loop structures with one or two activities contain neither parallel structures nor loop structures. In addition, a short free loop structure can be embedded in another structure, such as sequential, choice, parallel, and free loop structures.
D. THE CLASSICAL α-ALGORITHM
By analyzing event logs, four ordering relations between two activities are identified by the α-algorithm and defined as follows.
Definition 9: Let W ∈ B (T * ) be an event log over T . that an activity is directly followed by another but the latter is never directly followed by the former. For example, the ordering relation between X and A is X → W A. A parallel relation describes the parallel occurrence of two activities. If two activities can follow each other directly, they are considered to be in parallel. For example, A is followed directly by B, and B is also followed directly by A, so the ordering relation between A and B is A || W B or B || W A. An exclusive relation contains all pairs of activities that never follow each other directly, e.g., A # W C and B # W C.
The α-algorithm is described as follows based on the defined ordering relations.
Definition 10: Let W be an event log over T . α(W ) is defined as follows.
(
III. MINING FOR FREE LOOP STRUCTURES
This section illustrates the problem of discovering free loop structures from incomplete event logs. We first define two special cases of the free loop structures. One is called a choice nest, and another is called a wrong match. To correctly find short free loop structures, we define a new ordering relation of the activities in short free loop structures. By adding the new ordering relation, an algorithm for discovering free loop structures is proposed.
A. PROBLEM DESCRIPTION
The event log completeness (LC) indicates whether an event log has missing or redundant behaviors, which affects the final results of process discovery algorithms. An incomplete event log may lead to a wrong process model. The α-algorithm assumes that an event log is complete if all activities that potentially directly follow each other, in fact, directly follow each other in some trace of the event log [2] . In other words, the α-algorithm assumes that the follow relation is complete, i.e., the follow relations in a process model should be contained in some traces of the event logs.
Definition 11: Let WFN = (PN , i, o) be a WF-net. An event log W ∈ B (T * ) is a follow complete log of WFN, where (1) > N ⊆ > W where > N is a set of all the follow relations in the process model and > W is a set of all the follow relations in W ; and (2) For ∀t ∈ T : there is a σ ∈ W such that t ∈ σ . A follow complete log only contains behaviors that can be exhibited by the corresponding process model. All the follow relations in a process model can be seen in the event log.
In this paper, duplicate activities refer to some activities that have a same name in the process. A repeated activity refers to the same activity that can occur multiple times in the process. Without considering duplicate activities, if an activity occurs many times in a trace of an event log, there is a loop structure. If a loop structure contains three or more activities, α-algorithm uses the causal relation to discover the structure. Generally, if an event log can be discovered for a process model which contains short loop structures, there are some obvious features in some traces of the event log, such as some continuous repeated subsequences. For example, by α + algorithm [4] , a 1-length loop structure can be identified by checking if there is a trace containing the subsequence <a, a> and being added to the model by post-processing. If a trace contains a subsequence <a, b, a>, by α + algorithm, it is regarded as a 2-length loop structure. When we find the short free loop structures, similar features are also required in the traces of event logs, such as a subsequence <a, a>. The difference is only if the event log contains one or more traces with the subsequences <a, b, a> and <b, a, b>. The 2-length free loop structure can be correctly discovered.
If short free loop structures are located in the different branches of a parallel structure, the event log may not contain <a, a>, or both <a, b, a> and <b, a, b>. We use an example to illustrate this situation. WFN 1 in Figure 2 (b) is a WF-net. There is a parallel structure, which has two branches with a 1-length short free loop structure in one and a 2-length short free loop structure in the other. Repeated activities occurring in any trace of the event log is a strong evidence for the existence of a loop structure. Thus, although an event log does not contain <a, a>, or both <a, b, a> and <b, a, b>, we also can discover short free loop structures from the event log. In this paper, we discover the free loop structures from the incomplete event logs which does not contain <a, a>, or both <a, b, a> and <b, a, b>.
B. FREE LOOP COMPLETE LOG
We focus on the event logs which do not contain <a, a>, or both <a, b, a> and <b, a, b>. The incomplete event log is defined as follows.
Definition 12: Let WFN = (PN , i, o) be a WF-net, and T = {t 1 , t 2 , . . . , t n−1 , t n }. An event log W FL ∈ B (T * ) is a free loop complete log of WFN where
> N is a set of all the follow relations in the process model and > WFL is a set of all the follow relations in W FL ; (2) For ∀t ∈ T : there is a σ ∈ W FL such that t ∈ σ ; and (3) If a σ 1 ∈ W FL contains a subsequence <t i , t j , t i >, then ∀σ ∈ {W FL − σ 1 } does not contain a subsequence <t j , t i , t j >.
A free loop complete log is an incomplete event log for discovering the free loop structures which are embedded in a parallel structure. Note that the follow relations of different activities in a free loop complete log correspond to those in the process model. In addition, a free loop complete log does not contain <a, a>, or both <a, b, a> and <b, a, b>. In this paper, we aim at discovering free loop structures from the free loop complete logs.
C. FREE ACTIVITIES
In the following, we use A to denote a set of activities. WFN is used to denote a WF-net. W FL denotes a free loop complete log of WFN. FL denotes a free loop structure, and SFL denotes a short free loop structure.
According to the Definition 7, the activities of a free loop structure could be considered as the repeated activities in a trace of the event log. Meanwhile, these activities may not exist in a trace of the event log. We first give the following definitions.
Definition 13: Let σ 1 , σ 2 ∈ W FL be two traces of the event log. a ∈ A is called a free activity where a ∈ σ 1 : σ 1 (a) ≥ 2 and a / ∈ σ 2 . Free activities are the activities in the loop-backward path. Hence, the activities of a free loop structure must be free activities. We use FASet to denote the set of the free activities. To obtain them, we propose the following algorithm.
Algorithm 1 Determine_Free_Activities (W FL )
Input: Free loop complete log W FL Output: The set of free activities 1:
FASet ← FASet ∪ {a} 6: end if 7: end for 8: end for 9: return FASet In Algorithm 1, Lines 2-8 find out the free activities from the free loop complete log. Then, a set FASet is used to store the free activities. Note that several activities in the loopbackward path of a general loop structure are the free activities. In this paper, the activities of the free loop structures will be determined from the free activities next. Therefore, the free activities are used to identify the free loop structures.
Definition 14: For a ∈ A, we have (1) a = {b|b ∈ A ∧ b> W a} is called the trace-pre-set of a; and (2) a = {b|b ∈ A ∧ a> W b} is called the trace-post-set of a. a is the set of activities occurring before a in the traces of the event log. a is the set of activities occurring after a in the traces of the event log. VOLUME 6, 2018 If the ordering relation between activities a and b is a → W b, we have b ∈ a and a ∈ b. If the ordering relation between a and b is a || W b, we have a ∈ b ∩ b and b ∈ a∩ a .
D. PRELIMINARY DISCOVERING FOR SFLs
The free activities of different loop structures can be determined according to the trace-pre-set and trace-post-set.
Theorem 1:
Since the case leads to contradictions with the conditions, Theorem 1 holds.
According to Theorem 1, if two activities belong to the same SFL, the intersection of their trace-pre-set is same as that of their trace-post-set. Both intersections contain several activities in other branches of a parallel structure. Then, an algorithm to determine the free activities of the same SFL is proposed as follows. 
Algorithm 2 Divide_SFL_Activities(W FL
,
E. SPECIAL CASES
For the free activities of different SFLs, there are two special cases. One is a 2-length SFL containing choice structures, and another is a parallel structure with multiple 2-length SFLs. Figure 4 shows two cases. Meanwhile, C and E belong to two different SFLs. Nevertheless, both B and C belong to the same 2-length SFL, and both B and E belong to the same 2-length SFL. D is similar to B. In other words, the four activities belong to two different 2-length SFLs, respectively. By Algorithm 2, we cannot confirm which two activities are in the same 2-length SFL. This case is called a wrong match.
1) THE CHOICE NEST
In this case, the activities in choice structures should be determined in advance. 
2) THE WRONG MATCH
Generally, a 2-length SFL contains only an initial activity Ts and a terminal activity Te. Each of them belongs to the trace-pre-set and the trace-post-set of the other. However, in a parallel structure with multiple 2-length SFLs, all the initial activities and terminal activities of SFLs satisfy the condition of Theorem 1. In other words, Ts and Te in two different SFLs may be treated as activities in a same SFL. Therefore, for multiple 2-length SFLs in a parallel structure, these initial activities and terminal activities should be determined respectively. Then, we give a definition to determine the initial activities and terminal activities of a same 2-length SFL.
Definition 15: For ∀a ∈ A, ∃σ ∈ W FL and a ∈ σ . σ (a) denotes the number of occurrences of a in σ . σ .local(a, i) denotes the location of the i-th occurrence of a in σ . According to the number of occurrences and the locations of activities in traces, the initial activities and terminal activities of a same 2-length SFL can be determined correctly.
Theorem 4: Let FL = (P , T ; F , i , o , Ts, Te, S t ) be a free loop structure of WFN. If ∃σ ∈ W FL and FL.Ts, FL.Te ∈ σ , then σ (Ts) = σ (Te) and σ .local(Ts, i) < σ .local(Te, i), i ∈ {1, . . . , σ (Ts)}.
Proof: By Definition 7, for a free loop structure FL, if σ ∈ W FL and Ts, Te ∈ σ , then σ (Ts) = σ (Te) and σ .local(Ts, i) < σ .local(Te, i) with i ∈ {1, . . . , σ (Ts)}.
Theorem 4 shows that if the initial activity Ts and the terminal activity Te of a FL occur many times in a trace, then the location of Ts is prior to Te when they occur simultaneously at any time. For example, we consider the WF-net WFN 4 in Figure 4 Based on Theorem 4, if a 2-length SFL has the choice nest, the initial activities and terminal activities in all branches of choice structures will be merged into two sets, respectively. To obtain the sequence of activities in the 2-length SFL, we propose an algorithm as follows.
Algorithm 3 works as follows. First, Lines 2-9 determine all the initial activities and the terminal activities of the 2-length SFLs by Theorem 3. In addition, the initial activities and terminal activities in all branches of choice structures are merged into two sets, respectively (cf. Lines 10-19). Then, Lines 20-27 correctly determine Ts and Te in the same SFL by Theorem 4. Finally, all the sequences of activities in the 2-length SFL are obtained (cf. Line 28). For example, consider the WF-net WFN 3 in Figure 4 (a) and the free loop complete log W FL3 of WFN 3 . By Algorithm 3, the set of sequence of activities in each 2-length SFL, i.e., SFL2sSet = {<{B, D}, {C, E}>}, is obtained. Meanwhile, considering the WF-net WFN 4 in Figure 4 (b) and the free loop complete log W FL4 of WFN 4 , by Algorithm 3, SFL2sSet = {<B, C>, <D, E>} is obtained.
F. DISCOVERING ALL SFLs
In a WF-net, a short free loop structure SFL can be a part of the other structures, such as sequential, choice, parallel, and loop structures. In order to determine the relationship between SFL and other structures, we give the following definition.
Definition 16: In Figure 3 ( Figure 3 (b) ). Activity t 1 is the pre-causal activity of the FL. Meanwhile, t 2 is the post-causal activity of the FL.
In general, for a 1-length short free loop structure SFL, the activity of SFL should occur many times between A pr and A pr of the SFL in a trace. Thus, the activities of 1-length SFLs can be found out from the set obtained by Algorithm 2. Based on Algorithms 1-3, we propose an algorithm for discovering all the SFL sequences as follows.
The algorithm works as follows. First, Line 2 finds all the free activities by Algorithm 1. Then, by Algorithm 3, sequences of activities in 2-length SFLs can be identified 
H. ALPHA FREE LOOP ALGORITHM
An algorithm to discover the free loop structures from the free loop complete logs is proposed by considering the SFL relation and the causal relation. An α-FL algorithm is formalized as follows.
Definition 18: Let W be a free loop complete log over T . α-FL (W ) is defined as follows.
The α-FL algorithm is used to discover the free loop structures which are embedded in parallel structures. By preprocessing a free loop complete log, the α-FL algorithm can identify the SFL relations of activities of SFLs. The α-algorithm and its derivative algorithms cannot discover SFLs correctly because of the lack of the subsequence <a, a>, or both the subsequences <a, b, a> and <b, a, b>.
Different from the α-algorithm, from (4) to (12) of the α-FL algorithm, the ordering relations of activities in the SFLs are identified as the SFL relation; and then, the SFL relations are added to X W . Firstly, the activities in 1-length SFLs are removed from the event log according to (4)- (7). Meanwhile, the rest of the model is constructed by the SFL relations and the causal relations in (8) and (9) . In addition, all the 1-length SFLs will be connected to the model in (12) . Finally, the model containing the free loop structures is obtained.
I. CASE STUDY
Now we design a free loop complete log W FL5 of WFN 2 in Figure 2(c). W FL5 = {<A, H >, <A, B, H >, <A, C, D,  H >, <A, E, F, G, H >, <A, B, C, D, E, F, G, H>, <A, B,  C, B, D, B, E, B, F, B, G, B, H >, <A, B, E, F, C, D, G, B,  E, F, C, G, D, E, F, G, H >, <A, C, E, F, G, D, C, E, D,  F, G, E, C, F, D, G, C, D, H >}. W FL5 does not contain <a,  a>, or both <a, b, a> and <b, a, b> .
We preprocess the W FL5 by the Algorithm 4. Firstly, FASet = {B, C, D, E, F, G} is obtained. Then, <C, D>, a sequence of activities in 2-length SFL, is found. In addition, <B>, the sequence of activity in 1-length SFL is identified. Finally, all the sequences of activities in each SFL are obtained correctly for WFN 2 .
By the α-algorithm and its derivative algorithms, the ordering relations of the activities in SFLs are B # W B, C || W D, and D || W C. In other words, from the free loop complete log W FL5 , a 1-length SFL is identified as an isolated activity, and a 2-length SFL is identified as a parallel structure. By Definition 17, the SFL relations in the W FL5 are B W B, C W D, and D W C. All the ordering relations of the activities in SFLs are correctly identified by the proposed algorithm. If a loop structure contains three or more activities, the α-algorithm uses the causal relation (→ W ) to discover the structure. For activities E, F, and G, the ordering relations of them are E → W F, F → W G, and G → W E. Thus, the α-FL algorithm can correctly discover free loop structures by combining the SFL relation and the causal relation.
IV. EXPERIMENTAL EVALUATION
In this section, experiments are conducted to verify the correctness and effectiveness of the proposed algorithm by comparing with other existing algorithms. Our experiment is performed on a computer with Windows 10 operating system, Intel (R) Core 3.20GHz CPU, 6.0GB RAM, and JDK 1.8.
A. IMPLEMENTATION IN PROM
The proposed algorithm has been implemented as a plug-in in the open source process mining framework ProM [28] . The plug-in is called AlphaFreeLoopMiner, which is publicly accessible at: https://github.com/ZhaoyangHe/AFLMiner. For the plug-in, the input is an event log in XES format and the output is a workflow process model in PNML format.
B. AN ARTIFICIAL MODEL AND DATA
To discover free loop structures in the parallel structures based on incomplete event logs, we design an artificial model VOLUME 6, 2018 with many kinds of the situations. Figure 5 presents the artificial model.
We randomly generate 10 groups of event logs according to the model. The event logs are manually modified and converted to the free loop complete log. In the event logs, the number of traces ranges from 50 to 500. In addition, the event logs contain all the follow relations of different activities in the model, but the event log does not contain <a, a>, or both <a, b, a> and <b, a, b>. Table 1 lists the details of the 10 groups of event logs, including the length and the number of traces, events, and activities. 
C. MODEL COMPARISON ANALYSIS OF DIFFERENT ALGORITHMs
In order to verify the correctness and effectiveness of the proposed algorithm, we make a comparison analysis from two aspects. Note that, if the model constructed by an algorithm can correctly describe the dependencies of activities in SFLs, the algorithm is considered to be correct. In addition, we compare the fitness, precision, and simplicity values of the models constructed by different algorithms. For all discovery algorithms, we use the same experimental environment and event logs.
We first verify the correctness of the α-FL algorithm by comparing with α + algorithm [4] , IM algorithm [18] , and ILP algorithm [17] . Figures 6 and 7 show the models constructed by α-FL and α + algorithms from the event logs in Table 1 , respectively. Figures 8 and 9 shows the partial models constructed by the IM and ILP algorithms from the event logs in Table 1 , respectively.
1) CORRECTNESS
Comparing the model constructed by each algorithm with the artificial model, the correctness of the proposed algorithm is verified and described as follows. In the model constructed by α-FL algorithm, all the free loop structures have been correctly discovered. Clearly, the model constructed by the α + algorithm (Figure 7 ) is a wrong model. In this model, some places and arcs are missing after activities B, D, G, H , and K , and some places and arcs are missing before activities C, E, I , J , and L. The model does not contain any free loop structure. The 2-length free loop structures are discovered with error because of the lack of follow relations of some activities. In addition, the 1-length free loop structures are regarded as sequence structures.
The partial model constructed by the IM algorithm ( Figure 8 ) can be considered as a model that contains free loop structures. However, the dependencies between the two activities in a 2-length free loop structure are not explicitly discovered by the IM algorithm. In other words, the model contains a wrong match. For example, activities B, C, D, and E belong to two different 2-length free loop structures. Activities B and C belong to the same free loop structure. Both activities appear in a trace at the same time, and every time B must appear before C. D and E are similar to B and D. However, the model constructed by the IM algorithm does not identify dependencies of the activities in different 2-length free loop structures. The problem exists in the models constructed by IM algorithm when there are multiple 2-length free loop structures on different branches in a parallel structure. In Figure 9 , several unnecessary arcs are added to the model for showing the dependencies of the activities in free loop structures.
Thus, the α-FL algorithm is able to correctly construct a model with free loop structures from the incomplete event logs. Then we discuss the quality of model constructed by different process discovery algorithms.
2) FITNESS
For the model constructed by these algorithms, we measure the fitness values between the models and event logs 1-10. The tool for measuring the fitness values of the models is a plug-in named Replay a Log on Petri Net for Conformance Analysis in ProM. Figure 10 shows the fitness values between different models and all the event logs. For each event log, we can find that the fitness values of models constructed by the α-FL algorithm, IM algorithm, and ILP algorithm are all equaling 1. It indicates that all the event logs can be replayed in the three models. However, the fitness of the model constructed by the α + algorithm is lower than those by others. The fitness values only range from 0.5432 to 0.5988. All the logs cannot be replayed well in the model constructed by the α + algorithm.
3) PRECISION
For the model constructed by these algorithms, we measure the precision degree between the models and event logs 1-10. The tool for measuring the precision values of the models is a plug-in named Check Precision based on AlignETConformance in ProM.
In this tool, a metric named balance precision is adopted in the experiment. The precision values of the model constructed by the ILP algorithm are lower than that by the other two algorithms, which range from 0.482 to 0.6031. Therefore, considering the precision, the α-FL algorithm is slightly superior to the IM algorithm and the ILP algorithm. The precision value of the models constructed by the three algorithms cannot reach a high level because the multiple loop structures contained in the models. Unfortunately, in the model constructed by the α + algorithm, many internal wrong structures result in a very low level of precision value.
4) SIMPLICITY
Comparing the artificial model with all the models constructed by these four algorithms, simplicity values of the models are obtained. The simplicity of the models mainly considers the added invisible transitions and arcs. Table 2 shows the number of the added invisible transitions and arcs for the models constructed by these four algorithms.
In Table 2 , the model constructed by the α-FL algorithm does not have any other invisible transitions or arcs comparing with the artificial model. Because the α + algorithm cannot discover short free loop structures from incomplete event logs, there are some wrong structures in the model, such as the missing arcs. The absence of the necessary relation arcs in the model should not be used as a criterion to improve simplicity. In addition, the α + algorithm does not add invisible transition to the model. Since IM algorithm can discover each block structure, and many invisible transitions and arcs are added to the model. It has a negative influence on its simplicity value. The ILP algorithm does not add invisible transitions to the model. But some extra arcs are added to the model constructed by the ILP algorithm. Therefore, the simplicity of the model constructed by α-FL algorithm is better than the others.
D. A REAL-LIFE PROCESS MODEL AND DATA
We employ a real-life clinical pathway of communityacquired pneumonia (CAP) which is issued by the National Health and Family Planning Commission of China. The clinical pathway is converted to a business process for the experiment. Figure 12 presents the process model of CAP.
The process can be divided into four stages. At the first stage, a patient needs an etiological examination. The doctor chooses appropriate antibacterials according to the results of the examination. After receiving simple nursing care, the patient should take medicine. Meanwhile, if necessary, the patient can receive multiple oxygen assistance. At the beginning of the second stage, the abnormal index can be reexamined. Then, if a patient's condition is not improved, doctors should reexamine the patient for etiology and adjust antibacterials. These two tasks may happen many times. Meanwhile, if the patient has complications that affect the condition of treating CAP, complications should be treated in time. The second stage of treatment also includes conventional treatments, such as nursing care, medication, and oxygen assistance. In general, the third stage of treatment contains some reexaminations and conventional treatments. At the last stage, the patient can be discharged from the hospital with medicines after the evaluation of treatment effect.
According to the process model, 10 groups of event logs are generated. The number of traces in the event logs ranges from 100 to 1000. We manually delete some activities in the traces of the event logs. Then, the event logs contain all the follow relations of different activities in the model, but the event log does not contain <a, a>, or both <a, b, a> and <b, a, b>. Table 3 lists the details of the 10 groups of event logs, including the length and the number of traces, events and activities.
E. MODEL COMPARISON ANALYSIS OF DIFFERENT ALGORITHMs
Comparing with models constructed by the α + algorithm [4] , the IM algorithm [18] , and the ILP algorithm [17] , the correctness of the α-FL algorithm be further proved. For all process discovery algorithms, we use the same experimental environment and event logs. Figure 13 shows the model constructed by the α-FL algorithm from the event logs in Table 3 . Figures 14-16 show the partial models constructed by the α + algorithm, the IM algorithm, and the ILP algorithm from the event logs in Table 3 , respectively.
1) CORRECTNESS
In Figure 13 , all the free loop structures are correctly discovered by α-FL algorithm. Figure 14 describes a partial model constructed by α + algorithm. In this model, some places and arcs are not discovered correctly. In addition, the activity oxygen assistance is supposed to be an activity in a 1-length free loop structure. There is a wrong match in the partial model constructed by the IM algorithm ( Figure 15 ). It means that the dependencies between the two activities in a 2-length free loop structure are not correctly discovered in the model. In Figure 16 , the partial model constructed by ILP algorithm does not contain a wrong match. Nevertheless, in the partial model, an activity in a sequence structure is wrongly identified as an activity in a 1-length free loop structure. Thus α-FL algorithm is proved to correctly construct a model with free loop structures. 2) FITNESS Figure 17 shows the fitness values between different models and event logs 11-20. For each event log, all the fitness values of models constructed by the α-FL algorithm, IM algorithm, and ILP algorithm reach 1. Comparatively, the fitness values of the model constructed by the α + algorithm are lower than the other three, which only range from 0.8417 to 0.8779. Thus in the model constructed by the α + algorithm, some event logs cannot be replayed well.
3) PRECISION Figure 18 shows the precision values between different models and event logs [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . For all event logs, the precision values of the model constructed by the α-FL algorithm range 
4) SIMPLICITY
Comparing with the process model of CAP, we obtain the simplicity conditions of the models constructed by these four algorithms. Table 4 shows the number of the added invisible transitions and arcs of the model constructed by each algorithm. In Table 4 , the model constructed by the α-FL algorithm does not have any other invisible transitions or arcs. There are some errors in the model constructed by the α + algorithm, such as some missing arcs. Similarly, in the partial model constructed by ILP algorithm, a parallel structure which contains a sequence structure and a 1-length SFL is regarded as two 1-length SFLs which are connected with a same place. Thus, incorrectly identifying the dependencies of activities in the model should not be compared. In addition, by the α + algorithm and ILP algorithm, invisible transitions are not added to the models. IM algorithm focuses on discovering each block structure. The model constructed by IM algorithm has much more redundant invisible transitions and arcs. Therefore, in terms of simplification, the α-FL algorithm has a better performance.
V. CONCLUSION
In this paper, an α-FL algorithm is proposed for discovering free loop structures from incomplete event logs. In order to construct the process model correctly, we present a SFL relation. The algorithm is implemented in ProM framework as a plug-in. The experiments utilize real-life process and artificial models. The correctness and effectiveness of α-FL algorithm are verified by analyzing the experimental results. On the one hand, the dependencies of activities in free loop structures are correctly identified. By the proposed algorithm, the discovered process models are in accordance with the artificial model and the real-life business process model. On the other hand, the discovered process models have high values of fitness, precision and simplicity. Our future research will focus on how to discover more complex structures from incomplete event logs.
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