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A SHARP RELATIVE-ERROR BOUND FOR THE HELMHOLTZ
h-FEM AT HIGH FREQUENCY
D. LAFONTAINE∗, E. A. SPENCE†, J. WUNSCH‡
Abstract. For the h-finite-element method (h-FEM) applied to the Helmholtz equation, the
question of how quickly the meshwidth h must decrease with the frequency k to maintain accuracy
as k increases has been studied since the mid 80’s. Nevertheless, there still do not exist in the
literature any k-explicit bounds on the relative error of the FEM solution (the measure of the FEM
error most often used in practical applications), apart from in one dimension. The main result of
this paper is the sharp result that, for the lowest fixed-order conforming FEM (with polynomial
degree, p, equal one), the condition “h2k3 sufficiently small” is sufficient for the relative error of the
FEM solution in 2 or 3 dimensions to be controllably small (independent of k) for scattering of a
plane wave by a nontrapping obstacle and/or a nontrapping inhomogeneous medium. We also prove
relative-error bounds on the FEM solution for arbitrary fixed-order methods applied to scattering
by a nontrapping obstacle, but these bounds are not sharp for p ≥ 2. A key ingredient in our proofs
is a result describing the oscillatory behaviour of the solution of the plane-wave scattering problem,
which we prove using semiclassical defect measures.
Key words. Helmholtz equation, high frequency, pollution effect, finite element method, error
estimate, semiclassical analysis.
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1. Introduction and informal statement of the main results.
1.1. Introduction. When solving the Helmholtz equation ∆u + k2u = 0 with
the h version of the finite-element method (where accuracy is increased by decreasing
the meshwidth h while keeping the polynomial degree p constant), h must decrease
faster than k−1 to maintain accuracy as k increases; this is the so-called “pollution
effect” [2].
A thorough investigation of how quickly h must decrease with the frequency k
to maintain accuracy as k increases was performed by Ihlenburg and Babusˇka in the
mid 90’s [31, 32] on the 1-d model problem.
u′′ + k2u = −f in (0, 1), u(0) = 0 and u′(1)− iku(1) = 0. (1.1)
An explicit expression for the discrete Green’s function for this problem is available,
and Ihlenburg and Babusˇka used this to prove the following two sets of results:
1. The h-FEM is quasioptimal in the H1 semi-norm, with quasioptimality
constant independent of k, if (hk2/p) is sufficiently small; i.e. there exists
c, C > 0, independent of h, k, and p such that, if hk2/p ≤ c, then
‖∇(u− uh)‖L2(0,1) ≤ C minvh∈Hh ‖∇(u− vh)‖L2(0,1) ,
where Hh is the appropriate conforming subspace of H1(0, 1) of piecewise
polynomials of degree p on meshes of width h, and uh is the Galerkin solution;
see [31, Theorem 3], [30, Theorem 4.13], [32, Theorem 3.5] (when p = 1 this
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result was proved earlier in [1, Theorem 3.2]). The numerical experiments in
[31, Figures 8 and 9] then indicated that, when p = 1, the condition “hk2
sufficiently small” for quasi-optimality is necessary.
2. Under an assumption on the data f (discussed below), the relative error in
the h-FEM can be made arbitrarily small by, when p = 1, making hk3/2
sufficiently small and, when p ≥ 2 (and assuming that the data is sufficiently
smooth, see [30, Remark 4.28]), making h2pk2p+1 sufficiently small. More
precisely, [31, Equation 3.25], [32, Theorem 3.7], [30, Equation 4.5.15, §4.6.4,
and Theorem 4.27] prove that there exists C > 0, independent of h and k
(but dependent on p) such that, if hk is sufficiently small, then the Galerkin
solution uh exists and
‖u− uh‖H1k(0,1)
‖u‖H1k(0,1)
≤ C
((
hk
p
)p
+ k
(
hk
p
)2p)
, (1.2)
where the weighted H1 norm ‖ · ‖H1k(0,1) is defined by (3.2) below. The
numerical experiments in [31, Figure 11], and [30, Figure 4.13] then indicated
that, when p = 1, the condition “h2k3 sufficiently small” is necessary for
the relative error to be bounded (in agreement with the earlier numerical
experiments in [5] for small k).
The quasi-optimality results in Point 1 above have since been generalised to Helmholtz
problems in 2 and 3 dimensions (and improved in the case p ≥ 2). Indeed, the fact
that the h-FEM with p = 1 is quasioptimal (with constant independent of k) in
the full H1k norm when hk
2 is sufficiently small was proved for the homogeneous
Helmholtz equation on a bounded domain with impedance boundary conditions in
[36, Proposition 8.2.7] (in the case of constant coefficients) and [27, Theorem 4.5
and Remark 4.6(ii)] (in the case of variable coefficients), and for scattering problems
with variable coefficients in [23, Theorem 3]. The fact that the h-FEM for p ≥ 2 is
quasioptimal when hpkp+1 is sufficiently small was proved in for a variety of constant
coefficient Helmholtz problems in [37, Corollary 5.6], [38, Proof of Theorem 5.8],
and [24, Theorem 5.1], and for a variety of problems including variable-coefficient
Helmholtz problems in [14, Theorem 2.15]; the condition “hpkp+1 sufficiently small”
is indicated to be sharp for quasi-optimality by, e.g., the numerical experiments in
[14, §4.4].
In contrast, the relative-error bound (1.2) in Point 2 above has not been obtained
for any Helmholtz problem in 2 or 3 dimensions, even though numerical experiments
indicate that the condition “h2pk2p+1 sufficiently small” is necessary and sufficient for
the relative error to be controllably small; see, e.g., [19, Left-hand side of Figure 3].
The closest-available result is that, if h2pk2p+1 is sufficiently small, then
‖u− uh‖H1k(D) ≤ C
(
(hk)p + k(hk)2p
) ‖f‖L2(D) , (1.3)
for the Helmholtz problem ∆u+k2u = −f posed in a domain D with either impedance
boundary conditions on ∂D or a perfectly matched layer (PML). Indeed, for the PML
problem, (1.3) is proved for p = 1 in [34, Theorem 4.4 and Remark 4.5(iv)] and [24,
Theorem 5.4]. For the impedance problem, (1.3) is proved for p = 1 in [46, Theorem
6.1], for p ≥ 1 in [19, Corollary 5.2] (following earlier work by [48]), and for p ≥ 1
for the variable-coefficient Helmholtz equation ∇ · (A∇u) + k2nu = −f in [40, §2.3]
(under a nontrapping condition on A and n). We highlight that, while [19] and [34]
prove results of the form (1.3), all the numerical results in [19] and [34] concern the
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relative H1 error, illustrating that relative error is indeed the quantity of interest in
practice.
1.2. The main results of this paper. The two main results are the following:
(a) Theorem 4.1 proves the relative-error bound (1.2) when p = 1 for scattering of
a plane wave by a nontrapping obstacle and/or a nontrapping inhomogeneous
medium (modelled by the PDE ∇· (A∇u) + k2nu = 0 with variable A and n)
in 2 or 3 dimensions (see Definition 2.2 below for the precise definition of the
boundary-value problems considered). As highlighted above, the numerical
experiments in [5, 31, 30] show that “h2k3 sufficiently small” is necessary
for the relative error of the h-FEM with p = 1 to be controllably small
(independent of k), and so the result of Theorem 4.1 is the sharp bound to
which the title of the paper refers.
(b) Theorem 4.2 proves for p ≥ 2 a slightly-weaker bound than (1.2), namely that
‖u− uh‖H1k(ΩR)
‖u‖H1k(ΩR)
≤ C(hk + k(hk)p+1), (1.4)
for scattering of a plane wave by a nontrapping obstacle in 2 or 3 dimensions.
As highlighted above, these are the first-ever frequency-explicit relative-error bounds
on the Helmholtz h-FEM in 2 or 3 dimensions.
An additionally novelty of our results is that all the constants in the relative-error
bound of Theorem 4.1 are explicit, not only in k and h, but also in the coefficients
A and n. The only other coefficient-explicit finite-element analyses of the Helmholtz
equation with variable A and n are in [27], [23], and [40]. Indeed, [27, Theorems 4.2
and 4.5] prove quasioptimality for the interior impedance problem under the condition
“hk2 sufficient small” when p = 1, [23, Theorem 3] proves the analogous result for
scattering by a nontrapping Dirichlet obstacle, and [40, Theorem 2.39] proves the
bound (1.3) for the interior impedance problem when h2pk2p+1 is sufficiently small.
The constants in the bounds of [27, Theorems 4.2 and 4.5], [23, Theorem 3], and [40,
Theorem 2.39] are expressed in terms of analogous quantities to those appearing in
Theorem 4.1 (with these quantities defined in §3).
The two main results, Theorems 4.1 and 4.2, are proved for a particular class of
Helmholtz problems, namely those corresponding to scattering by a plane wave, and
not for the equation ∆u+ k2u = −f with general f ∈ L2. We highlight that, for this
latter class of problems, it is unreasonable to expect a relative-error bound such as
(1.2) to hold, and thus the best one can do is prove bounds for a particular class of
realistic data (as we do here). For example, consider the 1-d problem (1.1) with
f(x) := −[ exp(iknx)χ(x)]′′ − k2[ exp(iknx)χ(x)], (1.5)
where χ has compact support in (0, 1). The solution to (1.1) is then u(x) =
exp(iknx)χ(x), which oscillates on a scale of k−n, i.e., a smaller scale than k−1 when
n > 1. The finite-element method with, say, p = 1 and hk3/2 small (and independent
of k) will therefore not resolve this solution, and hence a bound such as (1.2) does
not hold. This example is nevertheless consistent with the previous results recalled in
§1.1 since (i) the assumptions on the solution u in [31, First equation in §3.4] and [32,
Definition 3.2] exclude such data f , and (ii) with f given by (1.5), ‖f‖L2(0,1) ∼ k2n
and ‖u‖H1k(0,1) ∼ kn, so that ‖f‖L2(0,1)  ‖u‖H1k(0,1), and the error estimate (1.3)
holds in this case because, although the absolute error on left-hand side of (1.3) is
large, the right-hand side of (1.3) is larger.
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2. Formulation of the problem.
Assumption 2.1 (Assumptions on the domain and coefficients).
(i) Ω− ⊂ Rd, d = 2, 3, is a bounded open Lipschitz set such that its open comple-
ment Ω+ := Rd \ Ω− is connected.
(ii) A ∈ C0,1(Ω+,SPD) (where SPD is the set of d× d real, symmetric, positive-
definite matrices) is such that supp(I−A) is compact in Rd and there exist 0 < Amin ≤
Amax <∞ such that, in the sense of quadratic forms,
Amin ≤ A(x) ≤ Amax for almost every x ∈ Ω+. (2.1)
(iii) n ∈ L∞(Ω+,R) is such that supp(1 − n) is compact in Rd and there exist
0 < nmin ≤ nmax <∞ such that
nmin ≤ n(x) ≤ nmax for almost every x ∈ Ω+. (2.2)
Let the scatterer Ωsc be defined by Ωsc := Ω− ∪ supp(I − A) ∪ supp(1 − n). Given
R > 0 such that Ωsc ⊂ BR, where BR denotes the ball of radius R about the origin, let
ΩR := Ω+∩BR. Let ΓR := ∂BR and let Γ := ∂Ω−. Let n denote the outward-pointing
unit normal vector field on both Γ and ΓR. We denote by ∂n the corresponding
Neumann trace on Γ or ΓR and ∂n,A the corresponding conormal-derivative trace. We
denote by γu the Dirichlet trace on Γ or ΓR.
Definition 2.2 (Helmholtz plane-wave scattering problem). Given k > 0 and
a ∈ Rd with |a| = 1, let uI(x) := eikx·a. Given Ω−, A, and n, as in Assumption 2.1,
we say u ∈ H1loc(Ω+) satisfies the Helmholtz plane-wave scattering problem if
∇ · (A∇u) + k2nu = 0 in Ω+, either γu = 0 or ∂n,Au = 0 on Γ, (2.3)
and uS := u− uI satisfies the Sommerfeld radiation condition
∂uS
∂r
(x)− ikuS(x) = o
(
1
r(d−1)/2
)
(2.4)
as r := |x| → ∞, uniformly in x̂ := x/r.
We call a solution of the Helmholtz equation satisfying the Sommerfeld radiation
condition (2.4) an outgoing solution (so, in Definition 2.2, uS is outgoing).
Define DtNk : H
1/2(ΓR) → H−1/2(ΓR) to be the Dirichlet-to-Neumann map for
the equation ∆u+k2u = 0 posed in the exterior of BR with the Sommerfeld radiation
condition (2.4). When ΓR = ∂BR, for some R > 0, the definition of DtNk in terms
of Hankel functions and polar coordinates (when d = 2)/spherical polar coordinates
(when d = 3) is given in, e.g., [37, Equations 3.7 and 3.10]. Let
H10,D(ΩR) :=
{
v ∈ H1(ΩR) : γv = 0 on Γ
}
.
When Dirichlet boundary conditions are prescribed in (2.3), letH := H10,D(ΩR); when
Neumann boundary conditions are prescribed, let H := H1(ΩR).
Lemma 2.3 (Variational formulation of the Helmholtz plane-wave scattering
problem). With uI , Ω−, A, n, ΩR, and H as above, define u˜ ∈ H as the solution of
the variational problem
find u˜ ∈ H such that a(u˜, v) = F (v) for all v ∈ H, (2.5)
where
a(u˜, v) :=
∫
ΩR
(
(A∇u˜) · ∇v − k2nu˜v
)
− 〈DtNk(γu˜), γv〉ΓR , and (2.6)
4
F (v) :=
∫
ΓR
(
∂nu
I −DtNk(γuI)
)
γv.
where 〈·, ·〉ΓR denotes the duality pairing on ΓR that is linear in the first argument
and antilinear in the second. Then u˜ = u|ΩR , where u is the solution of the Helmholtz
plane-wave scattering problem of Definition 2.2.
For a proof of Lemma 2.3, see, e.g., [26, Lemma 3.3]. From here on we denote the
solution of the variational problem (2.5) by u, so that u satisfies
a(u, v) = F (v) for all v ∈ H. (2.7)
Lemma 2.4. The solution of the Helmholtz plane-wave scattering problem of
Definition 2.2 exists and is unique.
Proof. Uniqueness follows from the unique continuation principle; see [26, §1], [27,
§2] and the references therein. Since a(·, ·) satisfies a G˚arding inequality (see (10.6)
below), Fredholm theory then gives existence.
The h finite-element method. Let Th be a family of triangulations of ΩR (in
the sense of, e.g., [16, Page 67]) that is shape regular (see, e.g., [8, Definition 4.4.13],
[16, Page 128]). When Neumann boundary conditions are prescribed in (2.3), let
Hh := {v ∈ C(ΩR) : v|K is a polynomial of degree p for each K ∈ Th}; (2.8)
when Dirichlet boundary conditions are prescribed we impose the additional condition
that elements of Hh are zero on Γ. In both cases we then have Hh ⊂ H, with the
dimension of Hh proportional to h−d. Our main results, Theorems 4.1 and 4.2 below
require Γ to be at least C1,1. For such ΩR it is not possible to fit ∂ΩR exactly with
simplicial elements (i.e. when each element of Th is a simplex), and fitting ∂ΩR with
isoparametric elements (see, e.g, [16, Chapter VI]) or curved elements (see, e.g., [6])
is impractical. Some analysis of non-conforming error is therefore necessary, but since
this is very standard (see, e.g., [8, Chapter 10]), we ignore this issue here.
The finite-element method for the variational problem (2.5) is the Galerkin
method applied to the variational problem (2.5), i.e.
find uh ∈ Hh such that a(uh, vh) = F (vh) for all vh ∈ Hh. (2.9)
Observe that setting v = vh in (2.7) and combining this with (2.9) we obtain the
Galerkin orthogonality that
a(u− uh, vh) = 0 for all vh ∈ Hh. (2.10)
3. Definitions of quantities involved in the statement of the main re-
sults. Throughout the paper we assume that R ≥ R0 > 0 for some fixed R0 > 0 and
k ≥ k0 for some fixed k0 > 0. For simplicity we assume throughout that
k0R0 ≥ 1 and hk ≤ 1. (3.1)
Given a bounded open set D, we let the weighted H1 norm, ‖ · ‖H1k be defined by
‖u‖2H1k(D) := ‖∇u‖
2
L2(D) + k
2 ‖u‖2L2(D) . (3.2)
We now define quantities CDtNj , j = 1, 2, Csol, Cosc, CPF, CH2 , Cint, and CMS that
appear in the main results (Theorems 4.1 and 4.2). All of these are dimensionless
quantities, independent of k, h, and p, but dependent on one or more of A, n, Ω−
(indicated below).
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CDtNj, j = 1, 2. By [37, Lemma 3.3], there exist CDtNj = CDtNj(k0R0), j = 1, 2,
such that ∣∣〈DtNk(γu), γv〉ΓR〉∣∣ ≤ CDtN1 ‖u‖H1k(ΩR) ‖v‖H1k(ΩR) (3.3)
for all u, v ∈ H1(ΩR) and for all k ≥ k0, and
−<〈DtNkφ, φ〉ΓR ≥ CDtN2R−1 ‖φ‖2L2(ΓR) for all φ ∈ H1/2(ΓR) and for all k ≥ k0.
(3.4)
Csol. We assume that A, n, and Ω− are nontrapping in the sense that there exists
Csol = Csol(A, n,Ω−, R, k0) such that, given f ∈ L2(ΩR), the solution of the boundary
value problem (BVP)
∇ · (A∇v) + k2nv = −f in Ω+, either γv = 0 or ∂n,Av = 0 on Γ,
and v satisfies the Sommerfeld radiation condition (2.4) (with uS replaced by v),
satisfies the bound
‖v‖H1k(ΩR) ≤ CsolR ‖f‖L2(Ω+) for all k ≥ k0; (3.5)
observe that the factor R on the right-hand side makes Csol dimensionless. (Re-
mark 4.4 discusses the situation where this nontrapping assumption is removed and
Csol depends on k.) This assumption holds if the obstacle Ω− and the coefficients A
and n are nontrapping in the sense that all billiard trajectories (or, more precisely,
Melrose–Sjo¨strand generalized bicharacteristics [29, Section 24.3]) starting in an ex-
terior neighbourhood of Ω− and evolving according to the Hamiltonian flow defined
by the symbol of (2.3) escape from that neighbourhood after some uniform time.
For this flow to be well-defined, Γ must be C∞, and A and n must be globally C1,1
and C∞ in a neighbourhood of Γ; note that the flow may in general be set-valued
rather than unique in cases where the boundary is permitted to be infinite-order
flat. Assuming the uniqueness of the flow, an explicit expression for Csol in terms of
A, n,Ω−, and R is then given in [23, Theorems 1 and 2, and Equation 6.32]. However,
the bound (3.5) can be established in situations with much less smoothness; indeed,
[26, Theorems 2.5, 2.7, and 2.19] establishes (3.5) for a Dirichlet C0 star-shaped ob-
stacle and L∞ A and n satisfying certain monotonicity assumptions. Furthermore,
our arguments in the rest of the paper do not need the flow to be well-defined on
Ωsc := Ω− ∪ supp(I− A) ∪ supp(1− n), they only require that the bound (3.5) holds.
We can therefore define nontrapping in this weaker sense, and work with scatterers
of much lower smoothness than in standard microlocal-analysis settings.
Cosc. By Theorem 9.1 below, if A, n, and Ω− are nontrapping then there exists
Cosc = Cosc(A, n,Ω−) (‘osc’ standing for ‘oscillation’) such that for u a solution to the
Helmholtz plane-wave scattering problem of Definition 2.2,
|u|H2(ΩR) ≤ Cosck ‖u‖H1k(ΩR) , (3.6)
where | · |H2(ΩR) denotes the H2 semi-norm; i.e. |u|H2(ΩR) :=
∑
|α|=2
∫
ΩR
|∂αu|2.
CPF. By [8, §5.3], [45, Corollary A.15], there exists CPF = CPF(Ω−) (‘PF’ stand-
ing for ‘Poincare´–Friedrichs’) such that
R−2 ‖v‖2L2(ΩR) ≤ CPF
(
R−1 ‖γv‖2L2(ΓR) + ‖∇v‖
2
L2(ΩR)
)
(3.7)
for all v ∈ H1(ΩR).
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CH2 . By Theorem 6.1 below, there exists CH2 = CH2(A,Ω−) such that, if f ∈
L2(ΩR) and v ∈ H1(ΩR) satisfy
∇ · (A∇v) = −f in ΩR, ∂nv = DtNk(γv) on ΓR, and (3.8a)
either γv = 0 or ∂nv = 0 on Γ, (3.8b)
then ∣∣v∣∣
H2(ΩR)
≤ CH2
(
‖f‖L2(ΩR) +R−1 ‖∇v‖L2(ΩR) +R−2 ‖v‖L2(ΩR)
)
. (3.9)
The key point in (3.9) is that, although v in (3.8) depends on k via the boundary
condition on ΓR, CH2 is independent of k.
Cint. By, e.g., [8, Equation 4.4.28], [43, Theorem 4.1] the nodal interpolant Ih :
C(ΩR)→ Hh is well-defined for functions in H2(ΩR) (for d = 2, 3) and satisfies
‖v − Ihv‖L2(ΩR) + h ‖∇(v − Ihv)‖L2(ΩR) ≤ Cinth2|v|H2(ΩR), (3.10)
for all v ∈ H2(ΩR), for some Cint that depends only on the shape-regularity constant
of the mesh. As a consequence of (3.10), the definition of ‖ · ‖H1k(ΩR) (3.2), and the
assumption that hk ≤ 1 (3.1), we have
‖v − Ihv‖H1k(ΩR) ≤
√
2Cinth|v|H2(ΩR). (3.11)
CMS. By [38, Lemma 3.4 and Proposition 5.3] there exists CMS = CMS(Ω−)
(‘MS’ standing for ‘Melenk–Sauter’) so that, if Γ is analytic, A = I, n = 1, and Ω+ is
nontrapping, then the bound (8.6) below holds.
4. Statement of the main results. The first theorem holds for any p ≥ 1, but
is most relevant in the case p = 1.
Theorem 4.1. Let u be the solution of the Helmholtz plane-wave scattering
problem (Definition 2.2). Assume that both Assumption 2.1 and (3.1) hold, Ω− is
C1,1, and A, n, and Ω− are nontrapping. If p ≥ 1 and
h2k3 ≤ C1, (4.1)
then the Galerkin solution uh to the variational problem (2.9) exists, is unique, and
satisfies the bound
‖u− uh‖H1k(ΩR) ≤
[
C2hk + C3h
2k3
]
‖u‖H1k(ΩR) , (4.2)
where
C1 :=
1
4(Amax + CDtN1)(CH2)2(Cint)2CsolR
(
1 +
2
√
2
min
{
Amin, CDtN2, (CPF)−1
})−1
·
(
nmax +
1
k0R0Csol
+ 2
)−1
,
C2 :=
√
2CintCosc
Amin
(
max
{
Amax, nmax
}
+ CDtN1
)
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and
C3 :=
4
√
2√
Amin
(
Amax + CDtN1
)
(Cint)
2CH2CsolRCosc
√
nmax +Amin
·
(
nmax +
1
k0R0Csol
+ 2
)
.
Theorem 4.2. Let u be the solution of the Helmholtz plane-wave scattering
problem (Definition 2.2). Assume that both Assumption 2.1 and (3.1) hold, A = I,
n = 1, Ω− is a nontrapping Dirichlet obstacle, Γ is analytic, and the triangulation Th
in the definition of Hh (2.8) satisfies the quasi-uniformity assumption [38, Assumption
5.1]. If
(hk)2
p
+ CsolR
k(hk)p+1
pp
≤ C˜1 (4.3)
then the Galerkin solution uh to the variational problem (2.9) exists, is unique, and
satisfies the bound
‖u− uh‖H1k(ΩR) ≤
[(
C˜2 +
C˜3CMS
p
)
hk + C˜3CMSCsolR
k(hk)p+1
pp
]
‖u‖H1k(ΩR) ,
(4.4)
where
C˜1 :=
1
2
√
2(1 + CDtN1)CH2CMS
(
1 +
2
√
2
min
{
Amin, CDtN2, (CPF)−1
})−1,
C˜2 :=
√
2CcontCintCosc and C˜3 := 4
(
1 + CDtN1
)
CintCosc.
Observe that (i) the condition (4.3) is satisfied if hp+1kp+2 is sufficiently small, and
(ii) the bound (4.4) is of the form (1.4).
The result of Theorem 4.2 might appear not to be a high-order result, since the
lowest-order terms in (4.3) and (4.4) are h2 and h, respectively. Nevertheless, if
k(hk)p+1 is sufficiently small, so that (4.3) is satisfied, then
h ∼ k−1−1/(p+1) so hk ∼ k−1/(p+1)  1 as k →∞,
and the dominant term on the right-hand side of (4.4) is that involving k(hk)p+1.
4.1. The ideas behind the proofs. Theorems 4.1 and 4.2 are proved by adapt-
ing the so-called elliptic-projection argument, used to prove the bound (1.3) on the
solution in terms of the data, to instead prove relative-error bounds. The elliptic-
projection argument was introduced in the Helmholtz context in [20, 21] for interior-
penalty discontinuous Galerkin methods, used for the standard FEM and continuous
interior-penalty methods in [46, 48], subsequently used by [4, 47, 13, 24, 34], and then
augmented with an error splitting argument in [19] (see, e.g., the literature review
in [40, §2.3]). The elliptic-projection argument itself is a modification of the classic
duality argument, coming out of ideas introduced in [42], which was used to prove
quasi-optimality of the Helmholtz FEM in [1, 31, 36, 41, 37, 38, 13, 14, 24, 27, 23].
Our modifications of the elliptic-projection argument are outlined in §5. Our three
new ingredients are (i) keeping track of how all the constants in this argument depend
8
on A, n,Ω−, and R, (ii) a rigorous proof, using microlocal/semiclassical analysis, of
the bound (3.6) describing the oscillatory behaviour of the solution of the plane-wave
scattering problem (see Theorem 9.1 below), and (iii) the proof of H2 regularity, with
constant independent of k, of the solution of Poisson’s equation with the boundary
condition ∂nv = DtNk(γv); see (3.9) and Theorem 6.1.
Regarding (i): while the standard duality argument applied to the Helmholtz
equation discussed above has recently been made explicit in A, n, and Ω− in [27, 23]
(as mentioned in §1.2), the only places in the literature where the elliptic-projection
argument is made explicit in A, n, and Ω−, are the present paper and [40, §2.3].
Regarding (ii): oscillatory behaviour similar to (3.6) of Helmholtz solutions has
been an assumption in many analyses of finite- and boundary-element methods; see,
e.g., [31, First equation in §3.4], [32, Definition 3.2], [9, Definition 4.6], [3, Definition
3.5], [18, Assumption 3.4]. However, to our knowledge, the only existing rigorous
proofs of such behaviour are [25, Theorems 1.1 and 1.2] and [22, Theorem 1.11(c)],
with both results concerning the Neumann trace of the solution of the Helmholtz
plane-wave scattering problem with A = I and n = 1 (and therefore applicable to
boundary-element methods applied to this problem).
Regarding (iii): the analogous result (H2 regularity with constant independent
of k) for Poisson’s equation with the impedance boundary condition ∂nv = ikγv is
central to the elliptic-projection argument for the Helmholtz equation with impedance
boundary conditions. This result was explicitly assumed in [21, Lemma 4.3], implicitly
assumed in [46, 48, 4, 13], and recently proved in [15].
4.2. Why does Theorem 4.2 not cover scattering by an inhomogeneous
medium?. In both the elliptic-projection argument and the standard duality ar-
gument, a key role is played by the quantity η(Hh) defined by (8.3) below, which
describes how well solutions of the (adjoint of the) Helmholtz equation can be ap-
proximated in Hh.
In the case p = 1 we estimate η(Hh) using H2 regularity of the solution (which
holds when A and Ω− satisfy the assumptions of Theorem 4.1), leading to the bound
(8.5) below. When p ≥ 1, A = I, n = 1, Ω− is a Dirichlet obstacle, and Γ is analytic,
[38] proved the bound (8.6) on η(Hh), and we use this result to prove Theorem 4.2.
The bound (8.6) was proved via a judicious splitting of the solution [38, Theorem
4.20] into an analytic but oscillating part, and an H2 part that behaves “well” for
large frequencies, and this splitting is only available for the exterior Dirichlet problem
with A = I and n = 1.
We highlight that an alternative splitting procedure valid for Helmholtz problems
with variable coefficients was recently developed in [14], leading to an alternative proof
of the bound on η(Hh) (8.6) [14, Lemma 2.13]. However, this alternative procedure
requires that DtNk be approximated by ik on ΓR. Indeed, in [14, Proof of Lemma
2.13] the solution is expanded in powers of k, i.e. u =
∑∞
j=0 k
juj , and then on ΓR
one has ∂nuj+1 = iγuj ; this relationship between uj+1 and uj on ΓR no longer holds
if DtNk is not approximated by ik.
4.3. Approximating DtNk. Implementing the operator DtNk is computation-
ally expensive, and so in practice one seeks to approximate this operator by either
imposing an absorbing boundary condition on ΓR, or using a PML. In this paper we
follow the precedent established in [37, 38] of, when proving new results about the
FEM for exterior Helmholtz problems, first assuming that DtNk is realised exactly.
We remark, however, that if the two key ingredients in Remark 4.1 (a proof of the
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oscillatory behaviour (3.6) and H2-regularity, independent of k, of a Poisson prob-
lem) can be established when DtNk is replaced by an absorbing boundary condition
on ΓR, then the result of Theorem 4.1 carry over to this case. When an impedance
boundary condition (i.e. the simplest absorbing boundary condition) is imposed on
ΓR, the necessary Poisson H
2-regularity result is proved in [15], but we discuss below
in Remark 9.9 the difficulties in proving (3.6) in this case.
4.4. Removing the nontrapping assumption. The only place in the proofs
of Theorems 4.1 and 4.2 where the nontrapping assumption (i.e. the fact that Csol in
(3.5) is independent of k) is used is in the proof of the bound (3.6) (in Theorem 9.1
below). We sketch in Remark 9.10 below how (3.6) can be proved in the trapping case
(i.e. when Csol is not independent of k); the rest of the proofs of Theorems 4.1 and 4.2
then go through as before. In the case of Theorem 4.1, the requirement for the relative
error to be bounded independently of k would then be that h2k3Csol be sufficiently
small. Under the strongest form of trapping, Csol can grow exponentially through
a sequence of ks [7, §2.5], but is bounded polynomially in k if a set of frequencies
of arbitrarily-small measure is excluded [33, Theorem 1.1]. However, it is not clear
how sharp the requirement “h2k3Csol sufficiently small” for the relative error to be
bounded is in these cases.
5. Outline of the proof and connection to existing arguments. As in the
standard duality argument coming out of ideas introduced in [42] and then formalised
in [41], our starting point is the fact that, since a(·, ·) satisfies the G˚arding inequality
(10.6), Galerkin orthogonality (2.10) and continuity of a(·, ·) (10.4) imply that, for
any vh ∈ Hh,
Amin ‖u− uh‖2H1k(ΩR) ≤ <a(u− uh, u− vh) + k
2
(
nmax +Amin
) ‖u− uh‖2L2(ΩR) ,
≤ Ccont ‖u− uh‖H1k(ΩR) ‖u− vh‖H1k(ΩR) + k
2
(
nmax +Amin
) ‖u− uh‖2L2(ΩR) . (5.1)
Recall (from, e.g., [41, Theorem 2.5], [37, Theorem 4.3], [44, Theorem 6.32]) that
the standard duality argument shows that
‖u− uh‖L2(ΩR) ≤ Ccontη(Hh) ‖u− uh‖H1k(ΩR) , (5.2)
where η(Hh), defined by (8.3) below, describes how well solutions of the adjoint
problem are approximated in the space Hh. Inputting (5.2) into (5.1) one obtains
quasioptimality, with constant independent of k, if kη(Hh) is sufficiently small; the
bounds on η(Hh) described in Lemma 8.2 below then imply that this condition is
satisfied if hpkp+1 is sufficiently small.
In contrast, the elliptic-projection argument, which we follow, shows that
‖u− uh‖L2(ΩR) . η(Hh) ‖u− wh‖H1k(ΩR) for all wh ∈ Hh, (5.3)
provided that hk2η(Hh) is sufficiently small (see Lemma 10.1 below), where in this
overview discussion we use the notation a . b when a ≤ Cb with C independent
of k, h, and p, but dependent on A, n,Ω−, and R. Observe that (5.3) is a stronger
bound than (5.2), since wh on the right-hand side of (5.3) is arbitrary. The proof
of (5.3) in our setting of the plane-wave scattering problem requires the new Poisson
H2-regularity bound (3.9), which we prove in Theorem 6.1 below.
Inputting (5.3) into (5.1), choosing wh = vh, and using the inequality
2αβ ≤ εα2 + ε−1β2, for all α, β, ε > 0, (5.4)
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on the first term on the right-hand side of (5.1), we obtain that, if hk2η(Hh) is
sufficiently small, then, for any vh ∈ Hh,
‖u− uh‖2H1k(ΩR) .
(
1 + k2(η(Hh))2
) ‖u− vh‖2H1k(ΩR) .
Assuming H2 regularity of the solution, and using (3.11), we obtain that, if hk2η(Hh)
is sufficiently small, then
‖u− uh‖2H1k(ΩR) .
(
1 + k2(η(Hh))2
)
h2|u|2H2(ΩR). (5.5)
In the standard elliptic-projection argument (see, e.g., [13, §5.5]) applied to the
PDE ∆u + k2u = −f , an H2-regularity bound similar to (3.5) and the nontrapping
bound (3.5) are combined to give |u|H2(ΩR) . k‖f‖L2(ΩR), and combining this with
both (5.5) and the bound η(Hh) . hk (see (8.5) below) proves the bound (1.3) with
p = 1 on the Galerkin error in terms of the data when h2k3 is sufficiently small.
In contrast, in this paper we prove, using microlocal/semiclassical analysis, that
the solution the plane-wave scattering problem satisfies |u|H2(ΩR) . k ‖u‖H1k(ΩR) (see
Theorem 9.1 below), and using this in (5.5), along with the bounds on η(Hh) in
Lemma 8.2, we obtain the relative-error bounds (4.2) and (4.4).
6. Proof of the Poisson H2-regularity result (3.9).
Theorem 6.1. With A, Ω−, Γ, and ΩR as in Section 2, let v ∈ H1(ΩR) be the
solution of the Poisson boundary value problem (3.8). If Γ is C1,1, then v ∈ H2(ΩR)
and the bound (3.9) holds.
We follow the recent proof of the related regularity result (with DtNk replaced
by ik and A = I) [15, Theorem 3.1] and start by recalling results due to Grisvard [28].
Lemma 6.2. Let D be a bounded, convex, open set of Rn with C2 boundary.
Then, for all v ∈ H1(D;Cd),∫
D
(
|∇ · v|2 −
n∑
i,j=1
∫
D
∂vi
∂xj
∂vj
∂xi
)
≥ −2<〈(γv)T ,∇T (γv · n)〉∂D, (6.1)
where ∇T is the surface gradient on ∂D and (γv)T := γv−n(γv ·n) is the tangential
component of γv.
Proof. The result with v real follows from [28, Theorem 3.1.1.1] and the fact that
the second fundamental form of ∂D (defined in, e.g., [28, §3.1.1]), is non-positive (see
[28, Proof of Theorem 3.1.2.3]). The result with v complex follows in a straightforward
way by repeating the argument in [28, Theorem 3.1.1.1] for complex v.
Lemma 6.3. ([28, Lemma 3.1.3.4].) If A ∈ C0,1(D,SPD) satisfies (2.1) (with Ω+
replaced by D), then, for all v ∈ H2(D),
(Amin)
2
d∑
i,j=1
∣∣∣∣ ∂2v∂xi∂xj
∣∣∣∣2 ≤ d∑
i,j,`,m=1
Ai`Ajm
∂2v
∂xj∂x`
∂2v
∂xi∂xm
. (6.2)
As a first step to proving Theorem 6.1, we prove it in the case when Ω− = ∅.
Lemma 6.4. Let A ∈ C0,1(BR,SPD) satisfy (2.1) (with Ω+ replaced by BR) and
be such that supp(I− A) ⊂⊂ BR. Given f ∈ L2(BR), let v ∈ H1(BR) be the solution
of
∇ · (A∇v) = −f in BR, ∂nv = DtNk(γv) on ΓR. (6.3)
11
Then v ∈ H2(BR) and
|v|2H2 ≤
2
(Amin)2
[
‖f‖2L2 +
(
d4‖DA‖2L∞ +
2
(Amin)2
d8‖A‖2L∞‖DA‖2L∞
)
‖∇v‖2L2
]
.
Proof. Let w ∈ H1(Rd) be the outgoing solution of the following transmission
problem
∇ · (A∇w) = −f in BR, ∆w + k2w = 0 in Rd \BR,
γw+ = γw− and ∂nw+ = ∂nw− on ΓR,
where w− := w|BR and w+ := w|Rd\BR . (Note that it is important here that A = I in
a neighbourhood of ΓR, so that ∂n,Aw− = ∂nw−.) By the definition of the operator
DtNk, w− = v. Since ΓR is C2, the regularity result [17, Theorem 5.2.1 and §5.4b]
implies that w− ∈ H2(BR) and w+ ∈ H2loc(Rd \BR); therefore v ∈ H2(BR).
Since v ∈ H2(BR) and A is Lipschitz, A∇v ∈ H1(BR) and we can apply Lemma
6.2 with v := A∇v. Since A = I near ΓR, v = ∇v near ΓR and so the right-hand side
of (6.1) becomes
−2<〈∇T (γv),∇T (∂nv)〉Γ = −2<〈∇T (γv),∇T (DtNk(γv))〉Γ,
where we have used the boundary condition in (6.3).
Now, DtNk and∇T commute on ΓR; this can be seen either by rotation invariance,
or by using the definition of DtNk and ∇T in terms of Fourier series on ΓR. Therefore,
the inequality (3.4) implies that the right-hand side of (6.1) is non-negative, hence
d∑
i,j,`,m=1
∫
BR
∂
∂xj
(
Ai`
∂v
∂x`
)
∂
∂xi
(
Ajm
∂v
∂xm
)
≤ ‖f‖2L2(BR). (6.4)
The left-hand side of (6.4) equals
d∑
i,j,`,m=1
∫
Ω
Ai`Ajm
∂2v
∂xj∂x`
∂2v
∂xi∂xm
+
d∑
i,j,`,m=1
∫
Ω
Ri,j,`,m, (6.5)
where
Ri,j,`,m =
∂Ai`
∂xj
∂v
∂x`
Ajm
∂2v
∂xi∂xm
+Ai`
∂2v
∂xj∂x`
∂Ajm
∂xi
∂v
∂xm
+
∂Ai`
∂xj
∂v
∂x`
∂Ajm
∂xi
∂v
∂xm
=: R1i,j,`,m +R
2
i,j,`,m +R
3
i,j,`,m.
By the Cauchy-Schwarz inequality∣∣∣∣∫
BR
R1i,j,`,m
∣∣∣∣+ ∣∣∣∣∫
BR
R2i,j,`,m
∣∣∣∣ ≤ 2‖A‖L∞‖DA‖L∞‖∇v‖L2 |v|H2
and ∣∣∣∣∫
BR
R3i,j,`,m
∣∣∣∣ ≤ ‖DA‖2L∞‖∇v‖2L2 .
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We therefore obtain∣∣∣∣ d∑
i,j,`,m=1
∫
BR
Ri,j,`,m
∣∣∣∣ ≤ 2d4‖A‖L∞‖DA‖L∞‖∇v‖L2 |v|H2 + d4‖DA‖2L∞‖∇v‖2L2 .
Combining this with (6.2), (6.4), and (6.5), we obtain
(Amin)
2|v|2H2 ≤ ‖f‖2L2 + 2d4‖A‖L∞‖DA‖L∞‖∇v‖L2 |v|H2 + d4‖DA‖2L∞‖∇v‖2L2 .
Using (5.4) on the second term on the right-hand side, we obtain the result.
We now use Lemma 6.4 to prove Theorem 6.1.
Proof. [Proof of Theorem 6.1] Let 0 < R0 < R1 < R be such that Ω− ⊂ BR0 ,
and let χ ∈ C∞(Rd) be such that 0 ≤ χ ≤ 1 and
χ = 0 in BR0 and χ = 1 in Rd \BR1 .
We decompose v as
v = χv + (1− χ)v =: v1 + v2. (6.6)
Then v1 ∈ H1(BR) and satisfies
∇ · (A∇v1) = −χf +∇χ · (A∇v) +∇v · (A∇χ) + v∇ · (A∇χ) in BR,
and ∂nv1 = DtNk(γv1) on ΓR. Lemma 6.4 implies that v1 ∈ H2(BR) and that there
exists C4 = C4(A, d, χ) > 0 such that
|v1|H2(ΩR) ≤ C4
(
‖f‖L2(ΩR) +R−1 ‖∇v‖L2(ΩR) +R−2 ‖v‖L2(ΩR)
)
, (6.7)
where (i) we have used the fact that ∇χ = 0 in a neighbourhood of Ω− to write all
the norms as norms over ΩR, and (ii) we have inserted the inverse powers of R on the
right-hand side to keep C4 a dimensionless quantity. On the other hand, v2 satisfies
∇ · (A∇v2) = −(1− χ)f −∇χ · (A∇v)−∇v · (A∇χ)− v∇ · (A∇χ) in BR,
v2 = 0 in BR \BR1 , and either γv2 = 0 or ∂nv2 = 0 on Γ.
Since A is Lipschitz, Amin > 0, and both Γ and ΓR are C
1,1, [28, Theorems 2.3.3.2,
2.4.2.5, and 2.4.2.7] imply that, if w ∈ H1(ΩR), ∇·(A∇w) ∈ L2(ΩR), and either γw =
0 or ∂nw = 0 on ∂ΩR, then w ∈ H2(Ω−) and there exists C5 = C5(A,Ω−, d, R) > 0
such that
|w|H2(ΩR) ≤ C5
(
‖∇ · (A∇w)− w‖L2(ΩR) +R−1 ‖∇w‖L2(ΩR) +R−2 ‖w‖L2(ΩR)
)
.
Applying this with w = v2, we obtain that
|v2|H2(ΩR) ≤ C6
(
‖f‖L2(ΩR) +R−1 ‖∇v‖L2(ΩR) +R−2 ‖v‖L2(ΩR)
)
, (6.8)
and the bound (3.9) follows from combining (6.7) and (6.8) using (6.6).
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7. The elliptic projection and associated results. Define the sesquilinear
form a?(·, ·) by
a?(u, v) :=
∫
ΩR
A∇u · ∇v − 〈DtNkγu, γv〉ΓR . (7.1)
Recall from Lemma 2.3 the notation that H equals either H10,D(ΩR) (with Dirich-
let conditions in (2.3)) or H1(ΩR) (with Neumann conditions).
Lemma 7.1 (Continuity and coercivity of a?(·, ·)). For all u, v ∈ H,∣∣a?(u, v)∣∣ ≤ Ccont? ‖u‖H1k(ΩR) ‖v‖H1k(ΩR) and <a?(v, v) ≥ Ccoer? ‖v‖2H1R(ΩR) , (7.2)
where
Ccont? := Amax + CDtN1, Ccoer? :=
1
2
min
{
Amin, CDtN2, (CPF)
−1},
and
‖v‖2H1R(ΩR) := ‖∇u‖
2
L2(ΩR)
+
1
R2
‖v‖2L2(ΩR) . (7.3)
Proof. The first inequality in (7.2) follows from the inequality (3.3) and the
Cauchy–Schwarz inequality. The second inequality in (7.2) follows from (3.4) and
(3.7).
As a corollary of Lemma 7.1 we have
Ccoer? ‖v‖2H1R(ΩR) ≤
∣∣a?(v, v)∣∣ ≤ Ccont? ‖v‖2H1k(ΩR) for all v ∈ H, (7.4)
and we then define the new norm on H,
‖v‖? :=
√
a?(v, v).
Lemma 7.2 (Bounds on the solution of the variational problem associated with
a?(·, ·)). The solution of the variational problem
find u ∈ H such that a?(u, v) = (f, v)L2(ΩR) for all v ∈ H
satisfies
‖u‖H1R(ΩR) ≤
R
Ccoer?
‖f‖L2(ΩR) and |u|H2(ΩR) ≤ CH2? ‖f‖L2(ΩR) , (7.5)
where
CH2? := CH2
(
1 +
√
2(Ccoer?)
−1
)
.
Proof. Since a?(·, ·) is continuous and coercive in H, the first bound in (7.5)
follows from the Lax–Milgram theorem and the fact that
sup
v∈H
∣∣(f, v)L2(ΩR)∣∣
‖v‖H1R(ΩR)
≤ R ‖f‖L2(ΩR) ,
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by the definition of ‖·‖H1R(ΩR) (7.3). The second bound in (7.5) follows from combining
the first bound in (7.5) and the bound (3.9).
Definition 7.3 (Elliptic projection Ph). Given u ∈ H, define Phu ∈ Hh by
a?(vh,Phu) = a?(vh, u) for all vh ∈ Hh.
Since a?(·, ·) is continuous and coercive in H1(ΩR) by Lemma 7.1, the Lax–Milgram
theorem implies that Ph is well defined. The definition of Ph then immediately implies
the Galerkin-orthogonality property that
a?(vh, u− Phu) = 0 for all vh ∈ Hh. (7.6)
Lemma 7.4 (Approximation properties of Ph). The elliptic projection Ph satisfies
‖u− Phu‖? ≤
√
Ccont? min
vh∈Hh
‖u− vh‖H1k(ΩR) and (7.7)
‖u− Phu‖L2(ΩR) ≤ h
√
2CintCH2?
√
Ccont? ‖u− Phu‖? (7.8)
for all u ∈ H.
Proof. By the Cauchy–Schwarz inequality a?(·, ·) is continuous in the ‖ · ‖? norm,
and by definition, a?(·, ·) is coercive in this norm. Therefore Ce´a’s lemma implies that
‖u− Phu‖? ≤ minvh∈Hh ‖u− vh‖? ,
and (7.7) follows from the norm equivalence (7.4).
To prove (7.8) we use a standard duality argument. Given u ∈ H, let ξ be the
solution of the variational problem
find ξ ∈ H such that a?(ξ, v) = (u− Phu, v)L2(ΩR) for all v ∈ H. (7.9)
Then, by Galerkin orthogonality (7.6) and continuity of a?(·, ·), for all vh ∈ Hh,
‖u− Phu‖2L2(ΩR) = a?(ξ, u− Phu) = a?(ξ − vh, u− Phu) ≤ ‖ξ − vh‖? ‖u− Phu‖?
(7.10)
By the norm equivalence (7.4), the consequence (3.11) of the definition of Cint, the
definition of ξ (7.9), and the second bound in (7.5),
‖ξ − Ihξ‖? ≤
√
Ccont? ‖ξ − Ihξ‖H1k(ΩR) ≤
√
Ccont?
√
2Cinth|ξ|H2(ΩR),
≤
√
Ccont?
√
2CinthCH2? ‖u− Phu‖L2(ΩR) ,
and the result (7.8) follows from combining this last inequality with (7.10).
8. Adjoint approximability.
Definition 8.1 (Adjoint solution operator S∗). Given f ∈ L2(ΩR), let S∗f be
defined as the solution of the variational problem
find S∗f ∈ H such that a(v,S∗f) = (v, f)L2(ΩR) for all v ∈ H. (8.1)
S∗ can be therefore understood as the solution operator of the adjoint problem to
the variational problem (2.5) with data in L2(ΩR).
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Green’s second identity applied to outgoing solutions of the Helmholtz equa-
tion implies that
〈
DtNkψ, φ
〉
ΓR
=
〈
DtNkφ, ψ
〉
ΓR
(see, e.g., [44, Lemma 6.13]); thus
a(v, u) = a(u, v) and so the definition (8.1) implies that
a(S∗f, v) = (f, v)L2(ΩR) for all v ∈ H; (8.2)
i.e. S∗f is the complex-conjugate of an outgoing Helmholtz solution.
Following [41], we define the quantity η(Hh) by
η(Hh) := sup
f∈L2(ΩR)
min
vh∈Hh
‖S∗f − vh‖H1k(ΩR)
‖f‖L2(ΩR)
; (8.3)
observe that this definition implies that, given f ∈ L2(ΩR),
there exists wh ∈ HH such that ‖S∗f − wh‖H1k(ΩR) ≤ η(Hh) ‖f‖L2(ΩR) . (8.4)
Lemma 8.2. Assume that A, n, and Ω− are nontrapping (and so (3.5) holds with
Csol independent of k).
(i) If Γ ∈ C1,1, A ∈ C1,1, and p = 1, then
η(Hh) ≤ hk
[√
2CintCH2CsolR
(
nmax +
1
k0R0Csol
+ 2
)]
. (8.5)
(ii) If Ω− is a Dirichlet obstacle (so that H = H10,D(ΩR)), Γ is analytic, A = I,
n = 1, p ≥ 1, and the triangulation Th in the definition of Hh (2.8) satisfies the
quasi-uniformity assumption [38, Assumption 5.1], then there exists CMS = CMS(Ω−)
such that
η(Hh) ≤ CMS
[
h
p
+ CsolR
(
hk
p
)p]
. (8.6)
Proof. Part (ii) is proved in [38, Lemma 3.4 and Proposition 5.3]: see [38, Proof
of Theorem 5.8], and observe that the nontrapping assumption implies that α in [38]
equals zero. We now prove Part (i).
By the consequence (3.11) of the definition of Cint (3.10), there exists vh ∈ Hh
such that
‖S∗f − vh‖H1k(ΩR) ≤
√
2Cinth|S∗f |H2(ΩR)
(indeed, we can take vh = Ih(S∗f)). By (8.2), the BVP (3.8) is satisfied with v := S∗f
and f˜ := f + k2nS∗f . Applying the bounds (3.9) and (3.5), we obtain
|S∗f |H2(ΩR) ≤ CH2
(
k2nmax ‖S∗f‖L2(ΩR) + ‖f‖L2(ΩR)
+
1
R
‖∇(S∗f)‖L2(ΩR) +
1
R2
‖S∗f‖L2(ΩR)
)
,
≤ CH2CsolkR
(
nmax +
1
kRCsol
+
1
kR
+
1
(kR)2
)
‖f‖L2(ΩR) ,
and the result (8.5) follows from the assumption that kR ≥ k0R0 ≥ 1 (see (3.1)).
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9. Proof of the oscillatory-behaviour bound (3.6).
Theorem 9.1. If A, n, and Ω− are nontrapping (in the sense that the bound
(3.5) holds), and additionally A and n are both C1,1, then the bound (3.6) holds.
Lemma 9.2. To prove Theorem 9.1, it is sufficient to prove that there exists
k0 > 0 and Cmass = Cmass(A, n,Ω−, R) > 0 such that
‖u‖L2(ΩR+1) ≤ Cmass ‖u‖L2(ΩR) for all k ≥ k0. (9.1)
Proof. By the well-posedness of the plane-wave scattering problem, H2 regularity,
and linearity, the map k 7→ u is continuous from (1,∞) to H2(ΩR). Therefore, the
function k 7→ ‖u‖H2(ΩR)
(
k ‖u‖H1k(ΩR)
)−1
is continuous on [1,∞), and it is sufficient
to prove that the bound (3.6) holds for k sufficiently large.
Let χ ∈ C∞(Rd) be such that 0 ≤ χ ≤ 1, χ = 1 on ΩR and χ = 0 on Rd \BR+1/2.
Applying the H2-regularity results [28, Theorems 2.3.3.2, 2.4.2.5, and 2.4.2.7] to χu
(with these results valid since A is Lipschitz, Amin > 0, both Γ and ΓR are C
1,1, and
either γu = 0 or ∂nu = 0 on Γ), we obtain, in a similar way to the proof of Theorem
6.1, that there exists C1 = C1(A, n,Ω−, R) > 0, such that
|u|H2(ΩR) ≤ C1k ‖u‖H1k(ΩR+1) .
Therefore to prove (3.9) it is sufficient to prove that there exists C2 =
C2(A, n,Ω−, R) > 0, such that
‖u‖H1k(ΩR+1) ≤ C2 ‖u‖H1k(ΩR) . (9.2)
We now need to show that we can prove (9.2) from (9.1). We claim that
‖∇u‖L2(ΩR+1) ≤
√
nmax
Amin
k ‖u‖L2(ΩR+1) for all k > 0. (9.3)
Indeed, applying Green’s identity in ΩR (which is justified by [35, Theorem 4.4] since
u ∈ H1(ΩR)) and recalling that either γu = 0 or ∂nu = 0 on Γ, we have that∫
ΩR+1
(A∇u) · ∇u− k2n|u|2 = <
∫
ΓR+1
u
∂u
∂r
.
By (3.4), the right-hand side is ≤ 0, and (9.3) follows using the inequalities (2.1) and
(2.2). Therefore, using (9.3) and (9.1),
‖u‖H1k(ΩR+1) ≤
√
nmax
Amin
+ 1 k ‖u‖L2(ΩR+1) ≤ Cmass
√
nmax
Amin
+ 1 k ‖u‖L2(ΩR)
which implies the bound (9.2), and the result follows.
9.1. Overview of the ideas used in the rest of this section to prove (9.1).
We have therefore reducing proving the oscillatory-behaviour bound (3.6) to proving
the bound (9.1), which we prove using defect measures. The precise definition of a
defect measure is given in Theorem 9.3 below, but the idea is that the defect measure
of a Helmholtz solution describes where the mass in phase space (x, ξ) of the solution
is concentrated in the high-frequency limit. Two examples of this feature are (i) the
defect measure of the plane wave uI(x) := exp(ikx·a) is the product of a delta function
in phase space, at ξ = a, and Lebesgue measure in x (see (9.7) below), reflecting the
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fact that, at high frequency (and in fact at any frequency), all the “mass” of the
plane wave is travelling in the direction a, and (ii) the defect measure of an outgoing
solution of the Helmholtz equation is zero on the so-called “directly incoming set” [11,
Proposition 3.5], [23, Lemma 3.4], where this set is defined in (9.13) below as points
in phase space whose rays under backward propagation don’t hit the scatterer.
A key feature of the defect measure of a Helmholtz solution is that it is invariant
under the Hamiltonian flow defined by the symbol of the PDE, as long as the flow
doesn’t encounter the boundary (see Theorem 9.6 below). This is analogous to results
about propagation of singularities of the wave equation, where singularities travel
along the trajectories of the flow (the bicharacteristics), and the projection of these
trajectories in space are the rays.
For extensive discussion of defect measures in Rd see [49, Chapter 5], and for
material on defect measures on manifolds with boundary see [11], [39], [23]. For
discussion on the history of defect measures, see [10].
9.2. Recap of results about defect measures. Before defining defect mea-
sures, we need to define the functions on phase space (i.e. the set of positions x
and momenta ξ) that may be dually paired with the defect measure. These ele-
ments are called symbols, defined as functions on the cotangent bundle T ∗Ω+. On
T ∗Rd = {(x, ξ) : x ∈ Rd, ξ ∈ Rd} (and, more generally, locally away from the bound-
ary of Ω+) the quantisation of a symbol b(x, ξ) ∈ C∞comp(T ∗Rd) is defined by
b
(
x, (ik)−1∂x
)
u(x) :=
kd
(2pi)d
∫
Rd
∫
Rd
eik(x−y)·ξ b(x, ξ)u(y) dydξ; (9.4)
see, e.g., [49, §4]. The analogous definition near the boundary is more involved; see
[11, §4.2] (where it involves the so-called compressed cotangent bundle of Ω+, T ∗b Ω+)
and [39, §1.2]. We will not, in any event, require any specifics of the measure at the
boundary in proving Theorem 9.1.
Theorem 9.3. (Existence of defect measures [49, Theorem 5.2], [11, §4.2].)
Suppose {v(k)}k0≤k<∞ is a collection of functions that is uniformly locally bounded
in L2(Ω+), i.e. given χ ∈ C∞comp(Rd) there exists C > 0, depending on χ and k0 but
independent of k, such that
‖χv(k)‖L2(Ω+) ≤ C for all k ≥ k0. (9.5)
Then there exists a sequence k` →∞ and a non-negative Radon measure µ on T ∗b Ω+
(depending on k`) such that, for any symbol b(x, ξ) ∈ C∞comp(T ∗b Ω+)〈
b
(
x, (ik`)
−1∂x
)
v(k`), v(k`))
〉
Ω+
−→
∫
b dµ as `→∞. (9.6)
In the case of a plane wave uI(x) := exp(ikx · a), a direct calculation using (9.4) and
the definition of the Fourier transform shows that, for all k,〈
b uI , uI
〉
Rd :=
kd
(2pi)d
∫
Rd
dx
∫
Rd
dy
∫
Rd
dξ eik(x−y)·ξ eiky·a e−ikx·ab(x, ξ)
=
∫
Rd
b(x,a)dx; (9.7)
i.e. for any sequence k` →∞, the corresponding defect measure of uI is the product
of the Lebesgue measure in x by a delta measure at ξ = a; we therefore talk about
the (as opposed to a) defect measure of uI .
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The next lemma proves that, if u is the solution of the plane-wave scattering
problem and χ is an arbitrary cut-off function, then χu is uniformly bounded in k (on
compact subsets of Ω+); existence of a defect measure of u then follows from Theorem
9.3. In the rest of this section, to emphasise the k-dependence of u, we write u = u(k).
Lemma 9.4. Let u(k) be the solution of the plane-wave scattering problem
of Definition 2.2. Assume that A, n, and Ω− are nontrapping. Then there exists
C(A, n,Ω−, R, k0) > 0 such that
‖u(k)‖L2(ΩR) ≤ C for all k ≥ k0. (9.8)
Proof. Let χ ∈ C∞comp(Rd) be such that χ = 1 in a neighbourhood of the scatterer
Ωsc. Let v := u
S + χuI , so that u = (1− χ)uI + v. Since ‖uI(k)‖L2(ΩR) ≤ C1(R) for
all k > 0, the result (9.8) will follow if we prove a uniform bound on ‖v(k)‖L2(ΩR).
The definition of v implies that v satisfies the Sommerfeld radiation condition, either
γv = 0 or ∂nv = 0 on Γ, and, with LA,nw := ∇·(A∇w)+k2nw and [A,B] := AB−BA,
LA,nv = −LA,n
(
(1− χ)uI) = [LA,n, χ]uI − (1− χ)LA,nuI = [LA,n, χ]uI ,
since LA,nuI = 0 when 1 − χ 6= 0. By explicit calculation, using the fact that
uI(x) = exp(ikx · a),∥∥[LA,n, χ]uI∥∥L2(ΩR) ≤ C1(‖A‖L∞(ΩR), ‖DA‖L∞(ΩR), χ) k;
the nontrapping bound (3.5) then implies that ‖v(k)‖L2(ΩR) ≤ C2 with C2 indepen-
dent of k, and the result follows.
Away from Γ, the flow ϕt = (x(t), ξ(t)) is defined as the solution of the Hamilto-
nian system
x˙i(t) = ∂ξip
(
x(t), ξ(t)
)
, ξ˙i(t) = −∂xip
(
x(t), ξ(t)
)
,
where the Hamiltonian is given by the semi-classical principal symbol of the Helmholtz
equation (2.3), namely
p(x, ξ) :=
d∑
i=1
d∑
j=1
Aij(x)ξiξj − n(x).
Near Γ, ϕt must be understood in terms of Melrose–Sjo¨strand generalized bichar-
acteristics; see [29, Section 24.3]. Since the flow over the interior is, by definition,
generated by the Hamilton vector field Hp, we have ∂t(b ◦ ϕt) = Hpb for any symbol
b supported away from the boundary.
Observe that, away from Ωsc, p(x, ξ) = |ξ|2 − 1 and so x˙i = 2ξi and ξ˙i = 0. In
our arguments below we consider the flow when p = 0, i.e. |ξ| = 1. This is because of
the following result.
Theorem 9.5. (Support of defect measure [49, Theorem 5.4], [11, Equation
3.17].) Suppose u(k) satisfies (9.8), and let µ be any defect measure of u(k). Then
suppµ ⊂ {(x, ξ) : p(x, ξ) = 0}.
Therefore, away from Ωsc, µ is only non-zero when the flow has |x˙| = 2|ξ| = 2,
i.e. the flow has speed 2.
Theorem 9.6. (Invariance of defect measure under the flow [49, Theorem 5.4],
[11, Proposition 4.4].) Suppose u(k) satisfies (9.8), and let µ be any defect measure of
19
u(k). For any b(x, ξ) ∈ C∞comp(T ∗Rd) supported away from T ∗Ωsc, we have µ(Hpb) =
0.
In the proof of (9.1), we use the consequence of Theorem 9.6 that given A ⊂ T ∗Rd
such that pix(ϕs(A)) ∩ Ωsc = ∅ for s between 0 and t, we have the invariance
µ(ϕt(A)) = µ(A); (9.9)
here pix denotes projection in the x variables (i.e. pix((x, ξ)) = x).
9.3. Proof of (9.1) using defect measures. The following lemma reduces
proving the bound (9.1) to proving a statement about defect measures.
Lemma 9.7. Let 0 < R0 < R be such that Ωsc ⊂⊂ BR0 . If every defect measure
of u is non-zero and there exists CR,R0 > 0 such that, for every defect measure µ of
u,
µ(T ∗ΩR+2) ≤ CR,R0µ(T ∗ΩR0), (9.10)
then the bound (9.1) holds.
Proof. We prove the contrapositive. Suppose (9.1) fails; we aim to exhibit a defect
measure associated to u for which (9.10) fails. Then, for any C1 > 0, there exists a
sequence (kn)
∞
n=1, with kn →∞, such that
‖u(kn)‖L2(ΩR+1) ≥ C1‖u(kn)‖L2(ΩR); (9.11)
we choose C1 := 2CR,R0 . By Lemma 9.4, the sequence {u(kn)}∞n=1 is locally uniformly
bounded and Theorem 9.3 implies that, by passing to a subsequence, there exists a
defect measure µ of u associated to the subsequence, which we again denote kn. Let
χ0, χ1 ∈ C∞(Rd) be such that 0 ≤ χ0, χ1 ≤ 1, and
suppχ1 ⊂ BR+2, χ1 = 1 in BR+1, suppχ0 ⊂ BR, χ0 = 1 in BR0 .
The bound (9.11) then implies that
‖χ1u(kn)‖L2(Ω+) ≥ 2CR,R0‖χ0u(kn)‖L2(Ω+). (9.12)
Passing to the limit n→∞ and using the property of defect measure (9.6), we obtain
that ∫
χ21 dµ ≥ 2CR,R0
∫
χ20 dµ.
The definitions of χ0 and χ1 imply that∫
χ20 dµ ≥
∫
1T∗ΩR0 dµ = µ(T
∗ΩR0)
(where 1A denotes the indicator function of a set A) and∫
χ21 dµ ≤
∫
1T∗ΩR+2 dµ = µ(T
∗ΩR+2);
hence
µ(T ∗ΩR+2) ≥ 2CR,R0µ(T ∗ΩR0),
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contradicting (9.10).
Let I denote the directly incoming set defined by
I :=
{
ρ ∈ T ∗(Ω+\Ωsc), s.t. pix
(⋃
t≥0
ϕ−t(ρ)
)
∩ Ωsc = ∅
}
; (9.13)
where pix denotes projection in the x variables (i.e. pix((x, ξ)) = x). that is, I is
everything that never hits the scatterer under backward flow. Let Γ+ := (T
∗Ω+)\I.
These definitions do not require the generalized bicharacteristic flow ϕt to be defined
in T ∗Ωsc, but when the flow is defined everywhere, Γ+ is the forward generalized
bicharacteristic flowout of Ωsc, that is
Γ+ =
{⋃
t≥0
ϕt(ρ) : ρ ∈ T ∗Ωsc
}
when ϕt is defined everywhere.
The following lemma uses outgoingness of uS to show that, given a set E in phase
space, the mass of u lying over E is either in the forward flowout Γ+ or associated to
the incident wave uI .
Lemma 9.8. For any Borel set E ⊂ T ∗Ω, µ(E \ Γ+) = µI(E \ Γ+), where µ is
any defect measure of u, and µI is the defect measure of uI .
Proof. Let k` be the sequence associated to the particular defect measure of u. By
Lemma 9.4, uS(k`) is uniformly locally bounded, and so there exists a subsequence
k`m and a defect measure associated to u
S , denoted by µS . Then, by linearity and
(9.6), µ = µS + µI . It is therefore sufficient to prove that µS(E \ Γ+) = 0. But, by
the definition of Γ+, E \Γ+ ⊂ I, and µS(I) = 0 by [11, Proposition 3.5], [23, Lemma
3.4], since uS is outgoing.
Proof. [Proof of Theorem 9.1] By Lemmas 9.2 and 9.7 it is sufficient to prove the
bound (9.10) (observe that the hypothesis in Lemma 9.7 that every defect measure
of u is non-zero holds by Lemma 9.8 since µI(I) 6= 0). Let Rsc := maxx∈Ωsc |x|. We
claim that it is sufficient to show that, for any ρ > Rsc there exists ε = ε(Rsc, ρ) ,
with ε(Rsc, ρ) is an increasing function of ρ, and C = C(ρ, ε) > 0 such that
µ(T ∗(Bρ+ε \Bρ)) ≤ C(ρ, ε)µ(T ∗Ωρ). (9.14)
Indeed, we now show that the bound (9.10) then follows by using (9.14) repeatedly.
Since ε(Rsc, ρ) is an increasing function of ρ, if ε
∗ := ε(Rsc, R0), then (9.14) implies,
with C(ρ) := C(ρ, ε(Rsc, ρ)),
µ(T ∗(Bρ+ε∗ \Bρ)) ≤ C(ρ)µ(T ∗Ωρ) for all ρ ≥ R0. (9.15)
The bound (9.10) then follows by applying (9.15) with ρ = R0, ρ = R0 + ε
∗, . . . ,
ρ = R0 +mε
∗, where m = d(R+ 2−R0)/ε∗e.
It is therefore sufficient to prove the bound (9.14); we introduce the notation that
A := Bρ+ε\Bρ, and observe that (9.14) then reads µ(T ∗A) ≤ Cρ,εµ(T ∗Ωρ). We prove
this bound by combining the following three inequalities:
µ(T ∗A) ≤ µ(T ∗A ∩ Γ+) + µI(T ∗A) = µ(T ∗A ∩ Γ+) + |A| (9.16)
(where | · | denotes Lebesgue measure in Rd),
µ(T ∗A ∩ Γ+) ≤ µ(T ∗(Bρ \Bρ0)) ≤ µ(T ∗Ωρ), (9.17)
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where ρ0 := (ρ+Rsc)/2, and
µ(T ∗Ωρ) ≥ δ|Ωρ| (9.18)
for some δ > 0. Indeed, using (9.16), (9.17), and (9.18), we have
µ(T ∗A) ≤
(
1 + |A|(δ|Ωρ|)−1
)
µ(T ∗Ωρ),
which is (9.14). We prove (9.16) and (9.18) using Lemma 9.8 and the structure of
µI , and (9.17) using invariance of defect measures under the flow outside of T ∗Ωsc
(i.e. Theorem 9.6).
Proof of (9.16). Lemma 9.8 implies that
µ(T ∗A) = µ(T ∗A ∩ Γ+) + µ(T ∗A \ Γ+) ≤ µ(T ∗A ∩ Γ+) + µI(T ∗A).
By (9.7), µI is a δ-measure on ξ = a times Lebesgue measure in x, so µI(T
∗A) = |A|,
(where | · | denotes Lebesgue measure in Rd) and (9.16) follows.
Proof of (9.17). Recall that, for X ⊂⊂ Rd \ Ωsc, S∗X := {(x, ξ) : x ∈ X, ξ ∈
Rd with |ξ| = 1}, and observe that, by Theorem 9.5, µ(T ∗A ∩ Γ+) = µ(S∗A ∩ Γ+)
and µ(T ∗(Bρ \Bρ0)) = µ(S∗(Bρ \Bρ0)); we therefore only need to prove that
µ(S∗A ∩ Γ+) ≤ µ(S∗(Bρ \Bρ0)). (9.19)
We first introduce some notation that allows us to bound µ(S∗A∩Γ+) using only the
invariance of defect measure (9.9) in the exterior of Ωsc. Given b ∈ Rd with |b| = 1
and ρ˜ > Rsc, let Ωsc,ρ˜,b ⊂ Rd and Λsc,ρ˜,b ⊂ S∗Ω+ be defined by
Ωsc,ρ˜,b :=
( ⋃
t≥0
(
Ωsc + tb
)) ∩ Ωρ˜ and Λsc,ρ+ε,b := Ωsc,ρ˜,b × {b};
i.e. Ωsc,ρ˜,b equals the union of all possible translations of Ωsc in the direction b,
intersected with Ωρ˜, and Λsc,ρ˜,b equals these points paired with the direction b. Since
the spatial projections of the flow outside Ωsc are straight lines,
Γ+ ∩ S∗Ωρ˜ ∩ {ξ = b} =
{
(x,b) ∈ S∗Ωρ˜ : ∃s ≥ 0 s.t. x− sb ∈ Ωsc
}
.
Therefore
Γ+ ∩ S∗Ωρ˜ ∩ {ξ = b} ⊂ Λsc,ρ˜,b, Γ+ ∩ S∗Ωρ˜ ⊂
⋃
b∈Rd,|b|=1
Λsc,ρ˜,b, (9.20)
and thus, for any ε > 0,
S∗A ∩ Γ+ = S∗A ∩ S∗Ωρ+ε ∩ Γ+ ⊂ S∗A ∩
( ⋃
b∈Rd,|b|=1
Λsc,ρ+ε,b
)
, (9.21)
Recall that ρ0 := (ρ+Rsc)/2. Let
t0 :=
ρ0 −Rsc
4
=
ρ−Rsc
8
(9.22)
and
ε := −ρ+
√
R2sc +
(
ρ−Rsc
4
+
√
ρ2 −R2sc
)2
; (9.23)
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Ωsc
L2
L1
∂BRsc
∂Bρ0
∂Bρ
∂Bρ+ε
Fig. 9.1. Figure showing the lengths L1 and L2 defined by (9.27).
observe that ε > 0 and ε is an increasing function of ρ, as claimed underneath (9.14).
We now claim that, with these definitions of t0 and ε,⋃
0≤t≤t0
ϕt
(
S∗(Bρ \Bρ0)
) ∩ Ωsc = ∅ (9.24)
(i.e., the forward flowout of the annulus Bρ \ Bρ0 does not hit the scatterer for 0 ≤
t ≤ t0) and
S∗A ∩
( ⋃
b∈Rd,|b|=1
Λsc,ρ+ε,b
)
⊂ ϕt0
(
S∗(Bρ \Bρ0)
)
. (9.25)
(Since S∗A ∩ Γ+ is contained in the left-hand side of (9.25) by (9.21), (9.25) says
that the forward flowout of Bρ \Bρ0 in time t0 covers all points in S∗A that are ever
reached by flowout from T ∗Ωsc.) Outside Ωsc the flow has speed 2, and its spatial
projections are straight lines. Therefore (9.24) is ensured if t0 < (ρ0 −Rsc)/2, which
is ensured by (9.22).
We now show that (9.25) holds. Since
(x,b) = (x− 2t0b + 2t0b,b) = ϕt0(x− 2t0b,b),
(9.25) follows from showing that (x−2t0b,b) ∈ S∗(Bρ \Bρ0), i.e. x−2t0b ∈ Bρ \Bρ0 ,
for all (x,b) belonging to the left-hand side of (9.25). For such (x,b), by definition,
ρ ≤ |x| ≤ ρ+ , and x− sb ∈ Ωsc (9.26)
for some s ≥ 0. We now claim that for such (x,b),
x− `b ∈ Bρ \Bρ0 for all L1 < ` ≤ L2,
where
L1 :=
√
(ρ+ ε)2 −R2sc −
√
ρ2 −R2sc, L2 := ρ− ρ0. (9.27)
23
This is because, on the one hand, a ray of length > L1 starting from a point x in a
direction −b, with (x,b) satisfying (9.26), will automatically enter Bρ. Indeed, the
longest such ray that does not intersect Bρ has length L1, as shown in Figure 9.1.
On the other hand, a ray of length ≤ L2 starting from a point x in a direction −b,
with (x,b) satisfying (9.26), will not intersect Bρ0 . Indeed, the shortest such ray that
enters Bρ0 has length L2, as shown in Figure 9.1. It is then straightforward to check
that L1 < 2t0 ≤ L2 when t0 is given by (9.22) and ε is given by (9.23), so that (9.25)
holds.
We now prove the bound (9.19) on µ(S∗A∩Γ+) using (9.24) and (9.25). Because
of (9.24), we can use (9.9) to find that
µ
(
ϕt0(S
∗(Bρ \Bρ0)
)
= µ(S∗(Bρ \Bρ0));
using this with (9.21) and (9.25), we obtain (9.19), and thus (9.17).
Proof of (9.18). Using Lemma 9.8 and the structure of µI , we have
µ(T ∗Ωρ) ≥ µ(T ∗Ωρ \ Γ+) = µI(T ∗Ωρ \ Γ+)
= µI
(
(T ∗Ωρ \ Γ+) ∩ {ξ = a}
)
+ µI
(
(T ∗Ωρ \ Γ+) ∩ {ξ 6= a}
)
=
∣∣∣pix((T ∗Ωρ \ Γ+) ∩ {ξ = a})∣∣∣. (9.28)
Since
pix
(
(T ∗Ωρ \ Γ+) ∩ {ξ = a}
)
∪ pix
(
(T ∗Ωρ ∩ Γ+) ∩ {ξ = a}
)
⊃ Ωρ.
we obtain∣∣∣pix((T ∗Ωρ \ Γ+) ∩ {ξ = a})∣∣∣ ≥ |Ωρ| − ∣∣∣pix((T ∗Ωρ ∩ Γ+) ∩ {ξ = a})∣∣∣. (9.29)
By the first inclusion in (9.20),∣∣pix((T ∗Ωρ ∩ Γ+) ∩ {ξ = a})∣∣ ≤ ∣∣Ωsc,R,a∣∣, (9.30)
with this inequality expressing the fact that any parts of the scattered wave travelling
in direction a must lie in Ωsc,R,a. Combining (9.29) with (9.30) yields∣∣∣pix((T ∗Ωρ \ Γ+) ∩ {ξ = a})∣∣∣ ≥ |Ωρ| − |Ωsc,R,a|. (9.31)
Since Ωsc,R,a ( Ωρ, there exists δ > 0 such that |Ωρ| − |Ωsc,R,a| ≥ δ|Ωρ|, and thus
(9.28) and (9.31) imply that (9.18) holds; the proof is complete.
Remark 9.9 (What if impedance boundary conditions are imposed on ΓR?). If
the impedance boundary condition ∂nu
S − ikuS = 0 is imposed on ΓR (as an approxi-
mation of DtNk), then there are additional reflections on ΓR [39], µ
S has support on
the incoming set, and Lemma 9.8 no longer holds.
Remark 9.10 (Proving Theorem 9.1 in the trapping case). In the trapping case,
‖u(k)‖L2(ΩR) may no longer be uniformly bounded, as it is in Lemma 9.4, since (3.5)
no longer holds with Csol bounded independently of k. If a subsequence of k’s exists
along which ‖u(k)‖L2(ΩR) is uniformly bounded, we may obtain a contradiction by
the same argument as above by considering this subsequence. Thus, we can assume,
without loss of generality, that ‖u(k)‖L2(ΩR) → ∞. Now instead of defining defect
measures of u(k), one can instead define defect measures of u(k)/‖u(k)‖L2(ΩR). If
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R is sufficiently large, then the bound in [12, Theorem 1.1] (i.e. the fact that the
nontrapping cut-off resolvent estimate holds, even under trapping, if the supports of
the cut-offs on both sides are sufficiently far away from the scatterer) implies that
v := u(k)/‖u(k)‖L2(ΩR) satisfies (9.5). Any defect measure of v is then immediately
non-zero, since µ(χ2) ≥ 1 for any χ with suppχ ⊃ BR. Lemma 9.7 goes through
as before after multiplying both sides of (9.12) by ‖u(k)‖−2L2(ΩR). The main change
needed to the rest of the proof is to take into account the fact that a defect mea-
sure of uI(k)/‖u(k)‖L2(ΩR) is zero when ‖u(k)‖L2(ΩR) grows through the sequence k`
associated with that measure. In this situation, however, the bound (9.16) becomes
µ(T ∗A) ≤ µ(T ∗A ∩ Γ+); combining this with (9.17) we obtain µ(T ∗A) ≤ 2µ(T ∗ΩR),
from which the key bound (9.14) (and hence the result of the theorem) follows.
10. Proof of Theorems 4.1 and 4.2.
Lemma 10.1 (Aubin-Nitsche analogue via elliptic projection). Assuming that the
Galerkin solution uh to the variational problem (2.9) exists, if
hk2η(Hh) ≤ C1, where C1 := 1
2
√
2Ccont?CH2?Cint
, (10.1)
then
‖u− uh‖L2(ΩR) ≤ 2Ccont?η(Hh) ‖u− wh‖H1k(ΩR) for all wh ∈ Hh.
Proof. Let ξ = S∗(u− uh); i.e. ξ is the solution of variational problem
find ξ ∈ H such that a(v, ξ) = (v, u− uh)L2(ΩR) for all v ∈ H.
Then, by Galerkin orthogonality (7.6) and the definition of a?(·, ·) (7.1),
‖u− uh‖2L2(ΩR) = a(u− uh, ξ) = a(u− uh, ξ − vh) for all vh ∈ Hh, (10.2)
= a?(u− uh, ξ − vh)L2(ΩR) − k2(u− uh, ξ − vh)L2(ΩR).
We choose vh = Phξ, and then use (in the following order) (i) the Galerkin orthog-
onality (7.6), (ii) continuity of a?(·, ·), (iii) the bound (7.8), (iv) the upper bound in
the norm equivalence (7.4) and the bound (7.7), and (v) the consequence (8.4) of the
definition of η to obtain that, for all wh ∈ HH ,
‖u− uh‖2L2(ΩR) = a?(u− wh, ξ − Phξ)L2(ΩR) − k2(u− uh, ξ − vh)L2(ΩR), (10.3)
≤ ‖u− wh‖? ‖ξ − Phξ‖? + k2 ‖u− uh‖L2(ΩR) ‖ξ − Phξ‖L2(ΩR) ,
≤
(
‖u− wh‖? + hk2
√
2CintCH2?
√
Ccont? ‖u− uh‖L2(ΩR)
)
‖ξ − Phξ‖? ,
≤
(√
Ccont? ‖u− wh‖H1k(ΩR) + hk
2
√
2CintCH2?
√
Ccont? ‖u− uh‖L2(ΩR)
)
·
√
Ccont? min
vh∈Hh
‖ξ − vh‖H1k(ΩR) ,
≤
(√
Ccont? ‖u− wh‖H1k(ΩR) + hk
2
√
2CintCH2?
√
Ccont? ‖u− uh‖L2(ΩR)
)
·
√
Ccont?η(Hh) ‖u− uh‖L2(ΩR) ;
the result then follows.
Remark 10.2 (Advantage of elliptic-projection over standard duality argument).
Comparing (10.2) and (10.3) we see the advantage of the elliptic-projection argument
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over the standard duality argument: in (10.3), Galerkin orthogonality for a?(·, ·) has
allowed us to obtain u − wh (with wh arbitrary) as opposed to u − uh in the first
argument of the sesquilinear form on the right-hand side, leading to the bound (5.3)
instead of (5.2). The price for this is that we have an additional L2 inner product on
the right-hand side of (10.3), and controlling this leads to the condition (10.1).
Recall that, by the Cauchy–Schwarz inequality and the inequality (3.3), a(·, ·) is
continuous, i.e., for all u, v ∈ H,∣∣a(u, v)∣∣ ≤ Ccont ‖u‖H1k(ΩR) ‖v‖H1k(ΩR) where Ccont := max{Amax, nmax}+CDtN1.
(10.4)
Lemma 10.3. Assuming that the Galerkin solution uh to the variational problem
(2.9) exists, if (10.1) holds, then
‖u− uh‖H1k(ΩR) ≤
(
C2hk + C3hk2η(Hh)
)
‖u‖H1k(ΩR) , (10.5)
where
C2 :=
√
2CcontCintCosc
Amin
and C3 := 4Ccont?CintCosc
√
nmax +Amin√
Amin
.
Proof. Since DtNk satisfies the inequality (3.4), and A and n satisfy the inequal-
ities (2.1) and (2.2), a(·, ·) (2.6) satisfies the G˚arding inequality
<a(v, v) ≥ Amin ‖v‖2H1k(ΩR) − k
2(nmax +Amin) ‖v‖2L2(ΩR) . (10.6)
Using Galerkin orthogonality (2.10) and continuity of a(·, ·) (10.4), we find that that
(5.1) holds for any vh ∈ Hh. Using first the inequality (5.4) with α = ‖u−uh‖H1k(ΩR),
β = Ccont‖u − vh‖H1k(ΩR), ε = Amin, and then Lemma 10.1, we find that if (10.1)
holds, then, for any vh ∈ Hh,
Amin
2
‖u− uh‖2H1k(ΩR) ≤
(Ccont)
2
2Amin
‖u− vh‖2L2(ΩR) + k2
(
nmax +Amin
) ‖u− uh‖2L2(ΩR) ,
≤
[
(Ccont)
2
2Amin
+ 4k2
(
nmax +Amin
)
(Ccont?)
2
(
η(Hh)
)2] ‖u− vh‖2H1k(ΩR) , (10.7)
By the consequence (3.11) of the definition of Cint and the bound (3.6),
‖u− Ihu‖H1k(ΩR) ≤
√
2hCint|u|H2(ΩR) ≤
√
2hkCintCosc ‖u‖H1k(ΩR) . (10.8)
Choosing vh = Ihu in (10.7), using (10.8), taking the square root and using the
inequality
√
a2 + b2 ≤ a+ b for all a, b > 0, we find the result (10.5).
Proof. [Proof of Theorem 4.1] Under the assumption that the Galerkin solution
uh exists, the fact that the bound (4.2) holds under the condition (4.1) follows from
combining Lemma 10.3 with the bound (8.5) on η. To prove that uh exists under
the condition (4.1), recall that, since the variational problem (2.9) is equivalent to a
linear system of equations in a finite-dimensional space, existence of a solution follows
from uniqueness. Suppose that there exists a u˜h ∈ Hh such that a(u˜h, vh) = 0 for
all vh ∈ Hh; to prove uniqueness, we need to show that u˜h = 0. Let u˜ be such that
a(u˜, v) = 0 for all v ∈ H, so that u˜h is the Galerkin approximation to u˜. Repeating
the argument in the first part of the proof we see that the condition (4.1) holds then
the bound (4.2) holds (with u replaced by u˜ and uh replaced by u˜h). By Lemma 2.4,
u˜ = 0, so (4.2) implies that u˜h = 0 and the proof is complete.
Proof. [Proof of Theorem 4.2] This is very similar to the proof of Theorem 4.1,
except that we use the bound (8.6) on η(Hh) instead of (8.5).
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