Elliptical rotation is the motion of a point on an ellipse through some angle about a vector. The purpose of this paper is to examine the generation of elliptical rotations and to interpret the motion of a point on an elipsoid using elliptic inner product and elliptic vector product. To generate an elliptical rotation matrix, first we define an elliptical ortogonal matrix and an elliptical skew symmetric matrix using the associated inner product. Then we use elliptic versions of the famous Rodrigues, Cayley, and Householder methods to construct an elliptical rotation matrix. Finally, we define elliptic quaternions and generate an elliptical rotation matrix using those quaternions. Each method is proven and is provided with several numerical examples.
Introduction
A rotation is an example of an isometry, a map that moves points without changing the distances between them. A rotation is a linear transformation that describes the motion of a rigid body around a fixed point or an axis and can be expressed with an orthonormal matrix which is called a rotation matrix. n × n rotation matrices form a special orthogonal group, denoted by SO(n), which, for n > 2, is non-abelian. The group of n × n rotation matrices is isomorphic to the group of rotations in an n dimensional space. This means that multiplication of rotation matrices corresponds to composition of rotations. Rotation matrices are used extensively for computations in geometry, kinematics, physics, computer graphics, animations, and optimization problems involving the estimation of rigid body transformations. For this reason, the generation of a rotation matrix is considered to be an important problem in mathematics.
In the two dimensional Euclidean space, a rotation matrix can easily be generated using basic linear algebra or complex numbers. Similarly, in the Lorentzian plane, a rotation matrix can be generated by double (hyperbolic) numbers. In higher dimensional spaces, obtaining a rotation matrix using the inner product is impractical since each column and row of a rotation matrix must be a unit vector perpendicular to all other columns and rows, respectively. These constraints make it difficult to construct a rotation matrix using the inner product. Instead, in higher dimensional spaces, rotation matrices can be generated using various other methods such as unit quaternions, the Rodrigues formula, the Cayley formula, and the Householder transformation. We will give a brief review of these methods and use elliptical versions of these methods later in the paper. 1. A unit quaternion : Each unit quaternion represents a rotation in the Euclidean 3-space. That is, only four numbers are enough to construct a rotation matrix, the only constraint being that the norm of the quaternion is equal to 1. Also, in this method, the rotation angle and the rotation axis can be determined easily. However, this method is only valid in the three dimensional spaces ( [8] , [11] ). In the Lorentzian space, timelike split quaternions are used instead of ordinary usual quaternions ( [16] , [17] ). 2. Rodrigues Formula : An orthonormal matrix can be obtained using the matrix exponential e θA where A is a skew symmetric matrix and θ is the rotation angle. In this method, only three numbers are needed to construct a rotation matrix in the Euclidean 3-space ( [26] , [27] , [28] and, [29] ).The vector set up with these three numbers gives the rotation axis. This method can be extended to the n dimensional Euclidean and Lorentzian spaces ( [33] , [6] , [5] , [21] and, [15] ). 3. Cayley Formula : The formula C = (I + A) (I − A) −1 gives a rotation matrix, where A is a skew symmetric matrix. Rotation matrices can be given by the Cayley formula without using trigonometric functions. The Cayley formula is an easy method but it doesn't give the rotation angle directly ( [18] , [30] , [31] , [9] and, [32] ).
Householder Transformation :
The Householder transformation gives us a reflection matrix. We can obtain a rotation matrix using two Householder transformations. This method is an elegant method but it can be long and tedious. Also, the rotation angle has to be calculated separately. This transformation can be used in several scalar product spaces ( [2] , [20] , [13] , [1] and, [14] ). Details about generating rotation matrices, particularly in the Euclidean and Lorentzian spaces, using these methods can be found in various papers, some of which are given in the reference section. Those authors mostly studied the rotation matrices in the positive definite scalar product space whose associated matrices are diag(±1, · · · , ±1) , and interpreted the results geometrically. For example, quaternions and timelike split quaternions were used to generate rotation matrices in the three dimensional Euclidean and Lorentzian spaces where the associated matrices were diag (1, 1, 1) and diag (−1, 1, 1) , respectively. In these spaces, rotations occur on the sphere x 2 + y 2 + z 2 = r 2 or the hyperboloids −x 2 + y 2 + z 2 = ±r 2 . That is, Euclidean and Lorentzian rotation matrices help us to understand spherical and hyperbolic rotations. In the Euclidean space, a rotation matrix rotates a point or a rigid body through a circular angle about an axis. That is, the motion happens on a circle. Similarly, in the Lorentzian space, a rotation matrix rotates a point through an angle about an axis circularly or hyperbolically depending on whether the rotation axis is timelike or spacelike, respectively.
In this paper, we investigate elliptical rotation matrices, which are orthogonal matrices in the scalar product space, whose associated matrix is diag(a 1 , a 2 , a 3 ) with a 1 , a 2 , a 3 ∈ R + . First, we choose a proper scalar product to the given ellipse (or ellipsoid) such that this ellipse (or ellipsoid) is equivalent to a circle (or sphere) for the scalar product space. That is, the scalar product doesn't change the distance between any point on the ellipse (or ellipsoid) and origin. Interpreting a motion on an ellipsoid is an important concept since planets usually have ellipsoidal shapes and elliptical orbits. The geometry of ellipsoid can be examined using affine transformations, because of an ellipsoid can be considered as an affine map of the unit sphere. For example, for the ellipsoid E 2 = x ∈ R 3 : x t Ax ≤ 1 and the unit sphere S 2 = x ∈ R 3 : x = x t x ≤ 1 , we can write E 2 = T S 2 using the affine transformation T (x) = Ax + c, x ∈ E 2 . Then we have,
The aim of this study is to explain the motion on the ellipsoid
as a rotation, using the proper inner product, vector product and elliptical orthogonal matrices. In this method, the elliptical inner product, the vector product and the angles are compatible with the parameters θ and β of the parametrization ϕ (θ, β) = (a cos θ cos v, b cos θ sin β, c sin θ).
We use the classical methods to generate elliptical rotation matrices. In the Preliminaries section, first we explain how to define a suitable scalar product and a vector product for a given ellipsoid. Then we introduce the symmetric, skew symmetric and orthogonal matrices in this elliptical scalar product space. Finally, we examine the motion on an ellipsoid using elliptical rotation matrices. In section 3, we generate the elliptical rotation matrices using various classical methods (such as, Cayley formula, Rodrigues formula and Householder transformation) compatible with the defined scalar product. Furthermore, we defined the elliptic quaternions and generate elliptical rotations using unit elliptic quaternions.
Preliminaries
We begin with a brief review of scalar products. More informations can be found in ([1] , [2] and, [7] ). Consider the map
for u, v ∈ R n . If such a map is linear in each argument, that is,
where, a, b, c, d ∈ R and u, v, w ∈ R n , then it is called a bilinear form. Given a bilinear form on R n , there exists a unique Ω ∈ R n×n square matrix such that for all u, v ∈ R n , B (u, v) = u t Ωv. Ω is called "the matrix associated with the form" with respect to the standard basis and we will denote B (u, v) as B Ω (u, v) as needed. A bilinear form is said to be symmetric or skew symmetric if B (u, v) = B (u, v) or B (u, v) = −B (u, v), respectively. Hence, the matrix associated with a symmetric bilinear form is symmetric, and similarly, the associated matrix of a skew symmetric bilinear form is skew symmetric. Also, a bilinear form is nondegenerate if its associated matrix is non-singular. That is, for all u ∈ R n , there exists v ∈ R n , such that B (u, v) = 0. A real scalar product is a non-degenerate bilinear form. The space R n equipped with a fixed scalar product is said to be a real scalar product space. Also, some scalar products, like the dot product, have positive definitely property. That is, B (u, u) ≥ 0 and B (u, u) = 0 if and only if u = 0. Now, we will define a positive definite scalar product, which we call the B-inner product or elliptical inner product.
Let u = (u 1 , u 2 , ..., u n ), w = (w 1 , w 2 , ..., w n ) ∈ R n and a 1 , a 2 , .., a n ∈ R + . Then the map
is a positive definite scalar product. We call it elliptical inner product or B-inner product. The real vector space R n equipped with the elliptical inner product will be represented by R n a 1 ,a 2 ,...,an . Note that the scalar product B (u, v) can be written as B (u, w) = u t Ωw where associated matrix is
The number √ det Ω will be called "constant of the scalar product" and denoted by ∆ in the rest of the paper. The norm of a vector associated with the scalar product B is defined as u B = B (u, u). Two vectors u and w are called B-orthogonal or elliptically orthogonal vectors if B (u, w) = 0. In addition, if their norms are 1, then they are called B-orthonormal vectors.
If {u 1 , u 2 , ..., u n } is an B-orthonormal base of R n a 1 ,a 2 ,...,an , then det (u 1 , u 2 , ..., u n ) = ∆ −1 . The cosine of the angle between two vectors u and w is defined as,
where θ is compatible with the parameters of the angular parametric equations of ellipse or ellipsoid.
Let B be a non degenerate scalar product, Ω the associated matrix of B, and R ∈ R n×n is any matrix.
i) If B (Ru, Rw) = B (u, w) for all vectors u, w ∈ R n , then R is called a B-orthogonal matrix. It means that orthogonal matrices preserve the norm of vectors and satisfy the matrix equality R t ΩR = Ω. Also, all rows (or columns) are B-orthogonal to each other. We denote the set of B-orthogonal matrices by O B (n). That is,
It is sometimes called the isometry group of R n associated with scalar product B. The determinant of a B-orthogonal matrix can be either −1 or 1. If det R = 1, then we call it a B-rotation matrix or an elliptical rotation matrix. If det R = −1, we call it an elliptical reflection matrix. Although the set O B (n) is not a linear subspace of R n×n , it is a Lie group. The isometry group for the bilinear or sesquilinear forms can be found in [1] . The set of the B-rotation matrices of R n can be expressed as follows:
ii) If B (Su, w) = B (u, Sw) for all vectors u, w ∈ R n , then S is called a B-symmetric matrix. It satisfies S t Ω = ΩS. The set of B-symmetric matrices, defined by
is a Jordan algebra [1] . It is a subspace of the vector space of real n×n matrices, with dimension n (n + 1) /2. Any B-symmetric matrix in R n a 1 ,a 2 ,...,an can be defined as
where a ij = a ji and a ij ∈ R.
iii) If B (T u, w) = −B (u, T w) for all vectors u, w ∈ R n , then T is called a B-skewsymmetric matrix. Also, T t Ω = −ΩT . The set of B-skew symmetric matrices, defined by
is a Lie algebra [1] . It is a subspace of the vector space of real n × n matrices, with dimension n(n − 1)/2, as well. Any B-skew-symmetric matrix in R n a 1 ,a 2 ,...,an can be defined as,
For example, in the scalar product space R 3 a 1 ,a 2 ,a 3 , the symmetric and skew symmetric matrices are
Note that, even if we omit the scalar product constant ∆ in S or T, they will still be symmetric or skew symmetric matrix, respectively. But then, we cannot generate elliptical rotation matrices using the Rodrigues and Cayley formulas. So, we will keep the constant ∆. Now, we define the elliptical vector product, which is related to elliptical inner product. Let u i = (u i1 , u i2 , ..., u in ) ∈ R n for i = 1, 2, ..., n − 1 and e 1 , e 2 , ..., e n be standard unit vectors for B. Then, the elliptical vector product in R n a 1 ,a 2 ,...,an is defined as,
The vector
Generating an Elliptical Rotation Matrix
In this section, we will generate elliptical rotation matrices using the elliptical versions of the classical methods. For a given ellipse in the form
we will use the scalar product B (u, w) = a 1 u 1 w 1 + a 2 u 2 w 2 . That is, our scalar product space is R 2 a 1 ,a 2 . An elliptical rotation matrix represents a rotation on (E) or any ellipse similar to (E) . Recall that ellipses with the same eccentricity are called similar. Since the shape of an ellipse depends only on the ratio a 1 /a 2 , λ in Equation (5), does not affect the rotation matrix.
Rodrigues Rotation Formula
The Rodrigues rotation formula is a useful method for generating rotation matrices. Given a rotation axis and an angle, we can readily generate a rotation matrix using this method. SO(n) is a Lie group and the space of skew-symmetric matrices of dimension n is the Lie algebra of SO(n). We denote this Lie algebra by so(n) . The exponential map defined by the standard matrix exponential series e A connects it to the Lie group. For any skew-symmetric matrix A, the matrix exponential e A always gives a rotation matrix. This method is known as the Rodrigues formula.
Elliptical Rotations In the Plane
According to (3) a skew symmetric matrix can be expressed as
The equality T t Ω = −ΩT is satisfied. The characteristic polynomial of T is, P (x) = x 2 + 1. So,
We can obtain the elliptical rotation matrix easily using the matrix exponential.
Theorem 1 Let T be a B-skew symmetric matrix. Then, the matrix exponential
gives an elliptical rotation along the ellipse λa 1 x 2 + λa 2 y 2 = 1, λ, a 1 , a 2 ∈ R + . That is, R B θ is an elliptical rotation matrix in the space R 3 a 1 ,a 2 .
Remark 1 All similar ellipses have identical elliptical rotation matrices.
Example 1 Let's consider the ellipse (E 1 ) : x 2 9 + y 2 4 = 1 with the parametrization α (θ) = (3 cos θ, 2 sin θ). Let's take the points
That is, if we rotate the point A elliptically through the angle π/3, we get B. Now, let's find elliptical rotation matrix for these ellipses using the above theorem and get same results. To calculate the elliptical rotation matrix, first, we choose the elliptical inner product
in accordance with the ellipse (E 1 ) such that u = (u 1 , u 2 ) and w = (w 1 , w 2 ). That is, our space is R 2 1/9,1/4 , ∆ = 1/6 and the B-skew symmetric matrix has the form
Note that, T 2 = −I. We can obtain elliptical rotation matrix as,
where R B θ is a B-orthogonal matrix in R 2 1/9,1/4 . Namely, the equalities det
So, if we rotate the point A elliptically, we get
. Thus, we get same result using elliptical rotation matrix for (E 1 ) . Note that, R B θ (A) B = 1 and the angle between x = −→ OA and y = − − → OB is
It can be seen that the elliptical rotation matrix R B θ can be also used to interpret the motion on a similar ellipse 
3-Dimensional Elliptical Rotations
Let's take the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1. The scalar product for this ellipsoid is
. Also, the vector product is
where ∆ = √ a 1 a 2 a 3 . The matrix
is skew symmetric in R 3 a 1 ,a 2 ,a 3 . That is, T t Ω = −ΩT . So, the vector product in R 3 a 1 ,a 2 ,a 3 can be viewed as a linear transformation, which corresponds to multiplication by a skew symmetric matrix. The characteristic polynomial of T is, P (x) = x 3 + u 2 x whose eigenvalues are x 1 = 0 and x 2,3 = ± u i. According to characteristic polynomial T 3 + u 2 T = 0. So, if we take a unit vector u ∈ R 3 a 1 ,a 2 ,a 3 , we get T 3 = −T and we can use Rodrigues and Cayley formulas.
Theorem 2 Let T be a skew symmetric matrix in the form (6) such that u = (u 1 , u 2 , u 3 ) ∈ R 3 a 1 ,a 2 ,a 3 is a unit vector. Then, the matrix exponential
gives an elliptical rotation on the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1. Furthermore, the matrix R B,u θ can be expressed as
is the rotation axis and θ is the elliptical rotation angle.
Proof. Since u is a unit vector in R 3 a 1 ,a 2 ,a 3 , we have T 3 = −T . So, we get
If we expand this formula using −a 2 u 2 2 − a 3 u 2 3 = a 1 u 2 1 − 1, we can obtain the rotation matrix as (7).
Figure 2:
Example 2 A parametrization of the ellipsoid
where θ ∈ [0, π) and β ∈ [0, 2π). Let's take the points
on the ellipsoid. Let's find the rotation matrix which is rotate the point A to B elliptically. We have a 1 = a 2 = 1/4 and a 3 = 1/9. So, ∆ = 1/12. First, using the vector product of x = −→ OA and y = − − → OB in R 3 1/4,1/4,1/9 , we find the rotation axis u.
Since V (x × y) is unit vector in R 3 1/4,1/4,1/9 , we get u = (1, − √ 3, 0). Thus, we obtain the elliptical rotation matrix
3 (cos θ − 1) 3 cos θ + 9 −4 sin θ 9 √ 3 sin θ 9 sin θ 12 cos θ   by using (7). This matrix describes an elliptical rotation on a great ellipse such that it is intersection of the ellipsoid and the plane passing through the origin and B-orthogonal to u. It can be easily found that equation of the plane is x = √ 3y. So, R u θ represents an elliptical rotation over the the great ellipse is y 2 + 1 9 z 2 = 1, y = √ 3x. Also, the elliptical rotation angle is π/2, since cos θ = B (x, y) = 0 (Figure 2b) . Thus, we find
The matrix (8) , rotates the point A to the point B elliptically over the great ellipse
Remark 2 The eigenvalues of the matrix (7) are, x 1 = e iθ , x 2 = e −iθ and x 3 = 1. Also, the eigenvector corresponding to 1 is the vector u, the rotation axis of the motion.
Elliptical Cayley Rotation Matrix
In 1846, Arthur Cayley discovered a formula to express special orthogonal matrices using skew-symmetric matrices. It is called Cayley rotation matrix. In this section, we will describe the Cayley rotation matrix for any ellipsoid whose scalar product is B. We call it B-Cayley rotation matrix.
The Cayley rotation matrix is a useful tool that gives a parameterization for rotation matrices without the need to use trigonometric functions. Let A be an n × n skew symmetric matrix where (I − A) is invertible. Cayley formula transforms the matrix A into (I + A) (I − A) −1 .
SO(n) is isomorphic to so(n) via the Cayley formula where so(n) denotes the space of skew symmetric matrices, usually associated with the Lie algebra of the transformation group defined by rotations in SO(n). That is, the Cayley map is defined as
Note that, if a matrix M has the eigenvalue −1, then (I − M ) is not invertible. But, since A is skew symmetric, all its eigenvalues are purely imaginary in the Euclidean space and (I − A) is invertible. That is, the Cayley formula is well-defined for all skew symmetric matrices. The inverse of the Cayley map is given by
In the Minkowski space, an eigenvalue of a skew symmetric matrix can be −1. In this case, the Cayley formula is not valid. For detailed information on the Cayley formula in Minkowski space see [18] .
Theorem 3 Let T be a skew symmetric matrix in the form (6) 
is an elliptical rotation matrix on the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1 where u is the rotation axis. Furthermore, the matrix R B,u can be written in the form
Proof. Since, T is a B-skew symmetric matrix, we have T t Ω = −ΩT. Also, we can write
Using these equalities, it can be seen that
Also, since det (I + T ) = 1 + u B and det (I − T )
, we have det R B,u = 1. That is, R B,u is an elliptical rotation matrix. The matrix (9) can be obtained after some tedious computations.
Remark 3
The eigenvalues of the matrix (9) are
and λ 3 = 1.
Also, the eigenvector corresponding to 1 is u, which is the rotation axis. The matrix (9) rotates a vector elliptically on the ellipsoid a 1 x 2 +a 2 y 2 +a 3 z 2 = 1 about the axis u = (u 1 , u 2 , u 3 ) through the elliptical angle θ where
Example 3 Let's find the elliptical rotation matrix representing a elliptical rotation on the ellipsoid x 2 4 + y 2 9 + z 2 = 1 about the axis u = (2, 3, 1) . Using the matrix (9), we find The elliptical rotation angle corresponding to this matrix, can be found to be −π/3 from the formula (10).
Elliptical Householder Transformation
The Householder transformation was introduced in 1958 by Alston Scott Householder. A Householder transformation is a linear transformation in the form
where v is a nonzero vector. This transformation describes a reflection about a plane or hyperplane passing through the origin and orthogonal to v. Householder transformations on spaces with a non-degenerate bilinear or sesquilinear forms are studied in [1] . Every orthogonal transformation is the combination of reflections with respect to hyperplanes. This is known as the Cartan-Dieudonné theorem. A constructive proof of the Cartan-Dieudonné theorem for the case of generalized scalar product spaces is given by Uhlig [14] and Fuller [13] . An alternative proof of the Cartan-Dieudonné theorem for generalized real scalar product spaces is given by Rodríguez-Andrade and etc. [2] . They used the Clifford algebras to compute the factorization of a given orthogonal transformation as a product of reflections. Householder transformations are widely used in tridiagonalization of symmetric matrices and to perform QR decompositions in numerical linear algebra [3] . Householder Transformation is cited in the top 10 algorithms of the 20th century [35] . Generalized Householder matrices are the simplest generalized orthogonal matrices. A generalized Householder, or B-Householder, matrix has the form
for a non-B-isotropic vector v (i.e., v t Ωv = 0) [13] , [2] .
In this paper, we use the elliptical version of the Householder transformation to generate an elliptical rotation matrix in a real elliptical scalar product space R n a 1 ,a 2 ,...,an . Let H v = [h ij ] n×n be a Householder matrix. Then
where δ ij is the Kronecker delta. The Householder matrix H v is a B-symmetric and B-orthogonal matrix. To prove these, first we will show that
B is a positive real number. So,
and H v is a B-symmetric. Next, we will show that H t v ΩH v = Ω.
So, H v is B-orthogonal.
Using the above transformations, we can write the elliptical reflection matrix as
for the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1.
Corollary 1
The Householder transformation doesn't change the length of a vector in R n a 1 ,a 2 ,a 3 . It describes an elliptical reflection about a plane passing through the origin B-orthogonal to v. Using the matrix (11), we can express elliptical reflections on any ellipsoid.
Example 4 Let's find the elliptical reflection matrix which reflects a point elliptically on the ellipsoid 2x 2 + 2y 2 + z 2 = 1, about the plane which is passes through the origin and is Borthogonal to v = (1, 2, 3) . Our elliptical inner product is B (x, y) = 2x 1 y 2 + 2x 2 y 2 + x 3 y 3 . So, v The determinant of this matrix is −1 and the equality H t v ΩH v = Ω holds. We find the reflection of A (1/2, 1/2, 0) to be B(7/38, −5/38, −18/19). Let's check it : The middle point of [AB] is C (13/38, 7/38, −9/19) . The equation of the plane is B (v, x) = 0 where x = (x, y, z) . In our case, it is 2x + 4y + 3z = 0, so C lies on this plane. Also, it can be easily seen that − − → AB is B-orthogonal to the plane.
Remark 4
For the n dimensional ellipsoid associated with the scalar product B, the elliptical reflection matrix H v is in the form
Theorem 5 Let x, y ∈ R n B be any two nonzero vectors where
Proof. By direct computation, we find
Using these equalities, we obtain which means that H B y H B x+y (x) = y. Hence, we obtain the elliptical rotation matrix
which rotates x to y elliptically. The rotation axis is the vector V (x × y) and the elliptic rotation angle can be found using elliptical inner product.
Example 6 Let's find the elliptic rotation matrix that rotates x = (0, 0, 5) to y = (2, 2, 3) on the ellipsoid 2x 2 + 2y 2 + z 2 = 1. Using the matrix (11), we get Thus, the rotation matrix is
which satisfies R (x) = y, det R = 1, and R t ΩR = Ω where Ω = diag (2, 2, 1) . Note that, we can obtain same matrix using (7).
Elliptic Quaternions
Quaternions were discovered by Sir William R. Hamilton in 1843 and the theory of quaternions was expanded to include applications such as rotations in the early 20th century. The most important property of the quaternions is that every unit quaternion represents a rotation and this plays an important role in the study of rotations in 3-dimensional vector spaces. Using unit quaternions is a useful, natural, and elegant way to perceive rotations. Quaternions are used especially in computer vision, computer graphics, animation, and kinematics.
Quaternion algebra H is an associative, non-commutative division ring with four basic elements {1, i, j, k} satisfying the equalities i 2 = j 2 = k 2 = ijk = −1. We can express any quaternion q as q = (q 1 , q 2 , q 3 , q 4 ) = q 1 +q 2 i+q 3 j+q 4 k or q = S q +Vq where the symbols S q = q 1 and V q = q 2 i + q 3 j + q 4 k denote the scalar and vector parts of q, respectively. If S q = 0 then q is called a pure quaternion. The conjugate of q is denoted by q, and defined as q = S q − V q . The norm of a quaternion q = q 0 + q 1 i + q 2 j + q 3 k is defined by √= √= q 2 0 + q 2 1 + q 2 2 + q 2 3 and is denoted by N q . We say that q 0 = q/N q is unit quaternion if q = 0. The set of unit quaternions are denoted by H 1 . Every unit quaternion can be written in the form q 0 = cos θ + ε 0 sin θ where ε 0 is a unit vector satisfying the equality ε 2 0 = −1.It is called the axis of the quaternion [8] , [11] . Let q and r be two quaternions. Then, the linear transformation R q : H → H defined by R q (r) = qrq −1 is a quaternion that has the same norm and scalar as r. Since the scalar part of the quaternion r doesn't change under R q , we will only examine how its vector part V r changes under the transformation R q . We can interpret the rotation of a vector in the Euclidean 3-space using the quaternion product qV r q −1 .
If q = q 0 + q 1 i + q 2 j + q 3 k = cos θ + ε 0 sin θ is a unit quaternion, then, using the linear transformation R q (V r ) = qV r q −1 , the corresponding rotation matrix can be found as
This rotation matrix represents a rotation through angle 2θ about the axis ε = (q 1 , q 2 , q 3 ) . In the Lorentzian space, the rotation matrix corresponding to a timelike quaternion q = q 0 + q 1 i + q 2 j + q 3 k is,
where the set of unit timelike quaternions satisfies the properties= 1, i 2 = −1, j 2 = k 2 = ijk = 1 (see [16] ).
To get an elliptical rotation matrix, firs we define the set of elliptic quaternions suitable for the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1. Let's take four basic elements {1, i, j, k} satisfying the equalities
where a 1 , a 2 , a 3 ∈ R + and ∆ = √ a 1 a 2 a 3 .
The set of elliptic quaternions will be denoted by H a 1 ,a 2 ,a 3 . This set is an associative, noncommutative division ring with our basic elements {1, i, j, k}. If we take a 1 = a 2 = a 3 = 1, we get the usual quaternion algebra. The elliptic quaternion product table is given below.
The elliptic quaternion product of two quaternions p = p 0 + p 1 i + p 2 j + p 3 k and q = q 0 + q 1 i + q 2 j + q 3 k is defined as
where B (V p , V q ) and V (V p × V q ) are the elliptical scalar product and the elliptical vector product, respectively. If p and q are pure, then
The elliptic quaternion product for H a 1 ,a 2 ,a 3 can be expressed as
For example, let p, q ∈ H 2,2,1 . Then, the elliptic quaternion product of p and q defined is
For p = 1 + 2i + 3j + 4k and q = 2 + 4i + j + 3k, we get pq = (−32, 13, 17, −9) . This can also be calculated using the product table
Remember that the algebra is formed by a vector space V equipped with a quadratic form Q with the following equalities
is called a Clifford algebra and is denoted by C (V, Q) . If {e 1 , ..., e n } is a base for an ndimensional vector space V, then C (V, Q) is formed by the multivectors
with dim (C (V, Q)) = 2 n . Since the Clifford product of two even multivectors is an even multivector, they define an even subalgebra of C (V, Q). The even subalgebra of an n-dimensional Clifford algebra is isomorphic to a Clifford algebra of (n − 1) dimensions and it is denoted by C + (V, Q) . The Hamiltonian quaternion algebra H is isomorphic with the even subalgebra C
by {1, e 2 e 3 → j, e 1 e 3 → k, e 1 e 2 → i} and the split quaternion algebra H is isomorphic with the even subalgebra C
by {1, e 2 e 3 → i, e 3 e 1 → k, e 1 e 2 → j} [8] . Similarly, the elliptic quaternion algebra is an even subalgebra of the Clifford algebra C R 3 = q = q 0 + e 1 q 1 + e 2 q 2 + e 3 q 3 : e 2 1 = a 1 , e 2 2 = a 2 , e 2 3 = a 3 , e i e j + e j e i = 0 associated with the nondegenerate quadratic form Q (x) = a 1 x 2 1 + a 2 x 2 2 + a 3 x 2 3 and is denoted by C + R 3 , a 1 x 2 1 + a 2 x 2 2 + a 3 x 2 3 , or shortly C + R 3 a 1 ,a 2 ,a 3 . H a 1 ,a 2 ,a 3 is isomorphic to C + R 3 a 1 ,a 2 ,a 3 with {1,
For the quadratic form Q = a 1 x 2 1 + a 1 x 2 2 + a 1 x 2 3 , recall that the elliptical inner product can be obtained by using the equality
So, we get B Q (x, y) = a 1 x 1 y 1 + a 2 x 2 y 2 + a 3 x 3 y 3 for x = (x 1 , x 2 , x 3 ) and y = (y 1 , y 2 , y 3 ) . Thus, we can construct an elliptic quaternion algebra for any elliptical inner product space. Conjugate, norm and inverse of an elliptic quaternion q = q 0 + q 1 i + q 2 j + q 3 k can be defined similar to usual quaternions :
Also, each elliptic quaternion q = q 0 + q 1 i + q 2 j + q 3 k can be written in the form
Here, ε 0 = (q 1 , q 2 , q 3 )
is a unit vector in the scalar product space R Theorem 7 Each a unit elliptic quaternion represents an elliptical rotation on the an ellipsoid. If
is a unit elliptic quaternion, then the linear map R θ (v) = qvq −1 gives an elliptical rotation through the elliptical angle 2θ, about the axis ε 0 , where v ∈ R 3 . The elliptical rotation matrix to corresponding to the quaternion q is
Proof. It can be seen that R θ is a linear transformation and preserves the norm. Using the equalities,
we can obtain (13) . So, the rotation matrix (13) is an elliptical rotation matrix on the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1. That is, the equalities det R θ = 1 and R t θ ΩR θ = Ω are satisfied. Also, note that, if we take a 1 = a 2 = a 3 = 1, the standard rotation matrix is obtained. Now, let's choose an orthonormal set {ε 0 , ε 1 , ε 2 } satisfying the equalities
If ε is a vector in the plane of the ε 0 and ε 1 , we can write it as ε = cos αε 0 + sin αε 1 .
To compute R q θ (ε) = qεq −1 , let's find how ε 0 and ε 1 change under the transformation R q θ . Since V q is parallel to ε 0 , we have qε 0 = ε 0 q by (4) and R q (ε 0 ) = qε 0 q −1 = ε 0−1 = ε 0 . So, ε 0 is not changed under the transformation R q θ . It means that ε 0 is the rotation axis. On the other hand,
Since we know that ε 1 ε 0 = V (ε 1 × ε 0 ) = −V (ε 0 × ε 1 ) = −ε 0 ε 1 = −ε 2 for orthogonal, pure quaternions, we obtain
That is, ε is rotated through the elliptical angle 2θ about ε 0 by the transformation R q (ε).
Corollary 1 All elliptical rotations on an ellipsoid can be represented by elliptic quaternions which is defined for that ellipsoid.
Example 6 Let's find the general elliptical rotation matrix for the ellipsoid 2x 2 + 2y 2 + z 2 = 1.
Using (13), we obtain,
Here, det R θ = q 2 0 + 2q 2 1 + 2q 2 2 + q 2 
An Algorithm
Generating 3-dimensional rotation matrix that rotates x = (x 1 , y 1 , y 1 ) to y = (x 2 , y 2 , z 2 ) elliptically on the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1
Step 1. Write, a = (a 1 , a 2 , a 3 ) for the given ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1 where a 1 , a 2 , a 3 ∈ R + .
Step 2. Define Scalar Product B, norm of a vector and Scalar product constant ∆ as follows :
where x = (x 1 , y 1 , y 1 ) and y = (x 2 , y 2 , z 2 ) .
Step 3. Define Vector Product V as
Step 4. Choose the vectors x = (x 1 , y 1 , y 1 ) and y = (x 2 , y 2 , z 2 ) to find the elliptical rotation matrix that rotates x to y elliptically on the ellipsoid.
Step 5. Find, V (x, y, a) and norm of the vectors x, y and V (x, y, a). That is, find N (x,a) , N (y,a) and N (V (x, y, a) ,a) .
Step 6. Find the rotation axis u = (u 1 , u 2 , u 3 ) where N (V (x, y, a) ,a) , u 2 = −∆ (x 1 z 2 + x 2 z 1 ) a 2 · N (V (x, y, a) ,a) , u 1 = ∆ (x 1 y 2 − x 2 y 1 ) a 3 · N (V (x, y, a) ,a) .
Step 7. Find the elliptical rotation angle using cos θ = B (x, y, a)
N (x,a) N (y,a) and define C = cos θ and S = sin θ where S = √ 1 − C 2 .
Step 8. Find the elliptical rotation matrix that rotates x = (x 1 , y 1 , y 1 ) to y = (x 2 , y 2 , z 2 ) elliptically on the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1 using Rodrigues matrix Step 10. Find the elliptical rotation matrix that rotates x = (x 1 , y 1 , y 1 ) to y = (x 2 , y 2 , z 2 ) elliptically on the ellipsoid a 1 x 2 + a 2 y 2 + a 3 z 2 = 1 using Householder matrices R (x, y, a) = H (y,a) H (x + y,a) .
Step 11. Define the set of Elliptic Quaternions H a 1 ,a 2 ,a 3 = {q = q 0 +q 1 i+q 2 j+q 3 k, q 0 , q 1 , q 2 , q 3 ∈ R} with i 2 = −a 1 , j 2 = −a 2 , k 2 = −a 3 and ij = ∆ a 3 k = −ji, jk = ∆ a 1 i = −kj, ki = ∆ a 2 j = −ik.
Step 12. Find c = cos θ 2 = cos θ + 1 2 and s = √ 1 − c 2 . Define the quaternion q = cos θ 2 + u sin θ 2 = c + su 1 i + su 2 j + su 3 k where θ is the elliptical rotation angle and u = (u 1 , u 2 , u 3 ) = u 1 i + u 2 j + u 3 k is the rotation axis obtained in Step 6 and Step7.
Step 13. Find the elliptical rotation matrix that rotates x to y elliptically on the ellipsoid using the matrix corresponding to q = q 0 + q 1 i + q 2 j + q 3 k. Remark In the n > 3 dimensional spaces, rotations can be classified such as simple, composite, and isoclinic, depending on plane of rotation. Simple rotation is a rotation with only one plane of rotation. In a simple rotation, there is a fixed plane. The rotation is said to take place about this plane. So points do not change their distance from this plane as they rotate. Orthogonal to this fixed plane is the plane of rotation. The rotation is said to take place in this plane. On the other hand, a rotation with two or more planes of rotation is called a composite rotation. The rotation can take place in each plane of rotation. These planes are orthogonal. In R 4 it is called a double rotation. A double rotation has two angles of rotation, one for each plane of rotation. The rotation is specified by giving the two planes and two non-zero angles β and θ (if either angle is zero, then the rotation is simple). Finally, the isoclinic rotation is a special case of the composite rotation, when the two angles are equal [34] . In the 4 dimensional Euclidean and Lorentzian spaces, a skew symmetric matrix is decomposed as A = θ 1 A 1 + θ 2 A 2 using two skew-symmetric matrices A 1 and A 2 satisfying the properties A 1 A 2 = 0, A 3 1 = −A 1 and A 3 2 = −A 2 . Hence, the Rodrigues and Cayley rotation formulas can be used to generate 4 dimensional rotation matrices ( [33] , [3] , [18] , [4] , and [15] ).
