norm models to include the average numerator relationship matrix (A) and the single-step 94 combined relationship matrix (H), respectively. Pedigree-based reaction-norm methods such as 95 random regression were only very recently proposed in a forest tree G×E interactions study 96 (Marchal et al. 2019) . 97
Single-step genomic evaluation (ssGBLUP) is a unified approach that allows the 98 incorporation of phenotypic, genomic, and pedigree information into a single analysis (Legarra et 99 al. 2009; Misztal et al. 2009 ). This methodology allows the prediction of breeding values for 100 genotyped and non-genotyped individuals to be on the same scale, avoiding bias and complex 101 multi-step analyses (Vitezica et al. 2011) . It also allows for the phenotypes of non-genotyped 102 individuals to participate in the estimation of marker effects, effectively boosting the accuracy of 103 prediction. Thus, the method also provides a cost-effective entry into GS as relatively few 104 important individuals can be genotyped while phenotypic records of rogued trials can also easily 105 be implemented yielding a modern analysis for estimating marker effects or breeding values. The 106 use of ssGBLUP has recently been demonstrated to be effective in genetic evaluations of Picea 107 glauca , Eucalyptus grandis , and Eucalyptus nitens 108 ). However, ssGBLUP-based reaction-norm remains untested in outcrossing 109 species such as forest trees. 110 A limitation of the ssGBLUP method, however, is that the combined genetic relationship 111 matrix (H) can be very dense when evaluating many individuals, leading to lengthy computation 112 times (Legarra and Ducrocq 2012) . Wang et al. (2012a) demonstrated that genomic estimated 113 breeding values (GEBV) of the genotyped individuals from ssGBLUP analyses can be used to 114 calculate SNP marker effects. Lourenco et al. (2015) applied this approach to American Angus 115 cattle, coining it 'indirect prediction'. The indirect prediction approach improves computational efficiency and allows for fast prediction of GEBV for new genotyped trees via SNP marker 117 effects as opposed to a full ssGBLUP evaluation where new genotyped individuals need to be 118 explicitly included. 119
This study is based on the 'maritime low' coastal Douglas-fir (CDF) (Pseudotsuga 120 menziesii (Mirb.) Franco var. menziesii) seed planning unit (SPU) which represents elevation 121 bands 0-900m in geographic areas west of the British Columbia (BC) coastal mountain range and 122 latitudinal gradients South 48°00' -52°00'. The CDF breeding program is the most advanced in 123 BC and is currently in its third generation with advanced generation seed orchards producing 6. selections, which were crossed in partial disconnected diallels to produce 165 full-sib families 144 for the second generation (F1). Full-sib families of the second generation were planted in 1975 145 using nursery container stock in ten environments using randomized complete block designs with 146 four replicates per environment and four tree family row plots within the replicates (mean ≈ 15; 147 range = 14-16; trees / full-sib family / environment). The third generation (F2) contains two 148 series (F2-2, F2-3), with no common parentage between them (see Figure S1 , Table S1 , Table S2 ) 149 and are the result of crossing forward selections from the F1 generation, based on tree volume. 150 F2-2 and F2-3 were planted in 2003 and 2006 respectively, both using nursery container stock, 151 and both planted as full-sib block tests with 5 × 5 tree plots on two environments per series 152 (mean ≈ 19; range ≈ 17-21; trees / full-sib family / environment). A total of 31,999 tree height 153
[cm] phenotypic measurements were available for ages 12 (F1) and 11 (F2-2 and F2-3). 154
Phenotypes were standardized by dividing total tree height by age [years] at time of 155 measurement to provide the mean annual increment (MAI [cm]). 156
157
Study population 2 (SP2) 158 159 A subset of SP1 was used for the genomic analyses in this study ( Table 2) . The subset population 160 was created by setting a relatedness threshold of greater than 0 as the minimum expected 161 additive genetic kinship coefficient value ( , derived via pedigree) of an individual tree in the F1 162 or F2 generations, with at least one of the genotyped individuals in the F2 population. This 163 resulted in 11,759 F1 phenotypes available for the genomic analyses (mean ≈ 15; range ≈ 14-16; 164 trees / full-sib family / environment). The relatedness restriction resulted in an average additive 165 genetic kinship coefficient of 0.033, as opposed to 0.012 in the population described previously. Thirteen monthly ECs were obtained using ClimateBC software version 5.51 (Wang et al. 184 2012b) resulting in 156 individual environmental covariates per environment (i.e., 12 months by 185 13 variables). ClimateBC generates "scale-free" climate data, thus allows the user to obtain 186 monthly climate variables for specific test environments rather than pixel averages from grid-187 based climate data. Monthly ECs were averaged across the growing period for each trial, from 188 planting year until the year of phenotypic measurement, and included primary measures of 189 temperature, precipitation, and solar radiation (see Table S3 for a complete list of the thirteen 190 primary and derived monthly variables). where is the diagonal (co)variance matrix between environments with diagonal elements 2 207 for each environment representing the replicate within environment variances, is the identity 208 matrix, and ⨂ represents the Kronecker product of matrices; is the vector of random full-sib 209 family genetic effects, with ~( , ⨂ ), where is the diagonal dominance (co)variance 210 matrix between environments with diagonal elements 2 representing ¼ of dominance genetic 211 variance (i.e., a common family variance for all environments was used); is the vector of 212 additive genetic effects (or breeding values, EBV), with ~( , ⨂ ) where is the 213 additive genetic (co)variance matrix between environments with diagonal elements 2 214 representing additive genetic variance and off-diagonal elements (i.e., a common additive 215 genetic variance and covariance for all environments was used) representing the same additive 216 genetic covariance between environments, and the matrix A contains the additive genetic 217 relationships among all trees; , , , and are the respective incidence matrices assigning 218 fixed and random effects to each observation. Finally, is the vector of random residual effects, 219 with ~( , ), where = ⨁ 2 , 2 is the residual variance for each environment , and ⨁ 220 represents the 'direct sum' of matrices. We chose to use a common variance for genetic 221 dominance and additive effects to allow a more parsimonious model when using a large number 222 of trees and environments. 223
Single-environment narrow-sense heritability for each environment (ℎ 2 ) was calculated 224 using the same model from Eq. [1], except that in different 2 were used for each 225 environment ( 2 ) (i.e., CORUH structure in ASReml). Then, ℎ 2 were estimated as: ℎ 2 = 226 2 /( 2 + 2 + 2 ). Two scenarios were considered for estimating the prediction accuracy of the validation 313 populations (VP, Table 2 ). In the first scenario (GA1), a leave one environment out approach for 314 environments with genotyped individuals (Lost, Adam, and Fleet) was used to form the training 315 population (TP). In the second scenario (GA2), the TP consisted of all individuals from the F1 316 generation. In either case, the non-genotyped individuals of the TP were randomly divided into 317 five folds, that is, the phenotypes of genotyped individuals in the TP always participated in the 318 estimation of SNP marker effects. The random folding process was replicated three times for corresponding to relationships between tree ′ and and ′ is the predicted additive 334 genetic solutions from the ssGBLUP models M1-M5 for TP and individual ′ . 335
3) Estimate SNP marker effects from the TP:
where ̂ is the vector of estimated SNP effects, is a weight diagonal matrix for SNP 339 (here an identity matrix), as defined before, and DGV is the vector of DGV for the TP. Individual tree single environment narrow-sense heritability estimates for the PBLUP analysis 370 were low to moderate for the F1 generation trials (ĥ 2 = 0.04 − 0.27) while estimates for the F2 371 generation were higher (ĥ 2 = 0.13 − 0.42) (Table 3) F1 and F2 trials were in most cases not significant based on standard errors or were non-379 estimable due to low genetic connectivity between environments (see Figure S1 , Table S1 , Table  380 S2). 381 382 Genomic-based analyses (ssGBLUP) 383 384 In M1 46% and 5% of the phenotypic variance was explained by the between environment (̂2) 385 and within environment (̂2) effects, respectively ( Evaluating the addition of G×E interactions into the model structure (M3-M4) showed 393 that the use of ECs (̂2 ) in M3 explained 4% more phenotypic variation than the use of the Inter-generation (GA2) 426 427
Testing the models to predict EBV across generations and across environments yielded an 428 expectedly lower minimum prediction accuracy than observed for GA1 ( ( , ) = 0.317 − 0.538) (Table 6, Figure 1 ). In all models, prediction accuracies were greater for the Bigtree 430 environment than they were for Jordan. Comparison of models M1 and M2 show that the 431 addition of ECs in M2 did not produce an increase in prediction accuracy for Bigtree and a 1% 432 decrease was observed for Jordan. The addition of individual G×E terms in models M3 and M4 433 both gave increases in prediction accuracy over the base model M1 for both Jordan and Bigtree. 434
However, the use of ECs to explain G×E variation (M3) gave 13% (Jordan) and 6% (Bigtree) 435 increases in prediction accuracies over M1 versus 8% (Jordan) and 4% (Bigtree) given by M4. 436 No improvement in prediction accuracy occurred for Jordan with the addition of both G×E terms 437 in model M5 and estimates were, in fact, equal to those given by M3. For the Bigtree 438 environment, a small 2% gain in prediction accuracy was observed for model M5 over model M4 439 versus 1% for model M3. in the genomic prediction analysis. Additionally, larger training populations will better capture 467 trait architecture and the totality of genetic diversity of the breeding population, a substantial 468 benefit for making inferences. This variation may include rare marker variants, which are 469 effective for the prediction of oligogenic traits where they may account for larger proportions of 470 trait heritability (e.g., Resende et al. 2017) . In our analysis, the studied trait (MAI) is considered 471 to have low heritability and complex genetic architecture (i.e., polygenic). Indeed, the heritability estimates (Table 3, Table 4 ) and marker effect plot ( Figure S2) Douglas-fir is noted to have strong G×E interaction for growth traits (Campbell 1992; Cappa et 544 al. 2016) , which may also help to explain the observed gain in prediction accuracy in this study 545 by accounting for G×E effects. Thus, it appears to be critical for species with moderate to strong 546 G×E interactions to either i) explicitly include the target environment in the GS prediction 547 model, or ii) incorporate G×E effects in the genomic prediction model by including observations 548 from as many environments as possible from across the breeding zone, an opportunity made 549 possible with ssGBLUP. 550
To our knowledge, this is the first use of ECs to capture environmental heterogeneity and 551 G×E effects on phenotypic variation in outcrossing trees for genomic prediction of breeding 552 values. The prior mentioned studies concerning forest trees and multi-environment trials have 553 not considered methods to improve predictions in unobserved environments as was done in this 554 study. Here, we advocate the inclusion of , as well as both and interaction effects 555 in the model as the gain in prediction accuracy was generally consistent across all tested 556 environments and generations. 557
From a practical standpoint, the base (M2) and fully specified (M5) models were mostly 558 agreeable in candidate rankings of the predicted individuals from unobserved environment 559 ( Figure S3 ). It is clear from the low discordance in rankings of highest and lowest ranked 560 individuals that the same selections would be made irrespective of the model used. However, 561 forest tree breeding programs by necessity require minimum effective population sizes ( ) 562 which requires the selection of some sub-optimal individuals to maintain adequate genetic 563 diversity in the breeding population. For these individuals (i.e., mid-ranked candidates) there is much less concordance in rankings between the two models. During this phase the selection of 565 these individuals becomes important to balance genetic gain with and genetic diversity in the 566 breeding population. This result is in agreement with Stejskal et al. (2018) who noted the 567 capacity of GS to accurately capture Mendelian sampling (i.e., within family genetic variance) 568 and cryptic relatedness in the breeding population, making it a preferred approach over 569 traditional pedigree-based selection in forestry. 570
In addition to the combination of high-density genomic and environmental/climate data, 571 it is realistic to assume that prediction of phenotypes can be further improved through the 572 simultaneous inclusion of multiple phenotypic and environmental traits obtained via high-573 throughput platforms such as those produced by remote sensing (Araus et al. 2018; Dungey et al. 574 2018) . Information sharing between genetic lines, correlated traits and correlated environments 575 via multiple-trait models with the specification of G×E interaction effects will lead to improved 576 phenotypic predictions. Finally, as the anticipated increasing role of GS in tree breeding, it is 577 essential to highlight the importance of prediction accuracy improvement through the utilization 578 Table S1 : Number of parent-parent (F1-F1 / F2-F2) or parent-grandparent (F1-F2) (above diagonal) and families (below diagonal) in common among the environments for study population 18 1 (SP1). Derived monthly variables DD_0_01 -DD_0_12 degree-days below 0°C DD5_01 -DD5_12 degree-days above 5°C DD_18_01 -DD_18_12 degree-days below 18°C DD18_01 -DD18_12 degree-days above 18°C NFFD01 -NFFD12 number of frost-free days PAS01 -PAS12 precipitation as snow (mm) Eref01 -Eref12
Hargreaves reference evaporation (mm) CMD01 -CMD12
Hargreaves climatic moisture deficit (mm) 25 26
