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まえがき
本稿は本誌No. 11に掲載された文献[1] (以下ではこ
れを｢前稿｣と呼ぶ)の続編である.本稿で述べるデー
タ解析法の適用例には前稿に引き続き, 2006年度｢プロ
ジェクト｣で行った｢メッセンジャーの使用状況に関す
るアンケート調査｣のデータを用いる.
数量化ⅠⅠ類と呼ばれる方法は,多変量解析法の一つと
して世に知られているが,本学部では周知とは言えない.
この点で数量化Ⅰ類と"同類"である.この方法も大変
に適用範囲が広く,多くの人に使ってもらいたいと思っ
て紹介する.
数量化ⅠⅠ類の解説は佐藤が,前回の反省点と今回の結
莱,およびSPSSの利用については永添,村上が記す.
1　前回の説明と反省点
まず,前回の説明と反省から書き始める.
アンケートで得たデータの解析目標は,インターネッ
トの｢メッセンジャー｣の使用頻度の違いが,電話の使
用頻度,メールの使用頻度,性別,所属学部によってど
れくらい説明できるかを明らかにすることであった.
これらの説明変量はいずれもカテゴリカルな(名義型
の)変量であるが,計算過程が比較的簡単な数量化Ⅰ類
による解析を試みたために,被説明変量(外的基準と呼
ばれる.変数Zで表す)の値を次のように単純素朴に数
量化したのであった(Ⅰ類法では非説明変量の型は数量で
ある).
Z 6(5ｨ985x88ｸ諍wW7ｃ?｢人数 物,ﾉ&ﾂ        
Zl 俶x,+ﾘ+,h*ｨ,"111        
Z2 儿&8*ﾘ諄.ﾘ,"44        
Z3 ?ﾓ(??8 ???
Z4 ?ﾓH??9 ???
Z5 迭ﾓh8 釘    
Z6 冑｢30 迭    
その結果,各変量を数量化した値(カテゴリー値と呼
ばれる)が次の表のように得られた(X5の値は訂正).
カテゴリー値の大きいほど,その選択肢を選ぶ人はメッ
センジャーの使用頻度が高い傾向にあることを表す.
X I諍wW7ｃ?｢人数 ｨ6X588ｨ自Gｲ        
Xl 俶x.ﾘ,"2 紊迭    
X2 Z｢5 蔦cB     
X3 ﾓZ｢142 蔦コ       
X4 免ﾂﾓ3Z｢42 C     
X5 ｸ.ｨ決233 蔦R       
y ｸ8ｸ諍wW7ｃ?｢人数 ｨ6X588ｨ耳墺         
Yl ,｢14 蔦緜R     
Y2 ﾓY,｢90 唐     
Y3 澱ﾖﾆb85 #R     
Y4 免ﾂﾓ#,｢52       
Y5 ｸ.ｨ決229 蔦紊      
U ｹ¥｢人数 ｨ6X588ｨ耳墺    
U1 ?｢?98 ????
U2 傚r72 蔦經s2   
V 傀ｩ隗yYB人数 ｨ6X588ｨ自Gｲ    
Vl 佝284 蔦C     
V2 ﾈ6(6x8ｸ4饑186 紊sB       
前回の分析結果は次の表に集約される.数量化Ⅰ類法
は回帰分析の一般化であるから,被説明変量Zとの相関
係数が大きい説明変量ほど,説明力が強い.レンジはカ
テゴリー値の最大最小の差である.
変量 ｨｭi¥ｨｭh8ﾈ985r順位      
X(電話) sC經(4) ⤴       
y(メール) #Cc縱C(3)         
町性別) ??鼎?#33?s??2) 
V(学部) 紊##紊C經#2(1)      
重相関係数　rZ朋uV -0･494
これより,メッセンジャーの使用頻度を最も説明する
変量は所属学部,次いで性別であり,ネットワーク情報
学部の男子学生がメッセンジャーを多用している実態が
明らかにされた.しかし, 4つの説明変量の値から線形
回帰式で得られるZの予測値と実測値との相関係数は
0.494程度であり,満足できる結果とは言えなかった.
前稿の中でも触れたが,本来カテゴリカルな変量であ
るZは,数量化Ⅰ類ではなくII類法で解析されるべきで
ある.この反省のもとに,今回は同じデータに対して数
量化ⅠⅠ類を適用してみることになった.
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2　判別分析
数量化法ⅠⅠ類は,判別分析法の拡張と考えると容易に
理解できるので,先に判別分析法を簡単に説明する(詳
しい説明は成育に委ねる).分散,共分散,相関係数な
どの基本概念は前稿で述べた.今回のキーワードは分散
比である.説明は前稿より少し難しくなり,紙数を抑え
るために,止むを得ず記号を多用し,表現も省略を含む.
2.1 1変量による判別分析
数量的な変量Xについて,例えば次のように, 3つの
群に分類されたデータが与えられる場合を考える.
秤 標本値 標本数
Gl ﾃ"絣ﾃ2纈3    
G2 釘紕ﾃRﾃB縒ﾃ2繧4   
G3 澱ﾃR縒ﾃB3    
一般に,標本数をnとし,群の個数をgとする.群Ge
の標本数をne(e-1,･･･,g)とし, Geに属すk番目の
標本値を
Xピ) (k-1,･･･,ne; e-1,-,g)  (1)
とする(n-∑冨=1neである)･群Geの平均と分散を
-'e'-諸Xピ', See) -請(X告-`ゼ')2
で表す.さらに,全平均を
1
1Tn　=　-
n
9  ne        a
∑∑Xピ)-∑慧m`e',
e=l k=1　　　　　e=1
で表し,次の概念を導入する.
g
群内分散SJ-∑慧S'e), (通常はSwで表す)
e=1
群間分散　SB-‡∑ne(m(e)-m)2･
e=1
全分散　ST-諸El(Eke)--,2･
X㌘)一m- (X㌘)-m(e))+(m(A)一m)の変形から,関係
ST-SJ+SB　　　　　　　(2)
(群内分散と群間分散の和は仝分散に等しい)が導かれる.
り2-芸TB (o≦再1)  (3)
を分散比,または相関比という.分散比の大きいほど,
群内分散が相対的に小さく,変量Xの値がg個の群
Gl,･-,Ggの違いをよく表現していることを意味する.
値Xの個体と群Geとの距離を
d(I,Ge) - Ix-m(e)I
＼･手打
(e-1,2,･-,g) (4)
によって定める(これをマハラノビス距離という.分散
の大きい群への距離は相対的に小さい).各個体はそれ
から最も近い群に属すものと判別する.
上の数値例では,
g-3, n1-3,n2-4,n3-3, n-10,
m(1) - 3･233, m(2) -4･5257 m(3) - 5･333)
m - 4.380,
8(1) -o･329) S(2) -o･257, a(3) -o･802,
Sw -OA42, SB -0.676, ST- 1.118
であるから, ST-SJ+SBが確認され,分散比はr72-
0.604 (r7-0.777)となる.
マハラノビス距離を用いて判別すると, G2の5.2は
G3に, G2の3.8はGlに, G3の4.1はG2に,それぞ
れ｢誤判別｣される(正答率70%).
変量Xに対して, Xの属す群の番号を値にとるカテ
ゴリカルな変量をYとする. XとYの相関係数が最大
になるようにYを数量化するには,群Geの値を
m(e)-m　(平均0,分散sB)
とすればよい.このときの相関係数ryxが分散比の平方
根小二等しい(そのために分散比をr12で表した).
2.2　多変量による判別分析
前項の考え方はp個の変量の場合に一般化されるが,
原理を理解しやすいように, p-2の場合で説明する.
n個の各個体について,データとして数量的な2変量
X,Yの値と,その個体の属す群の番号Z (1,2,-･,gの
いずれかの値)が与えられるものとする(変量Zはカテ
ゴリカル). 2変量X,Yの値によってZの値(群の番
号)を判別する問題を考える.
煩雑を避けて, n個の標本データ
((xk,yk,Zk), k-1,-,n)
を予めzkの値で分類して次のように表す.
Gl(個数nl) G2(個数n2) -　Gg(個数ng)
X Y X Y X Y
群Geに関する平均をmte), mBe),共分散行列を
S(A) = (2-1,2,･･･,9)
とする･さらに,各変量の仝平均をmx,my,全分散を
sxx, syy,仝共分散をsxyとし,群内共分散行列,群間共
分散行列,全共分散行列をそれぞれ,
的 E ･ 困 附
rI.　　rIJ
C J 〃 C J
月)　　C∂
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J-∑慧S`e', (通常はW(jEithingroup)で表す)
e=1
β=
T=
(mge) -mx)2 (mge)-mx)(m;e)-my)
(mte)一my)(mピLmx) (m詳) -my)2
xx Sxy
yx Syy
とおけば, (2)と同様の関係r-∫+月が成り立つ.
値P-(X,y)をもつ個体と群Geとのマハラノビス距
離の2乗は,群Geの共分散行列の逆行列S(A)-1を用い
て,次のように表される:
D2(p,Ge) - (I - mte),y-mie))S(e)~1
判別法は,この距離により最も近い群を選ぶことになる.
説明変量X, Yの合成変量
W-aX+bY
を考え,その分散比のa,bによる最大化問題を解く.
標本値を2.1節のXピ)のかわりに
wie) - axピ) +byte)
とする. Wの平均値は群Geと全体とで
mLe)-amte)+bmte),　mw-amx+bmy
である. Geにおける分散は,
sLeL -請(wte'一舶2 - a2stex'･ 2abs射b2sbey'
のようにa,bの2次形式となるが,これを行列S(A)を用
いて(a,b)S'e'[冨]と表現する･同様に, Wの群間分
散SB,全分散ST,分散比r12を,行列B,Tを用いて
sB-(a,b)B[冨], sT-(a,b)Tl;],り2-芸
と表す. r12が最大となるa,bを求めるには, a,bによる
r12の偏微分係数をoとおいて得られる方程式
B[冨]-n2T[冨]　(5)
(これを一般固有値問題という)を解き,最大固有借り2
と対応する固有ベクトル(a,b)を求めればよい.固有値
は代数方程式tB-り2Tt-0の解で,今の場合, 2個存
在する.固有ベクトルは連立1次方程式(5)の不定解で,
条件ST-1を課すことができる.
第2固有値rl′2に対応する固有ベクトル(a′,b′)による
合成変量W′-a′X+b′Yを導入すると,変量WとW′
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は無相関となる. W, W′を各座標とする平面上に標本値
をプロットした散布図では,同じ群の個体は近づき,輿
なる群の個体は離れるように配置される(ただし, p-2
の場合は単なる座標変換にすぎない.主成分分析との類
似性にも注目).
変量Zは固有ベクトル(a,b), (a',b′)によって
Z=eのとき
(A-1,-,g) i
ce-a(mピ) -mx)+b(mie) -my),
Cも- a′(mie) - mx) +b′(mie)一my)
と数量化される(平均0,分散SB).これはW,W′と
Zの相関が極大となる数量化に相当し,その相関係数の
値は,それぞれ分散比の平方根r7, r7′に等しい.
この結果, 3変量X,Y,Zに関する共分散行列,単相関
行列,偏相関行列が決定する. Zとの単相関係数,偏相関
係数は,変量X,Yの判別への寄与度を比べる指標とな
る. rl,申まZに対するX,Yの重相関係数rz,xy,rz′,xy
に等しい.
数値例　前項のデータを2変量に拡張する.
Gl(n1-3)　G2(n2-4)　G3(n3-3)
X Y X Y
4.4　10.9
5.2　10.3
4.7　10.5
3.8　10.2
X Y
群間共分散行列Bと仝共分散行列Tは
β=
0.676
-0.620
-Z:≡;08], T-[ 1.118
-0.777
で,固有値,固有ベクトル, Zの数量化は次の通り.
参考までに点(wte),W′ピ))の散布図を示す.
mG2 ﾂ  
G1 
1 
● 
ヽ三_/// 2 0 01 2s2    
一2　　　　-1　　　　0　　　　1　　　　2　　　　　3
タ∑出｢=_い
m r =
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マハラノビス距離による判別はすべて正答となった.
ek 要乏貞xﾆｶR距離1,2,3 僵ｹ¥ｩ8ﾎｲ    
ll ??ャ?C#?2.中大 ???
12 3C緜R2.中大 ｲ        
13 "ﾓ紊sr2.大中 ｲ        
21 蔦?#??3???.6中 ???
22 蔦"cBﾓ湯大2.3中 ｲ       
23 蔦縱CSr大0.1中 ｲ        
24 蔦繝cR大2.9中 ｲ        
31 蔦SBﾓ經b大中2. ｲ        
32 蔦紊Cふ#大中2. ｲ        
33 ???ﾓ?3迭?蜥?. ???
各国有情に対応する相関行列を示す(それぞれ,右上
が単相関,左下が偏相関である).
(1)X Y Z　(2) X Y Z
-0.414　-0.458
-0.048　　　　　　　0.856
-0.219　　0.824
-0.414　10.629
-0.614　　　　　　-0.097
-0.738　-0.505
重相関係数rz,xy-o･864　重相関係数rz,xy-0･741
2.3　正準変量, p変量への一般化
上のように被説明変量の数量化を行い,相関分析と一
体化させた判別分析は,正準判別分析,重判別分析,正
準分析などと呼ばれることがある.この意味で, 2.2節の
最適化された合成変量W,W′は正準変量(固有借の大き
い順に,第1,第2, -)と呼ばれる.
2変量X,Yの場合はp(≧3)個の変量xl,X2,-,Xp
の場合に自然に一般化される.このとき,一般固有値問
題の固有値r12の個数はmin(911,p)であり,固有値の
大きい固有ベクトルal,a2,-･,apから,判別力の強い正
準変量∑ぎ=la,.Xjが得られる･
固有値の計算では, Bの方を対角化してA-PBP~1
とすると,方程式はl(1/T12)A-PTP-1巨oとなる･
参考　9-2の場合,一般固有値問題は簡単に解け
る･変量X,.の平均値をm5･1),m5･2) (i - 1,･-,p),そ
の差をdj -m5･1)-m5･2),a- (dl,･･･,Xp)Tとおけば,
B-竺粁ddTとなるから, a-(al,･･･,ap)Tとすれば
り2-竺芝dTT-1d, a-Crld
である.ここに, Cは任意定数,肩付きTは転置を表す.
しかし,この特殊性は例外処理の必要性を意味しない.
一般の計算法で同じ結果が得られる. g-2の特殊性は,
外的基準が2倍をとる重回帰分析との共通性があること
である.これらを理解しておくとよい.
3　数量化ⅠⅠ類の方法
数量化ⅠⅠ類とよばれるデータ解析法は,説明変量もカ
テゴリカルである場合に,判別分析(正準判別分析)法
を拡張したものにあたる.
3.1　ダミー変数
カテゴリカルな変量の扱い方は,前稿と同じであ
る.すなわち,例えば,変量XはS個のカテゴリー
Xl,X2,-,Xsへの分類,変量Yはt個のカテゴリー
Yl,Y2,-,Ytへの分類であるとき,分類結果は0と1か
らなるベクトル
X-(xl,X2,-,Xs),　y-(yl,y2,･･･,yt)
で表す.変数xi,yjの値はそれぞれ, 1個だけ1で,そ
れ以外はすべて0であるので,ダミー変数と呼ばれる.
3.2　数量化の原理
群Geに属するne個のデータは,ダミー変数を用いて
(xkel),･･.,Ekes)), (ykel),-,ytet)) (k-1,-,ne)
と表すことにする(2-1,･･･,g).
基本方針は,カテゴリ一億
a-(al,･･･,as),　b-(bl,･･･,bt)
を適当に定め, X-i,Y-jのときそれぞれをai,bjに
置き換える数量化をしたときに,分散比を最大にするこ
とである.
そのために,変量がp-S+t個のときの判別分析(2.3
節)の手順を進める.群Geの相対頻度と仝相対頻度を
･--キ∴
y-3'e'-諸ykej',
a
豆i - ∑慧55e',
e=l
g
y-,･ - ∑慧房e'
e=1
で表し, li′, ij',ji′,jj′要素を代表的に示した行列B, T
(S+t次対称)を
β=
T=
e
6ii′ _
-Xe - XeXi/
n
e
1
n
∑慧離王f'--′ ∑慧豆閥)一物′
e                   e
∑慧鵜f)一締′ ∑慧鵜f)一拍′
∑ xYi)ykeJ)一物′
A,k
1
n ∑ ytej) xYiトy-jai′
e,k
怒gj一拍′
(6ii′は, i-i′のとき1,i≠i′のときoである)
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とすれば,分散比最大化問題は,一般固有値問題
BlZ]-72Tl冨]
の最大固有値r72と固有ベクトル(a,a)を求めることに
帰着する.固有値772(o≦17≦1)は通常, a-1個
(a-1<S+tだから)存在する.
ポイント　数量化ⅠⅠ類においては,行列月,Tから各
変量に対応する行と列から1行1列ずつ除去した部分行
列の一般固有値問題を解けばよいことが知られている.
各固有値112に対応する固有ベクトルを求めるには,逮
立1次方程式(B-72T)lZ]-[3]を解くが,ダミー
変数に関する制約条件∑言=1X甘-0, ∑;.=lyj -Oを着
慮して, ∑言=15iai-0, ∑三=19,･b,A-0 (X,Yの平均
をo)のほかに,例えば条1#ST- (a,b)T[冨]-1を
課すことができる(依然,符号土の自由度が残る).
3.3　相関分析
各固有値に対応する固有ベクトル
a-(al,-,aB),　b-(bl,･･･,bt)
をカテゴリー値として,説明変量X,Yはそれぞれ
s                   i
ax-∑aiXi, bY-∑bjYj
i-1            i-1
として数量化される.被説明変量Z-(Zl,-,Zg)の数
量化cZ-∑ぎ=1 CeZeの係数は,
s                 i
ce - ∑ai (ife)一恵i)+∑b,I (y-,(･e)一gj)  (6)
i-1　　　　　　　　　　j-1
である(平均0,分散SB).このとき, ax+bYとcz
の相関係数は極大化されている(再び合成変量α(aX)+
β(bY)を最適化しても,すでに変量ax, bYが最適化さ
れているので, α-βとなるにすぎない).
この数量化により, X,Y,Zに関する単相関行列,偏
相関行列が求まり,重相関係数rz,xyはrlと一致する.
数値例　p-2,a-i-2,9-3であって,データが
Gl(n1-3)　G2(n2-4)　G3(n3-3)
X Y X Y X Y
であるとする.相対頻度をXについて示せば,
afil) -1,武2) -1/4,武3) -0,551 -2/5,
豆と1) -0,豆t2) -3/4,豆㌘) -1,豆2-3/5,
である.群間共分散行列Bと仝共分散行列Tは
β=
T=
0.165　-0.165　　0.090　-0.090
-0.165　　0.165　-0.090　　0.090
0.090　-0.0g0　　0.073　-0.073
-0.090　　0.090　-0.073　　0.073
0.24　-0.24　　0.04　-0.04
-0.24　　0.24　-0.04　　0.04
0,04　-0.04　　0,24　-0.24
-0.04　　0.04　-0.24　　0.24
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である. B,Tから第2行第2列,第4行第4列を除去して
Bo-[呂:去965 3:3973], To-[3霊呂:崇]
とし, B｡-T72T.のB｡を対角化するとr12に関する方程式
oA40h2 - 0.551　　-0.036
-0.036　　0.036/112 - oAO9
を得る. (月を対角化してから仝成分が0の2行2列を除去す
る方法によっても,同じ結果が得られる.)
固有値,固有ベクトル, (6)式の数量化係数は次の通りである.
C1 -　-1.260
C2 -　　0.176
C3 -　1.026
第1カテゴリ一倍at,bJ･とceにより,最初のデータは
X Y
-1.037　-0.501
-1.037　-0.501
-1.037　　0.334
X Y
0.691 -0.501
0.691 -0.501
0.691 -0.791
-1.037　　0.334
X Y
0.691 0.334
0.691 0.334
0.691 0.334
と数量化されることになり,単相関行列と偏相関行列
1
0.1
0.8
0.167　0.820
芦],
67　　1　　0.494
20　0.494
-1　　-0.479　0.861
-0.479　　-1　　0.633
0.861　　0.633　　-1
が求まる.結果は,次の表に集約される.
単相関係数 兔ｨｭhﾅyBカテゴリー値のレンジ    
X 繝#0.861 縱#     
y 紊釘0.633 繝3R    
重相関係数　　rz,xy - r1 - 0.897
標本数が少ないため群毎の分散行列S(A)は正則でない.共
通に群内分散行列SJを用いたマハラノビス距離による判別を
行うと, G2の(2,2)はG3に, (1,2)はGlに誤判別される.
4　数量化ⅠⅠ類の適用
4.1　定式化
アンケートの概要やデータについては,前稿【1]を参
照されたい.変量X,Y,U,V,Zは, 1節で説明した通り,
l　12日リ　H H l　122　21 2　2　2
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すべてカテゴリカルである. Zを9-6である被説明変
量として扱い,数量化ⅠⅠ類を適用する.ダミー変数の総
数は5+5+2+2=14である.
カテゴリー値の変数を,前稿と同様に,
a-(a1,.･･,a5), a-(bl,･･･,b5),
p- (pl,P2),　　q- (ql,q2)
とする. 14次元ベクトルe-(a,b,p,q)を用いると,こ
の例における一般固有借問題はBe -r12Teと表される.
このB,Tは14行14列の対称行列である.
4.2　計算プロセス
まず,データから3.2節のように行列B,Tを定める.
固有億772に関する方程式IB-772T1 -0を解くと,
次の5 (-g-1)個の解が得られる.
固有値r72 ｨｭhﾅyG#    
(1) #20.568    
(2) SB0.232    
(3) 30.173     
(4) #0.140     
(5) b0.080     
固有値をいくつまで考慮するかが問題となるが,ここ
では最大固有値と第2固有値に限ることにし,それぞれに
対応する相関係数を11,rl′,固有ベクトルをe,e′で表す.
固有ベクトルは,連立1次方程式を解いて,右の表の
ように求まる.これらがカテゴリー値である.式(6)と
同様に計算されるZの数量化係数ce, C右も記す･
変量 儷ygｹB(1)e 茶"帽ﾂ    
Xl -0.780 蔦2經    
X2 鉄0.059 經     
X3 C"-0.051 紊2     
X4 鼎"0.280 蔦     
XS 2-0.182 蔦モ     
Yl B-0.680 纉C2    
Y2 涛0.184 モ     
Y3 塔R0.092 蔦s2    
㌔ 鉄"-0.056 蔦     
Y5 -0.413 b      
Ul 唐0.172 蔦cb     
U2 都"-0.473 R     
Vl 塔B-1.351 蔦B     
V2 ッ0.610 Cr     
変量 儷ygｹB(1)ce 茶"/     
Zl -0.657 蔦Sr       
Z2 鼎B0.159 CB    
Z3 鉄0.525 ビ    
Z4 0.663 蔦      
ZS 唐0.667 蔦#    
Z6 0.585 蔦C      
数量化理論Ⅱ類の解説とその適用例
第1カテゴリ一倍eによる合成変量(正準変量)
5         5         2         2
wke) - ∑aiXtei) + ∑ bjytej) + ∑piukei) + ∑ qjVkej)
i-1      i-1      i-1      i-i
と,同様に第2カテゴリ一倍e′によるW′ピ)の2倍によっ
て定まる点
(wke),W′㌘)) (k-1,･･･,ne;2-1,-･,6)
をすべてプロットした散布図を前のページに示した.
カテゴリ一倍e,e′に対応して,変量間の単相関行列
や偏相関行列が2つずつ定まるが,省略する.
被説明変量Zと各変量との単相関係数,偏相関係数,
およびカテゴリー値のレンジを以下の表に示す.
変量 ｨｭb偏棉関 ﾈ985r      
X(電話) 湯0.103 c       
y(メール) Sr0.162 繝cB     
町性別) Sb0.193 緜CR     
Ⅴ(学部) 經0.531 纉c      
重相関係数　rz,xyuv - o･568(ll)
変量 ｨｭb偏相関 ﾈ985r      
X(電話) s0.175 釘sR     
y(メール) 0.069 RR       
U(性別) B0.141 s        
Ⅴ(学部) 30.017 S       
墓相関係数　r乞,xyuv - 0･232(17′)
4.3　結果の考察
まず,前回に比べて重相関係数が少しながら増加した
ことに注目する(0.494から0.568).最大固有値に対応
する数量化係数ceのグラフ(下図)の形状が興味深い.
1     2     3     4     5     6
群Gl (メッセンジャーを使ったことがない)の値cl
が最小で,使用頻度の増加にともない大きくなるが,堰
加量は減少しながらG5でピークに達する.ここまでは
穏当だが, G6 (毎日使う)の値C6はC4より小さくなる.
このことからG4,G5,G6の3つの群には,意味のある
差はないということになる.
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散布図については, 6個の群が重なり合って,一見し
て分離がよいとは言えない.点の個数が270よりかなり
少ないのは,同じ座標の点が多いからである.よく見る
と, G3,G4,G5,G6は右半面に多く分布し, Gl,G2は
この平面全体に分布するという特徴を観察することがで
きる.
この分布の様子からは,マハラノビス距離による判別
の正答率はあまり期待できないので,計算で確かめるこ
とはしなかった.逆に,分散比が0.3程度の分離はこの
程度であることを学ぶべきであろう.
次に,第1カテゴリー値を見る.
変量Xでは,電話を使わない層Xlのカテゴリ一倍al
が最小で,前回の結果と逆になったが,その標本数はわ
ずか2で大勢に影響を与えない(調べると,一人はGl
に属してメールをよく使い(Y-5),もう一人はG6に
属してメールを使わない(y-1)という逆の傾向にあり,
それが不安定要因になり得ることがわかった).
Xの中で最大のカテゴリー値は,前回同様a4であり,
層X4は電話とメッセンジャーを併用してコミュニケー
ションをはかっていて,電話の使用頻度はコミュニケー
ション活動の活発さと考えられる.しかし,電話を最も
よく使う層X5のカテゴリー値が小さいのも前回と同じ
で,この層の人は電話ですべて済ませるので,メッセン
ジャーは使用しないと考えられる.
変量yについては,前回とほぼ同じである.メール
を使わない層Ylとメールを最もよく使う層Y5のカテゴ
リー値が特に小さく,カテゴリー値が最も大きいのは層
Y2である.このことから,一日に数通しかメールを使わ
ない人は,その分メッセンジャーでコミュニケーション
をはかっていると考えられる.
変量U,Vについても前回とさほど変わらなかった.
カテゴリー値のレンジでも前回同様,学部(Ⅴ)が一
番大きく,所属学部がメッセンジャーの使用頻度に対し
て影響力が強いと言える.
偏相関に注目すると,学部･性別･メール･電話の順
となる.学部が0.531と抜きん出て大きな値をとるため,
メッセンジャーの使用頻度を決定するとき,やはり学部
が一番大きく影響していると言える.また,性別とメー
ルが近い値をとっており,影響力は学部と比べるとだい
ぶ落ちるが,性別やメールの使用量によってもメッセン
ジャーの使用頻度に影響があると考えられる.
単相関も同じく学部の値が特に大きく,性別とメール
が同程度,その後に電話と続く.
第2カテゴリー値については,重相関係数が0.232で
それほど大きくないので,説明力がないと言える.
今回の分析では,重相関係数が若干の改善を見せた.
しかし,やはり強く相関があると言えるほどの値ではな
い.これを改善するためには,今回変量Zを6つのカテ
ゴリーに分けたが,メッセンジャーの使用頻度を3つほ
どのカテゴリーにまとめて分析を行うのが良いのではな
いかと考えられる.しかし,群をまとめて判別をよくす
⊂J　　　5　　　5　　　0　　　5　　　5　　　5 7　　　　　つ山　　　　つー　　　7
0　　　　　　　　　　　　　　　　･　　　0
0　　∩)　　　　〇　　　一　　　〇
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るということは,細かな判別をあきらめるということで
あり,分析の目標を引き下げることにもなる.
そもそも,学部や性別がメッセンジャーの使用頻度に
大きな影響を与えていることは,アンケートで得られた
内容よりも,ネットワーク情報学部か経営学部かなどの
外的要因によって分析結果が左右されてしまうことを意
味する.これは,アンケート自体の内容が十分に練られ
ていないことや,対象者が偏っていたことが原因と考え
られる.学部ごとにわけて分析したら,どういう結果に
なるか,時間があれば試みてみたい.
5　学内で利用可能な計算ソフト
5.1　MathematicaとExcel
今回の計算はMathematicaで行ない,一部Excelを利
用した. Mathematicaは,手軽に幅広い計算ができて,
アルゴリズムを理解するには優れたツールである.統計
関係の関数も用意されている(行列の対角化なども) .
Excelにも便利な関数があり, BASICでマクロを書けば
かなりのことができる.
5.2　SPSS
SPSSとは, Statistical Package for the Social Sciences
の略である.メニュー方式の統計解析ツールで,データ
さえ整えば容易に結果を得ることができる.
通常のSPSSには数量化の計算プログラムは含まれて
ないが,最近, 1号館マルチメディア実習室の端末PI
No.2115, 2116の2台のみではあるが,それらが利用可
能になった.今回それを利用して,我々の得た結果(那
分)を確かめることができたので,その使い方を記す.
(1)まず,分析に使うデータをSPSS形式(ファイル名
は-.say)で用意する.既存のデータファイルがあれば,
SPSS形式に変換できる. SPSSに共通だから,知ってい
る人に教えてもらうのが早い.
最初から入力する場合は, SPSSのデータ･エディタを
使う.データエディタはExcelと同じセル方式なので直
感的に使いやすい.データ本体は｢データビュー｣部に
入力し,細かい設定は｢変数ビュー｣部で行う.
データビュー　　　　　　　　変数ビュー
型 測定
Ⅹ I&ﾂ 冖ﾈｶ    
Y I&ﾂ冖ﾈｶ    
U I&ﾂ冖ﾈｶ    
Ⅴ I&ﾂ冖ﾈｶ    
Z I&ﾂ冖ﾈｶ    
(2)次に,データを開いている状態で, hayasi.exeを実
行する.これは, SPSSのフォルダの中にある(通常, C
ドライブ-Program Files-SPSSフォルダ-GUI版数
量化プログラム).すると数量化の方法を選択するウイ
ンドウが開くので,｢数量化ⅠⅠ類｣のボタンをクリック
し,変数の指定のウインドウに進む.ここで,説明変量
の欄にX,Y,U,Vの4つの変量を投入し(これはボタン
操作) ,各変量のカテゴリー数の最小値と最大値(例え
ば,電話では1と5)を入力する.非説明変量にはZを
投入し,同様に最小値1と最大値6を入力する.
｢インクルージョンレベル｣にも説明変量の4つを投
入し,分析に変量を取り入れる順番を指定する.今回は
電話,メール,性別,学部をすべて1としてよい.必要
に応じて｢オプション｣ (12項目)と｢追加統計｣ (8項
冒)を指定する.準備ができたら,｢OK｣ボタンをクリッ
クして実行する.｢貼り付け｣をクリックしてコマンド言
語によるシンタックス(-.sps)を保存しておき,それを
実行すれば反復しても変数の指定を繰り返えす必要がな
い(シンタックス･エディタで変更する).
(3)出力は｢SPSSビューア｣に表示される.画面で確
かめ,必要ならば印刷する.出力ファイル(-.spo)を
セーブすれば,他のソフトで編集することもできる.
5.3　SAS
SASは, Statistical Analysis Systemの略である.学
内で利用可能なもう一つの統計解析ツールで,メニュー
方式ではないが標準的な関数が備わっている.ただし,敬
量化法は含まれていない.
5.4　R
最近,ベル研究所で開発された統計計算とグラフィッ
クスのためのフリーウェアである. SPSSやSASの使え
ない環境でも支障なく利用できる点が最大の魅力で,棉
来性がある.名前Rの由来はわからない.日本語版が
http://cran･md.tsukuba･ac.jp
からインストールできる.大学の端末はすでにインストー
ルずみである. S言語環境に類似のコマンド型インター
フェースで,入門書を見ながら容易にプログラミングで
きるようになる.専門家の作成した関数がインターネッ
トに公開されていて,それを加工すると自分用のパッケー
ジを整えることができる.この環境でも数量化法を実行
できるであろう.
附銀　一般固有値問題について
n次正方行列A,Bに関して,
Ax-入Bx,　X≠0
を満たすベクトルXとスカラ一入を求める問題を,一
般固有値問題という(人を一般固有値, Xを一般固有ベ
クトルという).とくに月が単位行列の場合は,普通の
数量化理論Ⅱ類の解説とその適用例
固有値問題で,線形代数学の教科書でなじみがある.月
が正則の(逆行列をもつ)場合は,普通の固有値問題に
帰着する.
月が正則でない場合の例を示す.
:I-II-･
明らかに,A-1,3-(1,0,0)Tは"通常の"解であ
る. X-(0,0,1)Tは,任意の値を許す"特異な"固有値
入に対応する"一般"固有ベクトルである.A-1/E,X-
(0,1,0)Tも解であるが,数値計算上IElが0に近いとき,
通常の解と特異な解の区別が困難になる.
例えば筆者らの計算プログラムでは,対角化で現れる
対角要素は,絶対値が10~8以下ならばoとみなした.本
文で論じた一般固有値問題では,予め4月の階数がわ
かるので特異な解を除外できる(3.2節の末尾).統計計
算で扱う行列4月は実対称,正定借(または非負定借)
であるから固有値は実数になるが,固有ベクトルの直交
性は成り立たない.
れ,任意の人に対してX
この例では,特異な解のみ現
一2人+2
3人-1
がその固有ベク
トルとなる(普通の固有値問題とは著しく相違する).
一般固有値問題の解法としては, 1973年に発表された
MolerとStewartによるQZ法(正則行列Q,Zにより
A,Bをともに上三角行列QAZ,QBZに変換し,固有
値を対応する対角要素の比として求める方法)があるが,
筆者らはQ, Zの構成法をまだ把握していない.
(この付録では, Virginia大学コンピュータ科学科が
公開している講義資料を引用した.)
あとがき
前回行った数量化Ⅰ類の結果ではどうも心残りになる部
分があった.しかし｢カテゴリカルな変数を数量化する｣
という考えはわかっても具体的な分析方法を理解するの
に大変時間がかかった.また研究を続けるうちに, Math-
ematicaで-からプログラムを組むのではなく, SPSSや
Rなど簡単に統計できるソフトの存在を次々と知り,よ
り手軽にやりやすくなるのではないかと感じた.大学の
授業だけでは身に付けることのできなかった手法をより
深く学べて,大変勉強になった. (永添)
今回は,前回試みなかった数量化ⅠⅠ類を使って分析を
行った.数量化だけでなく様々な分析の知識が必要であ
り, Ⅰ類のときよりも理解するまでに時間がかかり苦労し
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た.しかし,この分析方法を知ったことで,より幅広い
分析ができるようになったと感じた.今回,学生が手軽
に使用できるよう, SPSSで数量化を行う方法を紹介し
た.できるだけ詳しく記述したので,機会があればぜひ
試みて欲しいと思う. (村上)
今回もーからMathematicaでプログラムを作り,それ
を実行させながら,数量化ⅠⅠ類の分かりやすい解説を手
がけた.前稿と同様に考え方と計算法を述べ,確率モデ
ルにもとづく推定･検定については全く触れてない.世
に周知の技法だから参考書を要約すればよかろうと予断
していたが,細かい点になると意外にもきちんと書かれ
ていない.時間をかけて自分なりに疑問点を解決したが,
まだ書きそろっていない部分もある.
多変量解析の世界は｢線形数学｣の活躍舞台であり,そ
の素晴らしい活躍には改めて感嘆するとともに,この感
慨を学生諸君と共有したい気持ちが深まる.本学部では,
アンケート調査の分析などデータ解析の必要性が十分に
認識されていて,それを支援するハード･ソフトの環境が
整っている.しかしながら,実際にそれを使いこなすには
先達による丁寧な手ほどきが不可欠である.学生諸君が
一人でも多く,データ解析の知識と技術を身につけ,社
会に貢献してほしいと願っているのは筆者だけではない.
本稿の執筆にあたり,統計数理研究所の石黒真木夫氏,
本学部の田中,江原,伊東,石鎚,斉藤諸先生方から貴
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