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VR E S U M O
Nos dias atuais a alta responsabilidade dos siste­
mas .técnicos modernos, relacionada às áreas econômica e social, con 
fere uma especial importância..ao estudo da confiabilidade de siste 
m a s .
Neste trabalho é proposto um método para o cálculo 
da confiabilidade de sistemas complexos com falhas duais, 
a partir do conhecimento das probabilidades de falhas de to 
dos os seus componentes.
0 valor calculado pelo método a ser apresentado cons 
titui-se num limite inferior para a confiabilidade pretendida e o 
método foi desenvolvido basicamente sobre o algoritmo proposto por 
Jensen e Bellmore, para o caso de sistemas com uma so falha, apos 
terem sido realizadas algumâs alterações no mesmo.
Está incluída neste trabalho uma exposição critério
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sa de modelos matemáticos apropriados a abordagem do problema da 
confiabilidade e são apresentadas algumas análises rápidas feitas 
sobre os algoritmos de Nelson, Batts e Beadles e de Misra e R ao.
São incluídos,em anexo uma listagem do programa com 
putacional desenvolvido e alguns exemplos executados.
*ABSTRACT
In modern day society, the high level of responsability 
attributed to modern technical systems within the socio-economic 
sphere, places a special importance on the study of de reliability 
of those systems.
A method for calculating the reliability of complex 
systems with two types of dual errors, based on the knowoledge of 
the probability of error of all the components is proposed in this 
work.
The calculated value determined by the methodology 
proposed constitutes a lower limit to the intented reliability. 
The melhodology was developed using an algorithm proposed by
Jensen e Bellmore for systems with a single error with some
I
alterations.
Included in this study, is a critical discussion of 
appropriate mathematic models to approach the problem of reliability 
and some short analyses of the algorithms of Nelson, Batts § Beadles 
and Misra § Rao are presented as well as an appendix with a
description of the computer , program developed and some
problems worked out.
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C A P I T U L O  I
1. Introdução
A palavra confiabilidade oferece vãrias interpreta­
ções distintas nos dicionários,contudo "na engenharia e na estatí^ 
tica matemática o termo confiabilidade tem um significado bastante 
claro, e alem de ser perfeitamente definida a confiabilidade pode 
ser avaliada, testada e calciilada de forma bastante objetiva. Nes­
tas áreas a confiabilidade é uma avaliação do nível de desempenho 
de um equipamento"1.
A teoria da confiabilidade surgiu no final do sécu­
lo passado e início deste, confinada a problemas mecânicos. Com o 
advento da eletrificação um esforço considerável foi feito nesta 
área no sentido de tornar possível um fornecimento satisfatório de 
energia elétrica. Esse esforço,empreendido desde as primeiras déca 
das do século foi de tão grande monta que,atualmente, não é exage­
ro dizer-se que o fornecimento de energia elétrica ê quase cem por 
cento possível^e realizável.;
Apos a primeira guerra mundial com a expansão da in 
düstria aeronáutica o estudo de confiabilidade ganha um novo e for 
te impulso tendo em vista as graves consequências de um mau desem­
penho nesta área, entretanto o grande desenvolvimento ocorrido na 
teoria de confiabilidade se deu nos últimos 30 anos, principalmen 
te com o advento da era da eletrônica, da indústria química e
^AZOVSKY,, Igor -"Reliability theory and Practice"- Prentice-Hall, 
New Jersey, p.l. ;
nuclear, do avião supersônico e dos veículos espaciais.
De forma geral pode-se dizer que o grande progresso 
nesta ãrea nos últimos anos se deve a um agravamento do problema 
da confiabilidade, devido as seguintes causas?:
1 . 0 aumento da complexidade dos sistemas técnicos 
modernos que incluem um grande número de elementos individuais.
2. A intensidade dos regimes de trabalho e funciona 
mento do sistema ou de suas partes individuais a altas temperatu­
ras , altas pressões e altas velocidades;
3. A necessidade de otimizar ao mãximo o investimen 
to de capital, fabricando equipamentos de baixo custo com alta con 
fiabilidade.
4. As exigências de qualidade do trabalho do siste­
ma: alta precisão, efetividade, etc;
5. 0 aumento da responsabilidade das funções cumpri 
das pelo sistema: o alto valor técnico e econômico de uma falha ou 
interrupção brusca;
ê. A automatização total ou parcial com a exclusão 
da participação direta do homem, quando as funções são cumpridas 
pelo sistema técnico, a exclusão da observação contínua e do con­
trole do homem . i
A grande importância do estudo da confiabili­
dade esta relacionada nos dias atuais com a alta responsabili­
dade das funções exercidas pelos sistemas técnicos modernos,
2S0TSK0V, B. - Fundamentos de La Teoria y dei Calculo de Fiabilidad- 
Editorial Mir, Moscü, 1972, p. 9.
para os quais uma falha pode produzir grandes perdas técnicas, eco 
nômicas e humanas, chegando as vezes a atingir a dimensão de catã_s 
trofe. Por exemplo:
- a falha de um componente com custo de 5 dólares 
motivou nos Estados Unidos o fracasso no lançamento de um satélite 
com um custo de aproximadamente 8x 1 0  ^ dólares.
- o prejuízo devido a falha nos aparelhos de coman­
do automático nos processos de elaboração na indústria química su­
pera em centenas de vezes o custo destes aparelhos e pode dar lu 
gar a perdas humanas e de recursos físicos;
- a falha de um relé de proteção no sistema energéti^ 
co da parte nordeste dos Estados Unidos provocou a interrupção de 
energia elétrica em vários estados e conduziu a perdas da ordem de 
5x10^ ddlares.
Na bibliografia consultada não foram encontrados mê 
todos computacionais eficientes que fornecessem o valor exato da 
confiabilidade de sistemas de médio e grande porte mesmo para sis­
temas com possibilidade de apresentar um so tipo de falha, para o
/
caso de sistemas com dois tipos de falha o número de trabalhos en­
contrados foi ainda mais reduzido.
No presente trabalho objetiva-se propor um método 
para o cálculo da confiabilidade de sistemas que apresentam falhas 
duais, a partir do conhecimento das probabilidades de falhas indi­
viduais dos componentes.
0 método a s e r■ apresentado não determina o va­
lor exato, determina um limite inferior para a confiabilidade 
de sistemas com falhas duais; e a aproximação obtida é tanto
melhor quanto menores forem as probabilidades de falha dos compo­
nentes do sistema.
0 processo á ser desenvolvido so é aplicável a sis­
temas que possam ser representados por redes não-orientadas, pia 
nares fonte-sumidouro, que não incluam nenhum componente inútil e 
a redes nas quais a cada aresta esteja associado um componente dis, 
tinto.
0 trabalho aqui apresentado foi desenvolvido basica 
mente em quatro etapas:
1. Estudo detalhado dos modelos matemáticos para a 
abordagem do problema da confiabilidade de sistemas, envolvendo te 
oria da probabilidade e teoria dos grafos“,
2. Pesquisa bibliográfica de algoritmos que abordas; 
sem total ou parcialmente o problema da confiabilidade de sistemas, 
e estudo pormenorizado dos métodos desenvolvidos por:
- Jensen e Bellmore3
~ Nelson, Batts e Beadles1*
- Misra e Rao5 ;
3. Desenvolvimento de um método para determinar 
um limite inferior para a confiabilidade de sistemas com 
falhas duais. Este desenvolvimento fez-se basicamente sobre o
3JENSEN, P.A. ; BELLMORE, M. -''An Algorithm to Determine the Reliability
of a Complex. System"- IEE Transactions on Reliability, Vol R-18, 
novembro 1969, p. 169-174.
4NELS0N, C.A.; BATTS, J .R . ;"BEADLES, R.L. - A Computer Program for
Aproximating System Reliability"- IEEE Transaction on Reliability 
Vol R-19, n? 2, maio 1970 p. 61-65.
5MISRA, K.B; RAO, S.M. -"Reliability Analysis of Redundants Networks
Using Flow Graphs"- IEEE Transactions on Reliability, Vol R-19,
n 9 1, fevereiro 1970, p. 61-65.
algoritmo de Jensen e Bellmore, após a inclusão de uma modificação 
na sua estrutura e de algumas restrições ao seu uso;
4. Programação do método a ser desenvolvido.
0 trabalho esta estruturado da seguinte forma:
- No Capítulo II é apresentada a descrição do 
problema a ser abordado, para tal se expõe inicialmente toda a 
fundamentação teórica básica que envolve o estudo de modelos mate­
máticos próprios para o estudo da confiabilidade de sistemas e de 
teoria dos grafos;
- As varias abordagens encontradas para solução par 
ciai do problema proposto sãò apresentadas no Capítulo II. Algumas 
destas são analisadas mais pormenorizadamente e neste caso algumas 
críticas são feitas;
- No Capítulo IV é feita uma análise detalhada do 
algoritmo de Jensen e Bellmorè e algumas modificações são sugeri­
das. Com base neste algoritmo modificado, desenvolve-se um método 
para solução do problema propòsto;
A listagem do programa computacional elaborado, 
com alguns exemplos executados, está inserida nos anexos,.
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2 - DESCRIÇÃO DO PROBLEMA
2.1 - Introdução
Neste capítulo pretende-se descrever o problema a 
ser abordado, não apenas enunciando uma situação pratica qüe exem 
plifique o caso da confiabilidade de sistemas com falhas do tipo 
dual, mas também descrevendo modelos matemáticos prõprios para es­
ta abordagem.
2.2 - Fundamentação Teórica Básica
2.2.1 - Função de Estrutura de um Sistema
Seja um sistema S constituído de r componentes 
e^(i= 1, 2, 3, ..., r ) . Associa-se a cada componente uma variá­
vel de estado x^ tal que:
x^= 1 se o componente está em bom estado
x^= 0 se o componente falha.
0 conjunto E ^ e j  , e 2 , e 3, ..., r} será chamado de 
conjunto de componentes do sistema e à r-upla ordenada (x;, x 2 , 
..., x ) chamar-se-ã "um estado para o conjunto de componentes" e 
notar-se-ã (x). ;
(x)= (xp  x 2 , x 3 , . . . , x r) (1 )
é facil notar que existem 2r estados diferentes pa­
ra um conjunto de r componentes.
Será agora definida a variável de estado do sis­
tema, y, de tal forma que:
y= 1 se o sistema esta em bom estado
y= 0 se o sistema se apresenta falho.
Evidentemente y depende de (x). Existe uma função 
de (x) y e a esta se chamara "função de estrutura" do sistema.
y= iKx) ou y= ^(x 15 x 2 , x 3, ..., x r) (2)
I ■
Exemplo 2 . 1 - (Componentes em série)
r
Seja y=i)j(xI ,x2 ,...,xr) = x 1 .x2 .x3, ...x = H xi (3)
i = l
Esta função de estrutura corresponde a um sistema 
que não funcionara a não ser que todos os seus componentes est£ 
jam em bom estado.
Exemplo 2.2 - (Componentes em paralelo)I
r
y= ij>(x)= 1 n (1 - x.) (4)
i = l x
'Neste caso o sistema associado so entrara em pane 
se todos os seus componentes estiverem falhos.
2.2.1.1 - Elos e Cortes Numa Função de Estrutura
Seja um sistema definido pela função y= <Hx) com 
componentes e^, i= 1 , 2 , ..., r.
Seja:
A= {e i , i £ l}!c E
um subconjunto de componentes definido pelo conjunto
I <= {1 1 2 , 3 ,  . . . , r}. Se:
x^= 1 para i £ I
(5)
x^= 0 para i $ I
diz-se que A ê um "elo" da função de estrutura.
Seja agora:
B= { e ^ , j £ J} c  E
um subconjunto de componentes com índices pertencentes a J. Se:
diz-se que B ê um "corte" da função de estrutura.
/ i
Se um elo A ríão possui nenhum subconjunto próprio 
A' (A' c A )  que seja um elo, djiz-se que A ê um "elo minimal".
Se um corte B| ê tal que, não existe.um subconjunto 
proprio B'^ B que seja um corte, diz-se que B é um "corte minimal".
É facil ser notado que:
Para que um sistema esteja em bom estado ê suficien 
te que os componentes de um élo qualquer estejam em bom estado, e 
ainda, ê suficiente e necessário que os componentes de um elo mi­
nimal estejam em bom estado.
x .= 0 para j £ J 
xj = 1 para j í J
= 0 y= » (6 )
Da mesma forma para que um sistema se apresente fa­
lho, ê suficiente que os componentes de um corte apresentem-se com 
falhas, e ê suficiente e necessário que os componentes de um corte 
minimal estejam falhos.
Exemplo 2.3 - Seja a função, dê estrutura 
y= XjX2 + x 3 + x^ - xjXjXj - x 1x 2x lt + x 1x 2x 3x 1) 
e os seguintes subconjunto de componentes
^1 = í ei , e2 Í e3 ^  E 4= (e3)
E 2= (ej , e3 , e j  E.s= {e l5 e2 , e3 , e,}
E 3= {e 15 e2}' E 6= (e,, e3)
Neste caso temos que:
- Ej ê elo pois fazendo x^= 1 para i=l, 2 , 3  e 
x^= 0 para i=4 temos y=l
*— Todos os subconjuntos de componentes relacionados
são elos.
- E, ê um elo minimal. Se x-= 1 uara i= 1, 2 e
1 "
x^= 0 para i= 3, 4, y= 1. Ainda se x^= 0 para i= 3, 4 e
X)= 0 ou x 2= 0 , y= 0 .
- E 2 e E 5 são cortes.
- E 2 ê corte minimal.
Aos conceitos de elos e cortes apresentados anteri­
ormente podem ser associadas as seguintes propriedades:
a) Um subconjunto A de componentes será um elo se 
e somente se o seu complementar Ã  não for um corte.
Ou um subconjunto B de componentes será um corte 
se e somente se o seu complementar não for um elo.
A é um elo 0=t> A não ê um corte.
B é um corte <t=t> B não ê um elo.
Demonstração:
Supondo que um subconjunto de componentes A ê
10
tal que:
A é um elo e Ã é um corte
Se A é um elo ë verdade que:
Se x.= 1 para e- G A  i ^ i
x^= 0 para € A
=D y= 1
Se A ê um corte tem-se que:
Se x.= 0 para e. £ Ai 1 i
x^ = 1 para e^ 6 A
.0 que ê absurdo pois para um mesmo estado do con 
junto de componentes a função iH*) assume dois valores (0 e 1 )
b) A toda r-iípla (xx , x 2 , x 3 , ..., xr) onde x^= 0 
ou x^= 1 corresponde um corte ou um elo exclusivamente.
Com efeito, seja Ej o subconjunto de componentes
para os quais x^= 1. Se ^,(x)= 1, E x ê um elo e Ej não serã um 
corte. Se ip(x)= 0, E x ê um corte e Ej não serã um elo.
c) Seja o número de elos com k componentes e B^ . 
o número de cortes com k componentes: então
11
I
é fácil ver que existem r-uplas, do tipos (x15 
x 2 , x 3 , ..., x ), diferentes, contendo k posições iguais a 1 e as 
restantes iguais a zero. Conforme o teorema anterior a cada uma d£ 
las corresponde um elo de k componentes ou um corte de r-k compo­
nentes.
2.2.2 - Dualidade de Sistémas
Seja S um sistema e iJj(x ) a sua função de estrutura.
0 sistema S, dito dual de S, tem sua funcão de estrutura definidaI
como:
t|;(x)= 1 - i|;(l - x) onde (7)/
(1 - x)= (1 - Xj , 1 - X 2 , 1 - X 3 , ..., 1 - xr)
Exemplo 2.4 - Seja a seguinte função de estrutura
y= iKx)= 1 - 1 {1 -[1 - Cl-Xj ) (l-x2)]x3 } (1 - x J
que representa o sistema apresentado graficamente pela figura se­
guinte. ;
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Neste caso:
I
ij»(x) = 1 - ip (1-x)
= 1 - {l-{l-[l-(l-(l-x1))(l-(l-x2))](l-x3)}(l-(l-xj} 
= t1 - (l-x1k 2)(l-x3)] X 4
e 5 é representado graficamente como segue:
2.2.2.1 - Propriedades da Dualidade
a) [ H x ) ] =  iJj(x) o u  (S)= S
I
Demonstrarão
[<Jj(x)]= 1 - iH l - x) = 1 - [ l- ^ ( l- ( l- x ))]=  \p (x)
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b) Um elo de S ê um corte de S (vale a recípro­
ca - um elo de S ê um corte de S ) .
Seja A um elo de S, entao:
x . = 1 para e . € A i i
x^= 0 para e. í A
e ê claro que se:
x^= 0 para e^ £ A
x^= 1 para e- í A
= 0 i|;(l-x)= 1
então ip(x)= 1 - ^(l-x)= 1-1= 0, donde A ê um corte para ip(x).
ca)
c) Um corte de S é um elo de S (vale a recípro-
Seja B um corte de S, entao,por definição
Se x^= 0 para e^ € B 
x^= 1 para e^ $ B
=t> (x)== 0
fazendo x-= 1 para e- E B e x.= 0 cara e- t  B tem-se i y i  i  *■ i r ’
ij; (1 -x) = 0; então :
que
^(l-x)= 1 - ijj(l-x)= 1-0= 1 e nesse caso B satis­
faz as condições necessárias para ser dito um elo de S.
d) Um elo minimal de S é um corte minimal de S 
e reciprocamente.
Seja A um elo minimal de S, então A ê um 
corte de S. Suponha-se que A não seja um corte minimal de S,
I _
deverá então existir A'<= A tal que A' ê um corte de S. Neste 
caso- A' deverá ser um elo para S, o que nega o fato de A ser 
elo minimal de S. Então A é um corte minimal de S.
e) Um corte minimal de S ê um elo minimal de S 
e reciprocamente. ,
A demonstração ê anãlogaa do item d.
I
2.2.3 - Resumo sobre a Teoria dos Grafos
As estruturas associadas a teoria dos grafos se de­
finem, de modo geral, através de associações entre dois tipos de 
conjuntos
a) um conjunto da forma:
■ S= {s^/i= 1, 2, ..., n}
onde os s^ são chamados vértices, nos ou pontos, e:
b) Um conjunto da forma:
I
u= íyj/ j e D  , i c n
 ^ Ique pode ser uma família de partes de S ou um subconjunto de SxS; no 
primeiro caso seus elementos são chamados de arestas e no segundo
caso de arcos.
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2.2.3.1 - Grafo não Orientado
Se U= (vij/j e l} é uma família de partes de S a dois 
elementos, o par G= (S,U) ê chamado’de r-grafo não orientado. Os 
elementos de U neste caso são chamados de arestas, sendo r o maior 
número de vezes que uma aresta pode ser repetida. As arestas são 
representadas por linhas unindo os vértices que as definem e são 
notadas por, fs- , s -1 .J
Exemplo 2.5
S= {A , B , C , D } U={[AB], [Aü] , [AC], [b c ] , [BD] , [üC] }
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2.2.3.2 - Grafo Orientado
Se U= (ii./jei} ê uma família de elementos de SXS J
[produto cartesiano de S) o par G= (S,U) ê chamado de r-grafo ori^ 
entado. Os elementos de U são chamados arcos e r ê.o maior número 
de vezes que um arco se repete. Os arcos são denotados por (s^,sj) 
e graficamente são representados por linhas portando uma seta cu-
I
jo sentido corresponde a orientação do par ordenado.
Exemplo 2.6
16
S= {A , B , C , D} U={(A,B);(A,D);(B,B);(B,C);(B,D);(C,C);(D,A);(D,B);(D,C)}
Observação:
Em ambas as definições acima se r= 1 o r-grafo não 
orientado serã dito simplesmente grafo orientado e o r-grafo orien 
tado serã chamado de grafo orientado.
Alguns textos utilizam a denominação de grafo r-apH 
cado ao invês da denominação r-grafo (orientado ou não).
Na continuidade deste texto serã utilizado o termo 
grafo para designar grafos r-aplicados, qualquer que seja r; tam­
bém não serã feita a distinção entre grafos orientados e não orien 
tados, a não ser quando necessário.
I
2.2.3.3 - Outras Definições
Serão apresentados agora alguns conceitos a serem 
utilizados no decorrer deste texto.
a) Dado um grafo G= (S,U), chamar-se-ã de "grafo 
parcial de G" ao grafo I G = C.S,U') com U'£ U. Obtém-se um grafo 
parcial com a supressão de alguns arcos ou arestas.
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b) Uma cadeia ê uma sequência de arcos ou arestas
de um grafo:
y = [y1# y 2, y 3, . . . , yR ] com y^e U
tal que cada arco ou aresta y^ tem uma extremidade em comum com o 
antecedente y^_^ (à exceção de y x , e a outra extremidade, em co­
mum com o arco ou aresta subsequente y ^+ 2 (à exceção de y ).
"Como não se especifica de quais extremidades se 
trata, o conceito de cadeia ê não orientado; por isso se pode fa­
lar de uma cadeia constituída de arestas em um grafo não orienta­
do"1.
c) Um caminho é uma sequência de arcos:
y= (y j ,y 2 , ..., yR ) com U, i= 1, 2, ..., n
de tal forma que a extremidade final de cada arco y^(i= l,2,...,n-l) 
coincide com a extremidade inicial do arco seguinte
✓ ^"Um caminho e uma cadeia na qual todos os arcos pos^ 
suem a mesma orientação; o conceito de caminho ê portanto, orienta 
do e não tem sentido em um grafo não orientado"1.
- Se chamara comprimento de um caminho ou cadeia 
ao número de arcos ou arestas que ele comporta.
- Um caminho ou cadeia ê dito elementar se não 
passar duas vezes pelo mesmo vértice e simples se não passar duas
1BOAVENTURA N E T T O P .  0 "Teoria e Modelos de Grafos", São Paulo, 
E. BlUcher, 1979.
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vezes pelo mesmo arco ou aresta,
Exemplo 2.7
No grafo:
- { (BD)(DC) } ê um caminho elementar
- { (CD)(BD)(AB)} ê uma cadeia.
d) Dados quaisquer dois pontos s^ e Sj se existe um 
caminho ou cadeia ligando s^ a Sj, existe um caminho ou cadeia 
elementar ligando s. a s-.
e) Seja um subconjunto de vértices S ^ S .
Um corte de um grafo orientado G relativo ao con 
junto S x ê o subconjunto W(Sj) de arcos definido como:
W(S1)= í(s.,s.)/s.e Sj e s . e S j  J -*• J }
Um corte de um grafo não orientado G relativo ao 
conjunto S x ê o subconjunto W(SX) de arestas definido da seguinte 
forma:
W(Sj)= { [si ,sj]/sie S x e s . e S ,
f) Um grafo G= (S,U) tal que todo par de vértices
ê ligado por ao menos uma cadeia ê dito ser conexo.
g) Um ciclo é uma cadeia simples na qual os vérti­
ces inicial e terminal se confundem.
h) Uma árvore ê um grafo conexo sem ciclos.
i) Dado o grafo G= (S,U) se chamará de sub-grafo
i
de G ao grafo G'= (S1 ,U') onde S ,iC: S e U' é definido por todos 
os arcos ou arestas com ambas as extremidades pertencentes a S'.
2.2.4 - Rede de Confiabilidade
Uma rede de confiabilidade R definida sobre um con­
junto E= (ex , e 2 , ..., er > de componentes é constituída por:
1) Um grafo orientado r-aplicado G= (S,U), onde se 
distinguem dois vértices 0 £ S  e Z e S  que são respectivamente 
chamados de "origem" e "destino" (ou fonte e sumidouro).
2) Uma aplicação A: U E tal que:
(sissk) (si ,sk)
/
onde ê a aplicação que faz corresponder a cada arco o par de 
suas extremidades.
A aplicação A faz corresponder a cada arco um compo
nente e^.
Exemplo 2.8 
E= {ep  e,2 , e 3 , e^}
S= (0, Z.i A, B, C}
19.
U= { (O ,A) 2 ; (O , A) 3 ; (0 , B) ; (A, B) ; (A, Z) ; (B, C) ; (B , Z) ; (C, B) ; (Z, B) }
A aplicação A ê indicada por e. sobre os arcos.
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Observação:
A definição de Rede de Confiabilidade foi desenvol­
vida sobre o conceito de grafos orientados. Se num problema prati­
co o grafo associado G= (S,U) for do tipo não orientado para efe^ i 
to das ideias apresentadas nesta seção, o grafo não orientado po­
deria ser substituído por um outro, G'= (S',U'), orientado, de tal 
/forma que:
a) S'= S
b) Para cada aresta [s^,s-] e U deverão ser definii 
dos em U ' os arcos (s.,s.) e (s •,s .)
c) A(si ,s'j)= A ( s j ,si)
2.2.4.1 - Elos de Uma Réde de Confiabilidade
A todo subconjunto E x <= E de componentes pode-se
fazer corresponder o grafo parcial G ( E ^  do grafo G, obtido atra­
vés da conservação dos arcos de G com correspondente em E :
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Gp (E j) = CS, U p f E J )  onde
U CEJ«'{y'eU/A(y)e Ej} (8)
Serã chamado de elo de uma rede de confiabilidade 
R a um subconjunto A de componentes se existir um caminho em 'G CA) 
ligando os nos 0 e Z.
A todo elo corresponde um ou mais caminhos do gra­
fo, inversamente, a todo caminho de 0 a Z do grafo, corresponde o 
elo A formado pelas imagens da aplicação A sobre arcos pertencen­
tes ao caminho.
Se A ê um elo de R de tal forma que não existe ne­
nhum subconjunto próprio de A que seja um elo, A é chamado de elo 
minimal.
2.2.4.2 - Corteis de uma Rede de Confiabilidade
Denominar-se-ã corte de uma rede R ao subconjunto 
B c E  de componentes talique o subconjunto de arcos U (B) , defini­
do em (8) contém um corte do grafo G relativo a um subconjunto de 
vértices incluindo Z e não incluindo 0.
A todo corte B da rede corresponde um ou mais cor­
tes do grafo (todos os incluídos em U (B))
Quando um: corte B não possui nehum subconjunto pró 
prio que seja um corte B: é denominado um corte minimal.
"Um conjunto A de componentes ê um elo em R se e so 
mente se o seu complementar não for um corte. Reciprocamente um 
conjunto B de componentes serã um corte em R se e somente se o seu 
complementar não for um elo"2.
Uma rede R e dita degenerada se não possuir nenhum 
elo ou nenhum corte.
2.2.4.3 - Sistema Definido por uma Rede de Confiabilidade
Dada uma rede R, é possível definir um sistema de 
confiabilidade a partir desta. Seja S o sistema que tem E como con 
junto de componentes. Para todo estado do conjunto de componentes, 
seja Ej o subconjunto de componentes que estão sem falhas, se E x é 
um elo da Rede de Confiabilidade o sistema definido deve funcio­
nar, e falhar em caso contrario. Ou seja, a função de estrutura 
iH x), associada ao sistema, devera assumir o valor 1 para os esta­
dos (x) = (Xj, x 2 , ..., xf) nos quais o subconjunto de componentes 
com x^= 1 ë um elo da rede, sendo também um elo para o sistema. Se 
esse subconjunto não é um elo para a rede R então ^(x) devera ser 
igual a zero. '
2.2.4.4 - Rede Planar Fohte-Sumidouro
Se para o grafo associado à uma rede R, existir al­
guma forma de representação esquemática em um plano de tal forma 
que nenhum par de arcos ou arestas se cruze, a rede R ë dita pla­
nar. Ainda se, apos a adição de um arco ou aresta ligando os n5s 
_______________________________
2KAUFMANN, A.;GROUCHKO, ; D. ; CRUON, R. "Modeles Mathématiques pour 
L'Etude de la Fiabilité des Systèmes", Paris, 1975, P. 72
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fonte e sumidouro, uma rede planar continuar satisfazendo a condi­
ção de rede planar, dir-se-ã que a mesma ê "planar fonte-sumidou- 
ro".
Exemplo 2.9
23'
A rede mostrada ê planar, mas não ê planar fonte- 
sumidouro, com a omissão da aresta [DA] a mesma passaria a ser 
planar fonte-sumidouro.
2.2.4.5 - Propriedades Fundamentais das Redes de Confiabilidade
1 - A adição de um ou mais arcos a um grafo não su­
prime a existência de nenhum caminho no mesmo. Ou de outra forma:
I
A ' <= A, (A' ê um elo) ==t> (A ê um elo)
2 - Se um sistema definido por uma rede de confiabi^ 
lidade esta falho, a falha de mais um componente não levara o sis­
tema ao estado de bom funcionamento, ou:
B ' <= b , (B1 ê um corte) =f> (B ê um corte)
As propriedades 1 e 2 se exprimem através do seguin
te teorema:
Teorema II *1
"Dada uma rede de confiabilidade R, um subconjunto 
de componentes, incluindo um elo, é também um elo; um subconjunto 
de componentes, incluindo um corte,é da mesma forma um corte".
Demonstração:
Se A' é um elo, existe no grafo parcial de
G, G (A'), conforme definido em (8), um caminho de 0 a Z . 0 fato 
de A'cr A implica em que G^CA') é um grafo parcial de G^CA), logo 
em Gp(A) existe um caminho ligando 0 a Z e então A é um elo da re 
de R.
Como B ' c B , Up (B ' ) ci u (B) , e o corte separando 0 e 
Z contido em U^fB'), esta também contido em U (B), donde B é um 
corte de R.
Em termos mais concretos pode ser dito que: "Para
os sistemas definidos por uma rede de Confiabilidade R, a mudança
/ _do estado em um componente falho nao pode provocar a falha do sis­
tema, e que, a eventual falha de um componente não poderã trazer
o sistema para o bom funcionamento. Esta hipótese parece bastante 
razoável, mas não é verdadeira para alguns sistemas na prática"3.
Teorema II . 2
"Um corte contém ao ment, s um componente de cada elo, 
e um elo contém ao menos um componente de cada corte, ou de outra
3KAUFMANN, A.; GROUCHKO, D; CRUON, R. "Modeles Mathématiques pour 
L'Etude de la Fiabiluté des Systèmes", Paris, 1975, p. 73.
2.4
forma, um elo e um corte quaisquer contêm pelo menos um elemento 
Demonstração:
é claro que sendo A um elo e B um corte; se não 
existe nenhum componente comum em A e B, A<= B. Do teorema ante­
rior'decorre que B ê um elo e logo B não deveria ser um corte, o 
que contradiz a hipótese.
Teorema II. 3
"Todo elo inclui ao menos um elo minimal, e todo 
corte inclui ao menos um corte minimal".
Se A ê um elo, duas situações podem ser verifica­
das :
- nenhuma parte de A ê elo, então A ê minimal e o 
teorema se verifica.
- uma parte A 1<=A ê elo. Pode-se encontrar uma par 
te de A 1 que seja um elo e assim por diante. Como A tem um número 
finito de componentes, serã necessariamente obtido um elo minimal.
Uma analise similar verifica a propriedade para os
cortes.
Teorema II. 4
"Dada uma rede não degenerada, um subconjunto B de. I
componentes ê um corte se e somente se ele contêm ao menos um com­
ponente de cada elo minimal".
Sejam A ^ c o m  j= 1, ..., n todos os elos minimais 
de R. Seja um conjunto B de componentes tal que:
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V A . .  3 e ^ e E/e^£ A. e e^e B J 3
ou da mesma forma
V A . , ] e . £ E / e . £ A .  e e. £ BJ 1 i 3 i
Lo goVAj, -Aj £ B , então pelo teorema II. 3, B não ê um elo donde 
(ver parágrafo 2.2.4.2) B ê um corte de R.
A recíproca se,verifica pelo teorema II.2.
Nota:
No decorrer deste trabalho será chamado de rede ao 
grafo associado a uma rede de confiabilidade.
2.2.4 .6 - A Rede Dual
A rede dual de uma rede, dita primai, ê definida de
tal forma que:
0 conjunto de componentes que definir um corte na 
rede dual deverá corresponder a um elo na rede primai; e da mesma 
maneira todo elo na rede dual será um corte na rede primai.
'Uma rede dual pode ser definida se e somente se a 
rede primai ê planar fonte-sumidouro.
A construção de uma rede dual para redes não orien­
tadas pode ser feita da 'seguinte forma:
a) Construa o arco artificial ligando os n5s fonte
e sumidouro.
b) Defina um no em cada face da rede primai.
Face ê uma região do plano limitada por arcos da re 
de primai e que não contêm nenhum no ou arco no seu interior. A
26
face externa, limitada pelos arcos externos, ê dita face infinita.
A fonte da rede dual serã o no representado na face 
finita que tem o arco artificial como vizinho e o sumidouro da re­
de dual serã o no representado na face infinita.
c) Para cada arco da rede primai (exceto o arco ar­
tificial) construa um arco na rede dual que o' intercepte ligando 
os nos das faces vizinhas.
d) Associe a cada arco criado na rede dual, o mesmo 
componente que se associava ao arco interceptado por ele na rede 
primai.
As duas funções de estruturas associadas a um par
de redes primal-dual também formarão um par de funções de estrutu 
ras duais conforme a definição do parãgrado 2 .2 .2 .
Exemplo 2.10
Na figura abaixo a rede dual aparece tracejada so­
bre a rede primai.
2 7.
Rede Dual
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2.2.5 - Estruturas Monótonas ou Coerentes
Uma função de estrutura ê monótona (ou coerente) se 
ela possui a seguinte propriedade:
(x^2-*) > (x*-1-*) =$> iKx^2-1) > iKx^1-1) (9)
onde
(x*'1'*)= (xj-1^, x ^ 1^, ..., x ^ 1^), são dois estados
quaisquer para o conjunto de componentes e
(x(2)) > (x(l))<H>Vi i= 1 , .
Exemplo 2.11
ij (x) = 1 - x x x 2 não ê uma função de estrutura mono 
tona pois sejam:
(x(l))= ;(0 ,0) e (x(2))= (1 ,1 )
(1 ,1 ) > (0 ,0) e 'K0 ,0)= 1 , r(V-) = 0 
^(1,1) < ip ( 0 , 0 )
Exemplo 2.12
*Kx) = 1 - (,1 -Xj) (l-x2) e monótona pois:
^(0 ,0)= 0 >(o,i)= 1 H 1 ,0)= 1 ^(1 ,1)= 1
Cl, 1 ) y (0 ,1 ) Y (0 ,0) e ^ ( U ) =  ^(0 ,1 ) > ^(0 ,0)
(1 ,1 ) Y (1 ,0) Y (0 ,0) e <K1 ,1 )= ip(l,0) > ^(0 ,0)
Teorema 1 1 .5
"Uma função de estrutura ê monótona se e somente se 
todo conjunto de componentes incluindo um elo ê também um elo".
Para a demonstração deste teorema serão definidas 
as r-uplas (x^ ^) e (x^-2^), a partir dos subconjuntos de componen­
tes Aj e A 2 da seguinte forma:
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e^ e  Aj = D  x j 1^  1 e se e ^ ^ A j  0
e. e A 2 ==[> xj-2  ^= 1 e se e ^ A 2 = 0  x^ 2-* = 0
✓
nesse caso ê claro que (x^2-*) ^  (x[ 1 ) <t=j> A x<= A 2 .
Dessa forma se uma estrututa ê monótona e se kx c; A2, 
^(x*'2'') > ^(x*-1-') então1 se Aj ê um elo A 2 também deverá ser 
um elo.
iReciprocamente se A1 c A 2 , e se o fato de A1 ser 
elo implicar em A 2 ser elo, então a relação (9) se verifica. No­
te-se que se A1 ê elo i|j(x^ 1^)= ^(x^2^)= 1 e logo (x ^ 1 ^ ) ^ iHx^2''). 
Logo a função de éstrutúra ê monótona.
Teorema II . 6
"Uma função de estrutura que pode ser definida a 
partir de uma rede de confiabilidade ê monótona".
Os Teoremas II.1 e II.5 validam o teorema acima.
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2.2.5.1 - Construção de uma Função de Estrutura Monótona Equiva­
lente a uma Rede
Supondo-se que são conhecidos todos os elos mini-
mais A j , A 2 , ..., Am ou todos os cortes minimais B t , B 2 , . . ., Bn de 
uma rede R. Seja a variável de estado do componente e^; as fun­
ções de estrutura que seguem são equivalentes a rede R.
m
iHx)= i - n Cl- n x-.;)- (io)
j =i ie . £ A .  i J
n r
e ifj (x) = n 1- n (1-x )
j =iL i ■ 1 
ei e B j
(11 )
Como todos os x^ assumem o valor 0 ou 1 então: 
(Xi)r= x i r= 1, 2, 3, .. . , (12)
I
e nesse caso a função i|;(x) pode ser escrita como uma soma de monó­
mios distintos, de primeiro grau?com referência a cada x^. A fun­
ção ip(x) escrita dessa forma será chamada de "forma simplificada"
e notada por i|j (x) . A forma simplificada ips (x), ê única.
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2.2.6 - Confiabilidade de Sistemas
O termo "confiabilidade" de um sistema pode ser en­
tendido em seu sentido mais amplo como: "o conjunto das caracterís^ 
ticás que intervêm em seu funcionamento satisfatório durante um de. 
terminado intervalo de tempo"14- . .De forma mais precisa se pode 
definir genericamente a confiabilidade de um sistema como sendo: 
"a probabilidade de que o mesmo realize serviços especificados, den­
tro de condições de utilização dadas e durante um tempo especifica 
do"1*. Esta definição ê ainda muito geral para permitir um estudo 
matemático. 0 modelo fica bastante simplificado se forem formula­
das as seguintes hipóteses:
1 - - 0 sistema tem dois estados possíveis mutuamen­
te exclusivos.
cl2- - 0 sistema pode ser decomposto em r componentes 
de tal forma que:
- Cada componente em um estado dado está em bom es-/
tado ou falho. (Por bom estado entende-se que o componente está 
exercendo 1 0 0% das funções que lhe são atribuídas).
- 0 estado do sistema depende apenas do estado de 
seus componentes, não são consideradas outras fontes de falha alémI
dos parâmetros físicos do sistema
3- - Cada um dos componentes e^, (i=l ,2,... ,r), tem uma du 
ração de vida aleatória ou de outra forma T. é o tempo de permanência sem 
falha do componente e^ . Será designado por v^(t) a função de probabilidade de T^ .
^KAUFMANN, A.; GROUCHKO; D.; CRUON, R. "Modeles Mathêmatiques pous L' 
Etude de la Fiabilitê des Systêmes", Paris, 1975, p. 111.
32
onde v-(t)= P(T- > t) .1 ' K 1
4- - As variáveis aleatórias T^,(i= 1,2 ,. . . ,r) , são
independentes.
Feitas estas hipóteses a confiabilidade de um siste 
ma pode ser definida da seguinte forma:
"A confiabilidade de um sistema ê a probabilidade 
de que o mesmo esteja constantemente em bom estado no intervalo de 
tempo (0 , t ) , onde t ê um instante fixado".
Seja T o instante (aleatório) em que ocorre a pri­
meira falha no sistema; será chamado T a "duração de vida" do sis­
tema. A lei de vida do sistema ê então:
I
v(t)= P (T * t) (13)
I
e a confiabilidade do sistema para um intervalo (0 , t) ê v(t),
I
probabilidade de que o sistema tenha vida igual ou superior a t.
No caso de uma estrutura monótona, a irreversibili- 
dade das falhas' nos componentes define a irreversibilidade da fa­
lha no sistema. Então o fato de o sistema estar em bom estado no 
instante t, implica na não ocorrência de falha no sistema no in­
tervalo (0 , t) . I
Nas estruturas não monótonas o sistema pode estar 
em bom estado no instante t, após ter tido uma ou mais panes no in­
tervalo (0 , t ) , e logo a confiabilidade do sistema poderá ser dife 
rente da probabilidade de que o sistema esteja em bom estado no 
instante t.
Observação:
As afirmações feitas nos dois parágrafos anteriores 
não pressupõem a possibilidade de que sejam feitos reparos nos com 
ponentes que falham.
2.2.6.1 - A Função de Confiabilidade
Seja a variável aleatória que representa o esta­
do do componente e^ no instante t.
Será convencionado que:
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X^- 1 se o componente está em bom estado
X^= 0 se o componente falha
e :
P ( X i  = l)= p.; P ( X i  = 0)= 1-p.
E ( X i ) =  p.
/As variáveis X^ são independentes pois as falhas 
nos diversos componentesisão independentes.
Seja (x)='(x1 , x 2 , ..., x ) uma realização possível 
da r-upla aleatória. 1
C X ) =  ( X 1 5 i' X 2 , . . . ,  x r )
(x) e um estado do conjunto de componentes ao qual 
corresponde um estado 4> (x) do sistema. A função:
<|> = K X n  ' X 2 , X  3 , . . . ,  x r ) =  ÿ ( X ) (14)
ê definida sobre as variáveis aleatórias X x , X 2 , X . Logo cj) é
uma variável aleatória que assume o valor 1 se o sistema está 
funcionando e assume o valor 0 quando o sistema falha.
0 valor esperado de ^(X) ê
I
E (<J>) = 1* P(<Í> = 1) + 0 • P (<J> = 0) = P C4> = 1)
!
Será chamada de "função de confiabilidade" do sist£ 
_ma a seguinte função: I
h (p i , p 2 , , p r)= e QP(XD] = E C4>D (15)I
Os estados do conjunto de componentes se constituem 
em eventos mutuamente exclusivos, logo pode-se concluir que a fun 
ção de confiabilidade ê obtida através da adição das probabilida­
des de todos os estados para os quais \Jj(x)= 1 .
Seja:
^ ( x ^  P^  ^ se x i= 1
01 i (xí) = 1 ^  se x.= 0
Então a função de confiabilidade pode ser escritaI
como :
Mp) = I ^(X ,x ...,x ) a (x ) a (x ) . . . a (x ) 
(x)e<?:
sendo 0  o conjunto das 2r r-uplas existentes. As r-uplas, para as
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quais, ip(x) = 0 dão um termo nulo, e aquelas, para as quais 4>(x)=l
I
correspondem a um elo.
0 calculo da confiabilidade segundo esta expres­
são ê conceitualmente muito simples, mas de difícil execução,pois
_ T*a determinaçao das 2 r-uplas pode se tornar um trabalho de gran­
de consumo de tempo. Note-se que:
- r= 5, 2r= 32
- r= 10, 2r= 1.024
- r= 20, 2r= 1.048-576
2.2.6 .2 - Propriedades da Função de Confiabilidade de uma Estrutu­
ra Monotona
a)"A função de confiabilidade h(p) de uma estrutura 
monotona ê monotona", isto equivale a dizer que:
(q) > (P)=!>h(q) > h(p) (16)
/Para demonstrar esta propriedade basta verificarI
que, para todo vetor (p)= (p2 , p 2 ,*.-,pr) tal que 0 <p^ < 1 , as de 
rivadas parciais 9h(p)/3p^ são não negativas.
S e j a Ç j  o conjunto das 2 ^  (r-l)-uplas do tipo 
(x') = (Xj, x 2 , ..., x i_ i , x i+i, ..., xr)
! yPara obter o conjunto das 2 r-uplas (x) basta com­
pletar cada um dos (x') com x .= 0 ou x.= 1 .■ i i
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Então
h  ( p )  — £ I 1 ( ^ ]  1 ^ 2  ’ ■ ' '  ’ 1  >X ^ + 1 > • • * >X r ) Cl 2 ( X  2 )
x ' e Ç i
••• »!_, (xi.1)-Pi-ai+1(xi+i)...ar (xr) *
l  iK*! ,x2 , . . . ,'xi _ 1 , o ,xi + 1 , . . . ,xr)ax ( X j  ) °a2 (x2)
a i-iCXi.J-Cl-p-) a i+1 (xi+i) ... ar (xr)
donde
3hÇp)
9 Pi
l  OlHx1 , X 2 ,... ,xi_l ,1 , x i  + i,... ,xr)-^(xi ,x2,... ,xi_i ,0 ,xi+i,, 
X e(2 i
•,xr)]„
*a1 (xx)-a2 (x2) ... (xi-l) *a i + 1 (xi+l) . . .ar (xr)
I
Como xp Cx) ê monótona o termo entre colchetes serã 
zero ou um, logo as derivadas parciais são não-negativas.
b) Seja uma função de estrutura monótona, h(p) sua 
/ 1função de confiabilidade, B 15 B 2 ,..., B os seus cortes minimais 
e A x , A 2 , ..., A^ os elos minimais. Então:
n
n 
k = l
i- n (i-p.)
e.eB,i k
m
^h(p) ^ 1- n 
j=l
1- n p .
e.e 1i A.J
(17)
A confiabilidade h(p) serã igual ao primeiro termo 
da desigualdade se os cortes minimais forem dois a dois disjuntos 
e serã igual ao terceiro no caso de os elos minimais serem dois a
dois disjuntos.
A primeira desigualdade da relação (17) é, segundo 
Jensen e Bellmore5 , baseada na teoria de Esary e Proschan, jã 
Kaufmann, Grouchko e Cruon6 afirmam que esta foi deduzida da desi^ 
gualdade de Schwarz e que a segunda desigualdade da relação é 
uma generalização do teorema de Moore e Shannon.
c) A função de confiabilidade h(p), de uma estrutu­
ra monótona, pode ser obtida através da função de estrutura ÿ(x) 
na sua forma simplificada 1 (x), bastando que nesta sejam substi­
tuídos os valores de por p^ (ver o parágrafo 2 .2 .5.1).
Para que esta afirmação seja melhor percebida é 
aconselhável notar que, còmo já foi dito:
- Uma condição necessária e suficiente para o bom 
funcionamento de um sistema é a existência de pelo menos um elo 
minimal cujos componentes estejam todos em bom funcionamento.
- E condição necessária e suficiente para a falha 
do sistema a existência de pelo menos um corte minimal cujos compo 
nentes estejam todos falhos.
Tendo em vista estes fatos, a função de confiabili­
dade h(p) pode ser escrita de uma outra forma, como segue:
Faça-se dénotar o evento "todos os componentes do
i-ésimo corte minimal estão falhos" por , e o evento "todos os
5JENSEN, Paul A.; BELLMORE, Mandell "An Algorithm to Determine
the Reliability of a Complex System". IEE Transactions on Re- 
liability, Vol R-18, n ?4, novembro 1969, p. 169-174.
6KAUFMANN, A.; GROUCHKO, D.; CRUON, R. "Modeles Mathématiques pour
L'Ëtude de la Fiabilité des Systèmes". Masson et Cie Editeurs. 
Paris, 1975.
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componentes do i-ësimo elo minimal estão funcionando" por A^. En­
tão :
h(p) = P(A 1 U A 2 U . . . U Am ) (18)I
ou ainda
h (p) = 1-P (Bj! U 1S2 U . . . U TBn ) (19)
I
Note-se que nas expressões acima não se tem necessa 
riamente a união de eventos, mutuamente exclusivos, logo a função 
de confiabilidade não se resumira apenas no somatõrio das probabõ^ 
dades dos mesmos; torna-se também necessária a determinação das 
probabilidades de todas as intersecções possíveis:
I
Nas equações 10 e 11 do parágrafo 2.2.5.1 ao serem 
realizados os produtorios indicados com a simplificaçao x^= x ^ , to 
dos estes aspectos são satisfeitos.
Exemplo 2.1'3 .. ,Na rede representada
tem-se que:
- os elos miminais são:
A 1={e j, e2, e3} A2=(e5, e4, e3 }e A 3={e5,e6}
- os cortes minimais são:
Bi={ei,e5} B2={e2,e5} B3={e2,e4, e6}
Blt={e1,e4,e6};B5={e3,e6} e B6={e5,e3) 
Usando o conjunto 'dos elos minimais e fazendo A^="todos
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B
os componentes do i-êsimo elo estão funcionando":
h(p)= p(Aj u a2 u a3) = p(a1)+p(a2)+p(a3)-p(a1 n a2)-p(a1 n a3)- 
P(A2 n A3)+P(A1 n A2 n a3)
= P ^ P z - P a  + P5P4P3 + P5PS " PiP2PsP,P5 " PjPaPsPsPe "
-  P3 P ,P 5P6 + P1P2P3PltP5Pe -
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A ^s (x) ê igual a:
^ s (x)= 1 - [(l-xj x2x3T(1 -x5 x„x3 )(1 ^x5x5 )] =
X. X„X. + XCX, X, + X X  - X X  X X  x - X X X  x x„ - x x x x +1 2  3 5 4 3 .  5 6  1 2 3 4 5 1 2 3 5 5  3 4 5 6
+ XjXgXjX^XjjXg .
2.3 - Definição do Problema a Ser Abordado
2.3.1 - Sistemas com Falhas Duais-- - ‘ "f ■ —■ ----- ----------
0 estudo da confiabilidade de sistemas de relès 
elétricos, ou de condutolres de fluxo conectados por
válvulas, apresenta uma dificuldade em particular. Cada componente 
(rele ou válvula) deve obedecer a comandos no sentido de dar passa
I ^gem ou de interromper o fluxo através dele. Esses componentes po­
dem apresentar portanto dois tipos de falhas:
- falha do tipo A: o componente permanece sempre 
"aberto" qualquer que seja o comando (o fluxo não é mais reestabe-
eido no componente).
- falha do tipo B: o componente permanece sempre 
"fechado" qualquer que seja o comando (o fluxo não pode mais ser 
interrompido no componente).
Exemplo 2.14 - No sistema representado pela rede 
abaixo, se pelo menos um dos subconjuntos {e15 e2} ou {e3, ek] apresen 
tar os seus componentes com falha do tipo B,não serã mais possível 
a interrupção do fluxo entre os terminais 0 e Z. Por outro lado se 
pelo menos um dos subconjuntos {e15 e2}, {e1, e4>, {e2, e3} ou {e3 ,e^}
apresentar os seus componentes com falha do tipo A, serã impossível
o reestabelecimento do fluxo entre os terminais 0 e Z.
Como os componentes, também o sistema pode apresentar dois tipos 
de falhas com relação a existência do fluxo constante ou do corte 
permanente do mfesmo, entre os terminais inicial e final.
2.3.2 - A Função de Estrutura para Sistemas com Falhas Duais
iSeja um sistema com n componentes apresentando dois 
tipos de falhas que se excluem mutuamente.
- falha do tino A
- falha do tir»o B
A cada componente se farã corresponder duas variã-
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veis de estado:
3.x^ = 0 se o componente apresenta a falha A 
a  ^x^ = 1 se o componente e~ está em bom estado ou 
apresenta a falha B
x^= 0 se o componente e^ apresenta a falha B
x^ = 1 se o componente e^ está em bom estado ou 
apresenta a falha A,
0 sistema da mesma forma pode apresentar dois tipos 
de falhas, que são ditas também A e B. 0 estado do sistema
depende apenas do estado de seus componentes e pode ser definido 
pelas funções de estrutura seguintes:
ip (x^, xj, ..., x^) = 0 se o sistema apresenta a falha A;
= 1  se o sistema está em bom estado ou apresen­
ta a falha B;
/
ip (x^, x*. . .., x^)= 0 se o sistema apresenta a falha B ;
= 1  se o sistema está em bom estado ou apresen­
ta a falha A:
~ a ^ yA funçao de estrutura 4> (x ) e dual de ifj (x ) .
A função de estrutura do sistema, que deverá assu­
mir o valor 1 se o sistema funciona e o valor zero quando o siste-
7KAUFMANN, A.; GROUCHKO, D . ; CRUON, R. "Modèles Mathématiques pour
L'Etude de la Fiabilité des Systèmes", Paris, 1975, p. 184
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ma falha, ê definida como:
Y(xa ,xa ,. . . ,xa ; x^,x^,. . . ,x£) = ip(xf ,xf , xa) • $ (x^x^,... ,xjj)
= ijj (xa ) • [1 - Ip (l-xb )] ( 20 )
Teorema II.7
"O sistema não poderá apresentar simultaneamente as 
falhas A e B, ou de outra forma, não poderá acontecer que ^(xa )= 
ip(xb ) = 0"
l-
Pode-se notar facilmente que, se ^(x )=0, os compo­
nentes para os quais x!? = 0 formam um corte para 'ip(xb ), logo devem 
formar um elo para 4j(xa ) e considerando ainda que se x i =0 então 
xia=l, tem-se que ^(xa)=l. Analogamente se verificaria a recíproca.
O sistema so poderá ser encontrado em três estados 
mutuamente exclusivos que serão designados por A(falha A), B(fa- 
lha B) e S(bom estado).
2.3.3 - Função de Confiabilidade de um Sistema Apresentando Fa­
lhas Duãis
Sejam:
3.q^ - probabilidade de que o componen.te e^ apresente 
a falha A.
1^
q^ - probabilidade de que o componente apresente 
a falha B.
Sejam ainda:
1 - h(l-qa , l-qa , ..., l-qa)
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a probabilidade de que o sistema esteja no estado A;
1 - h(l-qb , l-q2 ,
a probabilidade de que o sistema esteja no estado B
Cruon8 :
veis e:
Tendo em vista que segundo Kaufmann, Grouchko e
1 - h (1 -qb )= h (qb )
Os très estados do sistema A, B e S são incompati-
P (A) + P (B) + P(S)= 1
Sera chamada a £(qf, q 2 ,--*, ; qb , q 2 > 
função de confiabilidade do sistema. Então:
•. qn ) de
P(S)= f(qa , qb )~ 1 l-h(l - q ) - h(qb )
h ( l  -qa ) - h(qb ) C21)
8KAUFMANN, A.; GROUCHKO, D . ; CRUON, R. "Modèles Mathématiques pour
L'Etude de la Fiabilité des Systèmes", Paris, 1975, p. 186
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C A P Í T U L O  I I I
3 - ALGORITMOS PESQUISADOS
3.1 - Introdução
Conforme visto no capítulo anterior para se obter a 
função de confiabilidade de um sistema, ê necessário o conhecimen­
to do conjunto dos elos minimais ou dos cortes minimais da sua fun 
ção de estrutura, e tanto a obtenção destes conjuntos como a cons 
trução da função de estrutura são tarefas bastante trabalhosas, e 
impossíveis de serem executadas manualmente em sistemas de grande 
porte.
Neste capítulo são relacionados os algoritmos, en­
contrados na bibliografia consultada, que abordam o problema da 
confiabilidade de sistemas em uma ou mais de süas etapas.
3 . 2 - 0  Algoritmo de Jensen e Bellmore
Esse algoritmo foi desenvolvido para determinar to­
dos os cortes minimais de uma rede de confiabilidade conexa e não 
direcionada.
Jensen e Bellmore1 não propõem o cálculo exato da 
confiabilidade, mas sim o cálculo de um limite inferior para a mes 
ma. A aproximação sugerida por Jensen e Bellmore ê a primeira 
desigualdade da relação 17 do capítulo II.
^ENSEN, Paul, A. e BELLMORE, M. - An Algorithm to Determine the
Reliability of a Complex System. IEE Transactions on Reliability, 
Vol R-18, n 94, novembro 1969, p. 169-174.
4S
h(p) ^ l  
R=1
A precisão desta aproximação depende da configura­
ção da rede de confiabilidade, o que toma bastante difícil esti­
mar o erro em geral. Segundo Jensen e Bellmore, alguns cálculos 
realizados por Esary e Proscham indicam que a aproximação é melhor 
quando as confiabilidades dos componentes do sistema são próximas 
da unidade. Esta ê a situação mais geral na pratica.
A propriedade principal em que se baseiam Jensen 
e Bellmore para a construção de seu algoritmo ê a seguinte:
"A remoção dos componentes de um corte minimal sepa 
ra uma rede de confiabilidade conexa em duas sub-redes conexas. Uma 
das sub-redes inclui o no 0 (fonte) e a outra inclui o no Z (sumi­
douro) ".
Para provar essa afirmação, Jensen e Bellmore lem­
bram que a remoção dos componentes de um corte minimal separa uma 
rede conexa em*'pelo menos duas sub-redes conexas porque um corte 
minimal ê um corte, e usam a contradição para provar que a remo­
ção de um corte minimal separa a rede em exatamente duas sub-redes 
conexas :
"Suponha-se que a remoção dos componentes de um cor 
te minimal divida a rede em mais de duas sub-redes conexas. Então 
deve existir uma sub-rede conexa P que não inclui os n5s 0 e Z. 
Escolha-se um no de P que seja um no terminal para algum componen­
te no corte minimal. Faça-se retornar este componente â rede. Ago­
ra a sub-rede P esta unida com alguma outra sub-rede que se havia
i - n (i -p,)
e. EB,
formado na remoção dos componentes do corte minimal. As sub-redes 
restantes ainda estão separadas. Em particular continuam separadas 
as sub-redes incluindo os vértices 0 e Z. Então não hã ainda um 
caminho ligando 0 e 1, Logo,do corte original pode-se extrair um 
componente e este continua sendo um corte. Mas isto é contrario a 
suposição inicial de que o corte original era um corte minimal. De- 
sa forma a proposição inicial de que um corte minimal divide uma 
sub-rede conexa em exatamente duas sub-redes conexas fica prova­
da" 2 .
Fica claro então, através dessa propriedade, que o 
problema da geração do conjunto dos cortes minimais ê o mesmo da 
geração do conjunto de todas as partições do conjunto dos nos da rede 
em dois conjuntos X e X, de modo que o conjunto X defina a sub-rede cone­
xa que contém 0 e o conjunto X defina a sub-rede conexa que contém 
Z. Um corte minimal correspondente a uma bipartição é o conjunto 
dos componentes com um terminal em X e o outro terminal em X.
No algoritmo cada né da rede deve ser indicado por 
um número inteiro sendo que o no 0 (origem) serã indicado pelo núme 
ro 1 e o no Z(áumidouro) serã indicado por n; os vértices restan­
tes devem receber qualquer índice dentre os inteiros restantes de
1 a n.
Durante a execução do algoritmo ê construída uma ãr 
vore. Nesta arvore os vértices recebem índices inteiros para iden­
tificação, o vértice cujo índice é o zero é a raiz da ãrvore.
Cada folha (ou vértice terminal) da ãrvore corres-
2JENSEN, P. A.; BELLMORE, M. "An Algorithm to Determine the
Reliability of a Complex System" . IEE Transactions on Reliability,
Vol R-18, n 94, novembro 1969, p. 169-174.
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ponde a um corte minimal da rede.
Os ramos dessa árvore recebem rõtulos da forma xT 
ou x F , onde x ê um inteiro representando um no da rede de confiab^ 
lidade e T e F são usados para indicar respectivamente membros do 
conjunto X e X de um corte minimal da rede de confiabilidade.
No exemplo 3.1, que segue,no único caminho que liga 
os vértices 0 e 20 da árvore, aparecem os rotulos 1T, 8F, 2T, 3F, 
5T, 6T e 7F. Os números 1, 2, 5 e 6 que estão rotulados com T, for 
mam o conjunto X. 0 conjunto X ê obtido através da relação comple^ 
mentar de X no conjunto dos nos da rede. Note que os nés 8 , 3  e 7 
rotulados com F não constituem todo o conjunto X,são apenas uma 
parte deste. 0 corte minimal correspondente ao vértice 20 é o for­
mado pelos componentes AHIJ.
São associados a cada vértice :i da árvore qua 
tro subconjuntos de nés da rede de confiabilidade, Y ^ ,  Y 2^, Y 3  ^ e 
que são definidos da seguinte forma:
Deve ser encontrado o único caminho simples 51^  que 
liga o vértice raiz 0 ao vértice i_, apos isso podem ser encontra- 
dos os conjuntos Yj^, Y 2^, Y 3  ^ e como segue:
Yj^= (nos x tais que exista um ramo no caminho 
rotulado como xT};
Y 2^= {nos x tais que exista um ramo no caminho l  ^
rotulado como xF};
Y 3i= {nos x tais que x £ Y xi e x $ Y 2í^= Y ii u Y 2í
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W^= {nos x tais que x £ Y 3 • e x ê um terminal de um 
componente cujo outro terminal esta em Y ^ } .
3.2.1 - Descrição do Algoritmo
Os passos do algoritmo a serem agora descritos se­
rão mais facilmente compreendidos se forem acompanhados através 
dos exemplos 3.1 e 3.2,do parãgrafo 3.2.3.
Passo 1
Criar para a ãrvore três vértices 0, 1 e 2 e os ra­
mos (0,1) e (1,2) rotulados por 1T e n F , respectivamente. Os vértji 
ces 0 e 1 devem ser marcados como pesquisados e o vértice 2 como 
não pesquisado.
Passo 2
Escolher o vértice não pesquisado de maior índice e 
marcã-lo como pesquisado. Se não existirem vértices não pesquisados o 
algoritmo termina e toda a ãrvore jã foi gerada. 0 vértice escolhi 
do serã denotado como vértice i^.
Encontrar £^, o único caminho simples que liga o
vértice 0 ao vértice i. Identificar Y,-, Y„-, Y,- e W - . Escolher ^1  ^1  ^1 1
y, um elemento qualquer em . Se é vazio ir para o passo 7,
senão construir a sub-rede definida pelos nós do conjunto
fYlt(= Y 2  ^ U Y 3  ^ -y). Verificar se esta sub-rede é conexa. Se for co­
nexa ir para o passo 3, do contrãrio ir para o passo 4.
Passo 3
Criar dois novos vértices indexados por'k e k+1 on-
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de k é igual ao número total de vértices jã criados acrescido de 
uma unidade. Marcar os vértices k e k+1 como não pesquisados. Criar 
os ramos (i,k) e (i,k+l) e rotulã-los como yT e yF, respectivamen­
te. Ir para o passo 2.
Passo 4
Encontrar o conjunto Y 5 c  que define a sub - rede 
conexa que inclui o n5 n (sumidouro). Se Y„- c Y ir para o pas-
—  - Z 1 b
so 5, caso contrario ir para o passo 6 .
Passo 5
Criar o vértice k e o ramo (i,k) rotulado como yT 
onde k é igual ao número total de vértices jã criados acrescido de 
um. Determinar Y 6= Y^ U Y 5. Para cada _z e  Y g criar um vértice para 
a arvore e um ramo rotulado por zT. Se |Y6 | é o número de elemen­
tos no conjunto Y 6 , os vértices k+1, k + 2 , k+3,..., k+|Y6 | deverão 
ser criados. Os ramos (k,k+l); (k+1,k+2); (k+2,k+3), ...,(k+|Y | -. 
1, k+|Y6|) também deverão ser criados (a cada um desses ramos cujo 
rotulo é zT corresponde o elemento z e Y 6). Finalmente criar o vér 
tice k + 1Y6 1+1 e o ramo (i,k+|Yg |+l) rotulado como yF. Ir para o 
passo 2 .
Passo 6
Criar um novo vértice k e um ramo (i,k) rotulado co 
mo yF. Ir para o passo 2.
Passo 7
Nesta etapa um corte minimal foi gerado. 0 conjunto 
X relacionado ao corte é Y ^ .  Os componentes do corte minimal são
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todos aqueles que tem um terminal no conjunto X e o outro no con­
junto X. Seja S o conjunto desses componentes. Encontrar a p r o b a M  
lidade desse corte minimal:
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ieS
Incluí-lo na estimativa de probabilidade de falha
do sistema:
V  Qi-l + <ls • Qi-1 • qs
onde Q^_j é a estimativa da probabilidade de falha antes da desco­
berta desse corte minimal. (Para o primeiro corte minimal encontra 
do = 0). Ir para o passo 2.
3.2 .2. -  FLUXOGRAMA DO ALGORITMO 
(l N ÍC Ip )
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3.2.3 - Exemplos da Aplicação do Algoritmo
0 exemplo que segue ê o mesmo que Jensen e Bellmore 
utilizam no seu artigo.
Exemplo 3.1 - Dada a rede:
A arvore construída pelo algoritmo, que determina todos os cortes 
minimais, pode ser visualizada como segue:
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Com o exemplo a seguir pretende-se detalhar melhor 
as etapas do algoritmo de Jensen e Bellmore.
Exemplo 5.2 - Dada a rede:
o- 5- Z
0 algoritmo aplicado sobre esta rede levaria a de­
terminação do conjunto dos cortes minimais {{e4 , e 5);{e5,e3 , e 6); 
íe5, e 2, eg}) íe5, e 1# e 5}},através da construção da seguinte ar­
vore :
o
De forma detalhada, as etapas para construção da ãr 
vore podem ser descritas como segue:
- Criar os vértices 0,1 e 2 e os ramos (0,1)-1T e
- Marcar os vértices 0 e 1 como pesquisados.
- i= 2 , marcar o vértice 2 como pesquisado 
*2=(1T;3F) ;Y1 2={1} ;Y22 ={5} ;Y3 2={2,3,4} ;W2 ={2,4}
W 2 não é vazio, então y= 2 e Y 4= {3,4,5}.
A sub rede definida por Y^ é conexa então:
Criar os vértices 3 e 4 e os ramos (2,3)-2T e 
(2,4)-2F.
- i= 4, marcar o vértice 4 como pesquisado.
{1T, 5F, 2F}
Y 2,= Í2 ; Y 31+= {3,4}; W4= {4}
y= 4
Y^ = {2,5,3} A sub rede definida por Y^ não é
conexa
Y = 5 e Y £ Y5 2 4 5
Criar o vértice 5 e o ramo (4,5)-4F.
- i= 5, marcar o vértice 5 como pesquisado.
■ ÍLS= {1T, 5 F , 2F, 4F}
Y 1S= {1}; Y 25= {4,2,5}; Y 35= {3}; W 5 = 0
X= {1} determinar o corte minimal {e 15 e 5 , e6}
- i= 3, marcar o vértice 3 como pesquisado.
{1T, 5F, 2T}
Y 13= {1,2}; Y 23= {5}; Y 3 3 ='{3,4}; W 3= {3,4} 
y= 3
Y lf= {4,5}; a sub rede definida por Yu é conexa. 
Criar os vértices 6 e 7 e os ramos (3,6)-3T e
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(1,2)-3F.
- i= 7, marcar o vértice 7 como pesquisado.
£ 7 = {1T, 5F, 2 T , 3F}
Y 17= (1,2}; Y 27 = '{3,5); Y 37= {4}; W 7 = {4} 
y= 4
Y 4= {3,5} a sub rede definida por Y^ não é cone­
xa
Y 5= ( 5 ) e Y 27 *  Y s .
Criar o vértice 8 e o ramo (7,8)-4F.
- i= 8 , marcar o vértice 8 como pesquisado.
£8 = U T ,  5 F, 2 T , 3 F , 4F}
Y l8= {1,2}; Y 28= {3,4,5}; Y 38= { } e W 8= { }
X= {1,2} determina o corte minimal {e2 , e 5, e 6}
- i= 6 , marcar o vértice 6 como pesquisado.
£ 6 = {1T, 5F , 2T, 3T}
Y 16= {1,2,3}; Y 26= {5}; Y 35 = {4}; W 5= {4} 
y= 4
Y 1(= {5} a sub rede definida por é conexa. 
Criar os vértices 9 e 10 e os ramos (6,9)-4T e 
(6,9)-4F.
- i= 1 0 , marcar o vértice 10 como pesquisado.
£10= {1T, 5 F, 2T, 3 T , 4F}
Y 1 1 0= {1>2,3}; Y210= {4,5}; Y3 x 0 = { }; W 10= { }
X= {1,2,3} determina o corte minimal {e3,e 5,e 6}
- i= 9, marcar o vértice 9 como pesquisado.
£g= {1T, 5F, 2 T , 3T, 4T}
Y lg= {1,2,3,4}; Y 2 g = { 5} ; Y 39= { }; W 9 = { }
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(3,7)- 3 F .
\
\
X= {1,2,3,4} define o corte minimal {e^, e 6)
Todos os nos criados jã foram pesquisados, o al­
goritmo termina.
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3.3 t Algoritmo de Nelson, Batts e Beadles3
Neste algoritmo os autores propõem a determinação 
do conjunto dos cortes minimais para redes direcionadas, a partir 
do conhecimento de todos caminhos na mesma.
Não ê especificado no algoritmo um método para de­
terminação dos caminhos. Apõs o conhecimento destes, os autores
propõem a construção de uma matriz P T , na qual cada linha repre-i , r
senta um caminho entre os nos 0 e Z da rede (r=nümero de componen­
tes na rede, I=n9 de caminhos da rede).
Exemplo 3.3 - Dada a rede:
A
a matriz P seria definida da seguinte forma:
3NELSON, C. A.; BATTS,J.R.; BEADLES, R.L. - "A Computer Program for
Aproximating System Reliability", 1970, p. 61-65
1 0 0 1 0
0 1 1 1 0
0 1 0 1 1
- a primeira linha corresponde ao caminho (e^e^) in­
dicado pelas colunas que possuem seus valores iguais a 1 .
Determinada a matriz P, devem ser encontrados, a 
partir desta, os cortes minimais.
Inicialmente procede-se a busca dos cortes com um 
único elemento. Se a coluna i da matriz P é um vetor unitário en­
tão o componente e. é um corte minimal. No exemplo..3.3 o componente e4 do 
sistema ê um corte minimal.
Em seguida os cortes minimais com dois componentes 
são buscados. Se os componentes e^ e e^ formam um corte minimal 
então, em P, as colunas k e | devem ser tais que:
p.,= 1 ou p . .= 1 para todo i= 1 ,2 , . . . , 1  iK 13
Essa condição deve ser verificada para todos os pa­
res e^ e ej de componentes da rede.
A busca continua para cortes com três componentes, 
através de procedimento semelhante, e prossegue atê os cortes com 
r componentes ou até que para um determinado m <  r todas as combina 
ções possíveis de m componentes sejam cortes.
A cada estágio os cortes não minimais que são encon 
trados devem ser eliminados, bastando para isto verificar se, den­
tre os cortes de cardinalidade inferior, já gerados, existe algum 
contido no corte recém obtido. Se a resposta for afirmativa o cor­
te não ê minimal e deve ser eliminado.
Conhecidos os cortes minimais, os autores propõem
o cálculo de aproximações, através de um método que converge para
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a confiabilidade do sistema.
3.3.1 - Aproximação Sugerida por Nelson, Batts e Beadls
Uma expressão para a confiabilidade de um sistema, 
ê a equação de número 19 do capítulo 2: h(p)= 1-P(B1U B 2 U ... U 1^), 
onde B^ representa o evento "todos os componentes do i-êsimo corte 
minimal estão falhos".
Esta equação pode ser reescrita da forma de segue:
1 - h Cp) = P (Bj U B 2 U . . . U B )
E da teoria da probabilidade verifica-se, q u e :
19) 1 - h(p) ^ l P(B-)
1 = 1
011
h(p) >, 1 - l P(B-) (22)
i = l 1
2?) 1 - h(p) » l P(B ) - l P(B.flBj ou
i = l 1 j<k 3 K
n _ _
h(p)<çl- l P(Bi)+ l P(B.nB.) U j  e k,<n (23) 
i=l j<k J
n _ '
3?) h(p)^L- l P(B,) + l PCB.Í1B.) - l P(B• n B, D B-) (24) 
i=l 1 j<k 3 K j<k<i J K 1
onde l$j, k^n e i<n.
Na expressão 24 adicionando-se o somatório das pro­
babilidades de todas as possíveis intersecções de quatro eventos B^s 
obter-se-ia um valor que seria menor do que h(p), e seguindo este 
raciocínio se chegaria a uma serie de valores que converge para a 
confiabilidade do sistema.
Nelson, Batts e Beadles sugerem que esta série de
valores seja determinada até que se obtenha um intervalo de preci­
são considerado satisfatorio para a confiabilidade h(p).
Exemplo 3.4
No exemplo 3.3, visto anteriormente., suponha-se que: 
Pi= P2 = 0,9 P3= Pi, = 3,8' p5=0!95 o u  que q4= q2=0,l q3 = q<,=0,2 qs=0,05.. .
Nesta rede os elos minimais são:
-Aj;- {e j , e^} , A. 2 — { ^  2 , ^35 ^ 4 ^ ^ A 3— { ^  2 s ^ 4 5 ^ 5  ^
e os cortes minimais são:
B x = {e 4} , B 2= {e j , e 2} e B 3= {e x , e 3, e 5} 
Utilizando-se a expressão 19 do capítulo 2 tem-se:
h (p) = 1 - P ( B j U B 2 U B 3) =
= 1 -  [ P ( B 1) + P ( B 2) + P ( B 3) - P ( B 1 n B2) - P ( B 1 n b 3) -
-  p ( b 2 n b 3) + p ( b 1 n h 2 n b 3) ]  .
h (p) = l-[0 , 2 + 0,l2 +0,l-0,2-0,05-0,l2 -0 ,2-
-0,1 0,22 0 ,05-0,l2 0,2 0 , 05 + 0,l2 0,2 0,05] 
h(p)= 0,79128
,Neste caso, como existem apenas 3 cortes minimais, 
no terceiro valor da série jã é obtido o valor exato da confiabili^ 
dade , h (p) .
a) h(p) ^ 1 - l P(Bi) =
1 - (0,2 + 0,l2 +0,1*0,2*0,05)= 0,789'í
h (p) £ 0,789
b) h(p) < 1 - I p í X )  + I p(Bi n B k ) =
= 0 ,789+PCB!n I 2)+p(S1 n b 3)+p(b2 n 1 3) =
= 0,789+012 •0,2+0,!•0,22 *0,05+0,12 ”0,2*0,05
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h Cp) ^ 0,7913
c) h(p) > 0,78913 - l P ( B - n B v nB-) =1 K 3
= 0,7913 - P(B1 n b 2 n b 3)
= 0,7913 - 0,l2-0,22-0,05 
h(p)= 0,79128.
No exemplo 3.3 mostrado acima, pode ser observado
que :
- todos os valores obtidos na série são números viá 
veis como probabilidade (maiores do que ou iguais a zero e menores 
do que ou iguais a u m ) .
£ importante ser notado, contudo, que em geral não 
se verifica esta característica observada no exemplo anterior, ou 
seja:
- Os valores obtidos na série nem sempre são viá­
veis como probabilidade. Em geral quando o número de cortes mini- 
mais ê grande, torna-se necessária a determinação de muitos valo­
res da mesma, até que comecem a ser obtidos valores viáveis.
Para ilustrar o que foi afirmado acima apresenta-se 
o seguinte exemplo.
Exemplo 3.5
Seja a rede da figura abaixo:
60 1
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Cujos cortes minimais sao:
Bj- (ej e g},B 2- {ej e 7} , B 3- {ej e 8} > B 4 ~ íe i, e 9-} > B 5 ~ ^e 1 e io^>
B g -  { ^ 2  ®  6 ^ B  7 _  ^ ®  2 ®  7 ^ B  8 _  ^ ®  2 ®  8 ^ B  9 ~  ^ e  2 ®  9 ^ B  1 0 ~  ^ ®  2 ®  1 0 ^ ’
B  1 1 =  ^ e  3 e  6 ^ ’ B 1 2 =  ^ 3  e  7 ^ ’ ® 1 3 =  ^ e  3 C  8 ^ 5 B  1 4 =  ^ 3
B 1 5 ~  ^-e 3 e i 0 - ^ ’ ® 1 6 ~  ^ e it e  6 ^ ’ B 1 7 _  ^ e  4 6 7 ^ ’ B 1 8 ~  ^ 4  8 8 ^ ’
B 1 9 ~ í e ^  e 9 ^ ’ B 2 0 -  ^ 4  e ! 0  1 ’ B 21 ~ ^ e  5 e 6 - ^ ’ B 22  -  ^ e  5 e 7 - ^ ’
B  2 3 ~ ^ e 5 e 8 - ^ ’ B  24 ~ ^ e 5 e  9 ^ B  2 5 ~" ^ ® 5 e i 0 ^
E cujos elos minimais são:
Aj- íej e 2 e 3 e^ e 5) e A 2- ís6 e 7 e 8 e 9 e 10^
Suponha-se (p), o vetor das probabilidades de suces 
so como o seguinte:
Cp)= (0,75; 0,75; 0,75; 0,75; 0,75; 0,75; 0,75; 0,75; 0,75; 0,75) 
utilizando-se a equação 18 do capítulo 2 tem-se que:
h(p)= P(A1 U A 2)= P ( A J  + P(A2) - P(Ax n A 2)= 0 , 7 5 5 + 0 , 7 55 - 0 , 751 0
h (p) = 0,4183
Os primeiros dois valores da serie são:
1?) 1 - X p O ^ ) »  1 - 25 • 0,2 52 = -0,5625
2?) 1 - £P(ir) + J P ^ D  Ij)= -0,5625 + 200 • 0,25“ + 100. 0,253 =
= 1,78125
3.4 - Algoritmo de Misra e Rao1*
Neste trabalho os autores propõem um método de ins­
peção topolõgica para a determinação da expressão de confiabilidade.
Para a aplicação do método proposto torna-se neces­
sária a determinação anterior de todos os caminhos na rede ligando 
os nós 0 e Z.
Serão apresentados a seguir, de forma suscinta, os 
passos do algoritmo.
Passo 1
Encontrar todos os caminhos ligando os nós 0 e Z 
da rede. Efetuar para cada caminho os produtos das probabilidades 
de sucesso dos seus componentes. Atribuir a estes produtos sinal 
positivo.
Passo 2
Encontrar todos os grafos parciais (obtidos através
da manutenção dos arcos correspondentes a dois ou mais caminhos e
supressão dos demais), com um laço contendo os nós 0 e Z. Efetuar
os produtos das probabilidades de sucesso dos componentes corres- 
/
pondentes aos arcos de cada um destes grafos parciais e assinalá- 
los com sinal negativo.
Passo 3
Encontrar todos os grafos parciais (como já defini­
do) contendo 2 laços que incluam os nós 0 e Z. Efetuar os produtos 
já indicados e assinalá-los com sinal positivo.
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“MISRA, K.B.; RAO,S.M. "Reliability Analysis of Redundants Networks
Using Flow Graphs". IEEE Transactions on Reliability,Vol R-19, 
n 9 1, fevereiro 1970, p. 61-65.
Os passos 2 e 3 devem ser repetidos atê que todos 
os grafos parciais tenham sido determinados. Nos grafos parciais 
contendo um número par de laços atribuir sinal negativo aos produ­
tos efetuados; nos grafos parciais contendo um número ímpar de la­
ços atribuir sinal positivo a estes produtos.
Passo 5
Determinar a expressão de confiabilidade efetuando 
o somatorio de todos os produtos realizados.
Exemplo 3.6
0 exemplo que serã apresentado foi extraído do arti_ 
go que apresenta este algoritmo:
Dada a rede
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Passo 4
*5
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São mostrados abaixo os grafos parciais descritos
no algoritmo:
GRAFOS PARCIAIS NÜMERO DE LAÇOS PRODUTO ASSOCIADO
3. P, Po P-
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GRAFOS PARCIAIS NÜMERO DE LAÇOS PRODUTO ASSOCIADO
11 V k Ps P 6 P 7
15 . todos os elementos presentes 3 - P x P 2 P 3 P 4 P 5 Pe P 7
Neste caso h(p) ê:
M p) = Pe-^+PiPzPsP^PsP^-PiPaPaP^Ps-P^PsPe-P^PsPy-PeP?-
-PlP2P3P4P6“PlP2P3P^P7+P4P5P6P7+PlP2P3P4P5P6+Pl P 2P3P4P5P7+
***P lP 2P 3P4P 6P 7—P lP 2P 3P4P 5P 6P 7 *
ê fácil ser observado, através do exemplo 3.5, que:
- Os sub grafos parciais contendo um número n de la. 
ços, correspondem àqueles que foram obtidos através da manutenção 
dos componentes correspondentes a n+1 caminhos ligando os nos 0 e 
Z.
- 0 produtério das probabilidades de sucesso dos 
componentes correspondentes aos arcos mantidos no grafo parcial ê 
a probabilidade de que todos os caminhos presentes no mesmo tenham 
todos os seus componentes em bom estado.
Tendo em vista estes fatos, fica claro que a ex­
pressão de confiabilidade desenvolvida neste algoritmo ê análoga 
a expressão 18 do capítulo 2:
h (p) = P(Aj U A 2 U A 2 U ... U A^) onde A^ representa o
evento "todos o£ componentes do i-ésimo elo minimal estão em bom 
estado".
Fazendo .1= {1, 2, 3, ..., m} podemos escrever:
PC U A i)= IP(A-)- l P C A ^ A . ) *  I P(A: fl A n A k )-... + (-i)m+1P( n A.)
i i j>i J k>j>i J i
com { i , j , k } c : I. (25)
Note-se que os grafos parciais com n laços
originam um produtorio que é igual a probabilidade da intersecção 
de n+1 eventos A ^ . Se o número de laços ê par, esse produtorio
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entra com sinal positivo para h(p), e negativo em caso contrario; 
na expressão 25 as intersecções com um número par de eventos assu 
mem sinal negativo, e o sinal ê positivo para as intersecções com 
um número ímpar de eventos.
0 método proposto por Misra e Rao para determinar a 
confiabilidade de um sistema tem algumas etapas desnecessárias:
A determinação dos grafos parciais, passa necessa­
riamente pela determinação de todas as intersecções de caminhos to_ 
mados dois a dois, três a três, et.c. Note-se que o número de gra­
fos parciais ê igual a 2m -l (sendo m o número de caminhos numa re­
de) e o número de intersecções possíveis também é 2m -l.
Apos um grafo parcial ser determinado, é ainda 
necessário contar o número de laços existente para determinar o 
sinal (+ ou -) do produtõrio correspondente.
Pretende-se aqui ressaltar que não ê necessário o 
teste do número de laços pois o sinal poderia ser determinado pe­
lo número de caminhos que está presente no grafo parcial, e neste 
caso a própria construção do grafo parcial pode ser considerada 
desnecessária. ''
A vantagem na utilização deste método poderia estar 
na facilidade em implementá-lo através do computador. Os autores, 
contudo, não deixam claro, de que forma isso poderia ser feito.
3.5 - Outros Algoritmos
3.5.1 - Algoritmos para Busca de Todos os Elos Minimais na Rede
Os algoritmos que serão relacionados ábaixo tem co­
mo objetivo a determinação de todos os caminhos ligando os n5s 0 e 
Z de -uma rede.
a) Método da Arborescência
Este método é apresentado por Kaufmann, Grouchko 
e Cruon5, e se constitui na construção de uma arvore, de tal forma 
que algumas folhas da mesma correspondem aos caminhos ligando 0 e 
Z.
b) Método da Concatenação Latina
Este é um outro método apresentado por Kaufmann, 
Grouchko e Cruon^5  ^ que resumidamente pode ser enunciado como um 
produtorio adequado de matrizes que produzira uma matriz final on­
de serão definidos os caminhos de 0 a Z .
c) Algoritmo de Murchland6 
/
Este algoritmo propõe a construção de uma matriz e 
operações sobre esta de tal forma a se chegar ao conjunto dos canú 
nhos entre 0 e Z.
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SKAUFMANN, A.; GROUCHKO, D.; CRUON, R. - "Modèles Mathématiques 
pour L'Etude de la Fiabilité des Systèmes", Paris, 1975, p.96-107
6PRICE, W.L. - "Gràphs and Networks, An Introduction", Londres, 
1976, p. 56-61
3.5.2 - Algoritmos para a Busca de Todos os Cortes Minimais numa
Rede
Na bibliografia pesquisada foram encontrados alguns 
métodos que podem ser divididos em dois grupos:
1?) Aqueles que propõem a determinação do conjunto 
dos cortes minimais a partir do conhecimento do conjunto dos elos 
minimais.
29) Aqueles que propõem a determinação do conjunto 
dos cortes minimais. diretamente.
No primeiro tipo esta o método jã descrito proposto 
por Nelson, Batts e Beadles. Ainda nesta mesma linha se enquadra 
o método proposto por Kaufmann,Grouchko e Cruon7.
No segundo tipo esta o método proposto por Jensen 
e Bellmore que jã foi mostrado e ainda se pode citar o algoritmo 
de Fussell e Vesely8.
7KAUFMANN, A.; GROUCHKO, D.; CRUON, R. - "Modèles Mathématiques
pour L'Ëtude de la Fiabilité des Systèmes". Masson et Cie 
Editeurs. Paris, 1975.
8FUSSELL, J.B.; VESELY, W.E. - "A New Methodology for Obtaining
Cut Sets for Fault Trees". Transactions of the American Nuclear 
Society, 1972 Annual Meeting, junho 1972, p. 262-263.
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Os algoritmos de Jensen e Bellmore para determina 
ção do conjunto dos cortes minimais foi descrito de forma bastante 
pormenorizada. Críticas e alterações neste algoritmo serão apresen­
tadas no capítulo seguinte, uma vez que a sua utilização ê propos­
ta no método a ser descrito neste capítulo.
Os algoritmos de Misra - Rao e de Nelson, Batts e 
Beadles também foram descritos detalhadamente e para estes algumas 
críticas foram feitas.
São ainda mencionados outros algoritmos, que pelo
fato de ter sido encontrado problemas nas suas definições ou
por serem métodos muito primários não foram descritos de forma 
mais detalhada.
3.6 - Conclusoes
/
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C A P Í T U L O  I V
4 - ALGORITMO PROPOSTO
4.1 - Introdução
Pretende-se neste capítulo apresentar um método pa­
ra determinar um limite inferior para a confiabilidade de sistemas 
com falhas duais, para tal, além de terem sido propostas algumas 
alterações no algoritmo de Jensen e Bellmore, foi realizada uma 
adaptação para o caso de sistemas com falhas duais.
4.2 - Aproximação Utilizada
A aproximação sugerida por Jensen e Bellmore tem 
a vantagem de resultar sempre em um valor viãvel para a probabili­
dade de um sistema, e a precisão obtida é tanto melhor quanto maio 
res forem as confiabilidades dos componentes no sistema. Esta apro- 
ximaçao pode ser estendida para sistemas com falhas duais da forma 
que segue:
o o oSejam B 1? B 2 , ..., B os cortes minimais existenna
tes na função de estrutura da falha A, ^(xa ); sejam B^*, B 2 ,
BR^ os cortes minimais associados a função de estrutura relativa
a falha B , ip (x*5) .
aSejam ainda q^ e q^ respectivamente as probabi­
lidades de falha A e B para um determinado componente e^. Então ,
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fazendo P(A)= 1 - h(l-q ) e como
na
h ( 1 -qa ) > n 
k=l
n a q i 
ei€Bk
tem-se que
n £
P(A) ^ 1 - n 
k=l
TT a
ei6Bk
(26)
Seja agora P(B)= 1 - h(l-q )e considerando que
K nbh(1 -q ) ^ n
k = l n b q i 6i£Bk
, tem-se que
nb
P (B) ^ 1 - n 
k=l
1 - TI
e,e Bb q i
(27)
Neste caso, como P(S)= 1 - [P(A)+P(B)] onde S, A e 
B representam respectivamente os estados possíveis de bom funciona 
mento, falha A e falha B para um sistema; ê verdade que a função
o |>de confiabilidade f(q , q ) satisfaz a desigualdade:
a b-
, n a 
f(qa ,qD ) * n ( 1 
k=l
/ na r nb b iP(S) >1 - 1- n (i - n qf)
1 k = l e.€Ba ^
1 - n (i - n , q°) 
. k = 1 -e^Bj
ou
nb
,n
e il£Bk k=l e.£B,i k
(28)
A expressão 28 se constitui num limite inferior 
para a confiabilidade de um sistema apresentando falhas 
duais. Esta expressão não garante valores viáveis para a confiabi­
lidade de um sistema, pois a mesma pode resultar num valor negati­
vo, mas em geral, para sistemas com alta confiabilidade nos compo-
nentes, a precisão obtida tende a ser melhor.
E necessário para a obtenção do valor indicado na 
expressão 28, o conhecimento do conjunto dos cortes minimais de am 
bas as funções de estrutura das falhas A e B.
Para a rede de confiabilidade, associada a um siste 
ma com falhas duais, tendo em vista a dualidade das funções de es­
trutura das falhas A e B, pode ser verificado que:
- Os cortes minimais na rede são cortes minimais da 
função de estrutura relativa a falha A, e são elos minimais da fun 
ção de estrutura relativa a falha B.
- Os elos minimais (caminhos) na rede de confiabili. 
dade são também elos minimais para a função de estrutura da falha 
A e são cortes minimais da função de estrutura relativa a falha B.
Note-se então que o conhecimento dos dois conjuntos 
de cortes minimais relativos as falhas A e B, pode ser atingido de 
duas formas:
o1-) Determinando-se todos os elos minimais e cortes 
minimais na rede de confiabilidade. Desta forma os cortes minimais 
para a falha A obter-se-iam através dos cortes minimais da rede, e 
para a falha B obter-se-iam através dos elos minimais da rede.
2-) Determinando-se o conjunto dos cortes minimais 
na rede primai e também o conjunto dos cortes minimais da rede 
dual. Na rede primai seriam obtidos os cortes minimais relativos a 
falha A e na rede dual se obteria o conjunto dos cortes minimais 
relativo a falha B.
No algoritmo proposto optou-se pela segunda forma
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apresentada acima, e o algoritmo utilizado para determinação dos 
cortes minimais nas redes primai e dual foi o de Jensen e Bellmore 
com algumas ressalvas quanto as restrições de aplicação do mesmo, 
e com uma alteração num de seus passos.
4.3 - Modificações Realizadas no Algoritmo de Jensen e Bellmore
0 algoritmo de Jensen e Bellmore propõe a determina 
ção de um limite inferior para a confiabilidade de sistemas, que 
possam ser representados por redes não-direcionadas, a partir da 
determinação do conjunto dos cortes minimais. Para a uti­
lização com sucesso deste algoritmo, torna-se necessário, ainda, a 
inclusão de algumas restrições ao tipo de rede de confiabilidade a 
que este se aplica, e uma alteração numa de suas etapas.
4.3.1 - Restrições Acrescentadas na Utilização do Algoritmo
a) A aplicação A citada no parágrafo 2.2.4 quando 
da definição de/redes de confiabilidade, deve ser biunívoca, ou se 
ja, a cada aresta do grafo que representa a rede deve correspon­
der um componente diferente no sistema.
Exemplo 4.1 -
A rede abaixo não satisfaz a restrição citada aci­
ma, pois ao componente e[ correspondem simultaneamente as arestas 
[0,1] e [1,4].
o
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2
Nesta rede os cortes minimais sao:
{ej, e 2), íe l 5 e 4}, {ex , e 5} e {e3, e 5}
0 algoritmo de Jensen e Bellmore determinaria ainda 
os cortes {ex, e 3 , e 4} e { e ^  e 2 , e 3} que não são minimais. Esses 
cortes foram determinados pois o algoritmo considera cada aresta 
na determinação dos cortes minimais.
b) A rede deve poder ser apresentada por um grafo 
do tipo 1-aplicado. Caso tal restrição não possa ser satisfeita,hã 
a possibilidade de ser efetuada uma redução sobre o grafo r-aplica 
do para transformã-lo num grafo 1 -aplicado.
Se numa rede qualquer a junção entre dois nos ê 
feita por mais de um componente então este grupo de componentes, 
para efeitos da utilização do algoritmo de Jensen e Bellmore, pode 
ser substituído por um outro que, deverã assumir uma probabilidade 
de falha igual ao produto da.s probabilidades de falha dos componen 
tes que o formam.
Suponhamos que numa determinada rede a junção en­
tre dois nos, s'eja feita por r componentes; conforme a figura abai^ 
x o :
então estes r componentes podem ser substituídos por outro cu
r
ja probabilidade de falha seja q x. q 2. q 3 ......q = II q. .
r i = l 1
A redução proposta justifica-se pelo fato de que, 
todo corte minimal, que incluir um dos componentes do grupo {ej, 
e 2 , er ) , devera conter todos os componentes restantes no mes­
mo; e também pelo fato de que, a aproximação a ser utilizada para 
o cálculo da confiabilidade baseia-se no produtõrio das probabili­
dades de falhas dos componentes contidos num corte minimal.
c) A rede de confiabilidade não deverá conter ne­
nhum componente inútil.
Um componente ê dito "inútil" quando não pertence 
a nenhum corte minimal, ou da mesma forma, quando não faz parte de 
nenhum elo minimal.
Uma rede que satisfaça as duas restrições anterio­
res, conterá um ou mais componentes inúteis se possuir algum no 
(excluindo-se os nos 0 e Z, fonte e sumidouro) que seja terminal 
de apenas um componente. Portanto uma rápida inspeção, permitiria, 
nestes casos, detectar a existência de componentes inúteis.
Exemplo 4.2
Na rede abaixo existe o no número 4 que é terminal✓
de um único componente, logo nesta rede existe pelo menos um com­
ponente inútil. De fato o componente e 5 é inútil pois não pertence 
a nenhum dos cortes minimais que são: (e l 5 e 2}, {ex , e^} e {e3}.
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0 algoritmo de Jensen e Bellmore aplicado sobre es­
ta rede geraria um corte não minimal formado pelos componentes 
{e ji ® 5 ^ •
4.3.2 - Alteração Realizada no Algoritmo
Para que o algoritmo de Jensen e Bellmore forneça 
os resultados anunciados é necessário que seja feita uma alteração 
no passo 5 do mesmo; 0 passo 5 fica então com a mesma redação pro­
posta pelos autores, acrescentando-se ainda que os nos k, k+ 1 , 
k+2 , ..., k+|Y6 | —1 devam ser marcados como já pesquisados.
Para justificar esta alteração será citada inicial­
mente uma breve demonstração do algoritmo que ê feita no artigo de 
Jensen e Bellmore: "o algoritmo gera sequencialmente (passo 2) os 
conjuntos X e X, representados respectivamente por e Y 2^. A e£
colha de um membro do conjunto para expandir o conjunto X garan 
te que a sub-rede definida por X ê conexa. Isto satisfaz o primeji 
ro requisito para um corte minimal. Cada sub-rede assim gerada tam 
bêm define uma sub-rede complementar que inclui Z mas não 0 (a sub 
rede definida pôr Y 4). A cada etapa esta sub-rede ê testada (passo 
2) quanto a ser conexa (o segundo requisito para a determinção de 
um corte minimal). Se ê conexa o procedimento de geração continua 
(passo 3). Se não ê conexa e se a parte conexa contendo Z contêm 
todo o conjunto dos nos já assinalados como X (Y2) , então a parte 
da sub-rede que não inclui Z, (Y6) , ê unida a sub rede incluindo 0 
(passo 5). Se a parte conexa contendo Z não contém todo o conjunto 
Y 2 , esta via de expansão do conjunto X ê fechada...”.
Como se pode notar no passo 5 do algoritmo o conjun 
to X ê expandido através de y e de todos os membros do conjunto Y 6.
11
Esta expansão gera vértices para a arvore que formam uma cadeia sim 
pies ligando o vértice i e o vértice k+|Y | ; estes vértices, com 
exceção do último da cadeia, não necessitam ser futuramente pesqu^ 
sados pois sua analise redunda na analise jã feita para o vértice 
_i. Portanto, todos estes vértices devem ser marcados como pesquisa­
dos, caso contrario muitos vértices desnecessários seriam gerados 
proporcionando a determinação de cortes não minimais para a rede, 
além de determinar inúmeras vezes um mesmo corte.
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Exemplo 4.3 
Para a rede abaixo
a aplicação do algoritmo de Jensen e Bellmore geraria a seguinte 
arvore:
Note-se que os vértices terminais 20, 17, 14 e 5 ge 
ram o mesmo corte minimal e 6 , já os vértices 12 e 8 representam o 
corte minimal (e l 5 e 5}, enquanto que os vértices 19, 15, 21 e 13 
geram cortes não minimais.
As regiões demarcadas na árvore foram geradas sem 
necessidade em vista da análise desnecessária realizada nos vérti­
ces 3, 4 e 7.
Com a alteração que foi introduzida no algoritmo a 
árvore a ser desenvolvida seria a seguinte:
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4.4 - 0 Teste de Conexidade
0 algoritmo de Jensen e Bellmore inclui, no seu pa£ 
so 2 , um teste de conexidade sobre uma sub-rede da rede de confia 
bilidade e, no caso desta não ser conexa deve ser determinado (pa.s
so 4) o conjunto dos nos que definem a sub-rede conexa que inclui 
o no sumidouro.
Na pesquisa bibliográfica realizada foi encontra­
do um algoritmo1 que testa a conexidade de um grafo orientado 
através da construção de uma matriz. Observando-se melhor a matriz 
final resultante deste algoritmo, foi possível também solucionar o 
problema do passo 4 do algoritmo de Jensen e Bellmore.
O algoritmo consta dos seguintes passos:
Passo 1 - Para um grafo G= (S,U) defina a matriz 
de adjacências R=(riJj) como segue:
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13
1 se o arco (i , j) £ U 
0 se o arco (i , j ) U
nos em S.
Passo 2 - Calcule para p ^ n, onde n ê o número de
B= R+R2+ R3+ ...+RP
onde ”+" ê a adição com significado Booleano (isto ê 1+1=1, 1+0=1,
0 + 1 = 1 e 0+0 = 0). Se para algum p n os elementos da matriz
B= Ct>i j) forem todos iguais a 1, então o grafo dado ê conexo, de ou­
tra forma não será conexo.
Este algoritmo testa a conexidade de grafos orienta
dos. No algoritmo de Jensen e Bellmore, o grafo associado a rede
de confiabilidade, que ê não orientado, deverá ter cada aresta
fs-.s-l substituída por dois arcos com sentidos contrários,(s•,s •) *■ 1 jJ 1 3
1MANDL, Christoph - Applied Network Optimazation. Academic Press,
London, 1979
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A conexidade testada pelo algoritmo nao corresponde
a definição jã feita neste trabalho pois o algoritmo verifica se 
existe ou não um caminho (na definição jã feita tratava-se de uma 
cadeia) ligando qualquer par ordenado de nos, como neste caso esta 
se trabalhando com redes com dupla orientação em todos os arcos as 
duas definições se equivalem.
vel identificar quais são as sub-redes conexas analisando-se a ma 
triz resultante B. Em particular a sub rede conexa que contém o no 
sumidouro, poderã ser identificada pelos nos correspondentes as li^  
nhas que contém elementos não nulos na coluna correspondente ao no 
sumidouro.
Se uma determinada rede nao for conexa serã possí-
Exemplo 4.4
Dada a rede abaixo:
2 5-H
/
a matriz R é  definida da forma que segue:
0 1 0  0 0
1 0 0 0 0
R= 0 0 0 1 0 e a matriz final resulta em:
0 0 1 0  1
0 0 0 1 0
B= R+R2+R3+R**+R5 =
1
1
0 0 
0 0 
0 0
0 0 0 
0 0 0 
1 
1 
1
1
1
1
A existência de elementos nulos na matriz B indica 
que a rede não é conexa. A sub-rede conexa que contêm o n5 sumidou 
ro (de número 5) ê definida na coluna 5 pelos nos correspondentes 
as linhas com elementos não nulos (3, 4, 5).
4 . 5 - 0  Algoritmo Desenvolvido
Este algoritmo determinara o limite inferior para a 
confiabilidade de sistemas com falhas duais indicado pela expres­
são 28, desenvolvida no parãgrado 4.1., e poderã ser aplicado a 
redes planares fonte-sumidouro que satisfaçam ainda as restrições 
de utilização do algoritmo de Jensen e Bellmore, jã citadas, 
que são:
- redes não direcionadas;
- redes nas quais a cada aresta do grafo que a re­
presenta associa-se um componente distinto ;
- redes que possam ser associadas a grafos 1-aplica
do;
- redes que não contenham componentes inúteis.
O algoritmo serã apresentado a seguir através dos
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passos que o compoem:
l9 Passo
Determinar a rede dual da rede de confiabilidade 
(conforme o parágrafo 2.2.4.5).
2? Passo
Determinar o conjunto dos cortes minimais da rede
3  3  3primai: {B,, B , , B },através do algoritmo de Jensen eBellmorena
modificado. A cada corte minimal determinado, atualizar o valor da 
confiabilidade relativa a falha A, C^, de tal forma que se obtenha 
ao final do processo.
CA=
n.
k=l
1 - TT an q - 
e- £B,a 1
dual: {Bb , Bb ,
39 Passo
Encontrar o conjunto dos cortes minimais da rede
. .. , Bb }, utilizando o algoritmo de Jensen e Bellmore11 b
modificado. Calcular a confiabilidade relativa a falha B, C^:
CB
nb 
n 
k = l n b it ei£Bk
49 Passo
Determinar o limite inferior para a confiabilidade
do sistema, C:
C= CA * CB
A listagem do programa computacional e alguns exem­
plos executados seguem em anexo; a seguir,será apresentado apenas 
um exemplo a título de ilustração.
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qí= 0,02
q 2 = 0,002
q^= 0,01
qí= 0,015
q^= 0,005
Aplicando o algoritmo tem-se:
1? Passo: A rede dual ê obtida
2° Passo: Os cortes minimais da rede primai sao:
{e j , e 4} , { e 2 , e 5 } , {e 1 , é 3, e 5} e {e 4 , e 3 , e 2}
y-i /"i 3. E w i  3  3. w-1 3. 3. /--I ^  ^ca= (1_qi q j d - q 2 q5 ) ( 1 -q1 q3 qgH^q* q3 q2)
= (1 - 0 ,0 0 1 . 0  , 0 1 ) (1- 0 , 0  0 2 . 0 ,0 0 1 ) (1 - 0 ,0 0 1 .0 ,01.0 ,001) 
, (1-0,002.0,01.0,01)= 0,999987
3? Passo: Os cortes minimais da rede dual são:
(e j, e 2}, {e 5, e 4}, {e2 , e 3, e^} e {ej e 3 e 5}
n b b-> b b w i  b b b^ b b b-> cB= c i - q ! q2 )Ci-q5 qlf) ( i -q 2 q3 q„) Ci-qx q3 q5)
= (1-0,02.0,002) (1-0,002.0,00 5) (1-0,002.0,01.0,015) 
(1-0,02.0,01.0,005)= 0,999883
49 Passo
C= CA + CB - ! = 0,999871
Seja a rede abaixo, onde:
qf= 0,00.1
q 2= 0,002
Z qf= 0,01
qj= 0,01
q^= 0,001
Exemplo 4.5
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0 Método apresentado determina um limite inferior pa­
ra a confiabilidade de sistemas com falhas duais, e neste fato resi­
de a principal restrição do mesmo, pois o valor exato da confiabilidade 
não é encontrado. Para sistemas de grande porte não se testou a precisão 
da aproximação obtida, sabe-se, contudo, que esta é tanto melhor quanto 
maiores forem as confiabilidades dos componentes do sistema.
0 algoritmo proposto é aplicável a redes de confia­
bilidade que apresentem as seguintes características:
- redes não direcionadas;
- redes que não apresentem componentes inúteis;
- redes nas quais a cada aresta corresponda um com­
ponente distinto do sistema e
- redes planares fonte-sumidouro.
0 método foi programado na linguagem FORTRAN IV e 
executado num computador IBM 4341; para pequenos sistemas, até 10 
componentes, o tempo de execução oscilou entre 10 e 100 segundos, 
(A listagem do programa com alguns exemplos executados é encontra­
da nos anexos). Notou-se que para redes de médio e grande porte e£ 
te tempo era muito maior, chegou a ultrapassar 20 minutos num caso 
experimentado; foi possível perceber-se que o grande responsável 
pelo elevado consumo de tempo era o teste de conexidade realizado no 
passo 4 do algoritmo de Jensen e Bellmore. Cabe ressaltar contudo, 
que Jensen e Bellmore em seu artigo citam resultados excelentes ob 
tidos com a mesma linguagem de programação em computador não sup<3 
rior ao IBM 4341, para redes de médio porte (mais de 30 componen 
tes). Pretende-se creditar esta grande diferença de resultados à
4.6 - Conclusoes
forma de efetivação do teste de conexidade, que não é explicitada 
por Jensen e Bellmore no seu artigo. Caso se consiga um teste de 
conexidade de maior eficiência talvez. seja possível via­
bilizar computacionalmente o método para sistemas de grande porte.
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C A P Í T U L O  V
5. Conclusões e Sugestões para Novas Pesquisas
Dada a grande importância do estudo da confiabili 
dade de sistemas nos dias atuais e o reduzido número de traba­
lhos encontrados para o caso de sistemas com falhas duais, o 
objetivo especificado para este trabalho era o de propor um me 
todo para o calculo da confiabilidade destes sistemas a partir 
do conhecimento das probabilidades de falhas de todos os seus com­
ponentes .
Na busca deste objetivo, realizou-se de início um 
estudo dos modelos matemáticos apropriados â abordagem do proble­
ma proposto, cujos resultados foram descritos de forma bastante 
criteriosa. Em seguida,efetuou-se uma pesquisa bibliográfica para 
a coleta de subsídios, junto aos trabalhos já existentes relacio­
nados ao objetivo proposto.
0 método desenvolvido obtém um limite infe
rior para o valor da confiabilidade de um sistema com fa­
lhas duais. Além desta, que se configura a maior restrição do mé 
todo, d e v e - s e  acrescentar aind^a- a-s restrições referentes ao , tiuo 
de rede para as quais se pode empregá-lor
a) Redes não orientadas;
b) Redes planares fonte-sumidouro;
c) Redes que não contenham componentes inúteis;
d) Redes nas quais a cada aresta seja associado um
componente distinto.
A precisão do resultado obtido não esta estimada, e 
ela dependera da configuração da rede; sabe-se entretanto, que o 
resultado é tanto melhor quanto maiores forem as confiabilidades 
dos componentes do sistema em questão.
Na questão do tempo de uso do computador não foram 
obtidos bons resultados para sistemas de médio e grande porte. Foi 
possível verificar que este mau desempenho era devido a forma de 
efetivação do teste de conexidade,incluído no passo 4 do algoritmo 
de Jensen e Bellmore. Acredita-se que os bons resultados, obtidos 
e citados por Jensen e Bellmore em seu artigo, possam ser alcança­
dos com uma mudança na forma de realização do teste de conexidade,
o que tornaria o método desenvolvido neste trabalho,viável computa 
cionalmente para sistemas de grande porte.
Neste trabalho foi proposta uma solução que não é 
única e na prépria redação deste ficaram claras outras possíveis 
soluções a serem criadas, que deveriam sofrer uma análise compara­
tiva com a aqui desenvolvida.
/
Na bibliografia pesquisada não foram encontrados mé 
todos eficientes para a determinação do valor exato da confiabili­
dade de sistemas complexos, mesmo se considerando uma so falha, nes 
te sentido recomenda-se tentar a obtenção da função de confiabili­
dade h(p) através da construção, via computador, da função de es­
trutura simplificada ips (x)(ver parágrafo 2.2.5.1., e 2.2.6.2.).
Outra sugestão que pode ser feita é a de melhoria 
na aproximação obtida que poderia ser calculada utilizando-se conjun­
tamente os métodos propostos por Jensen - Bellmore e Nelson, Batts
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e Beadles para a construção de intervalos (com a utilização de li­
mites inferiores e superiores), que conteriam o valor exato da con 
fiabilidade.
Dada a importância fundamental, no cálculo de con­
fiabilidade, da busca de todos os elos minimais ou de todos os cor 
tes minimais de uma rede, recomenda-se uma análise comparativa da 
eficiência dos algoritmos existentes com tal finalidade.
Finalmente pode ainda ser realizado um trabalho com 
o objetivo de eliminar ou minimizar as limitações do método pro­
posto.
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A N E X O  2.
ALGUNS EXEMPLOS EXECUTADOS
/
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Exemplo 1 
- Rede Primal
- Rede Dual
As arestas que aparecem tracejadas foram criadas pa 
ra que se obtivesse um grafo 1-aplicado condição necessária ã apli 
cação do algoritmo, o componente associado a esta aresta substitui 
os associados as arestas de origem, com probabilidade de falha 
igual ao produtorio das probabilidades de origem.
2
- Probabilidades de Falhas
i 1 2 3 4 5 6 7 8 9 10 11 12 13
q* 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 - - -
q1? 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,01 0,01 0,01
- Os cortes minimais da rede primai são:
{e^, e 2 }  , {  e 2  * ^  3 ’  ^ 1 + ^ 5  ^ ^  2 ’  ^  4 ^  6 ^ ^  2 ’  ^  4 5 ^ 7 ?  ^  g 1 i  ,  e 5 } ,
{e j , e ^ , e 7 , ^  g ^ ^  u * ^  7 , ^  1 0  ^ ^ ^  3 9 ^  5 ^ ^  5 > ^  ®  6 ^ ’
{e 4 , 65 ] ® 7 ’ ^ 9  ^1 í ® 3 ’ ® 7 ’ ® 8^’ í®3 I 6 7 , ® 1 0^’  ^® 6 ’ ® 7 > ® 8^’
i ® 7 > ®1 0  ^>  ^^  8 ’ ® ^  9 i 610 } •
- A Confiabilidade relativa a falha A ê:
105
CA~ 1 - (0 , 1 ) (0 ,1) 1 - (0 , 1)
CA = 0,952557
- Os cortes minimais da rede dual sao
í ^  1 5 ^ 1 1 ’ {^^9 ^ 1+’ ^ 7 ) Og}, ^-^12’ ^13^’ {Oj, ' k > 13
í ®  9 ) ®  7 ’ ®  1 2 ^ ®  1 1 > ®  14 ’ ®  1 2 ^ ®  ®  7 ’ ®  1 1 ’ ®  1 3 ^ •
- A confiabilidade relativa a falha B ê:
CB 1 - ( 0 , 1 ) • 0,01 1 " (0,1) 1 - (0,01)‘ 1 - (0,1)2(0,01)2
CB= 0,999498
/
- A confiabilidade do sistema ê
C = CA + CB - 1 = 0,952055
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Exemplo 2 
- Rede Primal
- As probabilidades de falha sao:
i 1 2 3 4 5 6 7 8 9 10 11
«í 0 , 1 0,05 0 , 1 0,2 0 , 1 0,01 0 , 2 0,01 -
b
^i 0 , 1 0,01 0,2 0,01 0 , 1 0,01 0 , 2 0,1 0,001 0,002 0,002
- Os cortes minimais da rede primai sao:
^ 1 1 G 7 }, {e j , G g } , {e j K  í ^  1 ) 65 , e 3}, {ej , e 2 , ^ ^
e {ej, ® 2 , ® 3 í •
114
- A confiabilidade relativa a falha A ê:
CA = [l-0,0l] [l-0,02] [l-0,00l] [l-O,l2-0,2] [l-O,l3) [1-0,1.0,2-0,05]. 
• [l-O, l2-0,05] = 0,964875
- Os cortes minimais da rede dual são:
^  í j ® 8 ^ ® 11 » e g} e íe j , ® 11 > ® 10 •
- A confiabilidade relativa a falha B ê:
CB = [l-O,l]2 [l-0,l- 0,002-0,00l] [l-O, 1 - 0, 0022]
CB = 0,989999
- A confiabilidade do sistema ê:
O  CA + CB ~ 1 = 0,954874
/
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Exemplo 3 
- Rede Primal
2
- Rede Dual
2
/
- Probabilidade de Falha
i 1 2 3 4 5
a
q i 0,001 0,002 0,01 0,01 0,001
b
*i 0,02 0,002 0,01 0,015 0,005
- Os cortes minimais da rede primal são:
<e i . e^l; ie 1 > e  3 > e } • (e5 5 1 L c  2 ’6 3 1 6 i*3*, {e 2 i
- A confiabilidade relativa a falha A ê:
CA = [1-0,01.0,001] [l-0,0012 * 0,01] • [1-0,00 2- 0,01 - 0,001] •
.[l-0,002-0,00l]= 0,9999877
- Os cortes minimais da rede dual são:
{e !, e 2}; {e5 , e 4}; {e2 , e 3, e^};' {éj , e 3, e 5}.
CB= (1-0,02-0,002)(1-0,002-0,005)(1-0,002-0,01-0,015)- 
• (1-0,02- 0 ,01.0 ,005)
CB= 0,999884
A confiabilidade do sistema ê:
O  CA + CB ~ 1 = 0,999871
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