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Summary
One of the main challenges in software systems development is reusability. The interac-
tion between traditional software systems is taking place through their interfaces. Thus,
as more software systems are developed, the complexity of the interconnection between
the interfaces grows dramatically. This complexity resulted in a decrease in development
time and code quality. The role of a subject-matter expert (SME) or Domain Expert, a per-
son with knowledge in a specic area, emerged to tackle this problem and increase the
software reusability by modeling the domain rather than the technology. It resulted in a
collaboration between the domain experts and developers and sped up the software de-
velopment life cycle. Similarly, the role of DevOps emerged to bridge the gap between
developers and operators in order to automate the process between software development
and production release.
The main challenge today is to achieve reusability and interconnections between do-
mains of the same or dierent interests. The ontology concept was introduced as an engi-
neering artifact to describe a reality semantically. Ontologies aim to represent information
in a way to be understood and processed by a computer. Therefore, an Ontology Engineer
is a person with knowledge for ontology’s vocabulary, rules of inference, logic, and its
construction. Common domain description languages often lack the semantic represen-
tation of their entities. By contrast, the semantic meaning of a domain of interest can be
expressed using the ontology’s vocabularies and axioms.
The inadequate conceptual knowledge representation of a domain expert and the in-
adequate domain knowledge of an ontology engineer yields a gap between both worlds.
Thus, the usage of ontologies in the domain modeling is yet considered to be a challenge.
Domain Engineering is an approach that aim for the creation and development of domains
on semantic bases.
This work focus on investigating the challenges and limitations in the syntactic- and
semantic-based development elds. The main objective is to approach the domain engi-
neering as a solution for bridging the gap between domain experts and ontology engineers.
Also, the study introduces a domain knowledge development life cycle approach to help
by the creation and development of domain representations on semantic bases. The re-
search is conducted in three segments. First by dening the problem and limitation, then
conducting extensive literature and related work review to scrutinize the domain experts
and ontology engineers roles based on some criteria in their scope of an intersection. Af-
ter that, investigate existing approaches and tools to construct the domain knowledge life
cycle toolchain. Finally, the study concludes the essential presence of both the domain
knowledge, presented by the domain expert, and the formalization of semantic conceptu-
alization, presented by the ontology engineer, in the domain engineering approach.
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1 Introduction
A domain is an area of knowledge that uses common concepts for describing
phenomena, requirements, problems, capabilities, and solutions. [RBSC+13]
The domain can be specic to a company or a software product line (SPL). SPL is a set
of software-based systems that satisfy some specic business needs. Middle to large size
companies has a vast number of software systems, each with its own set of data stores.
Even though the interaction between software systems is taking place with the help of
their well-dened interfaces, as more software systems are developed, the complexity of
the interconnection between the interfaces grows dramatically. [Eva14, RBSC+13, Ree13]
1.1 Motivation
Traditional software systems operated in the form of passing the data between one another
periodically. This process is called batch mode and described as “tightly coupled” because
any changes must be applied to all systems. This results in decreasing the development
time and code quality, which is known by the bottleneck eect in software development.
The role of Domain Expert emerged to approach this problem and introduce the Domain-
driven Design (DDD) to create better software by modeling the domain rather than the
technology. And because development is iterative, it resulted in collaboration between
domain experts and developers, in other words, those who know the domain and those
who know how to build the software. [Eva14, RBSC+13, Ree13]
Today’s applications’ main characteristic is openness, namely the interaction between
applications does not occur only within their domain, but also between dierent domains.
In his book “The Knowing Organization,” Chun Wei Choo described an organization to be
knowing in case it presents some information-based view. The organization uses this in-
formation and knowledge to adapt to external changes and internal growth. In his diagram
1.1, the progression of signals into knowledge is depicted. The “cognitive structuring,” also
known as “semantic representation,” is the process of obtaining information from the data
by assigning meaning regarding the domain. The role of Ontology Engineer emerged to ad-
dress this eld and introduce ontologies as semantic descriptions for domains. An ontology
is an engineering artifact used to describe a certain reality semantically. It consists of a set
of knowledge terms and axioms. Thus an Ontology Engineer is a person with knowledge
for building ontologies. [Cho06, MS02, Hen01]
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Figure 1.1: Data, information and knowledge, according to Choo [Cho06, p. 132]
1.2 Problem and Limitation
Reusability and increasing productivity are the main reasons behind introducing the dier-
ent roles in the information systems and software engineering world. Whether it is domain
experts and developers, developers and operators, or domain experts and ontology engi-
neers, the main challenge is bridging the gap through aggregate information. Similarly, the
DevOps, as a set of practices, was introduced to bridge the gap between the developers and
the systems operators, in order to automate the process between software development
and release or operation.
While ontology is an old concept, it is still not widespread in the software systems devel-
opment eld, due to its extensive composition process. One famous example of knowledge
bases, which is another word for ontologies, is Wikidata. It is one of the largest free knowl-
edge bases with 68,599,689 items1. When constructing a knowledge base for a specic do-
main of interest, domain experts possess limited knowledge for the formal language and
logic that describes ontological concepts. On the other hand, ontology engineers do not
fully grasp the domain as interpreted by a domain expert, and therefore they are unable to
fully describe and reason over it. The role of Domain Engineer emerged to approach this
problem and bridge the gap between the domain experts and ontology engineers, in other
words, those who know the domain and those who know how to to describe it semantically.
1Number based on November 2019
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1.3 Goal and Research Question
1.3 Goal and Research estion
The main goal of this thesis is to approach the domain engineering as a solution for bridg-
ing the gap between the domain experts and ontology engineers. In addition, the study
introduces a domain knowledge development life cycle approach to help the creation and
development of domain representations on semantic bases. The work compares some tools
and presents a toolchain for the proposed domain knowledge development life cycle. The
creation and development of domain ontologies open a group of research questions. In the
following, the ones this thesis focuses on.
• Which core functionality is required for the development of domain knowledge on se-
mantic bases?
• Is the presence of domain knowledge as well as semantic conceptualization knowledge,
essential in the process of domain knowledge development?
• Is there a tool that makes one of both roles: domain expert and ontology engineer, dis-
pensable?
1.4 Structure of the Thesis
Besides this introduction chapter, this thesis is divided into six chapters. Chapter 2 reviews
the literature and related work conducted in two well-known elds of study: the syntactic-
and semantic-based development approaches. While the syntactic-based approach is used
in the domain modeling development eld, the semantic-based approach is used for the
knowledge representation and ontology evolution eld. Chapter 3 presents two related
work conducted in the eld of syntactic- and semantic-matching, respectively. Chapter 4
proposes a domain knowledge development procedure and compares existing approaches
and tools which contribute to the development of domain knowledge. Chapter 5 details
the result of the compared tools and argues the practicability of the proposed toolchain.
Chapter 6 concludes the research conducted during this study, in addition to answering
the opened research questions and presenting suggestions for future research works.
3

2 Background
Over the past years, reusability has always become a challenge. It evolved from considering
a small chunk of source lines of code, to a complete process. The greatest challenge today
lies in the reusability of an entire domain of interest. This chapter introduced two well-
known research approaches: syntactic- and semantic-based integration. As mentioned
before, the main research interest aims to investigate domain development on semantic
bases. A critical component in the semantic representation of a domain is the adaptation
to changes. Therefore, this chapter reviews the integration concept to help understand the
challenges and limitations in each approach.
2.1 Syntactic-based Integration
The syntactic-based integration is the process of nding similarity by the interpretation of
the input regarding its structure. Using syntactic matching such as string-based matching
algorithms, a similarity measure can be calculated to decide whether two entities share a
similar structure and therefore meaning. In some cases, a syntactic-based similarity mea-
sures can be impractical and unreliable. For example, Blu-ray disc, BD, B.D., and BD-Rom
can be considered equivalent in some contexts. However, in some other context, BD may
mean Birthday and in some other Business development. Levenshtein (1965) introduced
Edit Distance, a widely-used similarity measure to compare two string. The algorithm
determines whether two strings are alike by calculating how many atomic actions are re-
quired to transform one string into the other one. The atomic actions are addition, deletion,
and replacement of string’s characters. Luckily, in most cases, syntactic variations of the
same entity often share nearby spellings and abbreviations.
[ES13, Ehr07]
String Matching
The string matching procedure aims to nd strings that refer to the same entities. The pro-
cedure is used in data integration tasks, including schema and data matching, and informa-
tion extraction. The procedure computes a similarity score between two given strings. The
matched strings can be merged or linked to improve data quality and provide more com-
prehensive information. For example, the strings Alan Mathison Turing and Alan M. Turing
may refer to the same person. The procedure has two challenges: accuracy and scalability.
The computed similarity score would deliver an unsatisfying result in cases like typing
and optical character recognition (OCR) errors, or custom abbreviation. Moreover, data
sources are unlikely to contain semantic information to determine whether two strings
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refer to the same entity.
[DHI12, Dat10]
Similarity Measures Matching Techniques
Similarity measures operate by mapping a pair of strings (푥, 푦) into a number in the range[0, 1]. The higher the score, the more likely that 푥 and 푦 matches. This can be represented
by the following equation: 푠(푥, 푦) ≥ 푡 , where 푡 is a predened threshold. A threshold is a
value at or above which the pair of strings are considered to be similar. Table 2.1 presents
an example of matching person names using similarity measures techniques. Applying
similarity measure to all pairs of strings in two data sets 푋 and 푌 is very costly 푂(|푋 ||푌 |)
and therefore, impractical. This scalability problem can be overcome using a solution called
blocking solution. The procedure calls a method FindCands that nds all strings in a data set푌 that may match a given string 푥 . It takes 푂(|푋 ||푍 |), where 푍 is the so-called umbrella set
of 푥 , obtained from the FindCands method. FindCands uses techniques based on indexing
or ltering heuristics to nd all potential strings to match 푥 .
[DHI12]
Set 푋 Set 푌 Matches푥1 = Dave Smith 푦1 = David D. Smith (푥1, 푦1)푥2 = Joe Wilson 푦2 = Daniel W. Smith (푥3, 푦2)푥3 = Dan Smith
(a) (b) (c)
Table 2.1: An example of matching person names, according to Doan et al. [DHI12, p. 96]
Sequence-based Similarity Measures Techniques
The sequence-based similarity measures treat the strings as sequences of characters. It
computes the cost of transforming one string to the other. The smaller the cost, the more
likely the two strings match. The Needleman-Wunch Measure and The Smith-Waterman
Measure are two very famous sequence-based similarity measures algorithms.
[DHI12]
The Needleman-Wunch Measure
The Needleman-Wunch measure belongs to the sequence-based similarity measures. It
generalizes the Levenshtein distance described in section 2.1. The arithmetic formula is
shown in equation 2.1. The measure calculates an alignment between two strings based
on a set of correspondences between their characters. The score of the alignment is the
sum of the scores of all correspondences in the alignment, minus the penalties for gaps.
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[DHI12] 푠(푖, 푗) = 푚푎푥 ⎧⎪⎪⎪⎨⎪⎪⎪⎩
푠(푖 − 1, 푗 − 1) + 푐(푥푖 , 푦푗)푠(푖 − 1, 푗) − 푐푔푠(푖, 푗 − 1) − 푐푔푠(0, 푗) = −푗푐푔푠(푖, 0) = −푖푐푔
(2.1)
The Smith-Waterman Measure
The Smith-Waterman measure also belongs to the sequence-based similarity measures.
Dierent to the Needleman-Wunch, this measure nds two substrings of 푥 and 푦 that
are most likely to be similar, then return the score computed as the score for 푥 and 푦 .
The matching computation can start at any position in the strings, which helps to ignore
prexes or suxes. The arithmetic formula is shown in equation 2.2. Consider the two
strings (Prof. Max S. Mustermann, TU Clausthal) and (Max S. Mustermann, Professor).
The measure computes a local alignment matching by ignoring particular prexes, e.g.,
Prof., and suxes, e.g., TU Clausthal.
[DHI12]
푠(푖, 푗) = 푚푎푥 ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0푠(푖 − 1, 푗 − 1) + 푐(푥푖 , 푦푗)푠(푖 − 1, 푗) − 푐푔푠(푖, 푗 − 1) − 푐푔푠(0, 푗) = 0푠(푖, 0) = 0
(2.2)
Set-based Similarity Measures Techniques
The set-based similarity measures treat the string as sets of generated tokens. To gener-
ate tokens from strings, the space character and common stop words, (e.g., the, and, of),
are excluded and used as delimiters. Another common type of tokens is q-grams, which
divides the string into substrings of length 푞. For example, the set of all 3-grams of max
mustermann is {##m, #ma, max, . . . , ann, nn#, n##}.
[DHI12]
The TF/IDF Measure
The Term Frequency/Inverse Document Frequency (TF/IDF) is a set-based similarity mea-
sure. It considers two strings to be similar if they share distinguishing terms and is mostly
used to nd documents that are relevant to search keywords. The arithmetic formula is
shown in equation 2.3. For example, to be considered are the three strings 푥 = (Apple Cor-
poration, CA), 푦 = (IBM Corporation, CA), and 푧 = (Apple Corp). A traditional sequence-
based measures would match 푥 with 푦 as 푠(푥, 푦) higher than 푠(푥, 푧). However, the TF/IDF
7
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measure is able to recognize Apple as a distinguishing term, and thus would correctly
match 푥 and 푧 with a higher score. The measure converts each string to a bag of terms
using information retrieval (IR) terminology. For example, 푥 = aab is converted into doc-
ument 퐵푥 = {a, a, b}. Then TF and IDF are computed: 푡푓 (푡, 푑) refers to the number of times푡 occurs in 푑 , and 푖푑푓 (푡) refers to the total number of documents in the collection divided
by the number of documents that contain 푡 . The TF/IDF score between 푝 and 푞 can be
computed as the cosine of the angle between these two vectors.
[DHI12] 푠(푝, 푞) = ∑푡∈푇 푣푝(푡) ⋅ 푣푞(푡)√∑푡∈푇 푣푝(푡)2 ⋅√∑푡∈푇 푣푞(푡)2 (2.3)
Hybrid Similarity Measures Techniques
The hybrid similarity measures combine the advantages of the sequence-based and set-
based measures. While Sequence-based techniques cover matching of misspelled or ab-
breviated strings, the set-based techniques cover matching strings based on shared distin-
guishing terms.
[DHI12]
The Soft TF/IDF Measure
The soft TF/IDF is a hybrid similarity measure. It enhances the TF/IDF measure 2.1 by
softening the exact match requirement and requiring similar matching instead. The arith-
metic formula is shown in equation 2.4. For example, to be considered are the tree strings푥 = (Apple Corporation, CA), 푦 = (IBM Corporation, CA), and 푧 = (Aple Corp). The tradi-
tional TF/IDF measures would not match 푥 with 푧 because the term Apple in 푥 does not
match the misspelled term Aple in 푧. The Soft TF/IDF rst generate two documents 퐵푥 and퐵푦 which contain terms close to each other, then computes the 푠(푥, 푦) as in the traditional
TF/IDF measure. The measure creates two documents 퐵푥 and 퐵푦 as described by the TF/IDF
measure. Then it computes 푐푙표푠푒(푥, 푦, 푘) as a set of all terms in 퐵푥 that have a close term in퐵푦 that satises 푠′(푡, 푢) ≥ 푘, where 푘 is a predened threshold. 푠(푥, 푦) as in the traditional
TF/IDF score are computed. 푣푥 and 푣푦 are the generated feature vectors and 푢∗ is the term
that maximizes 푠′(푡, 푢) for all 푢 ∈ 퐵푦 .
[DHI12] 푠(푥, 푦) = ∑푡∈푐푙표푠푒(푥,푦,푘) 푣푥 (푡) ⋅ 푣푦(푢∗) ⋅ 푠′(푡, 푢∗) (2.4)
Data Matching
Similar to the string matching procedure, data matching aims to nd structured data items
that describe the same entities. Similar data can be joined from sources that have a dif-
ferent schema. For example, the tuples (Alan Mathison Turing, 555-234-5678, Maida Vale)
and (Alan M. Turing, 234-5678, Maida Vale) refer to the same person. Also similar to the
string matching procedure, accuracy and scalability are its main challenges. Clustering
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and collective matching techniques aim to address the accuracy challenge.
[DHI12]
Clustering Matching Techniques
Agglomerative Hierarchical Clustering (AHC)
The AHC is a clustering matching technique that divides data into a set of groups called
clusters where members of one cluster belong together. For example, given a set of tuples퐴, AHC partitions 퐴 into a set of clusters, such that all tuples in each cluster refer to
an entity, tuples in dierent clusters refer to dierent entities. The algorithm begins by
putting each tuple in 퐴 into a single cluster. Then iteratively merges the two most similar
clusters until the similarity score drops below a predened threshold. The similarity can be
computed using dierent methods: single link, complete link, and average link. The single
link compute the similarity score as the minimal score between all tuple pairs 푠(푐, 푑) =푚푖푛푥푖∈푐,푦푖∈푑푠푖푚(푥푖 , 푦푗). The complete link maximize the computed score between all pairs of
tuples 푠(푐, 푑) = 푚푎푥푥푖∈푐,푦푖∈푑푠푖푚(푥푖 , 푦푗). The average link considers the total number of pairs푠(푐, 푑) = ∑푥푖∈푐,푦푖∈푑 푠푖푚(푥푖 , 푦푗)/푛.
[DHI12]
Collective Matching Techniques
Advanced Agglomerative Hierarchical Clustering
The advanced AHC enhances the AHC measuring procedure by taking into considera-
tion the correlation among all tuples. The arithmetic formula is shown in equation 2.5.푠푖푚푎푡푡푟푖푏푢푡푒푠(퐴, 퐵) computes a similarity score between 퐴 and 퐵 based only their attributes,
while 푠푖푚푛푒푖푔ℎ푏표푟푠(퐴, 퐵) computes a similarity score between the neighborhood of 퐴 and 퐵.
Then, the most similar clusters are merged.
[DHI12] 푠푖푚(퐴, 퐵) = 훼 ⋅ 푠푖푚푎푡푡푟푖푏푢푡푒푠(퐴, 퐵) + (1 − 훼) ⋅ 푠푖푚푛푒푖푔ℎ푏표푟푠(퐴, 퐵) (2.5)
Schema Matching and Mapping
The idea behind integration is giving the user a way to interact with the data through a
single schema, also known as mediation schema. The mediated schema is a logical schema
that contains the relevant information of the domain. Schema matching species how the
elements of the source schema correspond to the mediated schema. It also indicates how to
translate data across their sources and the mediated schema. For example, attribute detail
in one source corresponds to attribute information in another, and name in one source is
a concatenation of firstname, and lastname in another. This approach requires an under-
standing of the semantics of the source and mediated schemas in order to construct the
mapping between them.
[DHI12]
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2.2 Semantic-based Integration
The semantic-based integration is the process of nding the similarity between two con-
cepts by measuring the overlap of their instance sets. The procedure is used to discover
the possible similarity between a new instance and the set of instances already presented.
One of its challenges lies in the fact that a schema does not adequately describe its mean-
ing, which makes it hard for a program to process it. Furthermore, two schema elements
may share the same name and yet refer to dierent real-world concepts. Conversely,
two attributes with dierent names can refer to the same real-world concept. In some
cases, it is hard to elaborate the matches into mapping. For example Event.localTime ≈
Event.universalTime + Location.timeZone.
[ES13, DHI12, CFMV11]
Ontology Learning
In computer science, an ontology is an engineering artifact used to describe a real-world
concept. It also consists of a vocabulary and axioms to describe their meaning. It is used to
represent a conceptual model for a specic domain. The symbolic representation of knowl-
edge can be separated from the aspects related to the application and therefore reused
across dierent systems. This representation makes it possible for a computer to process
it. Figure 2.1 shows an ontology example with a set of entities and the relation between
them.
[Cim06, MS02]
GE
Natural GE Inhabited GE
mountain river country city
Zugspitze Neckar Germany capital
Stuttgart Berlin
Integer
2962 367
is-a
capital_of
height (m)
length (km)
flow_through
located_ininstance_of
height (m) length (km)
flow_through
flow_through capital_oflocated_in
Figure 2.1: Ontology example, according to Cimiano [Cim06, p. 11]
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Ontology Alignment
The ontology alignment is the result of a matching process. It is used to identify relations
between individuals of multiple ontologies. The identied correspondences are among
others, one of the following: equivalence, consequence, and disjointness. This procedure
is the rst step toward the ontology merging and query answering procedures. Figure
2.2 shows an alignment example between two ontologies of the same domain. There
are two classes of ontology matching techniques: element-level and structure-level. The
element-level concludes string-based, language-based, and constrain-based techniques.
The structure-level concludes graph-based, taxonomy-based, model-based, and instance-
based techniques. The main challenge presented in this procedure is involving the user to
validate and adjust the matching process without being lost in the design choices. Another
challenge is the types of heterogeneity that might be presented in the ontologies. Syntactic
heterogeneity is the case where two ontologies are not described with the same ontology
language. The terminological heterogeneity which means variations in the names when
referring to the same entities. Conceptual heterogeneity is the case when modeling the
same domain of interest but in dierent ways. Semiotic heterogeneity is the case when
entities are interpreted dierently.
[ES13, Ehr07]
String-based Matching Techniques
The string-based procedure belongs to the element-level matching techniques. It considers
a string as a sequence of letters. The more similar the strings, the more likely they refer to
the same real-world concept. The procedure is used to match names and descriptions of
ontology’s entities. Some examples of the string-based techniques are edit distances, and푛-gram similarity measures.
[ES13]
Token-based Distances
The Token-based Distances belongs to the string-based matching techniques. It considers
a multiset of words 푠 as a vector in which dimension is a term, and each position is the
number of occurrences. After transforming the entities into vectors, metric space distances
can be used to compute the similarity such as Euclidean distance, Manhattan distance, or
Minkowski distance. For example, InProgress becomes In and Progress, similarity-based
measures becomes similarity, based and measures. The arithmetic formula is shown in
equation 2.6. 푠⃗ and 푡⃗ are the vectors corresponding to two strings 푠 and 푡 in a vector space푉 [ES13, p. 93]. the cosine similarity is the function 휎푣 ∶ 푉 × 푉 → [0 1].
[ES13] 휎푣(푠, 푡) = ∑푖∈|푉 | 푠⃗푖 × 푡⃗푖√∑푖∈|푉 | 푠⃗푖2 ×∑푖∈|푉 | 푡⃗푖2 (2.6)
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Figure 2.2: Ontology alignment, according to Euzenat and Shvaiko [ES13, p. 45]
Constraint-based Matching Techniques
The constraint-based procedure belongs to the element-level matching techniques family.
The procedure deals with the internal constraints of the dened entities, such as types,
multiplicity of attributes, and keys.
[ES13]
Internal Structure-based Techniques
The internal structure-based techniques belong to the constraint-based matching tech-
niques. Its mode of operation is to calculate a similarity measure based on the structure
of entities, in addition to comparing the names and identiers. The structure of entities
considering their properties (names, keys, data types, domains, cardinalities), their rela-
tions, and their multiplicity. The procedure is combined with element-level techniques to
reduce the number of candidate correspondences and eliminate incompatible properties.
Figure 2.3 shows and example for an internal structure comparison technique, considering
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the properties and cardinality associated with the Product and Volume. The procedure’s
limitation is caused by the fact that the internal structure does not provide much infor-
mation to compare, as many dierent objects can have the same properties with the same
data types.
[ES13]
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Figure 2.3: Internal structure comparison, according to Euzenat and Shvaiko [ES13, p. 107]
Graph-based Matching Techniques
The graph-based procedure belongs to the structure-level matching techniques. It con-
siders the input ontologies as a graph whose edges are labeled by relation names. In case
two nodes are similar, their neighbors must also be similar. The procedure nds correspon-
dences between elements by nding a common homomorphic subgraph. Graph homomor-
phisms are mappings of the vertices while preserving adjacency. For example, given 퐺 and퐻 two graphs, homomorphisms of 퐺 to 퐻 are paths in 퐺 mapped in 퐻 without increasing
the distances. The example 2.7 represents a relation-based example on the subClasses of
Book from the ontology presented in gure 2.2.
[ES13, HN04]푠푢푏푐푙푎푠푠(Book) = 푠푢푏푐푙푎푠푠−(Book) = {Science,Pocket,Children}푠푢푏푐푙푎푠푠+(Book) = {Science,Pocket, Textbook,Popular,Children}푠푢푏푐푙푎푠푠−1(Book) = {Product}푠푢푏푐푙푎푠푠↑(Book) = {Textbook,Popular,Pocket,Children}
(2.7)
Instance-based Matching Techniques
The instance-based procedure belongs to the structure-level matching techniques family.
The mode of its operation is to compare sets of instances of classes to determine whether
these classes match or not. For example, 퐴 and 퐵 are two classes with one of the possible
relationships. Equal (퐴∩퐵 = 퐴 = 퐵), contains (퐴∩퐵 = 퐴), contained-in (퐴∩퐵 = 퐵), disjoint
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2 Background(퐴∩퐵 = ∅). The matching is facilitated when two ontologies share the same set of instances.
However, in the case of incorrect data, the system may deliver wrong correspondences. To
overcome this limitation, Hamming distance can be used to calculate the corresponds based
on the size of symmetric dierences normalized by the size of the union. The arithmetic
formula is shown in equation 2.8. Hamming distance can still produce a short distance
even in case of misclassied instances due to the usage of symmetric normalization.
[ES13] 휎 (푥, 푦) = |푥 ∪ 푦 − 푥 ∩ 푦 ||푥 ∪ 푦 | (2.8)
Ontology Merging
The ontology merging procedure is used to integrate matched ontologies 표 and 표′ into a
new ontology 표′′ based on a computed alignment. For example, consider the following
alignment results: (id = isbn) and (book ≤ Volume). The resulting ontology will have the
following individuals: (o:id owl:equivalentProperty o:isbn) and (o:Book rdfs:subClassOf
o:Volume). The procedure does not require a total alignment between the individuals
of both ontologies. Entities with no correspondences will remain unchanged. Figure 2.4
shows the internal functionality of the ontology merging procedure.
[ES13]
O O´Matcher
A
Generator
axioms
Merge(o, o´ , A)
Figure 2.4: Ontology merging, according to Euzenat and Shvaiko [ES13, p. 379]
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There has been a range of work conducted to address the syntactic- and semantic-based in-
tegration approaches. Each work focused on identifying the gaps and limitations in each
approach and testing the suggested methodology on a practical example. The research
conducted by Fadi Jabbour focused on the syntactic-level by using string matching tech-
niques to achieve a semi-automated model transformation. Yong Wang et al. focused on
the semantic-level by using ontologies to achieve an automatic adaptation of component
interfaces.
This chapter reviews both research and the approaches to tackle the problems encoun-
tered in their work, which will help to identify the gaps that make it possible to join both
approaches.
3.1 Model Transformation for Domain Specific
Architecture Languages in the Automotive Soware
Development
The research work of Fadi Jabbour emerged to address the increase in the complexity of
the software systems. It is the result of the growing number of software systems that need
to interact together. Using a standardized architecture description languages is the rst
step towards achieving interoperability among integration tools, and therefore, approach
this problem. The fact that software components are developed by dierent parties leads
to a dierent representation of the models even in case of modeling the same domain.
As for an example, Architecture Description Languages (ADLs) is a description language
that belongs to the same application domain and shares the same semantics; however,
architectures use dierent notations for describing the same software architecture.
The research work contributed to nding a solution for achieving interoperability be-
tween dierent ADLs by developing an automated transformation mechanism that gives
the user the ability to evaluate the result obtained by the transformation.
The work encountered integration gaps between ADLs, which can be categorized into
three dierent levels, ordered from the least to the most abstracted. First, the technology
level, which refers to the technologies used to build the ADLs, such as Extensible Markup
Language (XML), and XML Metadata Interchange (XMI). Second, the modeling language
level, which refers to the existence of dierent syntaxes. Third, the structure level, which
refers to the existence of dierent characteristics of the model. The integration tool needed
to address and solve those challenges by implementing a tool that is compatible with the
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commonly used technologies and using a well-dened mapping between the model struc-
tures such as the weaving model and model transformation.
Figure 3.1 shows the mode of operation for the proposed model weaving as part of
the model transformation concept. The model weaving produces a mapping between the
source and target metamodel, which can be used for transforming the model using the
model matching procedure.
The study introduced a system with two components: the reusable transformation rules,
and the improved model weaving operation. The idea behind the reusable transformation
rules is to dene transformation rules to help to transform and therefore match the source
and target models. The idea behind the improved model weaving operation is to give the
user the ability to create relations between source and target metamodels. The overall
approach can be further improved by applying the weaving model on smaller logical parts
by matching sub-parts of the source and target metamodels, which can be combined to
create the overall model transformation.
The matching algorithm, which generates the weaving model, operates on all elements
of the source and target metamodels (e.g., classes, attributes, references). Using all struc-
ture information from the model is a well-known approach, as presented in chapter 2. The
developer can update and correct the weaving result.
While the primary goal of the study was to provide an automatic approach for the model
transformation, but the results of the model weaving were not satisfying, since the element
names are abbreviations that consist of the rst letter of each word. In many cases, the
attributes share the same name “value” and type “string” with no size limit. Therefore, the
system is not applicable in a real industrial environment, because errors that occur in the
early stages of the algorithm will propagate in later stages as well. Thus, the eort needed
to adjust the results is more signicant than constructing the weaving model from scratch.
Therefore, the idea to obtain an automatic approach was replaced by a semi-automatic
multi-steps algorithm that requires the developer’s interaction, which resulted in correct-
ing errors at each stage of the algorithm and preventing their propagation. The algorithm
starts by matching classes of source and target metamodels based on their internal struc-
ture such as name, size, multiplicity, and similarity of attributes. The developer then vali-
dates and corrects the results. The algorithm then searches for equivalent properties such
as name, type, and lower and upper bound in the equivalent classes found in the previous
matching step. The developer once again validates and corrects the results.
The work was concluded by providing future research suggestions, for example, achiev-
ing bidirectional transformation. The research investigated the creation of transformation
only from source to target models. However, It would be benecial to construct a bidirec-
tional transformation mechanism, also from the target back to the source model.
[Jab15]
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Figure 3.1: Model weaving, according to Jabbour [Jab15, p. 21]
3.2 Ontology-based Automatic Adaptation of
Component Interfaces in Dynamic Adaptive
Systems
The research work of Yong Wang et al. emerged to address the reusability of components in
a new application context using semantic models. The research reviewed dynamic adaptive
systems that change their behavior at runtime based on changes in the users’ requirements
or system’s environment. Dynamic Adaptive System Infrastructure (DAiSI) is an example
of a component-based dynamic adaptive system. DAiSI’s components are dened using
an interface that describes required and provided services.
The research work contributed to nding a solution for reusing components in applica-
tion contexts outside the scope of their intended implementation. The goal is to couple pro-
vided and required services that are semantically compatible but syntactically not. There-
fore, three types of incompatibility are covered: dierent naming, dierent data structure,
and dierent control structure. The three types of incompatibility are shown in gure 3.2
The dierent naming is the case where names of interfaces or the functions do not match
but share the same semantics. The dierent data structure is the case where the parame-
ters dier in their data types; however, the encapsulated data can be mapped to each other.
The dierent control structure is the case where dierent interfaces provide information
which can be composed rather than mapped.
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The study introduced the usage of a central ontology as the common knowledge base,
which provides the mapping between the semantically compatible provided and required
services. The approach extends the DAiSI components’ interfaces through developing an
ontology-based adapter as shown in gure 3.3 The central ontology consists of three layers:
upper layer, application layer, and interface layer. The upper layer’s ontology is called Up-
perOntology, which contains basic knowledge denition. The application layer’s ontology
contains all denitions that are relevant for an application. The interface layer represents
the domain interfaces with their names, methods, parameters, and data types.
Figure 3.4 shows the mode of operation for the proposed system. First, the information
collector transforms the annotations in the interface denition. Then, a mapper search in
all instances of the ontology to nd a mapping between required interfaces that can be
used by provided interfaces. Finally, the adapter component is created to link the mapped
interfaces regarding one of the incompatibilities presented earlier.
The proposed approach has the advantage of making every part of the ontologies and
interfaces being developed separately. Thus, opening further research in the eld of on-
tology mapping and merging so that layers can be merged with other dynamic adaptive
system domains.
The work was concluded by providing further research suggestions, for example, the
usage of distributed ontologies, so that every component is directly linked to an ontology
which describes its structure.
[WHSR16]
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Figure 3.2: Taxonomy of incompatibilities between interfaces, according to Wang et al.
[WHSR16, p. 2]
19
3 Related Work
Upper
Ontology
Application
Ontology 2
Application
Ontology 1
Interface 1 Interface 2
use use
find relation
Interface 3
Upper
Ontology
Figure 3.3: Three-layer ontology structure, according to Wang et al. [WHSR16, p. 5]
Find instance for 
annotation in all 
functions in interface 
at required site
Find all dependent 
instances in upper 
ontology
Find all provided 
interfaces which use 
dependent instances
Create mapping
Figure 3.4: Process for mapping required interfaces to provided interfaces, according to
Wang et al. [WHSR16, p. 6]
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As stated before, the goal of this work is to introduce a domain knowledge life cycle and
a toolchain to help the creation and development of domain representations on semantic
bases. The life cycle consists of four procedures: composition, transformation, matching,
and merging. The following chapter outlines each procedure. Then compare existing ap-
proaches and tools with the help of evaluation matrices, to compose the toolchain.
4.1 Ontology Composition Procedure
An Ontology is a specication of an abstract and simplied view of a particular topic. It
consists of a set of vocabularies and axioms to describe a specic domain. OWL 2 is an
ontology language for the semantic web. The structure of the OWL 2 language, as well
as its components and their relations, are described in gures 4.1 and 4.2. The following
subsections describe each component of the OWL 2 language.
Internationalized Resource Identier (IRI) is an internet protocol standard that ex-
tends the Uniform Resource Identier (URI) by using the universal character set, instead
of the American Standard Code for Information Interchange (ASCII). IRIs are used to iden-
tify ontologies and their versions. Additionally, the elements of an ontology may also be
identied using IRIs.
Annotations are used to associate information with an ontology, e.g., description eld or
current version.
owl:backwardCompatibleWith( <http://www.w3.org/2019/Example> )
Axioms are the main component of an ontology and used to describe truth inside the
domain. They can be declarations or about classes, objects, or data.
Classes describe sets of individuals. For example, the classes a:Teacher and a:Person can be
used to represent the set of all teachers and persons, respectively.
SubClassOf( a:Teacher a:Person )
Each teacher is a person
Datatypes are the same as classes, with only the dierence that they refer to sets of data
values instead of individuals. For example, the datatype xsd:integer denotes the set of all
integers and can be used as axioms.
DataPropertyRange( a:hasAge xsd:integer )
The range of the a:hasAge data property is xsd:integer
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Object properties connect pairs of individuals. For example, the object property a:teachesSubject
can be used to present the parenthood relationship between individuals.
ObjectPropertyAssertion( a:teachesSubject a:Alan a:CS101 )
Alan teaches CS101 subject
Data properties are the same as object properties, with only the dierence that they
connect individuals to literals instead of to one another. For example, the data property
a:hasName can be used to associate a name to a class.
DataPropertyAssertion( a:hasName a:Alan "Alan Turing" )
Alan's name is "Alan Turing"
Annotation properties provide annotations to an ontology, axiom, or an IRI. For exam-
ple, the annotation property rdfs:comment displays additional information.
AnnotationAssertion( rdfs:comment a:Alan "Alan was a mathematician" )
This axiom provides a comment for a:Alan
Individuals represent objects from a domain. Individuals are given an explicit name that
is used to refer to the same object. Anonymous individuals can not be accessed globally
and are thus local to the ontology containing its instantiation.
ClassAssertion( a:Teacher a:Alan )
Alan is a teacher
Literals represent data values such as string, decimal, or integer. It consists of a lexical
form denoting its value and a datatype.
"1"ˆˆxsd:integer
A literal that represents the integer 1
[AB13, SCH+12, MPB+12, GDD09, Hen01, Gru93]
4.2 Data Source Transformation Procedure
As described in section 2.2, the ontology learning process is the rst component in a
semantic-based integration process. In this context, we describe it as a data source trans-
formation process. The procedure extracts the vocabulary and data which describes the
domain. This vocabulary may be presented in a schema description language as in XML
Schema Denition (XSD) or a tabular header as in comma-separated values (CSV). The
extracted vocabulary and data are then inserted into a knowledge base. It is benecial to
separate knowledge representation from procedural aspects related to its application in
order to reuse the knowledge across other systems.
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Figure 4.1: Structure of OWL 2 ontologies, according to Motik et al. [MPB+12, p. 8]
Despite its benets, the procedure also encounters some limitations. First, the extracted
vocabulary is based on the assumptions of the domain expert constructing it. Hence, the
presence of the domain expert is required to approve the validation of the extracted knowl-
edge. Second, the construction of ontologies is costly due to the trade-o between a large
amount of knowledge, and a provision of abstraction to enhance its reusability. Therefore,
the correctness and consistency can not be guaranteed.
The traditional ontology learning builds on natural language processing and machine
learning, using methods such as named entity recognition, anaphora resolution, and mor-
phology components. The named entity recognition method extracts a small number of
classes from domain-specic collections of unstructured texts. In the scope of this study,
such techniques are not required, as the extraction is based on structured data sources. It
is sucient to transform the structured data into a knowledge representation.
[Cim06]
4.3 Ontology Matching Procedure
As described in section 2.2, the ontology matching process is the second component in a
semantic-based integration process. It describes the process of nding correspondences
between entities of dierent ontologies of the same domain. Alignment is the output of a
matching processes and is used for the evolution of ontologies. The matched ontologies
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Figure 4.2: Parts hierarchy of the OWL 2 RDF-based semantics, according to Schneider et
al. [SCH+12, p. 6]
enable the entities to interoperate.
Euzenat and Shvaiko [ES13] dened the ontology alignment life cycle. As shown in
gure 4.3, the life cycle workow is subdivided into the following steps. The alignments
are rst generated using a matching process. Then the alignment result can go through an
iterative evaluation and enhancement loop if necessary. Finally the alignment can be used
for procedures like query answering or merging. The proposed alignment life cycle may
be performed manually or automatically.
The ontology matching procedure presents one of the solutions to the semantic hetero-
geneity problems described in section 2.2. The alignment produced from the matching can
be used in various tasks such as ontology merging, query answering, and data translation.
Moreover, the same procedure can be applied to database schema matching.
Despite its benets, the procedure also encounters some limitations, which are the types
of mismatches. When matching dierent ontologies, mismatches might occur on two dif-
ferent levels: language-level and ontology-level. The Language-level mismatch, which
describes the dierences in the expressiveness of ontology languages. The expressiveness
is the presence of disjoints, negations, expression, unions, intersections, etc. The ontology-
level mismatch, which describes the dierences in the structure or semantic of ontologies.
Euzenat and Shvaiko [ES13] reviewed about 100 ontology matching systems. The fol-
lowing can be observed: 50% of the systems are schema-based, 25% are mixed, i.e., rely on
the schema and instances. Moreover, most of the systems operate on two input ontolo-
gies from the same domain and handle tree-like structures by focusing on the discovery of
one-to-one correspondences by computing similarity measures in the [0 1] range.
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[ES13]
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Figure 4.3: Ontology alignment life cycle, according to Euzenat and Shvaiko [ES13, p. 57]
4.4 Ontology Merging Procedure
As described in 2.2, the ontology merging process is the last component of a semantic-
based integration process. It describes the process of obtaining new ontology from two
matched ontologies based on their alignment. However, a total alignment is not required
as entities with no correspondences will remain unchanged in the merged ontology. The
process is used for dierent purposes, such as connecting ontologies to a common upper-
level ontology.
There are two types of merging systems. The rst uses the alignment result as bridge
rules for the entities and creates the merged ontology accordingly. The other system cre-
ates an ontology mapper in query forms in order to answer the queries from the merged
global ontology.
[ES13]
4.5 The Ontology ToolChain
One of the main goals of this study is to dene a domain knowledge development life cycle
and a toolchain to help by the creation and development of semantic domain representa-
tion. The life cycle is used in the evolution of semantic representations, e.g., ontologies,
for domains of interest. Thus, a traditional evolution of an ontology would include its cre-
ation and potential enhancement through the merging process with other ontologies of the
same domain. As mentioned in section 4.4, the merging procedure requires a partial or en-
tire alignment between entities of dierent ontologies of the same domain. Therefore, the
evolution of an ontology would also include a matching process to nd correspondences
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with other ontologies of the same domain. The last process in the life cycle is the trans-
formation. As mentioned in section 2.2, the most ecient matching techniques are the
constraint- and instance-based, which take into consideration the structure and instances
of the entities in the ontologies which need to be matched. Thus, the data source trans-
formation process is essential to append data structure properties and instances from the
data source to its semantic representation (ontology).
As shown in gure 4.4, the toolchain consists of four tools: composition, transformation,
matching, and merging. Each tool is used to achieve one functionality of the toolchain
mentioned above and can be executed independently. The toolchain delivers an integrated
domain knowledge, which is the alignment result of the transformed knowledge from the
data sources of some domain of interest. One essential characteristic of the toolchain is the
presence of the feedback mechanism. In other words, the user is able to conrm or adjust
the output at every stage.
Composition 
Tool
Transformation
Tool
Matching Tool
Mergin Tool
domain
knowledge
data source
knowledge
alignment
result
extended
domain knowledge
Figure 4.4: The ontology toolchain structure
Composition Tool
The composition tool is responsible for the creation of an ontology for a specic domain
of interest. Using the composition tool, a user can create a domain knowledge base for a
particular application. The tool is capable of applying the ontology composition procedure
presented in section 4.1. Figure 4.5 depict the structure of the tool. Some of the popular
ontologies construction tools in the market are Protégé, WebOnto, OilEd, SWOOP, On-
toSaurus, Ontolingua Server, WebODE, and OntoEdit. Protégé and SWOOP were selected
for the evaluation conducted in chapter 5.
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Protégé is a popular, well-known open-source ontology construction tool developed at
Stanford University. It provides a graphical user interface (GUI) for the creation, visualiza-
tion, and adjustment of ontologies, and supports dierent ontology language formats such
as RDF/XML, OWL/XML.
SemanticWeb Ontology Overview and Perusal (SWOOP) is a simple OWL browser and
editor for ontologies developed at the University of Maryland.
[AB13]
 Ontology Composition Procedure
Composition
Tool Domain Knowledge
outputinteraction
Figure 4.5: The composition tool structure
Transformation Tool
The transformation tool is responsible for adding the structure properties and data in-
stances to an ontology. Using the transformation tool, a user is able to construct an ontol-
ogy that semantically describes a data source. The user is also able to adjust the generated
ontology to apply axioms and semantic relations that are not expressed in the schema of
the data source. The tool is capable of applying the data source transformation procedure
presented in section 4.2. Figure 4.6 depict the structure of the tool. Protégé and Tarql were
selected for the evaluation conducted in chapter 5.
Protégé contains a built-in functionality for generating instances, annotations, and ax-
ioms from spreadsheet documents (e.g., .xlsx and .xls).
Tarql is a commant line interface, used for converting CSV les to Resource Description
Framework Schema (RDFS) using SPARQL Protocol and RDF Query Language (SPARQL)
syntax. SPARQL is a Structured Query Language (SQL)-like query language for querying
RDF-based documents. It is an accepted standard, however, not intended for ontology
representation, but rather for querying. It can be used to extract information from RDF
documents, and construct new ones by matching lter patterns against the target graph of
the query.
[Pau11, GDD09]
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Figure 4.6: The transformation tool structure
Matching Tool
The matching tool is responsible for nding alignment between entities of the constructed
ontologies: the ontology representing the domain and the ontology generated from the
data source. Using the matching tool, a user is able to nd elements of two ontologies,
which refer to the same concept. The user is also able to conrm or adjust the resulted
alignment in case of wrong correspondences. The tool is capable of applying the ontology
matching procedure presented in section 4.3. Figure 4.7 depict the structure of the tool.
COMA++ and AML were selected for the evaluation conducted in chapter 5.
COMA is a schema matching tool contains six elementary, and ve hybrid matching
algorithms that implement string-based matching techniques such as 푛-gram and edit dis-
tance. The ontologies are imported and encoded as a directed acyclic graph (DAG), where
the elements dene the paths in the graph. COMA++ is an enhanced version of COMA
that provides fragment-based matching and a graphical user interface (GUI).
AgreementMakerLight (AML) is a simple version of the AgreementMaker (AM) soft-
ware, which oers a wide range of matching algorithms and a graphical user interface.
The software is designed to handle large-scale ontologies and is capable of nding 1:1,
1:푚, 푛:1, 푛:푚 alignments between the entities. The matching process is subdivided into
two modules: similarity computation and alignment selection. The software oers an in-
terface to adjust the evaluation strategies and, therefore, the matching algorithm.
[ES13]
Merging Tool
The merging tool is responsible for merging a set of alignment results with the constructed
domain ontology. Using the merging tool, a user is able to extend the constructed domain
ontology with the interconnections found within the semantic representation of the data
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Figure 4.7: The matching tool structure
sources. The tool is capable of applying the ontology merging procedure presented in sec-
tion 4.4. Figure 4.8 depict the structure of the tool. Protégé and OntoMerge were selected
for the evaluation conducted in chapter 5.
Protégé contains a built-in functionality for merging ontologies, whether by extending
an existing ontology or creating a new one. It is also capable of merging alignment results
encoded in an ontology language format such as RDF/XML, OWL/XML.
OntoMerge is a system for ontology merging and translation. The merging procedure is
conducted by taking the union of the axioms dened in both ontologies. Bridging axioms
and rules are provided by a domain expert or matching algorithm to relate the terms in both
ontologies. The translation task follows the merging procedure, which generates ontology
extensions and query answering for both ontologies.
[ES13]
4.6 The ToolChain Criteria
The next step in the approach is to evaluate the proposed life cycle and tools. For this task,
a set of mandatory criteria is assigned in order to be investigated and evaluated. Those
criteria are: time-consuming, quality, validation, and post-processing. The reason behind
choosing those criteria lies in their interrelation. In other words, the score assigned to
one criterion might have an impact on the others. Moreover, investigating those criteria
will help in answering the research questions in section 1.3. Further criteria can also be
investigated in future research works.
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Figure 4.8: The merging tool structure
Time-Consuming
The time-consuming criteria aim to evaluate the time spent during the interaction with
the tool to get the rst output regardless of the reiteration process, which is responsible
for optimize the output. The post-processing criterion attends to evaluate the reiteration
process. This criterion is rated by one of the following values: low, medium, and high. Low
is the optimal value, which indicates that a user with limited expertise is able to interact
with the tool. In other words, the tool is easily manageable and does not require any
substantial experience.
ality
The quality criteria aim to evaluate the anomaly between the actual and expected out-
put from the tool regardless of the reasoning process, which is responsible for checking
conceptual mistakes. This criterion is rated by one of the following values: low, medium,
and high. High is the optimal value, which indicates that the output satises the user’s
expectation.
Validation
The quality criteria aim to evaluate the correctness of the output, also known as reasoning.
Reasoning on ontologies is used to discover conceptual mistakes. This criterion is rated
by one of the following values: low, medium, and high. High is the optimal value, which
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indicates that the output is semantically correct.
[Pau11]
Post-Processing
The quality criteria aim to evaluate the complexity of the reiteration process to optimize
the output if needed. This criterion is rated by one of the following values: low, medium,
and high. Low is the optimal values, which indicates that no reiteration is needed, and no
conceptual mistakes are found in the result.
4.7 Evaluation Matrix
The evaluation matrix approach is used for the evaluation of proposed tools against the
specied criteria. Table 4.1 represents an example for the evaluation matrix. Since one of
the objectives of this thesis is to investigate the gap between domain experts and ontology
engineers, both roles are evaluated separately. The evaluation’s results are going to help in
identifying the advantages and limitations of the domain engineering approach. Moreover,
the deduced results are also going to help to answer the research question in section 1.3.
Based on the conducted literature and related work review in chapter 2 and 3, the fol-
lowing assumptions are expected. A sub-optimal score of one criterion will propagate and
aect the score of at least one other criterion. Furthermore, based on the evaluated user’s
role, some criteria will have an optimal score as a result of the user’s expertise.
Tool A Tool B
Time-Consuming
Quality
Validation
Post-Processing
Table 4.1: Evaluation matrix example
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In chapter 4, a toolchain was introduced to help in the creation and development of se-
mantic representation for domains of interest. As mentioned before, we aim to evaluate
the toolchain as used from a domain expert and ontology engineer separately, hence, iden-
tify and reduce the gap between both roles. The result of the evaluation is as follows.
1. The ontology engineer achieved a high score in the quality criterion; however, a low
score in validation.
2. The domain expert achieved a high score in the validation criterion; however, a low
score in quality.
3. For all evaluation processes, a low score in the post-processing criterion is obtained.
The rest of this chapter explains in detail the evaluation of each tool.
5.1 Composition Tool
One alternative to constructing an ontology from scratch is to import the semantic repre-
sentation of the domain of interest from a knowledge base such as wikidata. We dropped
this concept due to the complexity found in the wikidata knowledge base. gures 5.1, 5.2,
and 5.3 show an ontology example for the weather domain with more than 50 classes and20,000 axioms. We argue that the eort needed to adjust the imported ontology is more
signicant than constructing the ontology from scratch. In the following two sub-sections,
the evaluation result of the domain expert and ontology engineer is discussed.
Figure 5.1: The weather ontology by wikidata
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Figure 5.2: The weather ontology metrics by wikidata
Figure 5.3: Sub-elements of the weather ontology by wikidata
Ontology Expertise
Table 5.1 represents the resulted evaluation matrix. both scores for time-consuming and
quality are optimal, because the ontology structure knowledge is presence as a part of the
ontology expertise. However, the score for validation is sub-optimal, because the domain
knowledge is not present and, therefore, an ontology engineer is unable to validate the
constructed ontology based on the interest of the domain. We believe that the presence of
the domain knowledge will increase the validation criterion score and, therefore, decrease
the post-processing score.
Domain Expertise
Table 5.2 represents the resulted evaluation matrix. the only score for validation is optimal,
because the domain knowledge is presence as a part of the domain expertise. However,
the scores for time-consuming and quality are sub-optimal, because the ontology struc-
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Protégé SWOOP
Time-Consuming low low
Quality high medium
Validation low low
Post-Processing high high
Table 5.1: Evaluation matrix for the composition tools and presuming ontology expertise
ture knowledge is not present and, therefore, a domain expert is unable to construct the
ontology based on the interest of the domain. We believe that the presence of the ontology
knowledge will increase the time-consuming and quality score and, therefore, decrease
the intensive post-processing procedure.
Protégé SWOOP
Time-Consuming high high
Quality low low
Validation high high
Post-Processing high high
Table 5.2: Evaluation matrix for the composition tools and presuming domain expertise
5.2 Transformation Tool
As presented in section 4.5, the transformation tool Figure 5.4 shows an example of such
transformation rules to generate the OWL 2 components which are relevant for construct-
ing the semantic description of the domain. In the following two sub-sections, the evalu-
ation result of the domain expert and ontology engineer is discussed.
Ontology Expertise
Table 5.3 represents the resulted evaluation matrix. both scores for time-consuming and
quality are acceptable, however, the score for validation is sub-optimal. The reason behind
those results lies in the fact that the ontology engineer is not able to interpret the meaning
of the data and its schema in case no enough description is available. Therefore, an inten-
sive post-processing procedure is required to adjust the ontology and create axioms that
satisfy the domain. We believe that the presence of the domain knowledge will increase
the validation criterion score and, therefore, decrease the post-processing score.
Domain Expertise
Table 5.4 represents the resulted evaluation matrix. the only score for validation is optimal,
however, the scores for both time-consuming and quality is sub-optimal. The reason be-
hind those results lies in the fact that the presence of the domain knowledge can interpret
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Figure 5.4: An example of transformation rules in Protégé
Protégé Tarql
Time-Consuming medium high
Quality medium medium
Validation low low
Post-Processing high high
Table 5.3: Evaluation matrix for the transformation tools and presuming ontology exper-
tise
the intended meaning of the data. We believe that the presence of the ontology knowledge
will increase the time-consuming and quality score and, therefore, decrease the intensive
post-processing procedure.
Protégé Tarql
Time-Consuming high high
Quality low low
Validation high high
Post-Processing high high
Table 5.4: Evaluation matrix for the transformation tools and presuming domain expertise
5.3 Matching Tool
The matching tool uses the constructed domain ontology by the composition tool 5.1 and
the constructed ontology from the data by the transformation tool 5.2 to nd correspon-
dences between their elements. Figures 5.5 and 5.6 shows a signicant increase of the
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matching result after adding additional annotations and axioms to its elements. In the fol-
lowing two sub-sections, the evaluation result of the domain expert and ontology engineer
is discussed.
Figure 5.5: COMA matching result for not informative ontologies
Ontology Expertise
Table 5.5 represents the resulted evaluation matrix. both scores for time-consuming and
quality are acceptable, however, the score for validation is sub-optimal. The reason behind
those results lies in the fact that the ontologies are well-dened due to the presence of
the ontology knowledge; however, the validation of the matching result is not available
without the presence of the domain knowledge. Therefore, an intensive post-processing
procedure is required to adjust the matching result and conrm, decline, or add matching
association between the ontologies’ elements. We believe that the presence of the domain
knowledge will increase the validation criterion score and, therefore, decrease the post-
processing score.
COMA AML
Time-Consuming low low
Quality high high
Validation low low
Post-Processing medium medium
Table 5.5: Evaluation matrix for the matching tools and presuming ontology expertise
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Figure 5.6: COMA matching result for informative ontologies
Domain Expertise
Table 5.6 represents the resulted evaluation matrix. both scores for time-consuming and
validation are optimal, however, the scores for both quality is sub-optimal. The reason
behind those results lies in the insucient ontology knowledge to construct informative
ontologies and obtain high accuracy matching results. We believe that the presence of
the ontology knowledge will increase the quality score by nding a meaningful matching
association between the ontologies’ elements and, therefore, decrease the intensive post-
processing procedure.
COMA AML
Time-Consuming low low
Quality medium medium
Validation high high
Post-Processing medium medium
Table 5.6: Evaluation matrix for the matching tools and presuming domain expertise
5.4 Merging Tool
The merging tool uses the alignment results produced by the matching tool 5.3 and con-
struct a new ontology that contains all elements from both ontologies and the correspon-
dences between their elements.
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Ontology Expertise
Table 5.7 represents the resulted evaluation matrix. both scores for time-consuming and
quality are acceptable, however, the score for validation is sub-optimal. The reason behind
those results lies in the fact that an ontology engineer is unable to validate the merged on-
tology against the domain. Therefore, an intensive post-processing procedure is required
to adjust the merged ontology to t the domain specication. We believe that the pres-
ence of the domain knowledge will increase the validation criterion score and, therefore,
decrease the post-processing score.
Protégé OntoMerge
Time-Consuming low medium
Quality high high
Validation low low
Post-Processing medium medium
Table 5.7: Evaluation matrix for the merging tools and presuming ontology expertise
Domain Expertise
Table 5.8 represents the resulted evaluation matrix. both scores for time-consuming and
validation are optimal, however, the scores for both quality is sub-optimal. The reason be-
hind those results lies in the fact that a domain expert is unable to construct informative on-
tologies which aect the matching results and, therefore, the merged ontology. We believe
that the presence of the ontology knowledge will increase the quality score and produce
an informative merged ontology and, therefore, decrease the intensive post-processing
procedure.
Protégé OntoMerge
Time-Consuming low medium
Quality medium medium
Validation high high
Post-Processing medium medium
Table 5.8: Evaluation matrix for the merging tools and presuming domain expertise
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6 Conclusion
The purpose of this research was to investigate challenges and limitations in the domain
description and ontology development. The main objective is to approach the domain
engineering as a solution for bridging the gap between the domain experts and ontology
engineers. The study proposed a domain knowledge development life cycle toolchain for
the proposed domain engineering approach. This chapter summarizes the results achieved
by this work and answers the research questions opened in section 1.3, besides presenting
suggestions for future research works.
6.1 Achieved Goals
This study approached the domain engineering as a concept for bridging the gap between
domain experts and ontology engineer. It also conducted extensive literature and related
work review on two well-known elds of study: the syntactic- and semantic-based de-
velopment approaches. The conducted research highlighted common strategies and algo-
rithmic approaches to deliver the best results. In order to represent a domain of interest
on semantic bases, this work introduced a toolchain with the following functionalities:
ontology composition, data transfer, ontology matching, and merging.
A criteria-based decision matrix evaluation was conducted in chapter 5 to evaluate the
proposed toolchain. The tools were tested based on the following criteria: time-consuming,
quality, validation, and post-processing. The reason behind choosing those criteria is to
indicate whether a domain expert or ontology engineer can achieve the best result without
being experienced in the other eld. For every functionality presented in the proposed
toolchain, a couple of tools were tested against the criteria.
Based on the evaluation conducted on the proposed tool chain, the proposed research
question in section 1.3 could be answered as follows.
1. The answer to the rst research question, regarding the core functionality required
for the development of domain knowledge on semantic bases, would be composition,
transformation, matching, and merging.
2. The answer to the second research question, regarding the presence and collabora-
tion of domain experts and ontology engineers in the domain knowledge develop-
ment, would be yes. Although all tools in the suggested domain knowledge toolchain
have a GUI, the fact that the inadequacies of domain knowledge for the ontology en-
gineers, and the ontology knowledge for the domain experts, cause inaccurate results
by the toolchain and requires an extensive post-processing procedure.
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3. The answer to the third research question, regarding the existence of a tool which
makes the domain expert or the ontology engineer role dispensable during the do-
main knowledge development, would be no. This answer can be implied from the
one provided for the second research question.
6.2 Future Work
This research work is concluded by outlining a few future research suggestions. One of the
proposed research suggestions is to integrate the dierent tools into one common inter-
face. Protégé oers a plugin-based system to help the researcher and developer implement
additional functionality. Another research proposal is to use the output resulted from the
toolchain to integrate data from dierent sources but in the same domain. The toolchain
can be further developed to generate a mediation schema to query the data sources and
translate the results.
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