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Abstract 
Wetland inventory maps are essential information for the conservation and management of natural 
wetland areas. The classification framework is crucial for successful mapping of complex wetlands, 
including the model selection, input variables and training procedures. In this context, deep neural 
network (DNN) is a powerful technique for remote sensing image classification, but this model 
application for wetland mapping has not been discussed in the previous literature, especially using 
commercial WorldView-3 data. This study developed a new framework for wetland mapping using DNN 
algorithm and WorldView-3 image in the Millrace Flats Wildlife Management Area, Iowa, USA. The study 
area has several wetlands with a variety of shapes and sizes, and the minimum mapping unit was defined 
as 20 m2 (0.002 ha). A set of potential variables was derived from WorldView-3 and auxiliary LiDAR data, 
and a feature selection procedure using principal components analysis (PCA) was used to identify the 
most important variables for wetland classification. Furthermore, traditional machine learning methods 
(support vector machine, random forest and k-nearest neighbor) were also implemented for the 
comparison of results. In general, the results show that DNN achieved satisfactory results in the study 
area (overall accuracy = 93.33 %), and we observed a high spatial overlap between reference and 
classified wetland polygons (Jaccard index ∼0.8). Our results confirm that PCA-based feature selection 
was effective in the optimization of DNN performance, and vegetation and textural indices were the most 
informative variables. In addition, the comparison of results indicated that DNN classification achieved 
relatively similar accuracies to other methods. The total classification errors vary from 0.104 to 0.111 
among the methods, and the overlapped areas between reference and classified polygons range between 
87.93 and 93.33 %. Finally, the findings of this study have three main implications. First, the integration of 
DNN model and WorldView-3 image is useful for wetland mapping at 1.2-m, but DNN results did not 
outperform other methods in this study area. Second, the feature selection was important for model 
performance, and the combination of most relevant input parameters contributes to the success of all 
tested models. Third, the spatial resolution of WorldView-3 is appropriate to preserve the shape and 
extent of small wetlands, while the application of medium resolution image (30-m) has a negative impact 
on the accurate delineation of these areas. Since commercial satellite data are becoming more affordable 
for remote sensing users, this study provides a framework that can be utilized to integrate very high-
resolution imagery and deep learning in the classification of complex wetland areas. 
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A B S T R A C T   
Wetland inventory maps are essential information for the conservation and management of natural wetland 
areas. The classification framework is crucial for successful mapping of complex wetlands, including the model 
selection, input variables and training procedures. In this context, deep neural network (DNN) is a powerful 
technique for remote sensing image classification, but this model application for wetland mapping has not been 
discussed in the previous literature, especially using commercial WorldView-3 data. This study developed a new 
framework for wetland mapping using DNN algorithm and WorldView-3 image in the Millrace Flats Wildlife 
Management Area, Iowa, USA. The study area has several wetlands with a variety of shapes and sizes, and the 
minimum mapping unit was defined as 20 m2 (0.002 ha). A set of potential variables was derived from 
WorldView-3 and auxiliary LiDAR data, and a feature selection procedure using principal components analysis 
(PCA) was used to identify the most important variables for wetland classification. Furthermore, traditional 
machine learning methods (support vector machine, random forest and k-nearest neighbor) were also im-
plemented for the comparison of results. In general, the results show that DNN achieved satisfactory results in 
the study area (overall accuracy = 93.33 %), and we observed a high spatial overlap between reference and 
classified wetland polygons (Jaccard index ∼0.8). Our results confirm that PCA-based feature selection was 
effective in the optimization of DNN performance, and vegetation and textural indices were the most informative 
variables. In addition, the comparison of results indicated that DNN classification achieved relatively similar 
accuracies to other methods. The total classification errors vary from 0.104 to 0.111 among the methods, and the 
overlapped areas between reference and classified polygons range between 87.93 and 93.33 %. Finally, the 
findings of this study have three main implications. First, the integration of DNN model and WorldView-3 image 
is useful for wetland mapping at 1.2-m, but DNN results did not outperform other methods in this study area. 
Second, the feature selection was important for model performance, and the combination of most relevant input 
parameters contributes to the success of all tested models. Third, the spatial resolution of WorldView-3 is ap-
propriate to preserve the shape and extent of small wetlands, while the application of medium resolution image 
(30-m) has a negative impact on the accurate delineation of these areas. Since commercial satellite data are 
becoming more affordable for remote sensing users, this study provides a framework that can be utilized to 
integrate very high-resolution imagery and deep learning in the classification of complex wetland areas.   
1. Introduction 
Wetlands are ecological units that sustain biodiversity and en-
vironmental services for aquatic plants and terrestrial wildlife (Halls, 
1997; Dahl, 2000; Maltby and Acreman, 2011). Wetlands are typically 
areas of permanently or seasonally saturated soil and/or with shallow 
standing water depth and serve as important habitats for wildlife and 
aquatic plants. These natural areas can provide ecosystem services, 
including sediment control, carbon sequestration and nutrient mitiga-
tion (Mitsch et al., 2013). Despite the ecological significance of wet-
lands, these habitats are commonly threatened by land change for 
multiple uses, especially for agricultural practices (Zedler and Kercher, 
2005; Bartzen et al., 2010). In 1971, the Ramsar Convention proposed a 
framework for conservation and rational use of wetlands and their re-
sources (DeGroot et al., 2006). Recently, United Nations’ 2030 Agenda 
for Sustainable Development emphasizes the importance of protection 
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and restoration of inland freshwater ecosystems, including wetlands 
(Long, 2019). In this context, accurate maps are essential for manage-
ment and preservation efforts, and policy-makers and natural resource 
managers have been interested in the comprehensive assessment of 
wetland location and extent (Rebelo et al., 2009). However, wetland 
areas are difficult to access and require intensive fieldwork to collect in- 
situ data, which is only practical in small-scale studies. Given these 
limitations for field surveys, the application of remote sensing allows a 
cost-effective wetland inventory (Ozesmi and Bauer, 2002; Guo et al., 
2017). 
Earth Observation (EO) data have proven to be useful for mapping 
wetland systems (Mackay et al., 2009; Adam et al., 2010; Wang and 
Yésou, 2018). Optical data with medium- and coarse-resolution 
(10 m – 1000 m) have been widely used for these applications, such as 
Landsat sensors (Nielsen et al., 2008; MacAlister and Mahaxay, 2009;  
Kayastha et al., 2012), EOS MODIS (Landmann et al., 2010; Tana et al., 
2013), SPOT (Davranche et al., 2010), Sentinel-2 MSI (Hird et al., 2017;  
Whyte et al., 2018), and NOAA AVHRR (Zoffoli et al., 2008). Nielsen 
et al. (2008) proposed a wetland change probability map for the U.S. 
mid-Atlantic region with 30-meter Landsat. Also, Jin et al. (2017) de-
veloped a framework for long-term monitoring of wetland inundation 
(1985–2011) on the East Coast of the United States using Landsat time- 
series imagery. These examples illustrate the capabilities of medium- 
resolution sensors (e.g., Landsat) at regional mapping. Additionally, 
several countries have developed mapping systems for National Wet-
land Inventories (NWIs) using remote sensing datasets. For example, 
the Canadian Wetland Inventory has consolidated an initiative to detect 
wetlands combining Landsat TM and Radarsat data (Fournier et al., 
2007). In 1979, the U.S. Fish and Wildlife Service proposed a NWI for 
the United States (Cowardin et al., 1979), and since then, this program 
has produced digital wetland data and historical map information 
(https://www.fws.gov/wetlands/Data/Mapper.html) (Tiner, 2009).  
Kloiber et al. (2015) emphasized that the NWIs can be the basis for 
guiding wetland management, but they need significant ongoing de-
velopment. Manual delineation using aerial photo-interpretation is one 
of the main technical limitations for continuous updating of the in-
ventory records, and the minimum (or target) mapping unit is often not 
suitable for the detection of tiny and narrow wetlands (< 0.2 ha). While 
the benefits of these small-area wetlands are typically overlooked 
(Blackwell and Pilgrim, 2011), the investigation of their occurrence and 
extent is difficult since they are largely neglected in the national in-
ventories. Therefore, there is still a significant gap in fine-scale mapping 
of wetlands to support the continuous update of inventories, especially 
for small-area wetlands (Ozesmi and Bauer, 2002; Leonard et al., 2012;  
Mwita et al., 2013; Gallant, 2015). 
Commercial satellite missions provide very high-resolution imagery 
(0.5–5 m) that improve EO capabilities in many scientific topics 
(Belward and Skøien, 2015). Notably, DigitalGlobe's constellation re-
presents a successful private initiative of Earth imaging, offering a suite 
of satellite products such as WorldView, GeoEye-1, Ikonos, and 
QuickBird. In particular, WorldView satellites (2009 - present) have 
been successfully used for studying wetland habitats. For instance,  
McCarthy et al. (2015) assessed wetland extent in Tampa Bay estuary, 
Florida (USA) using WorldView-2 images. Araya-López et al. (2018) 
evaluated the applicability of Worldview-2 imagery to identify and map 
Andean wetlands in central Chile, achieving an overall accuracy of ∼87 
%. Although commercial imagery involves acquisition costs, these costs 
have significantly decreased in recent years, and long-term contracts 
could satisfy the requirement for a larger set of commercial imagery for 
wetland inventory. As part of next-generation of high-resolution sa-
tellites, WorldView-3 (WV-3) was launched in mid-August 2014 and 
enhanced land monitoring with multiple spectral bands. This multi- 
payload satellite acquires 0.31 m panchromatic, 1.24 m visible and 
near-infrared (VNIR) (8 bands), and 3.7 m short-wave infrared bands (8 
bands). The multispectral WV-3 dataset provides high-quality remote 
sensing data for fine mapping (Mahdavi et al., 2018), but few studies 
have evaluated the application of WV-3 for wetland applications 
(Vanderhoof et al., 2017a, 2017b). In addition to the dataset, the 
classification framework (input variables, model selection, training 
procedure) is crucial part of successful mapping because wetland areas 
impose certain challenges for accurate remote sensing classification, 
such as mixed spectral information, boundary uncertainties, and com-
plex spatial structure (Corcoran et al., 2011; Rapinel et al., 2015). 
Recent studies have implemented machine learning methods for 
wetland classification (Mui et al., 2015; Zhu et al., 2017; Berhane et al., 
2018), and supervised classifiers are typically used for these habitats, 
such as decision tree (Wright and Gallant, 2007; Bwangoy et al., 2010), 
support vector machine (Huang et al., 2009), and random forest (Fu 
et al., 2017; Mahdianpari et al., 2017; DeVries et al., 2017). In the same 
way, deep learning methods have gained relevance with the advance of 
computational resources (Zhang et al., 2016; Liu et al., 2017; Rezaee 
et al., 2018). Several studies have explored the application of con-
volutional neural networks (Mahdianpari et al., 2018; Feng et al., 2019;  
DeLancey et al., 2020) and fully convolutional networks 
(Mohammadimanesh et al., 2019; Du et al., 2020) for wetland classi-
fication, especially using medium spatial resolution data. While suc-
cessful applications have been implemented, these architectures are 
typically dependent on large training datasets (patch images), sig-
nificant domain expertise and available computational resources for 
application. In contrast, feed-forward neural networks, called multi- 
layer perceptron, are relatively simple to implement, less computa-
tionally expensive, and provide the ability to learn complex non-linear 
functions from multivariable dataset (Schmidhuber, 2015). So far, deep 
neural networks were used in many research fields, but the literature is 
very limited for wetland mapping (Ghedira et al., 2000; Li et al., 2015). 
For this reason, a classification framework using deep neural network 
and multispectral WorldView-3 is still an opportunity for wetland ap-
plications, especially complex areas. 
This study explores the integration of WorldView-3 image and feed- 
forward deep neural network algorithm for wetland mapping at a 1.2-m 
resolution. The study was conducted on wetland-dominated landscape 
in Iowa, USA. This paper contributes to the understanding of (1) the 
development of classification framework for complex wetlands using 
WorldView-3 image; (2) the application of feature selection to identify 
relevant input variables derived from optical and LiDAR data; (3) the 
performance of DNN algorithm and inter-comparison with other ma-
chine learning techniques; and (4) the importance of spatial resolution 
in fine-scale wetland mapping. Our framework integrates a set of 
multispectral and LiDAR variables to train a deep neural network ar-
chitecture. These variables were identified by the feature selection 
approach using principal component analysis (PCA). The reasons to use 
deep neural network are that: they are good function approximators; 
complex architectures can be designed for better control of learning and 
generalization; and there is unexplored potential of this type of deep 
learning algorithm to classify complex wetland areas. The “complex” 
term refers to the irregular geometry of wetlands and to the challenges 
to detect the transition zone between dry land and water. Lastly, this 
study is not only concerned about the final accuracy; we are also in-
terested in the classification framework (model design, selection of 
input variables, and training procedures) for improving the mapping 
capabilities in these habitats. As far as we know, this study is the first 
assessment of WorldView-3 and deep neural network for wetland 
mapping, especially for small wetland areas. 
2. Data 
2.1. Study area 
This study was conducted on the Millrace Flats Wildlife 
Management Area (MFWMA) (41°12′16″ N, 91°12′36″ W), located 
north of Wapello, Iowa, USA (Fig. 1). The area of interest covers over 
5.64 km2 along the Iowa River, and the landscape presents prairie, 
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shrubs, wetland, and mature forest. There are several wetland areas 
(ephemeral and depressional wetlands, temporary shallow ponds) with 
clear water and emergent algae. The climate condition is characterized 
by distinct seasons. The rainy season occurs from April to August, while 
other months are relatively dry with local rainfall. The average annual 
precipitation is approximately 1019 mm, and monthly precipitation 
ranges from 45 to 150 mm. The terrain is characterized by a flat relief; 
elevation variation is up to 4 m across the area. The selection of this site 
was based on four criteria: (i) high occurrence of wetlands; (ii) land-
scape features are common in the state of Iowa; (iii) variety of wetland 
sizes; (iv) site accessibility and data availability (WorldView-3 and 
LiDAR). 
2.2. WorldView-3 image processing 
WorldView-3 is a commercial satellite that is part of DigitalGlobe’s 
constellation (https://www.digitalglobe.com/). This satellite was 
launched on August 13, 2014, and operates in a sun-synchronous orbit 
(altitude: ∼617 km) with a swath width of 13.1 km. This orbital/sensor 
design allows a daily revisit time, with a global capacity of 680,000 km2 
per day. The WV-3 satellite provides the following spatial resolutions: 
0.31 m for the panchromatic band (450–800 nm); 1.24 m visible and 
near-infrared (VNIR) bands (400–1040 nm); 3.7 m for the Short-Wave 
Infrared bands (1080–2375 nm); and 30 m for the CAVIS (Clouds, 
Aerosols, Vapors, Ice, and Snow) bands. Fig. 2 shows Relative Spectral 
Responses (RSR) of multispectral WV-3 bands. DigitalGlobe allows 
customers to acquire images either from historical archive or tasking 
order. The spectral bands have different radiometric resolutions, such 
as 11 bits in VNIR and 14 bits in CAVIS. The WV-3 provides numerous 
opportunities for high spatial resolution studies, such as agricultural 
(Sidike et al., 2019), tree species classification (Hartling et al., 2019), 
geology (Sun et al., 2017), and inundation extent (Vanderhoof et al., 
2017a, 2017b). 
In this study, a WorldView-3 image was acquired on August 2, 2015 
(5.4 × 4.5 km footprint, sun elevation of 63.02°, 16° off-nadir view 
angle). The image was delivered via eMap International, commercial 
partner of DigitalGlobe. The eight VNIR bands were delivered at 1.24-m 
spatial resolution using WGS84 UTM zone 15 N projection. Note that 
SWIR bands were not used because it was not available in this data 
archive. The metadata describes image attributes, and a series of pro-
cedures were implemented in this study, such as radiometric conversion 
from digital number to top-of-atmosphere radiance (see doc-
umentation:http://www.digitalglobe.com/resources/technical- 
information), and TOA radiance to surface reflectance via atmospheric 
correction. This later was performed with Second Simulation of the 
Satellite Signal in the Solar Spectrum-Vector version (6SV) model 
(Vermote et al., 1997) and input variables from MODIS MCD19A2 
(aerosol and water vapor) and MOD08D3 (ozone) products on the same 
day of WV-3 image. This procedure was described in a previous work 
(Martins et al., 2017, 2018). After the processing, all data were re-
sampled from 1.24 to 1.2 m using nearest neighbor for the same geo-
graphic extent, and stacked in a single file. These processed bands were 
used for calculation of potential variables in Section 3.1. 
2.3. LiDAR data processing 
Several studies have shown the value of auxiliary topographic data 
in wetland classification (Hird et al., 2017; Kloiber et al., 2015; Wu 
et al., 2019). In this context, the Iowa Light Detection and Ranging 
(LiDAR) Mapping Project is the main source of topographic data de-
rived from light-emitting scanning laser. The Airborne Laser System 
data were collected from 2007 to 2010, and the flights were planned as 
parallel flight lines across state (https://geodata.iowa.gov/dataset/ 
iowa-lidar-project-2007−2010). This LiDAR dataset is a high-quality 
product assured by U.S. Geological Survey. The vertical accuracy of the 
Iowa LiDAR is 18.5 cm for bare earth and 37 cm for vegetated areas, 
and the point density is ∼2 pts/m2. The dataset is publicly distributed 
by the GeoTREE data portal from University of Northern Iowa (http:// 
www.geotree.uni.edu/lidar/). For our study, we processed LiDAR point 
cloud data for Millrace Flats Wildlife Management Area. The 3D LiDAR 
Fig. 1. Location of Millrace Flats Wildlife Management Area (MFWMA) in Wapello, Iowa, USA.  
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points were collected in late spring 2010 and delivered in LAS binary 
files with all first and ground returns. The bare-earth digital elevation 
model (DEM) and digital surface model (DSM) were produced using 
ArcMap 3D toolbox from the last and first returns at 1.2-m, respec-
tively. The last returns of the LiDAR pulses are likely to represent the 
surface level and first returns are typically the canopy tops. The canopy 
height model (CHM) was computed by subtracting the DEM from DSM. 
Although there is a time gap between multispectral and LiDAR data, the 
application of this dataset is reasonable: this quality-assured dataset is 
publicly available by USGS, allowing research reproducibility; topo-
graphic features are generally more stable in natural areas, where the 
human-driven activities are not intense; and this study is focused on 
wetland areas which make the variability on canopy information less 
relevant for our application. The DEM and CHM metrics are used in 
Section 3.1 to generate LiDAR-derivative variables, such as terrain 
hillshade. 
2.4. Training and testing samples 
The study area has seven land cover classes, including forest, 
grassland, shrubland, fallow, road, wetland-clear and wetland-algae. 
We also included another class for land that was in shadow, regardless 
of its use. Although this application is focused on wetland mapping, 
these additional land cover categories are required for “upland” clas-
sification. Note that wetlands were formally separated in two classes 
(clear and algae dominated) to minimize the model confusion when 
classify the wetland pixel with distinct spectral response. These classes 
are useful in this study, but they do not represent the standard classi-
fication delivered by some NWIs, which also includes the wetland type. 
Regarding that, a field survey was conducted in August 2018 and some 
wetland locations were verified (Fig. 3). The marshes were identified as 
the common wetland systems, with open freshwater and emergent soft- 
stemmed plants (e.g., bulrush). Since the study area is relatively small 
with the dominance of marsh systems, our classification is focused on 
wetland location and distribution. Stratified training samples were then 
generated for each class (Table 1), and a total of 2260 points were la-
beled based on visual interpretation on WorldView-3 image and aux-
iliary data (ESRI service layers and 1-m NAIP 2017 aerial photo). The 
sample size was greater than 100 per class. These points were cate-
gorized as fallow (∼11.8 %), forest (∼13.4 %), grassland (∼14.4 %), 
road (∼7.7 %), shadow (∼12.1 %), shrubland (∼11.2 %), wetland- 
clear (∼16.6 %), and wetland-algae (∼12.8 %) classes. These samples 
were randomly split into training (1470) and testing (790) samples, 
where the training set is used to train the models (Section 3.2.2 and 3.3) 
and testing samples were used for further evaluation of DNN results 
(Section 4.2.). In addition, a reference wetland map (polygons) was 
produced for geometric-based assessment (Section 3.4). The reference 
polygons were manually digitalized from WorldView-3 at 1:1,000 scale 
(fixed), and wetland area represents approximately 5.37 % of the total 
study area (5.64 km2). The individual wetlands range from ∼29 to 
73,200 m2. Forested wetlands were omitted in this study. The minimum 
mapping unit in this study was defined as 20 m2 (0.005 acres); note that 
U.S. NWI MMU is ∼2023 m2 (0.5 acres). Other consolidated studies 
have also used the manual interpretation for reference mapping of 
wetlands (Dahl et al., 2009; Rokus, 2015; Kloiber et al., 2015). 
3. Methods 
This classification framework includes the development of a deep 
neural network, calculation of potential variables (multispectral and 
LiDAR), PCA-based feature selection and comparison with other ma-
chine learning methods (Fig. 4). 
3.1. Potential variables and feature selection 
The optimal set of input variables is crucial for most efficient use of 
variables in a supervised classification (Berhane et al., 2018). In this 
study, several spectral and topographic indices were calculated as po-
tential explanatory variables, and later, feature selection was performed 
to define the better set of input data. First, we computed spectral me-
trics from multispectral WV-3 bands: 10 normalized indices and 5 
textural metrics. The normalized indices can enhance the classification 
performance by exploring the contrast of optical properties between 
land and water targets. Following Fu et al. (2017), Grey-Level Co-oc-
currence Matrix (GLCM) metrics were developed for textural informa-
tion, such as contrast, correlation, dissimilarity, energy, and homo-
geneity (Haralick et al., 1973). These metrics represent the structural 
variation of reflectance (and its spatial dependence) for a given local 
window. The window size was defined by 5 × 5 pixels using NIR-1 
band (B7). In addition, 5 LiDAR-derived metrics were proposed as 
auxiliary data for this classification. The topographic metrics support 
the understanding of the terrain context and shape of the relief in the 
study area. For instance, terrain ruggedness index supports the eva-
luation of local variability of elevation between adjacent cells (window: 
5 × 5 pixels). All these potential variables were derived on a pixel-basis 
(1.2 × 1.2 m), and later, they were normalized from 0 to 1 based on the 
range values found in the study area. A complete list of these variables 
is given in Table 2. Note that other metrics were also tested (e.g.: 
OSAVI, band ratios, Ratio Vegetation Index, Water Ratio Index), but 
they were highly correlated (R  >  0.95) with others. 
Given the number of potential variables for our classification (8 
spectral bands + LiDAR CHM/DEM + 20 metrics), a robust feature 
Fig. 2. Relative Spectral Response (RSR) of eight VNIR WorldView-3 bands.  
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selection procedure is necessary to create a parsimonious set of input 
variables, minimize the information redundancy and input model 
complexity (Dash and Liu, 1997; Corcoran et al., 2013). In this way, 
PCA is a non-parametric method that reduces data dimensionality and 
can be used to select the most explanatory variables from the original 
dataset (Jolliffe and Cadima, 2016; Silva et al., 2016). Following Li 
et al. (2008), PCA-based feature selection was performed on the po-
tential variables (total: 30) to identify a relevant subset of these vari-
ables. The first eight principal components (PCs) contain 91.07 % of the 
total variation in the original variables, and eigenvector values (or 
loadings) of these PCs were used for feature selection. The eigenvector 
values represent the contribution of each metric for the PC, and we 
selected the variables with loadings higher than |0.3|. A total of 13 
variables were selected as input variables for wetland classification 
(Table 3): GI, MCARI, MSR, NDWI, GLCM-Correlation, GLCM-Energy, 
GLCM-Homogeneity, TPI, TRI, TWI, So, CHM, B8. These PCA-based 
selected variables were used to train the DNN algorithm (Section 3.2.2) 
and other machine learning algorithms (Section 3.3). Further evalua-
tion was implemented using different groups of input variables to 
compare the DNN performance. 
Fig. 3. Field plots in the study area. (a) wetland with algae dominance, (b – c) wetland with freshwater, (d) grassland, (e) shrubland and (f) forest classes.  
Table 1 
Number of samples for training and testing in each land cover class over the 
study area.      
Land cover Train Test Description  
Forest 195 108 Deciduous broadleaf forest 
Grassland 213 112 Herbaceous vegetation (>  50 % cover) 
Shrubland 180 73 Open and closed shrublands 
Barren\Fallow 186 80 Exposed surface soil or harvested area 
Road 123 51 Road with impervious surface 
Shadow 184 89 Tree shadow 
Wetland-clear 220 156 Wetland with freshwater 
Wetland-algae 169 121 Wetland with algae dominance 
Total 1470 790 – 
Fig. 4. Framework for wetland mapping.  
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3.2. Deep learning: feed-forward neural network 
3.2.1. Background 
This study evaluates the application of feed-forward deep neural 
network algorithm (simple DNN also known as multi-layer perceptron) 
for wetland mapping at fine 1.2-m resolution. A feed-forward neural 
network consists of multiple layers that learn non-linear relationships 
between input variables and outputs (e.g., categories) (Schmidhuber, 
2015). The network architecture has input, hidden, and output layers 
with multiple neurons (or computing units). Essentially, the neurons 
are inter-connected to create the network, and each neuron computes a 
weighted sum of inputs (+ bias) and passes it through the activation 
function. The basic computation in neuron j is defined as (Equation 1): 
= +
=
y W x b( * )j
h
j
n
i j
h
i
h
j
h
i 1
,
1
(1) 
Where yjis the output of the j-th neuron using inputs X = {x1, x2,…, xn} 
(i ∈ [1,n]) from the previous layer (h - 1), Wi,j is the weight in the layer 
(h), bj is the bias term, n is the number of input parameter (or number 
of neurons from previous layer). A typical activation function ( j) is 
ReLU (Rectified Linear Unit) and allows the network to learn non-linear 
functions for input data. The number of hidden layers defines the net-
work complexity, where models with multiple hidden layers (> 3) is 
typically recognized as “deep” networks. Each hidden layer has dif-
ferent number of neurons for the abstraction of input data and requires 
empirical design for parallel computations in the graphic processing 
unit (GPU). Once the architecture is defined, the next step is the su-
pervised learning of neural network parameters (basically, weights and 
biases) using a backpropagation algorithm with gradient descent 
(Johnson and Zhang, 2013). In this context, the “learning” involves the 
minimization of error (known as cost function) between the desired and 
actual values of the output neurons. An example of cost function is the 
least mean square error (Equation 2). 
=
=
E W y y( ) 1
2
( )
n
j
h
j
i 1
2
(2) 
Where yj
h is the derived value for output node j in last layer, and yj is the 
target output of that neuron. The supervised training comprises the 
feed-forward propagation of input variables in the network to obtain an 
abstract representation, and then, the backward way uses the propa-
gation of error at output units. In this way, this interactive process can 
minimize the error E by gradually updating a set of weights and bias 
repeatedly. Each weight Wi,j changes with the increment wj ih, to reduce 
the E until satisfactory results. The same idea is applied for bias term. 
=w t E W
w
( ) ( )j ih
j i
h,
, (3)  
+ = +w t w t w t( 1) ( ) ( )j ih j ih j ih, , , (4)  
Where the η is learning-rate parameter, and t is the interaction step. 
Each iteration will update the weights and biases with gradient descent. 
In fact, backpropagation is a set of calculus, and more details are 
available in Haykin (2009). Once trained, the network is then used to 
predict labels from a new set of variables for each pixel in the image. 
The softmax function is used to create a K-dimensional vector with a 
categorical probability distribution (Equation 5) and the final label is 
defined by class-label j with the highest probability (Equation 6). 
Table 2 
Description of potential variables for wetland classification.       
Category Index Acronym Formula Reference  
Optical Chlorophyll Green index CGI 
+
NIR1
Green Rededge
Datt (1999) 
Enhanced Vegetation Index EVI 
× × +2.5
NIR1 Red
NIR1 6 Red 7.5 Coastal 1
Huete et al. (2002) 
Green Chlorophyll Index GCI 
1NIR1
Green
Gitelson et al. 
(2003) 
Global Environmental Monitoring Index GEMI 
= × ×
= × + × + ×+ +
GEMI (1 0.25 ) NIR1
Green
2 ( NIR12 Red2) 1.5 NIR1 0.5 Red
NIR1 Red 0.5
Pinty and 
Verstraete (1992) 
Greenness Index GI Green
Red
Le Maire et al. 
(2004) 
Modified Chlorophyll absorption reflectance 
index 
MCARI ×[( ) 0.2 ( )]R
Rededge
Red Red edge Red Rededge Green
Daughtry et al. 
(2000) 
Modified Soil Adjusted Vegetation Index MSAVI + × + ×2 NIR1 1 (2 NIR1 1)2 8 ( NIR1 Red)
2
Qi et al. (1994) 
Modified Simple Ratio MSR 
+1 / 1NIR1
Red
NIR1
Red
Chen (1996) 
Normalized Difference Vegetation Index NDVI 
+
NIR1 Red
NIR1 Red
Tucker (1979) 
Normalized Difference Water Index NDWI 
+
Green NIR2
Green NIR2
McFeeters (1996) 
Gray-Level Co-occurrence Matrix: Contrast, 
Homogeneity, Dissimilarity, Energy, 
Correlation 
GLCM See equations in reference Haralick et al. 
(1973) 
LiDAR Topographic Position Index TPI = z zTPI ¯ (r); z is the elevation of central pixel z is the average within radius r Weiss (2001) 
Terrain Ruggedness Index TRI See equations in reference Riley et al (1999) 
Topographic Wetness Index TWI =TWI ln Astan (B) , As is the specific catchment area, tan(β) is the local slope 
Beven and Kirkby 
(1979) 
Hillshade HS 
×
× +
× ×
255
(cos(zenith) cos(slope))
(sin(zenith) sin(slope) cos(azimuth aspect))
– 
Slope So +[atan( (dz/dx) (dz/dy) )]2 2 – 
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j (5)  
= SC argmax( (X)) (6)  
Given 1-D input vector X, S(X) is the probability distribution from yi 
in the output layer using parameter θ (weights and biases), and C is the 
number of output classes. For image classification, the network calcu-
lates the probability for each class for a given pixel and the final label is 
assigned for the class with the highest probability. 
3.2.2. Deep neural network (DNN) model 
In this study, we developed a deep neural network (5 hidden layers) 
using 13 input variables for wetland mapping. The first layer has 13 
nodes (n) for input variables (X = {x1, x2,…, xn} (i ∈ [1,n])) (Section  
3.1), and the output layer has eight outputs (classes: wetland-clear, 
wetland-algae, grassland, shrubland, forest, barren, road and shadow). 
The deep neural network has five hidden layers with different number 
of neuros: 512 (1st), 1024 (2nd), 4096 (3rd), 1024 (4th), and 512 (5th 
hidden layer). All layers have ReLU activation function. The batch 
normalization (1st, 3rd and 4th layers) and dropout (2nd - 5th layers) 
were implemented to minimize overfitting during training steps (Ioffe 
and Szegedy, 2015). All hyperparameters were fine-tuned using cross- 
validation procedure. For instance, the number of epochs was selected 
as 500 (tests: 50, 100, 250, 500, 750, 1000). The batch size was set to 
16 (tests: 8, 16, 32, 64). The standard Adam algorithm is used in our 
application (learning rate = 10−3, beta_1 = 0.9, beta_2 = 0.999, ep-
silon = 10-8, decay = 0). In the last layer the softmax function is used 
to define multi-class output with per-class probability for each class. 
The model architecture is shown in Fig. 5. With this basic architecture, 
training procedure was implemented with partition of 1470 samples 
(Section 2.4) into training (80 %) and validation (20 %) sets. All these 
experiments were performed on Intel E5 2650 CPU with NVIDIA Tesla 
K20 GPU with 4 GB of memory at the High-Performance Computing 
cluster - Iowa State University. 
3.3. Evaluation methods 
An inter-comparison of DNN results with traditional machine 
learning methods was performed. This evaluation supports our under-
standing of DNN performance compared to other well-known methods. 
These machine learning models were implemented using Python lan-
guage and the scikit-learn package (Pedregosa et al., 2011). A brief 
description of these methods is presented as follows: 
Random Forest (RF): The RF is non-parametric machine learning 
algorithm commonly used in remote sensing applications (Breiman, 
2001; Belgiu and Drăguţ, 2016). Recent studies have shown the cap-
abilities of RF for the remote sensing classification tasks, including 
wetland classification (Corcoran et al., 2013; Mahdianpari et al., 2017;  
Berhane et al., 2018). This ensemble learning method develops multiple 
decision trees using different subset (with replacement) from entire 
training data. This procedure is called bootstrap aggregating or bag-
ging. During the training process, each tree grows in number of nodes 
(splits) with specified number of randomly selected features according 
to complexity in classification. The cross-validation is then performed 
with testing samples (out-of-bag). With all decision trees, the final 
classification is defined by highest voted class from “forest” (all trees). 
The primary advantage of RF is the interpretation of outputs and its 
ability to handle irrelevant features. We developed a RF model with 13 
parameters for eight land cover classes. The reference samples (train: 
1470, see Table 1) were also split into 80 % for training and 20 % for 
testing. The RF requires the selection of two parameters: number of 
trees (ntrees) and the number of candidate variables for each split (mtry). 
We selected mtry = all variables (13), and model structure was created 
with 200 trees. This later parameter was selected using interactive 
evaluation (ntrees: 50, 100, 200, 500, 1000). After training the RF model 
was applied to study area for wetland mapping. 
Support vector machine (SVM): SVM is a statistical learning method 
that is commonly used for supervised classification of multi-spectral 
satellite images (Mountrakis et al., 2011). Essentially, this technique 
Table 3 
Feature selection using principal component analysis. The selected variables (bold) present eigenvector values higher than |0.3|. PC is the given principal component. 
For simplicity, eigenvector values of non-selected features were omitted.           
Variables PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8  
CGI         
EVI         
GCI         
GEMI         
GI     −0.477    
MCARI 0.320        
MSAVI         
MSR 0.322        
NDVI         
NDWI      0.314   
GLCM-Contrast         
GLCM-Correlation     −0.367    
GLCM-Dissimilarity         
GLCM-Energy  0.309       
GLCM-Homogeneity  0.413       
TPI        0.685 
TRI   0.383      
TWI        −0.325 
HS         
So   0.474      
CHM  −0.375       
DEM         
B1         
B2         
B3         
B4         
B5         
B6         
B7         
B8  0.316       
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explores high-dimensional feature space to maximize the separation of 
classes, and then, linear (or non-linear) model classification is con-
structed with hyperplanes. The mapping of input data to higher di-
mensional feature space is performed by kernel functions, and this 
transformation supports the linear (or non-linear) model classification. 
In the classification process, the algorithm uses support vectors to find 
the hyperplane. The support vectors are the subset of training samples 
(“critical elements”) that lie nearest to the decision boundary between 
classes. The optimal hyperplane is defined as a hyperplane with max-
imum distance (margin) between hyperplane and support vectors. 
Originally, SVM theory was developed for binary classification pro-
blems, but different approaches emerged for multi-class SVM, such as 
one-versus-all (one classifier per class), or one-versus-one (pairwise). 
The positive attributes of SVM are its application with multiple fea-
tures, effectiveness in high-dimensional spaces, and no assumption 
about data distribution. We developed a multiclass SVM for wetland 
mapping, and SVM has three parameters for model development: kernel 
function, gamma and C parameter. The linear kernel function was se-
lected in this study (tests: linear, polynomial, radial and sigmoid). Also, 
gamma and C (or regularization) parameters were defined as 1/vari-
ables and 1.0, respectively. The PCA-based combination of 13 variables 
was used to train the model 
K-Nearest neighbor (KNN): KNN is a relatively simple machine 
learning algorithm that uses distances in feature space for 
classification.The algorithm computes the distance (D) between feature 
vectors, and then, the categorical label for unknown samples is assigned 
to the most frequent label class in k closest samples and their labels. The 
main parameters are the number of k samples and distance function. 
The selection of appropriate k value is important because the k value 
defines the number of nearest neighbors that algorithm uses for clas-
sification of unknown samples. Higher k values include too many 
neighbors (computationally expensive) and lower k values might lead 
to uncertainties caused by outliers. The distance function is a key 
component for this classifier, and standard Euclidean distance is typi-
cally used. In this study, we used the grid search for k selection (k 
range: 1–50), and k was set to 8. The KNN has a certain flexibility in the 
decision boundary and it can lead to overfitting problems. Note that an 
attributes’ scale has an impact on the distance measure, and each fea-
ture should be normalized for better performance. 
In addition, we evaluated the influence of spatial resolution on 
wetland mapping. Multi-resolution classification was performed using 
the resampled WorldView-3 image for 2.5, 5, 7.5, 10, 15, 20 and 30 m. 
This analysis is relevant for users implementing the wetland mapping 
for other sensors, such as RapidEye (5-m) or Landsat OLI (30-m). The 
nearest neighbor interpolation was applied to rescale the pixel size and 
later the trained DNN was used to classify the resampled images. 
3.4. Accuracy assessment 
The wetland assessment was performed using geometric-based 
metrics. Specifically, the wetland reference map (R) is compared with 
classified wetland (C) areas to measure the geometry similarity and 
discrepancies. The wetland reference map was derived in Section 2.4, 
and the evaluation is performed for polygons with spatial overlap 
higher than 50 % (Fig. 6). Features smaller than minimum mapping 
unit (20 m2) were deleted or merged. Following Belgiu and Drǎguţ 
(2014), the over-classification (OC) and under-classification (UC) were 
calculated using overlapped Ri and Cjpolygons as follows (Clinton et al., 
2010): 
=OC 1 -
A A
A
R C
C
i j
j (7)  
=UC 1 -
A A
A
R C
R
i j
i (8) 
Where reference wetland polygon is Ri, i ∈ {1, 2,…, m}; m = number of 
Fig. 5. DNN architecture.  
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wetlands, and the classified wetland is Cj, j ∈ {1, 2,…, m}. The letter A 
stands for polygon area. Both OC and UC are close to zero for perfect 
classification. Note that Clinton et al. (2010) proposed these indices for 
segmentation, but we are using adapted equations changing the de-
nominator for classification evaluation (some previous articles are 
mixing these terms: under-segmentation ∼ over-classification). The 
total classification error (TCE, or root mean square) combines the OC 
and UC to evaluate the closeness of the reference and classified poly-
gons (Clinton et al., 2010): 
= +TCE (OC) (UC)
2
2 2
(9)  
The TCE ranges from 0 to 1, and a lower value of TCE represents a 
higher overall accuracy of wetland mapping according to OC and UC 
metrics. Other evaluation metrics are Area Fit Index (AFI) (Lucieer and 
Stein, 2002) and Jaccard index (J-index). The J-index measures the 
similarity for two polygons, ranging from 0 (worst) to 100 % (best). 
=AFI
A - A
A
R C
R
i j
i (10)  
=J-index 100 x
A A
A A
R C
R C
i j
i j (11)  
It should be mentioned that geometric-based evaluation is con-
sistent for our study using a single image, but the studies with temporal 
analysis need to account for the potential variability of wetland extent 
and location. In addition, point-based evaluation was also performed 
for overall classification using a reference testing dataset for DNN 
classification (see testing dataset in Table 1). This assessment was 
performed using confusion matrix and three metrics: overall accuracy 
(OA), producer’s and user’s accuracy. 
4. Results 
4.1. DNN performance 
Fig. 7 shows the DNN performance (accuracy and loss) for training 
and validation datasets. The DNN model achieved an average of last 
100 validation accuracies of 0.941 and presented a low difference be-
tween training and validation losses at the end of training procedure. 
The first epochs present large offset between training and validation 
accuracies, and the “learning” process gradually improves the ac-
curacies until the end (500 epochs). In the last 100 epochs, the 
agreement of training and testing accuracy shows a low or no over-
fitting in this model, which is a positive measure for our application. 
Since neural networks are typically called “black box” models, the vi-
sualization of DNN outputs helps the interpretation of model re-
presentations in each hidden layer. Fig. 8 reveals the high-level re-
presentations from multiple layers (five hidden and output) using t- 
Distributed Stochastic Neighbor Embedding (t-SNE). This method al-
lows the dimensionality reduction for visualization of features learned 
by DNN. In the first hidden layer, we observed that some land cover 
classes are clustered (e.g.: forest and grassland), while other classes are 
well dispersed such as road and barren pixels. The results show that 
data structure changes towards the output layer, increasing the class 
separation. Given that each layer explores the data structure for better 
classification, this change on representation is desired (and expected) 
between layers. With this visualization, remote sensing users can un-
derstand the learning representation in the DNN algorithm. 
Table 4 presents the summary of DNN performance with different 
groups of input variables. The performance varies for each combination 
of variables. For instance, the training performance achieves up to 87.7 
% using G2 group (only spectral bands), while the accuracy increases 
up to 91 % for G3 group by including DEM and CHM metrics. Our 
results show the highest accuracy (0.941) for G9 group, which is the 
combination defined by PCA-based feature selection. This performance 
highlights the benefits of feature selection procedure compared to the 
application of all variables (G8). In contrast, the worst performance was 
presented for G6 group (only LiDAR-based metrics) which suggests the 
importance of spectral and textural variables rather than only topo-
graphic indices. Further, our findings show that only original bands (G1 
and G2) limited the model accuracy (< 0.880). Given the large number 
of possibilities for combinations, PCA-based feature selection is a simple 
and effective strategy to reduce the number of input variables and 
achieve better model performance. 
4.2. DNN model for wetland mapping 
Fig. 9 presents the wetland classification and probability across the 
study area. The visual assessment of wetland map illustrates the high 
quality of fine-scale mapping at 1.2 m resolution (Fig. 9 a). In the cir-
cles, we observed that wetland boundaries were well-represented in this 
classification. The transition from clear water to algae dominated area 
in the edges were also mapped. The wetland areas are spatially dis-
tributed in the study area, where long and narrow wetlands were ob-
served in the northwestern region while the “dispersed” wet areas were 
more frequent over southeastern region. Also, DNN classification was 
effective in capturing the edges and shapes of complex wetlands 
(shallowness and blurry edge). Fig. 9b shows the probability map with 
high values in the wetland areas, as expected. The probability values 
between 0.3 and 0.7 were typically observed in the wetland edges. Note 
that some wetland areas have glint effects (Fig. 9, circles iv and vi), but 
it did not affect our classification because wetland-clear samples also 
included some representative samples for these glint areas as well. Al-
though this classification is a pixel-based approach, the results show no 
or small salt-and-pepper effects across the study area. In contrast, the 
probability map shows isolated pixels with high values over forest area. 
These pixels are potentially forested wetland areas, but they were not 
assessed in this study due to limitations for wetland detection in leaf-on 
period. Table 5 shows the confusion matrix for the point-based eva-
luation of DNN classification. The overall accuracy (93.3 %) of mapping 
is reasonable for environmental studies. In particular, the confusion 
matrix demonstrates that wetland-clear pixels were mixed with shadow 
and barren pixels in few cases. While the wetland-algae areas are vi-
sually similar to grassland or shrubland pixels, the classification 
achieved a high producer (98.3 %) and user (95.2 %) accuracy. This 
result suggests the capability to interpret the differences wetland con-
ditions such as fresh and algae dominated waters. 
Fig. 6. Illustration of geometric comparison for over-classified and under- 
classified areas. 
V.S. Martins, et al.   Int J Appl  Earth Obs Geoinformation 93 (2020) 102215
9
Fig. 7. Performance of DNN for training and validation datasets.  
Fig. 8. High-level representations from DNN layers using t-distributed Stochastic Neighbor Embedding (t-SNE). The output layer represents the data structure before 
the softmax function. 
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4.3. Inter-comparison of methods 
This section presents the inter-comparison of machine learning 
methods for wetland mapping (Fig. 10). The geometry-based metrics 
were calculated for each method by comparing the reference and 
classified wetland polygons (Table 6). These metrics indicate the 
agreement of shape and location achieved for all classifications. In 
general, our findings show that DNN classification has similar perfor-
mance to other traditional machine learning methods. This is clearly 
observed in the Fig. 10 as the total classification errors range from 
Table 4 
Performance of DNN model for different groups of input variables.      
Group name Summary Variables Validation accuracy of last 100 epochs  
G1 VNIR bands B2, B3, B5, B7 0.875 ( ± 0.016) 
G2 All bands B1 - B8 0.877 ( ± 0.020) 
G3 All bands and 2 LiDAR B1 - B8, DEM, CHM 0.910 ( ± 0.011) 
G4 All bands, 2 LiDAR, 2 indices B1 - B8, DEM, CHM, NDVI, NDWI 0.912 ( ± 0.020) 
G5 All bands, 2 LiDAR, 10 indices B1-B8, DEM, CHM, 10 spectral indices 0.934 ( ± 0.009) 
G6 All LiDAR metrics DEM, CHM, hillshade, slope, TWI, TPI, TRI 0.522 ( ± 0.027) 
G7 All textural and spectral indices 5 GLCMs, 10 spectral metrics 0.906 ( ± 0.025) 
G8 All variables B1 - B8, 22 metrics 0.900 ( ± 0.014) 
G9 PCA-based feature selection GI, MCARI, MSR, NDWI, GLCM (Correlation, Energy, Homogeneity), TRI, TPI, TWI, So, 
CHM, B8. 
0.941 ( ± 0.010) 
Fig. 9. Results of DNN model for (a) classification and (b) membership probability map for wetland areas.  
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0.104 to 0.111, and the overlapped area between reference and clas-
sified is within 87.93–93.33 %. The AFI values are negative for RF and 
DNN, which indicates that these methods tend to over-classified wet-
land areas. Also, RF and DNN presents the highest percentage of 
overlapped area (93.33 and 90.36 %, respectively). In contrast, SVM 
and KNN have the lowest over-classification results, largest AFI values, 
and the shortest processing time. This is relevant for users with inter-
ested in large-scale application, because they can prioritize the faster 
model when the results across methods are similar in the study area. 
Our results in Table 6 also show similar Jaccard index (∼0.81) between 
methods. This positive result (also known as closeness index) indicates 
that the delineation of wetland polygons matches the corresponding 
reference in terms of spatial location and shape. Therefore, by analysis 
of all these metrics, this study shows the benefits of very high-resolution 
image and DNN algorithm (as well as other methods) to preserve the 
high-level of spatial details. 
4.4. Impact of spatial resolution on the wetland mapping 
Fig. 11 summarizes the DNN classification developed for different 
spatial resolutions. As described in Section3.3, we resampled the 
WorldView-3 image to generate seven spatial resolutions, and then, 
DNN model is implemented in these resampled images to classify the 
wetland areas. Not surprisingly, the mapping quality decreases from 
very high-resolution (1.2 m) to medium resolution (30-m), and the 
overlapped area between reference and classified wetland polygons 
decreases from 90.36 % (1.2-m) to 61.22 % (30-m). Also, OC and UC 
values increased as the spatial resolution decreases. The under-classi-
fication is almost ∼40 % of wetland areas using 30-m resolution. This 
result highlights the importance of appropriate satellite dataset re-
solution when applied to complex wetland with small and narrow areas. 
In fact, the spatial resolution influences on the minimum mapping unit, 
and comprehensive inventories often facing this limitation when using 
medium spatial resolution datasets. In contrast, remote sensing users 
should also consider the balance of mapping quality and processing 
time, especially for large-scale applications. For instance, the wetland 
classification of 2.5-m resolution image reduces the processing time in 
∼5 times compared to 1.2 m resolution data, while the Jaccard simi-
larity index remains quite similar between these two resolutions (J- 
index (1.2-m): 0.800, and J-index (2.5-m): 0.779). Therefore, some 
studies can take the advantage of resampled the original data to a 
smaller spatial resolution (e.g.: 1.2–2.5 m) without affect the final 
mapping quality. 
5. Discussion 
This paper presents a new framework for wetland mapping using a 
deep neural network algorithm and a WorldView-3 image. Our meth-
odology includes the development of DNN architecture, calculation of 
multiple variables from multi-spectral and LiDAR data, application of 
PCA-based feature selection, and inter-comparison of methods (RF, 
SVM, KNN). In general, the DNN model effectively delineated wetland 
areas (Fig. 9), and classified wetlands were spatially consistent with 
reference mapping (Table 6). Our results corroborate with previous 
findings demonstrating the high-quality of wetland mapping using 
WorldView imagery (McCarthy et al., 2015; Whiteside and Bartolo, 
2015; Vanderhoof et al., 2017a, 2017b). The DNN architecture showed 
a great capability for target distinction in the study area (Fig. 8), and 
the final classification illustrated the method's ability to classify small 
and narrow wetlands (minimum mapping unit of 20 m2). The results in  
Fig. 10 indicate that DNN classification achieved similar performance to 
other traditional methods (RF, SVM, and KNN). The appropriate se-
lection of input parameters explains, at least in part, the success of all 
models. Other studies have also reported high classification accuracies 
using these algorithms (Corcoran et al., 2013; Rezaee et al., 2018;  
Whyte et al., 2018; Mahdianpari et al., 2019). For instance, Jiang et al. 
(2018) found similar accuracies for water extraction in China using 
SVM and multi-layer perceptron models. Although the performances 
were similar, we emphasize that neural networks offer a great flexibility 
in the model architecture (number of layers, neurons, activation func-
tions, and regularization layers), which can be useful to explore data 
pattern when the traditional classifiers fail to increase the accuracy. 
With the advance of machine learning packages (TensorFlow) and 
computer power (GPU resources), the application of deep learning 
methods has become a potential alternative for image classification 
focused on wetland areas. 
In addition, this study highlights the selection of varied input 
variables (spectral, textural and topographic) to improve the DNN 
performance (Table 4). In this context, the WV-3 sensor offered a suf-
ficient set of spectral bands for the calculation of different indices 
(Table 2). This study also used the Iowa LiDAR data for topographic 
metrics (e.g.: hillshade, terrain ruggedness index), and the classification 
was not merely dependent on the spectral information. Although the 
calculation of potential variables required further efforts for im-
plementation, our results showed that only original bands or either 
topographic metrics were not able to increase the model accuracy over 
88 % (Table 4). So far, some studies have applied multiple input vari-
ables without feature selection (Lane et al., 2014; Huang et al., 2014; Fu 
et al., 2017; DeLancey et al., 2019). However, we emphasize the fact 
that this procedure is relevant in the identification of parsimonious set 
of input variables, improving inter-class separability and model accu-
racy. These findings support the previous studies that used feature se-
lection for modelling and classification (Corcoran et al., 2013; Waser 
et al., 2014; Silva et al., 2016). For example, Berhane et al. (2018) 
proposed 37 potential variables from QuickBird and LiDAR data for 
wetland classification, but they found the highest accuracy (87.9 %) of 
RF using only three variables. Such example illustrates the importance 
of further analysis of potential variables to explore efficient modeling. 
According to our analysis (e.g.: Fig. 11), very high-resolution images 
are important for accurate mapping of complex wetland areas. Previous 
Table 5 
Confusion matrix of the classification result from DNN model.             
No of pixels Reference data         User acc. (%) 
Classified data Barren Forest Grassland Road Shadow Shrubland Wet-clear Wet-algae Total   
Barren 77 0 1 0 0 0 2 0 80 96.3 
Forest 0 98 0 0 2 3 0 0 103 95.1 
Grassland 2 0 108 0 0 6 0 0 116 93.1 
Road 0 0 0 51 0 0 1 0 52 98.1 
Shadow 0 4 0 0 84 0 4 0 92 91.3 
Shrubland 0 6 3 0 1 64 0 1 75 85.3 
Wetland-clear 1 0 0 0 2 0 143 1 147 97.3 
Wetland-algae 0 0 0 0 0 0 6 119 125 95.2 
Total 80 108 112 51 89 73 156 121 790  
Prod. acc. (%) 96.3 90.7 96.4 100.0 94.4 87.7 91.7 98.3   
Overall accuracy (OA):93.3 %.  
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studies have developed applications with available medium resolution 
data, such as Landsat (Bwangoy et al., 2010; Huang et al., 2014) and 
Sentinel-2 (Araya-López et al., 2018; Whyte et al., 2018), but there is a 
relevant discussion about limitations for small wetlands (Ozesmi and 
Bauer, 2002; Leonard et al., 2012; Mwita et al., 2013; Gallant, 2015). 
Notably, our analysis shows high over- and under-classification of 
wetlands using medium spatial resolution (20 or 30-m). These findings 
reinforce the idea that the satellite data must be selected according to 
the wetland characteristics under investigation. In this study area the 
final 1.2 m classification preserved the wetland shape and size, and 
shows the potential of WorldView-3 image. Recent literature has also 
claimed the importance of commercial satellites for detection and de-
lineation of complex wetland areas, such as QuickBird, GeoEye, and 
Worldview (White and Lewis, 2011; Whiteside and Bartolo, 2015;  
Rapinel et al., 2015; Mui et al., 2015; Vanderhoof et al., 2017a, 2017b). 
In fact, spatial resolution is a crucial component for definition of 
Fig. 10. Classification results of (a) deep neural network, (b) random forest, (c) support vector machine, and (d) k-nearest neighbor models. The bar graphics present 
the overlapped, under- and over-classified areas (%) for each method. Note that the sum of overlapped and under-classified areas is the total area of reference wetland 
mapping. 
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minimum mapping unit in the classification, which will have a great 
impact on the total distribution and location for wetland inventories. 
For instance, Morrissey and Sweeney (2006) revealed that 82 % of 
wetlands ≤ 3 acres (number and areal extent) were omitted from the 
U.S. NWI maps. While the national inventories are official resource for 
wetland management, our study suggest that WorldView-3 imagery are 
potential dataset to support the wetland inventories, offering appro-
priate resolutions (spatial, radiometric and spectral) for fine-mapping of 
these areas. 
Although this study shows the benefits of WorldView-3 image and 
DNN algorithm for wetland studies, we recognize some limitations for 
large-scale implementation. First, the acquisition of commercial sa-
tellite images involves significant cost, and this is a critical factor for 
continuous application of WorldView imagery. This experiment was 
conducted using a single image (this was the only cloud-free image in 
the archive), but comprehensive inventories typically require a large 
volume of data. Multi-date satellite images can be useful to capture the 
variability of wetland extent since its boundaries are transitional zones 
and hydrologic factors affect the wetland edge location. Alternatively, 
the national wetland programs can target some sites with large abun-
dance of small wetlands to reduce the volume of purchased data. 
Second, forested wetlands were not considered in this study because the 
classification of these areas is typically dependent on images collected 
in leaf-off period (Vanderhoof et al., 2017a, 2017b). So, future studies 
should include images from different seasons for forested wetland 
areas. Third, areas under natural management allow the application of 
historical LiDAR dataset, but other regions may not have appropriate 
data available. In this case, our framework requires the adaptation to 
perform using only spectral and textural variables, which had a rea-
sonable performance as well. Additional research is needed to expand 
this framework for other wetland-dominated sites, including the clas-
sification of wetland types (bog, fen, marsh and swamp). 
6. Conclusion 
In this study, we investigated a new framework using DNN algo-
rithm and WorldView-3 image for complex wetland mapping. To the 
best of our knowledge, this paper is the first assessment of this frame-
work (data + method) for fine-scale mapping of wetlands. Our results 
showed a high classification accuracy (0.933) of DNN results and mu-
tual spatial overlap between reference and classified wetlands polygons 
(J-index ∼ 0.801). Our research has three contributions to the recent 
discussion on complex wetland mapping: (1) this study shows the value 
of DNN algorithm and WorldView-3 image for fine-mapping of complex 
wetland areas (minimum mapping unit ∼ 20 m2). The implication of 
this is that NWI programs can potentially consider the acquisition of 
commercial satellites to maintain and refine the continuous monitoring 
of wetlands, reducing the mapping unit to contemplate a variety of 
shape and size. (2) The combination of spectral, textural and topo-
graphic variables influences the DNN performance, and the identifica-
tion of most predictive variables should be implemented using feature 
selection such as PCA. (3) In addition, our results demonstrated that 
very high-resolution image is relevant for complex and small wetlands 
in low-relief terrain. Given the fact that commercial satellites with high 
spatial resolution are becoming more affordable for remote sensing 
users, this study has potential for support ongoing operational wetland 
Table 6 
Assessment of geometric-based metrics for wetland mapping from different methods.            
OA* TCE OC UC AFI J Overlap (%) Processing (s)  
DNN 0.942 0.111 0.124 0.096 −0.032 0.801 90.36 31,047 
RF 0.947 0.105 0.133 0.067 −0.076 0.817 93.33 34,824 
SVM 0.942 0.104 0.084 0.121 0.041 0.814 87.93 791 
KNN 0.941 0.111 0.105 0.116 0.012 0.800 88.37 1,981 
Note: OA, TCE, OC, UC, AFI, and J refer to overall accuracy, total classification error, over-classification, under-classification, area fit index, and Jaccard index, 
respectively. 
* OA is calculated from validation points. Computing resource: Intel Xeon(R) E3−1270 (3.80 GHz) processor.  
Fig. 11. Performance of DNN classification for different spatial resolution (1.2, 2.5, 5, 7.5, 10, 15, 20, and 30 m). (a) percentage of overlapped area between 
reference and classified wetland polygons, (b) percentage of under- and over-classified areas, (c) processing time for wetland classification. 
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programs which can benefit of these strategies/scheme for im-
plementation of high-resolution satellite images in NWI wetlands. 
CRediT authorship contribution statement 
Vitor S. Martins: Conceptualization, Methodology, Software, 
Writing - original draft, Validation, Formal analysis. Amy L. Kaleita: 
Supervision, Conceptualization, Resources, Writing - review & editing. 
Brian K. Gelder: Conceptualization, Writing - original draft. Gustavo 
W. Nagel: Validation, Writing - review & editing. Daniel A. Maciel: 
Writing - review & editing. 
Declaration of Competing Interest 
The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influ-
ence the work reported in this paper. 
Acknowledgements 
This project was undertaken with the financial support of the Iowa 
Department of Transportation. The authors thank Iowa-DOT staff for 
their support and insights, especially Brad Hofer and Michael Carlson. 
We also would like to thank Iowa LiDAR project for data availability. 
Appendix A. Supplementary data 
Supplementary material related to this article can be found, in the 
online version, at doi:https://doi.org/10.1016/j.jag.2020.102215. 
References 
Adam, E., Mutanga, O., Rugege, D., 2010. Multispectral and hyperspectral remote sensing 
for identification and mapping of wetland vegetation: a review. Wetl. Ecol. Manag. 
18 (3), 281–296. 
Araya-López, R.A., Lopatin, J., Fassnacht, F.E., Hernández, H.J., 2018. Monitoring 
Andean high altitude wetlands in central Chile with seasonal optical data: a com-
parison between Worldview-2 and Sentinel-2 imagery. Isprs J. Photogramm. Remote. 
Sens. 145, 213–224. 
Bartzen, B.A., Dufour, K.W., Clark, R.G., Caswell, F.D., 2010. Trends in agricultural im-
pact and recovery of wetlands in prairie Canada. Ecol. Appl. 20 (2), 525–538. 
Belgiu, M., Drăguţ, L., 2016. Random forest in remote sensing: a review of applications 
and future directions. Isprs J. Photogramm. Remote. Sens. 114, 24–31. 
Belgiu, M., Drǎguţ, L., 2014. Comparing supervised and unsupervised multiresolution 
segmentation approaches for extracting buildings from very high resolution imagery. 
Isprs J. Photogramm. Remote. Sens. 96, 67–75. 
Belward, A.S., Skøien, J.O., 2015. Who launched what, when and why; trends in global 
land-cover observation capacity from civilian earth observation satellites. Isprs J. 
Photogramm. Remote. Sens. 103, 115–128. 
Berhane, T.M., Lane, C.R., Wu, Q., Anenkhonov, O.A., Chepinoga, V.V., Autrey, B.C., Liu, 
H., 2018. Comparing pixel-and object-based approaches in effectively classifying 
wetland-dominated landscapes. Remote Sens. (Basel) 10 (1), 46. 
Beven, K.J., Kirkby, M.J., 1979. A physically based, variable contributing area model of 
basin hydrology/Un modèle à base physique de zone d’appel variable de l’hydrologie 
du bassin versant. Hydrol. Sci. J. Des Sci. Hydrol. 24 (1), 43–69. 
Blackwell, M.S., Pilgrim, E.S., 2011. Ecosystem services delivered by small-scale wet-
lands. Hydrol. Sci. J. Des Sci. Hydrol. 56 (8), 1467–1484. 
Breiman, L., 2001. Random forests. Mach. Learn. 45 (1), 5–32. 
Bwangoy, J.R.B., Hansen, M.C., Roy, D.P., De Grandi, G., Justice, C.O., 2010. Wetland 
mapping in the Congo Basin using optical and radar remotely sensed data and derived 
topographical indices. Remote Sens. Environ. 114 (1), 73–86. 
Chen, J., 1996. Evaluation of Vegetation Indices and Modified Simple Ratio for Boreal 
Applications. Can. J. Remote. Sens. 22, 229–242. 
Clinton, N., Holt, A., Scarborough, J., Yan, L.I., Gong, P., 2010. Accuracy assessment 
measures for object-based image segmentation goodness. Photogramm. Eng. Remote 
Sens 76 (3), 289–299. 
Corcoran, J., Knight, J., Brisco, B., Kaya, S., Cull, A., Murnaghan, K., 2011. The in-
tegration of optical, topographic, and radar data for wetland mapping in northern 
Minnesota. Can. J. Remote. Sens. 37 (5), 564–582. 
Corcoran, J.M., Knight, J.F., Gallant, A.L., 2013. Influence of multi-source and multi- 
temporal remotely sensed and ancillary data on the accuracy of random forest clas-
sification of wetlands in Northern Minnesota. Remote Sens. (Basel) 5 (7), 3212–3238. 
Cowardin, L.M., Carter, V., Golet, F.C., LaRoe, E.T., 1979. Classification of Wetlands and 
Deepwater Habitats of the United States. US Department of the Interior, US Fish and 
Wildlife Service. 
Dahl, T.E., 2000. Status and Trends of Wetlands in the Conterminous United States 1986 
to 1997. US Fish and Wildlife Service. 
Dahl, T.E., Dick, J., Swords, J., Wilen, B.O., 2009. Data Collection Requirements and 
Procedures for Mapping Wetland, Deepwater and Related Habitats of the United 
States. Division of Habitat and Resource Conservation. National Standards and 
Support Team, Madison. 
Dash, M., Liu, H., 1997. Feature selection for classification. Intell. Data Anal. 1 (3), 
131–156. 
Datt, B., 1999. Visible/near infrared reflectance and chlorophyll content in Eucalyptus 
leaves. Int. J. Remote Sens. 20 (14), 2741–2759. 
Daughtry, C.S.T., Walthall, C.L., Kim, M.S., De Colstoun, E.B., McMurtrey Iii, J.E., 2000. 
Estimating corn leaf chlorophyll concentration from leaf and canopy reflectance. 
Remote Sens. Environ. 74 (2), 229–239. 
Davranche, A., Lefebvre, G., Poulin, B., 2010. Wetland monitoring using classification 
trees and SPOT-5 seasonal time series. Remote Sens. Environ. 114 (3), 552–562. 
DeGroot, R., Stuip, M., Finlayson, M., Davidson, N., 2006. Valuing Wetlands: Guidance 
for Valuing the Benefits Derived From Wetland Ecosystem Services (No. H039735). 
International Water Management Institute. 
DeLancey, E.R., Kariyeva, J., Bried, J.T., Hird, J.N., 2019. Large-scale probabilistic 
identification of boreal peatlands using Google Earth Engine, open-access satellite 
data, and machine learning. PLoS One 14 (6). 
DeLancey, E.R., Simms, J.F., Mahdianpari, M., Brisco, B., Mahoney, C., Kariyeva, J., 2020. 
Comparing deep learning and shallow learning for large-scale wetland classification 
in Alberta. Canada. Remote Sensing 12 (1), 2. 
DeVries, B., Huang, C., Lang, M., Jones, J., Huang, W., Creed, I., Carroll, M., 2017. 
Automated quantification of surface water inundation in wetlands using optical sa-
tellite imagery. Remote Sens. (Basel) 9 (8), 807. 
Du, L., McCarty, G.W., Zhang, X., Lang, M.W., Vanderhoof, M.K., Li, X., Zou, Z., 2020. 
Mapping forested wetland inundation in the Delmarva Peninsula, USA using deep 
convolutional neural networks. Remote Sens. (Basel) 12 (4), 644. 
Feng, Q., Yang, J., Zhu, D., Liu, J., Guo, H., Bayartungalag, B., Li, B., 2019. Integrating 
multitemporal sentinel-1/2 data for coastal land cover classification using a multi-
branch convolutional neural network: a case of the Yellow River Delta. Remote Sens. 
(Basel) 11 (9), 1006. 
Fournier, R.A., Grenier, M., Lavoie, A., Hélie, R., 2007. Towards a strategy to implement 
the Canadian Wetland Inventory using satellite remote sensing. Can. J. Remote. Sens. 
33 (sup1), S1–S16. 
Fu, B., Wang, Y., Campbell, A., Li, Y., Zhang, B., Yin, S., Jin, X., 2017. Comparison of 
object-based and pixel-based Random Forest algorithm for wetland vegetation 
mapping using high spatial resolution GF-1 and SAR data. Ecol. Indic. 73, 105–117. 
Gallant, A., 2015. The Challenges of Remote Monitoring of Wetlands. 
Ghedira, H., Bernier, M., Ouarda, T.B.M.J., 2000. Application of neural networks for 
wetland classification in RADARSAT SAR imagery. In: In IGARSS 2000. IEEE 2000 
International Geoscience and Remote Sensing Symposium. Taking the Pulse of the 
Planet: The Role of Remote Sensing in Managing the Environment. Proceedings (Cat. 
No. 00CH37120) (Vol. 2, Pp. 675-677). IEEE. 
Gitelson, A., Gritz, Y., Merzlyak, M., 2003. Relationships Between Leaf Chlorophyll 
Content and Spectral Reflectance and Algorithms for Non-Destructive Chlorophyll 
Assessment in Higher Plant Leaves. J. Plant Physiol. 160, 271–282. 
Guo, M., Li, J., Sheng, C., Xu, J., Wu, L., 2017. A review of wetland remote sensing. 
Sensors 17 (4), 777. 
Halls, A., 1997. Wetlands, Biodiversity and the Ramsar Convention: the Role of the 
Convention on Wetlands in the Conservation and Wise Use of Biodiversity. In Ramsar 
Convention Bureau, Gland, Switzerland. 
Haralick, R.M., Shanmugam, K., Dinstein, I.H., 1973. Textural features for image classi-
fication. IEEE Trans. Syst. Man Cybern. 6, 610–621. 
Hartling, S., Sagan, V., Sidike, P., Maimaitijiang, M., Carron, J., 2019. Urban tree species 
classification using a WorldView-2/3 and LiDAR data fusion approach and deep 
learning. Sensors 19 (6), 1284. 
Haykin, S., 2009. Neural Networks and Learning Machines. Prentice-Hall, New York, NY, 
USA, pp. 2009. 
Hird, J., DeLancey, E., McDermid, G., Kariyeva, J., 2017. Google Earth Engine, open- 
access satellite data, and machine learning in support of large-area probabilistic 
wetland mapping. Remote Sens. (Basel) 9 (12), 1315. 
Huang, X., Zhang, L., Wang, L., 2009. Evaluation of morphological texture features for 
mangrove forest mapping and species discrimination using multispectral IKONOS 
imagery. Ieee Geosci. Remote. Sens. Lett. 6 (3), 393–397. 
Huang, C., Peng, Y., Lang, M., Yeo, I.Y., McCarty, G., 2014. Wetland inundation mapping 
and change monitoring using Landsat and airborne LiDAR data. Remote Sens. 
Environ. 141, 231–242. 
Huete, A., et al., 2002. Overview of the Radiometric and Biophysical Performance of the 
MODIS Vegetation Indices. Remote Sens. Environ. 83, 195–213. 
Ioffe, S., Szegedy, C., 2015. Batch normalization: accelerating deep network training by 
reducing internal covariate shift. arXiv preprint arXiv 1502, 03167. 
Jiang, W., He, G., Long, T., Ni, Y., Liu, H., Peng, Y., Wang, G., 2018. Multilayer perceptron 
neural network for surface water extraction in Landsat 8 OLI satellite images. Remote 
Sens. (Basel) 10 (5), 755. 
Jin, H., Huang, C., Lang, M.W., Yeo, I.Y., Stehman, S.V., 2017. Monitoring of wetland 
inundation dynamics in the Delmarva Peninsula using Landsat time-series imagery 
from 1985 to 2011. Remote Sens. Environ. 190, 26–41. 
Johnson, R., Zhang, T., 2013. Accelerating stochastic gradient descent using predictive 
variance reduction. Adv. Neural Inf. Process. Syst. 315–323. 
Jolliffe, I.T., Cadima, J., 2016. Principal component analysis: a review and recent de-
velopments. Philos. Trans. Math. Phys. Eng. Sci. 374 (2065), 20150202. 
Kayastha, N., Thomas, V., Galbraith, J., Banskota, A., 2012. Monitoring wetland change 
using inter-annual landsat time-series data. Wetlands 32 (6), 1149–1162. 
V.S. Martins, et al.   Int J Appl  Earth Obs Geoinformation 93 (2020) 102215
15
Kloiber, S.M., Macleod, R.D., Smith, A.J., Knight, J.F., Huberty, B.J., 2015. A semi-au-
tomated, multi-source data fusion update of a wetland inventory for east-central 
Minnesota. USA. Wetlands 35 (2), 335–348. 
Landmann, T., Schramm, M., Colditz, R.R., Dietz, A., Dech, S., 2010. Wide area wetland 
mapping in semi-arid Africa using 250-meter MODIS metrics and topographic vari-
ables. Remote Sens. (Basel) 2 (7), 1751–1766. 
Lane, C.R., Liu, H., Autrey, B.C., Anenkhonov, O.A., Chepinoga, V.V., Wu, Q., 2014. 
Improved wetland classification using eight-band high resolution satellite imagery 
and a hybrid approach. Remote Sens. (Basel) 6 (12), 12187–12216. 
Le Maire, G., Francois, C., Dufrene, E., 2004. Towards universal broad leaf chlorophyll 
indices using PROSPECT simulated database and hyperspectral reflectance mea-
surements. Remote Sens. Environ. 89 (1), 1–28. 
Leonard, P.B., Baldwin, R.F., Homyack, J.A., Wigley, T.B., 2012. Remote detection of 
small wetlands in the Atlantic coastal plain of North America: local relief models, 
ground validation, and high-throughput computing. For. Ecol. Manage. 284, 
107–115. 
Li, Y., Andersen, H.E., McGaughey, R., 2008. A comparison of statistical methods for 
estimating forest biomass from light detection and ranging data. West. J. Appl. For. 
23 (4), 223–231. 
Li, L., Chen, Y., Xu, T., Liu, R., Shi, K., Huang, C., 2015. Super-resolution mapping of 
wetland inundation from remote sensing imagery based on integration of back-pro-
pagation neural network and genetic algorithm. Remote Sens. Environ. 164, 
142–154. 
Liu, W., Wang, Z., Liu, X., Zeng, N., Liu, Y., Alsaadi, F.E., 2017. A survey of deep neural 
network architectures and their applications. Neurocomputing 234, 11–26. 
Long, J., 2019. The United Nations’ 2030 Agenda for Sustainable Development and the 
Impact of the Accounting Industry. 
Lucieer, A., Stein, A., 2002. Existential uncertainty of spatial objects segmented from 
satellite sensor imagery. Ieee Trans. Geosci. Remote. Sens. 40 (11), 2518–2521. 
MacAlister, C., Mahaxay, M., 2009. Mapping wetlands in the Lower Mekong Basin for 
wetland resource and conservation management using Landsat ETM images and field 
survey data. J. Environ. Manage. 90 (7), 2130–2137. 
MacKay, H., Finlayson, C.M., Fernandez-Prieto, D., Davidson, N., Pritchard, D., Rebelo, 
L.M., 2009. The role of Earth Observation (EO) technologies in supporting im-
plementation of the Ramsar Convention on Wetlands. J. Environ. Manage. 90 (7), 
2234–2242. 
Mahdavi, S., Salehi, B., Granger, J., Amani, M., Brisco, B., Huang, W., 2018. Remote 
sensing for wetland classification: a comprehensive review. GIsci. Remote Sens. 55 
(5), 623–658. 
Mahdianpari, M., Salehi, B., Mohammadimanesh, F., Motagh, M., 2017. Random forest 
wetland classification using ALOS-2 L-band, RADARSAT-2 C-band, and TerraSAR-X 
imagery. Isprs J. Photogramm. Remote. Sens. 130, 13–31. 
Mahdianpari, M., Salehi, B., Rezaee, M., Mohammadimanesh, F., Zhang, Y., 2018. Very 
deep convolutional neural networks for complex land cover mapping using multi-
spectral remote sensing imagery. Remote Sens. (Basel) 10 (7), 1119. 
Maltby, E., Acreman, M.C., 2011. Ecosystem services of wetlands: pathfinder for a new 
paradigm. Hydrol. Sci. J. Des Sci. Hydrol. 56 (8), 1341–1359. 
Martins, V.S., Barbosa, C.C.F., De Carvalho, L.A.S., Jorge, D.S.F., Lobo, F.D.L., Novo, 
E.M.L.D.M., 2017. Assessment of atmospheric correction methods for Sentinel-2 MSI 
images applied to Amazon floodplain lakes. Remote Sens. (Basel) 9 (4), 322. 
Martins, V.S., Soares, J.V., Novo, E.M., Barbosa, C.C., Pinto, C.T., Arcanjo, J.S., Kaleita, 
A., 2018. Continental-scale surface reflectance product from CBERS-4 MUX data: 
assessment of atmospheric correction method using coincident Landsat observations. 
Remote Sens. Environ. 218, 55–68. 
McCarthy, M.J., Merton, E.J., Muller-Karger, F.E., 2015. Improved coastal wetland 
mapping using very-high 2-meter spatial resolution imagery. Int. J. Appl. Earth Obs. 
Geoinf. 40, 11–18. 
McFeeters, S.K., 1996. The use of the Normalized Difference Water Index (NDWI) in the 
delineation of open water features. Int. J. Remote Sens. 17 (7), 1425–1432. 
Mitsch, W.J., Bernal, B., Nahlik, A.M., Mander, Ü., Zhang, L., Anderson, C.J., Brix, H., 
2013. Wetlands, carbon, and climate change. Landsc. Ecol. 28 (4), 583–597. 
Mohammadimanesh, F., Salehi, B., Mahdianpari, M., Gill, E., Molinier, M., 2019. A new 
fully convolutional neural network for semantic segmentation of polarimetric SAR 
imagery in complex land cover ecosystem. Isprs J. Photogramm. Remote. Sens. 151, 
223–236. 
Morrissey, L.A., Sweeney, W.R., 2006. Assessment of the national wetlands inventory 
implications for wetland protection. In: In Proceedings of the 2006 AWRA Spring 
Specialty Conference: GIS and Water Resources IV. DR Maidment & JS Grounds III. 
Houston, TX, 139 papers/abstracts (May 8–10, 2006)(TPS-06-1). 
Mountrakis, G., Im, J., Ogole, C., 2011. Support vector machines in remote sensing: a 
review. Isprs J. Photogramm. Remote. Sens. 66 (3), 247–259. 
Mui, A., He, Y., Weng, Q., 2015. An object-based approach to delineate wetlands across 
landscapes of varied disturbance with high spatial resolution satellite imagery. Isprs 
J. Photogramm. Remote. Sens. 109, 30–46. 
Mwita, E., Menz, G., Misana, S., Becker, M., Kisanga, D., Boehme, B., 2013. Mapping 
small wetlands of Kenya and Tanzania using remote sensing techniques. Int. J. Appl. 
Earth Obs. Geoinf. 21, 173–183. 
Nielsen, E.M., Prince, S.D., Koeln, G.T., 2008. Wetland change mapping for the US mid- 
Atlantic region using an outlier detection technique. Remote Sens. Environ. 112 (11), 
4061–4074. 
Ozesmi, S.L., Bauer, M.E., 2002. Satellite remote sensing of wetlands. Wetl. Ecol. Manag. 
10 (5), 381–402. 
Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Vanderplas, 
J., 2011. Scikit-learn: machine learning in Python. J. Mach. Learn. Res. 12 (Oct), 
2825–2830. 
Pinty, B., Verstraete, M., 1992. GEMI: a non-linear index to monitor global vegetation 
from satellites. Vegetation 101, 15–20. 
Qi, J., Chehbouni, A., Huete, A.R., Kerr, Y.H., Sorooshian, S., 1994. A modified soil ad-
justed vegetation index. Remote Sens. Environ. 48 (2), 119–126. 
Rapinel, S., Hubert-Moy, L., Clément, B., 2015. Combined use of LiDAR data and multi-
spectral earth observation imagery for wetland habitat mapping. Int. J. Appl. Earth 
Obs. Geoinf. 37, 56–64. 
Rebelo, L.M., Finlayson, C.M., Nagabhatla, N., 2009. Remote sensing and GIS for wetland 
inventory, mapping and change analysis. J. Environ. Manage. 90 (7), 2144–2153. 
Rezaee, M., Mahdianpari, M., Zhang, Y., Salehi, B., 2018. Deep convolutional neural 
network for complex wetland classification using optical remote sensing imagery. 
Ieee J. Sel. Top. Appl. Earth Obs. Remote. Sens. 11 (9), 3030–3039. 
Riley, S.J., DeGloria, S.D., Elliot, R., 1999. Index that quantifies topographic hetero-
geneity. J. Sci. 5 (1-4), 23–27. 
Rokus, D., 2015. Technical Procedures for Updating the National Wetland Inventory for 
Southern Minnesota. St. Mary’s University of Minnesota, Winona, MN, pp. 84. . 
Accessed 10 January 2020.  http://files.dnr.state.mn.us/eco/wetlands/nwi_smn_ 
technical_documentation.pdf. 
Schmidhuber, J., 2015. Deep learning in neural networks: an overview. Neural Netw. 61, 
85–117. 
Sidike, P., Sagan, V., Maimaitijiang, M., Maimaitiyiming, M., Shakoor, N., Burken, J., 
Fritschi, F.B., 2019. dPEN: deep progressively expanded Network for mapping het-
erogeneous agricultural landscape using WorldView-3 satellite imagery. Remote 
Sens. Environ. 221, 756–772. 
Silva, C.A., Klauberg, C., Hudak, A.T., Vierling, L.A., Liesenberg, V., Carvalho, S.P.E., 
Rodriguez, L.C., 2016. A principal component approach for predicting the stem vo-
lume in Eucalyptus plantations in Brazil using airborne LiDAR data. Forestry: An 
International Journal of Forest Research 89 (4), 422–433. 
Sun, Y., Tian, S., Di, B., 2017. Extracting mineral alteration information using WorldView- 
3 data. Geosci. Front. 8 (5), 1051–1062. 
Tana, G., Letu, H., Cheng, Z., Tateishi, R., 2013. Wetlands mapping in North America by 
decision rule classification using MODIS and ancillary data. Ieee J. Sel. Top. Appl. 
Earth Obs. Remote. Sens. 6 (6), 2391–2401. 
Tiner, R.W., 2009. Status Report for the National Wetlands Inventory Program: 2009. US 
Fish and Wildlife Service, Division of Habitat and Resource Conservation, Branch of 
Resource and Mapping Support, Arlington, Virginia, USA. 
Tucker, Compton J., 1979. Red and photographic infrared linear combinations for 
monitoring vegetation. Remote Sens. Environ. 8 (n. 2), 127–150. 
Vanderhoof, M., Distler, H., Mendiola, D., Lang, M., 2017a. Integrating Radarsat-2, Lidar, 
and Worldview-3 imagery to maximize detection of forested inundation extent in the 
Delmarva Peninsula. USA. Remote Sensing 9 (2), 105. 
Vanderhoof, M., Distler, H., Mendiola, D., Lang, M., 2017b. Integrating Radarsat-2, Lidar, 
and Worldview-3 imagery to maximize detection of forested inundation extent in the 
Delmarva Peninsula. USA. Remote Sensing 9 (2), 105. 
Vermote, E.F., Tanré, D., Deuze, J.L., Herman, M., Morcette, J.J., 1997. Second simula-
tion of the satellite signal in the solar spectrum, 6S: an overview. Ieee Trans. Geosci. 
Remote. Sens. 35 (3), 675–686. 
Wang, Y., Yésou, H., 2018. Remote Sensing of Floodpath Lakes and Wetlands: a 
Challenging Frontier in the Monitoring of Changing Environments. 
Waser, L.T., Küchler, M., Jütte, K., Stampfer, T., 2014. Evaluating the potential of 
WorldView-2 data to classify tree species and different levels of ash mortality. 
Remote Sens. (Basel) 6 (5), 4515–4545. 
Weiss, A., 2001. Topographic position and landforms analysis. In: San Diego, CA. Poster 
Presentation, ESRI User Conference 200. 
White, D.C., Lewis, M.M., 2011. A new approach to monitoring spatial distribution and 
dynamics of wetlands and associated flows of Australian Great Artesian Basin springs 
using QuickBird satellite imagery. J. Hydrol. (Amst) 408 (1-2), 140–152. 
Whiteside, T.G., Bartolo, R.E., 2015. Use of WorldView-2 time series to establish a wet-
land monitoring program for potential offsite impacts of mine site rehabilitation. Int. 
J. Appl. Earth Obs. Geoinf. 42, 24–37. 
Whyte, A., Ferentinos, K.P., Petropoulos, G.P., 2018. A new synergistic approach for 
monitoring wetlands using Sentinels-1 and 2 data with object-based machine learning 
algorithms. Environ. Model. Softw. 104, 40–54. 
Wright, C., Gallant, A., 2007. Improved wetland remote sensing in Yellowstone National 
Park using classification trees to combine TM imagery and ancillary environmental 
data. Remote Sens. Environ. 107 (4), 582–605. 
Wu, Q., Lane, C.R., Li, X., Zhao, K., Zhou, Y., Clinton, N., Lang, M.W., 2019. Integrating 
LiDAR data and multi-temporal aerial imagery to map wetland inundation dynamics 
using Google Earth Engine. Remote Sens. Environ. 228, 1–13. 
Zedler, J.B., Kercher, S., 2005. Wetland resources: status, trends, ecosystem services, and 
restorability. Annu. Rev. Environ. Resour. 30, 39–74. 
Zhang, L., Zhang, L., Du, B., 2016. Deep learning for remote sensing data: a technical 
tutorial on the state of the art. Ieee Geosci. Remote. Sens. Mag. 4 (2), 22–40. 
Zhu, Y., Liu, K., Liu, L., Myint, S., Wang, S., Liu, H., He, Z., 2017. Exploring the potential 
of worldview-2 red-edge band-based vegetation indices for estimation of mangrove 
leaf area index with machine learning algorithms. Remote Sens. (Basel) 9 (10), 1060. 
Zoffoli, M.L., Kandus, P., Madanes, N., Calvo, D.H., 2008. Seasonal and interannual 
analysis of wetlands in South America using NOAA-AVHRR NDVI time series: the 
case of the Parana Delta region. Landsc. Ecol. 23 (7), 833–848.  
V.S. Martins, et al.   Int J Appl  Earth Obs Geoinformation 93 (2020) 102215
16
