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ABSTRACT
This thesis explores the eect of band alignments, interfaces and electronic properties
on the performance of antimony selenide (Sb2Se3) solar cells. It examines both the
heterojunction and the back contact band alignments in photovoltaics devices, as well as
the fundamental electronic properties of bulk crystals.
The band alignment between Sb2Se3 and both CdS and TiO2 is measured using two
methods. Natural band alignments are measured using x-ray photoemission spectroscopy
(XPS) and then aligned using Anderson's rule to obtain the band osets. This yielded
spike-like conduction band osets of 0.36 eV and 0.11 eV for CdS and TiO2 respectively.
Using the Kraut method, the band osets were directly measured using hard x-ray pho-
toemission spectroscopy (HAXPES). This gave a similar result for CdS of -0.01 eV but
a signicantly cli-like oset of -0.82 eV for TiO2.
The valence band (VB) spectra of bulk crystals, both as-received and in situ cleaved
are measured using XPS and HAXPES. The dierence in orbital photoionisation cross-
section with incident photon energy is used to compare density functional theory calcu-
lated density of states (DOS) to the dierent spectra and experimentally observe partial
DOS from an Sb 5s2 lone pair of electrons at the VB edge for the rst time. The im-
pact of this lone pair is shown to be a reduction in the ionisation potential, which has
implications for the band alignments of Sb2Se3 with other materials.
Using ultraviolet photoemission spectroscopy (UPS), XPS and HAXPES, a depth
prole of the VB-Fermi level energy separation is obtained for Cl- and Sn-doped Sb2Se3
bulk crystals. A solution to Poisson's equation for surface space charge layers is then
found to t this depth prole. This provides evidence of strong n-type doping (∼1017-
1018 cm−3) and electron depletion in the Cl-doped crystal. The Sn-doped crystal exhibits
weak p-type doping (∼1016-1017 cm−3) and a weak inversion layer.
The eects of two chemical etches, (NH4)2S and CS2, on the surface chemistry and
back contact performance of Sb2Se3 are investigated. Measurements of the back contact
barrier show a reduced barrier but device performance parameters show lower eciencies
after etching. XPS analysis shows removal of antimony oxide (Sb2O3) contamination with
both etches but no reduction in elemental Se. It is concluded that the etches are benecial
for thick layers of contamination but that aggressive etching is counterproductive on
lightly contaminated lms.
Finally, the band alignment between Sb2Se3 and the Sb2O3 is measured using two
methods - the dierence spectrum of an as received and in situ cleaved bulk crystal, and
a Kraut method measurement between thin lms of Sb2Se3 and Sb2O3. The result in
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1.1 The Global Energy Crisis
In the last few years the global energy crisis has become a well established issue both
in politics and in everyday society. The consumption of energy by the human race
continues to grow year on year. Coupled with the energy industry's continued reliance
on harmful fossil fuels this presents a problem that relatively few now deny. In 2019
total global energy consumption grew to 584 exajoules, and oil, gas and coal made up
a combined 84.3% of primary energy production [1]. The resulting increase in global
emission of greenhouse gases means that if we do not dramatically reduce our burning of
fossil fuels soon, the impact on global ecosystems will be catastrophic and irreversible.
There is only one viable solution to this issue, and that is to replace fossil fuel burning
with more sustainable methods of producing energy.
In 2015, 196 countries signed The Paris Agreement - a legally binding treaty com-
mitting to limiting the increase in global temperatures to 2◦C above pre-industrial
revolution levels [2]. This has led to a wave of new targets and commitments from these
countries to reduce carbon emissions. The UK, for example, has passed legislation
that requires the government to reduce greenhouse emissions to `net-zero' compared
to 1990 levels by 2050 and recently announced a fresh target to reduce emissions by
68% compared to 1990 levels by 2030 [3, 4]. These ambitious targets require changes
in behaviour and infrastructure but they also require a greater capacity for producing
energy for consumption.
When it comes to low-carbon sources of energy, there are two schools of thought.
One of these is nuclear power, which is capable of producing vast amounts of energy
without any greenhouse gas emission. However, its classication as a sustainable energy
source is debated due to the issue of disposing of its extremely harmful nuclear waste
products, some of which will take millennia to be safe to handle. Adding to this, high
prole accidents such as those at Chernobyl and Fukushima have raised safety concerns
and, as a result, many governments around the world are reluctant to invest too heavily
in nuclear power.
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The other camp is that of renewable energy: this is an umbrella term used for any
source of energy that is not depleted upon generation of energy. The primary technolo-
gies include onshore and oshore wind power, solar photovoltaics (PV), hydroelectric
power and geothermal power. It is widely accepted at this stage that no one individual
renewable technology can provide for the world's energy needs single-handed. A combi-
nation of all the aforementioned technologies is the only hope for reducing the harmful
burning of fossil fuels and averting a climate disaster. World renewable energy gener-
ation increased by 40% in 2019 from 2018, showing that there is a shift in momentum
towards these greener technologies [1]. However, its share of the energy market remains
only 11.4% (including hydro and biofuels), which shows that there is still a long way to
go.
1.2 Solar Photovoltaics
Of the many available options in the renewable energy department, solar photovoltaics
is one of the most reliable and widely deployable. Hydroelectric power accounts for
6.4% of the total primary energy produced worldwide and has the capacity to produce
vast amounts of energy per system. However, hydroelectric plants are reliant on having
the right geographical conditions and come at enormous expense. Construction costs
are one aspect of this, but they also have a huge eect on ecosystems, with many species
or habitats being harmed by the construction of reservoirs. Reservoirs can also lead to
the displacement of communities on a huge scale and some reports show that carbon
emissions from some hydroelectric plants (from decomposing plant-matter ooded by
the dam) are actually on a comparable scale to coal plants [5], leading to its status as a
renewable energy being called into question [1]. Geothermal power is likewise dependent
on having an uncommon combination of geographical and geological conditions. Wind
power and solar power, meanwhile, utilise natural phenomena which are abundant al-
most everywhere in the world, do not need to be gathered or constrained and, despite
being somewhat intermittent, are regular and reliable. Onshore wind is currently the
cheapest renewable energy source in terms of levelised cost of energy (LCOE) according
to the International Energy Agency's (IEA) latest report [6], with utility-scale solar
PV not far behind, at 50 USD/MWh and 56 USD/MWh respectively. These are now
competitive with fossil fuel energy sources such as gas (76 USD/MWh) and coal (88
USD/MWh). [6]. Solar photovoltaics has the additional advantage of being free of
any moving parts (such as turbines) that may require maintenance or have their own
eciency limits. It is also modular, which removes the requirement for a centralised
power station, has a long lifetime (∼30 years), produces no emissions and taps into a
truly inexhaustible source of energy [7].
However, PV still has room for improvement. The report by the IEA shows that
when deployed on a larger scale solar PV has a far lower LCOE [6], meaning that
large-scale deployment is desirable in order to continue matching onshore wind for cost
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eectiveness. The development of new technologies could allow for cheaper and more
widespread large-scale deployment or deployment in new and innovative ways to bring
costs down or to minimise the area required. The development of new, cheap and easily
scalable PV technologies such as antimony selenide (as further discussed in sections 2.1
& 2.2) is important if we are to achieve the goal of terawatt scale deployment of PV
around the world.
1.3 Overview of the Thesis
This thesis aims to shed light on some of the fundamental aspects of antimony se-
lenide solar cells that have so far been poorly (if at all) understood. Rather than focus
purely on device performance characteristics or on fundamental material properties, this
work continuously tries to link the two. Particularly, data acquired from photoemis-
sion studies (often left as self-contained studies) are compared with device performance
characteristics so that one can deduce what eect the measured parameters have on the
performance of antimony selenide solar cells. Furthermore, the results of the thesis are
not limited to one aspect of device performance, with studies carried out on the front
contact, back contact and on bulk characteristics of the cell.
The layout of the thesis is as follows: in Chapter 2, the relevant background in-
formation on photovoltaics and antimony selenide will be presented. This includes the
principles of operation and general history of PV, the fundamental understanding of an-
timony selenide (Sb2Se3) as a material, and the development of Sb2Se3 solar cells thus
far. Chapter 3 will summarise the experimental and theoretical techniques used in the
work carried out in this project, including fabrication, characterisation and modelling
techniques. Chapters 4-6 then constitute the chief results obtained during the project






In this section the fundamental principles of solar energy conversion through photo-
voltaics will be introduced. The operation principles of a solar cell are explained, from
the fundamentals of semiconductor junctions to performance characteristics. This is
followed by a brief overview of the history of the eld of photovoltaics, discussing the




When a material is in the solid state the wave functions of the electrons overlap. The
Pauli exclusion principle states that no two electrons can occupy the same quantum state
and therefore the electrons occupy states of a slightly dierent energy. On a macro-
scopic scale the number of electrons becomes very large and the separation between
the energies of these states becomes very small, meaning that they can be considered
a continuum or band [8, 9]. These bands are known as the valence band (comprising
of occupied states) and the conduction band (unoccupied states). Most materials can
be sorted into 3 categories - metals, insulators and semiconductors (Figure 2.1). In a
metal, the valence and conduction bands overlap, meaning that the electrons can easily
occupy the conduction band and there are always free carriers to carry a current. How-
ever in non-metals there exists a forbidden gap in between the valence and conduction
bands in which there are no states, known as a band gap (Eg). An insulator has a large
band gap (Eg > 4 eV) which means that it is energetically dicult to excite electrons
from the valence band to the conduction band and therefore these materials for all
practical purposes do not conduct electrically. Semiconductors, as the name suggests,
fall in between metals and insulators - they possess a band gap which is small enough
(Eg < 4 eV) that thermal excitations or other extrinsic sources of energy can promote
an electron from the valence band into the conduction band and allow conductivity [8].
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Figure 2.1 Schematic of the conduction and valence bands of (a) metals, (b)
insulators and (c) semiconductors, with no band gap, a large band gap, and a
small band gap respectively.
The ground state electrons occupy available states up to the Fermi level (EF ). The
Fermi level is more rigorously dened as a hypothetical energy level that has a 50%
chance of being occupied by an electron in a solid at thermal equilibrium. The position
of the Fermi level relative to the valence and conduction bands is a crucial property
dening the electrical conduction of a material. In a metal the Fermi level must lie
within the overlapping valence/conduction bands, signifying the consistent conductiv-
ity of the material. In a semiconductor, however, the Fermi level most commonly lies
somewhere within the band gap, and its relative proximity in energy to the valence or
conduction band determines the conductivity of the semiconductor. An ideal intrinsic
semiconductor at equilibrium will have a Fermi level directly in the middle of the gap at
zero Kelvin because in an ideal case it will have an equal number of holes in the valence
band and electrons in the conduction band. However, the introduction of impurities,
either through structural defects or chemical impurities in the material, will introduce
donor or acceptor states that increase the electron or hole population respectively and
thereby move the Fermi level up or down in the gap. A semiconductor with a higher pro-
portion of electrons is called an n-type semiconductor and one with a higher proportion
of holes is known as a p-type semiconductor. Materials can be one or the other through
native defects, or can be deliberately doped n- or p-type through the addition of small
quantities of other elements. Materials that are heavily doped can have the Fermi level
lie within the conduction or valence band, signifying that there are always free carriers
within the respective band. These materials are referred to as degenerately-doped and
are fully conducting due to the now constant existence of charge carriers within the
respective band. Doping is discussed further in Chapter 5.
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The Photovoltaic Eect
The operation of a typical photovoltaic device is dependent on semiconductor junctions,
most-commonly a p-n junction. The simplest example is the homojunction, in which
both semiconductor layers are made of the same material (and therefore have the same
Eg) but are doped dierently. Upon contacting a p-type material and an n-type ma-
terial the electrons and holes near the interface will diuse across and recombine with
each other. The recombination of the electrons and holes at the junction leaves charged
donor and acceptor ions on either side of the boundary, forming the depletion region.
This depletion region experiences an electric eld due to the now negatively charged
region on one side and the positively charged region on the other. This is a p-n junction
(see Figure 2.2), and it acts as a diode, allowing charge to ow in one direction but
opposing charge ow in the other [8, 10].
When light is shone onto the junction, any photons with energy lower than the
band gap will pass through the material without being absorbed. However, a photon
with energy equal to or greater than the band gap can be absorbed by an electron in
the valence band, promoting it into the conduction band. If this occurs within the
depletion region, the electric eld then sweeps the carriers towards electrical contacts
on either side of the p-n junction. This is the photovoltaic eect and it explains how
light can be converted into electrical current. The same eect can be achieved through
a heterojunction, in which the two materials have dierent band gaps. However this
leads to discontinuities in the bands at the interface, causing band alignments to play
a huge part in device performance, as discussed further in Section 2.1.2 and Chapter
4. It is also possible to produce PV power from an isotype junction [11], where the
materials are of the same doping type but suciently dierent carrier densities to form
a junction, as discussed further in Chapters 4 & 5.
Photovoltaic Devices
Having reviewed the principles that allow a solar cell to produce power from sunlight,
we will now examine the characteristics necessary for them to do this well. One of the
rst considerations when looking for a promising PV material is the band gap. When
a photon is absorbed and an electron is promoted from the valence band maximum
(VBM) to the conduction band, it can only contribute energy equal to the band gap to
the power output. As mentioned earlier, any photons with energy less than the band
gap will not be absorbed at all. Any electrons excited by a higher energy photon will be
raised above the conduction band minimum (CBM), however they cannot be extracted
with this energy; instead they will undergo thermal losses until they reach the CBM.
For this reason, the choice of band gap in an absorber material is crucial. Too high
a band gap will lead to very little light being absorbed and therefore low power gen-
eration. However, if the band gap is too low, each excited carrier will only contribute
a small amount of energy to the output and the eciency will be low. This balance
was summarised by William Shockley and Hans-Joachim Queisser in what is known as
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Figure 2.2 Sketches depicting (a) n- and p-type semiconductors before con-
tacting, (c) the p-n junction after the diusion and recombination of carriers
at the interface and (e) the generation of photovoltaic current upon light ab-
sorption with (b,d,f) respective band structures.
the detailed-balance limit. This describes a fundamental limit of photovoltaic power
conversion and it states that for a single p-n junction solar cell in AM1.5 illumination
the optimal band gap is 1.34 eV, and would provide a maximum possible eciency of
33.16% [12, 13]. More generally, it is shown in Figure 2.3 that a band gap in the range
of 1.1 - 1.5 eV provides the best potential to reach eciencies near the detailed-balance
limit.
However, it is not enough to have a band gap of the right energy - the material
should also be an eective absorber. The eective absorption of light by a solid de-
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Figure 2.3Detailed-balance limit of maximum achievable eciency by a single
p-n junction solar cell as a function of absorber band gap [12]. The band gaps
of some common absorbers are shown as a comparison for Sb2Se3.
pends strongly on the band structure of the material. When plotting energy against
momentum it is possible to see how the VBM and CBM line up in k-space. If the
VBM and CBM are lined up as in Figure 2.4a, absorption of light is signicantly more
likely and the material usually has a high absorption coecient. However, if the VBM
and CBM are oset (Figure 2.4b), then a phonon excitation equal to the momentum
dierence is also required to make the transition possible, making it far less likely and
the material will have a low absorption coecient. Silicon, despite being the leading PV
technology, has an indirect gap, meaning that very thick layers are needed in order to
absorb a useful amount of light. Materials with a high absorption coecient, however,
can absorb the majority of incident visible light within a few hundred nanometres.
A p-n heterojunction device is usually made up of an absorber layer (with a band
gap within the detailed-balance limit's optimal range and a high absorption coecient)
contacted to a layer of a semiconductor of the opposite doping type. This window layer
is desired to have a relatively wide band gap (so that it doesn't absorb too much of
the useful light) and good conductivity. The window layer will be contacted a trans-
parent conductive layer as a front contact - usually a degenerately doped oxide - so
that the circuit can be completed but light still be admitted to the device. Transparent
conductors are a eld unto themselves and will not be discussed further here. Finally,
metal contacts will be deposited onto the absorber layer, completing the device. This
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Figure 2.4 Sketch showing an example of (a) a direct band gap transition and
(b) an indirect transition requiring an additional phonon excitation.
is the most basic structure of a solar cell - in reality, the highest performing devices
often contain numerous other layers such as anti-reection coatings, buer layers and
carrier-selective transport layers.
Performance Characteristics
An ideal solar cell at equilibrium in the dark behaves as a diode, with a built-in electric
eld across the p-n junction. At equilibrium, the drift current (in which minority carriers
are swept across the depletion region by the electric eld) is balanced by the opposing
diusion current (caused by carriers moving from regions of high carrier concentration
to areas of lower concentration), and the net current is zero. When a bias is applied
across the cell this equilibrium is broken. In forward bias, the electric eld of the p-
n junction is reduced, leading to an increased diusion current. In reverse bias, the
electric eld is increased leading to a reduction of the diusion current, however the
drift current is limited by the number of minority carriers present in the material and
therefore remains largely unchanged (until the breakdown voltage). The performance
of a solar cell can be summarily characterised by a current-voltage (I-V) curve. The




When under illumination, many more carriers are generated within the depletion
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region of the cell. These carriers are separated by the electric eld, increasing the drift
current and breaking equilibrium. In a good working cell, the drift current will then be
far greater than the diusion current, and if the terminals of the device are connected, a
light generated current will ow through the circuit, generating power. Given that the
current is dependent on the illuminated area, the convention is to use the current density
(J), as a more useful measure of performance. The J-V curve of a working solar cell
can be considered to be a superposition of the dark J-V curve and the light-generated
current (Figure 2.5). For an ideal solar cell under illumination, the ideal diode equation
is given by equation 2.2, for which a complete derivation can be found elsewhere [10].
J(V) = J0(e
qV
nKT -1)− JL (2.2)
The performance of a solar cell depends on many dierent factors, however it can be
characterised by a few key parameters. The rst, and most important, is power conver-
sion eciency (PCE). This describes the power output from a device as a percentage of
the incident power of light. Any device with a measurable eciency can be considered
to be working. However, to be considered commercially viable, eciencies must be
over 10% and nearer 15%. It is important to remember as well that the eciencies of
modules in the eld are always lower than what can be achieved in a lab setting. For
example the First Solar Series 6 cadmium telluride (CdTe) module has an eciency of
18.3% [14], while the lab record (also held by First Solar) is 22.1% [15]. Commercial
copper indium gallium selenide (CIGS) cells typically have eciencies in the range of
12%-14% [16] despite the lab record being 23.32% [15]. The benchmark, however, is
set by silicon modules with >20% eciencies available commercially [15]. The target
for PV technology is always, therefore, to exceed 20% and even to push towards the
detailed-balance limit, but they can be considered viable with lower eciencies, around
15% if the production cost is suciently low and scale-up is straightforward.
The eciency of a device is dependent on a few other key parameters - open-circuit
voltage (Voc), short-circuit current density (Jsc) and ll factor (FF) - as depicted in
Figure 2.5. At Voc, a forward bias is applied so that the potential across the depletion
region is negated, and therefore describes the maximum available voltage available from
the p-n junction. At Jsc, the applied voltage across the solar cell is zero, and therefore
corresponds to the maximum available current from the cell. A solar cell in operation
does not operate at either of these points, but rather at the maximum power point,
which lies in between the two in the fourth quadrant of the J-V graph. According to
P = IV , the maximum power point will be at the point with the highest combined
applied voltage and current. To maximise the power output then, the maximum power
point should lie at a voltage very close to the Voc and a current very near the Jsc,
meaning that it is benecial for the J-V curve to be as `square' as possible. However,
parasitic resistances can lead to a sloping of the curve which draws the maximum power
point away from this point. Therefore, it is important to minimise these resistances
to ensure a high eciency. These resistances include series resistance (Rs) and shunt
resistance (Rsh) which will be discussed further in Chapter 6. Series resistance origi-
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nates from the resistance of the metal contacts and the contact resistance between the
semiconductor and contact layers, while shunt resistance is a result of manufacturing
defects in the lms such as pinholes. The FF is a measure of the `squareness' of the
curve and is calculated from equation 2.3, where η is the PCE and Jm and Vm are the
current and voltage at the maximum power point.
Figure 2.5 An example of a standard J-V curve for a working solar cell in the






Jsc ×Voc × FF
Pin
(2.4)
Finally, it is prudent here to discuss the sources of loss in a solar cell. First of
all, losses can occur before light is absorbed in the depletion region - some light will
be reected and some can be absorbed by the contacts or another layer, rendering it
useless for power conversion. Once the light reaches the depletion region, only photons
with energy greater than the band gap can be absorbed. From the light absorbed in the
depletion region, an electron hole pair will be generated, which will then be separated
by the electric eld. However, electrons promoted to the conduction band are only
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in a metastable state and are vulnerable to recombination with holes, in which they
relax back down to the valence band. This can happen radiatively - where the electron
transitions directly from CBM to VBM and releases a photon that can be re-absorbed
- or non-radiatively. Radiative recombination is more dominant in direct band gap
semiconductors due to the direct nature of the transition. Non-radiative recombination
means that the carrier's energy is lost to the system and is detrimental to device per-
formance. There are a number of things that can lead to non-radiative recombination -
one instance is when the carrier encounters a defect level, usually caused by a chemical
impurity or structural defect. In this case, the photon will fall into the `trap' state
before relaxing to the VBM, thereby losing the energy. In another case, carriers face
a potential barrier to extraction at an interface, either due to a high density of trap
states at the interface or due to a band discontinuity, causing them to `pile up' until
they recombine. These types of band discontinuities will be discussed further in Section
2.1.2 and Chapter 4. Ultimately, recombination rates can be limited by reducing the
number of deep defects in the material, improving carrier mobility and lifetime and by
ensuring good band alignments at interfaces.
Figure 2.6 Example EQE spectrum of a standard CdTe solar cell [17] with
key loss areas highlighted.
A useful tool for examining the sources of loss in solar cell performance is a mea-
surement of external quantum eciency (EQE) as a function of wavelength. Quantum
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eciency describes the percentage of the photons absorbed that are converted to use-
ful current in the form of charge carriers transferred to the external circuit. External
quantum eciency takes this a step further to include those photons not absorbed by
the material. EQE then is the percentage of the incident photons that are converted
into extracted carriers. Figure 2.6 shows an example EQE from a standard CdTe solar
cell. At lower wavelengths, in the blue highlighted sector, photons are absorbed by the
transparent conducting oxide (TCO), and therefore the carriers are not separated by
the electric eld and will recombine without contributing to the current. In the second
sector from the left, highlighted orange, a similar problem occurs with the window layer,
in this case cadmium sulphide (CdS). This illustrates the need for a suitable window
layer, with a wide enough band gap not to cause too much parasitic absorption, as
this phenomenon is called. The data slopes upward towards higher wavelength due to
the decreased probability of absorbing lower energy photons, meaning that at higher
wavelengths they are more likely to be absorbed within the depletion region. In the
third sector, highlighted green, the data slopes downwards towards higher wavelengths.
This is also a result of the decreasing likelihood of absorption. Carriers absorbed further
from the interface must travel further before reaching the interface where they can be
swept into the circuit, leading to an increased likelihood of recombination. Absorbers
with lower carrier lifetimes will exhibit a more dramatic downward slope in this region
whereas materials with a high diusion length will show a atter top. The rightmost
sector, highlighted red, indicates the cut-o where the energy of the photons is below
the band gap energy of the absorber and so no photons are absorbed. Finally, the top-
most region, unhighighted, indicates the fundamental losses due to reection of light as
well as recombination. The top of the EQE spectrum can be raised by increasing the
carrier diusion length/lifetime, or by using anti-reection coatings to raise the amount
of overall light admitted to the solar cell.
2.1.2 Band Alignments
A large part of this thesis focuses on band alignments, both fundamentally and in ap-
plication. However, band alignments is an umbrella term and can refer to many aspects
of a solar cell's electronic structure. In this section we will introduce the important
quantities explored in this work regarding semiconductor energy bands and band align-
ments.
Natural Band Alignments
Here we will dene some key quantities used frequently when discussing band alignments
in semiconductors and semiconductor heterojunctions. As mentioned briey in section
2.1.1, semiconductor materials are characterised by their band gap, the forbidden en-
ergy gap between the occupied electronic states of the valence band and the unoccupied
states of the conduction band. Each band lies at a certain energy on an absolute energy
scale and these energies are called the ionisation potential (IP) and the electron anity
(EA), respectively (Figure 2.7). The IP is dened as the energy required to remove an
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Figure 2.7 Schematic showing the electron anity (EA), work function (WF),
ionisation potential (IP) and band gap (Eg) of a typical semiconductor.
electron from the valence band maximum. To `remove' the electron is a somewhat loose
denition - the electron is considered free of the material when it lies at some point
outside the material suciently far from the surface that it is beyond the inuence of
the surface dipole [18]. This is known as the local vacuum level (EV AC) and will be
discussed in more detail below. The EA is dened, similarly to the ionisation potential,
as the energy required to move an electron from the conduction band minimum to the
local vacuum level. Finally, the other quantity labelled in Figure 2.7 is the work func-
tion (WF), which is dened as the energy required to remove an electron from the Fermi
level. However, given that in non-degenerate semiconductors there are no states at the
Fermi level, this is a denition more based on the statistical concept of the average
occupancy of the valence and conduction bands. The work function can also be dened
more physically as the energy required for an electron to overcome the energy barrier
between the material and free space [18, 19].
The work function is in fact a crucial quantity when one intends to deal with band
alignments in solids. This stems largely from the denitions of the IP and EA being
dependent on the local vacuum level, and the local vacuum level's dependence on the
work function. The local vacuum level is a widely accepted concept in solid state physics
however its nuances are rarely discussed. Firstly, it is useful to distinguish the local vac-
uum level from the global vacuum level, E(∞). E(∞) describes an energy level innitely
far away from the surface, which is global for all materials and surfaces alike. However,
this global vacuum level is not accessible experimentally (as discussed by Cahen et al.)
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and therefore only useful in a conceptual sense [19]. The local vacuum level is dened
to be the energy at which the electron has escaped the surface forces, therefore it fol-
lows logically that this level would be dierent for dierent materials and surfaces with
dierent work functions. The surface dipole is a result of the abrupt termination of
the solid at the surface, causing electron density to spill out into the vacuum, creating
a potential step. This would naturally vary between dierent materials, however vari-
ations in the rearrangement of atoms between dierent surface terminations can also
lead to signicant variation in the work function for the same material. The presence of
any contamination would also inuence the work function of a surface and so it is not
straightforward to quantify [18]. A common example is the work function of tungsten as
measured by Ishi et al., which was found to be 4.47 eV for the (111) surface orientation
and 5.25 eV for the (110) surface orientation [20]. This dierence is signicant, and
highlights the importance of understanding the implications of work function variations
for practical applications. It is also important that these quantities can only be truly
physically measured as surface quantities, and any extrapolation into the bulk is purely
conceptual. This is discussed in more detail by Cahen et al., but will not be elaborated
on further here [19].
Band Osets
Figure 2.8 Schematic diagram of a heterojunction's bands upon contacting,
in which the Fermi level becomes the reference level and the local vacuum level
(dashed), conduction band (blue) and valence band (red) `bend' to accommo-
date this. E(∞) represents the global vacuum level and EV AC represents the
local vacuum level.
When two semiconductors are brought into contact, the ow of charges across the
interface causes the Fermi levels of the two materials to align. This leads to the for-
mation of a depletion region in which there exists an electric eld and band bending
takes place. At thermal equilibrium, the Fermi levels of the two material align and
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this becomes the xed reference level. As discussed above, the local vacuum levels, and
consequently the valence and conduction bands are positioned in reference to the Fermi
level, therefore these bands are shown to bend to accommodate the alignment of the
Fermi levels, as shown in Figure 2.8. Of course, a vacuum level cannot technically exist
at the interface between the two solids due to the lack of a solid-vacuum interface, how-
ever the concepts can be translated to a good approximation, as is discussed in section
4.3.1.
In a heterojunction, due to the dierence in band gaps between the two materials,
this causes a discontinuity in the valence and conduction bands at the interface, labelled
as ∆EV and ∆EC in Figure 2.8. These discontinuities are known as the valence band
oset (VBO) and conduction band oset (CBO), and are crucial to the performance of
a heterojunction solar cell. If the discontinuities are too large, they can cause barriers
or recombination traps to carriers passing from one layer to another, and harm device
performance. This is discussed further in Chapter 4.
Metal-Semiconductor Junctions
Metal-semiconductor junctions play a key role in solar cell device operation because
no current can be extracted from the cell without the carriers having to navigate the
junction between absorber and metal contact. A poor contact between these two layers
can lead to a back-contact barrier which can severely impede carrier extraction from the
cell and limit power output. It is therefore important to understand the considerations
for designing an eective back contact.
Figure 2.9 Schematic diagram of the band alignments (a) before and (b) after
forming a Schottky junction.
Much in the same way that the Fermi levels of two semiconductors align upon
contacting, the Fermi level of a metal and semiconductor do the same when forming a
junction. The dierence is the metal's lack of band gap, meaning that this is a simplied
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case in many respects. To take the case of a standard, superstrate conguration solar
cell with a p-type absorber layer, holes are moving towards the back contact and are
seeking to move into the metal contact. There are two potential outcomes to the back
contact. If the work function of the metal is less than the work function of the absorber
(ϕm < ϕs) electrons will ow from the metal to the semiconductor upon contacting,
creating a depletion region. Due to the high carrier concentration of metals, this region
eectively lies entirely in the semiconductor (see Figure 2.9). This region of downward
band bending opposes the movement of holes into the metal, and is known as a Schot-
tky barrier. A back contact barrier such as this can be seen as rollover in a J-V curve
and is known to increase series resistance (Rs) in PV devices, lowering the eciency [21].
Figure 2.10 Schematic diagram of the band alignments (a) before and (b)
after forming an Ohmic junction.
Alternatively, if the work function of the metal is greater than the work function
of the semiconductor (ϕm > ϕs) the valence band will bend upward upon contacting,
leading to an Ohmic contact (Figure 2.10). This poses no obstacle to carrier extraction
and is the desired outcome from back contacting. It is therefore important to use a metal
with a higher work function than the absorber being used. This is a long-standing issue
in CdTe PV, with the high work function of CdTe posing great diculties in back
contacting [21, 22].
2.1.3 A Brief History of PV
In this section we will provide context for the research of Sb2Se3 solar cells by presenting
a brief history of the eld of photovoltaics thus far, from the rst solar cells ever made
to the next generation materials being researched today. This section will focus on each
technology as a whole, the advantages that made them successful, and the drawbacks
that lead people to continue searching for better alternatives.
Photovoltaic power is named after the photovoltaic eect, discovered in 1839 by
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Edmond Becquerel [23]. The rst PV device was created much later in 1883 by Charles
Fritts [24, 25] which consisted only of a piece of selenium covered in a layer of gold and
had a power conversion eciency less than 1%. However, the eld of photovoltaics was
not truly sparked to life until another century had passed, with the creation of the rst
silicon solar cell in 1954 [26]. This device, utilising a p-n junction (see section 2.1.1),
achieved a power conversion eciency of ∼6% and began the rst generation of PV
technologies.
First Generation: Silicon PV
Silicon-based PV makes up roughly 95% of the PV market share, with the vast majority
of that being wafer based silicon [27, 28]. Based on a homojunction made up of p- and
n-type doped wafers, these solar cells provide high eciencies and are made primarily
using silicon - a highly abundant material that is already widely used in the electronics
industry. Monocrystalline silicon achieves the highest eciencies, however the produc-
tion of wafers of high quality monocrystalline silicon is an energy intensive and wasteful
process. Polycrystalline silicon cells were developed to try to mitigate these issues and
achieve respectable eciencies (>20%) at a lower production cost. Finally, amorphous
silicon was developed as an even cheaper and more scalable alternative, however e-
ciencies of amorphous silicon do not exceed those of thin lm technologies (see below)
and therefore usage is not as widespread.
Mono- and poly-silicon PV is without a doubt the backbone of the PV industry.
High eciencies and a rapidly falling cost of production mean that they are unlikely to
be displaced by any other PV technology as the majority shareholders of solar energy
production. However, there are inherent aws to silicon as a PV material that cannot
be overlooked: silicon has an indirect band gap, meaning that absorption rates are low.
This leads to wafers with thicknesses of ∼200 µm being used [29], with a reduction of
this thickness coming at the cost of eciency. Couple this with the wastefulness of the
process of cutting these wafers and the silicon industry leaves a lot to be desired in
terms of production eciency. It is not straightforward to calculate the energy payback
time (EPBT) of silicon technologies because they largely use silicon recycled from the
microelectronics industry and, as a result, estimates of the energy required to produce
them vary widely. However, one report by the U.S. Department of Energy in 2004
estimated the EPBT to be approximately 4 years. Thin lm PV, which will be discussed
in the following section, was already reported to have an EPBT less than 1 year. Given
the improvement in both silicon and thin lm eciencies since the publication of said
report both can be considered to have even shorter EPBTs but it is clear that thin lm
technologies hold a signicant advantage over silicon in terms of EPBT [30].
Second Generation: Thin Film PV
The main advantage of thin lm PV is that, for certain materials with a high absorption
coecient, a large percentage of the AM1.5 solar spectrum can be absorbed in lms
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with thickness between a few hundred nanometers and a few microns. This means that
a fraction of the material is required to produce an ecient solar cell compared to the
amount of silicon used in crystalline wafers. Additionally, the lms can be deposited
by simpler means than the costly and wasteful growing and joining of monocrystalline
wafers. The majority of thin lm technologies are deposited by physical vapour deposi-
tion (PVD) or chemical vapour deposition (CVD) techniques or even solution processes
such as slot dye or bar coating. This means that the material and production cost of
thin lm PV technologies are massively reduced compared to silicon. The use of such
thin lms also opens the door to depositing onto exible substrates, something which
wafer-based PV cannot do. This would allow solar panels to be incorporated into build-
ings and other structures in an entirely new way
The success of thin lm technologies has come primarily through two technologies
- cadmium telluride and copper indium gallium selenide. The former was rst worked
into a PV device in 1957 [31] and has since progressed to a record eciency of 22.1%
[15]. CdTe has the shortest energy payback time of any PV technology [32]. CIGS,
meanwhile, was rst developed in the mid-1970s in an attempt to limit copper diusion
and tune the band gap of Cu2S cells. It has since reached a record eciency of 23.4%
[15]. A mention should be made also for gallium arsenide PV, which currently holds
the record for the highest PCE obtained from a single-junction solar cell (29.1% [15]).
While they are by denition a thin lm technology, these lms have to be grown epi-
taxially due to the severe negative impact of grain boundaries, making them extremely
costly.
The production of thin lm PV is growing year on year but its overall market share
is steadily decreasing [28]. This is primarily due to the rapidly increasing production
of silicon technologies, however both CIGS and CdTe do have their drawbacks. A key
component of CIGS is the indium, an expensive element that is in high demand in the
electronics industry. This means that production costs are not as low as CdTe or even
some silicon technologies. There is also a downside to being a quaternary material -
the processing of good quality CIGS is complex and requires a high degree of control,
meaning that commercially produced modules do not match laboratory cells in terms of
ecency [7]. CdTe is cheaper than CIGS and is relatively simple to produce. However,
cadmium is a toxic heavy metal and, while safe within the CdTe compound, some of the
processes involved in the making of the cells have harmful cadmium-containing waste
products. This has raised concerns over the environmental impact of CdTe production
[33]. Additionally, tellurium is a very scarce metal, which raises questions over its
suitability for terawatt scale-up.
Next Generation PV
Next generation PV is an umbrella term encompassing any and all PV technologies
trying to improve on the current thin lm technologies. There are many and varied
candidates for the next generation of solar cells. One of the primary contenders is
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the perovskite solar cell, which has achieved a remarkable growth in terms of both ef-
ciency and publications in the last few years. The name perovskite actually refers
to a certain crystal structure (ABX3) but in the eld of solar cells it has become an
umbrella term for methyl-ammonium lead iodide (MAPI) and its many, organic, inor-
ganic and hybrid variants. Perovskites have many advantages, that include tuneable
properties, low production and material cost and high eciencies. The barrier to their
wide scale deployment currently lies with their poor stability, although a lot of eort
is going into improving the lifetime of these cells. Another popular material is copper
zinc tin sulphide (CZTS), also known as kesterite for its structure, which aims to re-
place the expensive indium and gallium in CIGS with cheap abundant elements zinc
and tin. While a maximum lab eciency of 12.6% has been achieved [34], the eld has
stagnated recently due to the poor phase stability of the material. Other noteworthy
technologies include dye-sensitized solar cells and organic PV (OPV) which have also
achieved eciencies over 10%, but will not be discussed further here.
These are just some examples of emerging PV technologies but there are dozens of
others that are still at a edgling stage with low eciencies. The priorities for next
generation technologies can be boiled down to a few key goals. Firstly, they must
achieve a competitive eciency: it is generally accepted that once a technology reaches
over 15% eciency it is considered to be of commercial interest. The materials used
should be both cheap and non-toxic, in order to provide good scalability. The compound
should be stable and not too complex, again to ensure that large scale processing is not
an issue. Finally, the production methods should be well established and, preferably,
cheap and simple so as to provide easy assimilation to existing industrial processing
facilities.
2.2 Antimony Selenide
The focus of this thesis is the improvement of the understanding of certain fundamental
properties and behaviours of Sb2Se3 in the context of photovoltaic devices. Sb2Se3 is a
material of rapidly growing interest in the eld of next generation PV and since 2014 it
has improved remarkably quickly, from ∼2% to ∼10% with a relatively small number of
groups working on it (Figure 2.11). In terms of existing technologies, Sb2Se3 could be
seen as a potential successor to CdTe, given that it has many of the same advantages
while being free of some of the drawbacks. Despite its promise, however, Sb2Se3 remains
an emerging material, and many of the fundamental questions over how best to use it
remain unanswered. This section will aim to summarise what is known of antimony
selenide, both in terms of material properties and cell development, and highlight the
avenues of research that still need to be pursued in order to better understand this
material.
27




One of the key advantages of Sb2Se3 is that it is a simple binary compound with no
common secondary phases [36]. To the best of our knowledge there are no reports in
the literature of any secondary phases of Sb2Se3 being formed during thin lm deposi-
tion. Some groups report selenium deciency post-deposition as well as oxidation of the
surface layer [3739], but they have never posed any signicant barrier to device per-
formance, as will be discussed further in Chapter 6. The lack of problematic secondary
phases makes Sb2Se3 an attractive prospect for industry scale-up because it promises
ease of deposition by any cheap method. CZTS, by contrast, struggles to achieve phase
purity by most methods due to the many other favourable Sn-, Zn-, or Cu-based com-
pounds [4042], and this has been a barrier to its development. High quality Sb2Se3
lms have been made by thermal evaporation (TE), magnetron sputtering, closed-space
sublimation (CSS), vapour transport deposition (VTD), e-beam evaporation and some
progress has been made with solution processing [38, 4346]. While performance diers,
any of these techniques are capable of producing phase pure Sb2Se3 thin lms, giving it
massive potential. Sb2Se3 also has a lower melting point (885 K) than CdTe (1366 K),
making the energy cost of depositing lms lower [36], another appealing property for
manufacturers.
28
Another attractive property of Sb2Se3 as a PV material is the relative cost and
toxicity of its constituent materials. The high and uctuating cost of In [47] makes
it problematic for commercial use, especially given the incredibly high demand for In
in the touch-screen electronics industry. Tellurium is a very scarce resource (crustal
abundance of 0.001 ppm according to Royal Society of Chemistry (RSC)) and western
nations are almost entirely reliant on imports from China [48]. Antimony and selenium
are considerably cheaper and easier to acquire than both (crustal abundance of 0.2 &
0.13 respectively according to RSC) [49]. In the CdTe industry, the use of a CdCl2 treat-
ment during fabrication leads to harmful Cd containing waste products [33], something
which has limited the widespread production of CdTe PV. Sb and Se, while harmful if
inhaled, are far less problematic to work with and, as far as we know, do not require
any activation steps such as the CdCl2 treatment.
Figure 2.12 Crystal structure of Sb2Se3 with Sb atoms shown in green and
Se atoms in blue.
Sb2Se3 adopts an orthorhombic structure in the Pbnm space group setting. In some
cases it is referred to as being of the Pnma space group, which is also correct, but
can cause confusion [50]. The dierent space group settings do not correspond to any
physical dierences in the crystal structures, but are merely a dierent way to dene
the symmetries of the structure. However, it is important to distinguish between the
two so as to be clear which planes are referred to in the hkl notation. In the interests
of simplicity, Pbnm is used throughout this work as it is what is used in the majority
of the literature surrounding Sb2Se3 and because of the convenience of naming the
nanoribbon direction as [001]. This non-centrosymmetric crystal structure means that
Sb2Se3 forms [Sb4Se6] chains, usually referred to as nanoribbons (Figure 2.12). Within
these nanoribbons Sb and Se atoms bond covalently and these nanoribbons are in turn
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held together by van der Waals interactions. This anisotropic nanoribbon structure
is a common property of materials containing a stereochemically active s-orbital lone-
pair [51]. Sb2Se3 is also one of a number of materials recently proposed to undergo
metavalent bonding. This group of materials known as metavalent solids possess a
unique set of properties that does not entirely t with the classical picture of covalent
nor ionic solids as discussed by Raty et al. [52]. This is discussed further in Chapter 5.
Basic Optical Properties
Sb2Se3 is known as a near-direct band gap material. This means that the lowest energy
transition (also known as the fundamental gap) is indirect, however there is a direct
band gap of only slightly higher energy. The indirect gap is reported to be in the region
of 1 - 1.1 eV [53], with the direct gap being 1.18 eV [54, 55]. This means that it is in the
ideal region on the detailed-balance limit graph (Figure 2.3). The associated problems
of an indirect material do not apply in this case given the near-direct nature of the band
structure, and Sb2Se3 actually boasts an incredibly high absorption coecient, ∼105
cm−1. This is 10 times greater than the absorption coecient of CdTe [36] which is
itself considered to be an eective absorber [56].
Figure 2.13 Spectroscopic limited maximum eciency as a function of ab-
sorber thickness for a selection of popular absorbers [57].
A useful metric of the impact of absorption coecient on device performance is
spectroscopic limited maximum eciency (SLME). This is a density functional theory
(DFT) calculated measure of the maximum theoretical eciency taking into account
absorption coecient as well as the band gap. Plotting this as a function of absorber
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thickness (Figure 2.13) we can compare Sb2Se3 to a number of popular PV materials.
As can be seen in Figure 2.13, the maximum eciency of Sb2Se3 rises to near 30% for
only a couple of hundred nanometers, meaning that high eciencies can be achieved
with much thinner layers than CdTe or CZTS, for which the onset is much more gradual
and the plateau lower [57].
Electronic Structure and Properties
The DFT calculated band structure of Sb2Se3 is shown in Figure 2.14. It shows a com-
plex structure with a multitude of valence and conduction bands. The VBM and CBM
are both situated between the gamma point (Γ) and the z-point (Z). The direct fun-
damental gap lies in between, only slightly wider than the fundamental indirect gap [58].
Figure 2.14 HSE06+SOC calculated band structure of Sb2Se3 with VBM set
to 0 eV [57].
From the calculated band structure it is possible to determine carrier eective masses
at the band edges. Carrier eective mass is related to the dispersiveness of the band
edge - the atter the band the greater the eective mass. It is related to mobility
according to equation 2.5, where µ is the mobility, e is the electronic charge, τ is the






As can be seen in Figure 2.14, the atness of the bands is dierent for the dierent k
directions, meaning that the carriers will have dierent eective masses moving in dier-
ent directions in the crystal. For the a, b and c directions (represented by Γ−X, Γ−Y
and Γ−Z in Figure 2.14) these eective masses have been calculated from the curvature
of the bands between these points for the valence and conduction bands (see Table 2.1).
At the VBM, the hole eective mass is considerably greater in the b direction, which
corresponds to the direction with the largest spacing in between nanoribbons. This
makes intuitive sense as it would be expected for carriers to have a lower mobility when
having to `hop' between the loosely bound ribbons. It also corresponds to a much lower
low-frequency dielectric permittivity, an order of magnitude lower for the b direction
than for the other two. The low-frequency permittivity describes the polarisability of
charges within the material under a static electric eld and is closely related to electric
susceptibility and screening length within the material. A lower permittivity would lead




a 0.514m0 0.332m0 68 19.6
b 1.135m0 2.246m0 3.5 13.7
c 0.211m0 0.501m0 56 18.7
Table 2.1 Values for electron eective mass (m∗e), hole eective mass (m
∗
h),
low frequency dielectric constant (ϵ0) and high frequency dielectric constant
(ϵ∞) as calculated from DFT computed band structure [58].
Sb2Se3 is typically thought to exhibit p-type conductivity [36] and a number of
studies show conductivity data to back this up [5961]. However, in a paper by Hobson
et al. it was shown that the Sb2Se3 made from a certain source material (purchased
from a mainstream manufacturer) showed strongly n-type conductivity as a result of
chlorine impurities in the source material [62]. This ties in with other reports that
Sb2Se3 is only very weakly natively doped (if at all) [63], and likely its doping type
depends mainly on extrinsic doping [64]. This is discussed further in Chapter 5.
2.2.2 Cell Development
The Importance of Orientation
In a paper published by Zhou et al. in 2015 - which included the rst report of an Sb2Se3
solar cell with greater than 5% PCE - it was stated that carrier transport in the [211]-
oriented grains should be much easier than in the [120]-oriented grains because in the
former carriers travel within the covalently bonded ribbons and in the latter carriers are
required to hop between ribbons held together by van der Waals forces. While this is
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not backed up experimentally - rather it is based on an intuitive assumption of carrier
transport mechanisms - there is a strong trend within the literature that supports this
hypothesis.
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Figure 2.15 Theoretical powder x-ray diraction pattern for Sb2Se3 with a Cu
Kα x-ray source with signicant reections for lm characterisation labelled.
The x-ray diraction (XRD) pattern of Sb2Se3 contains many peaks, however cer-
tain characteristic peaks can be used as indicators of the lm's preferred orientation.
The 020 and 120 peaks lie at 15◦ and 17◦ and are easily identied in the otherwise
busy pattern. Meanwhile, the 211 and 221 peaks, at 28◦ and 32◦ respectively, are often
prominent and easily identied in well-oriented lms. Using the 020 and 120 as an
indicator of the unfavourable {hk0} planes, and the 211 and 221 peaks to represent
favourably oriented {hk1} planes, we can identify a clear trend in the literature. For
example, reports by Phillips et al. showed that the switch from one deposition method
to another signicantly reduced the contribution of the 020 and 120 peaks in favour
of the 211 and 221 peaks, accompanied by an increase in eciency [57]. Similarly, in
2018 Wen et al. achieved a world record eciency by switching from rapid thermal
evaporation (RTE) to VTD, signicantly increasing the relative contribution of the 211
and 221 peaks along with an eciency increase of 2% [46]. Finally, the current world
record for Sb2Se3 solar cells is held by Li et al., owing largely to the development of
highly oriented nanorods. The XRD pattern for this lm had no visible 020 or 120
peaks, but very strong 211 and 221 peaks as well as an unusually prominent 002 peak
[43]. This trend can also be seen in studies in which either a deposition condition or
post-deposition treatment is varied so as to give a range of lm orientations and device
eciencies. In almost all cases, there is a clear correlation between the relative intensi-
ties of 211/221 and 020/120 orientations and the power conversion eciency [61, 6570].
As an example, Li et al. showed in a study on the eect of varying source and substrate
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temperature in CSS deposition that, upon increasing substrate temperature, the 020
and 120 XRD reections were reduced and the device eciency improved. However,
when the substrate temperature was taken too high, 020 and 120 peaks were signi-
cantly increased, accompanied by a large reduction in device performance. The same
can be said of the reverse case, with a convincing correlation between low eciency
devices and poor orientation of the nanorribbons [7174].
In the work by Zhou et al., two potential reasons for the importance of orientation
are given. Firstly, that it is more favourable for carriers to travel within the nanoribbons
and not have to hop in between them. The other is the much hypothesised phenomenon
of benign grain boundaries in Sb2Se3 when the grains are well oriented. The former
seems intuitively sensible but is not backed up with any experimental evidence in this
study. However, a study of anisotropic carrier mobilities (amongst other quantities)
in Sb2Se3 by Chen et al. in 2017 supports this hypothesis. It was found by time of
ight measurements that for three lms, with strong [020], [120] and [221] orientations
respectively, the latter had the highest hole mobility of 1.25 cm2V−1s−1, compared with
0.69 cm2V−1s−1 and 0.81 cm2V−1s−1 for the [020] and [120] lms. Further conrmation
is gained from DFT calculations which nd the anisotropic carrier eective mass to be
lower for the direction along the ribbons [58].
It has long been claimed in the Sb2Se3 literature that grains terminated along the
[hk1] directions will be terminated along the atomic spacings bound by van der Waals
forces and therefore possess no dangling bonds - thereby removing a major potential
source of recombination. However, this would rely on grain boundaries being perfectly
aligned with the nanoribbon van der Waals termination axis, something which is unlikely
to be achieved throughout the lm. However, a recent work by Williams et al. used
a combination of aberration-corrected scanning transmission electron microscopy and
DFT calculations to show that likely all grain boundaries in Sb2Se3 are defect-tolerant
[75]. They found that at a number of grain boundaries between dierently oriented
grains, theory calculations showed that mid-gap states attributed to dangling bonds
would disappear upon structural relaxation, making these grains self-healing. While
the hopping of carriers across grain boundaries is still less favourable than transport
directly along the nanoribbons, the absence of dangling bonds at grain boundaries is a
huge advantage for Sb2Se3 over other popular absorbers such as CdTe.
Deposition Method
As mentioned in section 2.2.1, Sb2Se3 can be deposited by a number of dierent deposi-
tion techniques. Most of the earliest eorts to make solar cells with Sb2Se3 concentrated
on thermal evaporation, a simple and scalable technique (discussed in section 3.1.1). TE
generally utilises a straightforward lament wrapped boat that is heated by passing a
current through the lament. Both source and substrate are housed in an evacuated
chamber and the substrate is generally some distance away from the source material
(∼30 cm). TE will deposit amorphous lms at room temperature, requiring either
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substrate heating during deposition or some post-deposition annealing of the lms to
achieve crystallinity [76]. It has been shown that the device performance is extremely
sensitive to these heating conditions [59, 76]. Through optimisation of the deposition
conditions eciencies exceeding 5% were achieved and this was primarily due to the
discovery and compensation of Se losses during the Sb2Se3 deposition [61, 77]. Liu et
al. reported that an abundance of Se vacancy traps were a limiting factor in the per-
formance of Sb2Se3 solar cells, and by depositing in a Se rich atmosphere the number
of Se vacancies could be reduced [61].
Much of the progress made in Sb2Se3 was achieved through work carried out by
the Tang group from Wuhan National Laboratory in China. Their favoured deposition
technique, labelled rapid thermal evaporation, succeeded in driving the eciencies fur-
ther, and was the basis for a number of trials of dierent device structures (discussed
below). This approach is similar to CSS in that the distance between source and sub-
strate is much smaller, <1 cm. The deposition is carried out at low pressure and over
a short time period (∼35 seconds per deposition) [46, 78]. The progress made with this
deposition technique likely owed largely to these factors aiding good crystallinity and
orientation, as well as the numerous innovations attempted in terms of device structure
[38, 39, 72, 79, 80].
The next step in device development came along in two simultaneous prongs - the
shift of the Tang group from RTE to vapour transport deposition and the development
of CSS deposition by a number of other groups. According to Wen et al. the move to
VTD was motivated by a desire to gain independent control of the source and substrate
heating as well as reduce defect formation by increasing the distance between source and
substrate [46]. This is done using a horizontal single temperature zone tube furnace,
where the substrate temperature is modied by changing the distance between source
and substrate. The deposition time was increased only slightly to ∼2 minutes and de-
position was still carried out under vacuum. This approach achieved a record PCE of
7.6%, an increase of over 1% from the previous record [46, 80]. While other studies
using the VTD approach have also exceeded 7% PCE (showing it to be a reproducible
achievement) 7.6% remains the highest eciency achieved by this approach.
CSS is a similar but distinct form of PVD that has long been used to fabricate
CdTe solar cells, making it appealingly scalable. The rst report of Sb2Se3 solar cells
fabricated using CSS was by Li et al. in early 2018 with an eciency of 5.2%, however
this was more similar to the RTE process than to conventional CSS therefore will not
be discussed further here [67]. Hutter et al. reported 6.6% eciency by CSS, using a
two step process in which a seed layer was initially deposited to aid uniformity, followed
by a longer deposition achieving large, well-oriented grains. The CSS process is distinct
from RTE and VTD in two key aspects - rstly that the deposition is slower (∼45 min-
utes), and secondly that growth is performed in an inert gas ambient, specically N2
[57, 81]. Since then CSS has become arguably the most popular deposition method for
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Sb2Se3, consistently achieving eciencies between 6% and 8% [37, 62, 68, 79, 81, 82].
The current world record eciency for Sb2Se3 was also achieved via CSS in 2019, with
Li et al. reaching 9.2% [43]. However, even lms produced by CSS can be very sensitive
to deposition conditions and research is ongoing to better understand the contributing
factors to grain size, orientation and grain packing [79, 81].
Attempts have also been made to develop Sb2Se3 lms deposited via sputtering, and
in recent year eciencies of cells made using this method have started to catch up with
CSS and VTD [44, 83, 84]. The most popular process for sputtering Sb2Se3 layers is
to deposit an Sb layer as a precursor and then selenise this by annealing in a selenium
atmosphere. Eciencies using this method have reached 6.84%, competitive with CSS
and VTD although not quite matching them yet. Radio frequency (RF) sputtering is
attractive as a scalable technique, with many existing technologies making use of sput-
tered layers in their devices. The use of a separate selenisation step also introduces
opportunities to control the selenium content in the lms which could prove useful for
controlling defects introduced by selenium vacancies [61, 85].
Finally, a mention will be made for solution processed lms. Solution processing
generally refers to the dropping, spinning or printing of an Sb2Se3-containing solution
directly onto a substrate at room temperature, often followed by an annealing step to
help evaporate the remaining solvent and achieve good crystallinity. It is extremely
desirable in terms of industrial scale up due to its low cost and simplicity although no
solar technology has yet been produced on a large scale via solution processed methods.
While some forms of solution processing (such as spin casting) are limited to deposition
on individual substrates, others are very scalable and extremely cheap due to there being
no more need for the high temperatures required to evaporate materials. There have
been a number of reports of solution processed Sb2Se3 solar cells, however the highest
eciency achieved thus far is 3.9% [45], which in 2019 was some way below the record.
It is likely that this is due to issues with crystallinity and orientation, with every report
found for this work showing strong [010] and [120] orientations (see section 2.2.2) in the
XRD patterns and smaller grain sizes than would usually be seen for PVD approaches
in the scanning electron microscope (SEM) images [45, 73, 86]. This could potentially
be a result of the presence of some solvent in the Sb2Se3 during the annealing step
inhibiting crystallisation.
Conguration
The conguration of a solar cell refers to the order/direction in which the solar cell is
made. In superstrate conguration, the window layer is rst deposited onto a TCO-
coated glass substrate and the absorber and metal contacts are in turn deposited atop
these initial layers. In substrate conguration, the absorber is deposited rst onto a
metal layer (either on a glass or exible substrate), with the window layer followed by
a TCO deposited on top (2.16). There are advantages and disadvantages to both ap-
proaches and it varies with absorber technology which has the best success. The best
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CIGS solar cells are made in substrate conguration while CdTe solar cells are typically
made in superstrate conguration (although they also work in substrate). The pros
and cons of each conguration depend largely on the individual layers, the way they
deposit onto each other and the treatments they require pre- or post-deposition. For
example, in CdTe there is a Cl2 activation step which works best when applied to CdTe
deposited on CdS because it has benecial eects on the interface. Substrate solar cells,
however, lend themselves better to depositing on exible substrates, making them a
better prospect for exible solar cells.
Figure 2.16 Schematic diagram of the basic cell design of (a) substrate and
(b) superstrate conguration solar cells.
With Sb2Se3 solar cells still in a relatively early stage of development, it is not yet
clear which conguration is preferred (if one is at all). It is straightforward to note
that the record eciency is currently held with a substrate cell [43]. However, this
work had many innovations from the existing literature, including a nanorod Sb2Se3
structure and a titanium dioxide (TiO2) interlayer at the interface between CdS and
Sb2Se3. Looking further into the literature there ceases to be any trend in performance,
with the next tier of eciencies (>7%) being dominated by superstrate devices [46, 62,
68, 82, 87]. It must also be considered of course that the majority of works published on
Sb2Se3 utilise the superstrate conguration, although this is not necessarily a reection
of its suitability for one conguration over the other and more likely a result of many
Sb2Se3 researchers drawing on previous knowledge of CdTe solar cells. Ultimately, both
conguration still hold promise and more research is needed to establish whether there
is one better suited to Sb2Se3 than the other.
Window Layer Choice
The choice of window layer to partner an absorber is critical to the eective operation of
the solar cell. One must consider the band gap of the material (as shown in section 2.1.1,
too narrow a band gap can lead to losses), its lattice parameter (overly mismatched lat-
tice parameters can cause interface defects) and all of the same scalability factors that
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are considered for the absorber layer itself. The band alignment between window layer
and absorber is also critical, and this will be discussed at length in Chapter 4.
The majority of the existing literature on Sb2Se3 solar cells uses one of two win-
dow layer choices - CdS or (TiO2). CdS was the standard window layer for cadmium
telluride for many years, making it well understood and familiar to many researchers.
However, its band gap (2.45 eV) is a little low for an ideal window layer and it contains
cadmium which is highly toxic (see section 2.1.3). TiO2 is a popular window layer choice
in solution-processed technologies, such as dye sensitised solar cells and perovskites, and
has a wider band gap. It has multiple phases (brookite, rutile and anatase) of which
anatase is the most popular as a window layer in PV. High eciency devices have been
achieved using both CdS and TiO2 [46, 62, 87], as well as good eciencies for alternative
window layers such as ZnO [82], SnO2 [88], CdS:O [68], and CdZnS [89]. There have
also been a number of attempts with SnO2 as a window layer, with slightly less success
[45, 90, 91].
It has been reported that under certain circumstances the deposition of Sb2Se3 onto
CdS can lead to signicant interdiusion of elements across the interface [57, 79, 92],
which is not benecial to device performance. Interestingly, the record Sb2Se3 cell uses
a combination of CdS and TiO2, incorporating a thin TiO2 interlayer to block this
interdiusion. Window layers will be discussed further in Chapter 4.
Contacting
In many PV technologies additional layers or treatments are included to aid in the sep-
aration and transport of carriers. In perovskite solar cells, an intrinsic absorber layer
is sandwiched by an electron transport material (ETM) and a hole transport mate-
rial (HTM), forming an electron or hole selective contact on each side of the absorber.
Many groups have postulated that, due to the weakly doped nature of Sb2Se3 [63, 80,
93], Sb2Se3 solar cells would benet from the use of a HTM to aid carrier transport
from Sb2Se3 to metal contact. The rst example of a HTM being used in a conventional
Sb2Se3 solar cell was by Chen et al., who incorporated a PbS quantum dot layer between
Sb2Se3 and Au in order to increase carrier lifetime and reduce the back contact barrier
[80]. The 6.5% eciency was a certied record at the time of publication, however PbS
has not been reported in Sb2Se3 solar cells since. Many groups favour organic HTMs
such as P3HT, spiro-OMeTAD or PCDTBT [45, 67, 81], although good eciencies have
also been achieved with inorganic HTMs [94, 95]. Organic layers have the advantage
of being cheap and easy to deposit and many are already used in the perovskite eld.
Li et al. reported an increase in both Jsc and Voc upon inclusion of spiro-OMeTAD or
CZ-TA as HTMs, in part due to improved carrier collection at the long wavelength end
of the EQE [67]. Guo et al. similarly reported improved Jsc and Voc with the use of a
NiOx HTM attributed to improved collection as well as an electron reection barrier at
the back contact reducing recombination [94].
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In the work carried out at the University of Liverpool, however, the use of a HTMs
does not provide much benet to the peak eciency of the devices, but does improve
the average eciency of the devices [81]. In this case, the organic P3HT or PCDTBT
layers act more as a pinhole blocking agent, lling pinholes and reducing the number
of losses through shunting pathways or short circuited cells [96]. This is in some cases
counteracted by a slight reduction in peak eciency due to the addition of a resistive
layer at the back contact. The dierence in the eect of HTMs in this work compared
to that of Chen et al. and Li et al. is attributed to the dierence in carrier density in
the Sb2Se3 lms. Chen et al. quote the hole density of their lms to be in the region of
1013cm−3, whereas the lms grown at the University of Liverpool have been found to
exhibit n-type conductivity with a carrier density of roughly 1016-1017cm−3 [62, 80].
Another technique often used to aid the performance of the back contact is chemical
treatment of the Sb2Se3 layer prior to contacting, which will be discussed further in
Chapter 6.
Defects
The defect chemistry of Sb2Se3 is complex and has recently come to be considered by
many to be the most signicant obstacle to the development of Sb2Se3 into a com-
petitive PV technology. Defect chemistry is crucial to the performance of a material
within a solar cell due to its inuence on carrier density, carrier lifetime and carrier
diusion length. Defects are electronic states within the band gap that are introduced
via a crystallographic or compositional defect in the material. These defects include
vacancies (VX), in which an atom of element X is missing from its position in the lat-
tice, interstitials (Xi), in which an atom of element X lies away from a lattice site, and
antisites (XY) in which an atom of element X sits in the place of an atom of element
Y. Electrons and holes within the valence and conduction bands that encounter one of
these defects can relax into occupying one of these defect levels. Defects can be broadly
separated into two categories - shallow defects and deep defects. Shallow defects lie
close to the valence or conduction band edges and can act either as electron donors
(increasing the n-type conductivity of the material) or as electron acceptors (increasing
the p-type conductivity of the material). Carriers that drop into these traps can return
to the bands if the energy separation is suciently small and the energy available to
the system sucient. Shallow defects, therefore, do not cause such a detriment to the
carrier lifetime and in fact are benecial to increasing the overall carrier concentration
of the material. However, deep defects lie far in energy within the gap and carriers that
are caught in these so-called traps will recombine. A high density of deep defects is
therefore extremely deleterious to device performance due to an increase in recombina-
tion rates and reduction in carrier lifetime and diusion length.
In 2017, Liu et al. reported that Sb2Se3 photovoltaic device performance could be
improved through compensation of Se vacancies in the material [61]. DFT calcula-
tions were performed for both Se-rich and Se-poor Sb2Se3 and the formation energies
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of the 5 primary defects were calculated for dierent Fermi level energies. They found
that under Se-rich conditions, the dominant defects (those with the lowest formation
energy) were SeSb and Sei, both shallow acceptors and therefore benecial for p-type
Sb2Se3 such as that studied in that work. For the Se-poor calculations, it was found
that the VSe and SbSe became dominant, both deep lying donors and therefore harmful
to the device performance of p-type Sb2Se3. This work highlighted the key role that
defect control could have in the design and performance of Sb2Se3 solar cells, and the
conclusions were supported by experimental evidence of improved device performance
when depositing Sb2Se3 in a Se-rich environment. Savory et al. carried out a similar
but more thorough study in 2019, in which they showed a deeply complex defect chem-
istry [85]. This work showed the various defect formation energies for both Se-rich and
Sb-rich (called Se-poor here for easy comparison) with an added layer of specicity for
the vacancies and antisites of each dierent Sb and Se site. The conclusions of this
work backed up the conclusions of Liu et al. [61], with Se vacancies and SbSe antisites
dominating in the Se-poor regime and lying deep in the band gap. Additionally, it is
suggested that the transition energies of the dierent defects could lead to Fermi level
pinning mid-gap through compensation. In the Se-rich regime, many of the problematic
defects (VSe & SbSe) are much higher in formation energy, indicating that they will be
less prevalent in the material. These are replaced by VSb, SeSb and Sei, with only the
Sei state lying deep within the gap. However, it is still shown that the Fermi level is
likely to be pinned at 0.62 eV above the VBM, in the middle of the gap. This highlights
the role that defect states can play in carrier density as well as in recombination, with
the Fermi level pinning a sign that the maximum achievable carrier density of Sb2Se3
would be limited unless the problematic defects could be eliminated.
Experimental evidence has also been provided for the presence of deep defects in
Sb2Se3, however the experimental results are to some extent inconsistent. In 2018, Hu
et al. used admittance spectroscopy to identify three deep lying defects in Sb2Se3 solar
cells, situated at 300-400, 200-600 and 500-600 meV above the VBM. Later, in 2020,
Hobson et al. used deep level transient spectroscopy (DLTS) to identify four deep lying
defects in Sb2Se3 bulk crystals and devices, situated at 358-378, 447-460, 685-690 and
505 meV below the CBM (802-822, 720-733, 490-495 and 675 meV above the VBM).
Wen et al. achieved similar results in 2018, also using DLTS of ecient devices, with
deep levels at 480-490, 710-740 and 580-590 meV above the VBM. Consistently across
all three studies there is report of a defect state lying ∼500 meV above the valence
band, and Wen et al. and Hobson et al. both report another level ∼700 meV above the
VBM, however this is where the similarities end. While the results are confusing, this
highlights the complexity of the defect chemistry of Sb2Se3 thin lms, with the deposi-
tion process and lm quality likely having a signicant impact on the defect properties
of the lm. The combination of bulk crystal and CSS-deposited thin lm results in
the work by Hobson et al. goes some way to suggesting that grain boundaries do not
contribute signicantly to the defect density, however the lms grown for the study (as
well as those in the study by Wen et al.) consist of large, well-oriented grains with a
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high device eciency (>7%), therefore the impact of grain boundaries in lower eciency
devices cannot be discounted.
The conclusion that can be drawn from both theory and experiment regarding the
defect chemistry of Sb2Se3 is that it is complex and likely to limit device eciency if not
addressed. It seems likely that Se-rich Sb2Se3 goes some way towards passivating some of
the more harmful defects, as well as enhancing the p-type conductivity of the absorber.
However, this raises further questions regarding the desired conductivity of Sb2Se3, with
some reports of high eciency devices using extrinsically doped, n-type Sb2Se3 [62, 97].
This extrinsic doping in fact ties in well with work carried out by Stoliaro et al., in
which they performed calculations that indicated a good solar cell performance from
halogen doped, n-type Sb2Se3. This hints at a potential solution which may include
passivating deep level defects through the introduction of an extrinsic dopant which
would simultaneously improve the conductivity of the material.
Other Antimony Chalcogenides
It is noteworthy here that there is a parallel avenue of investigation into the PV appli-
cations of Sb2S3. Sb2S3 bears many of the same advantages for PV as Sb2Se3, having
the same nanoribbons structure in the same space group setting and similarly cheap
and safer elements. The band gap of Sb2S3 is higher at ∼1.7-1.8 eV [98], making it well
suited to be a top cell in a tandem cell with a Si bottom layer. Meanwhile, the solid
solution Sb2(S,Se)3 has also attracted attention. The mixing of the sulde and selenide
compounds allows for band gap engineering and greater control over the structure, grain
size and defect chemistry through adjusting the S/Se ratio. Sb2(S,Se)3 recently achieved
the signicant milestone of a record eciency of 10% through the use of hydrothermal
deposition and careful tuning of the S/Se ratio [99]. Both of these elds of research
naturally hold great relevance to Sb2Se3 research and advances in these technologies
are useful and informative to the development of Sb2Se3 solar cells. However, they are
not discussed further in this work so as not to extend the scope beyond what can be
reasonably contained within a thesis.
Summary
This review summarises the progress made in the eld of Sb2Se3 PV up to March 2021.
It shows that Sb2Se3 solar cells have been subject to much development and innovation
in recent years, and the rate of improvement in eciency has been remarkable. Many
of these advancements have been made during the last 4 years in parallel with this
project and the understanding of Sb2Se3 as a PV absorber is continually developing.
Certain aspects of the device making process have become established standards, such
as orientation control and deposition method. However in other areas there remain
many questions, such as the best conguration, window layer choice and back contact
treatment. Coupled with a gap in knowledge of certain fundamental properties such as
electronic conductivity, there remains a wealth of knowledge to be gained. The answers
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to these questions are likely the key to taking Sb2Se3 solar cells to the next level in
performance.
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Author Year Journal Eciency Certication Deposition Method Conguration Window Layer HTM Reference
Li et al. 2019 Nature Comms. 9.2%∗ Yes CSS Substrate CdS+TiO2 None [43]
Wen et al. 2018 Nature Comms. 7.6%∗ Yes VTD Superstrate CdS None [46]
Tao et al. 2019 Nano Energy 7.5% No VTD Superstrate CdS None [87]
Shen et al. 2020 Advanced Science 7.45% No CSS Superstrate CdS Trigonal Se [100]
Hobson et al. 2020 Chemistry of Materials 7.3% No CSS Superstrate TiO2 None [62]
Guo et al. 2019 Solar RRL 7.01% No CSS Superstrate CdS:O None [68]
Li et al. 2019 ACS Appl. Mater. & Int. 6.71% No CSS Substrate CdZnS None [89]
Shiel et al. 2019 J. Phys Energy 6.63% No CSS Superstrate TiO2 None [37]
Hutter et al. 2018 Sol. Mat. 6.6% No CSS Superstrate TiO2 PCDTBT [81]
Chen et al. 2017 ACS Energy Lett. 6.5%∗ Yes RTE Superstrate CdS PbS QD [80]
Zhang et al. 2019 Solar Energy 6.5% No VTD Superstrate CdS NiOx [101]
Williams et al. 2020 ACS Appl. Mater. & Int. 6.18% No CSS Superstrate TiO2 None [75]
Hutter et al. 2018 WCPEC-7 6.06% No CSS Superstrate TiO2 P3HT, PTB7 [65]
Tang et al. 2019 Nano Energy 6.06% No RF Sputtering Substrate CdS None [44]
Wang et al. 2017 Nature Energy 5.93% Yes RTE Superstrate ZnO None [39]
Liu et al. 2017 Progress in PV 5.76% No TE Superstrate CdS None [61]
Chen et al. 2017 Adv. Energy Mater. 5.6% No RTE Superstrate TiO2 None [38]
Zhou et al. 2015 Nature Photonics 5.6%∗ Yes RTE Superstrate CdS None [78]
Phillips et al. 2019 IEEE JPV 5.48% No CSS Superstrate TiO2 P3HT [57]
Guo et al. 2019 Solar Energy 4.5% No RTE Superstrate CdSe Graphite [102]
Li et al. 2018 Solar Energy 4.45% No RTE Superstrate MZO None [72]
Tiwari et al. 2018 WCPEC-7 4.3% No e-beam Substrate CdS None [103]
Wang et al. 2019 Sol. Mat. 3.9% No Solution Superstrate TiO2 P3HT [45]
Leng et al. 2014 Appl. Phys. Lett. 3.7%∗ No TE Superstrate CdS None [77]
Liu et al. 2014 ACS Appl. Mater. & Int. 2.1%∗ No TE Substrate CdS None [59]
Luo et al. 2014 Appl. Phys. Lett. 1.9%∗ No TE Superstrate CdS None [104]
Table 2.2 Table summarising notable publications on Sb2Se3 solar cells between 2014 and March 2021. High reported eciencies have been
included along with unusual device structures or deposition techniques and notable landmark publications in the history of Sb2Se3 solar cell





In this chapter the principles behind the experimental methods used throughout the
work are presented. This includes a short overview of the fabrication methods used to
deposit thin lms or grow bulk crystals as well as the methods used for materials and
device performance characterisation. Particular attention was given to photoemission
techniques, as these were a central and common factor running through all of the work
carried out in this project.
3.1 Fabrication
In this section is a brief overview of the methods used to deposit thin lm layers for the
solar cells studied in this thesis, as well as the method used to fabricate bulk crystals for
photoemission studies.
3.1.1 Thermal Evaporation
Thermal evaporation is a straightforward PVD technique but a very useful one. The
source material (usually in the form of powder or small pieces) is placed into a crucible
or boat. Depending on the deposition temperature required and the reactivity of the
material being deposited dierent metals can be selected, with metals such as molybde-
num and tungsten being popular choices. The boat is heated by passing a direct current
through it until the source material melts and evaporates. Boat and substrate are held
in a chamber which is evacuated to a high vacuum in order to ensure a long mean free
path of the vapour phase. The deposition rate can be monitored using a quartz crystal
microbalance (QCM) allowing excellent control of the lm thickness (∼1 nm precision).
Additionally, during deposition the substrate can be heated to aid crystallisation of the
lm, or the substrate can be left unheated (usually meaning an amorphous lm). In order
to avoid non-uniformities as a result of a variation in working distance, the substrate is
usually rotated during deposition [105].
The evaporation system used in this work operated at a base pressure of approxi-
mately ∼5×10−5 mbar with a working distance (between boat and substrate) of approx-
imately ∼20 cm. Deposition rate was monitored using a QCM and samples were rotated
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during deposition.
3.1.2 Close Space Sublimation
CSS is a specialised form of PVD in which the source material sublimes (rather than
melting and evaporating), allowing vapour deposition at a temperature below the ma-
terial's melting point. Due to the higher pressure (∼10 mbar) than typically used for
thermal evaporation or sputtering, the substrate is held very close to the source material
to account for the reduced mean free path of the vapour phase [106, 107]. In CSS depo-
sition, the source and substrate temperatures can be controlled independently (although
due to the close proximity, some heating of the substrate from the source heating is un-
avoidable) and an inert or reactive gas atmosphere can be employed during deposition to
aid crystallisation. Figure 3.1 shows a schematic diagram of a typical CSS setup. CSS is
an industrially scalable technique and has achieved great success in the CdTe industry.
Figure 3.1 Schematic diagram of the typical CSS setup used to deposit the
lms studied in this work.
The CSS system used in this work was comprised of a high purity quartz glass cham-
ber, substrate holder and source tray, a tungsten coil heater for the source and an infrared
ceramic heater for the substrate. The working distance between source and substrate was
approximately 5 mm. A range of gases are available for deposition however N2 was used
for all depositions in this work. More detailed deposition parameters are provided in the
relevant results chapters.
3.1.3 Radio Frequency Sputtering
RF magnetron sputtering is a well-established PVD technique used in industrial thin
lm deposition. It is a versatile technique for depositing pure and uniform lms of a
wide variety of materials. It particularly holds an advantage for materials with very high
melting points, which would be dicult to evaporate via resistive heating, because the
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source material does not need to be evaporated [105, 106]. It works instead by expos-
ing a target of the source material to an Ar+ ion plasma. With the aid of an electric
eld, the ions bombard the target and cause atoms to be ejected from the target surface.
The material then diuses to the substrate and deposits onto the surface. A schematic
diagram is shown in Figure 3.2. The electric eld can be generated in a number of
ways - in this case a radio-frequency alternating current is used. Magnetrons are also
employed to aid in the formation of the plasma at lower chamber pressures by trap-
ping electrons in a magnetic eld and enhancing ionisation. They also help to localise
the plasma at the target surface and prevent unintentional sputtering of other surfaces
which could lead to contamination in the deposited lm [105]. The deposition is carried
out at a high vacuum to maximise the mean free path of the atoms ejected from the
target. Substrate heating can be employed to aid in crystallisation of the material on
the substrate and the substrate is usually rotated during deposition to ensure uniformity.
Figure 3.2 Schematic diagram of the typical sputtering chamber used to de-
posit the thin lms studied in this work.
In this work, sputter deposition was carried out via RF sputtering in AJA Interna-
tional Inc. ATC Orion chambers, with a base pressure of ∼10−6 mbar. The working
distance between source and sample was approximately 15 cm and the working gas used
was Argon, at a pressure of ∼5×10−3 mbar. More specic deposition parameters are
included in the relevant results chapters.
3.1.4 Spin Casting
Spin casting is a form of solution processing popular on the laboratory scale due to
its prociency in achieving uniform lms easily for a variety of materials [106]. While
not suitable for industrial scale (due to diculty in spinning large substrates) it can be
seen as a stepping stone to far more scalable solution processing techniques which are
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desirable in industry. Spin casting works by placing the substrate on a turntable and
rotating it at a speed usually several thousand rpm. The solution is then dropped in
the centre and the substrate and the centrifugal force drives the solution to the edges of
the substrate, leaving a uniform lm. The air ow during the spinning process also dries
o the solvent, although it also leads to a lot of material being cast o the edges of the
substrate, meaning that it is a somewhat wasteful process. The thickness of the lms
can be controlled by varying the concentration of the solution and the spin speed. It is
also common to utilise multiple spinning steps with slightly dierent conditions [106].
3.1.5 Bridgman Melt Growth
Bridgman melt-growth is a well-established and reasonably straightforward method used
to grow bulk crystals. The method involves putting granules or powder of the desired
material in a container (in this case a quartz tube) and heating it until the material, or
mix of materials, is melted and has had time to homogenise. It is possible to do this
with purchased Sb2Se3 granules or by weighing out the correct quantities of Sb and Se.
The weighing of one's own material allows for a high degree of tunability as well as the
controlled introduction of extrinsic dopants into the melt. The tube is sealed, usually
containing either a vacuum or inert gas to prevent any contamination from the air.
Figure 3.3 Diagram showing the formation of bulk crystals during melt growth
with preferred growth direction coming to dominate [34].
Once the melt has had time to fully homogenise (to avoid regions of Sb or Se rich-
ness within the crystal) it is cooled at one end of the container, forming a temperature
gradient. The container is then drawn, very slowly, through the temperature gradient,
as depicted in Figure 3.3, while also being rotated to ensure even heating and cooling of
the melt on all sides. As the melt cools, crystals are formed. As the container passes
through the temperature gradient, the crystals at the end act as a seed crystal to those
being formed further along and the preferred orientation will begin to dominate (because
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growth is faster along that direction). This means that the crystals increase in size as
the growth progresses and ultimately large crystals can be grown (Figure 3.3).
3.2 Photoemission
Photoemission spectroscopy is an exceptionally powerful and versatile group of techniques
for characterisation of the chemical and electronic properties of a material. There are
numerous variants depending on the source of electromagnetic radiation and the acquisi-
tion setup. Photoemission techniques can be used to investigate the chemical composition
of a material, the valence band density of states (DOS), natural band alignment posi-
tions, surface band bending, band osets between materials and many other quantities.
It does, however, require great care and precision when making measurements, as well
as a very specic and somewhat challenging measurement environment. In this section
we will discuss the principles and theory of photoemission as well as the practicalities
of data talking and data analysis. We will also lay out the dierences, strengths and
weaknesses of the dierent variants used within this thesis, including x-ray photoemis-
sion spectroscopy (XPS), ultraviolet photoemission spectroscopy (UPS) and hard x-ray
photoemission spectroscopy (HAXPES).
3.2.1 Principles & Theory
The Photoelectric Eect
The principle of photoemission spectroscopy relies on the photoelectric eect. When
electromagnetic waves are incident on a material, bound electrons can absorb the energy
from these photons and acquire enough energy to escape the material with some kinetic
energy (KE). First, an electron must absorb the energy of a photon that has energy
greater than the binding energy (BE) of that electron. This electron is then ejected
from its orbital and moves to the surface of the material. The electron may or may
not undergo inelastic scattering during this step. When the electron reaches the surface
of the material it must then have enough energy to overcome the work function of the
surface, ϕS in order to escape. If it does this, it will escape the surface with a given
kinetic energy which can be measured by the analyser.
BE = hν −KE+ ϕS (3.1)
Ignoring possible scattering interactions for the moment, the kinetic energy of the
electron can be used to determine the binding energy of the orbital it originated from
using equation 3.1. The energy of the photon (hν) is completely absorbed and the kinetic
energy of the electron after leaving the sample would therefore be equal to the photon
energy minus the energy required to remove the electron rst from the orbital (BE) and
then from the surface of the material (ϕ). If the electrons were to escape the surface
material without undergoing any scattering processes, the spectrum measured would
consist only of very sharply dened peaks at the energies characteristic of the orbitals
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of the studied material. In reality, many of the electrons undergo inelastic scattering
which reduces their energy, leading to background signal across the spectrum, with the
characteristic peaks superimposed on top. There are a number of other features in the
spectrum which will be discussed below.
Photoionisation Cross-Sections
The interaction between bound electrons and incoming photons that leads to an electron
being liberated from its parent atom has a given cross-section. This cross section varies
with both the energy of the photon and the electronic environment of the electron. The
photoionisation of an electron is a dipole transition between an initial state, Ψi, and
a nal state, Ψf , that lies in the continuum (equation 3.2). The cross section, σ, is
therefore proportional to the sum of the squares of the dipole transition moment, Mfi,
over all available nal states (equation 3.3) [108].




As the incident photon energy increases, the kinetic energy of the electrons increases
and the wavelength of the continuum states shortens. As the wavelength of the con-
tinuum states becomes comparable with the radial extension of the orbitals, terms in
the transition moment matrix cancel and the cross section decreases. The dierent ge-
ometries of the various orbitals cause the cross sections to decay at varying rates - in
particular, s orbitals are more contracted and therefore the cross sections decrease more
gradually than p, d or f orbitals. This phenomenon has a number of implications on the
use of varied energy synchrotron-based photoemission. For example, light contaminant
elements such as C or O show far less prominently in the core level spectrum at higher
photon energies because the only detectable core levels are s-orbitals. Perhaps more in-
teresting is the inuence on the valence orbitals, in which the orbital contributions can
vary signicantly. This changes the shape of the valence band spectrum and can shed
light on the electronic structure of the valence band and bonding mechanisms. This will
be discussed further in Chapter 5.
Escape Depth
All photoemission spectroscopies are considered surface sensitive techniques. While the
incoming x-rays penetrate deeply into the material (depending on how high their energy),
the escape depth of the photoelectrons is determined by their inelastic mean free path
(IMFP). This describes the distance on average that an electron will travel between
undergoing some sort of inelastic scattering event and losing kinetic energy. Depending
on the material and the kinetic energy of the electrons, this can vary but generally falls
within the range of 0 - 10 nm. The IMFP can be calculated for any given material and
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any electron energy by using the TPP-2M equation, as shown in equations 3.4 & 3.5.
This equation was rst proposed by Tanuma, Powell and Penn (TPP) and was derived




















)−0.5 + 0.069ρ0.1 (3.5)
where γ = 0.191ρ−0.5, C = 1.97 − 0.91U , D = 53.4 − 20.8U and U = NνρM =
E2p
829.4 . If
one knows the density of the material, ρ (g.cm−3), the number of valence electrons per
atom/molecule, Nν , the band gap, Eg (eV), and the atomic or molecular weight, M , the
IMFP, λ (Å), can be calculated for any electron kinetic energy, E.
The intensity decay of a beam of electrons travelling from a depth, d, through a solid
is given by the Beer-Lambert law as:
I(d) = I0e−d/λ (3.6)
Accordingly, 63% of the electrons that escape the sample during photoemission will
have originated within one IMFP of the sample surface, 86% within two IMFPs of the
surface and 95% within three IMFPs of the surface. It is clear therefore, that while the
signal is dominated by the near surface of the sample, information can be obtained about
regions much further from surface. It is also evident that increasing the IMFP of the
electrons leads to a signicantly greater eective probing depth of the measurement.
3.2.2 Detection
Analyser
One factor which is predominantly unchanged across any photoemission technique is the
electron energy analyser. The analyser receives the photoelectrons emitted from the sam-
ple and measures their kinetic energy, outputting a spectrum of counts/intensity with
respect to the binding energy (kinetic energy is sometimes used but binding energy is
the common convention). The most common type of electron energy analyser (and the
type used in this work) is a hemispherical analyser, which is shown in Figure 3.4. The
operation of a hemispherical analyser can be broken down into three stages. First, a
series of electromagnetic lenses is used to focus and accelerate/decelerate the incoming
electrons (depending on the kinetic energy of the incoming electrons). Secondly, the elec-
trons enter the hemisphere where they are subject to a potential which causes their path
to bend. The potential is set so that only electrons of a certain narrow range of energies
(known as the pass energy, EPass) will reach the other side without colliding with the
walls of the hemisphere. Lastly, the electrons that are channelled to the other side of
this hemisphere are collected, usually by a number of channeltrons. To sweep through
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the assigned range of kinetic energies the retardation potential (a potential applied by
the lenses to reduce the kinetic energy of the incoming electrons) is varied, and therefore
the pass energy of the hemisphere remains unchanged throughout the sweep.
Figure 3.4 Schematic diagram of an electron energy analyser. Blue dashed
lines show the trajectory of electrons with kinetic energy greater or less than
the pass energy. The red dashed line shows how electrons with kinetic energy
equal to the pass energy will be directed into the detector.
As mentioned above, electrons undergo a loss of kinetic energy upon leaving the
sample due to the need to overcome the sample work function, ϕS . This means that the
kinetic energy of an electron upon leaving the sample is given by
KE* = hν − BE− ϕS (3.7)
A similar process occurs in reverse upon the electron entering the analyser; the anal-
yser has its own work function, ϕA, and the electron will gain some kinetic energy upon
entering it. Therefore, the kinetic energy measured, KE, is dierent to the kinetic en-
ergy of the electron upon leaving the sample and is dependent on both work functions.
However, because the analyser and the sample are connected electrically for photoemis-
sion measurements, the Fermi levels of the analyser and sample align. Therefore, as
shown in Figure 3.5 and equations 3.8 & 3.9, if ϕA is known, the measurement becomes
independent of the work function of the sample, ϕS .
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Figure 3.5 Band diagram showing the relation between binding energy, kinetic
energy and work functions during photoemission measurements.
KE = hν − BE− ϕS − (ϕA − ϕS) = hν − BE− ϕA (3.8)
BE = hν −KE− ϕA (3.9)
Ultra-High Vacuum
As mentioned above, the IMFP of electrons through a solid is of the order of a few
nanometres. While this is signicantly greater in a gaseous medium, it is still necessary
to reduce as far as possible any possibility that electrons will collide with gas molecules
before being detected. This is one of the reasons that photoemission measurements are
almost exclusively carried out under ultra-high vacuum (UHV), typically within the range
of 10−11 - 10−8 mbar for standard XPS. UPS requires a supply of He gas into the chamber
(as discussed in more details below) and therefore will operate at pressures nearer 10−5
mbar.
Another reason for the use of a UHV environment is the need for a clean environment,
with no reactive gases present. In particular, oxygen is of course abundant in atmospheric
conditions, but its reactivity can cause issues in a photoemission experiment. A simple
example is the use of a heated lament and anode in the x-ray source - in an oxygen
containing atmosphere the metals that make up these components will oxidise, meaning
the incoming x-rays would no longer be well known or uniform in energy. It is also
important to keep any foreign contaminants from adsorbing onto the sample surface. It is
naturally very dicult to completely prevent a sample from being exposed to atmospheric
contamination, however it is crucial to prevent any alteration of the sample during the
measurement, lest the results be aected.
53
Sample Requirements
Photoemission measurements can be carried out on practically any material, however for
sustainable usage of a laboratory setup the samples must comply to certain criteria. As
mentioned above, while it is dicult to completely prevent low levels of contamination,
every eort should be made to keep samples clean of contamination such as dust, nger-
prints or moisture. Furthermore, samples need to be stable under both x-ray irradiation
and vacuum - some materials are prone to out-gas and this can negatively aect the UHV
setup as well as ruin the reliability of the measurement. For the same reason, it is always
recommended that it be well known what elements make up the sample, as the presence
of a foreign element that is not stable under UHV conditions could lead to unanticipated
consequences.
3.2.3 X-Ray Photoemission Spectroscopy
XPS is the most common form of photoemission experiment and generally uses x-rays of
energy between 1 keV and 1.5 keV (although some sources can have energies up to 2-4
keV). It is widely used for a range of applications and gives a large amount of informa-
tion about chemical composition, electronic structure and electronic behaviour simulta-
neously.
Source
XPS can be performed with a range of x-ray sources but all work on the same principle.
A lament is heated by a direct current until thermionic emission of electrons begins.
These electrons are accelerated toward an anode of a carefully selected metal by a high
voltage. The bombardment of these electrons into the anode material generates char-
acteristic x-rays with energies as shown in Figure 3.7. The anode is likely to heat up
a great deal upon being bombarded and is therefore continuously cooled by circulating
water throughout operation. The x-rays are directed onto the sample, passing through
a very thin piece of aluminium foil as they exit the gun. The most common x-ray anode
used is aluminium, and has a characteristic Kα x-ray energy of 1486.6 eV. However, dual
anodes are also popular because they provide a choice of two x-ray energies (the uses are
discussed in section 3.2.6) and magnesium and silver are two examples of popular choices
of anode to partner Al.
When plotting the XPS spectrum it is assumed that all of the incident x-rays are
of the same energy, however as shown in Figure 3.7, a range of x-ray energies are pro-
duced. Some x-rays are generated via bremsstrahlung radiation, in which electrons that
are slowed by the nuclei of the target metal emit a continuum of x-ray energies. Ad-
ditionally, some characteristic x-rays are generated by electrons interacting with bound
electrons in the target material and causing secondary electrons to be ejected. A higher
energy electron may then relax into this vacated state, discharging an x-ray of a char-
acteristic energy in the process. These characteristic peaks are shown superimposed on
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Figure 3.6 Schematic drawing of a standard dual-anode x-ray source.
the bremsstrahlung continuum in Figure 3.7. The bremsstrahlung x-rays are largely sup-
pressed by the aluminium foil window, however the other characteristic x-ray peaks, from
less dominant transitions, lead to smaller peaks, a shadow of the Kα spectrum, to slightly
lower binding energy throughout the spectrum. These satellite peaks, as they are known,
can be removed from the spectrum by monochromating the x-ray source. It is important
to remember that these lines to not represent any distinct orbitals in the sample. The
binding energy of the electron is in fact the same, however the peak is shifted due to the
way the spectrum is plotted using equation 3.1.
Figure 3.7 Sketch depicting the x-ray emission spectrum including a
bremsstrahlung background and characteristic x-ray peaks.
X-rays can be monochromated upon exiting the x-ray source by taking advantage
of Bragg's condition for diraction (equation 3.10). The x-rays are directed towards a
crystal, for example a quartz (1010) crystal, with a well known lattice separation, d. In
order to select the desired wavelength, λ, the crystal is oriented so that the Bragg angle,
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θ, allows constructive interference of the desired wavelength and redirection of the now
monochromated beam towards the sample. The crystal can also be curved, which allows
for a focused beam of monochromated x-rays with a spot size far smaller then what can
be achieved with an unmonochromated source.
2d sin(θ) = nλ (3.10)
Figure 3.8 Schematic diagram of how x-rays are monochromated using Bragg
diraction.
Spectral Features
A typical XPS spectrum contains within it numerous features. The most obvious and
most commonly used are the core levels (labelled in red in Figure 3.9). These are elec-
trons ejected from core orbitals in the atom and appear at characteristic binding energies
of the orbital they originated in. They therefore act as a ngerprint of the element they
originated from. The core level peak positions can also be altered according to the bond-
ing environment of the parent atom [111]. This phenomenon is known as a chemical shift
and is invaluable in identifying things such as phase impurities, contamination or degra-
dation in a material [37, 112]. It is also extensively used to identify dierent bonding
environments in materials that have many bonding environments such as in polymers
[113, 114]. This shift is not an artefact of the x-ray source, but represents a physical dif-
ference in the sample. When an atom is bonded to another atom this causes the binding
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energies of the electron orbitals to be altered slightly due to variations in bond lengths
and oxidation states, which means that an electron ejected from a metallic copper atom
(for example) would have a subtly dierent binding energy to an electron ejected from
a copper atom within Cu2O. These binding energy dierences can be resolved in XPS,
and often a core level spectrum will contain two or more chemically shifted peaks for the
same element. This makes core-level XPS a very useful tool for identifying contamination
or secondary phases in a material.








B i n d i n g  E n e r g y  ( e V )
C d  M N N
O  K L L C d  3 s O  1 s
C d  3 p
C d  3 d
C  1 s
S  2 s
S  2 p
C d  4 s
C d  4 p
C d  4 d
V B M
S E C
Figure 3.9 An example XPS spectrum from a measurement of a cadmium
sulphide sample. Core levels are labelled according to their element and orbital
in red and auger lines are labelled according to the orbitals involved in the auger
transition in blue.
In most XPS spectra there are also Auger lines (labelled in blue in Figure 3.9). These
look similar to core levels but are usually broader and are composed of a few clusters of
very closely spaced peaks. These signals are from Auger electrons. When a core level
electron is ejected from an atom (Figure 3.10a), sometimes an electron from a higher shell
will drop down to take its place, usually emitting an x-ray in the process (Figure 3.10b).
However, occasionally the electron will instead transfer its energy to another electron,
which is then ejected with a characteristic energy of the transition (Figure 3.10c). The
ejected electron is known as an Auger electron and its kinetic energy is independent of
the energy of the original incoming photon. For this reason, the positions of Auger peaks
on a binding energy scale vary with dierent photon energies (because they have xed
kinetic energy in equation 3.9) [111]. This is one of the advantages of using dierent
anode materials in XPS - if an Auger line is inconveniently placed in the binding energy
spectrum so that it is obscuring a core level feature that one wishes to analyse, using a
dierent photon energy eectively moves the Auger peaks.
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Figure 3.10 (a) The photoemission process with the two possible modes of
relaxation - (b) the emission of an x-ray and (c) the Auger process.
At each end of the XPS spectrum is a cut-o. To the higher binding energy side, the
spectrum rises until it reaches what is known as the secondary electron cut-o (SEC),
as shown in Figure 3.11a. At this cut-o the signal is completely made up of secondary
electrons and inelastically scattered electrons with only just enough kinetic energy to
overcome the work function of the sample surface (eectively zero kinetic energy when
leaving the sample). Therefore, from equation 3.7, ϕs = hν - SEC. This cut-o is there-
fore an extremely useful quantity to measure [115]. However, because of the exceptionally
high count rate at the SEC it is dicult to measure without saturating the detector with
too many electrons. It is necessary to reduce the ux of photons signicantly as well
as employ slits in the analyser to prevent too many electrons from entering the detec-
tor. Another complication is the SEC of the analyser itself, which lies near the sample
SEC. Electrons colliding with the inside walls of the hemisphere will release secondary
electrons within the analyser, meaning that another peak is present at BE = hν. To get
around this, the sample is applied with a negative bias which alters the kinetic energy
of the entire spectrum uniformly. This removes the overlap of SECs and the bias can be
accounted for before analysis [7].
At the other end of the spectrum is a cut-o of the highest kinetic energy electrons
- those most loosely bound within the material (Figure 3.11b). The XPS spectrum is
referenced to the Fermi level, which is always calibrated to be at zero. Therefore, for
metal samples the spectrum cuts o following a Fermi-Dirac distribution function at zero
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Figure 3.11 An example of (a) secondary electron cut-o, and (b) valence band
edge in a typical XPS spectrum. The intensity scales have been normalised and
the SEC would usually be many times more intense than the VBM. The SEC
has been corrected to account for the applied bias and the whole spectrum has
been calibrated to set the Fermi level to zero.
(see Figure 3.15). In semiconductors, however, there are no occupied states at the Fermi
level, therefore the cut-o lies at slightly higher binding energy at what is called the
valence band edge (VBM). This cut-o gives the energy separation between the Fermi
level and valence band and, if the band gap is known, can be combined with the work
function obtained from the SEC to learn the natural band positions of the material (see
Figure 3.12). Additionally, if compared with calculated valence band DOS, the shape
of the region immediately preceding the valence band edge provides certain information
about the relative contributions of various valence orbitals to the valence band DOS (as
discussed in detail in Chapter 5) [7, 116].
Determination of the position of the SEC and VBM is usually done by tting a
straight line to the steepest part of the edge feature. This is accepted to be an accurate
representation in most cases, however the resolution of the measurement should always
be taken into consideration before employing this method. As will be explored further
in the next section, there is a certain amount of Gaussian broadening present in the
photoemission data which will shift the measured binding energy slightly. It should be
ensured, therefore, that the resolution of the measurement is suciently good to keep the
associated error low. It is sometimes possible to determine the position of the edge by
tting broadened DFT calculated DOS to the valence band edge, however this depends
on the availability of the calculations and is much more time consuming to do correctly.
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Figure 3.12 Schematic of a semiconductor's band structure and how the dif-
ferent levels relate to features in an XPS spectrum. The electron anity (EA),
work function (WF) and ionisation potential (IP) are also labelled.
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Resolution
The resolution of XPS is determined by a number of factors. Firstly, if the x-ray source
is unmonochromated, the resolution will be poorer due to the additional x-ray energies
that are incident on the sample. A monochromated source, however, gives only a single
x-ray energy and therefore, in a perfect setup, the core level lines should be unbroadened
lines. However, there are broadening eects both in the photoemission process itself and
in the detection. Upon excitation of an electron from an orbital within the material, the
resulting ion exists in an excited state until the core-hole left by the emitted electron is
lled by another electron from a higher orbital. The uncertainty in the lifetime of this
core-hole (as described by Heisenberg's uncertainty principle) determines the minimum
broadening of the detected peak according to a Lorentzian distribution [117]. Upon de-
tection of the photoelectron there are other broadening eects, which are a consequence
of the other factors such as detector resolution and the line width of the x-rays. This
applies a Gaussian broadening to the detected kinetic energy of the photoelectrons. Be-
tween the two eects, the peaks in the photoemission spectrum exhibit a shape that is a
mix of Gaussian and Lorenzian, and this must be taken into account when tting them.
A Voigt function is a convolution of Gaussian and Lorenzian distributions and further-
more can be adjusted to have more Gaussian character or more Lorenzian character.
CasaXPS uses an approximation of a Voigt function as explained elsewhere [118]. This
can be adjusted during the tting procedure to give the best representation of the data
in the t. The better the resolution of the detector, the more Lorenzian the peaks will
appear, and vice versa.
The instrumental resolution of the measurement can be determined by tting the
Fermi edge of a metal sample measured by the same instrument. In metals, the Fermi
edge appears as a Fermi-Dirac step function but with some instrumental broadening. By
tting a Fermi-Dirac function (equation 3.11) convolved with a Gaussian distribution
(equation 3.12) with a given variance, σ, the full width at half maximum (FWHM) of
the instrumental broadening can be determined. The lifetime broadening eects are as-




































This is shown for a silver sample measured with monochromated XPS in Figure 3.13
and a breakdown of the resolution of XPS, HAXPES and UPS is given in Table 3.1. The
measured FWHM of the XPS Fermi edge was 0.45 eV, as calculated using equation 3.14.
FWHM = 2σ ×
√
2× ln(2) (3.14)
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Figure 3.13 Fermi edge of a Ag sample measured with monochromated XPS





Table 3.1 The FWHM of the Fermi edge measured by dierent photoemission
techniques as determined by tting a Gaussian broadened Fermi-Dirac distri-
bution to the Fermi edge data.
3.2.4 Ultraviolet Photoemission Spectroscopy
UPS is a variant of the photoemission technique that utilises ultraviolet rays, instead of
x-rays. This means that the technique is far more surface sensitive, probing less than 5
nm from the surface. It also has a spectrum of a much narrower range than XPS, meaning
that core levels are not distinguishable in the same way. It is therefore primarily used
for measuring the two extrema of the spectrum; in particular it is the most commonly
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used photoemission technique for measuring the work function of a material because it
does not pose the same diculties as XPS for measuring the SEC.
Source
The typical UPS setup uses a He discharge lamp to produce UV light. Helium gas is
pumped into the lamp and is partially ionised by a high voltage. The positively charged
ions will eventually collide with a neutral gas atom and receive an electron from it. The
relaxation of the electron into a lower energy state is accompanied by the release of a
characteristic photon, in this case either He(I) (21.2 eV) or He(II) (40.8 eV). The choice
between the He(I) and He(II) lines can be controlled through tuning of the gas pressure
and voltage.
Spectral Features
Some of the features in a UPS spectrum are very similar to those found in an XPS
spectrum. In particular, the SEC and VBM are almost identical, albeit the exact shape
of the valence band might be slightly dierent (as discussed in section 3.2.6). In between
these two edges the spectrum contains far fewer features than an XPS spectrum, with the
photon energy only high enough to include the valence states, and much of the spectrum
is at least partially obscured by the secondary electron background tail. For this reason,
peak tting is not commonly done for UPS measurements, and it is the SEC and VBM
positions that are obtained from the measurement.
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Figure 3.14 An example of a UPS spectrum with a secondary electron cut-o
to the left hand side, valence band edge to the right-hand side and the Fermi
level at zero binding energy. Reproduced from xpssimplied.com [119].
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Resolution
The UV source is not monochromated, but benets from a much narrower natural line
width of the photon energy. Therefore the measurement generally has a sharper resolution
than XPS, but can suer from satellite signals in the spectrum from secondary emission
lines from the source [7]. A Gaussian broadened Fermi-Dirac distribution tted to the
Fermi edge of a silver sample (Figure 3.15) yielded a FWHM of 0.12 eV, much narrower
than that of XPS.
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Figure 3.15 Fermi edge of a Ag sample measured with He(I) UPS with a
Gaussian broadened Fermi-Dirac distribution t.
3.2.5 HAXPES
HAXPES is a traditionally synchrotron-based variant of XPS which can call upon pho-
tons of a wide range of energy, but is predominantly used for high energy x-rays (known
as hard x-rays) with energies anywhere between 2 keV and 20 keV. There are many ad-
vantages to using such a technique, including an incredibly high available intensity of
incident photons, excellent resolution as well as the spectral implications of using higher
energy x-rays. The intensity and resolution mean that certain features that might show
up too weakly to be resolved in a traditional XPS measurement, can be studied when
using HAXPES. The use of a higher photon energy also increases the eective prob-
ing depth of the measurement (by increasing the IMFP of the photoemitted electrons),
meaning that deeper lying regions of the sample can be probed. There is also opportunity
to take advantage of the change in photoionisation cross section with increasing photon
energy, as explained in more detail in Chapter 5.
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There has recently been developed a lab-based HAXPES system, however the tech-
nology is still in its infancy and lab-based HAXPES systems are not common [120]. For
this reason, they will not be discussed further in this thesis.
Source
HAXPES facilities utilise a synchrotron light source to produce x-rays. This consists
of a beam of accelerated electrons, moving radially within a storage ring (a type of
synchrotron). The redirection of the electrons by the bending magnets causes them to
emit x-ray radiation of a very high energy. For more control of the x-ray energy, beam-
lines can also use insertion devices. These are periodic magnetic structures that disrupt
the electron beam (by either `undulating' or `wiggling') so that synchrotron radiation
is produced, and the periodicity of the magnets can be adjusted to tune the energy of
the emitted radiation. These insertion devices allow for a very brilliant light source with
tunable photon energy - an incredibly useful tool for a number of experimental techniques.
Figure 3.16 (a) Illustration of the Diamond Light Source beamline [121] and
(b) the layout of the I09 beamline and end-station at Diamond Light Source
[122].
A light source facility will typically have a number of end stations around the storage
ring, with the exact number depending on the scale of the facility and size of the ring.
Each end station will produce a beam of x-rays from the storage ring, following which
a series of complex lenses, collimators and monochromators making up the `beamline'
will be used to tune the x-ray beam to the individual needs of the end station. In
this way, light source facilities are extremely versatile because they can have multiple
dierent end stations that run entirely dierent experiments operating simultaneously




A HAXPES spectrum is very similar to the spectrum obtained from XPS measurements,
however the higher photon energy introduces some interesting dierences. Firstly, there
are no Auger lines in this spectrum. This is because Auger electrons have a xed kinetic
energy that is too low to be included on this binding energy scale. At much higher
binding energy the Auger lines would be present, however the count rate in that region
would likely be too high to be measurable. Similarly, the SEC is not a quantity that can
be measured using HAXPES - the intensity of the illumination in HAXPES means that
the number of secondary electrons would be too great for any analyser.
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Figure 3.17 Example spectrum of a TiO2 sample taken with HAXPES using
a 5921 eV x-ray source.
There are also dierences within the measured region. The background is atter and
does not rise at higher binding energy, a result of the secondary electron cut-o being far
removed on the energy scale and scattering events being less likely at such high kinetic
energies. The intensity of contaminant peaks such as the C 1s (often an indicator of
surface contamination) is extremely low, in part due to the reduced surface sensitivity
of HAXPES and also due to the dierence in photoionisation cross section. There are
also plasmon lines present for the most intense core level peaks, a satellite feature shifted
to higher binding energy from the core level. The plasmons are a peak signifying a
particularly probable energy loss, in this case as a result of collective oscillations of free
electrons known as plasmons. The signal to noise ratio is also excellent, a product of the
intensity of the beam and the dearth of secondary and inelastically scattered electrons
at such high kinetic energies.
Resolution
The resolution of HAXPES is generally better than traditional lab based XPS due to the
advanced beam optics and monochromators used in producing the x-ray beam. While not
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as sharp as UPS, the FWHM determined by tting a Gaussian broadened Fermi-Dirac
distribution to the Fermi edge of a Au sample measured with 6 keV photons (Figure
3.18) was 0.25 eV, almost twice as good as the resolution of XPS.
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Figure 3.18 Fermi edge of a Au sample measured with 6 keV HAXPES with
a Gaussian broadened Fermi-Dirac distribution t.
3.2.6 Analysis
There is a variety of information that can be gained from photoemission, and a number
of features that can be analysed. In this section, a brief overview will be provided of
the analysis approaches used in this project. This by no means covers all the aspects of
photoemission analysis, but only the ones relevant to this work.
Core Level Fitting
Often the rst task when analysing an XPS spectrum is to identify all of the core levels.
Each material has a series of characteristic core levels that are well documented [111].
In theory, every core level should correspond to an element that is expected to be in
the sample, with oxygen and carbon usually present as well as a result of contamination
and exposure to air. However, in practice there is occasionally an unexpected element
present in the spectrum, and every core level should be identied and assigned to an
orbital before any further analysis is carried out.
Core levels with an orbital angular momentum greater than zero will experience spin-
orbit splitting, and this can be resolved in XPS as two peaks, for most core levels. The
total angular momentum of an electron is given by j = l ± 12 , where j is the total angular
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momentum and l is the orbital angular momentum. This means that for p, d and f
orbitals two peaks are resolved, one for each total angular momentum. s orbitals only
have one peak due to there being only one possible value for the total angular momentum.
Orbital l j Ratio
s 0 1/2 -
p 1 1/2, 3/2 1:2
d 2 3/2, 5/2 2:3
f 3 5/2, 7/2 3:4
Table 3.2 Orbital angular momentum, total angular momentum and doublet
area ratios for the dierent orbitals in an XPS spectrum.
Each total angular momentum state for the p, d and f shells have a degeneracy orig-
inating from the dierent possible geometries of the sub-shells. This leads to a xed
ratio in the intensity of each peak within the doublet set. These ratios are summarised
in Table 3.2 and are a useful tool when peak tting the core-level spectra. Another well
dened quantity is the energy separation between the two peaks within a doublet, and
these can be found in works such as `The Handbook of X-ray Photoelectron Specroscopy'
by Moulder et al. [111]. In most cases, the FWHM of the two peaks is also identical (ex-
ceptions such as the Coster-Kronig eect will be discussed later). All of these quantites
can be constrained in the tting software `CasaXPS' and can be constrained relative to
each other. By constraining these known quantities the margin for error in the tting
procedure is signicantly reduced and it is ensured that the necessary conditions for the
t to make physical sense are ensured.
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Figure 3.19 An example of the improvement of the core level t of the Sb 3d
region of an Sb2Se3 sample with the addition of more components.
Often there will be multiple contributions from a certain element in more than one
chemical environment. For example, Sb2Se3 is usually subject to surface oxidation mean-
ing that there will be a contribution to the Sb core levels from Sb2Se3 and from Sb2O3.
One of the useful aspects of XPS is that these two contributions will be shifted in energy,
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meaning that for most cases the two contributions can be distinguished by careful peak
tting. For example, in Figure 3.19a, the doublet (constrained according to the rules
laid out above) clearly does not provide a good t for the data, evidencing that another,
chemically shifted doublet is needed to account for the data. In Figure 3.19b, the t is
much improved by the addition of another doublet that is attributed to the native oxide
that grows on the surface of Sb2Se3. However, there still exists a discrepancy between
the envelope and the data. The Sb 3d region overlaps signicantly with the O 1s peak
and the presence of an Sb2O3 signal means that some O must be present in the spec-
trum. Additionally, spectra from samples that have been exposed to air almost always
contain an O peak due to adventitious oxygen weakly adsorbed onto the surface. The
inclusion of a peak for each of these contributions in the t (Figure 3.19) gives a very
good agreement between the envelope and the data, suggesting that all contributions
have been accounted for.
The addition of components to a spectrum will always improve the t, however this
improvement might not necessarily represent any true physical information about the
sample. It is therefore important to cross check any peak positions with those reported
in the literature as well as ensuring that the results of the tting are consistent across
all core levels within the spectrum.
Valence Band Density of States
The valence band DOS is a useful tool for investigating the electronic structure of a
material. A commonly used technique is to use computational techniques such as DFT
to predict the valence band DOS and from that the spectrum from photoemission. This
total DOS can be separated into the contributions from each orbital (as shown in Figure
3.20) and, through comparison with photoemission data, can be used to understand more
deeply the electronic structure of the material. Certain features in the spectrum can be
correlated to the calculated DOS to determine its accuracy and to then understand the
orbital contributions to dierent regions of the valence band.
The investigation of valence band DOS requires the aligning of theoretical prediction
to the experimental data. However, the DFT calculations are computed with no broaden-
ing of the photoemission signals to account for lifetime eects or instrumental resolution,
and therefore must be broadened in order to match the experimental data (Figure 3.20).
The photoionisation cross sections of each orbital must also be taken into account, for
each orbital possesses a dierent cross section for absorbing an incoming photon and
producing a photoelectron. The photoionisation cross sections of each orbital vary with
photon energy and vary at a dierent rate to each other. Each of these factors must
therefore be taken into consideration when tting the data, however these subtleties can
also be used to an advantage when analysing data.
The photoionisation cross sections of various elements are well documented in works
such as Yeh & Lindau and Scoeld [123, 124]. The theoretical spectrum must then
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Figure 3.20 Example of calculated valence band DOS of Sb2Se3 (a) before and
(b) after Gaussian-Lorenzian broadening
be broadened using a convolution of a Gaussian distribution (equation 3.15) with a
Lorentzian distribution (equation 3.16). The correct Gaussian broadening parameter, σ,
is determined by tting a Gaussian broadened Fermi-Dirac function to the Fermi edge of
a metal (Au or Ag) sample measured using the same system, as shown in section 3.2.3.
This Gaussian broadening can then be xed in the tting procedure and the Lorentzian
width, γ, varied until the agreement between theory and experimental data is good. The






















2× ln(2)× σ (3.17)
This tting method can also be used to determine the valence band maximum with
greater accuracy than the more commonly used linear tting method. When using the
linear t method a linear t is applied to the steepest part of the edge and another to
the background and the intercept of the two lines is taken as the VBM. However, the
broadening eects are not taken into account and therefore the result can vary by up
to 0.5 eV, depending on the shape of the valence band edge and the resolution of the
measurement. This is not such an issue if one is comparing two samples of the same
material measured with the same spectrometer, which will have similar valence band
shapes and resolutions. However, for dierent materials and experiments, the slope of
the edge can change signicantly. Fitting the DOS to the valence band spectrum can
work around this problem because it accounts for the broadening eects both from sample
and spectrometer. Given that DOS calculations uniformly place the VBM at 0 eV, the
DOS (once broadened) is shifted along the x-axis until it lines up perfectly with the
70
experimental data. This shift is therefore an accurate measurement of the VBM binding
energy.
3.2.7 Experimental Setup
In this section the experimental setup for photoemission in this work will be briey de-
scribed. The majority of the photoemission data acquired for this work at the Stephenson
Institute was collected using the same equipment, but some data in Chapter 6 was ac-
quired on a similar but slightly dierent setup. Here we will give an overview of the
principle setup used as an example and the specic dierences in the alternative kit used
will be covered in the relevant results chapter.
The monochromated XPS system at the Stephenson Institute was designed to be able
to perform a wide variety of sample preparations and photoemission measurements in
situ. The central chamber is equipped with a hemispherical electron energy analyser, a
monochromated Al Kα x-ray source, an unmonochromated dual anode (Al Kα & Mg
Kα), an inverse photoemission electron gun and detector, charge neutralising electron
ood gun, a He lamp UV source and an Ar+ ion sputtering gun for in situ surface clean-
ing. The acceptance angle of the analyser was ±3◦. The central chamber was maintained
at a base pressure of 1×10−10 mbar using an ion pump. The chamber pressure was mon-
itored by an ion gauge, accompanied by a mass spectrometer for checking contamination
levels and a hydrogen getter. Two turbo pumps were also available to the main cham-
ber, however these were only used when baking the system or when carrying out UPS
measurements (where the chamber pressure was too high for the ion pump).
Samples were loaded into the system via two stages: the loading arm that opened
directly onto the central chamber (prep arm) was kept under UHV conditions (1×10−8)
at all times, maintained by one of the turbo pumps. In this arm there was also an Ar+
ion sputtering gun so that samples could be cleaned under UHV conditions without com-
promising the pressure of the main chamber. This arm was only capable of holding on
sample at a time but was supplied by a second arm (loading arm) which could hold 4
samples simultaneously. The loading arm was regularly vented to atmospheric pressure
in order to transfer samples in and out of the system and was pumped down to UHV
using a scroll pump followed by the second of the two turbo pumps. Using the two arms
simultaneously allowed for in situ exfoliation of crystals (see Chapters 5 & 6) by axing
double sided carbon tape to the loading arm while the crystal was held in the prep arm
and pressing the tape to the surface of the crystal.
Samples were axed to steel sample plates using double-sided carbon tape and were
grounded to the spectrometer using a top electrical contact (either a tantalum or nickel
strap) to help prevent any surface charging eects. For bulk crystal measurements this
top contact was excluded to allow for in situ exfoliation. Typically, survey scans were
collected at a pass energy of 50 eV and core levels were collected at a pass energy of 10
eV. The core level step size was 0.1 eV with a dwell time of 0.2 seconds at each step and
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the x-ray source was operated at 250 W. For secondary electron cut-o measurements
the x-ray source was operated at 9 W and a bias was applied to the sample stage. This
bias was accounted for before binding energy determination by measuring the strongest
core level in the spectrum under bias and under normal conditions so that an exact cal-
ibration of the bias shift could be determined.
HAXPES measurements were carried out at the I09 beamline at Diamond Light
Source (see Figure 3.16b). A double crystal Si(111) monochromator was used to select
x-rays with an energy of 5921 eV and a high resolution Si(004) monochromator resulting
in energy resolution of 0.25 eV (see Figure 3.18). The spectra were acquired using a
high-energy hemispherical electron energy analyser with an acceptance angle of ±28◦.
Data was collected at a pass energy of 200 eV and a step size of 0.5 eV. Samples were
axed to steel plates in the same manner as for XPS measurements but using a thin
strip of conductive carbon tape as a top contact instead of a metal strap.
3.3 Device Performance
In this section we will provide a brief overview of the characterisation methods used to
measure solar cell device performance.
3.3.1 Current-Voltage
Current-voltage measurements are the primary characterisation technique used for mea-
suring photovoltaic device performance, and it is from J-V curves that device eciency
is calculated. A solar cell that is in use for producing power will always be operated at
the maximum power point - the voltage at which the power output is highest. However,
much can be learned about the device's performance from the output at other applied
voltages. J-V measurements sweep through a range of voltages (usually between -1 and 1
V) and measure the current output at each voltage. This can be done in the dark or under
AM1.5 illumination, a standard that matches the solar irradiance spectrum at ground
level. Dark curves provide information on the rectifying behaviour of the p-n junction
in the dark when it behaves as a regular diode (see section 2.1.1). Under illumination
the cell produces a light-generated current and quantities such as the Voc, Jsc and FF
can be measured, and therefore the eciency calculated. During J-V measurements an
electrical contact is attached to the metal back contact and another to the transparent
front contact, which must be exposed either by masking during cell fabrication or by
removal of a part of the layers atop it. This front contact is often aided by the use of
some silver paint to help ensure a reliable front contact.
For further details on J-V analysis see section 2.1.1.
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Temperature-Dependent Current-Voltage
Current voltage measurements are typically carried out at room temperature, however,
by varying the temperature at which the measurement is made, some interesting eects
can be seen. Devices in which there is a potential barrier between the absorber layer and
the back contact typically exhibit `rollover'. This appears in the curve as a plateauing
of the curve at high forward bias and is a result of carriers building up at the back con-
tact due to the need for thermionic emission to transport them into the metal. As the
temperature of the system is dropped, the probability of thermionic emission is reduced
and this `rollover' becomes more pronounced. This can be quantied by measuring the
degree of rollover with respect to temperature and the size of the back contact barrier
can be determined. A number of models exist for determining the back contact barrier
from temperature-dependent current-voltage (J-V-T), of which the favoured in this work
was that proposed by Bätzner et al. [21, 125].
The method used by Bätzner et al. measures the series resistance at dierent temper-
atures and uses equation 3.18 to determine the back contact barrier. In an ideal system,
the series resistance in a device would rise linearly with temperature as the Ohmic resis-
tance in the lm increased. However, when there is a Schottky barrier present, the trend
is dominated by the exponential decay of the barrier's eect as the temperature rises.









Equation 3.18 accounts for this by using three terms: RΩ0 describes the Ohmic re-





kT describes the exponential decay of the back contact barrier contribution.
ΦSK denotes the back-contact barrier (in eV) and CSK is a tting parameter. By tting
equation 3.18 to the experimentally measured series resistance at the rollover for a range
of temperatures, the back contact barrier can be calculated.
3.3.2 External Quantum Eciency
External Quantum Eciency measurements are carried out in a similar way to J-V
measurements. The front and back contact are contacted and the cell is placed under
illumination. In these measurements the illumination is a monochromatic source that is
swept through a range of wavelengths (between 300 and 1100 nm in the case of Sb2Se3).
The light generated current is measured at each wavelength. No potential is applied in
conventional EQE, meaning that the current measured represents the Jsc at each wave-
length and the integrated area of the curve should be equal to the Jsc of the cell overall.




TiO2 vs. CdS: Examination of
Absorber-Window Layer Band
Alignments in Antimony Selenide
Solar Cells
Parts of this work are published as:
H. Shiel et al., Natural band alignments and band osets in Sb2Se3 solar cells ACS
Applied Energy Materials 3, 12, (2020), DOI:10.1021/acsaem.0c01477
4.1 Introduction
Sb2Se3 solar cell technology has progressed rapidly in recent years, with eciencies grow-
ing from ∼2% to ∼10% in only 6 years and with a relatively small number of research
groups working on it [43, 59]. However, Sb2Se3 PV remains an emerging technology,
with a signicant amount of fundamental understanding still missing from the literature.
The impact of this is felt particularly in the design of various device structures utilising
dierent window layers (Figure 4.1). The junction between the two semiconductors is the
central and most fundamentally important aspect of a thin lm photovoltaic solar cell.
CdS and TiO2 are both used frequently, with some studies nding CdS to oer superior
performance [39, 46, 78] and others nding the switch to TiO2 extremely benecial [57,
81]. There are many aspects of these alternative device structures that are not under-
stood, particularly the role of band alignments in inuencing the device performance.
This study provides band alignment measurements between Sb2Se3, identical to that
used in high eciency photovoltaic devices, and its two most commonly used window lay-
ers, namely CdS and TiO2. Band alignments are measured via two dierent approaches:
Anderson's rule was used to predict an interface band oset from measured natural band
alignments, and the Kraut method was applied to hard x-ray photoemission spectroscopy
results to directly measure the band osets at the interface. This allows examination of
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the eect of interface formation on the band alignments. Finally, these results are related
to device performance, taking into consideration how these results may guide the future
development of Sb2Se3 solar cells and providing a methodology which can be used to
assess band alignments in device-relevant systems.
Figure 4.1 Schematic of the typical superstrate device structure used in Sb2Se3
solar cells.
4.2 Background
Band alignment is a general term used to describe the way the valence and conduction
bands of two materials line up to perform a certain function. The `natural' band align-
ment of two materials describes the positions of the band extrema with respect to the
vacuum level when not in contact with each other. The term band oset refers to the
discontinuity between the band extrema between the two materials once contacted. A
`spike-like' band oset is dened as where the CBM of the window layer lies above the
CBM of the absorber, and a `cli-like' oset as when the CBM of the window layer lies
below that of the absorber. Too positive an oset (Figure 4.2a), and electrons excited in
the absorber will face a potential barrier opposing their drift into the window layer and
lowering the Jsc (and eciency) of the cell. Too negative a CBO (Figure 4.2b) leads to a
potential source of back-transfer carrier recombination at the interface between conduc-
tion band of the window layer and the valence band of the absorber. This recombination,
in which electrons in the window layer recombine with holes in the absorber via inter-
face states, is more likely the narrower the gap between the two energy levels [126]. A
cli-like oset also limits the built-in voltage (Vbi) of the junction, leading to a lower
Voc. The Jsc and Voc are crucial aspects of the solar cell performance, therefore it is vi-
tal that a good band alignment is obtained for a PV technology to be successful [127, 128].
One of the best ways to measure band alignments is through photoemission tech-
niques such as XPS. Through use of the valence band and secondary electron cut-os
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in an XPS spectrum, the ionisation potential and work function of a material can be
measured relative to the vacuum level [129, 130]. These quantities do not describe the
interface itself, but via a method called Anderson's rule the band alignment can be pre-
dicted. Another technique often employed is the Kraut method [131, 132], which allows
the direct measurement of valence band oset (VBO) between two materials. Both meth-
ods employ a number of assumptions that will be discussed below.
Figure 4.2 Schematic diagram showing (a) a very positive CBO leading to a
potential barrier in the conduction band and (b) a very negative CBO leading
to a recombination centre and low built-in voltage.
In this study, the powerful photoemission techniques of traditional lab-based XPS and
synchrotron-based HAXPES were used to measure and compare band alignments using
both Anderson's rule [133] and the Kraut method [131]. By examining the dierences
between the two sets of results, conclusions can be drawn about the eect of interface
formation on the two dierent band alignments. Furthermore, by comparing these results
to previous device studies, we assess the inuence and impact of the band alignments on
device performance characteristics.
4.3 Measuring Band Alignments by Photoemission
The measurement of the natural band alignments via photoemission is a commonly used
procedure when screening materials for use as a junction partner to an absorber in a
PV device [134, 135]. While most studies use UPS, a highly surface sensitive technique
for studying work functions, it is also possible to use XPS which is slightly less surface
sensitive (albeit still limited to the top few nanometres). This method involves measuring
the ionisation potential of a material, which describes the position of the valence band
maximum relative to the vacuum level, and then using either a measured or literature
quoted band gap to determine the electron anity, which describes the position of the
conduction band relative to the vacuum level. When measuring ionisation potential,
taking advantage of the fact that all XPS spectra are referenced to the Fermi level, the
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position of the Fermi level in the band gap can also be determined. Knowing that when
two semiconductors are contacted the Fermi levels of the two must be aligned, there is a
need for a model of how this aects the alignments of the conduction and valence bands
at the interface.
4.3.1 Anderson's Rule
One widely used approach is known as Anderson's rule or the electron anity rule [133,
134]. This method states that the Fermi levels of the two materials align, while main-
taining the dierence in natural electron anity at the interface (Figure 4.3). This is
an extension of the local vacuum level principles discussed in section 2.1.2. The local
vacuum level for each material is a xed energy from its Fermi level and so to resolve the
discontinuity at the interface, this school of thought states that the local vacuum levels
experience band bending at the interface. The conduction band and valence band, being
dened in relation to the local vacuum level, also bend, however it is stipulated that
the dierence in electron anity between the two materials should remain xed. How-
ever, this approach does not take into account the role of charge transfer, orientation or
interface induced gap states upon contacting two materials. Therefore, if the two mate-
rials have signicantly dierent electronegativities or lattice spacing, this approximation
could dier signicantly from the real band alignment [134, 136, 137]. It also relies either
on some assumptions, or complex additional measurements to determine how the band
bending is distributed across the two sides of the interface. Either the band osets either
side of the interface could be measured directly which, as mentioned below, is achieved
with great diculty and eectively renders the Anderson rule redundant, or else complex
computational methods could be employed to calculate the band bending, which would
also require such levels of work as to defeat the objective of a simple prediction. It is
possible, however, to make an educated guess at the shape of the band bending through
knowledge of how depletion layers are formed and a good understanding of the materials
involved.
4.3.2 The Kraut Method
The alternative method used in this study, the Kraut method [131], uses a combination
of measurements to take into account the charge transfer across the interface between
two materials. First, the binding energy of high intensity core levels (ECL) and the
VBM (EV ) are measured for both materials in vacuum. Then a lm of one material is
deposited onto the other, thin enough that photoelectrons from the lower layer can still
escape and be detected during an XPS measurement. This allows an interface-sensitive
measurement in which peaks from both materials are resolved. Then by measuring the
separation between core levels in the two materials (∆ECL) and exploiting the fact that
the core level shift upon interface formation is equal to the shift in the valence and
conduction bands (|δECL| = |δEV | = |δEC |), the valence band oset between them can
be directly determined, as shown in Figure 4.4 and equations 4.1:
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Figure 4.3 Schematic diagram of how band alignments are predicted using
the Anderson rule with (a) showing the natural alignments referenced to the
vacuum level and (b) showing band alignment after aligning Fermi levels.
∆EV = (ECLB-EV B)− (ECLA-EV A)+∆ECL (4.1)
where A and B denote material A and material B and ∆ECL = ECLA - ECLB. The key
dierence between the Kraut method and Anderson's rule, therefore, is that Anderson's
rule is a prediction of the band alignment based on measurements of the separate mate-
rials, whereas the Kraut method is a direct measurement of the band oset albeit with
some simplications. The Kraut method approach is an abrupt interface approximation,
meaning that an abrupt transition from one material to the other is assumed and the
band bending is not measured. A drawback to this method, however, is sample prepa-
ration. As shown in Figure 4.6, the IMFP of a photoelectron is dependent on its kinetic
energy and, according to the Beer-Lambert law, 95% of the signal originates within three
IMFPs of the surface. Accordingly, the sampling depth of XPS is then roughly 10 nm,
and a lm thinner than this is required to carry out any Kraut method studies using
conventional lab-based XPS.
4.3.3 Choosing the Most Device Relevant Sample
Many of the recent advances in Sb2Se3 device performance have come via the use of CSS
or VTD of Sb2Se3 [37, 57, 67, 81]. CSS allows for the formation of large grain sizes
with good preferred orientation for carrier transport. However, deposition of lms thin
enough to carry out the Kraut method was not possible by CSS with complete coverage.
Any signicant loss in coverage would invalidate the Kraut method measurements due to
the presence of an unattenuated signal from the window layer interfering with the band
alignment measurement. There were numerous options for getting around this problem,
each with an element of compromise as summarised below.
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Figure 4.4 Schematic showing the band alignments measured by the Kraut
method where δ signies the band energy shift due to interface formation and
∆E signies the band osets.
Evaporated Films
An easy solution to the issue of CSS coverage would be to deposit Sb2Se3 by another
technique with more uniform coverage, such as thermal evaporation. However, devices
made using thermal evaporation (as covered in section 2.2.2) perform much worse than
those made via CSS. This could be a result of any of a number of potential dierences
in the lms or the material, such as crystallinity, crystal orientation, material purity or
stoichiometry. For whatever reason, the performance of thermally evaporated Sb2Se3
thin lm solar cells is some way below that of CSS lms (∼3-5% compared to ∼7%) and
therefore it was decided that a measurement of a CSS lm was required for relevance to
device performance progression.
Reverse Junction
Another solution that was considered for the measurement was to deposit a thin layer of
CdS or TiO2 onto a Sb2Se3 layer and measure the junction upside-down. Unfortunately,
however, this is complicated by the roughness of the Sb2Se3 surface when deposited
by CSS and when using FTO as the TCO layer, meaning that uniform layers with
good coverage are hard to achieve. There is also doubt over how representative this
measurement would be of the actual interface in a device given that CdS, TiO2 and
Sb2Se3 are deposited in dierent atmospheres, at dierent temperatures and for dierent
periods of time. All of these factors could aect the interface formation and so for a
device relevant measurement it is not ideal.
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Sputter Down
An often employed method of accessing these ultra thin layers is to deposit a thicker lm
and then use Ar+ ion sputtering to etch away layers of the material until only a thin layer
remains. There are two reasons that this method was not employed in this study. Firstly,
the very act of sputtering the surface away by bombarding it with Ar+ ions will alter
the surface structure and chemistry - the surface of a lm following sputtering is often
made amorphous and there is potential for certain elements to be preferentially removed
or for Ar to be implanted in the surface. Secondly, the roughness of the FTO TCO layer
used in device fabrication means that all the layers deposited (window layer and Sb2Se3)
have a distinct surface roughness as well. This means that a uniform sputtering of the
surface risks exposing the substrate at certain points while still having thick layers of
Sb2Se3 at other points (see Figure 4.5). Exposed regions of the window layer will interfere
with the attenuated signal of the window layer photoelectrons coming through the top
layer. This eect was observed when sputter depth proling was attempted using the
high-throughput XPS system at NSG Ltd.
(a) (b)
Figure 4.5 (a) A schematic depicting the rough nature of layers deposited
onto FTO and (b) an illustration of how this can lead to the layer below being
exposed while sputtering away the surface layer by layer.
Smoother Substrate
An obvious solution to the problem of sputtering down or of achieving good coverage
with CSS would be to use a smoother substrate than FTO. A smoother substrate would
likely aid in achieving good coverage with thin layers of CSS deposited Sb2Se3 as well as
enabling better use of the sputter down approach. However, the use of FTO layers as the
TCO layer is integral to the device making process, with the surface roughness aiding in
achieving the `upright' standing orientation of the Sb2Se3 grains. As discussed in section
2.2.2, this is crucial for producing high performance devices as well as being likely to
inuence the band alignment at the interface. Replacing the FTO layer would require
re-optimisation of the entire deposition processes for the window layer and Sb2Se3, a
process which could lead to signicant dierences between the measurement and the
high eciency devices produced by the group. The FTO layers currently used are also
industry standard layers produced by NSG Ltd.; lms which are used in products such
as the First Solar CdTe Series 6 module, and therefore replacing the layers with a less
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competitive and scalable product would be counter-productive [14]. Therefore, in the
interests of device relevance once again, this wasn't a favourable option.
The Solution
HAXPES, is a synchrotron based technique that uses hard x-rays of an energy anywhere
in the range of 2 eV to 20 keV. The increased x-ray energy allows for photoelectrons to
have a higher kinetic energy and therefore higher IMFP, meaning that electrons orig-
inating from deeper within a sample can be detected. Figure 4.6 shows the IMFP of
an electron moving through Sb2Se3 (as calculated by the TPP-2M equation [138]) with
respect to its kinetic energy. According to the Beer-Lambert law, 63% of the detected
signal will originate within one IMFP of the surface and 95% within three IMFPs of the
surface.
Figure 4.6 The inelastic mean free path of photoelectrons in Sb2Se3 with
respect to kinetic energy [138]. Black points show the kinetic energy of an
electron escaping the Sb 3d orbital for both conventional Al Kα XPS (1486.6
eV) and HAXPES (assuming a photon energy of 5921 eV) and the inset sketches
illustrate the relative probing depths of the two techniques.
The majority of the signal originates within one IMFP but the overall probing depth
(or the measurement's detection range) can be considered equal to three IMFPs. An elec-
tron excited from the Sb 3d orbital will have a kinetic energy of hν minus the binding
energy of ∼500 eV. For standard lab based XPS (hν = 1486.6 eV) this means an IMFP
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of ∼3 nm and a total probing depth of ∼9 nm, hence the requirement for Sb2Se3 lms
of 5 nm. The equivalent IMFP of an electron excited in HAXPES is ∼9 nm, meaning it
has a probing depth of nearly 30 nm. This signicantly increases the thickness of Sb2Se3
layer that can be used for the Kraut method. At a thickness of ∼20 nm, good cover-
age is achievable using CSS, allowing for Kraut method measurements of device-relevant
Sb2Se3.
This route comes with its own set of compromises much like the ones listed above.
The deposition of a 20 nm-thick layer meant using only the seed layer growth of Sb2Se3
from what is usually a two step process. This would be unavoidable however for any
method except the reverse junction method and given that the seed layer is the layer
that would form the initial junction with the window layer it was deemed an accept-
able compromise. The other compromise comes with the photoemission measurement
via HAXPES; while sensitive to photoeletrons from a greater depth, the HAXPES signal
would still be dominated by regions closer to the surface, meaning that the abrupt inter-
face approximation of the Kraut method becomes a greater consideration. Depending on
the degree of band bending and the depth over which it takes place, this approximation's
accuracy could vary. However. on the scale of a device with a combined thickness of over
2 µm, this measurement is still considered to be reasonably interface-sensitive.





There have been numerous investigations of band alignments between Sb2Se3 and po-
tential partner materials. However, these studies have mostly be done on novel window
layers such as ZnS, CdxZn1-xS and CdS:O [89, 139, 140]. The band alignment of Sb2Se3
and CdS has been reported, once via the Kraut method and once via natural alignment
measurements. In a study by Li et al., the band alignment between CdxZn1-xS and
Sb2Se3 was measured for various concentrations of Zn, with CdS without Zn being one
of the samples measured. These band alignments were measured via the Kraut method,
however the Sb2Se3 lms deposited had a thickness of 60-80 nm, meaning that in order
to carry out the Kraut method they will have had to be thinned, presumably via Ar+
ion sputtering. It is also signicant that the measurements were carried out on a sample
in a substrate solar cell conguration, with the Sb2Se3 (deposited onto Mo) acting as
substrate to the CdS. The result of the measurement was a valence band oset of -1.28
eV which, as will be shown later, matches well with the results of this work.
In another study, by Wang et al., the natural band alignments of Sb2Se3 were mea-
sured using UPS, claiming an IP of 4.93 eV [45]. This was aligned with the natural
alignments of TiO2 and CdS in a stacked structure with CdS acting as an interlayer be-
tween TiO2 and Sb2Se3. However, the natural alignments of TiO2 and CdS were taken
from the literature of work with quantum dots and nanorods, meaning that there is no
guarantee that these values are representative of thin lms. Furthermore, the alignment
of a TiO2/CdS/Sb2Se3 stack does not provide the information desired on the relative
merits of CdS and TiO2 as window layers independently. Ou et al. also measured natu-
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ral band alignments of Sb2Se3 using UPS, and they also measured the natural alignments
of CdS (similarly to Li et al.) as a starting point for varying concentrations of CdS:O.
These measurements yielded ionisation potentials of 5.01 eV and 6.34 eV for Sb2Se3 and
CdS respectively. However this study did not use Anderson's rule as in this work, using
a dierent, unspecied method to draw the band alignment [139].
The Kraut method, too, has been used to measure the band alignments of Sb2Se3.
However, this was a study of the band alignments between Sb2Se3 and ZnS, a material
that has never seen great success as a window layer for Sb2Se3 solar cells [140]. This
study used the Kraut method to great eect, depositing `wedges' of ZnS onto Sb2Se3
and measuring dierent points along the thickness gradient. This allowed the band oset
to be measured at multiple thicknesses of Sb2Se3 and thereby the band bending could
be plotted. This is similar to other approaches in which layers of a material can be de-
posited sequentially in situ with photoemission measurements taken for each increasing
thickness and the band bending plotted [141]. However, while incredibly powerful as a
methodology, there are limitations to the device relevance of such experiments. Wedges
of Sb2Se3 could not be deposited by CSS due to the unique geometry of the technique.
Meanwhile, only a limited number of deposition methods could be used to deposit thin
lms and carry out photoemission measurements without breaking vacuum (in this case
sputtering was used) and CSS and VTD in particular would be extremely dicult to con-
nect to a vacuum transfer system. Without this vacuum transfer system, the lms would
be exposed to atmospheric conditions in between measurements, which would introduce
surface contamination to the bulk. Additionally, the use of sequential depositions can
have implications for the lm quality, crystallinity and contamination levels. Neverthe-
less, this study was a very interesting use of the Kraut method's principles and proved
beyond doubt that ZnS would not make a suitable window layer partner for Sb2Se3 due
to the large spike-like CBO.
Finally, a recent paper published after the submission of this work for publication
measured the band osets between Sb2Se3 and three dierent window layers (CdS, ZnO
& TiO2) achieved results that were broadly consistent with the results of this work [142].
A negative conduction band oset between TiO2 and Sb2Se3 was consistent with our
results but dierent in magnitude to the one measured in this work due to the in-situ
measurement carried out having the capability to measure the band bending. However,
the VBO result was very similar to the result of this work when predicting the nature
of the band bending as discussed later (and shown in Figure 4.14b). The conduction
band oset between CdS and Sb2Se3 was measured to be a small spike-like oset, again
consistent with the results of this work.
While there are very few cases of dedicated band alignment studies of Sb2Se3, there
are many cases of band alignments being proposed as an explanation for some device
performance characteristic. However, these alignments are based on unconnected natural
alignment measurements and line-ups without rigorous consideration for the complex
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processes that occur upon contacting two materials [57, 80]. A recent review paper on
voltage losses in antimony chalcogenides identied interface recombination losses as a
signicant barrier to achieving high device eciencies, highlighting the importance of
studies such as this [143]. This study provides in depth and rigorous consideration for
the complexities of band alignment measurements while maintaining a rm connection
to practical device applications throughout.
4.4 Methods
4.4.1 Film Deposition
CdS lms were deposited onto TEC10 uorine-doped tin oxide (FTO) coated glass sub-
strates (supplied by NSG Group) by RF-magnetron sputtering at 60 W, 5 mTorr of Ar
gas and a substrate temperature of 200◦C for 24 minutes. The CdS lms were ∼80
nm thick as determined by an Ambios xp200 prolometer. Anatase TiO2 lms were
deposited by a two step process; rst an RF-magnetron sputtered lm was deposited at
room temperature at 150 W and 5 mTorr for 30 minutes, and secondly an established
spin casting process [144] was carried out for a total lm thickness of ∼60 nm.
Sb2Se3 lms were deposited by CSS at a source temperature of 390
◦C with substrate
heating at 330◦C and a base pressure of ∼0.05 Torr. Interfacial lms for band align-
ment measurements were deposited for only 30 seconds in order to achieve a lm thin
enough to carry out the Kraut method (∼20 nm). For the `bulk' samples, a thicker layer
(∼50 nm) was deposited so that the signal from the layer beneath was not seen in the
HAXPES measurements. Detailed structural characterisation (including cross-sectional
transmission electron microscopy and x-ray diraction) of similar lms can be found in
the work by Williams et al [75].
4.4.2 Photoemission
HAXPES measurements were carried out at the I09 beamline at Diamond Light Source,
Oxfordshire, UK. The experimental setup is described in detail in section 3.2.7. Lab-




Initially, the ionisation potential and work function of Sb2Se3, CdS and TiO2 lms that
were deposited under the same conditions used for fabrication of devices were measured
[57, 81]. Figure 4.7 shows the SEC and VBM of TiO2, CdS and Sb2Se3 that are used
to measure the valence band and Fermi level positions of each material with respect to
the the vacuum level. Each cut-o was tted with a linear t. As can be seen in Figure
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4.7, while the gradients naturally vary between the samples, there are no unusual shapes
to any of the cut-os. The `foot' of the TiO2 SEC is slightly more pronounced than the
others, however this has been accounted for by tting the straight line to the steepest
part of the edge.
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Figure 4.7 Secondary electron cut-o and valence band maximum obtained by
XPS for `bulk' samples of (a) TiO2, (b) CdS and (c) Sb2Se3 with linear ts.
Using the data from Figure 4.7 and literature band gap values [54, 145147], the EA
of each material can be inferred and subsequently a band diagram drawn (Figure 4.8a).
The materials in question are well studied and therefore reliable and consistent values
for their band gaps can be found from previous studies. From Figure 4.8a, it can be
seen that all three materials are n-type. The n-type conductivity of Sb2Se3 is a result of
the presence of chlorine impurities in the purchased source material. These impurities
are unintentional contaminants in standard high purity Sb2Se3 granules, however the
manufacturer's guarantee of purity accounts only for metallic impurities. This makes the
Sb2Se3 lms studied in this work dierent from many reports of Sb2Se3 in the literature.
However, these lms have still been used in high eciency devices [37, 81]. A more de-
tailed discussion of n-type Sb2Se3 as well as the formation of an isotype heterojunction
between Sb2Se3 and an n-type window layer partner is provided by Hobson et al. [62]
and in Chapter 5.
Figure 4.8b shows the alignment between Sb2Se3 and TiO2 and between Sb2Se3 and
CdS if the Fermi levels are aligned according to Anderson's rule. According to this
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Figure 4.8 (a) Natural Alignments of Sb2Se3 (grey) alongside TiO2 (blue)
and CdS (orange) with the Fermi levels aligned. (b) Band alignments when
the Fermi levels of the window layers are aligned with that of Sb2Se3. The
band gaps used for TiO2, Sb2Se3 and CdS were 3.2 eV, 1.18 eV and 2.45 eV
respectively.
between CdS and Sb2Se3 and a smaller spike of 0.11 eV between TiO2 and Sb2Se3. The
bulk band positions of each material are determined from Figure 4.8a and are shifted
up/down to align the Fermi levels. Band bending is then incorporated to resolve the
discontinuity. An assumption has to be made regarding the distribution of the band
bending - in this case it is almost entirely in the Sb2Se3 given that the majority of the
band bending will occur in the material with the lowest carrier density [137] and that
Sb2Se3 is known to undergo signicant band bending at the surface [62]. However, the
distribution of the band bending does not aect the oset itself, which is dependent on
the dierence in EA. Other interpretations of the distribution of band bending on either
side of the interface could be argued but would, in most cases, have little bearing on the
overall result. From this it would appear that Sb2Se3 and CdS have a good alignment for
eective carrier transport in a PV device - a small spike up to 0.4 eV is widely considered
to be conducive to achieving high eciencies [127, 148, 149] by maximising available
voltage and minimising the chance of recombination while maintaining a CBO small
enough for carriers to overcome.
4.5.2 Band Oset Measurements
The Kraut method approach takes into account the charge transfer between the two
materials by directly measuring the interface between them. In this study, HAXPES
was used in order to enhance the IMFP of the photoemitted electrons, thereby allowing
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Figure 4.9 Sample set used for Kraut method band oset measurements along
with quantities measured from each one: (a-c) show `bulk' samples of (a) CdS,
(b) TiO2 and (c) Sb2Se3, and (d-e) show `interfacial' samples of (d) Sb2Se3 on
TiO2 and (e) Sb2Se3 on CdS.
us to measure band alignments with a thicker layer of Sb2Se3 (∼20 nm). Figure 4.10
shows the photoemission data collected for the band alignment between Sb2Se3 and ei-
ther CdS or TiO2 (sample set shown in Figure 4.9). In Figures 4.10a-c the survey scans
for TiO2, CdS and Sb2Se3 respectively are shown including insets of the detailed valence
band scans used to determine VBM positions for each material. Figures 4.10d & 4.10e
show survey scans of the interfacial samples with insets showing the separately measured
core levels from the window layers. In the original survey scans, the core level signals
from the substrates were especially weak but distinctly visible. Only the strongest core
level from the substrate material was resolvable however. Figures 4.11, 4.12 & 4.13 show
the core level and valence spectra from TiO2, CdS and Sb2Se3 used for the Kraut method.
The VBOs were obtained using a number of characteristic Sb2Se3 peaks (Sb 3d, Sb
4d and Se 3d) but only one window layer peak was used as only the most intense one was
resolvable (Cd 3d & Ti 2p) due to the attenuation of the window layer photoelectrons by
the Sb2Se3 overlayer. The results of the band alignment measurement depend strongly
on the positions of the core level peaks which, as discussed in section 3.2.6, can vary
signicantly with dierent tting procedures. For both CdS and TiO2, the tting proce-
dure was very straightforward as only one Cd and Ti species was present in the core level
spectra (Figure). However, as discussed in detail in Chapter 6, Sb2Se3 is prone to surface
oxidation and this Sb2O3 signal, as well as the accompanying O 1s peak, interferes with
the Sb core level spectra. Therefore, careful tting is required to ensure accurate core
level positions are determined.
The tting of the Sb 3d region is complicated by the presence of the O 1s peak at
88
1 0 0 0 9 0 0 8 0 0 7 0 0 6 0 0 5 0 0 4 0 0 3 0 0 2 0 0 1 0 0 0








B i n d i n g  E n e r g y  ( e V )
T i  2 p 3 / 2 V B M
( E BC L -  E BV )( a )
V B M
1 0 0 0 9 0 0 8 0 0 7 0 0 6 0 0 5 0 0 4 0 0 3 0 0 2 0 0 1 0 0 0









B i n d i n g  E n e r g y  ( e V )
S b  3 d 5 / 2 V B M
( E AC L -  E AV )
V B M








B i n d i n g  E n e r g y  ( e V )
C d  3 d 5 / 2 V B M
( E BC L -  E BV )( c )
V B M
1 0 0 0 9 0 0 8 0 0 7 0 0 6 0 0 5 0 0 4 0 0 3 0 0 2 0 0 1 0 0 0









B i n d i n g  E n e r g y  ( e V )
( ∆ C L )
T i  2 p 3 / 2S b  3 d 5 / 2
T i  2 p 3 / 2
1 0 0 0 9 0 0 8 0 0 7 0 0 6 0 0 5 0 0 4 0 0 3 0 0 2 0 0 1 0 0 0









B i n d i n g  E n e r g y  ( e V )
C d  3 d 5 / 2S b  3 d 5 / 2
( ∆ C L )
C d  3 d 5 / 2
Figure 4.10 HAXPES data used to calculate band osets. (a-c) show survey
scans of `bulk' (a) TiO2, (b) Sb2Se3 and (c) CdS with separately measured
VBMs shown in insets. (d-e) show the `interfacial' samples of (d) Sb2Se3 on
TiO2 and (e) Sb2Se3 on CdS with the separately measured core level peaks
from the substrates shown in the inset.
a very similar binding energy, but can also be helped by the tting of the Sb 4d region
which does not overlap with any other core levels. Upon examination of the spectrum
in Figure 4.11g it was evident that some additional intensity was required beyond the
single Sb 4d doublet and this was accounted for by adding an additional Sb 4d doublet.
The doublet separation was constrained for both doublets to 1.24 eV, consistent with lit-
erature reports [111] and the intensity of the Sb 4d5/2 components constrained to be 1.5
times the intensity of the Sb 4d3/2 components. The addition of the doublet to higher
binding energy accounted for the additional intensity and the position relative to the
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Sb2Se3 doublet was consistent with that of Sb2O3.
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Figure 4.11 (a-c) Valence band and (d-f) core level XPS spectra taken from a
`bulk' (a & d) TiO2 sample, (b & e) CdS sample and (c & f) Sb2Se3 sample.
No secondary chemical environments are present in the (d) Ti 2p and (e) Cd 3d
spectra and the positions are in good agreement with those expected for TiO2
and CdS [111]. The (f) Sb 3d and (g) Sb 4d regions show small contaminant
signals known to indicate the presence of slight surface oxidation [37, 39, 80].The
(h) Se 3d core level shows no secondary chemical environments. The positions
are consistent with those expected for Sb2Se3 & Sb2O3 [37, 111].
Based on this tting then, the same Sb2Se3 and Sb2O3 doublets could be included
in the Sb 3d core level region (Figure 4.11f) with the addition of an O 1s peak. Once
again the doublet separations and intensity ratios were constrained as set out in section
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3.2.6. Due to the presence of only two components in the higher binding energy core
level region and the applied constraints, this is expected to control the intensity ratios
of the Sb2Se3 and Sb2O3 components, leaving the tting program (CasaXPS) to x the
O 1s contribution to account for the missing intensity in the lower binding energy peak.
The ratios between the Sb2Se3 and Sb2O3 are consistent with those seen in Figure 4.11g,
however these ratios cannot be constrained due to the dierent depth sensitivity of the
dierent core level regions.
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Figure 4.12 (a) Ti 2p, (b) Sb 3d, (c) Sb 4d and (d) Se 3d core level HAXPES
spectra taken from an interfacial Sb2Se3-on-TiO2 sample. The Sb 3d and 4d
regions show contaminant signals known to indicate the presence of slight surface
oxidation [37, 39, 80]. The positions are consistent with those expected for
Sb2Se3 & Sb2O3 [37, 111].
The tting of the Sb regions in Figures 4.12b and 4.12c and Figures 4.13b and 4.13c
are consistent with the tting in Figures 4.11f and 4.11f and support the conclusions of
the tting due to the much more prominent Sb2O3 contribution. The energy separa-
tion between Sb components originating from Sb2Se3 and Sb2O3 is consistent across all
samples. The Sb 4d region in Figure 4.13c possesses a small contribution attributed to
metallic Sb which was included in order to improve the agreement between envelope and
data but did not measurably change the positions of the other two components. It is not
included in the Sb 3d region as the other two components were so intense as to obscure
any measurable signal from this metallic component. It is also worth noting the unex-
pectedly intense contribution of Sb2O3 to the spectra in Figure 4.13. This is not ideal but
is not expected to impact the results of the Kraut method at the heterojunction interface
because the Sb2O3 is known to grow on the surface as a separate layer and the signal from
the Sb2Se3 is distinct and intense enough to still carry out the Kraut method calculations.
Finally, the choice of background model will be discussed. The Shirley background
is a popular and widely used method of subtracting the inelastically scattered electron
background in XPS spectra. For the majority of the peaks tted in this work the use of
a Shirley background (or on occasion, an convolution of linear and Shirley background)
is used appropriately to match the background proles on either side of the core level
peak. However, in Figures 4.11h, 4.12d, 4.13a and 4.13d the background signal can be
seen to increase towards lower binding energy. This is not the type of background that a
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Shirley background is designed to model, given that the inelastically scattered electron
background is generally observed to increase towards higher binding energy. In the case
of Figures 4.11h, 4.12d, and 4.13d this discrepancy is known to be due to the Se 3d peak
sitting atop a plasmon loss signal from the Sb 4d peaks (as discussed in detail in Chapter
5) and the Shirley background seems to accurately t the rising slope of the loss signal.
However, in the case of Figure 4.13a, to the best of our knowledge there is no reason
for the background to be increasing in this region. It is likely that this phenomenon
is a result of the dierence in background proles between HAXPES and conventional
lab-based XPS (for which the Shirley background function was designed. In HAXPES
the photoelectrons have a much higher kinetic energy and therefore a much lower proba-
bility of inelastic scattering. For this reason, there is not the same characteristic step in
background intensity to the higher binding energy side of core level peaks. Ultimately,
the nature of the background does not alter the peak positions in any of these four core
level regions and therefore it was decided to proceed with the unusual inclining Shirley
background.
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Figure 4.13 (a) Cd 3d, (b) Sb 3d, (c) Sb 4d and (d) Se 3d core level HAXPES
spectra taken from an interfacial Sb2Se3-on-CdS sample. The Sb 3d and 4d
regions show signicant contaminant signals known to indicate the presence
of surface oxidation [37, 39, 80] as well as a very small signal attributed to
metallic Sb [37, 111]. Despite the relative size of these peaks, due to the nature
of photoemission data acquisition it is expected that the oxidation is a thin
surface layer. The positions are consistent with those expected for Sb2Se3 &
Sb2O3 [37, 111].
Figure 4.14a shows the band osets drawn from the VBOs measured by the Kraut
method using HAXPES of Sb2Se3 on both CdS and TiO2. In the Kraut method ap-
proach, no bulk band positions are measured and the osets acquired are representative
of the interface only. The values presented in this work are an average of the VBOs
calculated from the dierent core levels - the full breakdown of values is included in
Table 4.2. The Sb2Se3/CdS interface has a small CBO of -0.01 eV. The band alignment
between Sb2Se3 and TiO2 corresponds to a large cli-like CBO of -0.82 eV. These appear
signicantly dierent to the natural alignment results at rst glance. However, before the
two measurements can be compared, the impact of the assumptions and approximations
involved in the two approaches must be considered.
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Sample Peak Energy (eV)




TiO2 Ti 2p3/2 459.49
VB 3.76
CdS Cd 3d5/2 405.72
VB 2.36








Table 4.1 Core level and valence band positions for each sample measured
using HAXPES for Kraut method calculations.
Interface Peaks used VBO (eV)
CdS/Sb2Se3 Cd3d5/2 + Sb3d5/2 -1.25 ± 0.14
Cd3d5/2 + Se3d5/2 -1.29 ± 0.14
Cd3d5/2 + Sb4d5/2 -1.31 ± 0.14
TiO2/Sb2Se3 Ti2p3/2 + Sb3d5/2 -2.81 ± 0.14
Ti2p3/2 + Se3d5/2 -2.87 ± 0.14
Ti2p3/2 + Sb4d5/2 -2.87 ± 0.14
Table 4.2 Calculated valence band osets for dierent core level peak combi-
nations.
It is of interest to note that the dierences in the calculated valence band oset from
dierent Sb2Se3 core levels, while small, follow a trend. The calculated VBO is greater
for peaks of decreasing binding energy. As mentioned in section 3.2, the depth proling
ability of photoemission measurements is greater for peaks of lower binding energy, and
therefore we can assume that the VBO calculated using the Se3d5/2 peak will represent
an aggregate depth nearer to the interface than a VBO calculated using the Sb3d5/2 core
level. This trend in fact contradicts the direction of band bending given by Anderson's
rule. Given that the dierences in calculated VBO are small enough to be within error,
this trend could be dismissed simply as an artefact of the measurement.
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Figure 4.14 (a) Band osets measured via the Kraut method using HAXPES
and (b) natural alignments calculated by Anderson's rule (Figure 4.8b), with
red and green circles indicating the equivalent regions probed by the Kraut
method in window layer and Sb2Se3 respectively.
4.6 Discussion
The measurement of the band osets via the Kraut method assumes at bands and an
abrupt junction. However, we must consider which regions of the interface contribute
most strongly to the photoemission spectra. From the weakness of Ti 2p signal from the
TiO2 layer in Figure 4.10d (and similarly for Cd 3d from the CdS), it is clear that only a
very thin part of the window layer would be detected, right at the interface with Sb2Se3
(red circles in Figure 4.14b). Fortunately, the Cd 3d and Ti 2p core levels have a very
similar binding energy, therefore there is no need to consider any dierence in depth pro-
ling between the two peaks For the Sb2Se3, we can be sure that the bulk band position
(green circles in Figure 4.14b) will dominate the signal considering that, as shown in Fig-
ure 4.6, the Beer-Lambert law dictates that 63% of the signal will originate from the top
9 nm. This leads us to assume that the most relevant comparison between the natural
alignments and the Kraut method is as depicted in Figure 4.14b. Figure 4.14b shows
the same data as presented in Figure 4.8b, with coloured circles to indicate the equiva-
lent regions that would be probed by the Kraut method. The predicted osets (CBOP
and VBOP) presented in Figure 4.14b show the energy separation between these cir-
cled regions of the Sb2Se3 and respective window layers, for easy comparison with Figure
4.14a. Therefore the predicted band osets quoted in Figure 4.14b are not measured, but
are rather a projection of what the interface predicted by Anderson's rule (Figure 4.8b),
in the absence of interface charge transfer, would yield if measured via the Kraut method.
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Based on this assumption, comparing Figures 4.14a and 4.14b we can see that for
the CdS/Sb2Se3 interface there is very good agreement between the Kraut method and
Anderson's rule. This strengthens the conclusion that CdS and Sb2Se3 have excellent
band alignments for good device performance in photovoltaics and suggests that the
band alignment between CdS and Sb2Se3 predicted by Anderson's rule is an accurate
prediction of the true band alignment. However, for the TiO2/Sb2Se3 interface, there
is a signicant dierence between VBO and CBO given by the Kraut method and the
modied Anderson's rule results. Even when taking into account the dierences between
the two approaches regarding band bending (Figure 4.14b), the predicted oset (CBOP)
between the at band position in the Sb2Se3 and the edge of the TiO2 band is only -0.18
eV in the modied Anderson model, compared to a CBO of -0.82 eV measured by the
Kraut method. According to the Kraut method here, even with an equivalent amount
of band bending as predicted by Anderson's rule, the CBO would actually be cli-like
at the interface (Figure 4.14a), rather than the 0.11 eV spike predicted by Anderson's
rule (Figure 4.8b). This suggests that there is a large degree of charge transfer upon
contacting which increases the VBO (and CBO) from the natural value. The existence
of a cli-like oset is supported by the observation of a similar alignment for Sb2S3 and
TiO2 reported elsewhere [150].
There is a signicant dierence in how closely matched the natural alignment and
Kraut method results are for Sb2Se3/CdS and Sb2Se3/TiO2. For the Sb2Se3/CdS in-
terface, the dierence is minimal. The similitude of sulphur and selenium as anions in
terms of both valency and electronegativity could play a part in this. While the elec-
tronegativity of all three cations (Ti, Cd and Sb) are all reasonably similar (1.54, 1.69
and 2.05), the electronegativity of O (3.44) is far greater than that of S and Se (2.58
and 2.55), for which it is almost equal [151153]. This means that CdS and Sb2Se3 will
possess more covalent bonding than TiO2 which would be expected to have more ionic
bonding. A smaller ionicity dierence between the two contacted materials means less
charge transfer upon contacting and a smaller interface dipole [151, 154].
From a device performance perspective, the results of the band alignment measure-
ments show that the CdS/Sb2Se3 interface has a better alignment than TiO2/Sb2Se3 -
according to the Kraut method, TiO2 would form a large cli-like barrier at the interface
with Sb2Se3, leading to a limited available voltage from these kinds of devices. CdS,
however, has a conduction band which is perfectly aligned with the conduction band of
Sb2Se3, showing that this would provide a near-perfect window layer partner, at least
in terms of band alignment - a small interfacial spike between 0.3 eV and 0.4 eV has
been shown to be ideal for PV devices with materials such as CZTS and CdTe [127,
148, 149]. Additionally, the dierence between the natural alignment and Kraut method
osets presents some interesting insights into the formation of these interfaces.
Interestingly, however, CdS-based devices do not necessarily perform better than
TiO2-based devices. It has been shown by our group previously that for Sb2Se3 lms
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grown by CSS, the devices utilising a CdS window layer perform very poorly compared
to those using TiO2 [57]. Phillips et al. reported a power conversion eciency of only
1.44% for a CdS-based device compared to 5.48% for a TiO2-based device. While the
Voc and FF were somewhat lower for CdS (0.42 V & 45.48%) than for TiO2 (0.45 V
& 48.96%), the most signicant dierence was in the Jsc: only 7.57 mA.cm−2 for CdS
compared to 25.44 mA.cm−2 for TiO2. This is the opposite of what would be expected
from the band alignments measured in this study - the cli-like oset of the TiO2/Sb2Se3
interface would be expected to cause a lower Voc than CdS/Sb2Se3, and the small CBO
of the CdS/Sb2Se3 lead to a very good current. This discrepancy is attributed to in-
terdiusion of the anions, S and Se, across the interface during the high temperature
growth stage of the Sb2Se3 devices, a process which leads to the formation of a CdSe
layer in between the Sb2Se3 and CdS. [57] This is evidenced by time-of-ight secondary
ion mass spectrometry (see Figure 4.15) and external quantum eciency measurements
by Phillips et al. [57] and signicantly reduces the eciency of the carrier transport from
absorber to window layer (the intermixing is not present in the samples used for the band
alignments measurements, as discussed below). This is further illustrated by Williams et
al. where the overlapping presence of Cd, S and Se at the interface, as well as the possible
presence of metallic Sb is shown with cross-sectional transmission electron microscopy
with elemental mapping (see Figure 4.15) [75]. The implication of this is that it may be
possible to achieve a superior device performance if the interdiusion can be prevented in
such a way that the favourable band alignment between CdS and Sb2Se3 can be retained.
Figure 4.15 (a) shows the cross sectional TEM with EDX mapping of an
interface between CSS deposited Sb2Se3, and CdS, taken with permission from
Williams et al. [75]. (b, c) show the SIMS depth prole of (b) CSS and (c)
evaporated Sb2Se3 on CdS, reproduced with permission from Phillips et al.
[57].
While the intermixed region is usually present in the working devices using CdS, it
is noted here that intermixing is not expected to occur in the samples presented here.
Ideally this would be evidenced through the use of cross sectional techniques such as
transmission electron microscopy (TEM) with energy dispersive x-ray (EDX) mapping,
96
but this was not available at the time of writing. There are a number of reasons to
assume that no intermixing will take place, however. Sb2Se3 lms deposited by CSS for
devices are made via a two step process, an initial step at lower temperature to lay down
a seed layer and then a longer, higher temperature deposition in order to achieve a good
grain size/structure. Interfacial samples were deposited using the conditions used for the
seed layer, given that this is the layer that forms the initial interface with the window
layer. This deposition was therefore carried out at a lower temperature to the full thick-
ness lms, which will have reduced the probability of intermixing. It also lasted only 30
seconds, to achieve such a thin layer, leaving very little time for signicant intermixing
to occur. The photoemission data was studied carefully for any evidence of chemically
shifted CdSe or Sb2S3 core level components but none were observed, supporting the
conclusion that if any intermixing did occur, it was not at a level high enough to be
detected by XPS.
It is noteworthy here that the current record eciency for any Sb2Se3 solar cell is held
by Li et al. [43], and that in their study, a thin TiO2 interlayer deposited by atomic layer
deposition was used between CdS and Sb2Se3 to block a similar interdiusion process.
While it must be acknowledged that the devices made by Li et al. contained a number of
dierences from the standard Sb2Se3 device structure considered in this work (the use of
a substrate conguration and a nanorod structure among them), it is promising to the
conclusions of this work that to the best of our knowledge the only study in which steps
have been taken to prevent the interdiusion between CdS and Sb2Se3 has achieved such
outstanding performance. A similar approach was briey attempted during the course
of this project - ultra-thin layers of TiO2 and Al2O3 were deposited by atomic layer
deposition (ALD) onto CdS window layers before deposition of Sb2Se3 by CSS. This was
not immediately successful, with optimisation of the Sb2Se3 deposition conditions for the
altered substrate not carried out in full. It is entirely possible that this approach could
still provide success with more in-depth research into the best parameters for depositing
the ALD layers and subsequent CSS deposition. It is postulated that the band alignments
between TiO2 and Sb2Se3 are a limit to the potential eciency of Sb2Se3 devices that
use TiO2 as a window layer. Furthermore, by utilising CdS as a window layer (while
blocking interdiusion with an interlayer thin enough not to interfere signicantly with
the band alignments), the eciencies of Sb2Se3 solar cells could be improved beyond
10%.
4.7 Conclusion
In this work photoemission techniques were used to thoroughly study the band align-
ments between Sb2Se3 and two of its most commonly used window layers - CdS and
TiO2. Two methods were used - Anderson's rule and the Kraut method - and the results
compared. Consideration was given to the merits and limiting factors of both methods
and this was used to inform comparison of the two results.
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The result of natural alignment measurements showed CdS and Sb2Se3 to have a
small CBO of 0.36 eV, while the Kraut method gave a practically at oset of -0.01 eV.
A small spike in the conduction band oset is considered ideal for PV applications and
at bands are also a favourable outcome, because there is no barrier to carrier trans-
port, without signicant loss of built-in voltage. This is a positive result for CdS as a
window layer in band alignment terms, however the use of CdS has caused problems
due to the interdiusion of anions across the interface when depositing at high tempera-
tures. Alterations to the deposition temperature have unfortunately yielded poor grain
size and orientation. The band alignments being favourable encourages research into
blocking this interdiusion, potentially using a blocking layer thin enough for carriers to
tunnel through. Alternatively, investigating dierent structures in which materials with
very similar band alignments to CdS are used might yield promising results, or dierent
congurations in which CdS could be deposited onto Sb2Se3 so as to avoid interdiu-
sion. Both the use of an interlayer and a substrate conguration have achieved success
in achieving the current record eciency for Sb2Se3 cells [43].
The natural band alignment and Anderson's rule interpretation of the TiO2 and
Sb2Se3 interface predicted a spike-like conduction band oset of 0.11 eV, in the optimal
range for PV performance. However, this result was contradicted by the Kraut method
results, which showed a cli-like oset of -0.82 eV. The discrepancy can be attributed to
signicant charge transfer upon interface formation, due to the dierent electronegativi-
ties of the two materials, something which is not the case between CdS and Sb2Se3. The
results suggest that while CdS has an optimal band alignment with Sb2Se3, TiO2-based
devices are likely limited by a cli-like oset leading to recombination and a limited
built-in voltage. While some groups prefer to use TiO2 as a window layer due to the lack
of interdiusion, these results indicate that a better window layer could likely be found








Lone Pairs, Band Alignments and
Surface Band Bending
Parts of this work are published as:
C. H. Don & H. Shiel et al., Sb 5s2 lone pairs and band alignments of antimony
selenide: a photoemission and density functional theory study, Journal of Materials
Chemistry C 8, 36, (2020); DOI:10.1039/D0TC03470C
5.1 Introduction
In this work, the primary aim is to obtain a better understanding of the fundamental
natural band alignment of Sb2Se3. In Chapter 4, the band osets at the interface be-
tween Sb2Se3 and its window layer were measured and it was shown how they dier
from the band osets predicted from natural band alignments measurements of Sb2Se3.
Nevertheless, these natural band alignments play a crucial role in determining the band
osets. The electron anity and ionisation potential are key quantities used in screening
for suitable absorbers for PV and the nature of the surface band bending plays a key
role in the formation of band discontinuities at a heterojunction. It is therefore useful
to understand the factors that determine these quantities. The distorted structure of
Sb2Se3, such an important part of its success as a PV material and the challenges to
its fabrication, is also rooted in its electronic structure. In this Chapter, the electronic
structure of the valence orbitals in Sb2Se3 will be explored in depth - how it is inuenced
by the bulk doping level and how it plays a key role in determining the distorted structure
of Sb2Se3.
This Chapter is split into two parts. In the rst part, a combination of photoemis-
sion data and DFT calculated DOS is used to investigate the electronic structure of the
valence band in Sb2Se3 and the presence of a stereochemically active lone pair of elec-
trons is evidenced. In the second part, the surface band bending of the valence band is
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investigated by using a combination of dierent photoemission techniques and Python
modelling of the surface space charge layers. This study is carried out for two types of
Sb2Se3 - one doped with chlorine with n-type conductivity and the other doped with tin
with p-type conductivity.
5.2 Part 1 - Lone Pairs
The aim of this study is to show experimentally the presence of a stereochemically active
lone pair orbital at the valence band edge of Sb2Se3 (which has been predicted by theory
[155]), and how this inuences the ionisation potential and natural band alignment of the
material. The study was carried out on highly-oriented bulk crystals of Sb2Se3 grown
by a melt growth technique. The use of these bulk crystals allowed for in situ cleaving
or exfoliation to remove surface contaminants and to reveal a pristine surface with one
dominant orientation. This allows for an investigation of the fundamental properties of
Sb2Se3 without the complication of contamination from the device making process, mixed
orientations or any other device related factors. The inuence of surface contamination
on the valence band spectra is also shown. The dierent photon energies of HAXPES
(hν = 5.921 keV) and XPS (hν = 1.487 keV) are used to discriminate between dierent
orbitals within the valence band when comparing to density functional theory (DFT)
calculations. The ionisation potential was measured using traditional lab-based XPS of
the valence band and secondary electron cut-o.
5.2.1 Background
The Stereochemically Active Lone Pair
The physical properties of any material are strongly inuenced by its electronic structure.
This in turn is intertwined with the chemical bonding of the compound, something which
also determines its electronic properties. The chemical bonding environment therefore
lies at the root of all understanding of a material's properties. One such example of this
is the case of lone pair materials. A lone pair refers to a pair of valence electrons that
do not play a role in chemical bonding. This allows the element containing the lone pair
to occupy a valence state two lower than its natively expected state. However, some
lone pairs are known to be strereochemically active (meaning that they play a role in
determining the crystal structure), despite being inactive in bonding. A brief overview
of stereoactive lone pair theory (both classical and revised) will be provided below. For
a fuller discussion see works by Dunitz et al. [156] and Walsh et al. [51].
The Classical Model
In the classical model laid out by Dunitz and Orgel in 1960, the lone pair is formed
of non-bonding cation s and p orbitals. Due to the dierent parity of these orbitals,
mixing cannot occur on cation sites with inversion symmetry, and the structure must be
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distorted for the hybridisation to be allowed. This explains the distorted structures of
lone pair containing materials - electron repulsion causes the structure to be deformed
which leads to s-p hybridisation becoming allowed between the cation orbitals. The dis-
torted structure is stabilised by the lowering of the energy of the system via a pseudo
Jahn-Teller eect. However, this model does not explain why some lone pair containing
materials (such as Sb2Te3, PbS and SnTe) do not show a distorted structure. It also fails
to account for cases in which the cation s and p orbitals are well separated energetically,
which should prevent mixing from occurring [156].
The Revised Model
It was generally accepted that the classical model for stereochemically active lone pairs
was incomplete, and in 2011 the revised lone pair model was presented [51], based on
work by A. Walsh, G. W. Watson and S. C. Parker on PbO and SnO, two materials
that have polymorphs with distorted and undistorted structures [157160]. Through
DFT calculation of both distorted and undistorted structures of these two materials,
they showed that the cation ns2 valence electrons were in fact not chemically inert, and
interacted strongly with the anion valence p orbitals to form bonding and anti-bonding
states. These states would appear at the bottom and top of the valence band, respec-
tively, and contradict the classical model of a non-bonding lone pair of electrons. The
distortion of the lattice is the result of a subsequent mixing of the anti-bonding state with
the unoccupied cation p state (see Figure 5.1b). This provides a stabilising eect for the
occupied states. Without lattice distortion there would not be a net stabilising eect for
the p orbitals and the hybridisation would be crystal-symmetry forbidden. The lattice
distortion causes electron density to become asymmetric, eectively being `pushed' out
into the `structural void' [51]. These stereochemically active lone pairs therefore only
conform partially to the classical denition - the electron density is not fully shared be-
tween cation and anion in a traditional understanding of chemical bonding, however it
is not entirely chemically inert either.
This theoretical understanding of the revised lone pair model has also been used
to predict materials that will have sterically active and inactive lone pairs. The Sb
chalcogenide series is one such example, with Sb2O3, Sb2S3 and Sb2Se3 being predicted
to have distorted structures while Sb2Te3 has a centrosymmetric crystal structure. This
dierence is attributed to the energy separation between the cation s orbital and the
anion p orbital. For a strong stabilising eect, the anti-bonding states that mix with
the cation p-orbitals must have a strong s component, and this requires the cation s
state and the anion p state to be close in energy. As shown in Figure 5.1a, this energy
separation increases down the Sb chalcogenide series, meaning that in Sb2Te3 there is
not a sucient stabilising eect for lattice distortion to occur [155]. While this is strong
circumstantial evidence for stereochemically active lone pairs in Sb2Se3, experimental
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Figure 5.1 (a) Energy of s and p valence orbitals in antimony and the chalco-
genide element series and (b) a schematic diagram of the orbital mixing that
takes place in the revised lone pair model.
Lone pair materials in PV
Lone pair containing materials are attracting increased interest in the eld of photo-
voltaics in recent years. This is largely as a result of the unprecedented success of MAPI,
the leading perovskite material that has achieved such rapid growth as a PV technology
[161]. Many believe that a signicant factor in MAPI's success is the Pb 6s2 lone pair
of electrons [161163]. In 2015 Brandt et al. stated that Materials that contain a lone
6s2 or 5s2 pair of electrons on the cation have the potential to share the high dielectric
constant, low eective masses, and VB antibonding character that lead to defect tolerant
transport properties [162]. It is argued that the presence of ns2 lone pairs encourages the
formation of shallow defects only, meaning less detriment from imperfections in the mate-
rial [162, 163]. Additionally, Yin et al. claim that the extremely high optical absorption
coecient is due to the perovskite symmetry and the direct band gap p-p transitions
enabled by the Pb lone-pair s orbitals [164]. According to Yin et al., the presence of p
orbital character at both the VBM and CBM greatly enhances the transition probability
and leads to a greater absorption coecient in lone pair materials. This is tempered by
the counteracting eect of increased anisotropy and propensity for indirect gaps in lone
pair materials [162].
The search for other successful PV materials with ns2 lone pairs is already underway,
with a number of alternative perovskites being researched, along with Sn2+, Ge2+, Bi3+
and Sb3+ containing compounds. Indeed, Sn chalcogenides have long been an area of
interest in PV circles, with SnS being reported as a potential PV material as early as
1994 [165]. Tin sulphide has three phases (SnS, SnS2 & Sn2S3), of which SnS and Sn2S3
possess lone pairs and a suitable band gap for PV application [116, 166]. While Sn2S3 is
sparsely studied, SnS has been studied extensively in a PV context. However, eciencies
have yet to surpass 5%, attributed largely to diculties with microstructure and band
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alignments [167, 168]. Ge-based absorbers are somewhat less well studied, although there
has recently been renewed interest following the successes of Sb chalcogenides. GeS and
GeSe both have suitable band gaps for PV and near-direct band gaps similar to Sb2Se3
[169], anisotropic crystal structures and are made up of earth abundant and cheap ele-
ments. Currently the record eciency stands at 5.2% for GeSe, albeit with very limited
research thus far [170, 171]. Of Bi containing compounds, only Bi2S3 has attracted any
great attention [161, 172]. Bi2S3 has a similar 1D crystal structure to Sb2Se3 and an
optical gap in the range 1.3-1.6eV [161]. The record eciency for a planar heterojunction
cell currently stands at 3.3%, however progress has also been made by pairing it with
PbS quantum dots [173].
Finally there are the Sb3+ compounds, namely Sb2S3 and Sb2Se3. The presence of
a lone pair of ns2 electrons at the valence band maximum of Sb2Se3 and its implica-
tions has been referenced previously by a number of authors. In 2017, Ganose et al.
discussed the prospects of lone pair materials in PV, highlighting some of their key ad-
vantages [161]. Firstly, as mentioned above, materials with anti-bonding states at the
top of the valence band have been theorised to be defect tolerant [162, 163]. It is also
stated that the presence of a lone pair would inuence the magnitude of the band gap
of a material and the energy of the valence band maximum (and by extension the band
alignment with other materials), as discussed further in this Chapter [161]. The projec-
tion of the lone pair states into the structural void also provides Sb2Se3 with its much
discussed 1D-nanoribbon structure. This was proposed by Zhou et al. to allow benign
grain boundaries and eective carrier transport, as discussed in detail in section 2.2.2 [78].
Other references to Sb2Se3's lone pair electronic structure have been made in the
literature, however these are mentioned in passing with no detailed discussion of the
implications [57, 85]. To the best of our knowledge this work is the rst study to show
experimental evidence for its existence. In this work, the implications of the presence of
a lone pair for the band gap and band alignment are also presented experimentally and
in the context of its relevance to PV applications.
Photoionisation Cross-Sections
The energy dependence of photoionisation cross-sections refers to the way in which an
orbital's photoionisation probability varies with dierent incident photon energies. As
discussed in section 3.2.1, the rate of photoemission tends to decrease with increasing
incident photon energy (at least suciently far from the threshold energy). This decrease
is the result of the wavelength of the incident photon becoming more comparable with
the radial extension of the valence band orbitals and the resulting cancellation of terms
contributing to the transition matrix element (see section 3.2.1 for more details). In
general, s orbital photoionisation cross-sections decrease more gradually with increasing
photon energy relative to other orbitals because of the more contracted nature of the
orbitals (see Figure 5.2). Therefore, the relative contribution to the valence band pho-
toemission spectrum from s orbitals is generally expected to be greater in measurements
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taken with hard x-rays than with soft x-rays. The cross sections for the Sb and Se orbitals
are also compared in Table 5.1 for the two photon energies used in our photoemission
measurements.
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Figure 5.2 Photoionisation cross-section energy dependence for each valence
orbital in (a) antimony and (b) selenium [124].
This photoionisation cross-section energy dependence can be exploited to identify the
presence of various orbitals in dierent parts of the valence band. DFT calculations such
as the ones employed byWatson and Parker [157] to identify which materials will possess a
lone pair can predict the valence band DOS of a material split into the individual orbital
contributions. By applying suitable cross section corrections for the dierent photon
energies, this DOS can be directly compared to the experimental data. Valence band
data collected with dierent photon energies will have subtly dierent shapes and the
orbital contributions that are manifest in the dierence can be identied. This approach
has been used previously to identify the presence of a lone pair in some tin sulphide
phases and not in others [166, 174].
Cross Section (Mbarns)
Orbital 1486 eV 5921 eV
Sb 5s 754.7 52.33
Sb 5p 531.9 25.32
Sb 4d 4390 59.74
Se 4s 1101 64.94
Se 4p 726.1 19.12
Se 3d 3170 18.06
Table 5.1 Photoionisation cross sections of the Sb2Se3 orbitals at the two




The Sb2Se3 single crystals utilised in this work were prepared by T. D. C. Hobson,
via the Bridgman melt-growth technique, as laid out in section 3.1.5. More specic
details are provided by Hobson et al. [62]. The identity and crystallographic orientation
of Sb2Se3 was conrmed by x-ray diraction and Raman spectroscopy as described in
detail for these crystals by Fleck et al. in [175]. Its chemical composition was further
conrmed as 40% Sb and 60% Se by EDX analysis in an SEM, this being consistent
with the expected 2:3 stoichiometry. An SEM image and some EDX data are included
elsewhere [34]. Extracted crystals were found to cleave easily in one plane to reveal
parallel reective facets, demonstrated to be the (010) crystal plane (using the Pbnm
space group setting) [176]. Given that the weakest van der Waals interactions lie along
the b axis, this behaviour is expected [177]. This (010) crystal surface was exposed to
air and is the as-received crystal referred to below as opposed to the in situ cleaved
crystal which refers to the crystal cleaved under UHV. For the synchrotron photoemission
measurements, this was done by gluing a post to the crystal surface, and cleaving by
hitting the post with a wobble stick. For the laboratory XPS measurements, this was
done by exfoliating surface layers of the crystal using carbon tape attached to a sample-
transfer arm.
Photoemission
HAXPES measurements were carried out at the I09 beamline at Diamond Light Source,
Oxfordshire, UK. The experimental setup is described in detail in section 3.2.7. The
crystals were rst measured as-received and then were cleaved in situ to expose a pris-
tine (010) surface and to prevent any re-oxidation of the surface. All peak positions from
curve tting are reported with an error of ±0.05 eV. Lab-based XPS data was collected
using the monochromated XPS system, also described in section 3.2.7. Photoemission
spectra were curve tted using CASAXPS software with Voigt lineshapes after subtract-
ing a Shirley background [178].
DFT calculations were performed within periodic boundary conditions using the Vi-
enna Ab Initio Simulation Package [179182]. The screened hybrid exchange correlation
functional HSE06 was used [183], for geometry optimization and electronic structure cal-
culations of Sb2Se3. To account for the ribbon nature of the Sb2Se3 structure, the D3
dispersion correction from Grimme et al. was also included in DOS calculations [184],
while spin-orbit coupling was included for all calculations. For more details see work by




Core level analysis of photoemission measurements allows for the identication of sur-
face chemical composition and the extent to which surface contamination has chemically
altered the surface through examination of the chemical shift in characteristic elemental
lines. It is generally preferred in PV to use materials that are not strongly aected by
exposure to atmospheric conditions due to the potential instability and lifetime limita-
tion that this might introduce when modules are in use and exposed to the elements. It
is also inconvenient to need to manufacture materials in ultra-clean environments. Sur-
face contamination can also have an eect on the formation of favourable interfaces in
photovoltaic devices, as will be discussed in Chapter 6. Therefore, a good understanding
of how to identify these contaminants is essential. A list of core level peak positions
and full widths at half maximum (FWHM) values for an as-received and in situ cleaved
Sb2Se3 bulk crystal can be found in Table 5.2.
As-received In situ cleaved
Peak BE (eV) Width (eV) BE (eV) Width (eV)
Sb(Se) 3d5/2 529.53 0.71 529.71 0.62
Sb(O) 3d5/2 530.72 0.90 - -
Sb(Se) 4d5/2 33.41 0.56 33.47 0.46
Sb(O) 4d5/2 34.62 0.83 - -
Se(Sb) 3d5/2 54.11 0.68 54.16 0.58
Se(Elem.) 3d5/2 55.78 1.13 - -
O(Sb) 1s 530.66 0.60 - -
O(Adv.) 1s 531.17 0.60 - -
Table 5.2 Core level binding energy (BE) and width (FWHM) of all tted peaks
in the HAXPES spectra from an as-received and an in situ cleaved Sb2Se3 bulk
crystal. The element in brackets denotes the what species is responsible for the
chemical shift. Sb(Elem.) denotes elemental selenium and O(Adv.) denotes
adventitious oxygen.
Figure 5.3 shows Sb 3d3/2 and 3d5/2 peaks before and after in situ cleaving to expose
a pristine surface. The core level tting procedure was the same as that described in
Chapters 3 and 4. In both Figure 5.3a and Figure 5.3b, the agreement between the data
and the tted envelope is good. The highest intensity peaks seen in both Figure 5.3a
and Figure 5.3b are from antimony bonded to selenium (red dotted line). The spectrum
recorded from the contaminated sample in Figure 5.3a is complicated by the overlap
of peaks due to the O 1s state (yellow and green), as well as chemically shifted Sb 3d
states bonded to oxygen (blue solid lines). This feature is attributed to Sb2O3 due to
the 3d5/2 peak position of 530.7 eV coinciding with literature values for Sb2O3 [185].
Despite this agreement, the evidence is not enough to be conclusive  a previous paper
reported Sb 3d3/2 positions of Sb2O3 and Sb2O5 as 539.8 eV and 540.4 eV respectively
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[186], compared to a position measured here of 540.1 eV. The smallest of the tted peaks
in Figure 5.3a (yellow) has a measured peak position also of 530.7 eV which broadly
agrees with current literature for the O 1s state in an Sb2O3 environment (529.8 eV)[187]
and this same conclusion has been reached in related work [146].
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Figure 5.3 Sb 3d HAXPES data from an Sb2Se3 crystal (a) before and (b)
after in situ cleaving.
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Figure 5.4 (a) Carbon 1s core level peak from the as received Sb2Se3 crystal.
No chemical shifts are visible, indicating that the carbon is not bonded to any
elements other than hydrogen. (b) Sb 4d core level peaks with the doublet
separation used to t plasmon loss lines.
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Figure 5.5 Se 3d HAXPES data from an Sb2Se3 crystal (a) before and (b)
after in situ cleaving.
The remaining O 1s peak (green) has been labelled as adventitious oxygen weakly
adsorbed on the surface, but could also be a result of atmospheric CO2 surface physisorp-
tion. However, if this were the case we would expect to also see a chemical shift in the
carbon 1s core level. As shown in Figure 5.4a the position of the carbon 1s peak at
285.4 eV which is the expected position for adventitious hydrocarbon and there are no
additional chemical shifts present, indicating that there is no CO2 contamination. The
carbon signal is likewise attributed to adventitious carbon weakly adsorbed onto the sur-
face. The assignment of all these extra peaks in Figure 5.3a to oxygen-related species
caused by atmospheric exposure is further supported by the data from the in situ cleaved
crystal in Figure 5.3b which shows only clean, sharply dened selenium bound antimony
3d peaks in this binding energy region.
A comparison of Se 3d data from a contaminated as-received and an in situ cleaved
crystal is presented in Figure 5.5. Unfortunately, the spectra are complicated by the
presence of valence band plasmon loss features from the Sb 4d states. This was con-
rmed by measuring the positions of each plasmon peak in relation to the parent core
level (Figure 5.6). It was determined that the plasmon loss energy was 17.9 eV and this
was consistent with the position of the spectral features in the Se 3d core levels. By
tting the Sb 4d region of the cleaved crystal, the separation of the plasmon features
could also be determined, as it would be equal to the separation of the Sb 4d doublet
(1.24 eV). Knowing the plasmon position relative to the Sb 4d core levels and the sepa-
ration allowed for very accurate tting of the plasmon loss features in the Se 3d region,
removing any uncertainty over the rest of the t. Since the selenium from the pure
Sb2Se3 crystal must become unbound when it is replaced by oxygen to form Sb2O3 on
the surface, the chemically shifted peaks in Figure 5.5a (blue dotted line) were assigned
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to free elemental selenium at the surface, consistent with previous reports [37, 111]. As
expected, the peaks associated with elemental Se are also absent after in situ cleaving,
further conrming that exposure to standard atmospheric conditions does not impact
the bulk chemistry of the material, only the surface.
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Figure 5.6 HAXPES survey spectrum from cleaved Sb2Se3, showing plasmon
loss features at a binding energy of 17.9 eV above each core level peak, corre-
sponding to lower kinetic energy due to energy loss to the plasmon excitations.
Valence Band Photoemission
Valence band (VB) spectra were obtained by collecting photoelectrons excited by monochro-
matic x-rays of 5.921 keV both before and after in situ cleaving of the crystal, to look at
the eects of surface contamination on VB states. An additional data set was taken from
an in situ exfoliated crystal using traditional lab Al Kα (soft) x-ray energy of 1.4866 keV
to utilise the energy dependence of photoionisation cross sections as a way of verifying
valence orbital contributions from the changing intensities of VB features. DFT is used
here to calculate the contributions of the dierent orbitals to the overall valence band
occupation in Sb2Se3. Then, comparison of the theory with experimental results enables
orbital hybridisation and its eect on the VB spectra and band alignment to be deter-
mined. The DFT calculated DOS is shifted to line up with the Sb2Se3 valence band for
ease of comparison.
In Figure 5.7 it can be seen that there are broad similarities in the data from as-
received and in situ cleaved crystals. This is expected because the 5.921 keV x-ray
energy is not very surface sensitive - the resulting photoelectron inelastic mean free path
is such that the eective probing depth is about 20 nm (see Chapter 4). Therefore, the
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Figure 5.7 Normalised valence band spectra of the as-received (blue) and in
situ cleaved (red) Sb2Se3 crystals with the valence band spectrum of an Sb2O3
thin lm (green) overlaid for comparison.
contribution to the spectrum from the surface oxidised layer is relatively small. The main
dierences can be seen between 3 eV and 4 eV where the data from the in situ cleaved
crystal is of signicantly lower intensity. The additional intensity for the as-received
crystal is attributed to a thin surface layer of Sb2O3, which is known to be present from
the core level analysis. This is supported by overlaying the data with a valence band
spectrum obtained from an Sb2O3 thin lm measured with the same photon energy. The
region with the greatest disparity between the as-received and cleaved crystals lines up
perfectly with the highest intensity point of the Sb2O3 valence band. The other region
in which the dierence is more pronounced, between 7 eV and 8 eV lines up very closely
with the secondary peak in the Sb2O3 valence band. No signicant change in the spec-
tra at low binding energy is seen after in situ cleaving, which indicates that the Sb2O3
contribution to the data from the contaminated crystal does not aect the spectrum in
the vicinity of the VBM.
The data from the in situ cleaved crystal agrees well with the theoretically predicted
DOS at low binding energies (Figure 5.8, however the intensities fall o increasingly with
binding energy despite replicating the overall shape of the total DOS (red line) fairly well.
This eect is most likely due to nal-state relaxation eects which have been observed
to shift high binding energy valence band features to lower binding energies [146, 174,
188]. Other possible contributors to this lack of intensity arise from DFT inaccuracies in
dealing with the van der Waals bonding present in this material and also the lack of a
well established or optimal method for background subtraction of valence band photoe-
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mission data. The DOS predicts a large contribution to the spectra from the Sb 5s state
at low binding energy which is supported by the strong agreement with the experimental
data in this region. This result is signicant because it suggests a lone pair of electrons in
the Sb 5s state, causing this group V element to be in an Sb(III) oxidation state, instead
of the naïvely expected Sb(V) state for a group V element. The presence of this lone
pair Sb 5s state contributes to the observed layer-like ribbon structure as summarised
by Walsh et al. [51]
Due to the photoionisation cross-section energy dependence (Figure 5.2), the cross-
section corrected DOS for 1.487 keV in Figure 5.8b predicts lower relative contributions
to the spectra from s orbitals, and additional intensity from d and p orbitals, compared
with the calculated cross-section corrected DOS for 5.921 keV in Figure 5.8a. This is
consistent with the experimental data, which shows reduced relative intensity in the
initial feature near the VB onset, conrming that the Sb 5s lone pair state is in fact
occupied and contributing intensity in this region. It is the strong interaction between
the cation s and anion p orbitals that results in high-energy anti-bonding states with a
considerable degree of cation s character at the top of the upper valence band [51]. The
hybridization of the Sb 5s states with Se 4p states results in intensity from the Se 4p
states also occurring at the VBM. In other words, in the absence of the Sb 5s lone pair
states at top of the valence band, the VBM would be lower in energy, further from the
vacuum level.
5.2.4 Discussion
The implications of the presence of stereochemically active lone pairs at the valence band
edge has been explored previously, such as the work on the dierent tin sulphide phases
by Whittles et al. and Jones et al. [166, 174]. The mixing of the anion p orbitals with
the ns2 lone pair eectively `drags' the valence band edge to a lower binding energy and
leads to the phases that possess this lone pair to have a signicantly lower band gap
and ionisation potential than those without. The signicance of the lone pair on Sb2Se3
band alignments can be put into context by comparing this work with those results on tin
sulphides and similar work performed by the same group on CuSbS2,[146]. It can be seen
in Figure 5.10 that the ionisation potentials of CuSbS2, SnS and Sn2S3 (the tin sulphide
phases possessing a lone pair) range from 4.66 eV to 4.98 eV. However, chalcogenide
materials that are similar but lack an ns2 lone pair at the top of the valence band, such
as SnS2 and CdS, have ionisation potentials ranging from 5.67 eV to 6.70 eV, signicantly
greater than the lone pair materials. In order to see how Sb2Se3 ts in with this trend,
the ionisation potential of an identical crystal as used in the HAXPES was determined.
By measuring the VBM and SEC of the XPS spectrum, as shown in Figure 5.9, and
using equation 5.1 (in which hν is the incident x-ray excitation energy, hν=1486.6 eV)
the ionisation potential can be calculated.
IP = hν − (SEC−VBM) (5.1)
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Figure 5.8 VB XPS spectra from an Sb2Se3 single crystal sample for (a) hard
x-rays with a photon energy of 5.921 keV after in situ crystal cleaving and in
(b) soft x-rays with a 1.487 keV photon energy after in situ exfoliation. Both
are plotted with total and partial theoretical VB DOS calculations.
The measured ionisation potential for the Sb2Se3 crystal in this study was found to
be 5.13 eV. This is consistent with the ionisation potential of 5.26 eV measured for a CSS
grown thin lm measured in Chapter 4 (Figure 4.8a). While consistent, these two values
are not identical and the dierence could be attributed to a number of factors. The most
likely cause is the dierence in the measured surfaces. The Sb2Se3 surface measured in
this study was the pristine b plane of a bulk crystal, whereas the surface measured in
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Chapter 4 was an air-exposed polycrystalline surface made up of a number of dierent
orientations. Nevertheless, the two measured values are in good agreement with each
other.
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Figure 5.9 (a) Secondary electron cut-o (blue) and (b) valence band maxi-
mum (red) of in situ cleaved Sb2Se3 bulk crystals with straight line ts used
to determine the binding energy of the cut-os. The incident photon energy is
1486.6 eV.
Figure 5.10 shows this ionisation potential along with the band gap known from
literature [54] alongside the above-mentioned chalcogenide materials. Sb2Se3 is towards
the upper end of the values for other ns2 lone-pair-containing materials, but certainly
well below many of the materials without lone pairs, putting it rmly in the former group.
This demonstrates that not only is understanding the lone pair model important from a
structural perspective, but it also aects the electronic properties of a material. In the
context of photovoltaics, understanding the dependence of the ionisation potential on
lone pairs could inform band alignment engineering between absorber and window layers
for improving performance of Sb2Se3 solar cells. The ionisation potential and band gap,
along with the associated electron anity, are crucial factors in determining how the
conduction and valence bands align when forming a heterojunction. It could also prove
invaluable in the research and development of other solar cell technologies. As well as
the selection of materials possessing lone pairs as absorbers, this understanding of the
electronic structure could greatly reduce the time spent searching for suitable partner
layers. For example, based on unfavourable band alignments, CdS has previously been
suggested to be a non-optimal solar cell junction partner for SnS [174, 189] and CuSbS2
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[146]. Someone looking to identify a new window layer for an absorber should therefore
take into consideration the electronic structure of the material, not simply its material
properties, and design the cell structure accordingly. For example, a material with a
particularly high ionisation potential and medium sized band gap is likely to form a cli
like interface with Sb2Se3 which would limit a cell's performance. This kind of reasoning
can speed up the process not only of nding promising material combinations, but of
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Figure 5.10 Ionisation potential for Sb2Se3 from the photoemission results in
Figure 6, compared with literature values for other materials. [96, 146, 174, 190]
The zero of the energy scale corresponds to the vacuum level. The materials
are labelled as without or with lone pair ns2 electrons.
5.3 Part 2 - Band Bending
In this study, the diering depth proles of UPS, XPS and HAXPES were used to plot
a prole of the change in VBM to EF separation as a function of depth from the surface.
These three data points could be tted with a solution to Poisson's equation for surface
band bending, providing an insight into the likely bulk carrier density as well as the
surface band bending prole of the material. This also provided an interesting view on




As mentioned in Chapters 2 and 4, the devices produced by our group were found to have
n-type conductivity, contrary to the majority of the literature. As detailed by Hobson
et al. [62], this n-type conductivity is the result of unintentional Cl contamination in
the source material used in the CSS deposition. As shown in Chapter 4, these devices
still work well via an isotype junction with n-type window layers. However, given that
Sb2Se3 is conventionally thought of as a p-type semiconductor, there was some interest
in studying p-type Sb2Se3 to observe any dierences. In pursuit of this, T. D. C. Hobson
fabricated highly-oriented bulk crystals using pure Sb, Se and a small quantity of Sn to
produce bulk crystals of p-type Sn:Sb2Se3.
Photoemission data was used to measure the valence band to Fermi level energy
separation of the Cl:Sb2Se3 crystal, and this was included in the analysis by Hobson et
al. in proving the n-type nature of Cl:Sb2Se3 [62]. As discussed in section 3.2, UPS,
XPS and HAXPES have very dierent depth sensitivities as a result of the dierent
photon energies used and the resulting dierence in photoelectron inelastic mean free
path. Preliminary analysis produced a solution to the Poisson equation to be tted to
the data points provided by the photoemission results (see Figure 5.11), however the
t was imperfect due to the use of approximate constants for the carrier eective mass
and dielectric constant [62]. In this study we have used DFT calculated values for these
quantities in each of Sb2Se3's dierent planar directions, allowing for a more rigorous t
of the Cl:Sb2Se3 results as well as the Sn:doped crystal.
Semiconductor Carrier Statistics
The number of electrons available for carrier transport in the conduction band is given
by equation 5.2. f(E) is the Fermi-Dirac distribution function which described the
probability that a state at energy E is occupied or unoccupied. At T = 0 K this function
takes the form of an abrupt step, with a probability of 0 that a state with energy greater
than EF will be occupied and a probability of 1 that a state below EF will be occupied.
At higher temperatures, however, this step becomes more gradual as some carriers have




















E − EC (5.4)
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Figure 5.11 Solution to Poisson's equation as calculated for n-type Sb2Se3 by
Hobson et al. [62]
gC (E) gives the DOS in the conduction band. For an energy level above the conduc-
tion band minimum, EC , the number of available energy states is calculated according
to the carrier eective mass, m∗e. Due to the relatively narrow band gap of Sb2Se3 the
conduction band exhibits a degree of non-parabolicity as a result of interactions between
the valence and conduction band states. This is accounted for using the α-approximation


























E − EC (5.5)
in which kB is Boltzmann's constant and h is Planck's constant.
Solving Poisson's Equation
The existence of a space charge layer at the surface is common for any semiconductor
and is a result of the formation of surface electronic states at the surface of the material.
These surface states will inuence the Fermi level position at the surface and, due to
the signicant screening lengths in semiconductors compared to metals, lead to a space
charge region in which the conduction and valence bands bend relative to the Fermi level.
The physical origin of this space charge region is the introduction of acceptor or donor
states that lead to the depletion or accumulation of majority carriers near the surface.
For example, in an n-type semiconductor, the presence of negatively (positively) charged
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surface states at the surface introduces a region of ionised acceptor (donor) states to retain
charge neutrality (Figure 5.13). This leads to the depletion (accumulation) of electrons
near the surface, causing the bands to bend upward (downward), as illustrated in Figure
5.12. In a p-type semiconductor, a depletion (accumulation) layer will occur with the
introduction of donor (acceptor) states near the surface and will result in downward
(upward) band bending.
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Figure 5.12 Illustration of the dierent types of surface space charge layer that
can occur in n-type and p-type semiconductors.









a − n(z) + p(z)
]
(5.6)
where e is the electronic charge, ϵz is the static dielectric constant and ϵ0 is the permit-
tivity of free space. The left-hand side of Poisson's equation, d
2V
dz2
, describes the rate of
change of the gradient of the potential with depth into the material (or distance from the
surface), z. The right-hand side describes the distribution of charges inside the mate-
rial. N+d and N
−
a are the density of charged donors or acceptors present in the material.
n(z) and p(z) describe the density of free electrons and holes in the material as a func-
tion of depth. Solving Poisson's equation and Schrodinger's equation self-consistently
is computationally complex, especially when conduction band non-parabolicity is in-
cluded. Therefore an approximation is used to numerically determine the distribution
of charges within the space-charge region. This approximation assumes that electrons
are distributed evenly within each increment of space charge dV and therefore for each
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increment of depth into the surface of a material, the electron density can be calculated.
It is therefore possible, with an initial estimate of V (z) and dV (z)dz , to calculate and plot
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Figure 5.13 An illustration of the formation of a depletion layer in an n-type
semiconductor in terms of carrier density with increasing depth.
In an n-type doped material it is assumed that the number of bulk acceptor states is
negligible in relation to the number of donors and that the hole density is likewise very









The density of charged donors is assumed to be equal to the bulk carrier density,
making N+d = n, where n is the bulk carrier density. To calculate n(z) at a given depth

























V (z) is the potential at a given depth, z, and is one of the input parameters to the
function. However, additional correction factors are required to produce an accurate
solution, taking into account quantum mechanical eects. For accumulation layers, an
additional correction is included to model the surface potential barrier resulting from the
vanishing carrier density at the surface [191194]. This is essential only for accumulation
or inversion layers but is not required in depletion regions [195].
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Figure 5.14 Example of (a) successful convergence, and (b & c) the two con-
ditions for convergence being contradicted for a depletion layer in a p-type
material.













where L = ℏ/(2m0kBT)1/2. Equation 5.8 then becomes equation 5.10 which is known as

























Having a way of calculating both N+d and n(z) means that Poisson's equation can
be solved for d
2V
dz2
. The code designed for this project was based upon the combination
of using the MTFA to solve Poisson's equation and using an interval bisection method
to nd the optimum solution to this equation within some selected constraints. Using
initial estimates for V (z) and dVdz at the surface (z = 0), each quantity was calculated
for a step deeper into the material, plotting the band bending in incremental steps until
a convergence criteria was violated. These convergence criteria were governed by simple
assumptions on the overall shape of the band bending prole. One limit was that the
band bending prole could not double back on itself, or in other words, the gradient could
not change sign and still converge (see Figure 5.14b). The other was that the carrier den-
sity would not increase/decrease past the bulk carrier density (see Figure 5.14c). If one




accordingly and the process repeated until convergence was achieved.
A more detailed description of the code is included in Appendix B.
5.3.2 Experimental Details
Photoemission
The photoemission results for this study were acquired using three photon energies with
signicantly dierent surface sensitivities. As discussed in Chapter 4, this surface sensi-
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tivity is dependent on the IMFP of the photo-excited electrons. The IMFP of valence
electrons excited in Sb2Se3 is shown in Figure 5.15. The TPP-2M equation was not de-
signed to calculate the IMFP of electrons for kinetic energy lower than 50 eV and seems to
break down at the lower energy limit but by extrapolating backwards the IMFP of UPS
has been estimated at ∼0.5 nm [109]. XPS and HAXPES have IMFPs of approximately
3 nm and 10 nm for this kinetic energy. The total probing depth, as previously discussed,
can be considered to be approximately three times this IMFP, from which 95% of the
total signal will originate. However, it is important to remember that the total signal
is a superposition of signal from the full range of these depths and that this signal will
be dominated by electrons nearer the surface. It is not straightforward, therefore, when
measuring the valence band position for a given depth to determine which specic depth
the valence band edge measured is indicative of. It is safe to assume that the measured
VBM is not a true indication of the VBM at 3×IMFP, however one IMFP would neglect
33% of the acquired signal. For this reason, and after some trial tting of the data with
the Poisson's equation solver, it was decided that 2×IMFP was a reasonable estimation
of the measured VBM depth.
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Figure 5.15 IMFP of an electron travelling through Sb2Se3 as a function of its
kinetic energy. Dashed lines show the photon energies used for UPS, XPS and
HAXPES and the corresponding IMFP.
UPS measurements were acquired using a He(I) discharge lamp as the UV source
and the same acquisition method as used for XPS (see section 3.2.7). The HAXPES and
XPS data was the same as that used in Part 1.
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5.3.3 Results
The solution to the Poisson equation was calculated using the Python script explained
in Appendix B. The input parameters that were common to both doping types were the
band gap (known to be 1180 meV [54]) and the temperature (300 K), the approximate
room temperature which the photoemission measurements were taken at. The dielectric
constant value used was 3.5 - the DFT calculated value for the b plane (Table 2.1) which
is the one measured.
n-type
The valence band spectra of the n-type crystal as measured by UPS, XPS and HAXPES
are shown in Figure 5.16. The VBM - EF separation for the valence bands in Figure 5.16
were determined by nding the intercept of straight lines tted to the steepest part of the
valence band edge and the attest part of the background. VBM positions are consistent
with n-type behaviour at the surface with lower binding energies measured by the more
surface sensitive techniques. This indicates upward band bending of the valence band
towards the surface which corresponds to an electron depletion layer (as shown in Figure
5.12).
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Figure 5.16 Valence band spectra of the n-type bulk Sb2Se3 crystal as mea-
sured by (a) UPS, (b) XPS and (c) HAXPES with linear ts used to determine
the VBM-EF separation.
These photoemission results are plotted as data points in Figure 5.17a at the esti-
mated depths that they represent (as explained above). Superimposed onto these points
are the conduction and valence bands altered to incorporate the Poisson's equation so-
lution for the surface potential. Figure 5.17b shows the electron density on a log scale
with respect to depth into the material. The `bulk' carrier density (calculated from the
VBM - EF separation at the plateau of the band bending solution, 135 meV) is equal to
1.77×1017 cm−3, consistent with the levels of doping measured by Hobson et al. (∼1017
cm−3). The total amount of band bending is equal to 360 meV, signicantly less than
that required by Hobson et al. (420 meV). This is a result of the dierent eective mass
and relative permittivity values used - in the previous work the Fermi level was placed
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higher in the gap in order to allow for enough band bending to t the data points. In
this work, the updated values for eective mass and relative permittivity result in band
bending over a much shallower depth for the same Fermi level position, meaning that
the Fermi level is placed lower in the gap and the band bending required to t the data
is less.
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Figure 5.17 (a) Band structure and (b) carrier density plots from the solution
to Poisson's equation for VBMs measured by linear extrapolation from dierent
photoemission techniques at estimated depths.
It is noticeable that the XPS data point does not line up well with the Poisson equa-
tion solution, something that could not be rectied by adjusting the input parameters
because the depth over which the band bending takes place is dictated by the carrier
eective mass and the Fermi level position (which is somewhat constrained by the po-
sition of the HAXPES data point). However it is simple to explain this discrepancy -
XPS has a lower instrumental resolution than both UPS and HAXPES (see section 3.2.3)
which would likely lead to an underestimation of the VBM - EF separation. This can be
addressed by using a tting method that takes into account the dierent resolutions of
the photoemission methods.
As introduced in Part 1, DFT calculated DOS can be aligned to the valence band data
acquired from photoemission measurements. This DOS is broadened using the known
Gaussian instrumental broadening of the technique used (as well as the Lorentzian life-
time broadening). The DOS is calculated by DFT with the valence band maximum at
0 eV, meaning that whatever shift is necessary to align the DOS to the data is a good
measurement of the true VBM - EF separation. This alignment procedure was applied
to the same three valence band spectra shown in Figure 5.16 and the results are shown in
Figure 5.18. The total shift required to align the DOS to the data is included alongside
a straight line to show this point on the x-axis.
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Figure 5.18 Valence band spectra of the n-type bulk Sb2Se3 crystal as mea-
sured by (a) UPS, (b) XPS and (c) HAXPES with broadened DOS ts used to
determine the VBM-EF separation.
It is clear from examining Figure 5.18 that the dierence between the `foot' of the
valence band and the true position of the valence band maximum is particularly pro-
nounced for the XPS data, whereas it is reasonably similar for UPS and HAXPES. This
supports the theory that the t in Figure 5.17a is poor due to the poorer resolution of
XPS. It is also clear that the DOS alignment result indicated a more strongly n-type
Fermi level position in the Cl doped Sb2Se3. The Poisson equation was solved again to
t these new VBM energies, as shown in Figure 5.19a.
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Figure 5.19 (a) Band structure and (b) carrier density plots from the solution
to Poisson's equation for VBMs measured by DOS tting from dierent pho-
toemission techniques at estimated depths.
The t obtained for the DOS tted photoemission points is far better, with the
valence band comfortably passing through all three data points. The total amount of
band bending was 280 meV. The band bending takes place over a far shallower depth
which is a result of the much smaller VBM - EF separation (80 meV). This is consistent
123
with the very similar VBM energies calculated from XPS and HAXPES when using the
DOS tting method, and interestingly indicates that the VBM position measured from
HAXPES is representative of the bulk band position. Indeed, the bulk position is unlikely
to be any closer to the Fermi level because this would begin to approach unrealistic levels
of doping. The calculated carrier density for this Fermi level position in the band gap is
1.46×1018 cm−3 (Figure 5.19b), an order of magnitude higher than what was obtained
from the linear extrapolation data. This is quite high and a little higher than expected
but generally consistent with the mid-1017 cm−3 measured by Hobson et al. The higher
than expected value could be a consequence of the slightly wider fundamental gap in the
b direction as opposed to the smallest fundamental gap which is found in the c direction.
Given that there are no experimentally determined values for this electronic gap and that
it would be dicult to obtain one, the well established value of 1.18 eV has been used in
this work and it is likely only slightly smaller than the true gap in the b direction.
p-type
The same photoemission measurements were performed on an in situ cleaved crystal that
was doped p-type with Sn. The valence band spectra are shown in Figure 5.20. Fig-
ure 5.20 also shows the linear extrapolation of the valence band edge used to determine
the VBM and the calculated values. These values were again used to nd a solution to
Poisson's equation that t the photoemission data, shown in Figure 5.21a. The decreas-
ing VBM - EF separation with increasing depth indicates hole depletion, however the
separation of 0.614 eV is in fact greater than half the band gap which means that this
crystal exhibits type inversion at the surface (from p-type to n-type). This inversion is
illustrated by the carrier density plots in Figure 5.21b. Near the interface the depletion
of holes is so severe that electrons become the majority carrier type.
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Figure 5.20 Valence band spectra of the p-type bulk Sb2Se3 crystal as mea-
sured by (a) UPS, (b) XPS and (c) HAXPES with linear ts used to determine
the VBM-EF separation.
The total amount of band bending was 470 meV and the carrier density associated
with the determined bulk Fermi level position is 9.68×1016 cm−3. Once again, the VBM
- EF determined from XPS seemed to be underestimated and it was dicult to achieve
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a t that passed cleanly through all three data points. This further supports the earlier
theory that the dierence in resolution for the XPS measurement, compared to UPS
and HAXPES, means that the separation is underestimated and a good t dicult to
achieve.
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Figure 5.21 (a) Band structure and (b) carrier density plots from the solution
to Poisson's equation for VBMs measured by linear extrapolation from dierent
photoemission techniques at estimated depths.
The DOS alignment method was employed for the p-type valence band spectra as
well and the results are shown in Figure 5.22. There is little dierence between these
ts and those shown in Figure 5.18 except for the shifts on the binding energy scale,
consistent with expectation. The XPS data is again signicantly broader than the UPS
and HAXPES valence bands which accounts for the diculty in achieving a good t in
Figure 5.21a. The solution to Poisson's equation tted to these DOS aligned VBM values
is shown in Figure 5.23a. As can be seen, the t is much better for these values. The bulk
Fermi level position required for this t was further from the valence band, corresponding
to a lower bulk carrier density of 2.06×1016 cm−3. A lower hole density is more consistent
with our expectations for this sample given the expected self-compensation of Sn as a
p-type dopant, which will be discussed further below. The total amount of band bending
was 500 meV, similar but slightly greater than that required for the linear extrapolation
data. This t also indicates the presence of an inversion layer at the surface but with
a more n-type surface and transition from p-type to n-type taking place deeper in the
material (Figure 5.23b).
5.3.4 Discussion
The photoemission measurements of the valence band to Fermi level energy separation
provides one of the most reliable measurements of the conductivity type of the Sb2Se3
crystals. Hall eect and C-V measurements performed as part of the work by Hobson et
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Figure 5.22 Valence band spectra of the p-type bulk Sb2Se3 crystal as mea-
sured by (a) UPS, (b) XPS and (c) HAXPES with broadened DOS ts used to
determine the VBM-EF separation.
al. provided good indication of the carrier type - Hall eect measurements of the n-type
crystal indicated n-type conductivity with an electron density of ∼4×1016 cm−3 [34, 62].
However, it is possible for Hall eect measurements to be misleading if inversion layers
or buried junctions exist within the material. Capacitance-voltage (C-V) measurements
were also used for electronic characterisation and supported this measurement of the
carrier density - a range of 5-10 ×1016 cm−3 measured for dierent frequencies [34].
Unfortunately, C-V measurements can also suer from some ambiguity over carrier type.
The photoemission measurements of the valence band energy relative to the Fermi level
do not suer from such ambiguity. When properly calibrated and used in combination
with a well known band gap value, the position of the Fermi level within the gap can be
determined beyond doubt.
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Figure 5.23 (a) Band structure and (b) carrier density plots from the solution
to Poisson's equation for VBMs measured by DOS tting from dierent pho-
toemission techniques at estimated depths.
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There are limitations to the photoemission method for determining conductivity type.
The surface sensitivity of XPS is the most obvious - a single XPS measurement in isolation
could hide a signicant amount of surface band bending (as seen in the p-type crystal).
The use of three dierent photon energies removes this possibility and, as utilised in this
work, introduces the potential to predict the bulk carrier density. The results of this
study do not match the results of the Hall eect and C-V measurements exactly. In the
case of the n-type crystal, the predicted carrier density from the photoemission measure-
ments is approximately an order of magnitude higher than that measured by Hobson et
al.. This is likely a consequence of the photoemission measurements' surface sensitivity.
While the Poisson equation solution does converge towards a `bulk' carrier density, this
is calculated over a depth of 100-200 nm, whereas `bulk' characteristics of a complete
thin lm encompass a depth of ∼2 µm.
The p-type crystals in particular have proven dicult to measure with Hall eect
and C-V. Hobson et al. found that no carrier density could be obtained from Hall ef-
fect measurements and that C-V measurements gave a wide range of carrier densities
between 1015 - 1017 cm−3. In light of this, even with the limitations of surface sensi-
tivity, the photoemission results provide a wealth of information on the carrier density
and the inversion layer at the surface. The presence of an inversion layer at the surface
of Sn:Sb2Se3, could be the reason for such diculty in measuring the carrier density by
other methods. It could also have implications for contacting of Sn:Sb2Se3, although that
would be heavily inuenced by the dierence in work functions between the Sb2Se3 and
contact layer. The weakly doped nature of the p-type crystal also points to a non-ideal
dopant. Given the amount of Sn in the source material (∼1 at%, although not all this
Sn can be assumed to be incorporated during crystal growth and there was no Sn signal
present in the XPS) it seems likely that compensation begins to limit the carrier density
after relatively low amount of doping. This is supported by DFT calculations of the
formation energy energies of defects under Sn doping.
The formation energies of the dierent defects under Sn and Cl doping are shown in
Figures 5.24 and 5.25. For the most relevant insight the Sn-doped defects were calculated
in the Se-rich regime (which the crystals were deliberately grown in [34]) and the Cl-doped
defects were calculated in the Se-poor regime (which Sb2Se3 is known to tend towards,
as discussed in section 2.2.2). An examination of the two diagrams indicates that Sn
would be a far less eective dopant than Cl. In Figure 5.24, at the mid-gap point, SnSb
substitutional defects have the lowest formation energy, acting as acceptors. However,
at approximately 0.4eV above the valence band, this eect is compensated by the SnSb
switching to behave as donors, along with the formation of SeSb antisite donors becoming
equally favourable. This would pin the Fermi level at this point 0.4 eV above the valence
band. Meanwhile, in Figure 5.25, ClSe substitutional defects have very low formation
energy and are not compensated by VSb until approximately 1.1 eV above the valence
band (or 0.1 eV below the conduction band). This is signicantly higher in terms of
doping potential and is in line with the much higher levels of doping seen in the n-type
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Figure 5.24 DFT predicted formation energies of dierent defects with respect
to Fermi level position above the valence band for Se-rich Sb2Se3 doped with
Sn [58].
(μCl, μSb, μSe)
A (−0.96, 0.00, −0.50)

































Figure 5.25 DFT predicted formation energies of dierent defects with respect
to Fermi level position above the valence band for Se-poor Sb2Se3 doped with
Cl [58].
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crystal than the p-type crystal. Whether or not this is due to Sb2Se3 being easier to
dope n-type than p-type or Sn being a poor p-type dopant is a question that will need
answering if the best use of Sb2Se3 is to be found.
5.4 Conclusion
This study, similarly to the band alignment study in Chapter 4, utilised a powerful
combination of both hard and soft x-ray photoemission techniques to gain an in-depth
understanding of the electronic structure of Sb2Se3. In this case, rather than examining
the band alignments from a practical, device-focused perspective, a more fundamental
understanding was sought. The Sb 5s2 lone pair had been previously predicted by theo-
retical studies, and its eect on the structure and material properties of Sb2Se3 discussed.
In this work the presence of the lone pair was shown experimentally. Furthermore the ef-
fects of contamination were shown and the implications of lone pairs on band alignments
studied.
Core level spectra of the Sb and Se regions collected using HAXPES showed the
presence of a Sb2O3 layer on the surface, a result of the surface's exposure to air. This is
accompanied by a certain amount of free elemental selenium. Both were not present in
the in situ cleaved sample, showing that this contamination is localised to the surface and
doesn't aect the bulk. The implications of this contamination on device performance is
not discussed here but will be explored in detail in Chapter 6.
Using the energy dependence of photoionisation cross-sections, shifts in valence band
photoemission features have been linked to bonding mechanisms. The agreement ob-
served between the theoretical VB DOS and the experimental photoemission data near
the VBM provides strong evidence that Sb2Se3 exhibits contributions to the VB spectra
from a lone pair of electrons in the Sb 5s state. This Sb 5s state hybridises with the
Se 4p state, consequently bringing this state to the valence band edge as well. This has
the eect of raising the valence band edge on an absolute energy scale and lowering the
ionisation potential of the material. The IP of 5.23 eV groups Sb2Se3 with other chalco-
genide materials containing lone pairs as having a lower IP and band gap than similar
materials that do not possess lone pairs.
The implications of these conclusions to device applications cannot be underesti-
mated. Band alignment engineering is a crucial aspect of solar cell design and develop-
ment and this work shows how the band positions of materials are heavily inuenced by
the make-up of the valence band, particularly in the case of lone pair materials. The
position of the valence band could even be considered to be at the root of all the results
obtained in Chapter 4.
Measurement of the VBM - EF separation of both a Cl- and Sn-doped Sb2Se3 bulk
crystal was carried out using the three dierent photon energies of UPS, XPS and HAX-
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PES. These values were used as data points in a depth prole of the VBM - EF that was
used to inform a solution to Poisson's equation for surface space charge layers. The use
of linear extrapolation tting of the VBM did not provide satisfactory results whereas
VB DOS tting provided good solutions.
The results indicated that Cl doped Sb2Se3 exhibited strong n-type conductivity in
the region of 1017-1018 cm−3, whereas Sn was less eective in doping Sb2Se3 p-type, with
a predicted bulk carrier density of 1016-1017 cm−3. n-type crystals exhibited surface
electron depletion whereas p-type crystals presented surface inversion layers, with hole
depletion giving way to a shallow n-type layer at the surface.
These results represent an important rst step in experimental understanding of ex-
trinsic doping of Sb2Se3. The signicant inuence of chemical impurities on the conduc-
tivity strength and type of Sb2Se3 means that this is a quantity that will likely have to
be well understood and controlled in future optimisation of solar cells. Good control over
this phenomenon could provide a platform to improve devices beyond 10% in the future
by optimising device structure and controlling defects and band alignments.
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Chapter Six
Antimony Selenide Back Contacts:
Chemical Etching and Band
Alignments
Parts of this work are published as:
H. Shiel & O. S. Hutter et al., Chemical etching of Sb2Se3 solar cells: surface chem-
istry and back contact behaviour, Journal of Physics: Energy, 1, 4 (2019), DOI:10.1088/2515-
7655/ab3c98
H. Shiel et al., Band alignment of Sb2O3 and Sb2Se3, Journal of Applied Physics
129, 235301 (2021), DOI: 10.1063/5.0055366
6.1 Introduction
A thin lm solar cell is made up of a number of layers, each usually of a dierent material.
The combining of these materials is not always straightforward and many losses can occur
from poor band alignment (as discussed in chapter 4), lattice mismatch or intermixing.
To further complicate the matter, in a standard laboratory setup each layer is exposed
to atmospheric contamination in between fabrication processes. This can lead to issues
with materials that are unstable in air such as with most perovskites. While Sb2Se3
is very stable in air, it does undergo surface oxidation when exposed to air for even a
short time (a process likely exacerbated by the sample being heated during deposition),
something which was thought to have a negative impact on device performance [38, 39].
The natural response was to etch away the contaminants prior to the next step in de-
vice fabrication, the deposition of Au contacts. However, introducing a chemical etchant
to the back surface of the Sb2Se3 could have a wider impact than simply removing an
unwanted oxide, such as altering the chemical composition of the surface, changing the
surface morphology or depositing another contaminant onto the surface.
In the rst part of this chapter, the eect of two chemical etches on the surface
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chemistry of Sb2Se3 thin lms is investigated and paired with a thorough study of the
eect of etching on device performance. The results are then used to infer the impact
of the original contaminant, lling in a number of gaps in the existing literature and
providing clarity on some conicting results from previous work. The results from this
study led to further work within the group investigating the implications of the chemical
composition of the Sb2Se3 back surface (which is reported elsewhere [115]) and that in
turn led to the second part of this study, in which the band alignment between the Sb2Se3
and the contaminant layer present at the back contact is quantied for the rst time.






It is well established in other technologies that surface modication prior to back contact-
ing can lead to performance improvement. In CdTe, for example, the nitric-phosphoric
acid [33, 196198], bromine methanol [199], methyl ammonium iodide [200] or hydrogen
iodide [201] etching steps often improve device characteristics through the creation of
a more Te-rich layer prior to back contacting. This is a key step because back contact
losses are known to be a major limiting factor in CdTe due to the issue of CdTe's high
work function [202]. This high work function leads to a widely reported back contact
barrier between the CdTe and the metal contact. However, by leaving a tellurium-rich
back surface, this eect can be lessened [203]. Understanding the chemical composition
of the free back surface is a key component in developing such a process.
In works published by the Tang group in 2017, it was stated that the presence of
Sb2O3 and elemental Se contamination at the back contact of superstrate Sb2Se3 devices
was detrimental to performance and that chemical etchants solved the problem. In 2017,
Wang et al. stated that the removal of free elemental selenium using a carbon disulphide
(CS2) chemical etchant was successful in increasing the FF of their Sb2Se3 devices [39]
and Chen et al. reported that the use of an ammonium sulphide ((NH4)2S) chemical
etch was eective in removing both Sb2O3 and Se contamination. In both these cases,
an improvement in device performance was shown via an increased FF, along with XPS
analysis of the back surface before and after etching (Figure 6.1). However, the discussion
of these changes amounted to only a single sentence in each work. The sporadic use of
chemical etchants on the devices made within our research group however showed mixed
results and therefore it was decided that some clarication of the eects of chemical
etching was needed.
In the work by Wang et al. it is stated that CS2 treatment removes excess amor-
phous Se on the back surface, thus eliminating the contact barrier and improving FF
signicantly.... However, no experimental evidence is given for a back contact barrier.
Chen et al. stated that The low FF is largely caused by Sb2O3 and elemental Se at
the back surface, which increase the contact resistance and impede carrier transport.
132
Figure 6.1 XPS results from the works by Wang et al. (a-b) and Chen et al. (c-
f). Figures show selenium 3d region (a) before and (b) after CS2 rinse, the
antimony 3d region (c) before and (d) after an (NH4)2S etch and the selenium
3d region (e) before and (f) after an (NH4)2S etch. Reproduced from Refs [39]
with permission from Nature and [38] with permission from Wiley.
While plausible, no experimental evidence is given for this and in some works it has been
claimed that the exposure to air and resultant oxidation or selenisation of the Sb2Se3
lm is in fact benecial to device performance [115]. The XPS analysis performed by
Wang et al. showed a reduction in Se levels at the surface following the etch treatment
and Chen et al. similarly quoted XPS analysis as evidence of a reduction in Sb2O3 and
Se after etching. However, the XPS interpretation was not consistent across the two
studies (despite coming from the same group), with there being a large discrepancy in
the assigned positions of the chemically shifted contaminant peaks. It is also signicant
that the eectiveness of the two etches has never been directly compared in a consistent
study, given that the two etches were used in dierent works with diering devices, and it
is therefore unclear if one etch oers superior benets or performance over the other. The
exact mechanism of the etching processes are unclear - there have been reports on the
use of (NH4)2S to dissolve Sb-chalcogenides [204] however, to the best of our knowledge,
there are no reports on the mechanism of CS2 as an etchant for Sb2Se3. It is noteworthy
that CS2 has not been used in any other reports of Sb2Se3 solar cell fabrication, whereas
the (NH4)2S treatment has been used in some but is far from widespread [205]. Indeed,
only a handful of papers reported from within that same research group quote the use of
an (NH4)2S chemical etch, suggesting that the benets are not universal for all Sb2Se3
cells.
The aim of this work was to explore in more depth the eect of these etches on the back
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contact chemical composition using rigorous XPS analysis on a set of samples identical in
every way except for the chemical etching treatment. The Sb2Se3 samples were deposited
by CSS (see section 2.2.2) and were left as an unetched control sample, or were treated
with either a CS2 or an (NH4)2S chemical etch to modify the surface chemistry prior
to back contacting [38, 39, 206] (Figure 6.2). In addition, the lm morphology and
crystallinity were examined using XRD and SEM. Crucially, the XPS analysis was related
to the back contact barrier and device performance by temperature dependent current-
voltage, J-V and EQE measurements, allowing for a more thorough investigation of the
inuence of these chemical etchants on the back contacting mechanism. The knowledge
gleaned in the study was used to inform the development of the chemical etching process.
Figure 6.2 Schematics of device structure for the three studied samples: (a)
unetched control sample, (b) CS2-etched sample and (c) (NH4)2S-etched sample.
6.2.2 Methods
Film, Surface and Device Preparation
TiO2 lms were deposited by spin casting titanium isopropoxide onto uorine-doped tin
dioxide coated glass substrates (TEC10 FTO, NSG Group) prior to annealing in air, via
an established two-step process [144]. Sb2Se3 was then deposited via a multi-step CSS
process [81] utilising a seed layer deposited at a pressure of 10−2 mbar, followed by a
thicker layer with a source temperature of 470◦C for 15 minutes at a pressure of 13 mbar
N2 to give a total layer thickness of ∼2 µm. This process was developed to generate
layers with a more compact grain structure. In addition to an unetched control sample,
two surface treatments were used, these being a CS2 etch and an (NH4)2S etch. For the
CS2 etch, a 25 mm × 25 mm sample was rinsed with 3 ml of CS2 as carried out by Wang
et al. [39]. For the (NH4)2S-etched sample, 3 ml of 0.3 mmol.dm−3 (NH4)2S (aqueous),
and subsequently 3 ml of H2O, was applied to the substrate using a spin coater at 2500
rpm, as described by Chen et al. [38]. For completion of devices, 100 nm thick Au back
contacts were then thermally evaporated through a shadow mask, creating N = 16 cells
per sample type, each having an active area of 0.1 cm2. Figure 6.2 shows a schematic
diagram of the device structure.
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Materials and Device Characterisation
SEM images were taken using a JEOL 7001F with an acceleration voltage of 5 kV. XRD
was performed with a Rigaku SmartLab x-ray diractometer in a parallel beam con-
guration. XPS measurements were performed inside an ultra-high vacuum chamber
operating at a pressure less than 4×10−9 mbar. The surface composition was probed
using core level XPS with an unmonochromated Mg Kα x-ray source (hν = 1253.6 eV)
operating at 200 W and a hemispherical Scienta SES200 electron energy analyser com-
prised of a double channel plate and phosphor screen with a CCD camera. The resolution
was determined from the FWHM of a Ag 3d5/2 peak of a Ag calibration sample to be
0.7 eV, allowing binding energy determination with a precision of ± 0.1 eV.
Device performance was measured under simulated AM1.5 illumination at 1000Wm−2
using a TS Space Systems solar simulator and a Keithley 2400 source-meter. The
Au/Sb2Se3 back-contact barrier height, ϕb, was determined from dark J-V measure-
ments as a function of temperature (J-V-T) using a CTI-cryogenics cryostat in the range
250-350K, with J-V curves taken using a Keithley 2400 source-meter over the range -1
to 1 V. Using the method proposed by Bätzner et al. [21], the series resistance, Rs, is
determined at forward bias above open-circuit voltage (Voc) as a function of temperature
i.e. the slope method. Rs(T ) may then be separated into an invariant, an Ohmic and
an exponential component, the latter resulting from the passage of the carriers over the
back contact via thermionic emission. Rs is thereby expressed as follows:












where C is a tting parameter, RΩ0 is the Ohmic resistance, and kB is the Boltzmann
constant. As shown by Al Turkestani [125], at low temperature the exponential term
is much greater than the rst two terms. Hence, for this experiment, the third term is












SEM images of as-deposited and etched lms are shown in Figure 6.3. SEM was employed
to investigate any signicant alteration to the texture or damage to the surface layer by
the etches that may aect the metal contacting. It is also a good indicator of the quality of
the Sb2Se3 lms. It can be seen from Figure 6.3 that the lms have large and reasonably
uniform grains (up to 2 µm across), with some cavities visible at the surface owing to
the large grain structure. These cavities are not uncommon in CSS grown Sb2Se3 and it
has been shown that they do not directly correspond to shunting pathways [75], being a
product of a very uneven surface rather than a gap in the entire lm. The etches have
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little obvious impact on the surface morphology, aside from some loss of delineation of
the grain boundaries following the (NH4)2S etch (Figure 6.3c). This delineation is more
likely a result of poorer image resolution than any eect of the etches on grain boundaries.
Figure 6.3 SEM micrographs of (a) unetched control, (b) CS2-etched and (c)
(NH4)2S-etched Sb2Se3 lms.
Similar to SEM analysis, XRD patterns (Figure 6.4) show no signicant dierences be-
tween the samples, with all three patterns showing prominent peaks at 28.2◦, 31.2◦, 32.2◦
and 45.6◦ that are characteristic of the (211), (221), (301) and (002) planes respectively
(using the Pbnm space-group labelling convention [57]). These planes are representa-
tive of nanoribbons lying at 37◦, 44◦, 46◦ and 0◦ from normal to the substrate for the
(211), (221), (301) and (002) planes respectively. As discussed in section 2.2.2, growth of
nanoribbons normal to the substrate surface would be expected to optimise both vertical
conduction along the nanoribbon axes and also increase the fraction of van der Waals-
bonded rather than covalent-bonded grain boundaries, both of which are expected to be
benecial to photovoltaic performance [54, 78]. Even the ∼45◦ angle of the (221) and
(301) planes from normal is not expected to impede carrier transport due to the size of
the grains in this material. It is also noted that there were no peaks at 15◦ and 17◦,
showing the lack of detrimental orientations in these lms. It is reasonable to assume
that the majority of the grains, and therefore the nanoribbons, span from the bottom to
the top of the lm [54, 57]. There is a small dierence in the peak at 26.6◦. However, this
is attributed to an additional Sb2Se3 (021) orientation [54] and is therefore not indicative
of any signicant change at the surface.
Overall the SEM and XRD studies revealed that the etching processes introduced no sig-
nicant morphological or crystallographic change that was detectable using these meth-
ods. This was consistent with expectations; the chemical etches had been reported to
have a purely surface specic eect on the lms and therefore any deeper structural
changes would have been surprising. The reported inuence of the etches was on a com-
positional level and evidenced with XPS, but without sucient rigour to determine for
certain the full picture of the eect of the etches. Therefore, the surface sensitivity of
XPS was required here to detect the important chemical changes in the lms and to
examine the dierences in the performances of the CS2 and (NH4)2S etches.
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Figure 6.4 XRD patterns of unetched, CS2-etched, and (NH4)2S-etched Sb2Se3
samples showing prominent peaks at 28.2◦, 31.2◦, 32.2◦ and 45.6◦.
Surface Chemistry
The analysis of core level spectra using XPS is a powerful tool for investigating surface
chemistry. However, it has its limitations, which will be briey discussed here as well as
the methodology used in the analysis. XPS can give a great deal of information on surface
chemistry (as laid out in section 3.2.6), particularly the dierent chemical environments
of each element. However, the exact ratios of the varying elements and chemical states
cannot be accurately determined. This is primarily due to the varying photoionisation
cross-sections of dierent elements making XPS more sensitive to some elements than
others. It is also important to consider that dierent regions on the binding energy scale
have dierent levels of surface sensitivity (see Figure 4.6), meaning that careful consid-
eration must be taken of what depth of material a peak will give information on. This
meant that for this XPS study no hard conclusions could be made on the exact amount
of contamination present at the surface, but it was possible to look at the relative change
in contamination under etching if all samples were exposed to the exact same conditions.
To ensure consistency in the results, the lms were grown in the same CSS run and cut
into quarters. As one piece was transferred immediately to the XPS for analysis the
others were stored in an inert N2 atmosphere to prevent any surface contamination. The
chemical etches were applied immediately before each sample was transferred to the XPS
for analysis in order to ensure consistency in the amount of time the etches had to change
the Sb2Se3 surface.
Figures 6.5 and 6.6 show the XPS spectra for the Sb 4d (30 - 38 eV) and Se 3d (51 -
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Figure 6.5 XPS spectra of Sb 4d regions for (a) unetched (b) CS2-etched
and (c) (NH4)2S-etched Sb2Se3 lms. It can be seen that the relative amount
of Sb2O3 is reduced with etching. There is also a low, unchanged metallic
antimony signal in all three samples.
58 eV) regions respectively, for each of the unetched, CS2-etched and (NH4)2S-etched
samples. All contamination levels are presented as percentages of the Se or Sb present
at the surface in each of their chemical environments (Table 6.2 & Figure 6.7). For
example, the amount of free elemental selenium present is characterised as the amount of
free elemental selenium as a percentage of total selenium detected in all its environments.
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Figure 6.6 XPS spectra of Se 3d regions for (a) unetched (b) CS2-etched and
(c) (NH4)2S-etched Sb2Se3 lms. It can be seen that the relative amount of free
elemental selenium rises with the (NH4)2S etch but is unchanged by the CS2
etch.
For the Sb 4d region, three chemical species were identied: Sb2Se3, Sb2O3 and metallic
Sb [111, 207209]. The oxide component was determined to be Sb2O3 and not Sb2O5 or
a mix of the two species due to a clear dierence in chemical shift (∼1 eV) for the two
species relative to Sb2Se3 [111, 208]. For the Se 3d region, two chemical species were
identied: Sb2Se3 and free elemental Se [39, 111, 210, 211]. The binding energies of the
components are displayed in Table 6.1 and were determined using the tting procedure
laid out in Chapters 2 and 4.
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Peak Measured Binding Energy (eV) FWHM (eV)
Sb(Se) 4d5/2 33.0 0.8
Sb(Se) 4d3/2 34.2 0.8
Sb(O) 4d5/2 34.5 1.1
Sb(O) 4d3/2 35.7 1.1
Sb 4d5/2 31.6 0.7
Sb 4d3/2 32.9 0.7
Se(Sb) 3d5/2 53.7 0.9
Se(Sb) 3d3/2 54.5 0.9
Se 3d5/2 55.0 1.5
Se 3d3/2 55.8 1.5
Table 6.1 Identied peaks in the XPS spectra for Sb2Se3 samples.
In Figure 6.5, although the magnitude of the signal is understandably dwarfed by the
Sb2Se3 signal, it is noticeable that the Sb2O3 peaks are reduced in size after etching with
both CS2 and (NH4)2S, indicating removal of the oxide via etching. However, it is also
noted that here the level of contamination is already very low in the unetched sample
compared with the other unetched samples previously reported by Wang et al. and Chen
et al. (see Figures 6.1, 6.5 and 6.6) [38, 39]. This is likely because the CSS deposition
technique used in this work, unlike the RTE process used by the Tang group, uses an
inert nitrogen atmosphere. Additionally, samples were exposed to air for minimal time
(< 30 minutes) between deposition and XPS measurement. A low level of contamination
is therefore consistent with our expectations.
Contaminant Unetched (%) CS2-etched (NH4)2S-etched
Free elemental selenium 7.6 (±0.2) 8.0 (±0.5) 10.5 (±0.3)
Sb2O3 11.9 (±1.2) 6.9 (±1.0) 5.4 (±0.4)
Table 6.2 Percentage of the Se and Sb2O3 contaminant signals as a percentage
of total Se- and Sb-related signals, respectively, for unetched, CS2-etched and
(NH4)2S-etched lms.
The levels of Se and Sb2O3 contamination are summarised in Table 6.2 and Figure 6.7.
It is clear that both etching processes reduce the level of Sb2O3 contamination, with
the (NH4)2S etch being marginally more eective. However, while the CS2 etch has
little or no eect on the amount of free elemental selenium at the back contact surface,
the (NH4)2S etch increases the proportion of free elemental selenium at the surface.
This indicates that the etches do not selectively remove selenium and in the case of the
(NH4)2S etch it in fact produces a more selenium rich surface. In this work, by ensuring
consistency in the tting procedure used to analyse the eect of both etches, we show
beyond doubt that the primary result of the etch process is Sb2O3 removal and not Se
removal. This is contrary to previous work, in which inconsistencies in the XPS tting
procedure led to misidentication of Se removal as the primary result of the CS2 etching
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process [38, 39] (as discussed in section 6.2.4). The next step is then to determine what

























Figure 6.7 Sb2O3 and selenium contamination levels with dierent etches.
Both etches reduce the proportion of oxide contamination, while relative levels
of free elemental selenium rise slightly with the (NH4)2S etch but are unchanged
by the CS2 etch.
Device Performance and Barrier Height Determination
A series of complete cells was produced with absorber layers and etching steps identical
to those used for XPS analysis to allow direct comparison. Average and peak device
performance parameters extracted from J-V analysis are shown in Tables 6.3 & 6.4 for
an unetched sample and samples etched by CS2 and (NH4)2S. Here it can be seen that
chemical etching has a negative eect on both the average and peak performances of the
devices.
The CS2 etch reduces the average eciency by 25%, with the Voc signicantly reduced
but no signicant change in the FF and Jsc, contrary to expectation based on literature.
The (NH4)2S etch, on the other hand, led to a signicant drop in both the average
Voc and Jsc, while the average FF was unaected. However, looking at averaged device
parameters takes into account both good and bad cells which could be aected dierently
by the etch. The peak eciency characteristics tell a slightly dierent story. In the peak
performing cell, the eect of the CS2 etch on eciency is still negative but by a smaller
margin (∼3% decrease), with an increase in FF being the most signicant dierence. This
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Device PCE Voc Jsc FF
(%) (V) (mA.cm−2) (%)
Unetched 5.00 (±0.46) 0.42 (±0.01) 28.2 (±2.1) 42.4 (±1.1)
CS2 4.27 (±1.68) 0.36 (±0.09) 27.1 (±2.8) 40.7 (±8.2)
(NH4)2S 3.73 (±1.58) 0.37 (±0.11) 21.8(±5.4) 42.2 (±8.0)
Table 6.3 Average J-V results and standard deviations for devices with dierent
chemical etch treatments (N = 16 per device type).
is accompanied by a slight drop in Rs. However, these improvements are counteracted
by a slight lowering of both Voc, Jsc. The (NH4)2S etch again causes a greater drop in
peak eciency than the CS2 etch (∼14% decrease), but also produces an improvement
in FF and Rs.These improvements are counteracted by signicant decreases in Jsc and
Rsh.
Device PCE Voc Jsc FF Rs Rsh
(%) (V) (mA.cm−2) (%) (Ω.cm−2) (Ω.cm−2)
Unetched 5.70 0.42 30.7 44.2 5.0 73.5
CS2 5.55 0.40 29.2 47.5 4.8 72.3
(NH4)2S 4.89 0.42 25.1 46.4 3.9 68.2
Table 6.4 Peak J-V results for devices with dierent chemical etch treatments.
The improvement in FF and Rs in the peak devices correlates well with the previously
reported theory that the removal of a resistive layer at the back contact improves con-
ductivity. However, the drop in Jsc and Rsh indicate that the lm is damaged by these
etches and increase the amount of shunt leakage in the devices. It is possible that the
more drastic decrease in the average performance is an extension of this, with weaker
cells experiencing more harm from the etches than good. The negative impact on the Voc
is also unexpected, and could be an indicator of some positive inuence of the contami-
nants on the overall band structure and built-in voltage of the devices. This is discussed
further in section 6.3.
The motivation for back contact treatments in CdTe is usually to reduce the back contact
barrier caused by the unfavourable alignment between the work function of CdTe and
the work function of the metal contact. This back contact barrier is evident in the J-V
curves of CdTe devices by the existence of `rollover' - an increase in series resistance at
high forward bias. At lower temperatures this rollover becomes more prominent, due to
the decreasing probability of thermionic emission of carriers over this barrier. J-V-T can
be used to measure the change in series resistance with temperature and, by tting one
of a variety of models to the data, determine the magnitude of the back-contact barrier,
ϕb. J-V-T analysis was carried out on all Sb2Se3 devices, in order to determine whether
the chemical etching had a similar inuence in Sb2Se3 devices as in CdTe.
Rs values were measured in the dark via the slope method for a range of temperatures
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 CS2 - etched
 (NH4)2S - etched
Figure 6.8 J-V scans for the best performing Sb2Se3 devices with no etching
treatment, CS2 etch and (NH4)2S etch.




Table 6.5 Measured back contact barriers for Sb2Se3 devices.
(250 - 350 K) for all devices prior to tting them using equation 6.2. The ts can be
found in Figure 6.9 and the results of the tting are shown in Table 6.5. The results
show that the barrier height is lowered by both etches, with a similar decrease for both
the (NH4)2S etch and the CS2 etch (albeit slightly larger for the CS2). This correlates
well with the XPS results and the device results, indicating that a removal of the oxide
layer is benecial to the back contact performance [38, 39].
6.2.4 Discussion
The impact of (NH4)2S etch and CS2 etching on Sb2Se3 identied here is notably dierent
from prior reports [38, 39]. Wang et al. [39] suggested CS2 improved FF by dramatically
reducing the proportion of free elemental selenium at the back contact. However, in this
work we observe a reduction in Sb2O3 and not elemental selenium to be the primary role
of CS2 etching. This discrepancy in the eect on selenium can be explained, in part,
by the much lower selenium contamination levels in our devices (Figure 6.6) due to use
of a CSS process rather than rapid thermal evaporation (as used by Wang et al. and
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Figure 6.9 Rs data with exponential t used to calculate back contact barrier
height in (a) unetched, (b) CS2-etched and (c) (NH4)2S-etched Sb2Se3 devices.
Chen et al) and may be the reason why they see a greater inuence on device perfor-
mance [38, 39]. Chen et al. reported that the (NH4)2S etch eectively removes both
Sb2O3 and free elemental selenium from the back contact [38]. However, the XPS peak
tting of the Se region by Chen et al. was dramatically inconsistent with both Wang et
al.[39] and this work. In this work, the binding energy separation between elemental Se
and Sb2Se3 in the Se region is ∼1.3 eV, consistent with Wang et al., and other reports
[39, 111, 210]. However, Chen et al. [38] state this separation as ∼0.6 eV, combined
with a very broad line shape for the alleged elemental Se component. Given the 0.1 eV
precision of binding energy determination in XPS, this dierence casts doubt over the
validity of these assignments, and therefore it cannot be concluded from their work that
the (NH4)2S treatment is in fact eective in removing free elemental selenium. Indeed
our results show there to be no removal of elemental selenium and the improvement they
observed in device performance is most likely due to removal of Sb2O3, which would
be consistent with the work carried out in this study. Furthermore, Wang et al., while
demonstrating XPS tting that reliably shows a reduction in elemental Se, show no XPS
spectra of the Sb region that would have shown a reduction in Sb2O3, meaning that it is
insucient evidence to conclude that the removal of Se was the cause of the performance
improvement. It is also possible that a more dramatic reduction in sb2O3 could mean a
more Se-rich back surface after etching.
Our results indicate that while these chemical etches have led to an improvement in device
performance in previous studies they are in some cases harmful [38, 39]. The removal of
Sb2O3 from the back contact decreases the barrier height and lowers the series resistance.
However, the decrease in Jsc and Rsh in J-V measurements can be explained by damage
to the lm upon etching. Whilst it is likely that the removal of a resistive Sb2O3 layer
would benet device performance by lowering of the series resistance and increasing the
FF, there are clear dierences in the initial level of contamination on the surfaces of our
samples compared to those of Wang et al. and Chen et al. [38, 39]. Our samples show
very low levels of Sb2O3 and free elemental selenium contamination compared to those
shown in the previous studies, presumably due to the dierent deposition method. For
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Figure 6.10 EQE spectra of an unetched reference, CS2-etched and (NH4)2S-
etched Sb2Se3 solar cells. The spectra show no noticeable change in shape with
the exception of the (NH4)2S-etched spectrum being lower, as expected from
the lower Jsc in Tables 6.3 & 6.4.
example, the RTE process uses no inert gas during deposition and also deposits at a much
higher rate than CSS and at a dierent pressure (∼ 0.01 mbar rather than ∼ 13 mbar)
[78]. Additionally, in the RTE process the Sb2Se3 melts before evaporating, whereas in
CSS the material directly sublimes onto the substrate which could lead to dierences in
contamination from the source material [78]. It seems likely therefore that the state of
the as-deposited Sb2Se3 surface plays a major role in the eectiveness of these chemical
etches. We postulate that if the sample has a thick layer of Sb2O3 contamination then
the etches are eective in reducing the thickness of a resistive layer, thereby improving
the ll factor of the device. However, if the Sb2O3 layer is very thin, the reduction in
Rs is counteracted by a more signicant decrease in Rsh and Jsc that lowers the overall
performance of the cell. This is supported by the fact that EQE measurements show
that the (NH4)2S-etched sample has uniformly lower EQE across all wavelengths whilst
showing no change in shape in the EQE spectrum (Figure 6.10).
According to the work carried out in this study, the factor counteracting the benets
of Sb2O3 removal at the back contact was the aggressiveness of the etch, potentially
also removing Sb2Se3. It was therefore decided that a more dilute version of the most
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Figure 6.11 J-V curve of a device etched with a more dilute (0.03 mmol.dm−3)
solution of (NH4)2S, showing improved performance from that shown in Figure
6.8.
commonly used etch, (NH4)2S, would be used on a similar Sb2Se3 solar cell to test this
hypothesis. The etch was made 10 times weaker. This succeeded in improving the device
performance to over 6.6%, as shown in Figure 6.11 (PCE = 6.63%, Voc = 0.42 V, Jsc =
32.5 mA.cm−2, FF = 48.5), which further supports the conclusions of this work. It is
noted that the concentration used in the earlier part of the study matched exactly the
conditions laid out by Chen et al. [38] in the work in which they reported an improvement
in device performance. It is likely that the dierence in concentration required is another
result of the dierence in contamination levels immediately post-deposition.
6.3 Part 2 - Band Alignments
6.3.1 Background
The publication of the study on chemical etching of the back contact contamination led
to further work within the PV research group, carried out in collaboration with this
project. In particular, it had been noticed that the exposure of Sb2Se3 solar cells to
air led to an improvement in device performance over the span of a few hours. This
coupled interestingly with the conclusions of the chemical etch study that the removal of
145
very thin contaminant layers was actually detrimental to device performance. This was
studied in detail by Fleck et al. [115]. This work was closely linked to the work of this
chapter, although not a part of it, and will therefore be discussed here for context.
The study by Fleck et al. showed that over a 23 hour period following the rst measure-
ment of device performance (carried out as soon after completion of the device as possible)
the eciency of the cell increased by approximately 10%. This improvement manifested
itself primarily through an increase in ll factor (FF) and a decrease in `rollover' in the
J-V curve. Rollover is a well known indicator of a back contact barrier in CdTe solar cells,
indicating an unfavourable band alignment between the surface of the Sb2Se3 layer and
the back contact metal (Au). Fleck et al. showed that samples exposed to air experienced
this improvement whereas samples stored in vacuum did not. This, coupled with XPS
analysis of the back surface, showed that the improvement in device performance was
linked to the growth of Sb2O3 contamination on the back surface and the accompanying
formation of elemental selenium, Se.
Measurement of the secondary electron cut-o of the lms immediately after deposition
and after exposure to air and vacuum revealed that the growth of a native oxide de-
creased the work function of the surface from 4.9 eV to 4.3 eV. This is consistent with
the established concepts in the CdTe literature of decreasing back contact barrier height
by lowering the work function of the back surface. However, it is important to remember
that the Sb2Se3 thin lms studied are n-type rather than p-type and that the PV devices
consist of a n-n+ junction [62]. It was also postulated that the positioning of the valence
and conduction bands of the Sb2O3 in between those of Sb2Se3 and the Fermi level of
Au would act as a passivation layer to suppress carrier recombination at the back contact.
This was tested by depositing ultra-thin (2 nm) layers of both Sb2O3, Se and a com-
bination of both via thermal evaporation. Both layers were shown to improve device
performance, but it was the Se layer and the combination of Sb2O3 and Se that had
the greater impact. This supports the conclusions of the chemical etch study in Part 1
of this chapter, in which the etch that removed Sb2O3 and left a Se rich back contact
was the most benecial. It also supports the theory that a very thin layer of oxide is
not detrimental and that only thicker layers of contamination are deleterious to device
performance. Layers thicker than 2 nm were also tested by Fleck et al. but these were
found to reduce eciency via a loss in Jsc. This supports the conclusions in the chemical
etch study in Part 1 of this chapter - that the additional resistance from the oxide layer
is the primary source of eciency loss introduced by the contamination.
In order to further examine the role of oxide at the back contact, it was necessary to
measure the band alignments between Sb2Se3 and an Sb2O3 contaminant layer. The
device results and J-V-T measurements from the work by Fleck et al. suggest that the
oxide layer forms a barrier to carrier extraction from the Sb2Se3 to the Au contact, but
that this can be tunnelled through by holes if the layer is suciently thin and simulta-
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neously acts as an electron reection barrier [115]. It is desirable, therefore, to acquire a
measurement of the band oset between the Sb2Se3 crystalline lm and the contaminant
layer of Sb2O3, to corroborate this theory.
In this study, two dierent methods were used to measure the band alignment between
Sb2Se3 and Sb2O3. The rst used a novel method of measuring the valence band dier-
ence spectrum between an air-exposed, oxidised bulk crystal of Sb2Se3 (the same n-type
crystal as used in Chapter 5) and nding the valence band oset between this dierence
spectrum and the pristine, cleaved bulk crystal. The second method used was the same
as that used in Chapter 4, with the Kraut method applied to a thermally evaporated
thin lm of Sb2O3 deposited onto CSS grown Sb2Se3, similar to (but thicker than) the
one used by Fleck et al. when attempting to replicate the eects of surface oxidation
[115].
6.3.2 Methods
Film and Crystal Fabrication
As well as the bulk crystal (discussed in detail in Chapter 5), three thin lm samples
were used in this work. A ∼2 µm thick Sb2Se3 lm was deposited onto a TiO2 substrate
(matching the usual solar cell structure [57, 62]) via CSS. A two stage process was used -
2 minutes with a source temperature of 390◦C, substrate heating at 360◦C and a pressure
of ∼0.05 mbar followed by 15 minutes with a source temperature of 470◦C at a pressure
of 13 Torr. A ∼75 nm thick lm of Sb2O3 was deposited via thermal evaporation onto
a uorine doped SnO2 coated glass substrate. A thin Sb2O3 lm was deposited onto
Sb2Se3 for the interface measurement. Sb2O3 thickness was limited to 22 nm, as de-
termined using atomic force microscopy and the Sb2Se3 layer was identical to the thick
Sb2Se3 sample.
The Sb2Se3 bulk crystals were fabricated via the Bridgman melt-growth technique, as
already covered in Chapter 5 . A more detailed description of the process and character-
isation of the crystals is provided elsewhere [62, 97, 175, 176, 212].
Photoemission
Hard x-ray photoemission spectroscopy was carried out at the I09 beamline at the Dia-
mond Light Source facility, as laid out in section 3.2.7. Following the initial, as-received
measurement, the crystals were cleaved in-situ to expose a pristine (010) surface (in the
Pbnm space group setting [50]), as demonstrated in Chapter 5 and by Hobson et al. and
Don et al. in previous works by our group [62, 212]. The crystals were cleaved by af-
xing a metal stud to the crystal surface with an epoxy and then knocking it o with
a wobble-stick once inside the UHV system. All peak positions from curve tting are
reported with an error of ±0.05 eV. HAXPES core level spectra were curve tted using
CASAXPS software with Voigt lineshapes after subtracting a Shirley background [178].
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6.3.3 Results
Valence Band Dierence Spectrum
Figure 6.12 shows a reproduction of Figure 5.7 from Chapter 5. The spectra show some
dierence in intensity at binding energies above 3 eV and this dierence is particularly
pronounced between 3 and 4 eV. As previously discussed in Chapter 5, this intensity
dierence is attributed to a surface layer of Sb2O3 that is known to grow on the surface
of Sb2Se3 upon exposure to air. The two spectra have been normalised to be matching in
intensity at ∼1.7 eV [213]. This point was chosen for the normalisation for two reasons
- rstly the shapes of the valence bands are very similar up to ∼2 eV, with the shape
of the uncleaved beginning to dier towards higher binding energy. By normalising to
this point there is no negative intensity in the dierence spectrum [213], with the con-
tribution from the Sb2O3 beginning to show from ∼2 eV. This point also corresponds
to the binding energy at which the Sb 5s orbital has a signicant contribution in the
Sb2Se3 density of states [212]. It therefore corresponds to a peak in the valence band
density of states (rather than background intensity or a peak shoulder/edge), making it
more reliable. Secondly, at this point no contribution from Sb2O3 would be expected
(due to its wide band gap and n-type conductivity), meaning that the intensity at this
point originates solely from Sb2Se3 in both spectra. No energy shift was necessary to
align the two samples, which lent weight to the assumption that the valence band edge
position was representative of the Sb2Se3's VBM-EF separation in both the oxidised and
pristine states. By subtracting the valence band spectrum of the cleaved sample from
that of the uncleaved sample, the remaining intensity, called the dierence spectrum,
should originate from this Sb2O3 layer [213]. This is shown by the black circular data
points in Figure 6.12b and will henceforth be referred to as `Sb2O3-sub'.
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Figure 6.12 (a) Valence band spectra of (red) cleaved Sb2Se3 crystal and (blue)
uncleaved Sb2Se3 crystal and (b) valence band spectra of (green) Sb2O3 thin
lm and (black) valence band subtracted Sb2O3. All spectra are shown with
linear ts and measured VBM energies.
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To ascertain whether this method was successful in isolating the contribution from the
contamination, the Sb2O3-sub spectrum was compared to the valence band spectrum
of a thin lm of Sb2O3 (henceforth referred to as `Sb2O3-lm'). This is a thermally
evaporated thin lm deposited onto Sb2Se3 but with a thickness of 75 nm. This data is
represented by the green data points on Figure 6.12b and shows good agreement with
the Sb2O3-sub data. Both exhibit a peak in intensity at the edge of the valence band,
with another broader feature at 5-6 eV below the valence band edge. However, the two
spectra do not line up in energy, with the Sb2O3-lm valence band lying roughly 0.5 eV
to higher binding energy than Sb2O3-sub. There is also a peak in the Sb2O3-sub data at
1 eV, corresponding exactly with the edge of the Sb2Se3 data. This spike is attributed
to a dierence in mid-gap states between the air exposed crystal and the in situ cleaved
crystal [214, 215]. Again using linear ts, the VBM energies were determined to be 3.07
eV and 2.60 eV respectively for the Sb2O3-lm and Sb2O3-sub. This highlights a dier-
ence between the deposited lm and the native oxide, although whether this is due to
a dierence in thickness or has a dierent origin is unclear (as discussed below). Using
the valence band edge of the Sb2O3-sub, it is possible to determine the band alignment
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Figure 6.13 Band alignment between Sb2Se3 bulk crystal and its native Sb2O3
determined by valence band subtraction. Conduction band energies have been
determined by adding the known band gap values for Sb2Se3 and Sb2O3 of 1.18
eV and 4 eV.
The band gap of Sb2Se3 is well known to be 1.18 eV [54] while there is a range of
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reported band gap values for Sb2O3, from ∼3.5 eV to ∼4 eV [216218]. For this study
a DFT calculated band gap of 4 eV was used [219]. This was calculated using the
HSE06 functional which is known to achieve accurate band gap values and is in line
with many values reported in the literature [216218]. This is towards the upper limit
of the range reported in the literature but, as will be shown later, any smaller values
within the reported range would have no bearing on the conclusions of this work - the
nature of the conduction band oset is the same for all reasonable values of the Sb2O3
band gap. Using the valence band subtraction method, the VBO between Sb2Se3 and
Sb2O3 can be measured as the dierence in the two valence band edge energies of the
uncleaved crystal and the native oxide from the Sb2O3-sub spectrum. Figure 6.13 shows
the resulting experimentally determined band alignment between Sb2Se3 and its native
oxide. The VBO of -1.72 eV shown in Figure 6.13 implies a straddling alignment (where
both the CBM and VBM of one material lie within the band gap of the other), as would
be expected with two materials of such dierent band gaps. An uncertainty of 0.14 eV
was determined for the linear tting procedure, which is not sucient to change the
straddling nature of the alignment.
The Kraut Method
In order to verify the nature of the alignment between Sb2Se3 and Sb2O3, the VBO be-
tween thin lms of Sb2Se3 and Sb2O3 was measured via the Kraut method. This method
is explained in detail in Chapter 4 as well as the advantages and disadvantages of using
HAXPES instead of regular XPS. For this measurement, an Sb2O3 layer was deposited
to a thickness of 22 nm onto a 1.5 µm thick layer of Sb2Se3. Separate, thicker layers of
Sb2Se3 (2 µm) and Sb2O3 (75 nm) were also necessary for the measurement, of which
the thick Sb2O3 sample was the same as Sb2O3-lm used in Figure 6.12b.
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Figure 6.14 Core level spectra of the Sb 3d and O 1s region for (a) Sb2Se3
thin lm, (b) Sb2O3 thin lm and (c) Sb2O3/Sb2Se3 interfacial sample.
Figure 6.14 shows the HAXPES core level spectra of the Sb 3d and O 1s region for the
Sb2Se3, Sb2O3 and Sb2O3/Sb2Se3 interface thin lms. The spectrum from the Sb2Se3
lm (Figure 6.14a) is, as expected, dominated by Sb bonded to Se, with a very small
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contribution from Sb bonded to O. This is a result of oxidation of the surface when
the sample was briey exposed to air. The signal is so small that it does not indicate
a complete layer of Sb2O3, such as the one removed by in situ cleaving [212]. The
spectrum from the Sb2O3 lm (Figure 6.14b) is dominated by Sb bonded to O, as well
as the overlapping O 1s peak. This sample also shows some trace contamination from
metallic Sb at 528.79 eV, likely a by-product of the deposition process or some slight
oxygen deciency in the source material. The interfacial sample (Figure 6.14c) shows
signals from both Sb2Se3 and Sb2O3 with the oxide signal dominating as expected for
the uppermost layer. Other core levels used for the Kraut method calculations as well as
valence band spectra for the thin lms are included in Figures 6.16 - 6.19.
Binding Energy (eV)
Peaks Used O(Sb) 1s Sb(O) 3d Sb(O) 4s Sb(O) 4d
Sb(Se) 3d5/2 -1.91 -1.93 -2.02 -2.00
Se(Sb) 3p3/2 -1.89 -1.90 -2.00 -1.98
Se(Sb) 3d5/2 -1.63 -1.65 -1.74 -1.72
Sb(Se) 4d5/2 -1.96 -1.97 -2.06 -2.04
Table 6.6 Table showing the valence band oset calculated by the Kraut
method using dierent combinations of core level peaks from Sb2O3 (columns)
and Sb2Se3 (rows).
Figure 6.15 shows the VBO as measured by the Kraut method. The measured VBO
was -1.90 eV, taken as an average of the dierent valence band osets calculated using
dierent combinations of core level peaks (see Table 6.6). The error on the measurement
was taken as the standard deviation of the dierent calculated values and was determined
to be 0.13 eV. The oset of -1.90±0.13 eV is consistent with that determined by the
subtraction method and would also signify a straddling alignment. The dierent band
osets measured using dierent core level peak combinations is shown in Table 6.6. It is
noticeable that the band osets calculated using the Se 3d peak in the Sb2Se3 spectrum
are consistently lower than those calculated from other peaks. The reason for this is
dicult to determine. It is possible that the presence of the plasmon lines from the
Sb 4d interferes with the determination of the binding energy, but as shown in Figure
5.5 these features have been tted and accounted for. It is unlikely that the measured
peak is present in a dierent oxidation state because the peak positions match literature
reported values as well as those measured elsewhere in this thesis very well [37, 111, 220].
Common photoemission eects such as recoil shift or charging can also be discounted.
Recoil shift is unlikely due to the absence of a similar eect seen for the oxygen in Sb2O3
or the sulfur or oxygen measured in Chapter 4. Similarly, dierential charging is known
not to have occurred due to the correct binding energies of peaks being measured at
either end of the spectrum. Ultimately, this trend has to be attributed to a random
quirk of the measurement and is assumed to be accounted for by averaging all calculated
VBOs. A detailed breakdown of core level peak positions is included in Table 6.7 at the
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Figure 6.15 Band alignment between CSS-deposited Sb2Se3 and a thermally
evaporated Sb2O3 thin lm determined using the Kraut method. Conduction
band energies have been determined by adding the known band gap values for
Sb2Se3 and Sb2O3 of 1.18 eV and 4 eV.
6.3.4 Discussion
While the two VBO values determined for the native oxide on Sb2Se3 crystal and the
evaporated Sb2O3 on Sb2Se3 lm are consistent with each other, there are several pos-
sible reasons for any small dierences. These include how the native oxide forms on the
surface, which occurs under very dierent conditions from a thermally evaporated lm,
and has been shown to be accompanied by elemental selenium at the surface (equation
6.3) [115]. Additionally, the crystal surface studied is made up of only one crystal orien-
tation, whereas the polycrystalline lm's surface includes multiple dierent orientations
[57, 62, 81]. Ultimately, however, the two results can be considered consistent with each
other taking into account the uncertainty on the values, which was taken as the standard
deviation in the calculated values (0.13 eV) for the Kraut method results and as 0.14 eV
for the subtraction method (determined from the uncertainty in the linear extrapolation
of the valence band onsets).
2 Sb2Se3 + 3O2 −−→ 2 Sb2O3 + 3Se2 (6.3)
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These results have implications for Sb2Se3's use as a PV material due to the great di-
culty in avoiding Sb2O3 formation at the back surface, as reported by Fleck et al. [115].
The presence of Sb2O3 between the Sb2Se3 layer and the back contact had a signicant
eect on the degree of `rollover' (a feature in J-V curves indicative of a back contact
potential barrier) in Sb2Se3 solar cells and the formation of Ohmic contacts. Attempts
to remove this Sb2O3 contamination have also been shown to have mixed eects on the
performance of the PV devices, as discussed in Part 1 of this chapter [37, 38]. Fleck et
al. also attempted to replicate the eects of Sb2O3 contamination by depositing ultra-
thin lms of Sb2O3 onto the back contact via thermal evaporation. They reported that
a thin layer of Sb2O3 could suppress recombination at the interface between Sb2Se3 and
Au provided the holes could tunnel through the Sb2O3 layer. Thicker layers of Sb2O3,
even up to 5 nm, were found to be detrimental to device performance. This is supported
by the conclusions of this work, which shows that any signicant thickness of Sb2O3
would provide a signicant barrier to hole transport through the back contact due to the
magnitude of the negative VBO.
The signicant oset between the two valence bands can be explained by looking in
greater detail at the valence orbital density of states for the two materials. Antimony
chalcogenides are known to exhibit strong cation s - anion p orbital mixing, leading to the
existence of a stereochemically-active lone pair of electrons at the valence band edge [51,
212]. The mixing of the cation s states with the anion p states results in the formation
of bonding and anti-bonding states. The anti-bonding states in turn hybridise with the
cation p orbitals to form bonding and anti-bonding states that make up the edges of
the valence and conduction bands respectively. The conguration energies of the anion
p-orbitals therefore play a signicant role in determining the position of the valence
band maximum on an absolute energy scale and this has been shown to result in a lower
ionisation potential in materials containing these lone pairs compared to those without.
Both Sb2Se3 and Sb2O3 are predicted to undergo this lone pair formation (experimentally
evidenced for Sb2Se3 in Chapter 5 and by Don et al. [212]) but, as shown in Figure 5.1b,
there is a signicant `jump' in the orbital energies when going from sulphur to oxygen
in the chalcogenide series, with the selenium orbital energies being similar to those of
sulphur [221]. The valence band of Sb2O3 would therefore be expected to sit signicantly
lower (or have a higher ionisation potential) than that of Sb2Se3, as seen experimentally
in this work.
6.4 Conclusion
This study aimed primarily to clarify the impact of two chemical etches both on the
surface chemistry of Sb2Se3 and on the performance characteristics of Sb2Se3 solar cells.
A particular focus was put on the linking of these two approaches, as is seldom done, as
well as lling in the gaps and clarifying the inconsistencies in the existing literature. The
lms used for structural and surface chemistry analysis were again identical to the lms
used in the devices, and the devices made were of high quality. These factors were all
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deliberately ensured so that this study was as relevant to device fabrication as possible.
The etching processes used were identical to the procedure laid out by Wang et al. and
Chen et al. [38, 39]
The XRD patterns from the three lms showed minimal dierence, as did the SEM anal-
ysis. This result was expected if the existing literature was to be believed. However it
was important to show beyond doubt that the improvements to the device performance
were not a result of some recrystallisation, grain boundary modication or even of some
unintentional additional deposition onto the back contact by the etches.
XPS analysis was central to the study in understanding how the introduction of a chem-
ical etchant at the back contact aected the chemical environment. It was lent further
importance because the conclusions drawn in the existing literature relied on XPS anal-
ysis, in which there were inconsistencies and gaps in the work presented that this study
aimed to clarify [38, 39]. In order to ensure as consistent and relevant a study as possible,
great care was taken to keep all samples identical, exposed to ambient conditions for the
same amount of time and the data tted to be consistent across all samples. The results
supported some of the claims made previously, but also disproved others. It was found
that the etches were indeed eective in removing Sb2O3 contamination from the back
contact and that the (NH4)2S was marginally more eective in doing so. On the other
hand, there was no evidence of elemental Se being removed from the back contact, at
least not preferentially. In fact, the (NH4)2S left a higher percentage of elemental Se at
the back contact then the unetched control sample, signifying that it was more eective
in removing Sb2Se3 than Se.
As important to this study as the XPS analysis were the device performance characteris-
tics. In the work in which these etches were proposed, only the FF was shown to improve,
with other important quantities such as Voc and Jsc not shown [38, 39]. In this work, it
was found that for the best devices, this improvement in FF was replicated, along with
a lowering of the Rs. J-V-T analysis showed a reduced back contact barrier, tting in
well with the reduced Rs. However these were counteracted by a signicant drop in Jsc
and Rsh (particularly in the (NH4)2S-etched sample), which lead to the overall eciency
of the devices being lowered by etching. EQE measurements showed that this lowering
in Jsc was uniform across the light spectrum, indicating that it was not a result of a
more fundamental change in the quality of the absorber. The lowered Rsh indicated an
increase in shunting that tied in well with the hypothesis that the etches (in particular
the (NH4)2S etch) were etching Sb2Se3 as well as the contaminants.
The overall conclusion of the work therefore, was that the eect of the etches was more
nuanced than initially suggested by Wang et al. and Chen et al. [38, 39]. The removal of
contaminants at the back contact does reduce the series resistance, however the etches
can also damage the Sb2Se3 lm itself, meaning that for lms with a low level of con-
tamination the etches do more harm than good. This conclusion was strengthened by
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the use of a much more dilute (NH4)2S etch that ultimately led to an improved device
performance from 5.70 to 6.63%.
These conclusions led to further work within the group to investigate the nuanced role
of Sb2O3 at the back contact of Sb2Se3 solar cells and to investigate why some evidence
suggested that some level of surface oxidation was in fact benecial to device perfor-
mance. Following the discovery of the benecial eects of an electron reection barrier
caused by the Sb2O3 layer at the back contact it was decided to pursue the topic further
by measuring quantitatively the band alignment between Sb2Se3 and Sb2O3.
By measuring the valence band dierence spectrum of cleaved and uncleaved Sb2Se3 bulk
crystals an alignment could be found between the Sb2Se3 contamination and the pristine
Sb2Se3 crystal. The signicant conduction band oset conrmed the expected electron
reection barrier, while the large valence band oset indicated that there would be a
barrier to holes unless the layer was thin enough for them to tunnel through. The result
was compared to the band alignment between Sb2Se3 and Sb2O3 thin lms measured
using the Kraut method and the two results were found to be consistent, validating the
result obtained from the novel technique of using the dierence spectrum. The origin of
the large valence band oset was also discussed. As studied in Chapter 5, the p orbital
energies of the chalcogenide series are known to play a prominent role in determining the
ionisation potentials of the materials in the series. The large jump in orbital energies
going from O to S & Se accounts for such a large valence band oset.
The two parts of this chapter show the beginning and end points of a continuous study
over a number of years to better understand the eects of surface contamination on the
performance of Sb2Se3 back contacts. Given the diculty in avoiding this oxidation of
the Sb2Se3 surface, a proper understanding of the eects is crucial for optimising the
device fabrication process.
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Figure 6.16 Core level spectra of (a) Sb 4s and (b) Sb 4d for the Sb2O3 thin
lm.
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Figure 6.17 Core level spectra of (a) Se 3p & Sb 4s (b) Se 3d and (c) Sb 4d
for the Sb2Se3 thin lm.
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Figure 6.18 Valence band spectra of (a) Sb2O3 and (b) Sb2Se3 thin lms.
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Figure 6.19 Core level spectra of (a) Se 3p & Sb 4s (b) Se 3d and (c) Sb 4d
for the interfacial Sb2O3/Sb2Se3 lm.
156
Sample Peak Energy (eV)























Conclusions & Future Work
7.1 Summary of Research Outcomes
The aim of this project was to develop an understanding of the role band alignments play
in the performance of Sb2Se3 solar cells. The terms `band alignments' covers a wide range
of properties and interfaces within a solar cell. In this work a number of dierent quanti-
ties have been investigated relating to the band alignments of the Sb2Se3 absorber layer.
In Chapter 4, the crucial band alignment between the Sb2Se3 absorber and the window
layer was investigated for both CdS and TiO2. This band alignment was measured via
two dierent methods and the dierences in the results discussed. In Chapter 5, the
fundamental electronic properties and band structure of Sb2Se3 was investigated, along
with the eects of dierent dopants, and conductivity types on the electronic properties.
Finally, in Chapter 6, the back contact of the Sb2Se3 absorber prior to Au deposition
was rigorously measured, both chemically, in terms of contamination, and electronically,
in terms of work function and band alignments. This work, therefore, covers the band
alignments of Sb2Se3 from front contact to bulk material and to back contact within the
device structure.
The secondary priority in this work was to maintain a constant dialogue between the
fundamental properties measured using photoemission techniques (often used in isola-
tion) and the performance characteristic of Sb2Se3 solar cells. To carry out detailed
photoemission measurements on samples that are subject to the sometimes complex pro-
cesses of device optimisation is not straightforward, and understanding how the results
of photoemission experiments can be applied to systems as complex as a full solar cell is
likewise non-trivial. Where possible during this work, the results of the photoemission
characterisation have been linked to device performance characteristics. The understand-
ing of both Sb2Se3 solar cells and Sb2Se3 as a material has continually developed over the
time-frame of this project and has in many cases been inuenced by the work included
herein.
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7.1.1 Heterojunction Band Alignments
In Chapter 4, the band alignments between Sb2Se3 and CdS and between Sb2Se3 and
TiO2 were investigated. The natural band alignments of CdS, TiO2 and Sb2Se3 were
measured using XPS and, using Anderson's rule, the band alignments were predicted.
These band alignments predicted a small spike-like oset in both the case of Sb2Se3 with
CdS and Sb2Se3 with TiO2. However, Anderson's method for predicting band alignments
does not take into account certain eects such as charge transfer and so the band osets
were directly measured using HAXPES and the Kraut method used for calculating the
valence band oset. HAXPES was used to overcome the challenges of growing the ultra-
thin lms required to carry out the Kraut method with conventional Al Kα XPS, by
increasing the probing depth of the measurement and allowing for thicker lms of Sb2Se3
to be used. The result of the Kraut method measurements showed an almost at align-
ment between Sb2Se3 and CdS, consistent with the result of Anderson's rule, whereas
the band oset between Sb2Se3 and TiO2 was cli-like. This dierence is attributed to
the much greater dierence in electronegativity between Sb2Se3 and TiO2 than between
Sb2Se3 and CdS.
The implications of these results are important to the development of Sb2Se3 solar cells
due to the other factors in achieving a good heterojunction. The band alignment be-
tween CdS and Sb2Se3 was superior to that of Sb2Se3 and TiO2. However, in many cases
(including within this group), TiO2 based devices perform better due to the deleterious
intermixing at Sb2Se3-CdS interfaces. This intermixing is somewhat specic to deposi-
tion techniques such as CSS that operate at high temperatures, but these depositions
techniques are also the ones achieving the best eciencies currently (see section 2.2.2).
Meanwhile, the band alignment of Sb2Se3 with TiO2 is sub-optimal and therefore future
work should seek to nd a better solution.
7.1.2 Fundamental Electronic Properties
In Chapter 5, in-depth photoemission analysis was used to investigate some of the
fundamental electronic properties of Sb2Se3 bulk crystals. The use of in situ cleav-
ing/exfoliating, multiple dierent photon energies and DFT calculations allowed for cer-
tain properties to be understood well beyond what has previously been achieved. In the
rst part, a bulk crystal, cleaved in situ was measured using HAXPES and XPS and the
valence band spectra aligned to DFT calculated density of states. The dierent cross
sections of dierent orbitals under dierent photoemission photon energies allowed the
contribution of the Sb 5s lone pair of electrons to the valence band density of states to
be experimentally observed for the rst time, validating the hypothesis that Sb2Se3 pos-
sesses a stereochemically active lone pair, as laid out in the revised lone pair model [51].
The implications of this lone pair were shown by comparing the ionisation potential of
Sb2Se3 (measured using XPS) compared to that of other similar chalcogenide materials,
some possessing lone pairs and others not. This comparison illustrated how the presence
of a lone pair of electrons at the valence band edge reduces the ionisation potential,
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playing a signicant role in the natural band alignments of Sb2Se3.
The second part of Chapter 5 looked at the eects of extrinsic doping on the electronic
properties of Sb2Se3. The understanding of the role of impurities in determining the
conductivity of Sb2Se3 developed signicantly over the period of this project, with the
photoemission results in this thesis playing a key role in developing the understanding.
The valence band of bulk crystals, cleaved or exfoliated in situ were measured using
three dierent photoemission techniques (UPS, XPS and HAXPES) of varying surface
sensitivity. The energy separation between valence band and Fermi level was in itself
informative on the position of the Fermi level within the band gap (and therefore the
carrier density of the material). By solving Poisson's equation to match the depth prole
of this valence band energy, further insight was obtained into the surface space charge
layers and the bulk carrier density. The results showed Cl doping to result in n-type
Sb2Se3 with a bulk electron density of ∼1017-1018 cm−3, whereas Sn doping resulted in
p-type Sb2Se3 with a bulk hole density of ∼1016-1017 cm−3. The n-type Sb2Se3 showed
a surface electron depletion layer, whereas the p-type crystal presented weak inversion
at the surface.
7.1.3 Back Contact Contamination
The examination of the back contact contamination and its eect on the performance
of Sb2Se3 solar cells was a study that spanned the entirety of this project and made up
both the rst and last publications nished within that time. The rst part of Chapter 6
studies the eect of two back contact chemical etches on the performance of Sb2Se3 solar
cells. This work was motivated by contradictory reports in the literature and sought
to clarify both the impact on device performance and the changes in surface chemical
composition when the (NH4)2S and CS2 etches were applied to Sb2Se3 prior to Au back
contact deposition. The central result was that both etches were eective in removing
Sb2O3 contamination but that neither removed Se (as previously reported [39]). Fur-
thermore, the eect on device performance was not straightforward. While reducing the
back contact barrier (as measured by J-V-T), the resulting improvement (reduction) in
series resistance was balanced by a decrease in shunt resistance, meaning that device
performance was in fact poorer following etching. It was concluded that the removal of
Sb2O3 was benecial as long as the original layer of contamination was relatively thick,
but that the etches' damage to the underlying Sb2Se3 layer proved more harm than good
if the level of contamination was low.
On the back of this study, more work was carried out (outside the scope of this thesis
[115]) showing that the initial growth of Sb2O3 contamination at the back contact in
fact led to a slight improvement in device performance over completely fresh surfaces.
This was due to improved band alignments at the back contact due to a reduction in the
work function of the Sb2Se3 surface upon oxidation. However, thicker layers of Sb2O3
led to a reduced eciency as a result of increased series resistance. Following this study,
the second part of Chapter 6 measured the band alignment between Sb2Se3 and this
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contaminant layer. Once again making use of bulk crystals cleaved in situ, the dierence
spectrum between the valence bands of the contaminated and cleaved crystal was used to
measure the band alignment between the contaminated surface and the pristine Sb2Se3
surface. This showed a straddling alignment between the two with a VBO of -1.72 eV.
This was supported by Kraut method measurements of the VBO between a CSS Sb2Se3
lm and a thermally evaporated Sb2O3 lm as -1.90 eV.
7.2 Suggestions for Future Work
7.2.1 Heterojunction Band Alignments
The evidence that the band alignment between Sb2Se3 and CdS is far better than that
between Sb2Se3 and TiO2 suggests the need to nd a solution to the intermixing that
is so harmful to CSS-Sb2Se3-on-CdS devices. As mentioned in Chapter 4, the current
record eciency in Sb2Se3 photovoltaics is held by a cell that utilised an ultra-thin TiO2
layer (deposited by ALD) between the Sb2Se3 and CdS layers. While many other dif-
ferences exist between said device and those made at Liverpool, it is surely an avenue
worth exploring. ALD layers of TiO2 and Al2O3 were briey experimented with during
this project, but were not pursued to great lengths due to the need to potentially alter
then entire deposition process to accommodate the dierent growth dynamics of Sb2Se3
on such a dierent substrate. However, the use of ultra-thin buer layers between Sb2Se3
and CdS could prove incredibly benecial if these layers can be incorporated properly
into the current device structure.
Other options include attempting to nd another window layer with similar band align-
ments and performance to CdS but without such a tendency to intermix with Sb2Se3.
A few have been tried (as discussed in section 2.2.2) but very few (if any) have been
subject to the level of optimisation that CdS and TiO2 have beneted from. This is in
large part due to the wealth of research already carried out on CdS and TiO2 as window
layers in other solar cell technologies, meaning that they are very well understood and
the fabrication process optimised. However, given the evidence that neither CdS or TiO2
is an ideal window layer it may be worth pursuing alternative window layers such as the
tuneable magnesium zinc oxide recently incorporated into CdTe solar cells [106].
7.2.2 Fundamental Electronic Properties
Extrinsic doping of Sb2Se3 could become a key avenue of research in optimising Sb2Se3 so-
lar cells. Currently, many groups utilise dierent deposition methods and dierent source
materials (i.e. sputtering targets, solutions, source material for CSS or evaporation) The
extrinsic dopant present in these varying sources could lead to drastic dierences in de-
vice performance and the optimum cell structure. At Liverpool, Sb2Se3 solar cells had
been optimised for over 3 years before the discovery of unintentional Cl contamination
in the purchased source material. The revelation that the FTO/TiO2/Sb2Se3/Au device
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structure was in fact forming an n-n+ junction meant having to adjust our entire percep-
tion of what was the best way to improve the devices. However, the fabrication of bulk
crystals with controlled Sn doping highlighted a way forward with controlled doping of
the source material.
It seems inevitable that at some point, the optimum dopant, doping type, and doping
concentration for Sb2Se3 will have to be identied. Before this is done, optimisation of
the rest of the device structure could quite likely be aiming at a moving set of goalposts,
with dierent studies and dierent groups working with dierent conductivities and by
extension dierent band alignments in their Sb2Se3. While Sn has been used in this
work as a p-type dopant, there are many other available elements that could be trialled.
The use of a p-type layer, optimally doped could increase the performance of the current
device structure used in Liverpool signicantly. Furthermore, the Cl doped crystals
studied in this work were fabricated from the same purchased source material as used in
the high eciency devices. The level of Cl in this source material is not controlled by us
and comes with no guarantee of consistency from the manufacturer (given that it is not
advertised as containing Cl). It may be that Sb2Se3 can reach far higher carrier densities
with n-type doping but it is far from certain that the level of Cl currently being used is
optimal. Controlled n-type doping of Sb2Se3 should therefore also be researched.
7.2.3 Back Contact Contamination
Through the course of this work, the role of surface contamination on the back contact
performance of Sb2Se3 has been made reasonably clear. However, it has highlighted that
there is an opportunity for signicant optimisation through back contact engineering.
The eects of the surface oxidation are benecial to device performance but only if limited
to a certain amount. Any over-oxidation has been shown to harm device performance
[115]. It would be benecial, therefore, to develop a process to replicate this eect but in
a controlled way. This could be with a surface treatment (such as chemical etching) or
through the deposition of an intermediate layer. Fleck et al. attempted to reproduce the
eects by evaporating thin lms of Sb2O3 onto the back surface, with limited success.
Many other hole transport layers have also been utilised in certain studies (as discussed in
section 2.2.2), but none have yet seen widespread use. However, it is clear that, similarly
to CdTe, Sb2Se3 has a high work function and therefore surface treatments or transport
layers will likely be an integral part of the optimisation of device structure going forwards.
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APPENDIX
Appendix A - Semiconductor
Statistics
A1 Semiconductor Statistics
To understand how Poisson's equation can be solved to model the surface space charge
layers in semiconductors (as in Chapter 5), one must rst understand how semiconductor
band structures and carrier statistics can be approximated. This appendix will provide
a brief introduction to these concepts, building on the basic understanding of electronic
band structure in semiconductors outlined in section 2.1.1.
The electronic properties of a semiconductor are governed largely by the Fermi level,
and the electrons occupying the band edges. The behaviour of electrons in a many-body
system is given by the solution to the many-body Schrödinger equation:
HΨ = EΨ (A1)
where H is the Hamiltonian, ψ is the eigenfunction of H and E is the eigenvalue. However,
the complexity of the many-body problem, arising from electrons interacting with both
ions and other electrons means that a number of approximations are employed to simplify
the computation of these energy states. These approximations are outlined in brief here
and discussed in more detail elsewhere [195].
 Born-Oppenheimer (Adiabatic) Approximation: This approximation as-
sumes that, given the very high masses of the ions relative to the electrons, the
ions can be considered stationary in the electrons' frame of reference. The electrons
therefore see an overall time-averaged adiabatic potential.
 One-Electron Approximation: This assumes that each independent electron-
electron interaction can be averaged into a constant repulsive component in the
Hamiltonian.
 Mean-Field Approximation: This approximation addresses the uctuating po-
sitions of the ions by assuming that every electron experiences an identical average
potential.
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ϕn(r) = Enϕn(r) (A2)
where ϕn(r) and En are the wavefunction and energy of an electron in the eigenstate n,
P is the momentum operator, m0 is the electron mass and V(r) is the periodic potential
of the lattice. The eigenstates in equation A2, ϕn(r), will have the form of a Bloch
wavefunction:
ϕnk(r) = unk(r)exp(ik.r) (A3)
where k is the wavevector of the electron in the rst Brillouin zone. The Bloch wave-
functions have the same periodicity as the lattice so that:
unk(r + R) = unk(r) (A4)
While the solution to equation A2 is incredibly complex for the entire Brillouin zone,
the band extrema are by far the most relevant to the electronic properties of a material,
as these are the rst to be lled or vacated during carrier transport. The band extrema
can be simplied somewhat further: in most semiconductors, about the high symmetry
points (such as the Γ point) the band dispersion can be approximated closely by a
parabolic function, expanded as a Taylor series from the dispersion relation about the






where Ee,h(0) is the zero energy of the band, ℏ is the reduced Planck constant and
m∗ is the carrier eective mass. This parabolic relation is reasonably accurate very
near the band extrema or in very wide band gap semiconductors where there is no
interaction between the valence and conduction band states. However, in narrow band
gap semiconductors, inter-band transitions are more common and the bands take on a
degree of non-parabolicity. This eect is accounted for by including a k.p perturbation in
the Schrödinger equation, as demonstrated by Kane [222]. This approach adds rst and
second order perturbations to the Hamiltonian as well as a perturbation for spin-orbit
splitting. A detailed breakdown of this approach can be found in other works [195, 223].
However the solution to this model remains non-trivial and so additional simplications
can be introduced for a case where the energy eigenvalues and the spin-orbit splitting are
small relative to the band gap. The dispersion relation can be simplied, and is known
as the alpha, α-approximation:
















W a v e n u m b e r  ( Å - 1 )
 P a r a b o l i c
 α- a p p r o x i m a t i o n
Figure A1 Dispersion of the conduction band in a narrow band gap semicon-
ductor as calculated using the parabolic band approximation (black) and the
α-approximation (red).
where α = (1/Eg) (1− m∗/m0) 2, m∗ is the carrier eective mass and m0 is the electron
mass. The dierences between the simple parabolic band model and the α-approximation
can be visualised by plotting the band dispersion of the conduction band, as shown in
Figure A1. This band dispersion was calculated for the case of Sb2Se3, with a band gap
of 1.18 eV and an eective mass of 0.5me (the average conduction band eective mass).
The α-approximation produces a much more disperse band edge than the parabolic band
model. The impact of this can be seen in Figures A2 & A3. The wider band edge in the
α-approximation leads to an increase in the density of states nearer the band edge and
in turn, higher carrier densities at lower Fermi level energies.
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Figure A2 Density of states as a function of energy above the conduction band
minimum in a narrow band gap semiconductor as calculated using the parabolic
band approximation (black) and the α-approximation (red).
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Figure A3 Carrier density as a function of the position of the Fermi level above
the conduction band minimum in a narrow band gap semiconductor as calcu-
lated using the parabolic band approximation (black) and the α-approximation
(red).
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Appendix B - Python Code for
Solving Poisson's Equation
The code was divided into three subroutines and one main code. The three subroutines
were used to calculate the bulk carrier density, calculate the right hand side of Poisson's
equation for a given potential and gradient, and to calculate the band bending with in-
creasing depth into the material, while the main code carried out the interval bisection.
In this section, these four parts of the code will be described. All code used for the
project is included in Appendix B.
B1 Code Method
B1.1 Calculating Bulk Carrier Density, fn(x)
This function, fn(x), calculates the bulk carrier density in a material with a given band
gap, Eg, Fermi level energy, EF and carrier eective mass, m∗e, at a given temperature,




f (E)× gC (E)× dE (B1)
B1.2 Solving Poisson's Equation, fU(x)
A function, fU (x), was created in Python to calculate the left-hand side of Poisson's
equation using the modied Thomas-Fermi approximation. This function requires user
input values for the band gap, Eg, Fermi level energy, EF and carrier eective mass, m∗e,
at a given temperature, T , the same as fn(x). Additional inputs were required for the
static dielectric constant, ϵz, the depth, z (in m), and the potential, V (z) (in meV).
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B1.3 Plotting band bending, fP (x)
From experimental data a reasonably good approximation/guess can be obtained for the
potential at the surface (i.e. the amount of band bending). This therefore gives us a good
guess for the potential, V (z), at zero depth, V (0). It is also given naturally that V (∞)
= 0. The third subroutine function, fP (x) plots the band bending from the surface to
a given depth, z, that is assumed will be beyond the surface space-charge region, given
certain user-dened values for V (0) and the initial gradient dVdz , henceforth referred to as
U .
To track the band bending into the material a `for' loop was used with each loop taking
a step further into the material. This step size, δz, was set to 0.5 Å. At the rst 0.5
Å step from the surface the potential can be calculated according to:
V (zi) = V (zi−1) + U(zi−1) (B2)
where i represents the step and U(zi−1) in the case of the rst step is a user dened
initial guess. For subsequent steps, however, the gradient must be calculated according
to the MTFA. For each iteration the left hand side of Poisson's equation (which gives




, henceforth referred to as dU(zi)dz . This can then be used to calculate
U(zi) and at this point it is also prudent to determine n(zi) for later use.












There are certain conditions that can be placed on the curve to ensure that the code is
working towards a physical result. Firstly, it can be assumed that the potential V (z)
would not change sign, and that the bands bend gradually towards the bulk band posi-
tions. Similarly, it can be safely assumed that the gradient of the band bending, U(z)
would not change sign either. These conditions are used in the main code to perform an
interval bisection (see below).
A owchart has been included to depict the logic used by the fP (x) function to plot the
band bending and detect any discrepancies from the expected result. Key to the loop
is the options to break if one of the aforementioned conditions is satised. Should the
potential or the potential gradient change sign (the conditions in the owchart are for
the case of depletion layers in n-type material) the loop will break and a value for P will
be returned from the function indicating which condition was met. Unless either of these
conditions is met the loop will continue to iterate for steps deeper and deeper into the
material until the maximum depth is reached.
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Start
zi = zi−1 + dz
V (zi) = V (zi−1) + U(zi−1)
dU(zi)
dz from U(zi)
U(zi) = U(zi−1) +
dU(zi−1)
dz
if V (zi) < 0
if U(zi) > 0
else
P = -1P = 1P = 0
Break





The main code for modelling the band bending in the space-charge region relies chiey
on an interval bisection. This works by specifying an upper and lower limit to the initial
guess of the potential gradient. Based on the result/feedback of an attempt to plot the
band bending using the middle point of these two limits the attempted gradient will
replace the upper or lower limit for the next iteration. In this way the code should con-
verge on a potential gradient value that will not break the conditions set in the plotting
function (see above).
Being the master function, this script rst requires that all relevant constant and user
dened variable be dened for all the functions. These include the case specic but xed
variables; the band gap, Eg, Fermi level, EF , eective mass,M∗e , low frequency dielectric
constant, ϵz and temperature, T . The bulk carrier density, N+d , is also calculated by
calling the carrier density function, fn(x). It is also possible to enter the desired depth
into the material over which the band bending will be plotted.
Setting up the initial parameters of the interval bisection is also done at the beginning
of the script. Firstly Jmax, the maximum number of attempts to nd the correct band
bending, was set to a generous but not impractical value of 500. V (0) could be guessed
with reasonable accuracy by following the trajectory of the photoemission results plotted
with respect to depth. The gradient upper and lower limit, Umax(0) and Umin(0), can
be set reasonably broadly (the interval bisection will narrow it rapidly at the beginning)
but not so wide as to waste time. In this case they were set to Umax(0) = -1×1010 and
Umin(0) = -1×106. To check that the initial gradients straddle the correct result a simple
test is carried out to ensure that one of gradients is too steep and the other not steep
enough. The outputs from the band bending function, fP (x), are set to be +1 if the
potential changes sign (i.e. the initial gradient is too steep) and -1 if the gradient changes
sign (i.e. the gradient is not steep enough). Therefore the product of the output from
this function for the upper (Pmax) and lower (Pmin)limit should equal -1 if the desired
outcome is achieved. Conversely, if both the upper and lower limit result in the bands
bending back on themselves or crossing the bulk band energy, the product of Pmax and
Pmin will be +1. If this is the case the code will abort and instruct the user to enter
new values for Umax and Umin. A owchart is included below depicting the processes
and logics of the main code while carrying out the interval bisection.
Having dened all necessary parameters the program will converge on the best initial
gradient for plotting the band bending so that it reaches a at plateau. An extra con-
straint is placed on the interval bisection to break once the dierence between Umin and
Umax reaches a certain lower limit in order to save wasted time. In some cases it is
possible it will fail to nd a at plateau in which case this accuracy can be increased
or the depth over which the band bending is plotted increased. It is important to note
that while the interval bisection will optimise U0 for a given set of input parameters, the
values for V0 and Ef are not known for certain. At this stage it is therefore necessary to
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make adjustments to these values informed by the photoemission data.
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Start
Dene Umax & Umin
Pmax = fP (Umax)
Pmin = fP (Umin)
if Pmax × Pmin > 0
Break
Yes
∆U = Umin -
Umax Ubis = Umax
No
∆U = ∆U2
Umid = Ubis + ∆U
Pmid = fP (Umid)
if Pmid < 0
Ubis = Umid







B2 Python Code - n-type
B2.1 Calculating Bulk Carrier Density, fn(x)
def nbulk(Ef,T,m0,epsilon_z,Eg):








for j in range (0,jmax):
g = prefac*(E**0.5) #Density of states
f = 1/(1+np.exp(11.604*(E-Ef)/T)) #Fermi-Dirac function, 11.604 is e/k
nonpar = 2*np.sqrt((E/Eg)+1)*((E/Eg)+0.5) #non parabolic approximation modifier
dn = g*f*nonpar*dE #carrier concentration for specified step
n = n + dn #sum carrier concentration
E = E + dE #sum energy
nbulk = n #return carrier concentration in bulk
return nbulk
B2.2 Solving Poisson's Equation, fU(x)
def dUn(Ef,T,m0,Nd,epsilon_z,Eg,Vp,z): #dUp is equivalent to d2V/dt2 (left hand side of poissons equation)














L = 210.27E-8/((m0*T)**0.5) #prefactor = hbar/sqrt(m_elec*kB)
g = prefac*(E**0.5)
f = 1/(1+np.exp(11.604*(E-Ef+Vp)/T)) #Fermi-Dirac function, 11.604 is e/k
nonpar = 2*np.sqrt((E/Eg)+1)*((E/Eg)+0.5) #non parabolic approximation modifier
#x = (2*z/L)*((E*11.604/T)**0.5)*((1+(E/Eg)))**0.5 #x for sinc(x) in mtfa modifier
#mtfa = 1-((np.sin(x))/x) #modified thomas-fermi approximation using sinc(x)
dn = g*f*nonpar*dE#mtfa*dE #carrier concentration for specified step to add this iteration
for j in range (0,jmax-1):
n[j+1] = n[j] + dn[j] #sum carrier concentration
dUn = -(1.8093517E-3/epsilon_z)*(n[jmax-1]-Nd) #Returns dUp. const is e/epsilon0
#print(dUp)
return dUn







V[0] = Vbb #initial potential
U[0] = Ubb #initial gradient of band bending
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Nd = nbulk(Ef,T,m0,epsilon_z,Eg) #return carrier concentration in bulk
dz = depth/steps # depth step size. units in cm




nz[0] = Nd - ((5.5268414E2*epsilon_z)*dU[0])
#complicated derivative bit
for j in range (1,steps+1):
V[j]= V[j-1] + U[j-1]*dz #potential at given depth
if (np.abs(Eg-Ef)) > (Eg/2):
dU[j] = dUn(Ef,T,m0,Nd,epsilon_z,Eg,V[j-1],z[j]) #d2V/dt2 for given step (left hand side of poisson equation)
else:
dU[j] = dUp(Ef,T,Nd,epsilon_z,Eg,V[j-1],z[j])
U[j] = U[j-1] + dU[j-1]*dz #gradient of potential at given depth
#if statements for Ef >/< Eg/2
nz[j] = Nd - ((5.5268414E2*epsilon_z)*dU[j]) #carrier density as a function of depth n = Nd - d2V/dt2
#print('V=',V[zj])









#main code - solves interval bisection calling nbulk, dUp and poisson
#####Inputs######
T = 300 #temperature
q = 1.6E-19 ##charge
Eg = 1180 #band gap in meV
m0 = 1.135 #effective mass
epsilon_z = 3.5 #static dielectric constant - from Tim
epsilon_inf = 14.3 # #high frequency dielectric constant
Ef = -135 #bulk fermi level wrt conduction band in meV
#Ef = -80 for DOS
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#Ef = -135 for LE
Nd = nbulk(Ef,T,m0,epsilon_z,Eg) #return carrier concentration in bulk
print('Bulk Carrier Density = ',Nd)
depth = 10E-6
###################
jmax = 500 #number of attempts to find best fit
Uacc = 1E-8 #accuracy with which U must be found
Umin = -1E6 #initial min slope guess
Umax = -1.0E10 #initial max slope guess
Vbb = 360 #band bending potential at z=0
#Vbb = 280 for DOS
#Vbb = 360 for LE
p_min = poisson(Ef,Vbb,Umin,Eg,T,m0,epsilon_z,depth) #band bending using Umin




#extracts relevant values from poisson subroutine tuple
pp = p_min[0]*p_max[0]
if pp>0:
print('Error: Utrue must be bracketed by Umin and Umax.') #initial conditions must sandwich correct answer
sys.exit('Error: Utrue must be bracketed by Umin and Umax.')
if p_min[0] < 0: #if pmin doesn't go back on itself pmid will be found from pmin
Ubis = Umin
dU = Umax - Umin
else: #if pmin does go back on itself pmid if found from pmax
Ubis = Umax
dU = Umin - Umax
for j in range (0,jmax):
dU = 0.5*dU #Halves for each loop as the separation between pmid and pmin
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Umid = Ubis + dU #Sets Umid to be the line in between pmin and pmax
p_mid = poisson(Ef,Vbb,Umid,Eg,T,m0,epsilon_z,depth) #calculates pmid
pmid = p_mid[0] #picks out poisson value of -1,0,1 from tuple
if pmid < 0: #if pmid crosses 0 sets as Ubis for next iteration of for loop.
Ubis = Umid
if np.abs(dU) < Uacc: #If dU is smaller than required accuracy breaks loop and returns final solution
Ubis = Ubis
print("Break at iteration ",j,"at",datetime.datetime.now()) #last run 1t 15:09 to (14:24) minutes
break
print('Ubis = ',Ubis)




Ec = Vfinal - Ef
Ev = Vfinal - (Eg + Ef)
















































B3 Python Code - p-type

















for h in range (0,hmin-1):
n[h+1] = n[h] + dn[h]
nbulk = n[hmin-1]
return nbulk
B3.2 Solving Poisson's Equation, fU(x)
T = 300 #temperature
Eg = 1180 #band gap in meV













f = 1/(1+np.exp(11.604*(E-Ef-Vp)/T)) #Fermi-Dirac function, 11.604 is e/k
nonpar = 2*np.sqrt((E/Eg)+1)*((E/Eg)+0.5) #non parabolic approximation modifier
#x = (2*z/L)*((E*11.604/T)**0.5)*((1+(E/Eg)))**0.5 #x for sinc(x) in mtfa modifier
#mtfa = 1-((np.sin(x))/x) #modified thomas-fermi approximation using sinc(x)
dn = g*f*dE*nonpar #carrier concentration for specified step to add this iteration
for j in range (0,jmax-1):
n[j+1] = n[j] + dn[j] #sum carrier concentration
dUp = -(1.8093517E-3/epsilon_z)*(-n[jmax-1]+Na) #Returns dUp. const is e/epsilon0
return dUp
B3.3 Plotting Band Bending, fP (x)
T = 300 #temperature
Eg = 1180 #band gap in meV
me = 1.135











dz = depth/steps #cm units




nz[0] = -Na - ((5.5268414E2*epsilon_z)*dU[0])
for i in range (1,steps+1):
V[i] = V[i-1] + U[i-1]*dz
if (Ef-V[i]) > Eg/2:
dU[i] = dUn(Ef-Eg,T,Na,epsilon_z,V[i-1],z[i])
#nz[i] = Nd - ((5.5268414E2*epsilon_z)*dU[i])
else:
dU[i] = dUp(-Ef,T,m0,Na,epsilon_z,V[i-1])
nz[i] = -Na - ((5.5268414E2*epsilon_z)*dU[i])
U[i] = U[i-1] + dU[i-1]*dz
poisson = 0
if V[i] > 0:
poisson = -1
if U[i] < 0:
poisson = 1




T = 300 #temperature
Eg = 1180 #band gap in meV
m0 = 2.246 #effective mass
epsilon_z = 3.5 #static dielectric constant - from Tim
#epsilon_inf = 14 # #high frequency dielectric constant
Ef = 175 #bulk fermi level wrt valence band in meV
#Ef = 175 for ptype linear fits
#Ef = 215 for ptype DOS fits
prefac = 2.154E17*(m0**1.5)
Na = pbulk(-Ef,T,m0,epsilon_z,Eg)
print('Bulk Carrier Density = ',Na)
kmax = 400 #number of attempts to find best fit
###########################################################
Uacc = 1E-16 #accuracy with which U must be found
Umin = 1E3 #initial min slope guess
Umax = 1E9 #initial max slope guess
Vbb = -470 #band bending potential at z=0
183
#Vbb = -470 for ptype linear fits
#Vbb = -500 for ptype DOS fits
depth = 2E-5
###########################################################
p_min = poisson(Ef,Vbb,Umin,Na,epsilon_z,m0,depth) #band bending using Umin
p_mid = poisson(Ef,Vbb,Umax,Na,epsilon_z,m0,depth) #band bending using Umax
#extracts relevant values from poisson subroutine tuple
pp = p_min*p_mid
if p_min < 0: #if pmin doesn't go back on itself pmid will be found from pmin
Ubis = Umin
deltaU = Umax - Umin
else: #if pmin does go back on itself pmid if found from pmax
Ubis = Umax







print('Error: Utrue must be bracketed by Umin and Umax.') #initial conditions must sandwich correct answer
sys.exit('Error: Utrue must be bracketed by Umin and Umax.')
for k in range (0,kmax):
#if k%10 == 0:
# print("No. of iteratons so far = ",k)
deltaU = 0.5*deltaU #Halves for each loop as the separation between pmid and pmin
Umid = Ubis + deltaU #Sets Umid to be the line in between pmin and pmax
pmid = poisson(Ef,Vbb,Umid,Na,epsilon_z,m0,depth) #calculates pmid
#pmid = p_mid[0] #picks out poisson value of -1,0,1 from tuple
#print('pmid=',pmid)
if pmid < 0: #if pmid crosses 0 sets as Ubis for next iteration of for loop.
Ubis = Umid
if np.abs(deltaU) < Uacc: #If dU is smaller than required accuracy breaks loop and returns final solution
Ubis = Ubis











Ec = Vfinal -Ef + Eg
Ev = Vfinal - Ef
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