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RATIONALITY OF FANO THREEFOLDS OVER NON-CLOSED FIELDS
ALEXANDER KUZNETSOV AND YURI PROKHOROV
Abstract. We give necessary and sufficient conditions for unirationality and rationality of Fano
threefolds of geometric Picard rank-1 over an arbitrary field of zero characteristic.
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1. Introduction
1.1. The main result. The goal of this paper is to explore the questions of rationality for smooth
Fano threefolds with geometric Picard rank one over an arbitrary field k of zero characteristic.
A k-rational variety is a fortiori rational over the algebraic closure k¯ of k. Therefore we restrict to
the following eight families of geometrically rational Fano varieties:
• P3, a projective 3-space;
• Q3, a 3-dimensional quadric in P4;
• V4, a quartic del Pezzo threefold in P
5;
• V5, a quintic del Pezzo threefold in P
6;
• X12, a prime Fano threefold of genus 7 in P
8;
• X16, a prime Fano threefold of genus 9 in P
10;
• X18, a prime Fano threefold of genus 10 in P
11;
• X22, a prime Fano threefold of genus 12 in P
13;
see §2.3 for a geometric description of varieties in these families.
The precise question that we address in the paper is: under what conditions a k-form of one of
these varieties is k-rational or k-unirational (cf. [Man93, Exercises 2.3, 2.4]). A complete answer
to this question is given in the following theorem, which is the main result of our paper.
Theorem 1.1. Let k be a field of characteristic zero.
(i) If X is a k-form of V5 then X is k-rational.
(ii) If X is a k-form of P3, Q3, X12, or X22 then X is k-rational if and only if X(k) 6= ∅.
(iii) If X is a k-form of V4, X16, or X18 then X is k-unirational if and only if X(k) 6= ∅.
Moreover,
(a) a k-form X of V4 is k-rational if and only if F1(X)(k) 6= ∅;
(b) a k-form X of X16 is k-rational if and only if F3(X)(k) 6= ∅;
(c) a k-form X of X18 is k-rational if and only if X(k) 6= ∅ and F2(X)(k) 6= ∅.
Here Fd(X) denotes the Hilbert scheme of degree d (with respect to the ample generator of the
Picard group) genus 0 curves on X . The statement of the theorem is classical for P3 and Q3, and
for V4 it has been proved in [BW19b, Theorem A].
The proof of this theorem takes up all the paper. Some parts are really easy. The classical and
well-known cases of forms of P3 and Q3 are discussed in Section 2. The criterion for quintic del
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Pezzo threefolds V5 can be considered as a higher-dimensional version of Enriques’ theorem, and is
deduced from it in Section 3, see Theorem 3.3. The sufficiency of the rationality and unirationality
conditions for quartic del Pezzo threefolds V4 is also classical, see Theorem 3.5 in Section 3. The
other cases require more work.
1.2. Rationality constructions. The proofs of rationality and unirationality in the remaining
cases of threefolds X12, X16, X18, and X22 is accomplished in Section 6 after some preparations
in Section 4, where we remind some standard MMP results used in the paper and prove some
criteria for unirationality, and Section 5, where we construct various Sarkisov links for these Fano
threefolds. For reader’s convenience we outline the argument of Section 6 here. In what follows
we denote by g ∈ {7, 9, 10, 12} the genus of a prime Fano threefold X = X2g−2.
If g ∈ {7, 12} and there is a k-point x ∈ X which is sufficiently general, i.e., does not lie on any
line, then the Sarkisov link with center at x (Theorem 5.18) transforms X to a quintic del Pezzo
threefold (for g = 7), or to P3 (for g = 12), so rationality of X follows.
Similarly, for g = 10 the same link transforms X to a sextic del Pezzo fibration with a rational
3-section. If, moreover, the point x is in a general position with respect to the conic corresponding
to a k-point of F2(X), the conic gives a 2-section of this fibration, and rationality of X follows
from [AHTVA19, Proposition 8].
Finally, for g = 9, let C ⊂ X be a cubic curve defined over k. If C is smooth and has no
bisecants in X , then the Sarkisov link with center at C (Theorem 5.11) transforms X to a quintic
del Pezzo threefold, so rationality follows. If C is the union of three lines meeting at a point,
the double projection out of the meeting point transforms X to an intersection of three quadrics
in P6 containing a plane, and then the projection out of this plane gives a birational isomorphism
onto P3 (Corollary 5.16). In all other cases there exists a line defined over k and the Sarkisov link
with center at it (Theorem 5.7) provides a birational isomorphism of X onto P3.
It is clear from the above explanation that for g ∈ {7, 10, 12} for the proof of rationality it is
essential to find a k-point of X in a general position. So, before proving rationality, we prove
unirationality of X under the assumption of existence of a k-point. The proof uses more or less
the same instruments as before: Sarkisov link with center at a point (if the point does not lie on a
line), Sarkisov link with center at a line (if the point lies on a k-line), Sarkisov link with center at
a singular conic (if the point lies on two Galois-conjugate lines), and the double projection from a
point (if the point lies on three Galois-conjugate lines). In the last case we use the unirationality
criterion (Proposition 4.15) of Section 4.
It should be mentioned that Sarkisov links of Theorems 5.7, 5.11, and 5.18 are well known
over an algebraically closed field (except for the case of the Sarkisov link with center at a point
and g = 7, where we provide all necessary computations). The case of the Sarkisov link with
center at a singular conic (Theorem 5.10) is not so standard, so we discuss it with more details.
1.3. Obstructions to rationality. Finally, we explain how we prove that the conditions of
rationality of Theorem 1.1 are necessary. For forms of V5 there is nothing to prove and for forms
of P3, Q3, X12, and X22 the argument is standard. So, the only interesting cases are those of
varieties V4, X16, and X18. These cases are discussed in Section 7.
In fact, in this section we prove a more general necessary criterion for rationality (Theorem 7.2),
which is interesting by itself. Roughly speaking, it tells the following. Consider the Hilbert
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schemes Fd(Xk¯), d ∈ Z>0, of the extension of scalars Xk¯ of X to the closure k¯ of k. parameterizing
degree d genus 0 curves on Xk¯. Assume that two particular Hilbert schemes FdC(Xk¯) and FdT(Xk¯)
among these have a structure of a rationally connected fibration over a curve Γk¯ and of an abelian
variety, respectively, and such that the Abel–Jacobi maps induce isomorphisms
(1.3.1) Alb(FdC(Xk¯))
∼= Pic0(Γk¯) ∼= Jac(Xk¯) and FdT(Xk¯)
∼= Jac(Xk¯),
where Jac(Xk¯) is the intermediate Jacobian. Assuming also a couple of technical conditions, we
prove that if X is k-rational, then FdT(X)(k) 6= ∅.
The proof of Theorem 7.2 is based on the theory of intermediate Jacobians over non-closed fields
as developed by Benoist and Wittenberg in [BW19a, BW19b]. Using their results we associate to
each Hilbert scheme Fd(X) a torsor over Jac(X), the intermediate Jacobian of X over k. Benoist
and Wittenberg prove that if X is k-rational, then every such torsor is isomorphic to Picm(Γ), a
connected component of the Picard scheme of Γ, where Γ is a k-form of the curve Γk¯. Applying
this to the Hilbert scheme of lines F1(X) and using some general properties of this construction,
we conclude that the torsor associated with Fd(X) is isomorphic to Pic
md(Γ).
On the other hand, the assumptions (1.3.1) imply that the torsors associated with FdC(X)
and FdT(X) are isomorphic to Pic
1(Γ) and FdT(X), respectively. It follows from the first that the
class of the torsor Pic1(Γ) is annihilated by mdC− 1. Since it is also killed by 2g(Γ)− 2, it follows
from a numerical assumption of the theorem that it is killed by mdT. Therefore, the torsor FdT(X)
is trivial, hence has a k-point.
A funny feature of Theorem 7.2 is that although it gives a criterion of rationality over k, all its
conditions are formulated, and can be verified, over k¯. In particular, one can use various results,
such as Mukai’s description of Fano threefolds, to check these conditions. In fact, what we use,
is the semiorthogonal decomposition of the bounded derived category Db(Xk¯) of coherent sheaves
on Xk¯. The advantage of this approach is that besides proving abstract isomorphisms (1.3.1), it
also shows that these isomorphisms are induced by the Abel–Jacobi maps, precisely as we need
for Theorem 7.2.
We prove some general results in this direction in Section 8; in particular, we show in Proposi-
tion 8.4 that the intermediate Jacobian of a rationally connected threefold whose derived category
has a semiorthogonal decomposition with several exceptional objects and the derived category of
a curve as components is isomorphic (not just isogenous!) to the Jacobian of that curve.
At the first glance it may look that the conditions of Theorem 7.2 are far too strong to be
satisfied in practice. However, it turns out that all these conditions hold for the three cases of our
interest: V4, X16, and X18. This is proved in Section 9 (see §9.1 for X16, §9.2 for X18, and §9.3
for V4). The descriptions of the Hilbert schemes F3(X16) and F3(X18) of cubic curves on Fano
threefolds of genus 9 and 10, obtained in Theorems 9.4 and 9.11 are completely new.
As it is clear from the above discussion, the paper consists of two parts: the construction part
(Sections 3–6) and obstruction part (Sections 7–9) that use completely different techniques and
are almost independent of each other. The reader interested only in one of these parts can safely
ignore the other.
It should be mentioned, that similar results were established independently by Hassett and
Tschinkel, see [HT19a, HT19b].
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2. Preliminaries
We work over a field k of zero characteristic. We denote by G the Galois group of k¯ over k.
2.1. Standard results. We will frequently use the following standard facts.
Lemma 2.1 ([Nis55]). Let ψ : X 99K Y be a rational map from a smooth variety X to a proper
variety Y . If X(k) 6= ∅ then Y (k) 6= ∅.
Lemma 2.2. If X is k-unirational, then X(k) 6= ∅ and the set X(k) is Zariski dense in X.
Proof. By definition of k-unirationality there is a dominant map PN
k
99K X . Therefore, there is a
Zariski open subset U ⊂ PN
k
and a regular map U → X with Zariski dense image. Since k-points
are dense in PN
k
, they are dense in U , and so they are dense in X . 
The following result is also well known.
Lemma 2.3. Let X be a proper k-variety with X(k) 6= ∅. Then the natural map
Pic(X) −→ Pic(Xk¯)
G
is an isomorphism. In particular, if X is projective and Pic(Xk¯) ∼= Z, then every Cartier divisor
class of Xk¯ is defined over k.
Proof. The first part is [Car58, Ch. 4, Proposition 12]. For the second part note that the Galois
action on Pic(Xk¯) is trivial since it preserves ampleness, hence Pic(Xk¯)
G = Pic(Xk¯). 
The following useful result can be extracted from [Lic68, proof of Theorem 3] and [Lic69, proof
of Theorem 7]; we provide below a proof for completeness.
Lemma 2.4. Assume X is projective. If D ∈ Pic(Xk¯)
G then
χ(O(D)) ·D ∈ Pic(X),
where χ(O(D)) :=
∑
(−1)i dimH i(Xk¯,OXk¯(D)) is the Euler characteristic.
Proof. The Hochschild–Serre spectral sequence gives us the following standard exact sequence
(2.1.1) 0 −→ Pic(X) −→ Pic(Xk¯)
G β−−→ Br(k) −→ Br(X) −→ H1(G,Pic(Xk¯)).
Let βD be the image of D in Br(k). We show below that χ(O(D)) · βD = 0.
First, assume H>0(Xk¯,OXk¯(D)) = 0, so that χ(O(D)) = dimH
0(Xk¯,OXk¯(D)), and D is very
ample. By [Lie17, Theorem 3.4] the class βD can be represented by a Severi–Brauer variety that
is a k-form of P(H0(Xk¯,OXk¯(D))); in particular, it is annihilated by χ(O(D)).
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Now consider the case of arbitrary D. Let H ∈ Pic(X) be an ample class. Then for m≫ 0 the
divisor class D +mH satisfies the assumption of the lemma and βD+mH = βD by (2.1.1), hence
χ(O(D +mH)) · βD = 0.
Since the above holds for all m≫ 0, the class βD is killed by
gcd{χ(O(D +mH)) | m≫ 0} = gcd{χ(O(D +mH)) | m ∈ Z},
hence it is killed by χ(O(D)).
Finally, the equality χ(O(D)) · βD = 0 proved above implies that the class βχ(O(D))·D ∈ Br(k) is
zero, hence the divisor class χ(O(D)) ·D ∈ Pic(Xk¯)
G comes from Pic(X). 
2.2. Severi–Brauer varieties and quadrics. The following criteria for rationality of Severi–
Brauer varieties and quadrics are classical.
Proposition 2.5 (Severi–Brauer). Let X be a k-form of Pn
k¯
and let H ∈ Pic(Pn
k¯
) be the hyperplane
class. The following conditions are equivalent
(a) X(k) 6= ∅;
(b) Pic(X) = Pic(Xk¯);
(c) dH ∈ Pic(X) for some d ∈ Z such that gcd(d, n+ 1) = 1;
(d) X ∼= Pnk .
Proof. Implication (d) =⇒ (a) follows from Lemma 2.2 and by Lemma 2.3 condition (a) im-
plies (b). Furthermore, the canonical class KX = −(n+1)H is defined over k, and since the image
of Pic(X) in Pic(Xk¯)
G = Pic(Xk¯) is a subgroup, it follows that (b) is equivalent to (c). So it
remains to show that (b) implies (d).
Indeed, ifH ∈ Pic(X), then the map to the projective space P(H0(X,OX(H))
∨) ∼= Pnk associated
with H becomes an isomorphism after extension of scalars to k¯, hence it is an isomorphism
over k. 
A similar argument proves
Proposition 2.6. A form X of a smooth quadric is rational if and only if X(k) 6= ∅.
Proof. One direction follows from Lemma 2.2. To prove the other, assume X(k) 6= ∅. By
Lemma 2.3 there exists H ∈ Pic(X) such that Hk¯ is the hyperplane class of the quadric Xk¯.
The map
X −→ P(H0(X,OX(H))
∨) ∼= Pn+1
after extension of scalars to k¯ becomes the embedding of Xk¯ into P
n+1
k¯
as a quadric hypersurface,
hence it identifies X with a quadric hypersurface in Pn+1. The projection out of a k-rational point
provides a birational isomorphism of X and Pn. 
2.3. Fano threefolds. Let X be a smooth Fano threefold. We denote by ρ(X) the Picard rank
of X and by ρ(Xk¯) its geometric Picard rank. We define the index ι(X) as the maximal integer
dividing the canonical class KX
k¯
in Pic(Xk¯).
If ι(X) ≥ 3, then Xk¯ ∼= P
3, or Xk¯ ∼= Q
3 (see, e.g., [IP99, Corollary 3.1.15]).
Fano threefolds X with ι(X) = 2 are usually called del Pezzo threefolds (see [Fuj90]). We will
denote by H the class in Pic(Xk¯) such that 2H ∼ −KXk¯ . Recall that the Picard group of a
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Fano variety is torsion free ([IP99, Proposition 2.1.2(ii)]), so H is defined unambiguously and is
Galois-invariant. In particular, if X(k) 6= ∅, then H is defined over k by Lemma 2.3. We set
d(X) = (−KX)
3/8.
By Riemann–Roch one has (see [Isk80, Ch. 1, Proposition 4.5])
(2.3.1) dimH0(Xk¯,OXk¯(H)) = d(X) + 2.
Classification of del Pezzo threefolds is well known, in particular we have
Theorem 2.7 ([Isk80, Ch. 2, Theorem 1.1], [IP99, Theorem 3.3.1], [Fuj90, Theorem 8.11]). If X
is a smooth del Pezzo threefold with ρ(Xk¯) = 1 then 1 ≤ d(X) ≤ 5.
We will discuss here two types of del Pezzo threefolds:
• quintic del Pezzo threefolds, i.e., del Pezzo threefolds X with ρ(Xk¯) = 1 and d(X) = 5;
over an algebraically closed field any such threefold is isomorphic to a codimension-3 linear
section of Gr(2, 5) (see, e.g., [IP99, Theorem 3.3.1]); and
• quartic del Pezzo threefolds, i.e., del Pezzo threefolds X with ρ(Xk¯) = 1 and d(X) = 4; over
an algebraically closed field any such threefold is isomorphic to a complete intersection of
two quadrics in P5 (see, e.g., [IP99, Theorem 3.3.1]).
If a Fano threefold satisfies ρ(Xk¯) = ι(X) = 1, i.e., if Pic(Xk¯) = Z ·KXk¯ , it is called prime. Note
that the canonical class KX is always defined over the ground field k. The genus g(X) is defined
as
(2.3.2) g(X) := dimH0(X,OX(−KX))− 2 = 1−K
3
X/2.
We will frequently use the following classical result:
Theorem 2.8 ([Isk80, Ch. 1, Theorem 3.6, Ch. 2, Proposition 3.3, Theorem 2.2]). If X is a
smooth prime Fano threefold then 2 ≤ g(X) ≤ 10 or g(X) = 12. If g := g(X) ≥ 5 then the
anicanonical class −KX is very ample and the anicanonical image
X = X2g−2 ⊂ P
g+1
is an intersection of quadrics (as a scheme) and contains no surfaces of degree less than 2g − 2.
In this paper we will discuss threefolds X12, X16, X18, and X22 of genus 7, 9, 10, and 12,
respectively. Over an algebraically closed field they can be represented as zero loci of equivariant
vector bundles on homogeneous spaces of simple algebraic groups, see [Muk92].
2.4. Hilbert schemes. If X ⊂ Pn is a projective variety we denote by Fd(X) the Hilbert scheme
of curves in X with Hilbert polynomial hd(t) = dt + 1. Recall that formation of Hilbert schemes
commutes with base change, in particular with extension of scalars, so that
Fd(Xk¯) ∼= Fd(X)k¯.
We denote by
Cd(X) ⊂ X × Fd(X),
the universal curve. Similarly, if x ∈ X is a point, we denote by Fd(X, x) ⊂ Fd(X) the subscheme
of curves that pass through x; this is the fiber of the natural map Cd(X)→ X over x.
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When d = 1 or d = 2 every curve parameterized by Fd(X) is a line or conic in P
n lying on X ,
respectively, (see [KPS18, Lemma 2.1.1]). We will also need the following classification result.
Lemma 2.9. Assume k is algebraically closed. Let X ⊂ Pn be an intersection of quadrics which
contains no planes and let C ⊂ X be a curve that corresponds to a point of F3(X). Then either
(i) C is a smooth rational twisted cubic curve, or
(ii) C is the union of a smooth conic and a line, or
(iii) C is a chain of three lines, or
(iv) C is the union of three lines that meet in a point but do not lie in the same plane, or
(v) C is a purely one-dimensional curve that contain a unique multiple line as a component.
Proof. See [LLSvS17, §1] and take into account that X contains no plane cubic curves. 
Lemma 2.10. If X ⊂ Pn is a projective variety such that either F1(X)(k) 6= ∅ or F3(X)(k) 6= ∅,
then X(k) 6= ∅.
Proof. If L is a line defined over k, its intersection with a hyperplane in Pn is a k-point on X .
Now let C ⊂ X be a curve corresponding to a k-point of F3(X). First, assume that Ck¯ is one
of the curves listed in Lemma 2.9. If Ck¯ is of types (ii), (iii), or (v), one of its line-components
is Galois invariant, hence defined over k, hence X has a k-point by the first part of the lemma.
Similarly, if Ck¯ is of type (i), then Ck¯ ∼= P
1
k¯
and the restriction of the hyperplane class of Pn to C
has degree 3, hence C ∼= P1 by Proposition 2.5, hence C has k-points, hence X(k) 6= ∅. If C is of
type (iv), the meeting point of the components of C is Galois-invariant, hence is defined over k.
Otherwise, Ck¯ is a plane cubic curve with an extra (possibly embedded) point (see [LLSvS17,
§1]). In this case the extra point is Galois-invariant, hence defined over k. 
2.5. Veronese surfaces and their projections. Let U be a vector space of dimension 3.
Let R ⊂ P(S2U) ∼= P5 be the Veronese surface, i.e., the image of the double Veronese embed-
ding P(U)→ P(S2U). Recall that the group SL(U) acts on the space P(S2U) with three orbits
R, D \R, P(S2U) \D,
where D ⊂ P(S2U) is the symmetric determinantal cubic hypersurface (the secant variety of R).
Recall that R is an intersection of quadrics, and the space of quadrics passing through R is
naturally identified with the space
Ker
(
S2(S2U∨) −→ S4U∨
)
∼= S2U
as representations of the group SL(U). Thus, quadrics through R in P(S2U) are parameterized
by the same space P(S2U). To avoid confusion, we will use notation S2U ′ for the latter space and
R′ ⊂ D′ ⊂ P(S2U ′)
for the corresponding SL(U)-orbit stratification of the space of quadrics through R. Using this
stratification it is easy to check the following facts about quadrics passing through R.
Lemma 2.11. Let Q be a quadric in P(S2U) containing R.
(i) If Q corresponds to a point of P(S2U ′) \D′ then Q is nonsingular.
(ii) If Q corresponds to a point [u1u2] ∈ D
′ \R′, u1, u2 ∈ U , u1 6= u2, then Q has corank 2 and
Sing(Q) = P(〈u21, u
2
2〉) ⊂ D ⊂ P(S
2U), Sing(Q) ∩ R = {[u21], [u
2
2]}.
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(iii) If Q corresponds to a point [u2] ∈ R′, u ∈ U , then Q has corank 3 and
Sing(Q) = P(u · U) ⊂ D ⊂ P(S2U), Sing(Q) ∩ R = {[u2]}.
In particular the singular loci of all singular quadrics passing through R sweep the hypersurface D,
and for any singular quadric Q containing R the intersection Sing(Q) ∩ R is finite.
Using Lemma 2.11 we deduce the following result that will be used in Section 5.
Lemma 2.12. Let Y ⊂ P6 be an irreducible complete intersection of three quadrics. If Y contains
a Veronese surface R ⊂ P5 ⊂ P6 then its hyperplane section Y ∩〈R〉 by the linear span of R cannot
contain R with multiplicity 2.
Proof. We can identify the linear span 〈R〉 ofR with the space P(S2U). LetN be the 3-dimensional
space of quadrics in P6 through Y . Since Y is an irreducible threefold, none of the quadrics in N
contains P(S2U), hence the restriction defines an embedding of N
N →֒ S2U ′ ⊂ S2(S2U∨)
into the space of quadrics in P(S2U) passing through R. From now on we will identify N with a
net of quadrics in P(S2U) containing R.
If the hyperplane section Y ∩P(S2U) contains R with multiplicity 2, then the intersection of this
net of quadrics in P(S2U) has tangent space of dimension at least 4 at each point of R. Therefore,
for every point of R there is a quadric in P(N) singular at this point. In particular, the set of
pairs (Q, y), where Q is a quadric from the net P(N) and y ∈ Sing(Q)∩R, is 2-dimensional, hence
by Lemma 2.11 the set of singular quadrics in P(N) is 2-dimensional, hence any quadric in P(N)
is singular. On the other hand, by Lemma 2.11 every singular quadric containing R corresponds
to a point of the hypersurface D′, so it follows that P(N) ⊂ D′.
Now note, that the hypersurface D′ contains two types of projective planes:
• planes of the form P(S2U ′2) ⊂ P(S
2U ′), where U ′2 ⊂ U
′ is a 2-dimensional subspace;
• planes of the form P(U ′1 · U
′) ⊂ P(S2U ′), where U ′1 ⊂ U
′ is a 1-dimensional subspace.
It is easy to check that the intersection of quadrics parameterized by the plane P(S2U ′2) is the
union of R with the infinitesimal neighborhood of a plane; in particular, its multiplicity along R
is 1. Similarly, the intersection of quadrics parameterized by the plane P(U ′1 · U
′) is a cone over
a cubic surface scroll; in particular, it is three-dimensional and of degree 3, so it cannot be a
hyperplane section of an irreducible complete intersection Y of three quadrics. 
Another fact that we need is the following:
Lemma 2.13. Let S ⊂ P4 be a regular linear projection of the Veronese surface R ⊂ P(S2U).
Any quadric containing S is singular, and if S is smooth it is not contained in a quadric.
Proof. Let υ ∈ P(S2U) be the center of the projection P(S2U) 99K P4. The preimage of a quadric
containing the image S of the Veronese surface R is a singular quadric in P(S2U) containing R.
By Lemma 2.11 this is a quadric of corank at least 2, hence the corresponding quadric in P4 has
corank at least 1. In particular, it is singular. Furthermore, by Lemma 2.11 in this case υ lies on
the secant variety D of R, hence S is singular. 
Finally, we will need the following observation:
9
Lemma 2.14 ([SR49, Ch. VII, §3.2]). If S ⊂ Pk, k ≤ 4, is a regular linear projection of the
Veronese surface R ⊂ P(S2U), then Sing(S) is a union of a finite number of lines.
3. Rationality of del Pezzo varieties
3.1. Quintic del Pezzo varieties. In this section we consider quintic del Pezzo threefolds,
see §2.3. The following observation is very useful:
Lemma 3.1. If X is a quintic del Pezzo threefold then the class H is defined over k.
Proof. As we explained in §2.3, we have H ∈ Pic(Xk¯)
G. By (2.3.1) we have χ(OX
k¯
(H)) = 7.
Therefore, Lemma 2.4 shows that 7H ∈ Pic(X). On the other hand, since KX
k¯
is defined over k,
it follows that 2H ∈ Pic(X). Since gcd(7, 2) = 1, we conclude that H ∈ Pic(X). 
Recall the classical Enriques theorem.
Theorem 3.2 ([SB92]). If X is a smooth quintic del Pezzo surface then X is k-rational.
Now we deduce from it the proof of Theorem 1.1(i).
Theorem 3.3. Let X be a smooth quintic del Pezzo threefold. Then X is k-rational.
Proof. By Lemma 3.1 the class H is defined over k and by [Isk80, Ch. 2, Theorem 1.1(ii)] it
induces an embedding
X →֒ P6.
Consider a general projective subspace P4 ⊂ P6 defined over k. Restricting to X the linear
projection P6 99K P1 with center in P4, we see that X is birational to a quintic del Pezzo surface
fibration over P1, hence by Theorem 3.2 it is rational over P1, hence is k-rational. 
Remark 3.4. One can also define a quintic del Pezzo manifold of any dimension n ≤ 6 as a
smooth Fano variety X with ρ(Xk¯) = 1, ι(X) = n− 1, and (−KX)
n/(n− 1)n = 5. If 2 ≤ n ≤ 5
the argument of Lemma 3.1 shows that the ample generator H of Pic(Xk¯) is defined over k and
the argument of Theorem 3.3 shows that X is k-rational.
Note that both results fail for n = 6 — it is easy to construct a form of Gr(2, 5) for which the
Plu¨cker class is not defined over k, and which has no k-points, hence is not k-rational.
3.2. Quartic del Pezzo threefolds. Let X be a quartic del Pezzo threefold, i.e., an intersection
of two quadrics in a Severi–Brauer variety of dimension 5. The following rationality result is very
classical.
Theorem 3.5 ([CTSSD87, Proposition 2.2, 2.3]). Let X be a smooth quartic del Pezzo threefold.
If X(k) 6= ∅ then X is k-unirational and if F1(X)(k) 6= ∅ then X is k-rational.
This proves that the conditions of (uni)rationality of X from Theorem 1.1(iii)(a) are sufficient.
4. Results from Minimal Model Program
In this section we remind some results from MMP and prove a couple of unirationality criteria.
The first of them (Lemma 4.14) is quite standard. The second (Proposition 4.15) is a bit technical
and will be only used at the end of Section 6.1.
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4.1. Terminal singularities. In this subsection we remind some basic definitions and results of
the Minimal Model Program, for more details see e.g. [KM98], [Mor88], [Kol97].
For a morphism f : Y ′ → Y of normal varieties and a Q-Cartier divisor class D on Y we denote
by f ∗D its pullback to Y ′. Similarly, for a rational map ψ : Y ′ 99K Y and a subvariety Z ⊂ Y ′ not
lying in the indeterminacy locus of ψ we write ψ∗(Z) ⊂ Y for the strict transform of Z.
For a normal variety Y we denote by KY the canonical class (in general it is a Weil divisor
class). Recall that Y has terminal singularities if it is Q-Gorenstein and for any birational mor-
phism π : Y˜ → Y from a normal variety one has
(4.1.1) KY˜ = π
∗KY +
∑
aiEi
with ai > 0 for all i, where Ei are the exceptional divisors of π. The coefficients ai are called
discrepancies of the divisors Ei over Y . The discrepancy of a divisor E over Y only depends on
the valuation of the field k(Y ) of rational functions on Y defined by E. To emphasize this, we will
sometimes denote it by a(E, Y ).
We will need the following standard results about terminal singularities.
Lemma 4.1 ([Kol97, Lemma 3.10]). If f : Y ′ → Y is a small proper birational morphism of
Q-Gorenstein varieties then Y has terminal singularities if and only if Y ′ has.
Lemma 4.2 ([KM98, Corollaries 5.18, 5.38]). If Y is a threefold with terminal singularities then
the scheme Sing(Y ) is finite. If, moreover, Y is Gorenstein, then for any point y ∈ Sing(Y ) we
have dimTyY ≤ 4.
Lemma 4.3 ([Kaw88, Lemma 5.1]). If Y is a 3-dimensional variety with Gorenstein terminal Q-
factorial singularities then Y is locally factorial. More generally, if Y is a threefold with Gorenstein
terminal singularities, then any Weil Q-Cartier divisor is Cartier.
Lemma 4.4 ([Kaw88, Corollary 4.5]). If Y has terminal singularities then there exists a small
birational morphism τ : Y˜ → Y such that Y˜ is Q-factorial.
Let Y ′ be a variety with terminal singularities. Recall that an extremal Mori contraction of Y ′
is a proper morphism f : Y ′ → Y with connected fibers such that Y is normal, ρ(Y ′/Y ) = 1,
and −KY ′ is f -ample.
We need the following result which is known over an algebraically closed ground field [Cut88].
Theorem 4.5. Let Y ′ be a projective threefold with terminal Q-factorial Gorenstein singularities
and let f : Y ′ → Y be an extremal Mori contraction. Then one of the following possibilities takes
place:
(i) The map f contracts a k-irreducible divisor D onto a k-irreducible 0-dimensional subva-
riety of Y ; the discrepancy of D takes values in the set {1
2
, 1, 2}.
(ii) The map f is the blowup of a k-irreducible locally complete intersection curve Γ lying in
the smooth locus of Y ; the discrepancy of the exceptional divisor D equals 1.
(iii) The map f is a flat generically smooth conic bundle over a smooth surface Y .
(iv) The map f is a flat generically smooth del Pezzo fibration over a smooth curve Y ; every
fiber of f is k-irreducible and reduced.
(v) Y is a point and Y ′ is a Fano threefold with ρ(Y ′) = 1.
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Remark 4.6. In cases (i) and (ii) if ρ(Y ′
k¯
)− ρ(Yk¯) = 1 then D is connected and Dk¯ is irreducible
[Cut88, Theorem 4].
Proof. First, if Y is a point, then Y ′ is a Fano variety with ρ(Y ′) = 1 because f is extremal. This
proves (v).
Assume Y is a curve. Recall that Y is normal, hence smooth. Since Y ′ has isolated singularities,
a general fiber of f is smooth, and since −KY ′ is relatively ample, it is a smooth del Pezzo surface.
Let D ⊂ f−1(y) be a k-irreducible component with reduced structure of a fiber of f . Since Y ′ is
locally factorial (Lemma 4.3), D is a Cartier divisor. Since f is extremal, D = f−1(y) (see [KM98,
Theorem 3.7(4)]). Therefore, every fiber of f is k-irreducible and reduced. This proves (iv).
Next, assume that Y is a surface. Let us show that Y is smooth; in fact, this is proved in [Cut88,
Theorem 7], but this part of the argument is very vague, so we provide an alternative argument
for reader’s convenience.
Assume that Y has a singular point, say y. Shrinking Y if necessary, we can find a smooth
anticanonical divisor S ⊂ Y ′ which does not contain fibers of f , see [Cut88, Proposition 1]. Then
the restriction fS : S → Y is a finite morphism, generically of degree 2. Therefore, f∗OS ∼= OY⊕L ,
where L is a reflexive sheaf of rank 1. But Y is locally factorial by [Cut88, Lemma 3], hence L
is locally free, and hence the morphism fS is flat and S ∼= SpecY (OY ⊕L ). In particular, locally
over Y we can embed S into Y × A1 as a Cartier divisor. Therefore, if s ∈ f−1S (y), we have
dimTsS ≥ dimTyY + 1− 1 = dimTyY.
Since S is smooth, it follows that Y is smooth as well. The rest of the argument just repeats that
of [Cut88, Theorem 7]. This proves (iii).
Finally, assume that the contraction f is birational. It follows from [Mor88, Theorem 6.2(i)] that
the exceptional locus of f is a divisor, say D. Since Y ′ is locally factorial and the contraction is
extremal, D is k-irreducible. Then Y has only (Q-factorial) terminal singularities (see e.g. [KM98,
Corollary 3.43]).
Assume that f(D) is a curve. Then all the fibers over points in f(D) are one-dimensional. In
this case, the proof of [Cut88, Theorem 4] works without any changes. This proves (ii).
It remains to consider the case when f(D) is 0-dimensional. As k-irreducibility of f(D) follows
from that of D, we only need to compute the discrepancy.
Consider the morphism fk¯ : Y
′
k¯
→ Yk¯. If Dk¯ is irreducible, then fk¯ is a birational extremal Mori
contraction, hence [Cut88, Theorem 5] applies. So, from now on assume that Dk¯ is not irreducible.
If a is the discrepancy of D then KY ′
k¯
= f ∗KY
k¯
+ aDk¯. Let τ : Y˜k¯ → Y
′
k¯
be a Q-factorialization
(Lemma 4.4) and let D˜k¯ = τ
−1
∗ (Dk¯) be the strict transform of Dk¯. Note that τ is small, hence
(4.1.2) KY˜
k¯
= τ ∗f ∗KY
k¯
+ aD˜k¯,
Since −KY˜
k¯
= τ ∗(−KY ′
k¯
) is nef and not trivial over Yk¯, there exists a KY˜
k¯
-negative extremal ray R,
trivial over Yk¯. By [Mor88, Theorem 6.2(i)] the contraction γ : Y˜k¯ → Y
′′
k¯
of R fits into a diagram
Y˜k¯
τ
zz✈✈
✈✈
✈✈ γ
$$■
■■
■■
■
Y ′
k¯
f $$■
■■
■■
■
Y ′′
k¯
zztt
tt
tt
Yk¯
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and must be a divisorial contraction. Its exceptional divisor is, therefore, a component D0
k¯
⊂ D˜k¯.
By (4.1.2) we have
(4.1.3) KY˜
k¯
· R = a
(
D0
k¯
· R +D1
k¯
· R
)
,
where D1
k¯
:= D˜k¯ −D
0
k¯
. According to [Cut88, Theorem 5] we have the following possibilities:
a) γ is the blowup of a smooth point; then KY˜
k¯
· R = −2 and D0
k¯
· R = −1;
b) γ is the blowup of a Gorenstein terminal point or a curve; then KY˜
k¯
·R = −1, D0
k¯
·R = −1;
c) γ is the blowup of a non-Gorenstein terminal point then KY˜
k¯
·R = −1, D0
k¯
· R = −2.
Since a > 0 (by terminality), we have D0
k¯
· R +D1
k¯
· R < 0 in all these cases. On the other hand,
D1
k¯
· R is a nonnegative integer (because D1
k¯
is a Cartier divisor by Lemma 4.3 and the curves in
the ray R sweep out D0
k¯
), hence it must be equal to 0 in cases a) and b), and to 0 or 1 in case c).
Using (4.1.3) we compute a = 2 in case a), a = 1 in case b), and a ∈ {1
2
, 1} in case c). 
The following notion will be useful later.
Definition 4.7. We will say that a k-point y ∈ Y is infinitesimally k-rational if the exceptional
divisor of the blowup of Y at y is a k-rational variety.
A smooth k-point is always infinitesimally k-rational. Moreover, an ordinary double point is
infinitesimally k-rational if there is a smooth k-curve passing through it.
Lemma 4.8. Assume Y is a threefold with a unique singular point y, which is an ordinary double
point, and let Y 99K Y ′ be a flop. Then Y ′ has a unique singular point y′ which is also an ordi-
nary double point. Furthermore, let Q and Q′ be the exceptional divisors of the blowups µ : Y˜ → Y
and µ′ : Y˜ ′ → Y ′ at y and y′ respectively. Then Q is birational to Q′; in particular, y′ is infinites-
imally rational if and only if y is.
Proof. Consider the common resolution Yˆ of Y˜ and Y˜ ′. We have a commutative diagram:
Qˆ 
 //
~~⑥⑥
⑥⑥
⑥⑥
⑥
Yˆ
θ′
!!❈
❈❈
❈❈
❈❈
❈
θ
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Qˆ′? _oo
!!❈
❈❈
❈❈
❈❈
Q 
 // Y˜
µ

Y˜ ′
µ′

Q′? _oo
Y
π ""❉
❉❉
❉❉
❉❉
oo //❴❴❴❴❴❴❴ Y ′
π′||②②
②②
②②
②
Y¯ ,
where π and π′ are small contractions of Y and Y ′, and the dashed arrow is the flop. The
singularity of Y and Y ′ are the same by [Kol89, Theorem 2.4], hence Y ′ has a single ordinary
double point y′. Moreover, π(y) = π′(y′) and we denote this point by y¯ ∈ Y¯ .
Let Qˆ ⊂ Yˆ and Qˆ′ ⊂ Yˆ be the strict transforms of Q and Q′. We have
KY˜ = µ
∗KY +Q = µ
∗π∗KY¯ +Q, KYˆ = θ
∗KY˜ +
∑
aˆiEˆi,
where Eˆi ⊂ Yˆ are prime exceptional divisors and aˆi ∈ Z>0. Then
KYˆ = θ
∗µ∗π∗KY¯ + θ
∗Q+
∑
aˆiEˆi = θ
∗µ∗π∗KY¯ + Qˆ+
∑
(aˆi + mˆi)Eˆi,
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where mˆi is the multiplicity of Eˆi in θ
∗Q. For any prime divisor Eˆi with center atQ we have mˆi ≥ 1
and so aˆi > 1. Therefore, Qˆ is the only divisor in Yˆ with discrepancy 1 over Y¯ whose image
in Y is {y}. A similar computation shows that the discrepancy of Qˆ′ over Y¯ is also 1. So,
if µ(θ(Qˆ′)) = {y}, it follows that Qˆ′ = Qˆ. Similarly, if µ′(θ′(Qˆ)) = {y′}, it follows that Qˆ′ = Qˆ.
In both cases, it follows that Q is birational to Q′.
Finally, assume µ(θ(Qˆ′)) 6= {y} and µ′(θ′(Qˆ)) 6= {y′}. Note that µ(θ(Qˆ′)) ⊂ π−1(y¯). On
the other hand, π−1(y¯) is a tree of smooth rational curves (this follows, e.g., from [Rei83, The-
orem 1.14]). Hence there is a unique minimal chain of components of π−1(y¯) connecting y
with µ(θ(Qˆ′)), and in this chain there is a unique curve passing through y. By uniqueness this
curve is defined over k and gives a k-point on Q. Similarly, we find a k-point of Q′. But Q and Q′
are smooth quadrics in P3, because y and y′ are ordinary double points, hence both Q and Q′ are
k-rational, and a fortiori, birational to each other. 
4.2. Terminal and canonical pairs. For a linear systemM of Weil divisors we denote by Bs(M)
the base locus of M (as a subscheme).
Definition 4.9 ([Ale94, §1.9], [Kol97, §4.6]). Let Y be a normal projective variety with a linear
system M of Weil divisors on Y such that KY +M is Q-Cartier. The pair (Y,M) is called
terminal (resp. canonical), if for any birational morphism π : Y˜ → Y from a normal variety Y˜ and
for a general member M ∈M one has
(4.2.1) KY˜ + π
−1
∗ (M) = π
∗(KY +M) +
∑
aMi Ei
with aMi > 0 (resp. a
M
i ≥ 0) for all i, where Ei are the exceptional divisors of π.
Remark 4.10. Assume that Y is Q-factorial and the pair (Y,M) has terminal singularities.
Then the MMP for pairs [Ale94] applied to (Y,M) preserves these properties. The standard
arguments apply because the steps of the MMP do not contract M, see [KM98, Lemma 3.38,
Corollaries 3.42–3.43]. In particular, MMP for pairs over a non-closed field k works well as soon
as the linear system M is defined over k (see, e.g., [Mor88, Remark 0.3.14]).
The following lemma relates terminality of a pair to that of the underlying variety.
Lemma 4.11 ([Ale94, Lemma 1.13]). Assume that members of M are Q-Cartier.
(i) If (Y,M) is terminal then Y has terminal singularities.
(ii) Moreover, if dimY = 3 then Bs(M) is finite, Bs(M) ∩ Sing(Y ) = ∅, and a general
member M ∈M is smooth. In particular, M is a linear system of Cartier divisors.
(iii) Conversely, if Y has terminal singularities and M is base point free then (Y,M) is ter-
minal.
Proof. Let π : Y˜ → Y be a birational morphism from a normal variety Y˜ . The statement (i) is
straightforward: besides (4.1.1) and (4.2.1) write
π−1∗ (M) = π
∗M −
∑
miEi.
Clearly, mi ≥ 0. Therefore, ai = a
M
i +mi ≥ a
M
i , hence Y has terminal singularities if (Y,M) is
terminal. This also proves statement (iii) since mi = 0 if M is base point free.
For the proof of (ii), let y ∈ Y be a singular (terminal) point of Gorenstein index r. Assume
that y ∈ Bs(M). By Lemma 4.3 the divisor class rM is Cartier. Hence, mi ∈
1
r
Z>0 for any
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divisor Ei with center y, in particular mi ≥ 1/r. Furthermore, by [Kaw92, Mar96] there exists a
divisor Ei with center y such that ai = 1/r. Therefore, for this i we have
0 < aMi = ai −mi ≤ 0.
This contradiction shows that y /∈ Bs(M) and we conclude that Bs(M) ∩ Sing(Y ) = ∅. In
particular, a general divisor in M does not pass through Sing(Y ), hence M is Cartier.
Now assume that y ∈ Bs(M) is a singular point of a general member M ∈M which is smooth
on Y . Since M is Cartier, for the exceptional divisor of the blowup of y we have m ≥ 2 and a = 2,
hence aM = a−m ≤ 0, a contradiction. Therefore, M is smooth.
If dimBs(M) ≥ 1, then we obtain a contradiction as above by blowing up a curve in Bs(M). 
Lemma 4.12 ([Cor95, Proposition 2.8]). If (Y,M) is canonical then there exists a birational
morphism f : Y˜ → Y such that for the strict transform M˜ = f−1∗ (M) the pair (Y˜ ,M˜) is terminal,
the variety Y˜ is Q-factorial, and
(4.2.2) KY˜ + M˜ = f
∗(KY +M).
Remark 4.13. A map f as in Lemma 4.12 is called maximal crepant blowup of (Y,M). A maximal
crepant blowup is defined over the base field k, but is not unique. Indeed, it can be constructed
by first resolving the singularities of the pair (Y,M) and then running the MMP for pairs relative
over (Y,M) as in [Cor95, Prop. 2.8].
If in the assumptions of Lemma 4.12 the pair (Y,M) is terminal, then the morphism f is small,
i.e., it does not contract divisors (indeed, a combination of (4.2.1) and (4.2.2) shows that f has
no exceptional divisors). In this case f is called Q-factorialization.
4.3. Unirationality criteria. As we already mentioned, the first criterion is well known.
Lemma 4.14. Let Y → B be a proper dominant morphism of irreducible varieties and let Z ⊂ Y
be a k-unirational subvariety dominating B. Assume one of the following conditions hold
(i) the general fiber of Y → B is a smooth geometrically rational curve, or
(ii) the general fiber of Y → B is a conic bundle over P1 with at most 3 singular fibers, or
(iii) the general fiber of Y → B is a smooth del Pezzo surface of degree d ≥ 3, or
(iv) the general fiber of Y → B is a smooth del Pezzo surface of degree d = 2 and the general
fiber of Z → B is not contained in the union of lines on the general fiber of Y → B, or
(v) the general fiber of Y → B is a cubic hypersurface, which is not a cone.
Then Y is k-unirational.
Proof. Consider the base change Y ×B Z → Z of the morphism along Z. Its general fiber is a
geometrically rational curve, or a conic bundle, or a del Pezzo surface of degree d ≥ 2, or a cubic
hypersurface over the field k(Z). On the other hand, the diagonal morphism Z → Y ×BZ provides
it with a k(Z)-point (and in the case of a degree 2 del Pezzo surface this point does not lie on a
line). Applying [Man74, Theorems IV.7.8, IV.8.1], [Kol02, Theorem 1.2], and [Isk70, Theorem 2]
we conclude that the general fiber is k(Z)-unirational, hence Y ×BZ is unirational over Z. Since Z
is unirational over k, it follows that Y ×B Z is unirational over k as well. 
In the rest of the section we prove another unirationality criterion.
15
Proposition 4.15. Let Y be a normal projective threefold and let S ⊂ Y be a k-unirational
surface. Assume there is a linear system M such that
(4.3.1) KY +M+ S ∼ 0,
the pair (Y,M) is terminal, and the map Y 99K PN given by the linear system M is generically
finite onto its image. Then Y is k-unirational.
Note that the assumptions of the proposition imply that the surface S is a Q-Cartier divisor
on Y (because KY +M is Q-Cartier by terminality of (Y,M)). Note also that (4.3.1) implies
that M is a subsystem in | − KY − S|, and if some subsystem satisfies the other assumptions,
then the full system also does. So, M is not really an additional data.
The proof takes up the rest of the section. The techniques applied in the proof are more or less
standard (cf. [CF93]).
Lemma 4.16. Let f : Y˜ → Y be the Q-factorialization and set S˜ := f−1∗ (S). If the assumptions
of Proposition 4.15 hold for (Y, S), they also hold for (Y˜ , S˜).
Proof. Set M˜ = f−1∗ (M). Since f is small, we have S˜ = f
∗(S). The pair (Y˜ ,M˜) is terminal by
the construction (see Lemma 4.12 and Remark 4.13). Furthermore, the map given by M˜ coincides
with the composition Y˜
f
−−→ Y 99K PN , hence is generically finite, and
KY˜ + M˜+ S˜ = f
∗(KY +M) + f
∗(S) = f ∗(KY +M+ S) ∼ 0,
so the condition (4.3.1) is satisfied for (Y˜ , S˜). 
Lemma 4.17. The assumptions of Proposition 4.15 are preserved by (KY +M)-MMP. In other
words, if f : Y 99K Y ′ is a divisorial contraction or a flip of a (KY +M)-negative extremal ray
then the strict transform
S ′ := f∗(S) ⊂ Y
′
is a k-unirational surface, the pair (Y ′, f∗(M)) is terminal, KY ′ + f∗(M) + S
′ ∼ 0, and the
map Y ′ 99K PN given by f∗M is generically finite.
Proof. Assume the map f is obtained from the contraction of a (KY +M)-extremal ray R, so
that (KY +M) · R < 0. From (4.3.1) we obtain S · R > 0. Therefore, S is not contracted by f ,
and so S ′ is a surface.
The map f : S 99K S ′ is birational, hence S ′ is k-unirational. Furthermore, the map given
by f∗M is equal to the composition of f
−1 and the map given byM, hence it is generically finite.
Finally, the linear equivalence KY ′ + f∗(M) + S
′ ∼ 0 follows from (4.3.1) and terminality of the
pair (Y, f∗(M)) follows from Remark 4.10. 
The assumption (4.3.1) excludes the possibility that (KY +M) is nef, therefore, after running
the (KY +M)-MMP applied to the maximal crepant blowup of (Y,M) we can assume that Y is
a Mori fiber space.
Lemma 4.18. In the situation of Proposition 4.15 assume that f : Y → B is a morphism to a
normal variety B such that −(KY +M) is f -ample and ρ(Y ) = ρ(B)+1. Then −KY , M, and S
are all f -ample.
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Proof. Since the map defined by M is generically finite, the restriction of M to the general fiber
of f is big. On the other hand, −(KY +M) is ample on the general fiber. Therefore, −KY is also
ample on the general fiber of f . Since ρ(Y ) = ρ(B) + 1 and M is big on the general fiber, it is
also f -ample. Finally, S is f -ample by (4.3.1). 
The case when the base of the Mori fiber space has positive dimension is easy.
Lemma 4.19. In the situation of Proposition 4.15 assume that f : Y → B is a morphism with
connected fibers to a normal variety B of dimension 1 or 2 such that −(KY +M) is f -ample
and ρ(Y ) = ρ(B) + 1. Then Y is k-unirational.
Proof. Since the singularities of Y are terminal (Lemma 4.11(i)), they are isolated (Lemma 4.2).
Therefore, the general fiber of f is smooth. If dim(B) = 2 then the general fiber of f is a
geometrically rational curve. Similarly, if dim(B) = 1 then for a general geometric fiber D of f
we have
−KD ∼ S|D +M|D
is a sum of two ample (by Lemma 4.18) divisor classes, hence D is a smooth del Pezzo surface of
index at least 2, i.e., of degree d ≥ 8. Moreover, in both cases S is f -ample, hence dominates B.
Therefore, Y is k-unirational by Lemma 4.14(i), (iii). 
From now on we may assume that Y is a (terminal) Fano threefold.
Lemma 4.20. In the situation of Proposition 4.15 assume that Y is a terminal Q-factorial Fano
threefold with ρ(Y ) = 1. Then every divisor in M is Cartier and a general divisor M in M is a
smooth del Pezzo surface. Moreover, there are positive numbers a and d such that
(4.3.2) M≡ aS, S3 = d/a, S2 ·M = d, S ·M2 = da, M3 = da2,
where d is integer, and if d ≤ 7 then a is also integer. Finally,
(4.3.3) da(a + 1) ≥ 4.
Proof. By Lemma 4.11 anyM is Cartier and a generalM is smooth. By adjunction (4.3.1) implies
KM = −S|M ,
and since S is ample (by Lemma 4.18) it follows that M is a smooth del Pezzo surface. We denote
by d := K2M its degree (so that d is an integer); then d = S
2 · M . Since ρ(Y ) = 1, we have
a numerical equivalence M ≡ aS for some (a priori rational) number a; then all the equalities
in (4.3.2) follow. Furthermore, if d ≤ 7, then the canonical class of M is primitive, hence a is an
integer.
Finally, to prove (4.3.3) we compute the dimension of M. In the exact sequence
0 −→ OY −→ OY (M) −→ OM(M) −→ 0
we have H1(Y,OY ) = 0 since Y is a Fano variety. Furthermore,
dim
∣∣M |M ∣∣ = | − aKM | = da(a+ 1)/2,
hence dim |M | = 1+ da(a+1)/2. Since M defines a generically finite map, we have dim |M | ≥ 3,
and (4.3.3) follows. 
Unirationality of Y now follows from the following two lemmas.
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Lemma 4.21. In the situation of Proposition 4.15 assume that Y is a terminal Q-factorial Fano
threefold with ρ(Y ) = 1 and let d be defined as in Lemma 4.20. If d ≥ 2 then Y is k-unirational.
Proof. The linear system |M |S| defines a generically finite map, hence by Bertini’s theorem for a
general M inM the intersection M ∩S is irreducible over k; moreover, since it is an anticanonical
divisor on M , its arithmetic genus is 1.
Now consider a general pencil in the linear system |M |. It defines a morphism
Y˜ −→ P1,
where Y˜ is the blowup of Y along the base locus of the pencil, and the general fiber of this morphism
is a smooth del Pezzo surface (Lemma 4.20) of degree d ≥ 2. Furthermore, the surface S intersects
the general fiber along an irreducible genus 1 curve, hence S dominates the base, and its general
fiber over P1 is not contained in the union of lines on the general fiber of Y˜ . Hence Y˜ (and
therefore Y as well) is k-unirational by Lemma 4.14(iv). 
Lemma 4.22. In the situation of Proposition 4.15 assume that Y is a Q-factorial Fano threefold
with terminal singularities and ρ(Y ) = 1 and let d be defined as in Lemma 4.20. If d = 1 then Y
is k-unirational.
Proof. By Lemma 4.20 the general memberM ofM is a smooth del Pezzo surface of degree d = 1.
Besides, we have a ≥ 2 by (4.3.3). Consider the exact sequence
0 −→ OY (S −M) −→ OY (S) −→ OM(S) −→ 0.
Note that S − M ∼ KY + 2S and the surface S is an ample divisor (Lemma 4.18), hence we
have H1(Y,OY (S − M)) = 0 by the Kawamata–Viehweg vanishing. On the other hand, we
have OM(S) ∼= OM(−KM ), hence dim |S| = |S|M | = 1.
Furthermore, the class of S is indivisible in Cl(Y ) (because its restriction to M is), hence the
pencil |S| has no fixed components, Let S ′, S ′′ ∈ |S| be general members; then Bs |S| = S ′ ∩ S ′′.
From (4.3.2) we deduce
(4.3.4) (S ′ ∩ S ′′) ·M = S ′ · S ′′ ·M = S2 ·M = 1.
This implies that S ′∩S ′′ is k¯-irreducible, and generically reduced curve (on the other hand, S ′∩S ′′
may have some 0-dimensional embedded components). By Bertini’s theorem S ′ is smooth outside
of S ′∩S ′′ and has only isolated singularities on S ′∩S ′′. Moreover, it is Cohen–Macaulay by [KM98,
Corollary 5.25], hence it is normal. By adjunction and (4.3.1) we have
(4.3.5) KS′ = −M |S′ = −aS|S′ , and K
2
S′ = M
2 · S = a ≥ 2.
Since M is a Cartier divisor class (Lemma 4.20), it follows that S ′ is a Gorenstein del Pezzo
surface. Hence, by [HW81] either the surface S ′ has only du Val singularities or S ′ is a generalized
cone over a smooth elliptic curve C, i.e., S ′ is obtained by contracting the negative section on a
ruled surface PC(O ⊕L ) with deg(L ) = −a; below we will discuss these two cases separately.
First, assume that S ′ is a del Pezzo surface with du Val singularities. Then (Y, |S|) is a canonical
pair (see [Kol97, 4.8.3′] and [Ale94, Lemma 1.21]), hence by Lemma 4.12 there exists a crepant
birational morphism f : Y˜ → Y such that the pair (Y˜ , S˜) is terminal, where S˜ = f−1∗ (|S|). In
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particular, the base locus of the pencil S˜ is at most finite (Lemma 4.11), hence empty. Therefore,
the linear system S˜ induces a morphism
π : Y˜ −→ P1
that resolves the rational map Y 99K P1 induced by |S|.
Let S˜ ′ = f−1∗ (S
′). It is a general member of S˜. By Lemma 4.12 we have KY˜ + S˜
′ = f ∗(KY +S
′),
hence by adjunction
(4.3.6) KS˜′ = f
∗KS′ = −f
∗M.
Therefore, S˜ ′ is a crepant partial resolution of singularities of S ′. In particular,
K2
S˜′
= K2S′ = S ·M
2 = a,
so π is a family of weak del Pezzo surfaces of degree a ≥ 2 with du Val singularities.
Let Γ˜ ⊂ S˜ ′ be the strict transform of (S ′ ∩ S ′′)red with respect to the map S˜
′ → S ′. By (4.3.6)
and (4.3.4) it is a (−1)-curve. Thus, the family of weak del Pezzo surfaces π : Y˜ → P1 contains a
distinguished family of (−1)-curves. In particular, the schematic generic fiber of π is a weak del
Pezzo surface with du Val singularities of degree a ≥ 2 over k(P1) with a (−1)-curve. Contracting
the curve, we obtain a weak del Pezzo surface with du Val singularities of degree a+1 ≥ 3 over k(P1)
with a point that does not lie on (−2)-curves (if there are any). By [Man74, Theorem IV.7.8],
[CT88, Theorems A,B,C], and [Kol02, Theorem 1.2] it is unirational over k(P1), hence Y˜ (and
therefore Y as well) is k-unirational.
To conclude, we show that the case where a general member S ′ of |S| is a generalized cone over
an elliptic curve is impossible. By Bertini’s theorem the vertex υ of S ′ lies on the curve S ′∩S ′′, If υ
is a smooth point of Y , then S ′ is a Cartier divisor at υ and S ′ ∩ S ′′ is a Cartier divisor on S ′ at υ.
In particular, the curve S ′ ∩ S ′′ is Cohen–Macaulay, hence reduced. By [HW81, Theorem 4.4] the
linear system | −KS′| is base point free, hence by (4.3.5) and (4.3.4) the curve S
′ ∩ S ′′ is smooth.
But any Cartier divisor is singular at any singular point of the ambient variety. This contradiction
shows that υ ∈ Sing(Y ). Since Y has only a finite number of singular points, it follows that a
general member of |S| has vertex at a fixed singular point υ ∈ Y .
Let π : Y˜ → Y be a resolution of the pair (Y, S ′) at the point υ and let S˜ ′ = π−1∗ (S
′) ⊂ Y˜ ′ be
the strict transform of S ′. We have
KY˜ = π
∗KY +
∑
aiEi, S˜
′ = π∗S ′ −
∑
miEi,
where Ei are the exceptional divisors. Summing up and using adjunction, we obtain
KS˜′ = (π|S˜′)
∗KS′ +
∑
(ai −mi)Ei|S˜′.
On the other hand, the singularity υ ∈ S ′ is strictly log canonical [Kol97, Example 3.8] and has a
unique exceptional divisor (the negative section on PC(O ⊕L )) with discrepancy −1. Moreover,
this divisor is the unique divisor that intersects nontrivially the strict transform l˜ of a general
ruling l of S ′. We can assume that the divisor is E0 ∩ S˜
′. Then
a0 −m0 = −1.
On the other hand, since |S˜ ′| is a movable linear system and 1 = M · l = aS ′ · l, we have
0 < S˜ ′ · l˜ = π∗S ′ · l˜ −
∑
miEi · l˜ = S
′ · l −m0 = 1/a−m0.
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Therefore, m0 < 1/a < 1, hence a0 = m0 − 1 < 0. Thus Y is not terminal at υ (and even not
canonical). This contradiction completes the proof. 
A combination of the above results gives the proof of the proposition.
Proof of Proposition 4.15. By Lemma 4.16 we may assume that the variety Y is Q-factorial. Run-
ning the (KY +M)-MMP for pairs (see Remark 4.10.) and using Lemma 4.17 we may assume
that Y is a Mori fiber space. If the dimension of the base is positive, we apply Lemma 4.19. If Y
is a Fano variety and the parameter d defined in Lemma 4.20 is at least 2, we apply Lemma 4.21.
Otherwise, we apply Lemma 4.22. In all cases we deduce k-unirationality of Y . 
5. Birational transformations
5.1. Sarkisov links. In this section we describe some Sarkisov links for geometrically rational
prime Fano threefolds, i.e., for smooth Fano threefolds X such that
(5.1.1) Pic(Xk¯) = Z ·KXk¯ and g(X) ∈ {7, 9, 10, 12},
where g(X) is defined in (2.3.2), i.e., for threefolds X12, X16, X18, and X22. We will only need
Sarkisov links that start with a blowup, defined as follows.
Definition 5.1. Let X be a smooth Fano threefold with ρ(X) = 1 and let Z ⊂ X be a reduced
k-irreducible subvariety. A Sarkisov link of X with center at Z is a diagram
(5.1.2)
E 
 // X˜
σ
 φ &&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
ψ
//❴❴❴❴❴❴❴❴❴❴❴❴❴ X˜+
σ+
φ+xxqqq
qq
qq
qq
qq
qq
q
X X¯ X+,
where σ is the blowup along Z, E is the exceptional divisor of σ, σ+ is an extremal Mori contraction,
φ and φ+ are small crepant birational contractions, so that
KX˜ = φ
∗KX¯ and KX˜+ = φ
∗
+KX¯ ,
and ψ = φ−1+ ◦ φ is a flop. In particular, we allow φ, φ+, and ψ to be isomorphisms; in that case
we require that σ+ to be distinct from σ.
Remark 5.2. We restrict to the case where the singularities of Z are ordinary double points.
Then X˜ also has a unique ordinary double point over each singularity of Z and is smooth elsewhere.
By [Kol89] the same is true for X˜+.
For Fano threefolds satisfying (5.1.1) we always denote g(X) simply by g. We consider the
anticanonical embedding
X ⊂ Pg+1
(note that −KX is very ample by Theorem 2.8) and write
H := −KX ,
so thatH is the restriction of the hyperplane class. We also abuse notation by abbreviating σ∗H to
just H . As it will be always clear from the context on which variety this divisor class is considered,
this should not cause any confusion.
The following observation is quite useful.
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Proposition 5.3. Let X be a smooth Fano variety with ρ(X) = 1 and let σ : X˜ → X be the blowup
of a reduced k-irreducible subvariety Z ⊂ X. If | − nKX˜ | is base point free for some n > 0 and
the induced morphism φ : X˜ → PN is a small birational contraction then there exists a Sarkisov
link (5.1.2) with center at Z and it is defined over k.
Proof. The blowup X˜ of X along Z is obviously defined over k. The σ-exceptional divisor E is
k-irreducible, hence
(5.1.3) ρ(X˜) = rkCl(X˜) = 2;
in particular X˜ is Q-factorial.
First, assume that −KX˜ is not ample. Since | − nKX˜ | is base point free, −KX˜ is orthogonal to
one of the two edges of the Mori cone of X˜ . The other edge is orthogonal to σ∗(−KX). Then the
flop ψ exists by the standard MMP argument: it can be defined by
X˜+ ∼= Proj
(⊕
n≥0
H0
(
X˜, OX˜
(
n
(
σ∗KX − aKX˜
))))
,
for any sufficiently positive a (see, e.g., [KM98, Corollary 6.4]). In particular, X˜+ is defined over k.
Furthermore, ρ(X˜+) = ρ(X˜) = 2, hence the Mori cone of X˜+ also has two edges. One of them
corresponds to the contraction φ+, hence is KX˜+-trivial. The other should be KX˜+-negative and
gives the extremal Mori contraction σ+ which must be defined over k.
If −KX˜ is ample, we set X˜
+ = X¯ = X˜ with the identity maps φ, φ+, and ψ, and define σ+
as the extremal Mori contraction corresponding to the second ray of the Mori cone (the one, on
which σ∗(−KX) is positive). Since the first ray is Galois-invariant, so is the second ray, hence σ+
is defined over k. 
We will need some standard results about linear systems on blowups of X .
Lemma 5.4. Let X be a Fano threefold satisfying (5.1.1).
(i) If σ : X˜ → X is the blowup of a conic C with the exceptional divisor E ⊂ X˜ then
dim |H −E| = g − 2, dim |H − 2E| ≥ g − 8, dim |2H − 3E| ≥ 5g − 31.
(ii) If σ : X˜ → X is the blowup of a smooth twisted cubic curve C which has no bisecants in X
with the exceptional divisor E ⊂ X˜ then
dim |H − E| = g − 3, dim |2H − 3E| ≥ 5g − 39.
(iii) If σ : X˜ → X is the blowup of a point with the exceptional divisor E ⊂ X˜ then
dim |H − 2E| = g − 3, dim |2H − 5E| ≥ 5(g − 7),
dim |H − 3E| ≥ g − 9, dim |3H − 7E| ≥ 14g − 92.
Proof. By Riemann–Roch we have dim |H| = g + 1, dim |2H| = 5g − 1, dim |3H| = 14g − 8.
Furthermore, for each integers a and b we have an exact sequence
0 −→ OX˜(aH − (b+ 1)E) −→ OX˜(aH − bE) −→ OE(aH − bE) −→ 0.
Therefore
(5.1.4) dim |aH − (b+ 1)E| ≥ dim |aH − bE| − dim
(
H0(E,OE(aH − bE))
)
.
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If the blowup center is a curve C, then OE(−E) is the bundle O(1) on E ∼= PC(NC/X), hence
H0(E,OE(aH − bE)) ∼= H
0(C, Symb(N ∨C/X)⊗ OX(aH)|C).
Note that X ∩ 〈C〉 = C since X is an intersection of quadrics and contains no planes, hence the
sheaf IC(H) is globally generated, and hence so is the sheaf N
∨
C/X(H)
∼= (IC/I
2
C)(H). Therefore,
for b ≤ a we have H1(C, Symb(N ∨C/X)⊗ OX(aH)|C) = 0, hence by Riemann–Roch
dim(H0(C, Symb(N ∨C/X)⊗OX(aH)|C)) = (b+ 1)((a− b/2) deg(C) + b+ 1).
Similarly, if the blowup center is a point, then E ∼= P2 and OE(−E) ∼= OP2(1), hence
dim(H0(E,OE(aH − bE))) = dim(H
0(P2,OP2(b))) = (b+ 1)(b+ 2)/2.
Applying (5.1.4) several times, and using very ampleness of |H| and linear normality of C at
the first step to obtain the equality, we deduce the lemma. 
The following lemma is useful for the construction of Sarkisov links with center at a curve.
Lemma 5.5. Let X be a Fano threefold satisfying (5.1.1). Let C ⊂ X be a k-irreducible reduced
conic or a smooth twisted cubic curve and set d = deg(C). If there is an equality of schemes
(5.1.5) X ∩ 〈C〉 = C
then the anticanonical linear system | −KX˜ | = |H − E| on the blowup X˜ of X along C is base
point free and has dimension g − d. If
φ : X˜ −→ Pg−d
is the induced morphism then one of the following two options hold:
(i) either φ is a small contraction and there exists a Sarkisov link (5.1.2) with center at C,
(ii) or φ contracts an irreducible divisor D such that
(5.1.6) D ∼ t
(
H −
2g − 2− d
d+ 2
E
)
for some t ∈ Z>0. Moreover, if |aH − bE| is a nonempty linear system such that b > a
then D is its fixed component.
Proof. Since |H| is very ample, the base locus of |H −C| is X ∩ 〈C〉, so if (5.1.5) holds, this is C,
hence on X˜ the linear system |H −E| is base point free. The standard intersection theory gives
(5.1.7) H3 = 2g − 2, H2 · E = 0, H · E2 = −d, E3 = 2− d,
therefore (H − E)3 = 2(g − 2 − d) > 0, hence the morphism φ defined by |H − E| is generically
finite. The computation of Lemma 5.4 shows that dim |H − E| = g − d.
If φ is a small contraction, a Sarkisov link exists by Proposition 5.3. Otherwise φ contracts a
divisor D. By (5.1.3) the divisor D is k-irreducible. Furthermore, we must have (H − E)2 ·D = 0,
hence equalities (5.1.7) imply (5.1.6). Finally, if b > a then, again by (5.1.7), any divisor
in |aH − bE| intersects negatively the general fiber of D → φ(D), hence contains D, hence D
is a fixed component of that linear system. 
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A similar result can be used for a point instead of a curve. Recall that F1(X, x) denotes the
Hilbert scheme of (anticanonical) lines on X passing through x. Since −KX = H is very ample,
a line through x is determined by its tangent vector at x, hence there is a natural embedding
F1(X, x) ⊂ P(TxX) ∼= P
2,
where TxX is the tangent space to X at x. Note also that if TxX ∼= P
3 ⊂ Pg+1 is the embedded
tangent space of X at x, the linear projection out of x defines a P1-fibration Blx(TxX)→ P(TxX).
Lemma 5.6. Let X be a Fano threefold satisfying (5.1.1). Let σ be the blowup of a k-point x ∈ X.
The base locus of the linear system |H − 2x| on X is the cone over F1(X, x) ⊂ P(TxX) in TxX.
In particular, if F1(X, x) = ∅ then the anticanonical linear system | − KX˜ | = |H − 2E| is base
point free. If
φ : X˜ −→ Pg−3
is the induced morphism then one of the following two options holds:
(i) either φ is small and there exists a Sarkisov link (5.1.2) with center at x,
(ii) or φ contracts an irreducible divisor D such that
(5.1.8) D˜ ∼ t
(
H −
g − 1
2
E
)
,
for some t ∈ Z>0. Moreover, if |aH − bE| is a nonempty linear system such that b > 2a
then D is its fixed component.
Proof. Since |H| is very ample, the base locus of |H−2x| on X is the intersection X ∩TxX . This
intersection contains the first-order neighborhood of x, and since X is an intersection of quadrics,
the restriction of every quadratic equation ofX to TxX is a cone with vertex at x. Thus, X ∩TxX
is the cone over an intersection of quadrics in the projectivized tangent space P(TxX) = P
2.
Since F1(P
g+1, x) = P(TxP
g+1), it follows that the base of this cone is isomorphic to F1(X, x).
In particular, if F1(X, x) = ∅, then X∩TxX is the first-order neighborhood of x, hence |H−2E|
is base point free. The standard intersection theory gives
(5.1.9) H3 = 2g − 2, H2 · E = H · E2 = 0, E3 = 1,
therefore (H − 2E)3 = 2g − 10 > 0, hence the morphism φ defined by |H − 2E| is generically
finite. Using Lemma 5.4(iii) we conclude that the target of φ is Pg−3.
If φ is a small contraction, a Sarkisov link exists by Proposition 5.3. Otherwise φ contracts a
divisor D. By (5.1.3) the divisor D is k-irreducible. Furthermore, we must have (H−2E)2 ·D = 0,
hence (5.1.9) imply (5.1.8). Finally, if b > 2a then (5.1.9) imply that any divisor in |aH − bE| in-
tersects negatively the general fiber of D → φ(D), hence contains D, hence D is a fixed component
of that linear system. 
5.2. Sarkisov links with center at curves. The simplest link starts with a blowup of a line.
The following result is well-known in the case of an algebraically closed field.
Theorem 5.7 (cf. [Isk89], [IP99, §4.3]). Let X be a Fano threefold satisfying (5.1.1) and let L ⊂ X
be a line defined over k. There exists a Sarkisov link (5.1.2) with center at L and for σ+ the
following hold:
(i) If g(X) = 7, then X+ ≃ P1 and σ+ is a del Pezzo fibration of degree 5.
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(ii) If g(X) = 9, then X+ ≃ P3 and σ+ is the blowup of a smooth curve Γ of genus 3 and
degree 7.
(iii) If g(X) = 10, then X+ ⊂ P4 is a smooth k-rational quadric and σ+ is the blowup of a
smooth curve Γ of genus 2 and degree 7.
(iv) If g(X) = 12, then X+ ⊂ P6 is a smooth quintic del Pezzo threefold and σ+ is the blowup
of a smooth rational curve Γ of degree 5.
Moreover,
a) the rational map σ+ ◦ ψ : X˜ 99K X
+ is given by the linear system |H − 2E|;
b) the flopping locus of ψ is equal to the disjoint union of strict transforms of lines on X
meeting L and (only in the case where NL/X ∼= OL(1)⊕ OL(−2)) the negative section of
the exceptional divisor E = σ−1(L).
Proof. By Proposition 5.3 the diagram (5.1.2) constructed over k¯ in [IP99, §4.3] is defined over k.
Furthermore, it follows from [IP99, §4.3] thatX+ is a k-form of P1 or P3, or a smooth 3-dimensional
quadric or a quintic del Pezzo threefold, respectively. It remains to show that the forms of P1
and P3 are trivial and the quadric is k-rational. By Propositions 2.5 and 2.6 it is enough to note
that X(k) 6= ∅ by Lemma 2.10, hence X+(k) 6= ∅ by Lemma 2.1. 
Corollary 5.8. Let X be a Fano threefold satisfying (5.1.1). Then for any point x ∈ X there
exist at most 3 distinct lines in X passing through x. Moreover, if the number of such lines is
exactly 3 then the Hilbert scheme F1(X, x) is reduced.
Proof. We may assume that k = k¯. Fix a point x ∈ X and let L0, . . . , Lk−1 ⊂ X be distinct lines
passing through x. Let (5.1.2) be the diagram of the Sarkisov link with center at the line L = L0
constructed in Theorem 5.7. Let f = σ−1(x) be the fiber over x. Let L˜i ⊂ X˜ be the strict
transforms of the lines Li, 1 ≤ i ≤ k − 1. Then L˜i are pairwise disjoint (if L˜i ∩ L˜j 6= ∅ then
the tangent vectors to L0, Li, and Lj at x are linearly dependent, hence the lines L0, Li, and Lj
are coplanar, which is impossible since X is an intersection of quadrics and contains no planes).
Furthermore, each L˜i intersects f transversely.
By Theorem 5.7a) the map σ+ ◦ ψ : X˜ 99K X
+ is given by the linear system |H − 2E|. On
the other hand, by Theorem 5.7b) the curves L˜i are in its flopping locus, hence the map is given
by the linear system |H − 2E −
∑k
i=1 L˜i|. Since f is not contained in the flopping locus (again
by Theorem 5.7b)), the restriction of this linear system to f has non-negative degree, i.e.,
0 ≤ (H − 2E) · f − (k − 1) = 3− k.
This proves k ≤ 3.
Assume the scheme F1(X, x) is not reduced at the point corresponding to a line L0. By
Lemma 5.6 the intersection X ∩TxX with the embedded tangent space contains L0 with multi-
plicity at least 2, hence L0 admits a structure of a non-reduced conic (cf. [KPS18, Remark 2.2.4]),
hence NL0/X
∼= OL(1)⊕OL(−2) by [KPS18, Remark 2.1.7]. By Theorem 5.7b) then the negative
section L˜0 of E → L0 is also contained in the flopping locus, hence the map σ+ ◦ψ is given by the
linear system
∣∣∣H − 2E −∑ki=0 L˜i∣∣∣, and the same computation as above shows that k ≤ 2. 
Remark 5.9. One can check that the length of the scheme F1(X, x) is bounded by 3 for all x.
The second link we consider has center at a singular conic.
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Theorem 5.10 (cf. [Tak89]). Let X be a Fano threefold satisfying (5.1.1) and let C ⊂ X be a
reduced singular k-irreducible conic. There exists a Sarkisov link (5.1.2) with center at C and
for σ+ the following hold:
(i) If g(X) = 7, then X+ ⊂ P4 is a k-rational quadric and σ+ is the blowup of a connected
curve Γ of degree 10 and arithmetic genus 7.
(ii) If g(X) = 9, then X+ ≃ P1 and σ+ is a del Pezzo fibration of degree 6.
(iii) If g(X) = 10, then X+ ≃ P2 and σ+ is a conic bundle with discriminant curve ∆ ⊂ X
+
of degree 4. The variety X˜+ has a single ordinary double point which is infinitesimally
rational and whose image in X+ is a singular point of ∆. Moreover, conics on X inter-
secting C are parameterized by a curve.
(iv) If g(X) = 12, then X+ ⊂ P4 is a k-rational quadric and σ+ is the blowup of a connected
curve Γ of degree 6 and arithmetic genus 0.
Proof. We apply Lemma 5.5. Since X is an intersection of quadrics and contains no planes,
condition (5.1.5) holds. If φ contracts a divisor D, then D ∼ t(H − g−2
2
E) for some t ∈ Z>0
by (5.1.6). By Lemma 5.4(i) we have dim |H − 2E| ≥ g − 8, hence for g ≥ 9 the divisor D is a
fixed component of |H − 2E|. If g = 9 this contradicts the equivalence D ∼ t(H − 7
2
E) proved
above and for g ∈ {10, 12} it follows that the movable part of |H − 2E| must be equal to
|H − 2E −D| =
∣∣H − 2E −H + g−2
2
E
∣∣ = ∣∣g−6
2
E
∣∣ ,
which is absurd since E is the exceptional divisor of a blowup.
Similarly, if g = 7 we have dim |2H − 3E| > 0 (again by Lemma 5.4(i)), hence D is a fixed
component of |2H − 3E|. The equivalence D ∼ t(H − 5
2
E) then reduces to D ∼ 2H − 5E, hence
the movable part of |2H − 3E| must be equal to
|2H − 3E −D| = |2H − 3E − 2H + 5E| = |2E|
which is again impossible.
Thus φ is a small contraction and so by Lemma 5.5 there exists a Sarkisov link (5.1.2). It
remains to determine the type of the contraction σ+. We start with some preparations.
Let x ∈ C be the singular point of the conic; it is defined over k. By Remark 5.2 the variety X˜ has
a unique ordinary double point x˜ ∈ X˜ over x and the variety X˜+ also has a unique ordinary double
point x˜+ ∈ X˜
+. The point x˜ is infinitesimally rational, because the smooth curve σ−1(x) ∼= P1
passes through x˜ and gives a k-point on the exceptional divisor of the blowup of X˜ at x˜ (which
is a form of a quadric, since x˜ is an ordinary double point). By Lemma 4.8 the point x˜+ is also
infinitesimally rational.
Furthermore, X˜ and X˜+ have the same ranks of the Picard and the class groups. Since the
exceptional divisor E of σ is irreducible over k and has two components over k¯, we conclude that
rkCl(X˜+) = 2 and rkCl(X˜+
k¯
) = 3.
On the other hand, over k¯ there is a small contraction from the consecutive blowup of the com-
ponents of C to X˜k¯, which shows that the components of E are not Q-Cartier, hence
(5.2.1) ρ(X˜+) = ρ(X˜+
k¯
) = 2.
Since the contraction σ+ must decrease the Picard number, it follows that
(5.2.2) ρ(X+) = ρ(X+
k¯
) = 1.
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To proceed we will also need to know some intersection numbers on X˜+. For this note that by
Definition 5.1 the classes KX˜ and KX˜+ are the pullbacks of the same Cartier divisor class on X¯ .
Therefore, using the projection formulas for φ and φ+ we deduce K
i
X˜+
· (E+)3−i = Ki
X˜
· (E)3−i
for i > 0, where E+ = ψ∗(E) is the strict transform. Therefore, for an arbitrary divisor class
(5.2.3) D = u(−KX˜+)− vE
+
in Pic(X˜+) using (5.1.7) we obtain
(5.2.4)
D2 · (−KX˜+) = 2(gu
2 − (2u+ v)2),
D · (−KX˜+)
2 = 2(gu− 2(2u+ v)),
(−KX˜+)
3 = 2(g − 4).
Now we are ready to consider the possibilities for σ+. We will use Theorem 4.5.
First, assume that σ+ is a del Pezzo fibration, i.e., dimX
+ = 1. Since X+ is geometrically
rationally connected (because X is) and has a k-point (by Lemma 2.1), we have X+ ≃ P1. If D
is the class of a general fiber of σ+ then D
2 · (−KX˜+) = 0, and writing D in the form (5.2.3)
with u, v ∈ Z>0 and gcd(u, v) = 1 and using (5.2.4), we obtain the equation
gu2 − (2u+ v)2 = 0.
For g ∈ {7, 9, 10, 12} this equation has only one solution: g = 9, u = v = 1. Using (5.2.4) again
we obtain K2D = D · (−KX˜+)
2 = (2g− 8)u− 4v = 6, hence σ+ is a sextic del Pezzo fibration. This
gives the case (ii) of the theorem.
Now assume that σ+ is a conic bundle, i.e., dimX
+ = 2. The surface X+ is smooth by Theo-
rem 4.5(iii) and geometrically rationally connected (because X is), hence geometrically rational.
Since it also satisfies (5.2.2), we see that X+
k¯
∼= P2
k¯
. Finally, X+(k) 6= ∅ by Lemma 2.1, hence
X+ ∼= P2.
If D is the pull-back of the class of a line on X+ then D2 · (−KX˜+) = 2, and writing D in the
form (5.2.3) with u, v ∈ Z>0 and gcd(u, v) = 1 and using (5.2.4), we obtain the equation
gu2 − (2u+ v)2 = 1.
This time for g ∈ {7, 9, 10, 12} the only solution is g = 10, u = v = 1 (see, e.g., [Tak89] or [IP99,
Lemma 4.1.6]). Using (5.2.4) again we compute the degree of the discriminant curve ∆ as
deg∆ = 12−D · (−KX˜+)
2 = 12− 2(gu− 2(2u+ v)) = 4.
Note that the total space of a conic bundle is smooth away from the preimage of the singular locus
of the discriminant curve. Therefore, the image x+ = σ+(x˜+) ∈ X
+ of the singular point x˜+ ∈ X˜
+
is a k-rational point on Sing(∆).
Let us finally show that conics on X intersecting C are parameterized by a curve. Indeed, by
the above computation the map σ+ ◦ ψ : X˜ 99K X
+ is given by the linear system |H − 2E|. If C ′
is a conic intersecting C (and having no common components with C), the strict transform C˜ ′
of C ′ in X˜ has nonpositive intersection index with H − 2E. So, excluding the finite number
of flopping curves of ψ, we see that this intersection index should be 0, hence the intersection
index of C˜ ′ with KX˜ = −H + E, or equivalently with KX˜+ , should be −1. This means that the
strict transforms of such C ′ on X˜+ become components of the fibers of σ−1+ (∆) → ∆, hence are
parameterized by a double covering of ∆.
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Now assume that σ+ is birational. By Theorem 4.5 it contracts a k-irreducible divisor D.
Moreover, a combination of (5.2.1), (5.2.2), and Remark 4.6 shows that D is connected.
Consider the case where σ+(D) is 0-dimensional. Let S ∈ | − KX˜+ | be a general member.
Then S is a smooth K3 surface and Υ := S ∩D is a connected reduced contractible curve on S.
In this situation, Υ2 < 0, KS · Υ = 0 and
1
2
Υ2 + 1 = pa(Υ) = 0 by the genus formula. Therefore,
we have D2 · (−KX˜+) = Υ
2 = −2. We also have
KX˜+ = σ
∗
+KX+ + aD, a ∈ {
1
2
, 1, 2}
by Theorem 4.5(i). Furthermore,
D · (−KX˜+)
2 = D · (−KX˜+) · (−σ
∗
+KX+ − aD) = −aD
2 · (−KX˜+) = 2a.
Writing D in the form (5.2.3) with u, v ∈ Z>0 and using (5.2.4) we obtain the equations{
gu2 − (2u+ v)2 = −1,
2(gu− 2(2u+ v)) ∈ {1, 2, 4}.
One can check that this system has no solutions for g ∈ {7, 9, 10, 12}, so this case is impossible.
Finally, assume that σ+(D) is a curve Γ ⊂ X
+. Note that Γ is connected because D is. The
threefold X+ is a terminal Gorenstein Fano variety with Picard number 1, hence
(−KX+)
3 ∈ {2, 4, 6, 8, 10, 12, 14, 16, 18, 22, 24, 32, 40, 54, 64}, (−KX+) · Γ > 0, pa(Γ) ≥ 0.
On the other hand, in this case KX˜+ = σ
∗
+KX+ +D, hence we have
(−σ∗+KX+)
3 = (−KX˜+ +D)
2 · (−KX˜+),
(−σ∗+KX+) · Γ = (−KX˜+ +D) ·D · (−KX˜+),
2pa(Γ)− 2 = (−KX˜+) ·D
2
(for the first and third equalities we use the fact that (−σ∗+KX+)
2 · D = 0, and for the second
that X+ is smooth along Γ). Writing D in the form (5.2.3) with u, v ∈ Z>0 and using (5.2.4) we
obtain the following equations
(5.2.5)

(2g − 8)(u+ 1)2 − 8(u+ 1)v − 2v2 ∈ {2, 4, 6, 8, 10, 12, 14, 16, 18, 22, 24, 32, 40, 54, 64},
(2g − 8)(u+ 1)u− 8uv − 4v − 2v2 > 0
(2g − 8)u2 − 8uv − 2v2 ≥ −2.
Furthermore, rewriting KX˜+ = σ
∗
+KX+ +D in the form
(5.2.6) σ∗+KX+ = (1 + u)KX˜+ + vE
+
and taking modulo KX˜+ , we see that v is equal to the Fano index of X
+.
One can check that the only solutions to (5.2.5) satisfying all these restrictions are:
• g = 7, D ∼ 5(−KX˜+)− 3E, X
+ ⊂ P4 is a quadric, deg Γ = 10, pa(Γ) = 7;
• g = 7, D ∼ 3(−KX˜+)− 2E, X
+ ⊂ P4 is a cubic, deg Γ = 4, pa(Γ) = 0;
• g = 9, D ∼ −KX˜+ −E, X
+ ⊂ P13 is a Fano threefold of genus 12, deg Γ = 6, pa(Γ) = 0;
• g = 12, D ∼ 2(−KX˜+)− 3E, X
+ ⊂ P4 is a quadric, deg Γ = 6, pa(Γ) = 0.
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When X+ is a quadric, its singular locus consists of at most one point (because the singularities
of X+ are at worst terminal), and X+ contains the k-point x+ = σ+(x˜+). If x+ is a smooth point,
then X+ is k-rational. If x+ is singular, then the map σ+ is an isomorphism over a neighborhood
of x+, hence x+ is infinitesimally k-rational (because x˜+ is). Thus, X
+ is the cone over a k-rational
quadric, hence is again k-rational. This gives cases (i) and (iv).
The case where g = 9 is impossible, because
dim |D| = dim | −KX˜+ −E
+| = dim |H − 2E| > 0
(see Lemma 5.4(i)). Finally, if g = 7, then the cubic hypersurface X+ is geometrically rational.
Then X+ is singular and its singular locus consists of a unique node. In this case, X+ is lo-
cally factorial (see, e.g., [FW]). Therefore, the curve Γ is smooth and lies in the smooth locus.
Then rkCl(X˜+
k¯
) = 2, a contradiction. 
The third link we consider is the one that starts with the blowup of a (smooth) rational twisted
cubic curve. Here we restrict to the case g = 9.
Theorem 5.11 ([IP99, Proposition 4.6.3]). Let X be a prime Fano threefold with g(X) = 9.
Let C ⊂ X be a rational twisted cubic curve such that no bisecant line to C is contained in X.
There exists a Sarkisov link (5.1.2) with center at C, where X+ is a quintic del Pezzo threefold
and σ+ is the blowup of a smooth curve Γ of degree 9 and genus 3.
Proof. We apply Lemma 5.1.7. Since X is an intersection of quadrics and contains no quadric
surfaces, the intersection X∩〈C〉 is either C or the union of C with a bisecant. So, the assumption
of the theorem implies that (5.1.5) holds. If φ contracts a divisor, then D ∼ t(H − 13
5
E) for
some t ∈ Z>0 by (5.1.6). By Lemma 5.4(ii) we have dim |2H − 3E| > 0, hence the divisor D
is a fixed component of |2H − 3E|. These two observations contradict each other, hence φ is a
small contraction and so there exists a Sarkisov link (5.1.2). Now we can apply the standard
computations (see [IP99, §4.1]) and determine the type of σ+. 
5.3. Double projection from a point. In this subsection we discuss the double projection from
a point which, under an additional assumption, provides the half-link φ ◦ σ−1 : X 99K X¯ for the
Sarkisov link with center at x, and which is important by itself.
Lemma 5.12. Let X be a Fano threefold satisfying (5.1.1) with a k-point x such that F1(X, x) is
reduced. Let L1, . . . , Lk be the lines (defined over k¯) on X passing through x. Let σ : X˜ → X be
the blowup of x with exceptional divisor E, let L˜i ⊂ X˜ be the strict transforms of Li.
(i) The curves L˜i are disjoint, intersect E at k distinct points x1, . . . , xk, and the base locus of the
anticanonical linear system | −KX˜ | = |H − 2E| is equal to ⊔L˜i. Consider the blowup
σˆ : Xˆ → X˜
of all L˜i with exceptional divisors Fi. The anticanonical linear system | −KXˆ | = |H− 2E−
∑
Fi|
is base point free and defines a regular morphism
φ : Xˆ −→ X¯ ⊂ Pg−3.
(ii) There exist no divisors D ⊂ Xˆ such that φ(D) is contained in a linear subspace Pg−5 ⊂ Pg−3;
in particular φ does not contract divisors to points or lines in X¯. If
(5.3.1) Xˆ
φ′
−−→ X¯ ′
φ′′
−−→ X¯ ⊂ Pg−3
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is the Stein factorization for φ, where φ′′ is a finite morphism, then
(5.3.2) deg(φ′′) deg(X¯) = 2g − 10
and deg(φ′′) ≤ 2.
(iii) The strict transform Eˆ of E in Xˆ is isomorphic to the blowup of E at points x1, . . . , xk, and
E¯ := φ(E)
is a k-unirational surface. If k = 0 then E¯ is a regular projection of the Veronese surface, and if
additionally dim |H − 3E| = g − 9 then E¯ is embedded into Pg−3 by the complete linear system.
If k = 2 then E¯ is a k-rational smooth quadric surface and if k = 3 then E¯ is a k-plane. Finally,
if k > 0 then F¯i := φ(Fi) are k¯-planes.
Proof. The curves L˜i are evidently disjoint away from E, and the points xi are distinct, because
different lines have different tangent vectors at x. By Lemma 5.6 the intersection X ∩TxX is the
cone over the reduced scheme F1(X, x) of length k. Therefore, the base locus of |H − 2E| is the
union of L˜i, hence the base locus of |H − 2E−
∑
Fi| on Xˆ is empty, and hence this linear system
defines a morphism φ. This proves part (i).
If the linear projection φ out of TxX contracts a divisor D and φ(D) is contained in P
g−5,
then σ(D) ⊂ X is a divisor contained in the linear span of TxX and P
g−5, i.e., in a projective
space of dimension at most 4 + (g − 5) = g − 1. But X ⊂ Pg+1, so the codimension of the
linear span of σ(D) is bigger than 1. Therefore, a general hyperplane section of X through σ(D)
contains σ(D) as a fixed component, which contradicts the assumption Pic(X) = Z ·H .
To compute the degree of φ we note that
(5.3.3) (H − 2E)2 · Fi = 0, (H − 2E) · F
2
i = 1, F
3
i = 3, and Fi · Fj = 0 for i 6= j
(the second equality follows from (H − 2E) · L˜i = 1 − 2 = −1, the third from deg(NL˜i/X˜) = −3,
and the last from disjointness of L˜i and L˜j). Taking into account equalities (5.1.9), we compute(
H − 2E −
∑
Fi
)3
= (2g − 2)− 8 + 3k − 3k = 2g − 10,
and (5.3.2) follows. Furthermore, since X¯ ⊂ Pg−3 by definition is not contained in a hyperplane,
we have deg(X¯) ≥ codim(X¯) + 1 = g − 5, hence deg(φ′) ≤ 2. This proves part (ii).
Since the curves L˜i intersect E transversely, the strict transform Eˆ of E is isomorphic to the
blowup Blx1,...,xk(E). Therefore, its image E¯ is k-unirational.
If k = 0 the map φ|Eˆ is given by a base point free linear system of conics on E = P
2, hence E¯
is a regular projection of the Veronese surface. If moreover dim |H − 3E| = g − 9, the argument
of Lemma 5.4(iii) shows that φ|Eˆ is given by the complete linear system of conics.
If k = 2 the map φ|Eˆ is given by the linear system of conics on E = P
2 passing through two
points xi. Since the map is regular, the linear system is complete, and the image is a smooth
k-quadric. It is birational to the plane E, hence is k-rational.
If k = 3 the map φ|Eˆ is given by the linear system of conics on E = P
2 passing through the
points xi. Since the map is regular, the linear system is complete, and the image is a k-plane.
Using (5.3.3) we obtain (H − 2E −
∑
Fi)
2 · Fj = −2 + 3 = 1. This proves that each F¯i is a
k¯-plane and completes the proof of the lemma. 
Now we will show that the morphism φ′ in (5.3.1) is an isomorphism.
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Lemma 5.13. Assume we are in the situation of Lemma 5.12. The morphism φ′ in the Stein
factorization (5.3.1) is an isomorphism, hence X¯ is normal, deg(X¯) = 2g−10, and φ has connected
fibers.
Proof. Recall that deg(φ′) ≤ 2 by Lemma 5.12. Assume it is equal to 2, so that deg(X¯) = g − 5
by (5.3.2). Since codim(X¯) = g − 6, we see that W := X¯ is a variety of minimal degree hence
by [SD74, Theorem 1.11] it is either a quadric, or a scroll, or a cone over a Veronese surface.
First, note that W cannot be a smooth quadric in P4. Indeed, if k = 0 then the regular
projection E¯ of the Veronese surface is contained in W and if k > 0 then W contains a plane F¯1.
It remains to note that a smooth quadric can contain neither of these surfaces (see Lemma 2.13).
To show that the other cases are also impossible, note that the singular locus of a 3-dimensional
variety of minimal degree is a point or a line. Since φ does not contract divisors to points or lines
by Lemma 5.12, we conclude that
(5.3.4) dim(φ−1(Sing(W ))) ≤ 1.
On the other hand, if W is not a smooth quadric, the hyperplane class of W \ Sing(W ) can be
represented as the sum of two movable classes (e.g., if W is a scroll or a cone over a scroll, one
of these can be taken to be the class of the fiber of the projection to P1), so (5.3.4) implies that
the same is true for the class H − 2E −
∑
Fi in Pic(Xˆ) = Pic(Xˆ \ φ
−1(Sing(W ))), and hence the
same is true for the hyperplane class of X , which is absurd. Thus deg(φ′) = 1.
It remains to show that φ′ is an isomorphism. Let S ∈ | − KXˆ | be a general member. By
Bertini’s theorem S is a smooth K3 surface. The restriction A := −KXˆ |S is a nef and big divisor,
and the linear system |A| is base point free and defines a morphism which is birational onto its
image. By [SD74, Theorem 6.1] the graded algebra
R(S,A) :=
⊕
n≥0
H0(S, nA)
is generated by its component of degree 1. Moreover, Kawamata–Viehweg vanishing shows that
the natural restriction homomorphism
R(Xˆ,−KXˆ) :=
⊕
n≥0
H0(Xˆ,−nKXˆ) −→ R(S,A)
is surjective. Therefore, the algebra R(Xˆ,−KXˆ) is also generated by its component of degree 1.
Since φ′ is defined by the linear system |H − 2E −
∑
Fi| = | − KXˆ |, it follows that φ
′ is an
isomorphism. 
Lemma 5.14. Assume again we are in the situation of Lemma 5.12. Then Sing(X¯) contains no
lines. Moreover, if g(X) ≥ 9 then X¯ is an intersection of quadrics.
Proof. Assume Sing(X¯) contains a line L¯. Since φ has connected fibers, over every point of Sing(X¯)
the fiber of φ is at least 1-dimensional, hence φ−1(L¯) contains a divisor, which is impossible by
Lemma 5.12.
Now assume g(X) ≥ 9. Let W ⊂ Pg−3 be the (scheme) intersection of all quadrics passing
through X¯ . Assume W 6= X¯. Then we apply the argument of [Isk80, Ch. 2, Proposition 3.3] and
conclude that W ⊂ Pg−3 is a 4-dimensional variety of minimal degree smooth outside of Sing(X¯).
30
Indeed, [Isk80, Ch. 2, Proposition 3.3] is stated and proved for a smooth Fano variety, but smooth-
ness is only used when constructing a smooth curve section (whose linear span contains a given
point of W ), which can be also done for a normal variety (when the given point of W does not lie
on Sing(X¯)). In particular, we see that deg(W ) = g − 6.
Note thatW is not a quadric since g ≥ 9. Since the singular locus of a variety of minimal degree
is a linear subspace, and Sing(X¯) contains no lines, it follows from Lemma 5.12 that (5.3.4) holds,
and the movable decomposition argument of Lemma 5.13 provides a contradiction. 
Lemma 5.15. Assume again we are in the situation of Lemma 5.12 and either k = 3 or k = 2
and g ≥ 9. Then X¯ ⊂ Pg−3 is a Fano variety with terminal Gorenstein singularities, not a cone,
and KX¯ = −H¯. In particular, the variety X¯ is not covered by lines.
Proof. Assume that φ contracts an irreducible divisor D. Let C ⊂ D be a general fiber of this
contraction, so that (H − 2Eˆ −
∑
Fi) · C = 0. If H · C = 0, i.e., σ ◦ σˆ : Xˆ → X contracts C,
then C is contained in the union of Eˆ and Fi. But the map φ is birational on Eˆ and Fi, hence
there is at most finite number of curves contracted by φ in the union of Eˆ and Fi, while C varies
in a family. Thus H · C > 0, hence either Eˆ · C > 0, or Fi · C > 0 for some i. Therefore, the
curve φ(D) is contained either in E¯ or in F¯i. The latter is impossible for all g ≥ 7 by Lemma 5.12
since g − 5 ≥ 2, and the former is impossible either if k = 3 or if k = 2 and g ≥ 9, since g−5 ≥ 3,
while the linear span of the quadric surface E¯ is P3. .
Thus, the morphism φ is small. The equality H¯ = −KX¯ follows from
φ∗H¯ = H − 2Eˆ −
∑
Fi = −KXˆ
since φ is small. Since Xˆ is smooth and φ is small and crepant, it follows that X¯ is Gorenstein and
the singularities of X¯ are terminal (Lemma 4.1). By Lemma 4.2 the tangent space to X¯ at any
singular point is 4-dimensional. So, if X¯ is a cone, its linear span is P4, hence g = 7 and X¯ ⊂ P4 is
a quartic hypersurface. But then the base of the cone is a smooth quartic surface in P3, hence X¯
is not geometrically rationally connected, which is absurd.
Assume that X¯ is covered by lines, so that F1(X¯) contains a component Σ0 of dimension at
least 2, such that the lines parameterized by this component cover X¯ . Since X¯ is not a cone,
we have dimF1(X¯, x¯) ≤ 1 for any point x¯ ∈ X¯, hence a general line parameterized by Σ0 is
contained in the smooth locus of X¯ . The argument of [KPS18, Lemma 2.2.3] shows that the lines
parameterized by Σ0 could only cover a surface in X¯ . This contradiction completes the proof. 
Corollary 5.16. Assume again we are in the situation of Lemma 5.12, k = 3 and g ≥ 9. The
linear projection out of E¯
πE¯ : X¯ 99K P
g−6
is birational onto its image.
Proof. Recall that X¯ is an intersection of quadrics. The fibers of πE¯ can be described as follows.
Let Πt be a 3-space in P
g−3 containing the plane E¯ that corresponds to a point t ∈ Pg−6. For each
quadric Q passing through X¯ the intersection Q ∩ Πt is the union of E¯ and the residual plane.
Intersecting these residual planes for all quadrics we obtain a linear subspace in Πt. Thus, the
general fiber of the map πE¯ is a linear space.
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On the other hand, the general fiber of πE¯ cannot be a linear space of positive dimension,
because otherwise X¯ would be covered by lines, contradicting Lemma 5.15. Therefore, the map πE¯
is birational onto its image. 
Lemma 5.17. Assume again we are in the situation of Lemma 5.12. If g = 9 then X¯ ⊂ P6 is a
complete intersection of three quadrics.
Proof. By Lemma 5.14 the subvariety X¯ ⊂ P6 is an intersection of quadrics. Its codimension is 3,
and by Lemma 5.13 its degree is 2g − 10 = 8. Therefore, it is a complete intersection of three
quadrics. 
5.4. Sarkisov link with center at point. Now we impose an additional assumption on the
point x ∈ X and construct a Sarkisov link.
Theorem 5.18 (cf. [Tak89]). Let X be a Fano threefold satisfying (5.1.1). Let x be a k-point
on X such that
(5.4.1) F1(X, x) = ∅.
There exists a Sarkisov link (5.1.2) with center at x and for σ+ the following hold:
(i) If g(X) = 7, then X+ ⊂ P6 is a smooth del Pezzo threefold of degree 5 and σ+ is the
blowup of a smooth curve Γ of degree 12 and genus 7.
(ii) If g(X) = 9, then X+ ⊂ P10 is a smooth Fano threefold of the same type and σ+ is the
blowup of a k-point x+ ∈ X
+. The map σ+ ◦ ψ ◦ σ
−1 : X 99K X+ contracts the irreducible
divisor Dx which is a unique member of the linear system |H − 3x|. This divisor is a
k-rational surface.
(iii) If g(X) = 10, then X+ ≃ P1 and σ+ is a del Pezzo fibration of degree 6. Moreover, the
map σ+ ◦ ψ : X˜ 99K X
+ is given by the linear system |H − 3E|, and its restriction to a
general line in E is regular and has degree 3. Finally, the flopping locus of ψ is the union
of strict transforms of conics in X passing through x.
(iv) If g(X) = 12, then X+ ≃ P3 and σ+ is the blowup of a smooth rational curve Γ of degree 6.
Proof. We apply Lemma 5.6. Assume the morphism φ contracts a divisor D. Since ρ(X˜) = 2,
we have ρ(X˜) = ρ(X¯) + 1, hence all curves in fibers of φ are proportional, hence intersect D
negatively, hence are contained in D. Thus, away from D the morphism φ is an isomorphism,
hence X¯ and E¯ are nonsingular away from φ(D). Furthermore, since φ is the anticanonical
morphism, we have Sing(X¯) = φ(D) (because the contraction φ is crepant), hence
(5.4.2) Sing(E¯) ⊂ Sing(X¯).
Assume g ∈ {10, 12}. By Lemma 5.4(iii) we have dim |H−3E| ≥ g−9, hence by Lemma 5.6(ii)
the divisor D is a fixed component of the linear system |H − 3E|. On the other hand, by (5.1.8)
we have D ∼ t(H − g−1
2
E) for t ∈ Z. These two observations clearly contradict each other.
Next assume g = 9. Again by Lemma 5.4(iii) the divisor D is a fixed component of |H − 3E|,
hence by (5.1.8) we have
(5.4.3) D ∼ H − 4E.
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If the linear system |H − 3E| is movable, then |H − 3E − D| = |E| must be movable, which is
absurd, hence dim |H − 3E| = 0. By Lemma 5.12(iii) this implies that E¯ ⊂ Pg−3 = P6 is the
Veronese surface.
On the other hand, X¯ ⊂ P6 is a complete intersection of three quadrics by Lemma 5.17. Since
the pullback to X˜ of the hyperplane class of X¯ is equal to H − 2E, it follows from (5.4.3) that
there exists a hyperplane section of X¯ that contains E¯ with multiplicity 2, which is impossible
by Lemma 2.12. This contradiction proves that in the case g = 9 the map φ does not contract
divisors.
Finally, assume g = 7. This time by Lemma 5.4(iii) and Lemma 5.6(ii) the divisor D is a fixed
component of the linear system |3H − 7E|, hence by (5.1.8) we have
(5.4.4) either D ∼ H − 3E, or D ∼ 2H − 6E, or D ∼ 3H − 9E.
On the other hand, X¯ ⊂ P4 is a quartic hypersurface and E¯ ⊂ X¯ is a projection of the Veronese
surface. The first equality in (5.4.4) means that E¯ ⊂ P4 is contained in a hyperplane, while the
second means that it is contained in a quadric. In both cases E¯ is singular, and its singular locus
contains a line (see Lemma 2.14). By (5.4.2) we conclude that Sing(X¯) contains a line, which is
impossible by Lemma 5.14. Finally, if D ∼ 3H−9E then the linear system |3H−7E−D| = |2E|
must be movable, which is absurd.
Thus φ is a small morphism and by Lemma 5.6(i) there exists a Sarkisov link (5.1.2) and it
remains to describe the contraction σ+. For g ∈ {9, 10, 12} we refer to [Tak89].
Let us discuss the case g = 10 in more details. Let C ⊂ X˜ be a flopping curve, so that C is
contracted by φ. Then (H − 2E) · C = 0. If C · E > 1, then φ(C) is a singular point of E¯. But
then a combination of (5.4.2) and Lemma 2.14 proves that the singular locus of X¯ contains a line,
which is impossible by Lemma 5.14. Thus E ·C = 1, hence H ·C = 2, so C is the strict transform
of a conic passing through x.
Furthermore, by [Tak89] the map σ+ ◦ ψ : X˜ 99K P
1 is given by the linear system |H − 3E|.
Therefore, the restriction of this map to E ∼= P2 is given by a linear system of cubics that has no
fixed components, hence its restriction to a general line in E has degree 3.
Finally, assume g = 7. Arguing as in the proof of Theorem 5.10 we can check that additionally
to (i) we have the following numerical possibilities:
(i′) the morphism σ+ is a contraction of a divisor D ∼ 2(−KX˜+)−E
+ to a point on a smooth
Fano threefold X+ of index 1 and genus 7;
(i′′) the morphism σ+ is a contraction of a divisor D ∼ 2(−KX˜+)−E
+ to a conic on a smooth
Fano threefold X+ of index 1 and genus 6.
But in both these cases the image φ+(D) is a quadric containing the surface E¯ = φ(E) = φ+(E
+).
Then the surface E¯ cannot be smooth by Lemma 5.12(iii) and Lemma 2.13, hence by Lemma 2.14
its singular locus Sing(E¯) contains a line, and by (5.4.2) the same is true for Sing(X¯), which
contradicts Lemma 5.15 and Lemma 4.2. This contradiction shows that neither of the cases (i′)
and (i′′) is possible. 
6. Rationality and unirationality
In this section we prove the sufficient conditions for rationality and unirationality of Fano
threefolds satisfying (5.1.1).
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We start with an elementary consequence of Theorem 5.7.
Lemma 6.1. If a Fano threefold X satisfying (5.1.1) contains a line defined over k, then X is
k-rational.
Proof. Consider the Sarkisov link described in Theorem 5.7. If g(X) = 7 we deduce from The-
orem 3.2 that X˜+ is rational over X+ ∼= P1, hence X is k-rational. For g(X) ∈ {9, 10, 12} we
conclude that X is birational to X+ which is a P3, a k-rational quadric, or a quintic del Pezzo
threefold, respectively, hence is rational (in the last case we use Theorem 3.3). 
6.1. Unirationality. Now we will prove unirationality of X under the assumption X(k) 6= ∅.
We fix a k-point x and consider all possibilities for the Hilbert scheme F1(X, x) of lines through x.
Lemma 6.2. If a Fano threefold X satisfies (5.1.1) and x ∈ X is a k-point then one of the
following possibilities hold:
(i) F1(X, x) = ∅;
(ii) F1(X, x) contains a k-point;
(iii) F1(X, x) is k-irreducible and F1(X, x)red has length 2;
(iv) F1(X, x) is k-irreducible and reduced of length 3.
In fact, from Remark 5.9 one can conclude that in case (iii) the scheme F1(X, x) is reduced.
Proof. The scheme F1(X, x) is finite, since otherwise X contains a 2-dimensional cone (swept by
lines through X), which is impossible by [KPS18, Lemma 2.1.8]. Furthermore, by Corollary 5.8
the length of F1(X, x)red is bounded by 3. Therefore, F1(X, x) has a k-point, unless this length
is 2 or 3 and the Galois group action is transitive. Finally, if the length of F1(X, x)red is 3,
then F1(X, x) is reduced by Corollary 5.8. 
Below we discuss all possibilities of Lemma 6.2 one by one. The easiest case is (ii).
Lemma 6.3. Let X be a Fano threefold satisfying (5.1.1) with a k-point x such that F1(X, x)
contains a k-point. Then X is k-rational.
Proof. The line on X corresponding to a k-point of F1(X, x) is defined over k, hence Lemma 6.1
applies. 
The next case is (i).
Proposition 6.4. Let X be a Fano threefold satisfying (5.1.1) with a k-point x such that F1(X, x) = ∅.
Then X is k-unirational.
Proof. First, assume g(X) ∈ {7, 12}. It follows from Theorem 5.18(i) and (iv) that X is birational
to a quintic del Pezzo threefold, or to P3, hence is k-rational.
Next, assume g(X) = 10. Then Theorem 5.18(iii) shows that X is birational to a sextic del
Pezzo fibration σ+ : X˜
+ → X+ and a general line in E ∼= P2 gives a k-rational curve in X˜+ that
dominates X+ ∼= P1. The general fiber of σ+ is smooth because X˜
+ is smooth. We conclude
that X˜+ is k-unirational by Lemma 4.14.
Finally, assume g(X) = 9. In this case Theorem 5.18(ii) provides an irreducible k-rational
divisor Dx ∈ |H − 3x|. This provides many new k-points on X , and we complete the proof of
unirationality by a “spreading out” argument.
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Let D◦x ⊂ Dx be the open subset of points of Dx not lying on lines (it contains x, hence is
non-empty). Applying to each point x′ ∈ D◦x the above construction, we obtain a family of k-
rational surfaces {Dx′}x′∈D◦x in X . The surface Dx′ has multiplicity at least 3 at point x
′, hence
this is not a constant family of surfaces. This means that the surface Dη corresponding to the
general point η of D◦x dominates X . Since Dη is rational over the residue field of η, which is a
pure transcendental extension of k (since Dx is k-rational), we conclude that Dη is rational over k,
hence X is k-unirational. 
Now we discuss case (iii) of Lemma 6.2.
Proposition 6.5. Let X be a Fano threefold satisfying (5.1.1) with a k-point x such that F1(X, x)red
is k-irreducible of length 2. Then X is k-unirational.
Proof. We consider the union of the two lines corresponding to k¯-points of F1(X, x)red as a k-
irreducible singular conic and apply the Sarkisov link of Theorem 5.10. If g(X) ∈ {7, 12}, it
follows that X is birational to a k-rational quadric, hence is k-rational.
Now assume g(X) = 9. Then, instead of the Sarkisov link we consider the double projection
from the point x. We obtain a birational isomorphism of X onto a complete intersection of three
quadrics X¯ ⊂ P6 (Lemma 5.17) which contains the smooth k-rational quadric surface E¯ ⊂ X¯
defined over k. Note that the linear span 〈E¯〉 = P3 of E¯ is not contained in X¯ (because X¯ is
irreducible), but in the net of quadrics defining X¯ there is a pencil of quadrics containing 〈E¯〉. In
other words, we can choose three quadrics Q0, Q1, Q2 ⊂ P
6, such that
X¯ = Q0 ∩Q1 ∩Q2, 〈E¯〉 ⊂ Y := Q1 ∩Q2, and Q0 ∩ 〈E¯〉 = E¯.
We consider the linear projections
πY : BlE¯(Y ) −→ P
2 and πX¯ : BlE¯(X¯) −→ P
2
out of the linear span of E¯ and check that the general fiber of the first is P2, and that of the
second is a conic.
Indeed, a general fiber of πY can be described as follows. For a point t ∈ P
2 let Πt ⊂ P
6 be
the corresponding 4-space containing the linear span of E¯. The quadrics Q1 and Q2 intersects Πt
along quadrics, containing the hyperplane 〈E¯〉, hence we can write
Q1 ∩ Πt = 〈E¯〉 ∪D1t, Q2 ∩ Πt = 〈E¯〉 ∪D2t,
where Dit ⊂ Πt are hyperplanes. Therefore, every non-empty fiber Yt of πY can be described as
Yt = D1t ∩D2t,
i.e., Yt is a linear subspace in Πt of codimension at most 2. Thus, if the map πY is dominant, its
general fiber is a P2, and otherwise its general fiber is Pn with n ≥ 3.
Now, the general fiber Xt of πX¯ is the intersection
Xt = Yt ∩Q0.
If the map πY is not dominant, Xt is a quadric of dimension n−1 ≥ 2. Note that any such quadric
is covered by lines, hence X¯ is covered by lines, which is impossible by Lemma 5.15. Therefore,
πY is dominant, its general fiber is P
2, and the general fiber of πX¯ is a conic in it.
Furthermore, Yt ∩ 〈E¯〉 is a hyperplane section of Yt, i.e., a line, and Xt ∩ E¯ is the intersection
of this line with the quadric Q0, hence is nonempty. This means that the exceptional divisor
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of the blowup BlE¯(X¯) dominates the base P
2 of the conic bundle πX¯ . It remains to note that
since E¯ ⊂ X¯ is a Weil divisor, it is birational to the exceptional divisor of BlE¯(X¯), hence the latter
is a k-rational surface. So, applying Lemma 4.14(ii), we conclude that BlE¯(X¯) is k-unirational,
and hence so is X .
Finally, assume g(X) = 10. Then X is birational to a conic bundle X˜+ → X+ over X+ ∼= P2,
Moreover, X˜+ has a single ordinary double point x˜+ and x+ = σ+(x˜+) ⊂ X
+ is a singular
point of the discriminant curve ∆ ⊂ X+ of this conic bundle. Let Xˆ+ → X˜+ be the blowup
of x˜+. Following the argument of [Avi14, Lemma 8], we apply the relative MMP to Xˆ
+ over X+.
Since −KXˆ+ is nef over X
+ ([Avi14, Lemma 7]), it follows that there is a commutative diagram
Xˆ+ oo
ψˆ
//❴❴❴❴❴❴❴❴
ρ 
Xˆ♮
ρ♮
X˜+
σ+
$$■
■■
■■
■■
X♮
σ♮
{{✈✈✈
✈✈
✈✈ π
##●
●●
●●
●●
X+ //❴❴❴❴❴❴❴❴ P1,
where ρ♮ is a conic bundle and σ♮ is a divisorial contraction. The surface X
♮ is smooth by Theo-
rem 4.5(iii) and the map σ♮ is an isomorphism over the complement of x+, hence it is the blowup
of x+. Finally, the strict transform D
♮ := ψˆ∗(D
+) of the exceptional divisor D+ ⊂ Xˆ+ of the
blowup ρ dominates the exceptional line L = σ−1♮ (x+) (because the relative Picard number of Xˆ
♮
over X♮ is 1), and the discriminant curve ∆♮ ⊂ X♮ of the conic bundle ρ♮ does not contain L
(cf. [Pro18, Lemma 10.10]), hence it is equal to the strict transform of ∆ under σ♮.
Now we consider the morphism π : X♮ → P1 induced by the linear projection of X+ = P2 out
of x+, and the composition
π ◦ ρ♮ : Xˆ
♮ → P1.
Note that L is dominant over P1, hence so is D♮. Note also that the point x˜+ is infinitesimally
rational (Theorem 5.10(iii)), i.e., D+ is a k-rational surface. Thus P1 is dominated by a rational
surface in Xˆ♮.
On the other hand, the fiber of π ◦ ρ♮ over a point t ∈ P
1 is a conic bundle over π−1(t) = P1.
Since x+ is a singular point of ∆, we have
∆♮ · π−1(t) = (σ♮)
−1
∗ (∆) · π
−1(t) ≤ ∆ · σ♮(π
−1(t))− 2 = 4− 2 = 2,
so this conic bundle has at most two singular fibers. Now we apply Lemma 4.14(ii) and conclude
that Xˆ♮ is k-unirational. By construction X is birational to Xˆ♮, hence is also k-unirational. 
Finally, we consider the case (iv) of Lemma 6.2.
Proposition 6.6. Let X be a Fano threefold satisfying (5.1.1) with a k-point x such that F1(X, x)
is reduced and k-irreducible of length 3. Then X is k-unirational.
Proof. Consider the image X¯ ⊂ Pg−3 of the double projection φ : Xˆ → X¯ described in §5.3. By
Lemma 5.12 it contains a k-plane E¯ ∼= P2 and its anticanonical class is the hyperplane class
(Lemma 5.15). Let Y be the blowup of X¯ along E¯ and let S be its exceptional divisor. Then we
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have a commutative diagram
(6.1.1)
E¯ // X¯
!!❉
❉
❉
❉
Yoo
π}}③③
③③
③③
③③
Soo
Pg−6,
where the horizontal arrow is the blowup map and the dashed arrow is the restriction of the linear
projection Pg−3 99K Pg−6 with center at E¯. Since E¯ is a Weil divisor on X¯ , the blowup map Y → X¯
is small. Moreover, S is a Cartier divisor, which is birational to E¯, hence is a k-rational surface.
First, assume g(X) ≥ 9. We check below that the assumptions of Proposition 4.15 are satisfied
by the pair (Y, S). Indeed, Y has terminal singularities by Lemma 4.1, because X¯ has terminal
singularities (Lemma 5.15), and the morphism Y → X¯ is small. Furthermore, the linear sys-
tem | −KY − S| is the pullback of |O(1)| from P
g−6, hence it is base point free and Cartier, hence
the pair (Y, | − KY − S|) is terminal by Lemma 4.11(iii). Finally, the morphism π : Y → P
g−6
given by this linear system is generically finite, because so is the map X¯ 99K Pg−6 (Corollary 5.16).
Thus, Proposition 4.15 implies that Y is k-unirational. Since by construction Y is birational to X ,
the latter is k-unirational as well.
Now assume g(X) = 7, so that X¯ is a quartic threefold in P4, and E¯ is a k-plane on it. Again,
we consider the diagram (6.1.1). In this case the projective space at the bottom of the diagram is
just a P1. Let t ∈ P1 and let H¯t ⊂ P
4 be the corresponding hyperplane containing E¯. Then
X¯ ∩ H¯t = E¯ ∪ Yt,
where Yt is a cubic surface and the fiber of the map π : Y → P
1 over t is Yt, so that π is a
family of cubic surfaces. Note that a general Yt is not a cone, because X¯ is not covered by
lines by Lemma 5.15. On the other hand, the exceptional divisor S dominates P1, because the
divisor E¯ dominates P1 under the map X¯ 99K P1 (indeed, its fiber over a point t ∈ P1 is the
cubic curve E¯ ∩ Yt). Therefore, Lemma 4.14(v) proves that Y is k-unirational, and again, X is
k-unirational as well. 
A combination of Lemmas 6.2 and 6.3 with Propositions 6.4, 6.5, and 6.6 finally proves k-
unirationality of a Fano threefold satisfying (5.1.1) which has a k-point:
Corollary 6.7. Let X a Fano threefold satisfying (5.1.1). If X(k) 6= ∅ then X is k-unirational.
6.2. Rationality. Now we are ready to prove the sufficient conditions for rationality of Fano
threefolds satisfying (5.1.1).
For g(X) ∈ {7, 12} the result was essentially proved in Proposition 6.4.
Proposition 6.8. Let X be a Fano threefold satisfying (5.1.1) with g(X) ∈ {7, 12}. If X(k) 6= ∅
then X is k-rational.
Proof. As we already know, X is k-unirational (see Corollary 6.7), hence the set of k-points on X
is Zariski dense. In particular, X has a k-point x such that F1(X, x) = ∅. We choose such a
point, apply Theorem 5.18, and conclude that X is birational to a quintic del Pezzo threefold, or
to P3, hence is k-rational. 
Next, we consider the genus-9 case.
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Proposition 6.9. Let X be a Fano threefold satisfying (5.1.1) with g(X) = 9. If F3(X)(k) 6= ∅
then X is k-rational.
Proof. Let C ⊂ X be a cubic curve of arithmetic genus 0 defined over k. Then C is one of the
curves listed in Lemma 2.9. Below we consider all of its possible types.
First, assume that C is a smooth curve (type (i)). Then the intersection of X with the linear
span of C is either C itself, or the union of C and a bisecant line. In the latter case, the line is
defined over k, hence X is k-rational by Lemma 6.1.
So, assume that C is smooth and has no bisecant lines in X . We then apply the Sarkisov link
of Theorem 5.11. It shows that X is birational to a quintic del Pezzo threefold, hence is k-rational
by Theorem 3.3.
Next, assume that C is of types (ii), (iii), or (v). Then one of its irreducible components (the
middle one in the case (iii)) is a Galois-invariant line, hence it is defined over k, hence X is
k-rational by Lemma 6.1.
Finally, assume that C is of type (iv), i.e., is the union of three Galois-conjugate lines meeting
at a point x. The point x is Galois-invariant, hence is defined over k, and F1(X, x) is reduced
of length 3 (Corollary 5.8). By Lemma 5.17 the double projection X 99K X¯ out of x is a bi-
rational isomorphism onto a complete intersection X¯ ⊂ P6 of three quadrics which contains the
plane E¯ ⊂ X¯ . By Corollary 5.16 the projection
πE¯ : X¯ 99K P
3
is birational onto its image. Therefore, X¯ is birational to P3, hence it is k-rational and X is
k-rational as well. 
Finally, we consider the genus-10 case.
Proposition 6.10. Let X be a Fano threefold satisfying (5.1.1) with g(X) = 10. If X(k) 6= ∅
and F2(X)(k) 6= ∅ then X is k-rational.
Proof. Let C be a conic on X defined over k. If C is a double line, or is reducible over k, a
component of C is a k-line on X , hence X is k-rational by Lemma 6.1.
Assume now that C is k-irreducible. Let us check that X has a k-point x such that
(i) F1(X, x) = ∅,
(ii) x does not lie on any conic intersecting C.
Indeed, (i) holds for a general point of X because dim(F1(X)) = 1. Similarly, conics intersecting C
are parameterized by a curve (see [IP99, Lemma 4.2.6(i)] for the case where C is smooth and
Theorem 5.10(iii) for the case where C is singular), hence sweep a surface, hence (ii) also holds for
a general x. But X is k-unirational by Corollary 6.7 since X(k) 6= ∅, therefore the set of k-points
on X is Zariski dense, and so there is a k-point for which the conditions (i) and (ii) hold.
We choose such a point and apply Theorem 5.18(iii). We conclude that X is birational to a
sextic del Pezzo fibration X˜+ → X+ = P1.
By Theorem 5.18(iii) the flopping locus of the flop ψ is the union of conics passing through x,
and none of these intersects C by the condition (ii) above. Therefore, the conic C does not intersect
the flopping locus of ψ. Since the map X˜+ 99K X+ is given by the linear system |H − 3E| it
follows that its restriction to the strict transform of C in X˜ is regular and has degree 2.
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Thus, C provides a 2-section for the del Pezzo fibration σ+ : X˜
+ → P1. On the other hand, by
Theorem 5.18(iii) a general line in E provides a 3-section for σ+. Therefore, X˜
+ is rational over P1
by [AHTVA19, Proposition 8], hence it is k-rational, and hence X is k-rational as well. 
7. Obstructions to rationality
In the previous sections we showed that the conditions of rationality in Theorem 1.1 are suffi-
cient. Starting from this section we prove they are also necessary. Since the existence of a k-point
is a necessary condition by Lemma 2.2, we only have to show that the existence of a line, a conic,
and a cubic curve on the threefolds V4, X18, and X16, respectively, are necessary conditions for
rationality. In this section we prove a general result of this sort, and in the remaining part of the
paper we check that it applies to the cases of our interest.
7.1. Rationality criterion. In this section we state a general criterion of rationality. We assume
that X is a smooth projective geometrically rationally connected k-variety and H ∈ Pic(X) is a
very ample divisor class (defined over k). To state the criterion we need some notation.
Let Jac(X) denote the intermediate Jacobian of X (see [BW19a, §2] for details). Recall
that Jac(X) has a natural principal polarization and is endowed with the Abel–Jacobi map
AJ: CH2alg(Xk¯) −→ Jac(X)k¯
from the group of algebraically trivial codimension-2 cycles on Xk¯.
As usually we denote by Fd(X) the Hilbert scheme of rational curves of degree d with respect
to H (see §2.4). If Fd(Xk¯) is connected, the cycles associated with all curves parameterized
by Fd(Xk¯) are algebraically equivalent, hence for each curve [C0] ∈ Fd(X) the map AJ induces
the (shifted) Abel–Jacobi map
AJ = AJC0 : Fd(Xk¯) −→ Jac(Xk¯), [C] 7−→ AJ([C]− [C0]).
Changing the curve C0 results in a composition of this map with a translation in Jac(Xk¯). Further-
more, by the universal property of the Albanese variety, the map AJC0 factors as the composition
(7.1.1) Fd(Xk¯)
albC0−−−−→ Alb(Fd(Xk¯))
αd−−→ Jac(Xk¯),
where αd is a morphism of abelian varieties that does not depend on the choice of C0 and is
Galois-invariant. In particular, αd is defined over k as a morphism αd : Alb(Fd(X))→ Jac(X).
Definition 7.1. We will say that the Hilbert scheme Fd(Xk¯) admits nice degenerations if there is a
point [C] ∈ Fd(Xk¯) such that every irreducible component C
′ ⊂ C taken with its reduced scheme
structure corresponds to a point of Fd′(X) for some d
′ < d, i.e., [C ′red] ∈ Fd′(X).
Now we can formulate the main result of this section.
Theorem 7.2. Let X be a smooth projective geometrically rationally connected k-variety with a
very ample divisor class H ∈ Pic(X). Assume that the following conditions are satisfied for Xk¯:
(T) There exists dT ∈ Z>0 such that the Abel–Jacobi map
AJ: FdT(Xk¯) −→ Jac(Xk¯)
is an isomorphism.
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(C) There exists dC ∈ Z>0 such that the Hilbert scheme FdC(Xk¯) admits a map FdC(Xk¯)→ Γk¯
with geometrically rationally connected fibers to a curve Γk¯ of genus g(Γk¯) > 1, such that
the induced map
Pic0(Γk¯) ∼= Alb(FdC(Xk¯))
αdC−−−→ Jac(Xk¯)
is an isomorphism of principally polarized abelian varieties.
(H) For each 1 ≤ d ≤ max(dC, dT) the Hilbert scheme Fd(Xk¯) is connected and when d > 1 it
admits nice degenerations.
(N) The maximal divisor of 2g(Γk¯)− 2 coprime to dC divides dT.
If X is k-rational then FdT(X)(k) 6= ∅, i.e., X contains a curve of degree dT and arithmetic
genus 0 defined over k.
Note that all the conditions of the theorem are geometric, i.e., they only depend on Xk¯.
7.2. Rationality criterion of Benoist–Wittenberg. The proof of Theorem 7.2 is based on
the results of [BW19b]; we briefly remind these results in this subsection.
Let X be a smooth projective k-variety of dimension n. For each 1 ≤ k ≤ n we consider the
Neron–Severi group NSk(Xk¯) = CH
k(Xk¯)/ ∼alg of algebraic equivalence classes of codimension k
cycles on Xk¯ and the group NS
k(Xk¯)
G of Galois-invariant classes in NSk(Xk¯).
For each class γ ∈ NS2(Xk¯)
G Benoist and Wittenberg define a torsor Jacγ(X) over the inter-
mediate Jacobian Jac(X) and a Galois-invariant morphism
AJγ : CH
2
γ(Xk¯) −→ Jacγ(X)k¯
from the coset of codimension-2 cycles algebraically equivalent to γ, so that the morphism AJγ is
universal among morphisms to torsors over abelian varieties.
Note that by definition Jac0(X) = Jac(X), and for any γ1, γ2 ∈ NS
2(Xk¯)
G the universal property
implies the equality
(7.2.1) [Jacγ1+γ2(X)] = [Jacγ1(X)] + [Jacγ2(X)],
of Jac(X)-torsor classes. Here for a torsor T over an abelian k-variety A we denote by [T ] its class
in the group H1(G, A) of A-torsors.
Furthermore, for any geometrically connected n-dimensional variety Y the degree map gives
an isomorphism NSn(Yk¯)
G ∼= Z, and for each d ∈ Z there is a torsor Albd(Y ) over the Albanese
variety Alb(Y ) and a Galois-invariant Albanese morphism
albd : CH
n
d(Yk¯) −→ Albd(Y )k¯
from the coset of 0-cycles of degree d which is universal among morphisms to torsors over abelian
varieties. In particular, for d = 1 we obtain the morphism
alb1 : Y −→ Alb1(Y ).
Note also that when Y = Γ is a geometrically connected curve, we have
(7.2.2) Alb(Γ) ∼= Pic0(Γ), Albd(Γ) ∼= Pic
d(Γ).
The following result was proved by Benoist and Wittenberg.
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Theorem 7.3 ([BW19b, Theorem 3.10]). Let X be a smooth projective threefold over k. If X is
k-rational and there is an isomorphism Jac(X) ∼= Pic0(Γ) of principally polarized abelian varieties,
where Γ is a curve of genus g > 1 then for any γ ∈ NS2(Xk¯)
G, there is an integer m such that
there is an isomorphism
Jacγ(X) ∼= Pic
m(Γ)
of torsors over Jac(X) ∼= Pic0(Γ).
In the next subsection we use this result to prove Theorem 7.2.
7.3. Proof of Theorem 7.2. To prove the theorem we need some preparations.
First, we derive some consequences of condition (H). Assume the Hilbert scheme Fd(X) is geo-
metrically connected. Then all curves in X parameterized by the scheme Fd(X) are algebraically
equivalent and the class of these curves in NS2(Xk¯) is Galois-invariant. We denote the correspond-
ing torsor over Jac(X) simply by Jacd(X). The Abel–Jacobi map then restricts to the map
AJd : Fd(X) −→ Jacd(X).
Lemma 7.4. Assume condition (H) of Theorem 7.2 is satisfied. Then we have an equality of
torsors over Jac(X)
(7.3.1) [Jacd(X)] = d[Jac1(X)],
for all 1 < d ≤ max{dC, dT}.
Proof. If d > 1 and Fd(X) admits nice degenerations, there is a point [C] ∈ Fd(X) such that
C = C1 ∪ · · · ∪ Ck,
where Ci has multiplicity mi and [(Ci)red] ∈ Fdi(X) with 1 ≤ di < d and
∑
midi = d. It follows
that we have an equality of classes [C] =
∑
mi[Ci] in NS
2(Xk¯), therefore
[Jacd(X)] =
∑
mi[Jacdi(X)]
by (7.2.1). Iterating this argument, we eventually obtain (7.3.1). 
On the other hand, we can use condition (C) of Theorem 7.2 to get a description of the tor-
sor JacdC(X).
Proposition 7.5. Assume condition (C) of Theorem 7.2 is satisfied and the scheme FdC(Xk¯) is
connected. Then there is a geometrically connected k-curve Γ and isomorphisms
(7.3.2) Jac(X) ∼= Pic0(Γ) and [JacdC(X)] = [Pic
1(Γ)].
of principally polarized abelian varieties and torsors over them.
Proof. Since g(Γk¯) > 0, the map FdC(Xk¯) → Γk¯ is the maximal rationally connected fibration
for Xk¯, hence the Galois-action on FdC(Xk¯) preserves it and induces an action of the Galois
group G on Γk¯. By Galois descent, this defines a k-curve Γ such that Γk¯ is isomorphic to its
extension of scalars to k¯, and a morphism
ξ : FdC(X) −→ Γ
such that ξk¯ coincides with the morphism in condition (C). The curve Γ is geometrically connected
since Γk¯ is connected.
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Furthermore, FdC(X) is geometrically connected, so JacdC(X) is well-defined. Consider the
twisted Abel–Jacobi map AJdC : FdC(X) → JacdC(X). Since the fibers of ξ are geometrically
rationally connected, it factors as a composition
FdC(X)
ξ
−→ Γ −→ JacdC(X).
By the universal property of the Albanese map and (7.2.2), the second map factors as
Γ
alb1−−−→ Pic1(Γ) −→ JacdC(X).
Over k¯ the second map induces the morphism αdC of the corresponding abelian varieties. So,
if αdC is an isomorphism, the corresponding abelian varieties Pic
0(Γ) and Jac(X) are isomorphic
and the above map Pic1(Γ)→ JacdC(X) is an isomorphism of torsors. 
Finally, we rewrite the numerical condition (N).
Lemma 7.6. Assume the condition (N) of Theorem 7.2 is satisfied. Then for any integer m ∈ Z
the product mdT is divisible by gcd(mdC − 1, 2g(Γk¯)− 2).
Proof. Denote h = gcd(mdC − 1, 2g(Γk¯) − 2). Since h divides mdC − 1, it is coprime to dC. By
condition (N) then h divides dT, and a fortiori divides mdT. 
A simple exercise left to reader is to show that the statement of Lemma 7.6 is equivalent to
condition (N) of Theorem 7.2.
Now we are ready to prove Theorem 7.2.
Proof of Theorem 7.2. By Proposition 7.5 we have an isomorphism Jac(X) ∼= Pic0(Γ) of prin-
cipally polarized abelian varieties. So if X is rational over k then by Theorem 7.3 we have an
isomorphism of torsors
[Jac1(X)] = [Pic
m(Γ)] = m[Pic1(Γ)]
for some integer m. By Lemma 7.4 we deduce
(7.3.3) [Jacd(X)] = md[Pic
1(Γ)]
for any d ≤ max(dT, dC). Furthermore, by Proposition 7.5 we have isomorphisms (7.3.2). Com-
bining the second of them with (7.3.3) for d = dC, we deduce
(mdC − 1)[Pic
1(Γ)] = 0.
On the other hand, the canonical class of the curve Γ is defined over k, hence Pic2g(Γk¯)−2(Γ) has
k-rational points, and so
(2g(Γk¯)− 2)[Pic
1(Γ)] = 0.
Therefore, the greatest common divisor of mdC − 1 and 2g(Γk¯) − 2 kills the class of the tor-
sor Pic1(Γ). By Lemma 7.6 we conclude that
mdT[Pic
1(Γ)] = 0.
Using (7.3.3) for d = dT we deduce that JacdT(X) is a trivial Jac(X)-torsor, hence has a k-rational
point. Finally, condition (T) implies that the twisted Abel–Jacobi map FdT(X)→ JacdT(X) is an
isomorphism, hence FdT(X)(k) 6= ∅. 
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7.4. Rationality criteria for Fano threefolds. Below, as promised, we apply Theorem 7.2 to
Fano threefolds V4, X18, and X16. The following lemma verifies condition (H). Definitely, the same
is true in a much larger generality, but we restrict to the cases we really need.
Lemma 7.7. Let X be a Fano threefold with ρ(X) = 1 over an algebraically closed field of
characteristic zero. Assume that the ample generator H of Pic(X) is very ample and in the
embedding given by the linear system |H| the image of X is an intersection of quadrics.
(i) The Hilbert scheme F1(X) is connected.
(ii) For d ∈ {2, 3} the Hilbert scheme Fd(X) admits nice degenerations.
Proof. (i) If X is general in its deformation family, the scheme F1(X) is known to be smooth and
irreducible ([IP99, Theorem 4.2.7]), hence connected. Therefore, it is connected for any X .
(ii) Let d = 2. We need to show that there are singular or non-reduced conics on X .
If the Hilbert scheme of lines F1(X) is singular, there is a special line, i.e., a line L ⊂ X such
that NL/X ∼= O(1)⊕ O(ι(X)− 3) ([KPS18, Corollary 2.1.6, proof of Proposition 2.2.8]). Then L
admits a structure of a non-reduced conic (see [KPS18, Remark 2.1.2]).
So, assume that F1(X) is smooth. The natural morphism p : C1(X) → X from the universal
line cannot be a closed embedding, because C1(X) is a smooth ruled surface, while any smooth
divisor in X is either a del Pezzo surface of degree d ≤ 5 (if ι(X) ≥ 2) or has nonnegative Kodaira
dimension. Therefore, either there is a pair of meeting lines, or there is a special line in X . In
the first case the union of the lines is a singular conic and in the second case the line admits a
structure of a non-reduced conic.
Let d = 3. Let C be a general conic on X . Then C is irreducible (for ι(X) = 1 this is
proved in [KPS18, Lemma 2.3.3], and for ι(X) ≥ 2 this follows easily from a parameter count).
Let L be a line on X intersecting C (for ι(X) = 1 lines on X sweep a surface, which is ample,
because ρ(X) = 1, and for ι(X) ≥ 2 lines sweep all X). The union C ∪ L is a degenerate cubic
curve. It is not contained in a plane (because X is an intersection of quadrics) hence its arithmetic
genus is 0, and so it corresponds to a point of F3(X). 
Now we are ready to deduce Theorem 1.1(iii)(a)–(iii)(c) from Theorem 7.2. For reader’s conve-
nience we collect the parameters dT, dC, and 2g(Γk¯)− 2 in a table.
dT dC 2g(Γk¯)− 2
V4 1 2 2
X18 2 3 2
X16 3 2 4
This should facilitates verification of the numerical condition (N) of Theorem 7.2.
Corollary 7.8. Let X be a quartic del Pezzo threefold. Then X is k-rational if and only if X
contains a line defined over k.
Proof. For the “if” direction see Theorem 3.5. For the “only if” direction we apply Theorem 7.2,
so we must verify all its conditions.
By Theorem 9.18 there is a P3-fibration F2(Xk¯)→ Γk¯ to a curve of genus g(Γk¯) = 2. The induced
Abel–Jacobi map is an isomorphism by Corollary 9.22, so condition (C) holds with dC = 2. Fur-
thermore, by Corollary 9.17 condition (T) holds for dT = 1. In particular, both schemes F1(Xk¯)
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and F2(Xk¯) are connected. Moreover, F2(Xk¯) admits nice degenerations by Lemma 7.7, hence
condition (H) holds. Finally, condition (N) is evident. Applying Theorem 7.2 we conclude
that F1(X)(k) 6= ∅, hence X contains a line defined over k. 
Corollary 7.9. Let X be a prime Fano threefold of genus 9. Then X is k-rational if and only
if F3(X)(k) 6= ∅.
Proof. For the “if” direction see Proposition 6.9. For the “only if” direction we apply Theorem 7.2,
so we must verify all its conditions.
By Theorem 9.2 there is a P1-fibration F2(Xk¯) → Γk¯ to a curve of genus g(Γk¯) = 3 and by
Corollary 9.3 the induced Abel–Jacobi map is an isomorphism, so condition (C) holds with dC = 2.
Furthermore, by Corollary 9.8 condition (T) holds for dT = 3. In particular, both schemes F2(Xk¯)
and F3(Xk¯) are connected. Furthermore, F1(Xk¯) is connected and F2(Xk¯) and F3(Xk¯) admit
nice degenerations by Lemma 7.7, hence condition (H) holds. Finally, condition (N) is evident.
Applying Theorem 7.2 we conclude that F3(X)(k) 6= ∅. 
Corollary 7.10. Let X be a prime Fano threefold of genus 10. Then X is k-rational if and only
if X(k) 6= ∅ and X contains a conic defined over k.
Proof. For the “if” direction see Proposition 6.10. For the “only if” direction we apply Theo-
rem 7.2, so we must verify all its conditions.
By Theorem 9.11 there is a P2-fibration F3(Xk¯)→ Γk¯ to a curve of genus g(Γk¯) = 2 and by Corol-
lary 9.15 the induced Abel–Jacobi map is an isomorphism, so condition (C) holds with dC = 3.
Furthermore, by Corollary 9.10 condition (T) holds for dT = 2. In particular, both schemes F2(Xk¯)
and F3(Xk¯) are connected. Furthermore, F1(Xk¯) is connected and F2(Xk¯) and F3(Xk¯) admit nice
degenerations by Lemma 7.7, hence condition (H) holds. Finally, condition (N) is evident. Apply-
ing Theorem 7.2 we conclude that F2(X)(k) 6= ∅, i.e., X contains a conic defined over k. Finally,
we have X(k) 6= ∅ by Lemma 2.2. 
8. Semiorthogonal decompositions and Abel–Jacobi maps
To prove the structural results for the Hilbert schemes Fd(X) of Fano threefolds X used in
Corollaries 7.8, 7.9 and 7.10 we will use the technique of derived categories. In this section we
prove several useful results that allow to deduce the required properties of Abel–Jacobi maps from
semiorthogonal decompositions. In this and further sections we work over an algebraically closed
field k (of zero characteristic).
8.1. Null-algebraic correspondences. We will need some results about Chow groups.
Definition 8.1. Let X1 and X2 be smooth projective varieties. A cycle α ∈ CH
p
Q(X1 × X2) is
a null-algebraic correspondence if for all i it induces zero maps
CHialg,Q(X1)
α
−−→ CHi+p−dimX1alg,Q (X2) and CH
i
alg,Q(X2)
α
−−→ CHi+p−dimX2alg,Q (X1)
on algebraically trivial cycles with rational coefficients.
We denote by
(8.1.1) CH•null,Q(X1 ×X2) ⊂ CH
•
Q(X1 ×X2)
the graded subgroup of null-algebraic correspondences. The following property is evident.
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Lemma 8.2. Let Xi, X
′
i be smooth projective varieties.
(i) Let α12 ∈ CH
•
Q(X1 × X2) and α23 ∈ CH
•
Q(X2 × X3). If either α12 ∈ CH
•
null,Q(X1 × X2)
or α23 ∈ CH
•
null,Q(X2 ×X3) then
p13∗(p
∗
12α12 · p
∗
23α23) ∈ CH
•
null,Q(X1 ×X3),
where pij : X1 ×X2 ×X3 → Xi ×Xj are the projections.
(ii) Let α ∈ CH•null,Q(X1×X2), α
′ ∈ CH•null,Q(X
′
1×X
′
2); then for any morphisms fi : X
′
i → Xi
(f1 × f2)
∗α ∈ CH•null,Q(X
′
1 ×X
′
2) and (f1 × f2)∗α
′ ∈ CH•null,Q(X1 ×X2).
(iii) The map CH•Q(X1)⊗ CH
•
Q(X2)→ CH
•
Q(X1 ×X2) factors through CH
•
null,Q(X1 ×X2).
In other words, the subgroups CH•null,Q ⊂ CH
•
Q form an ideal with respect to the convolution product
which is closed under pullbacks and pushforwards with respect to morphisms of factors and contains
all decomposable classes.
Proof. Convolution product of cycles corresponds to composition of maps induced by correspon-
dences. If one of the maps is zero on algebraically trivial cycles then so is the composition. This
proves (i). Furthermore, pullback and pushforward of correspondences with respect to morphisms
of factors can be rewritten as their convolutions with the graphs of the morphisms, so (i) im-
plies (ii). Finally, the tensor product map can be rewritten as the convolution of correspondences
to and from Spec(k), so (i) also implies (iii). 
We will also need the following simple observation.
Lemma 8.3. Let Γ be a smooth projective curve and let X be a smooth projective rationally
connected threefold. Then
(i) CHpnull,Q(Γ× Γ) = CH
p
Q(Γ× Γ) for p 6= 1;
(ii) CHpnull,Q(Γ×X) = CH
p
Q(Γ×X) for p 6= 2;
(iii) CHpnull,Q(X ×X) = CH
p
Q(X ×X) for p 6= 3.
Proof. Clearly, CHialg,Q(Γ) = 0 for i 6= 1. Furthermore, since X is rationally connected, we
have CHialg,Q(X) = 0 for i 6= 2. Now all equalities follow by degree reasons. 
8.2. From semiorthogonal decompositions to intermediate Jacobians. Now let X be a
smooth projective threefold. Assume there is a semiorthogonal decomposition
(8.2.1) Db(X) = 〈ΦE (D
b(Γ)), E1, . . . , En〉,
where Γ is a smooth projective curve, E1, . . . , En is an exceptional collection in D
b(X), and
ΦE : D
b(Γ) −→ Db(X)
is a fully faithful Fourier–Mukai functor with kernel E ∈ Db(X × Γ). We consider the Chern
classes of E as elements of the Chow ring CH•(X × Γ), and the Chern character as an element
of CH•Q(X × Γ). Note that c2(E ) gives maps CH
i(X)→ CHi−1(Γ) and CHj(Γ)→ CHj+1(X).
Proposition 8.4. Let X be a smooth projective rationally connected threefold. If there is a
semiorthogonal decomposition (8.2.1) then the maps
(8.2.2) CH2alg(X)
c2(E ) // CH1alg(Γ)
c2(E )
oo
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induce an isomorphism Jac(X) ∼= Pic0(Γ) of principally polarized abelian varieties.
Remark 8.5. Note that the same result for Chow groups with rational coefficients (and as a
consequence an isogeny between the intermediate Jacobian of X and the Jacobian of Γ) can be
deduced from the theory of noncommutative motives [BT16, Theorem 1.4]. However, it is crucial
for our applications to have a result on integral level.
Proof. As we already mentioned, the class c2(E ) ∈ CH
2(X × Γ) defines maps between CH1alg(Γ)
and CH2alg(X) in both directions. By the universal property of abelian varieties Jac(X) and Pic
0(Γ)
these maps induce morphisms
Jac(X)
c2(E ) // Pic0(Γ)
c2(E )
oo
We will check that the compositions of these two are the minus identity maps, i.e., that the maps
c2(E ) ◦ c2(E ) + id: CH
2
alg(X)→ CH
2
alg(X) and CH
1
alg(Γ)→ CH
1
alg(Γ)
factor through torsion, i.e., that the induced maps on Chow groups with rational coefficients
c2(E ) ◦ c2(E ) + id: CH
2
alg,Q(X)→ CH
2
alg,Q(X) and CH
1
alg,Q(Γ)→ CH
1
alg,Q(Γ)
are zero.
To prove this, note that full faithfulness of the functor ΦE implies that Φ
!
E
◦ ΦE ∼= ΦO∆Γ ,
where Φ!
E
∼= ΦE ∨(KΓ)[1] is the right adjoint functor of ΦE . Computing the composition of Fourier–
Mukai functors in the left side of this isomorphism, we obtain an isomorphism
p13∗(p
∗
12(E
∨(KΓ)[1])⊗ p
∗
23(E ))
∼= O∆Γ
in Db(Γ× Γ), where the maps pij are the projections
Γ×X × Γ
p12
xx♣♣♣
♣♣
♣♣
♣♣
♣♣ p23
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
p13

Γ×X Γ× Γ X × Γ
This implies equality of Chern characters of both sides. Using Grothendieck–Riemann–Roch to
compute the left side, we obtain
−ch(E ) ◦ (∆∗tdX) ◦ ch(E
∨(KΓ)) = ch(O∆Γ),
where the left-hand-side is the composition of correspondences. Using Lemma 8.3 and Lemma 8.2(iii),
we see that modulo null-algebraic correspondences we have
ch(E ) ≡ ch2(E ) ≡ −c2(E ), ch(E
∨(KΓ)) ≡ ch(E
∨(KΓ))2 ≡ −c2(E ),
∆∗tdX ≡ (∆∗tdX)3 ≡ [∆X ], ch(∆∗OΓ) ≡ ch(∆∗OΓ)1 ≡ [∆Γ].
Using Lemma 8.2(i) we deduce the equality
−c2(E ) ◦ c2(E ) ≡ [∆Γ]
modulo CH•null,Q(Γ× Γ), which implies that c2(E ) ◦ c2(E ) + id acts trivially on CH
1
alg,Q(Γ).
Similarly, the fact that the orthogonal of the image of ΦE is generated by an exceptional collec-
tion implies that there is a morphism of functors
ΦE ◦ Φ
!
E −→ ΦO∆X
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whose cone is the projection functor onto the subcategory of Db(X) generated by the exceptional
collection. Passing to Chern characters of the kernels, we deduce
ch(O∆X) + ch(E ) ◦ (∆∗tdΓ) ◦ ch(E
∨(KΓ)) +
∑
ch(Ei ⊠ E
′
i) = 0,
where E ′i are appropriate exceptional objects on X . Being computed modulo null-algebraic cor-
respondences as above, this equality gives
[∆X ] + c2(E ) ◦ c2(E ) ≡ 0,
which implies that c2(E ) ◦ c2(E ) + id acts trivially on CH
1
alg,Q(X).
The above arguments also show that the compositions of the maps
H3e´t(X,Qℓ/Zℓ(2))
c2(E ) // H1e´t(X,Qℓ/Zℓ(1))
c2(E )
oo
are equal to −1 for any prime ℓ, hence the isomorphism Jac(X) ∼= Pic0(Γ) is compatible with the
natural principal polarizations. 
8.3. Abel–Jacobi maps. Consider again a semiorthogonal decomposition (8.2.1). In this section
we abbreviate the functor ΦE to just Φ. By base change (see [Kuz11]) for any quasiprojective
scheme S it induces a semiorthogonal decomposition
(8.3.1) Db(X × S) = 〈ΦS(D
b(Γ× S)), E1 ⊠ D
b(S), . . . , En ⊠ D
b(S)〉,
where ΦS is the Fourier–Mukai functor with kernel E ⊠O∆S ∈ D
b((X×S)× (Γ×S)). This allows
to apply the functor ΦS and its adjoints to S-families of objects in X . Below we do this for ideals
of curves, but the same procedure can be analogously applied to other families of objects.
Recall that Cd(X) ⊂ X × Fd(X) denotes the universal curve. Let Φ
∗, Φ∗S, Φ
!, Φ!S be the left
and right adjoint functors of Φ and ΦS respectively.
Lemma 8.6. Let X be a smooth projective variety with a semiorthogonal decomposition (8.2.1).
Fix some d ∈ Z>0. Assume that there are integers r, e, s ∈ Z with r ≥ 0 and gcd(r, e) = 1 such
that for any curve C ⊂ X from the Hilbert scheme Fd(X) there is an isomorphism
Φ∗
E
(IC) ∼= F [s],
for some stable sheaf F of rank r and degree e on Γ.
Then there is a morphism f : Fd(X) → MΓ(r, e) to the fine moduli space of stable sheaves of
rank r and degree e on Γ such that there is a unique isomorphism
(8.3.2) Φ∗Fd(X)(ICd(X))
∼= (idΓ×f)
∗(F )⊗ p∗2L [s]
in Db(Γ×Fd(X)), where F is the universal sheaf on Γ×MΓ(r, e) and L is a line bundle on Fd(X).
The same result holds for the left adjoint functor Φ∗ replaced by the right adjoint Φ!.
Proof. The proof is analogous to the proof of [Kuz19, Theorem 4.5], so we skip it here. 
If the assumptions of Lemma 8.6 hold true, we will say that the morphism f is induced by the
functor Φ∗
E
(functor Φ!
E
, respectively). The next result can be used to prove that the Abel–Jacobi
map associated with a universal curve is an isomorphism. Recall the map αd defined in (7.1.1).
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Proposition 8.7. Let X be a smooth projective rationally connected threefold with a semiorthog-
onal decomposition (8.2.1). Assume that either of the functors Φ∗
E
or Φ!
E
induces a morphism
f : Fd(X) −→ MΓ(r, e).
Then there is a commutative up to sign and torsion diagram
CH2alg(X)
[Cd(X)] //
c2(E )

CH1alg(Fd(X))
CH1alg(Γ)
c1(F ) // CH1alg(MΓ(r, e))
f∗
OO
where F is the universal sheaf on Γ×MΓ(r, e) and c1(F ) ∈ CH
1(Γ ×MΓ(r, e)) is considered as
a correspondence. In other words, the morphism
f ∗ ◦ c1(F ) ◦ c2(E )± [Cd(X)] : CH
2
alg(X)→ CH
2
alg(X)
factors through torsion for an appropriate choice of sign.
In particular, if the maps c1(F ) and f
∗ in the diagram are isomorphisms then the map
αd : Alb(Fd(X))→ Jac(X)
defined in Section 7.1 is an isomorphism.
Proof. We discuss the case of the morphism f induced by the functor Φ∗
E
; the other case being
analogous. Since we aim at proving commutativity up to sign and torsion, it is enough to check
commutativity up to sign with rational coefficients.
Since the morphism f is induced by the functor Φ∗
E
, we have an isomorphism (8.3.2) for some
line bundle L on Fd(X) and some integer s. It follows that there is a morphism
ICd(X) −→ ΦFd(X)((idΓ×f)
∗(F )⊗ p∗2L )[s]
whose cone is contained in the subcategory 〈E1 ⊠ D
b(Fd(X)), . . . , En ⊠ D
b(Fd(X))〉. The Chern
characters of decomposable objects are in CH•null,Q(X×Fd(X)) by Lemma 8.2(iii), hence we obtain
an equality modulo CH•null,Q(X × Fd(X)):
(8.3.3) ch(ICd(X)) ≡ (−1)
sch
(
ΦFd(X)((idΓ×f)
∗(F )⊗ p∗2L )
)
.
By Grothendieck–Riemann–Roch the right-hand side can be written as convolution
ch(E ) ◦ (∆∗tdΓ) ◦ ch((idΓ×f)
∗(F )⊗ p∗2L ).
Modulo null-algebraic correspondences this is equal to
−c2(E ) ◦ [∆Γ] ◦ (idΓ×f)
∗ch(F ).
So, taking the component of (8.3.3) in degree 2 modulo CH2null,Q(X × Fd(X)) we obtain
−[Cd(X)] ≡ ch2(ICd(X)) ≡ −(−1)
sc2(E ) ◦ (idΓ×f)
∗ch1(F ) ≡ −(−1)
sc2(E ) ◦ (idΓ×f)
∗c1(F ).
It follows that the morphism f ∗ ◦ c1(F ) ◦ c2(E ) − (−1)
s[Cd(X)] : CH
2
alg,Q(X) → CH
2
alg,Q(X) is
zero, which implies the first claim of the proposition.
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By the universal property of the intermediate Jacobian and the Picard scheme, we conclude
that the composition of maps
Jac(X)
c2(E )
−−−−→ Pic0(Γ)
c1(F )
−−−−→ Pic0(MΓ(r, e))
f∗
−−→ Pic0(Fd(X))
coincides up to sign with the map induced by [Cd(X)]. Moreover, the first map is an isomorphism
by Proposition 8.4. So if the second and the third maps are isomorphisms, then so is the compo-
sition. Therefore, the transposed map Alb(Fd(X)) → Jac(X), again induced by [Cd(X)], is also
an isomorphism. 
We extract the following two corollaries.
Corollary 8.8. In the situation of Proposition 8.7 assume that r = 1, and that the induced
map f : Fd(X) → MΓ(r, e) ∼= Pic
e(Γ) ∼= Pic0(Γ) is an isomorphism. Then the Abel–Jacobi
map AJ: Fd(X)→ Jac(X) is an isomorphism.
Proof. The map f is an isomorphism by assumption and the map CH1alg(Γ) → CH
1
alg(Pic
0(Γ))
given by the Poincare´ line bundle F on Γ × Pic0(Γ) is an isomorphism, hence Proposition 8.7
implies that αd : Alb(Fd(X)) → Jac(X) is an isomorphism. Since Fd(X) is isomorphic (via f)
to an abelian variety, the Albanese map alb: Fd(X)→ Alb(Fd(X)) is an isomorphism, hence the
composition AJ = αd ◦ alb is an isomorphism as well. 
Corollary 8.9. In the situation of Proposition 8.7 assume that r = 0, e = 1, so that MΓ(r, e) ∼= Γ,
and that the induced map f : Fd(X)→ Γ has rationally connected fibers. Then the induced map
Pic0(Γ) ∼= Alb(Fd(X))
αd−−→ Jac(X)
is an isomorphism of principally polarized abelian varieties.
Proof. Since f has rationally connected fibers, the induced map f ∗ : CH1alg(Γ) → CH
1
alg(Fd(X))
is an isomorphism. Furthermore, the universal sheaf F on Γ × Γ is the structure sheaf of the
diagonal, hence the map given by c1(F ) = [∆Γ] is also an isomorphism. Using Proposition 8.7 we
conclude that the map αd is an isomorphism. It is compatible with the principal polarizations by
Proposition 8.4. 
9. Semiorthogonal decompositions for Fano threefolds
Throughout this section we work over an algebraically closed field k of characteristic zero.
Semiorthogonal decompositions for Fano threefolds X of types V4, X16, and X18 were constructed
in [Kuz06]. They take the form
Db(X) = 〈Φ(Db(Γ)),O , E〉
where Γ is a curve of genus 2, 3, and 2, respectively, E is an exceptional object, and
Φ: Db(Γ) −→ Db(X)
is the embedding functor. We will show that its adjoint functors Φ∗ and Φ! induce morphisms from
appropriate Hilbert schemes of X to the curve Γ or its Jacobian and then apply Corollaries 8.8
and 8.9 to deduce the required results about Abel–Jacobi maps. As the first step we have
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Lemma 9.1. Assume that X ⊂ Pn is an intersection of quadrics and contains no planes. Then
for any d ≤ 3 and any curve C corresponding to a point of Fd(X) we have H
•(C,OC) = k and
the ideal IC is contained in the orthogonal O
⊥.
Proof. The Hilbert polynomial of C is equal to dt+ 1, so to prove H•(C,OC) = k it is enough to
show that the first cohomology vanishes. This is clear for lines and conics, and for cubic curves
this follows from classification of Lemma 2.9. Now the short exact sequence
0→ IC → O → OC → 0
implies that IC ∈ O
⊥. 
Note that the result of Lemma 9.1 is no longer true for d > 3. For example, the union of an
elliptic quartic curve on X with a point is an element in F4(X), whose ideal is not contained
in O⊥.
9.1. Fano threefold of genus 9. Let X be a smooth prime Fano threefold of genus 9 over an
algebraically closed field of characteristic 0. Mukai proved that X admits a natural embedding
into LGr(3, V6), the Lagrangian Grassmannian of a 6-dimensional symplectic vector space V6. We
denote by U ⊂ V6 ⊗ O the restriction to X of the rank-3 tautological subbundle on LGr(3, V6).
By [Kuz06] we have a semiorthogonal decomposition
(9.1.1) Db(X) = 〈Db(Γ),O ,U ∨〉,
where Γ is a curve of genus 3. We will remind a description of the embedding functor
Φ: Db(Γ)→ Db(X)
below. Meanwhile, recall that O and U are exceptional bundles and that
(9.1.2) H•(X,U ) = 0, H•(X,O) = k, H•(X,U ∨) = V6.
The following result is well-known.
Theorem 9.2 ([BF13, Proposition 3.10], cf. [Ili03, Theorem 4.6]). The left adjoint functor
Φ∗ : Db(X)→ Db(Γ)
induces a morphism F2(X)→ Γ which is a P
1-bundle.
Applying Corollary 8.9, we deduce
Corollary 9.3. The Abel–Jacobi map AJ: Pic0(Γ) ∼= Alb(F2(X)) → Jac(X) is an isomorphism
of principally polarized abelian varieties.
Below we prove an analogue of this result for rational cubic curves on X .
Theorem 9.4. The left adjoint functor Φ∗ : Db(X)→ Db(Γ) induces a noncanonical isomorphism
F3(X) ∼= Pic
0(Γ).
The proof will take the rest of the subsection. We will show that the ideals of twisted cubic
curves in X belong to the component Db(Γ) of (9.1.1) and correspond to line bundles on Γ.
Note that the restriction to X of the tautological exact sequence on LGr(3, V6)
(9.1.3) 0 −→ U −→ V6 ⊗O −→ U
∨ −→ 0
shows that U ∈ 〈O ,U ∨〉 and U ∨ ∈ 〈U ,O〉.
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Lemma 9.5. If C ⊂ X is a rational cubic curve then IC ∈ 〈O ,U
∨〉⊥ = 〈U ,O〉⊥.
Proof. Let us check that H i(C,U |C) = 0 for all i. Indeed, C is a curve, hence the cohomology
vanishes for i 6∈ {0, 1}. Furthermore, the rank of U is 3 and the first Chern class is −1, hence up
to codimension-2 classes U is equivalent to O ⊕ O ⊕O(−1). Therefore,
χ(U |C) = χ(OC)⊕ χ(OC)⊕ χ(O(−1)|C) = 2hC(0) + hC(−1) = 0,
where hC(t) = 3t+1 is the Hilbert polynomial of C. So, it only remains to prove H
0(C,U |C) = 0.
Assume, to the contrary, that there is a global section. The short exact sequence
0 −→ U |C −→ V6 ⊗ OC −→ U
∨|C −→ 0
then shows that there is a vector v ∈ V6 such that the zero locus of the corresponding global
section of U ∨ vanishes on C. But [BF13, Lemma 3.6] shows that this is impossible.
This proves that OC is in the orthogonal to U
∨. By (9.1.2) the same is true for IC . Orthogonality
of IC to O is proved in Lemma 9.1. 
Corollary 9.6. If C ⊂ X is a rational cubic curve then the restriction morphism
H0(X,U ∨) −→ H0(C,U ∨|C)
is an isomorphism and H>0(C,U ∨|C) = 0.
Proof. Tensoring the standard exact sequence
0 −→ IC −→ O −→ OC −→ 0
with U ∨, taking into account that
H i(X,U ∨ ⊗ IC) ∼= Ext
i(U , IC) = 0,
by Lemma 9.5, and using (9.1.2), we deduce the claim. 
The functor Φ: Db(Γ)→ Db(X) from (9.1.1) is the Fourier–Mukai functor with kernel a vector
bundle E of rank 2 on X × Γ such that there is an exact sequence
(9.1.4) 0 −→ E −→ O ⊠F6 −→ U
∨
⊠F2 −→ E (H +KΓ) −→ 0,
where F2 and F6 are vector bundles of ranks 2 and 6 on Γ.
Proposition 9.7. If C ⊂ X is a rational cubic curve then Φ!(IC)[−1] is a line bundle on Γ.
Proof. The functor Φ!(−)[−1] is the Fourier–Mukai functor with kernel E ∨⊗ωΓ. For y ∈ Γ let Ey
be the rank-2 vector bundle on X corresponding to the point y. Note that
(9.1.5) Ey ∼= Φ(Oy) ∈ 〈O ,U
∨〉⊥
and c1(Ey) = −H . Restricting (9.1.4) to the fiber over the point y and taking into account
isomorphism E ∨y
∼= Ey(H) we obtain an exact sequence
(9.1.6) 0 −→ Ey −→ O
⊕6 −→ U ∨ ⊕U ∨ −→ E ∨y −→ 0.
Using (9.1.2) and (9.1.5) we obtain
(9.1.7) H>0(X, E ∨y ) = 0.
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Furthermore, it follows from (9.1.6) and (9.1.3) that E ∨y is globally generated, hence
(9.1.8) H>0(C, E ∨y |C) = 0.
Let us also show that the restriction homomorphism H0(X, E ∨y ) → H
0(C, E ∨y |C) is surjective.
Indeed, we have a commutative diagram
H0(X,U ∨ ⊕U ∨) //

H0(C, (U ∨ ⊕U ∨)|C)

H0(X, E ∨y ) // H
0(C, E ∨y |C),
where the horizontal arrows are induced by restriction and the vertical arrows are induced by the
morphism from (9.1.6). The top horizontal arrow is an isomorphism by Corollary 9.6. Further-
more, the restriction of (9.1.6) to C and the vanishing of H>0(C,OC) (Lemma 9.1) imply that the
right vertical arrow is surjective. Therefore, the bottom horizontal arrow is surjective as well.
Combining this surjectivity with (9.1.7) and (9.1.8) we deduce that
H>0(X, E ∨y ⊗ IC) = 0.
On the other hand, computing the Euler characteristic χ(E ∨y ) = 6 (this follows from (9.1.6),
(9.1.5), and (9.1.2)) and χ(E ∨y |C) = 5 (this follows from rank(Ey) = 2 and c1(Ey) = −H), we
obtain
dimH0(X, E ∨y ⊗ IC) = χ(E
∨
y ⊗ IC) = 1.
These two facts imply that the Fourier–Mukai functor with kernel E ∨ takes IC to a line bundle,
hence the same is true for the functor Φ!(−)[−1]. 
Now we can complete the proof of the theorem.
Proof of Theorem 9.4. By Proposition 9.7 and Lemma 8.6 the functor Φ! induces a morphism
F3(X) −→ Pic(Γ).
Arguing as in [KPS18, Proposition B.5.5] we check that it is e´tale, proper, and has inverse (given
by the functor Φ(−)[1]). Therefore, it is an isomorphism onto a connected component of Pic(Γ).
In particular, F3(X) ∼= Pic
0(Γ). 
The particular component of Pic(Γ) onto which F3(X) is mapped by Φ
! depends on the choice
of the bundle E , which is defined by (9.1.6) only up to a twist by a line bundle on Γ.
Applying Corollary 8.8 we deduce
Corollary 9.8. The Abel–Jacobi map AJ: F3(X) ∼= Alb(F3(X))→ Jac(X) is an isomorphism.
9.2. Fano threefold of genus 10. Let X be a smooth prime Fano threefold of genus 10 over an
algebraically closed field of characteristic 0. Mukai proved that X admits a natural embedding
into G2Gr(2, V7), the Grassmannian of the simple algebraic group of type G2 that parameter-
izes 2-dimensional subspaces in a 7-dimensional vector space V7 annihilated by a G2-invariant
3-form λ ∈ ∧3V ∨7 . We denote by U ⊂ V7 ⊗ O the restriction to X of the rank-2 tautological
subbundle on Gr(2, V7). By [Kuz06] we have a semiorthogonal decomposition
(9.2.1) Db(X) = 〈Db(Γ),O ,U ∨〉,
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where Γ is a curve of genus 2. We will remind a description of the embedding functor
Φ: Db(Γ)→ Db(X)
below. Meanwhile, recall that O and U are exceptional bundles and that
(9.2.2) H•(X,U ) = 0, H•(X,O) = k, H•(X,U ∨) = V ∨7 .
Note also that U ∨ ∼= U (1). Recall the following result.
Theorem 9.9 ([KPS18, Proposition B.5.5]). The left adjoint functor Φ∗ : Db(X)→ Db(Γ) induces
a noncanonical isomorphism F2(X) ∼= Pic
0(Γ).
Applying Corollary 8.8, we deduce
Corollary 9.10. The Abel–Jacobi map AJ: F2(X) ∼= Alb(F2(X))→ Jac(X) is an isomorphism.
Below we prove an analogue of this result for rational cubics on X .
Theorem 9.11. The Hilbert scheme F3(X) of rational cubic curves on X is a P
2-bundle over Γ.
The proof will take the rest of the subsection. We will show that appropriate extensions of
ideals of rational cubic curves in X belong to the component Db(Γ) of (9.2.1) and correspond to
structure sheaves of points in Γ.
Lemma 9.12. If C ⊂ X is a rational cubic curve then
Ext1(IC ,U ) ∼= k.
Let FC be the corresponding nontrivial extension, so that we have an exact sequence
(9.2.3) 0 −→ U −→ FC −→ O −→ OC −→ 0.
Then FC is a stable vector bundle of rank 3 on X with c1(FC) = −H. Moreover, FC ∈ 〈O ,U
∨〉⊥.
Proof. The argument of [KPS18, Lemma B.3.3] shows that H0(C,U |C) = 0. Since C is a curve,
the only non-vanishing cohomology of U |C is H
1(C,U |C). Furthermore, the rank of U is 2 and
the first Chern class is −1, hence up to codimension-2 classes U is equivalent to O ⊕ O(−1).
Therefore,
χ(U |C) = χ(OC)⊕ χ(O(−1)|C) = hC(0) + hC(−1) = −1
where hC(t) = 3t+ 1 is the Hilbert polynomial of C. Therefore,
Ext1(IC ,U ) ∼= Ext
2(U ∨, IC)
∨ ∼= H2(X,U ⊗ IC)
∨ ∼= H1(X,U ⊗ OC)
∨ ∼= H1(C,U |C)
∨ = k
(in the first isomorphism we used Serre duality, and in the third we used (9.2.2)).
This also proves that Exti(IC ,U ) = 0 for i 6= 1. Therefore, if FC is defined as the corresponding
extension, then Ext•(FC ,U ) = 0, hence by Serre duality Ext
•(U ∨, FC) = 0, hence FC ∈ U
∨⊥.
Furthermore, as U ∈ O⊥ by (9.2.2) and IC ∈ O
⊥ by Lemma 9.1, we deduce FC ∈ O
⊥.
The rank and first Chern class computations for FC are straightforward, and local freeness
can be proved by the same argument that proves local freeness of Serre’s construction. So, it
remains to prove stability of FC . For this we use Hoppe’s criterion. According to it it is enough
to check the vanishing of H0(X,FC) and of H
0(F∨C (−1))
∼= H3(X,FC)
∨. But both follow from
the containment FC ∈ O
⊥ proved above. 
Proposition 9.13. If C ⊂ X is a rational cubic curve then Φ!(FC) ∼= Oy, where y ∈ Γ.
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Proof. Since Φ is fully faithful, it is enough to show that FC ∼= Φ(Oy) = Ey. Recall that Φ is
the Fourier–Mukai functor whose kernel is a rank-3 vector bundle E on X × Γ such that for each
point y ∈ Γ the corresponding bundle Ey on X fits into an exact sequence
(9.2.4) 0 −→ Ey −→ O
⊕6 −→ U ∨ ⊕U ∨ ⊕U ∨ −→ Ey(1) −→ 0.
Applying the functor Ext•(−, FC) and taking into account that FC ∈ 〈O ,U
∨〉⊥ by Lemma 9.12,
we conclude that Exti(Ey, FC) = 0 for i ≥ 2. Using Riemann–Roch it is easy to check that
χ(Ey, FC) = 0,
hence either Ext•(Ey, FC) = 0 or Hom(Ey, FC) 6= 0.
If the first holds for all y ∈ Γ then Ext•(Oy,Φ
!(FC)) = 0 for all y ∈ Γ, hence Φ
!(FC) = 0,
hence FC = 0, which is absurd. Therefore, there is y ∈ Γ and a nontrivial morphism Ey → FC .
Since both Ey and FC are stable of the same slope, this is an isomorphism. 
This proposition already proves that the functor Φ! induces a morphism F3(X)→ Γ. It remains
to identify it with a P2-bundle.
Lemma 9.14. The object Φ∗(U ) is a vector bundle of rank 3 on Γ.
Proof. Recall that the functor Φ∗ is given by the kernel E ∨(KX)[3] on X × Γ. To check that it
takes U to a rank-3 bundle, it is enough to show that
H•(X,U ⊗ E ∨y (−1))
∼= k⊕3[−3]
for each y ∈ Γ. For this we dualize (9.2.4) and tensor it by U :
0 −→ U ⊗ E ∨y (−1) −→ (U ⊗U )
⊕3 −→ U ⊕6 −→ U ⊗ E ∨y −→ 0.
Note that U is acyclic by (9.2.2). Using Serre duality and exceptionality of U we obtain
H•(X,U ⊗U ) ∼= Ext•(U ∨,U ) ∼= Ext3−•(U ,U )∨ ∼= k[−3].
Finally, using Serre duality and the fact that Ey ∈ Φ(D
b(Γ)) ⊂ U ∨⊥, we obtain
H•(X,U ⊗ E ∨y )
∼= Ext•(Ey,U ) ∼= Ext
3−•(U ∨, Ey)
∨ = 0.
Combining all the above together, we deduce the lemma. 
Now we can complete the proof of the theorem.
Proof of Theorem 9.11. We associate with a rational cubic curve C the pair (y, φ), where y ∈ Γ
is the point such that Φ!(FC) ∼= Oy and
φ ∈ Hom(U , FC) = Hom(U ,Φ(Oy)) ∼= Hom(Φ
∗(U ),Oy)
is the first map in (9.2.3), which is nonzero and determined by C up to rescaling. This defines a
morphism
F3(X) −→ PΓ(Φ
∗(U )∨).
The target is a P2-bundle over Γ, so it remains to check that the morphism is an isomorphism.
For this we will construct its inverse.
Let (y, φ) be a pair as above. Then φ gives a nonzero morphism U → Φ(Oy) = Ey. Both U
and Ey are stable vector bundles of ranks 2 and 3 and c1(U ) = c1(Ey) = −H , hence the morphism
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is injective. The kernel of the dual map E ∨y → U
∨ is a reflexive sheaf of rank 1 with c1 = 0, hence
isomorphic to O . Thus, we have an exact sequence
0 −→ O −→ E ∨y −→ U
∨ −→ T −→ 0
for some coherent sheaf T . The rank and the first Chern class of T vanish, hence the support of T
is 1-dimensional. Therefore, after dualization we obtain an exact sequence
0 −→ U −→ Ey −→ O −→ T
′ −→ 0.
Now T ′ is the structure sheaf of a subscheme of X , and Riemann–Roch shows that its Hilbert
polynomial is 3t+ 1. Thus, T ′ ∼= OC for a rational cubic curve. This defines a map
PΓ(Φ
∗(U )∨) −→ F3(X).
It is easy to see that the two maps constructed above are mutually inverse. 
Applying Corollary 8.9 we deduce
Corollary 9.15. The Abel–Jacobi map AJ: Pic0(Γ) ∼= Alb(F3(X))→ Jac(X) is an isomorphism
of principally polarized abelian varieties.
9.3. Del Pezzo threefold of degree 4. Let X be a smooth del Pezzo threefold of degree 4
over an algebraically closed field of characteristic 0, i.e., a complete intersection of two quadrics
in P(V6) = P
5. By [Kuz06] we have a semiorthogonal decomposition
(9.3.1) Db(X) = 〈Db(Γ),O ,O(1)〉,
where Γ is a curve of genus 2. We will remind a description of the embedding functor
Φ: Db(Γ)→ Db(X)
below. Meanwhile, recall that O and O(1) are exceptional bundles and that
(9.3.2) H•(X,O(−1)) = 0, H•(X,O) = k, H•(X,O(1)) = V ∨6 .
Recall the following result.
Theorem 9.16 ([Kuz12, Lemma 5.5]). The left adjoint functor Φ∗ : Db(X) → Db(Γ) induces a
noncanonical isomorphism F1(X) ∼= Pic
0(Γ).
Applying Corollary 8.8 we deduce
Corollary 9.17. The Abel–Jacobi map AJ: F1(X) ∼= Alb(F1(X))→ Jac(X) is an isomorphism.
Below we prove an analogue of this result for conics on X .
Theorem 9.18. The Hilbert scheme F2(X) of conics on X is a P
3-bundle over Γ.
We will show that appropriate extensions of ideals of conics in X belong to the component Db(Γ)
of (9.3.1) and correspond to structure sheaves of points in Γ. The proof is analogous to the proof
of Theorem 9.11.
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Lemma 9.19. If C ⊂ X is a conic then
Ext1(IC ,O(−1)) ∼= k.
Let FC be the corresponding nontrivial extension, so that we have an exact sequence
(9.3.3) 0 −→ O(−1) −→ FC −→ O −→ OC −→ 0.
Then FC is a stable vector bundle of rank 2 with c1(FC) = −H. Moreover, FC ∈ 〈O ,O(1)〉
⊥.
Proof. Analogous to the proof of Lemma 9.12. 
Proposition 9.20. If C ⊂ X is a conic then Φ!(FC) ∼= Oy, where y ∈ Γ.
Proof. Analogous to the proof of Proposition 9.13 with exact sequence
(9.3.4) 0 −→ Ey −→ O
⊕4 −→ O(1)⊕4 −→ Ey(1) −→ 0
used instead of (9.2.4). 
This proposition already proves that the functor Φ! induces a morphism F2(X)→ Γ. It remains
to identify it with a P3-bundle.
Lemma 9.21. The object Φ∗(O(−1)) is a vector bundle of rank 4 on Γ.
Proof. Analogous to the proof of Lemma 9.14. 
A combination of the above results proves Theorem 9.18 along the lines of the proof of Theo-
rem 9.11.
Of course, the isomorphism F2(X) and a P
3-bundle over Γ can be established geometrically
(see, e.g., [KPS18, Proposition 2.3.8(ii)]). However, the above argument gives a categorical flavor
to this isomorphism, and also allows to apply Corollary 8.9 and deduce the following
Corollary 9.22. The Abel–Jacobi map AJ: Pic0(Γ) ∼= Alb(F2(X))→ Jac(X) is an isomorphism
of principally polarized abelian varieties.
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