Universal Bell Correlations Do Not Exist by Graham, Cole A. & Hoza, William M.
ar
X
iv
:1
61
2.
05
68
0v
1 
 [q
ua
nt-
ph
]  
16
 D
ec
 20
16
Universal Bell Correlations Do Not Exist
Cole A. Graham∗ William M. Hoza†
November 9, 2018
Abstract
We prove that there is no finite-alphabet nonlocal box that generates exactly those corre-
lations that can be generated using a maximally entangled pair of qubits. More generally, we
prove that if some finite-alphabet nonlocal box is strong enough to simulate arbitrary local pro-
jective measurements of a maximally entangled pair of qubits, then that nonlocal box cannot
itself be simulated using any finite amount of entanglement. We also give a quantitative version
of this theorem for approximate simulations, along with a corresponding upper bound.
1 Introduction
A correlation box is a conceptual tool for reasoning about nonlocality:
Definition 1. A (discrete, bipartite) correlation box is a map
Cor : X × Y → {D : D is a probability distribution over A×B},
where X,Y,A,B are countable (finite or countably infinite) alphabets. We will abuse notation and
write Cor : X × Y → A×B.
Think of a correlation box Cor as a kind of “channel” through which two separated parties, Alice
and Bob, can interact. Alice chooses x ∈ X and Bob chooses y ∈ Y . A sample (a, b) is drawn from
Cor(x, y), and Alice is given a and Bob is given b. The canonical example is the Popescu-Rohrlich
box PR : {0, 1} × {0, 1} → {0, 1} × {0, 1}, which is defined [KT85, PR94] by
PR(x, y)
def
=
{
(0, xy) with probability 1/2
(1, 1 − xy) with probability 1/2.
Observe that PR boxes cannot be used to communicate, since the marginal distributions of a and
b are uniform regardless of x and y. But PR is a nonlocal box, i.e. given access to a PR box, Alice
and Bob can perform tasks that would be impossible if they were isolated (even if they had shared
randomness). The standard example is winning the CHSH game [CHSH69] with certainty.
Qualitatively speaking, quantum entanglement is like a PR box : it can be used to generate
nonlocal correlations, but it cannot be used to communicate. Unfortunately, entanglement is not
quantitatively equivalent to a PR box; the Tsierelson bound [Cir80] implies that there is no quantum
strategy for the CHSH game that wins with probability more than about 85%. In this work, we
show that there is no finite-alphabet correlation box that has exactly the same power as quantum
entanglement.
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1.1 Distributed sampling complexity classes
We can think of a correlation box as a distributed sampling problem [DLR05]: the problem of
simulating the box. That is, Alice is given x ∈ X and Bob is given y ∈ Y . Alice is supposed to
output a ∈ A and Bob is supposed to output b ∈ B such that (a, b) ∼ Cor(x, y).
We define SR to be the class of all correlation boxes that can be simulated if Alice and Bob
have unlimited shared randomness (but are otherwise isolated). We define Q to be the class of all
correlation boxes that can be simulated if Alice and Bob have unlimited shared randomness and
an arbitrary but finite amount of entanglement. Clearly, SR ⊆ Q. Bell’s theorem [Bel64] can be
interpreted as stating that SR 6= Q.
For an upper bound on Q, say that a correlation box Cor is non-signaling if the marginal
distribution of a depends only on x and the marginal distribution of b depends only on y, where
(a, b) ∼ Cor(x, y). Let NS be the class of all non-signaling correlation boxes. In this notation,
the no-communication theorem states that Q ⊆ NS. The PR box shows that Q 6= NS. So to
summarize, we have the proper inclusions SR $ Q $ NS.
1.2 Our results
We define BELL to be the class of all correlation boxes that can be simulated if Alice and Bob
have unlimited shared randomness, each holds one of a pair of maximally entangled qubits, and
they are only allowed to make projective measurements. Understanding BELL is a good first step
toward understanding Q.
Many previous results about simulating Bell correlations can be understood as reductions be-
tween correlation boxes. A k-query reduction from Cor1 to Cor2 is a protocol for simulating Cor1
in which Alice and Bob have unlimited shared randomness and k copies of Cor2. (Taking a cue
from quantum mechanics, we think of each correlation box as “single use only”.) We will simply
say that Cor1 reduces to Cor2 if there is a k-query reduction from Cor1 to Cor2 for some k. (See
Section 2.2 for details.) We say that Cor : X × Y → A ×B is binary if X = Y = A = B = {0, 1}.
Our main result:
Theorem 1. Suppose Cor ∈ Q has countable input alphabets and finite output alphabets. Then
there is some binary correlation box in BELL that does not reduce to Cor.
As usual, we say that Cor is C-hard if every correlation box in C reduces to Cor. We say that
Cor is C-complete if Cor is C-hard and Cor ∈ C.
Corollary 1. There does not exist a finite-alphabet BELL-complete correlation box.
Corollary 2. There does not exist a finite-alphabet Q-complete correlation box.
Our result can be thought of as “bad news” for the project of understanding BELL. We also
give a quantitative version of our result for approximate simulations. An ε-error reduction is defined
like an ordinary reduction except that we allow ε total variation error.
Theorem 2. Suppose Cor2 : X × Y → A×B is a finite-alphabet correlation box in Q. Then there
exists a binary correlation box Cor1 ∈ BELL such that for every k, if there is a k-query ε-error
reduction from Cor1 to Cor2, then
k4 · (2|X|)4|A|k · (2|Y |)4|B|k ≥ Ω(1/ε).
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Figure 1: Our result implies that the shaded region does not contain any finite-alphabet correlation
boxes.
Conversely, for any ε > 0, we give a simple construction of Cor : [T ] × [T ] → {0, 1} × {0, 1}
with T ≤ O(1/ε2) such that Cor ∈ BELL and every correlation box in BELL reduces to Cor via
a 1-query ε-error reduction. Notice that for |A| = |B| = 2, k = 1, Theorem 2 implies that |X| · |Y |
must be at least 1/εΩ(1). On the other hand, when |A|, |B|, k are large, our lower bound might be
very far from tight.
1.3 Related work
A long line of work [Mau92, BCT99, Ste00, CGM00, Csi02, Coa02, BT03, TB03] investigated the
problem of simulating Bell correlations using classical communication, culminating in a theorem by
Toner and Bacon [TB03] that states that BELL can be simulated using shared randomness and a
single classical bit of one-way communication. This result should be thought of as giving an upper
bound on the power of BELL. Obviously it is a loose upper bound, since BELL ⊆ NS.
Cerf et al. [CGMP05] improved on the Toner-Bacon theorem by showing that instead of a bit
of communication, it suffices to have a single PR box. In our terminology, Cerf et al. showed that
PR is BELL-hard with respect to 1-query reductions. Part of what makes this result so appealing
is that PR has finite alphabets, making it an extremely explicit upper bound on BELL. (Similarly
with the Toner-Bacon theorem before it.)
It is natural to hope to push even further and replace PR with some finite-alphabet correlation
box in Q. Our results dash this hope, even for the special case of simulating binary correlation
boxes in BELL.
In another direction, several works [BP05, BLM+05, DGH+07, BBL+06, FWW09, BS09, vD13]
have investigated the power of correlation boxes in their own right, apart from quantum entangle-
ment. Two such works are particularly relevant to the present paper. First, Barrett and Pironio
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showed [BP05] that every correlation box inNS with binary output alphabets reduces to PR. Our re-
sult shows that there is no corresponding phenomenon for BELL. Second, Dupuis et al. [DGH+07]
showed that no finite-alphabet correlation box is NS-complete. Our result can be thought of as a
“scaled down” version of this second result.
1.4 Proof overview
The biased CHSH game is a variant of the well-studied CHSH game. In the biased game, Alice
and Bob’s input bits are not uniformly distributed. We will consider the case that their inputs are
independent, Alice’s is uniform, and Bob’s has bias p ∈ [1/2, 1]. Alice and Bob know p, i.e. their
strategy may depend on p. (See Section 3.1 for details.) We use a result by Lawson, Linden, and
Popescu [LLP10] that states that the optimal quantum strategy for the biased CHSH game can be
implemented in BELL and wins with probability 12 +
1
2
√
p2 + (1− p)2. Throughout this paper, we
will let ω : R→ R denote this optimal success probability:
ω(p)
def
=
1
2
+
1
2
√
p2 + (1− p)2.
To prove Theorem 1, fix Cor : X × Y → A × B. Assume Cor is BELL-hard; then for any p,
there is some strategy for playing the biased CHSH game using finitely many copies of Cor that
wins with probability ω(p). We can fix the shared randomness of the strategy without decreasing
the probability of winning. Assume that Cor ∈ Q; then fixing the shared randomness must not
have increased the probability of winning. So the probability of winning is still exactly ω(p).
But it is easy to show that for any deterministic strategy, the probability of winning is some
affine function of p. If X,Y are countable and A,B are finite, there are only countably many
deterministic strategies, and hence there are only countably many affine functions floating around.
There must be some point p where ω(p) disagrees with all of these affine functions, a contradiction.
To prove our quantitative lower bound (Theorem 2), we extend the preceding argument by
analyzing the distance between ω and any affine function at a randomly chosen point p.
1.5 Outline of this paper
In Section 2, we provide more detailed definitions of SR,BELL,Q and of our reduction model. In
Section 3, we prove our main, negative results. In Section 4, we derive a simple consequence of
our main result: there is an infinite chain of harder and harder finite-alphabet correlation boxes in
BELL. In Section 5, we present our simple positive result. Finally, in Section 6, we list some open
problems.
2 Preliminaries
2.1 Quantum and classical simulations
In this section, we give the technical definitions of SR,BELL,Q. The reader who feels that these
classes are intuitively clear may feel free to skip this section.
Suppose D is a probability distribution over a class C of correlation boxes X × Y → A × B.
Then D induces a single correlation box CorD : X × Y → A×B defined by
Pr[CorD(x, y) = (a, b)] = E
Cor∼D
[Pr[Cor(x, y) = (a, b)]]. (1)
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(Intuitively, D models shared randomness. The distribution CorD(x, y) is determined by sampling
Cor from D and then using “fresh randomness” to sample (a, b) from Cor(x, y).)
Suppose C is a class of correlation boxes. We say that C is closed under convex combinations
if for every X,Y,A,B, for every distribution D over correlation boxes X × Y → A × B in C, the
box CorD is also in C.
Definition 2. We define SR to be the closure under convex combinations of the class of correlation
boxes of the form Cor(x, y) = (f(x), g(y)), where f, g are (deterministic) functions.
Definition 3. We define BELL to be the closure under convex combinations of the class of
correlation boxes Cor : X × Y → A×B of the following form. For each x ∈ X, y ∈ Y , let Ux, Vy be
associated 2× 2 unitary matrices. Define binary random variables Sx,y, Tx,y by
Pr[(Sx,y, Tx,y) = (s, t)] = | 〈st|Ux ⊗ Vy|φ〉 |2,
where |φ〉 = 1√
2
(|00〉 + |11〉). Let Cor(x, y) = (f(Sx,y), g(Tx,y)), where f, g are (deterministic)
functions.
Definition 4. We define Q to be the closure under convex combinations of the class of correlation
boxes Cor : X ×Y → A×B of the following form. Let ρ be a bipartite mixed state on Cn⊗Cm for
some finite n,m. For each x ∈ X, y ∈ Y , let {Aax}a∈A, {Bby}b∈B be associated POVMs, where each
Aax acts on C
n and each Bby acts on C
m. The output distribution Cor(x, y) is defined by measuring
ρ using the POVMs associated with x and y:
Pr[Cor(x, y) = (a, b)] = Tr((Aax ⊗Bby)ρ).
Notice that Definition 4 allows for a Q protocol in which the shared quantum state ρ is picked at
random from some distribution over bipartite quantum states with finite Hilbert space dimensions.
2.2 Details of the reduction model
Let Cor2 : X2 × Y2 → A2 × B2 be a correlation box. In a deterministic k-query Cor2-protocol
Π : X1 × Y1 → A1 × B1, Alice receives as input x ∈ X1 and Bob receives y ∈ Y1. The players
make exactly k queries (x1, y1), . . . , (xk, yk) and get exactly k responses (a1, b1), . . . , (ak, bk), where
each xi ∈ X2, yi ∈ Y2, ai ∈ A2, bi ∈ B2. The queries may be chosen adaptively, i.e. xi can be any
deterministic function of x, a1, . . . , ai−1 and yi can be any deterministic function of y, b1, . . . , bi−1.
The distribution of the responses is given by
Pr[(a1, b1), . . . , (ak, bk)] =
k∏
i=1
Pr[Cor2(xi, yi) = (ai, bi)],
where (xi, yi) is the ith query made by Π when Alice and Bob see (a1, b1), . . . , (ai−1, bi−1) as the
first i − 1 responses. At the end, Alice gives an output a ∈ A1 and Bob gives an output b ∈ B1.
Here, a is a deterministic function of x, a1, . . . , ak and b is a deterministic function of y, b1, . . . , bk.
The distribution of (a, b) as a function of (x, y) defines a correlation box Cor1 : X1×Y1 → A1×B1;
we say that Π is a deterministic k-query reduction from Cor1 to Cor2.
A randomized k-query Cor2-protocol Π : X1×Y1 → A1×B1 is a probability distribution D over
deterministic k-query Cor2-protocols Π
′ : X1×Y1 → A1×B1. (This models “shared randomness”.)
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This distribution induces a probability distribution D′ over correlation boxes X1 × Y1 → A1 × B1.
Let Cor1 = CorD′ , as defined in Equation 1. We say that Π is a (randomized) k-query reduction
from Cor1 to Cor2.
Suppose Cor1,Cor
′
1 are two correlation boxes on the same alphabets. We say that Cor1 is ε-close
to Cor′1 if for every x, y, the distributions Cor1(x, y), Cor
′
1(x, y) are ε-close in total variation distance.
An ε-error reduction from Cor1 to Cor2 is a reduction from Cor
′
1 to Cor2 for some Cor
′
1 that is ε-close
to Cor1.
2.3 Closure
Lemma 1. Suppose Cor1 reduces to Cor2 ∈ Q. Then Cor1 ∈ Q.
Proof sketch. Say the reduction makes k queries. The protocol witnessing Cor2 ∈ Q defines a
probability distribution over bipartite quantum states. To simulate Cor1, Alice and Bob share
ρ1 ⊗ · · · ⊗ ρk, where the ρis are drawn independently at random from that distribution. They run
the reduction, using ρi to simulate the ith query.
We remark that SR and NS are also easily seen to be closed under reductions; BELL is closed
under 1-query reductions.
3 Negative results
3.1 The biased CHSH game
For real numbers p, q ∈ [0, 1], the biased CHSH game CHSH[p, q] is a nonlocal game defined as
follows [LLP10]: The referee picks x, y ∈ {0, 1} independently at random, with Pr[x = 1] = p,
Pr[y = 1] = q. Alice gets x and Bob gets y. Alice outputs a ∈ {0, 1} and Bob outputs b ∈ {0, 1}.
The win condition is that a + b = xy (mod 2). The standard CHSH game [CHSH69] is the case
p = q = 12 .
We can think of a correlation box Cor : {0, 1} × {0, 1} → {0, 1} × {0, 1} as a strategy for the
biased CHSH game. The probability that Cor wins CHSH[p, q] is just the probability that a+b = xy
(mod 2), where (a, b) = Cor(x, y) and the probability is over both the internal randomness of Cor
and the inputs x, y. (The inputs (x, y) are independent of the internal randomness of Cor.)
Lawson et al. showed that like in the ordinary CHSH game, quantum entanglement gives an
advantage in the biased CHSH game, at least in certain parameter regimes:
Lemma 2 ([LLP10]). If 12 ≤ q ≤ 12p ≤ 1, then there exists a binary-alphabet correlation box
Sp,q ∈ BELL that wins CHSH[p, q] with probability 12 + 12
√
2
√
q2 + (1− q)2
√
p2 + (1− p)2.
Conversely, Lawson et al. also showed that Lemma 2 is optimal:
Lemma 3 ([LLP10]). Suppose 12 ≤ q ≤ 12p ≤ 1 and Cor ∈ Q. Then Cor wins CHSH[p, q] with
probability at most 12 +
1
2
√
2
√
q2 + (1− q)2
√
p2 + (1− p)2.
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3.2 Reductions imply affine approximations
Lemma 4. Suppose Cor : X × Y → A × B is a correlation box in Q, and fix k ∈ N. For each
p ∈ [1/2, 1], let Sp,1/2 be the box of Lemma 2. There is some set LCor,k of affine functions R → R
such that:
1. For every p ∈ [1/2, 1] and every ε > 0, if there exists a k-query ε-error reduction from Sp,1/2
to Cor, then there exists ℓ ∈ LCor,k such that |ℓ(p)− ω(p)| ≤ ε.
2. If X,Y,A,B are all finite, then
|LCor,k| ≤ (2|X|)2|A|k · (2|Y |)2|B|k .
If X,Y are countable and A,B are finite, then LCor,k is countable.
Proof. For a deterministic Cor-protocol Π, let ℓΠ(p) be the probability that Π wins CHSH[p, 1/2].
Then ℓΠ is an affine function, since it is just
1− p
2
P00 +
p
2
P10 +
1− p
2
P01 +
p
2
P11,
where Pxy is the probability that a+ b = xy (mod 2) where (a, b) = Π(x, y). Let LCor,k be the set
of all ℓΠ.
To prove the first item, let Π be a k-query ε-reduction from Sp,1/2 to Cor. Recall that Π
is a distribution over deterministic Cor-protocols Π′. Let g(Π′) be the probability that Π′ wins
CHSH[p, 1/2]. By the correctness of the reduction, we know that∣∣∣∣ EΠ′∼Π[g(Π′)]− ω(p)
∣∣∣∣ ≤ ε.
The best case is at least as good as the average case, so there exists a deterministic Cor-protocol
Π′∗ such that g(Π′∗) ≥ ω(p) − ε. Since Cor ∈ Q, by Lemma 1, Π′∗ implements a correlation box in
Q. Therefore, by Lemma 3, g(Π′∗) ≤ ω(p). Therefore, |g(Π′∗) − ω(p)| ≤ ε. By the construction of
LCor,k, there is some ℓ ∈ LCor,k such that g(Π′∗) = ℓ(p), and hence |ℓ(p)− ω(p)| ≤ ε.
To prove the second item, we bound the cardinality of LCor,k simply by bounding the number
of deterministic k-query Cor-protocols. Such a protocol can be specified by:
• Functions qi : {0, 1} × Ai−1 → X for each 1 ≤ i ≤ k, telling the ith query that Alice makes
as a function of her input and the query responses she has seen so far.
• Corresponding functions ri : {0, 1} ×Bi−1 → Y for Bob.
• A function s : {0, 1} × Ak → {0, 1}, telling the output Alice gives as a function of her input
and all query responses.
• A corresponding function t : {0, 1} ×Bk → {0, 1} for Bob.
If X,Y are countable and A,B are finite, then there are only countably many possibilities for each
of these functions, so there are countably many such protocols. Suppose now that X,Y,A,B are
all finite and |A|, |B| ≥ 2. The number of possible functions qi is |X|2|A|i−1 , and similarly for ri.
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The number of possible functions s is 22|A|k , and similarly for t. Therefore, the number of affine
functions is bounded by(
k∏
i=1
|X|2|A|i−1
)(
k∏
i=1
|Y |2|B|i−1
)
· 22|A|k · 22|B|k = |X|2
∑
i
|A|i−1 · |Y |2
∑
i
|B|i−1 · 22|A|k · 22|B|k
≤ |X|2|A|k · |Y |2|B|k · 22|A|k · 22|B|k
= (2|X|)2|A|k · (2|Y |)2|B|k .
Finally, if A is a singleton set, the step above where we bounded the geometric series
∑
i |A|i−1 by
|A|k was not valid, but in this case the functions qi do not need to be specified anyway, so the final
bound still holds. Similarly if B is a singleton set.
3.3 Lower bounds on the error of affine approximations
For our qualitative negative result (Theorem 1), the following trivial fact is sufficient.
Lemma 5. Suppose L is a countable set of affine functions R→ R. Then there is some p ∈ [1/2, 1]
such that for every ℓ ∈ L, ℓ(p) 6= ω(p).
Proof. Suppose that some value of p satisfies ℓ(p) = ω(p), where ℓ ∈ L. Rearranging, we find that
p2 + (1− p)2 = r(p)2, (2)
where r(p) is another affine function. The quadratic expression on the left hand side of Equation 2
has a nonzero discriminant of −4. Therefore, Equation 2 must not be an identity, and hence it has
at most two solutions p. So each ℓ ∈ L intersects ω at most twice, and hence L intersects ω in at
most countably many places.
For our quantitative negative result (Theorem 2), we need to lower bound the error of any
approximation of ω by affine functions.
Lemma 6. Pick p ∈ [1/2, 1] uniformly at random. Then for any affine function ℓ : R → R and
any ε > 0,
Pr [|ℓ(p)− ω(p)| ≤ ε] ≤ O(√ε).
Proof. Let I = [1/2, 1]. We first compute
ω′′(x) =
1
2
[x2 + (1− x)2]−3/2 = 1
2
[
2
(
x− 1
2
)2
+
1
2
]−3/2
≥ 1
2
on I. (3)
Hence ω is uniformly convex on I.
Without loss of generality we can assume that the graph of ℓ intersects the graph of ω twice
(with a point of tangency counted as a double intersection). After all, if ℓ < ω on I, translate ℓ
up until the first moment of equality with ω, thus decreasing the pointwise error between ℓ and ω
at every x ∈ I. If ℓ is then tangent to ω, we are done. Otherwise, ℓ intersects ω at an endpoint,
so rotate ℓ up about this point until it is tangent to ω (no other intersections occur because ω is
uniformly convex). Pointwise errors do not increase under this rotation, so the entire transformation
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only increases the probability in the lemma statement. Similar considerations hold if initially ℓ > ω
or ℓ intersects ω at one point. Thus we may assume that ℓ linearly interpolates ω.
Suppose ℓ interpolates ω at the (potentially coincident) points x1, x2 ∈ I. We now claim that
for all x ∈ I, there exists ξx ∈ I such that
ω(x)− ℓ(x) = ω
′′(ξx)
2
(x− x1)(x− x2). (4)
This follows from a standard argument in interpolation theory; we include the details here for
completeness. If x = x1 or x = x2, Equation 4 is trivial, since both sides are zero. Otherwise, let
φx(t) = ω(t) − ℓ(t) − (ω(x) − ℓ(x)) · (t−x1)(t−x2)(x−x1)(x−x2) . Then φx is zero at x, x1, and x2. By Rolle’s
theorem, this implies that φ′x has at least two zeroes in I (actually Rolle’s theorem only gives one
zero if x1 = x2, but in this case x1 = x2 is another zero of φ
′
x, so either way φ
′
x has two distinct
zeroes in I). By another application of Rolle’s theorem, there is some ξx ∈ I such that φ′′x(ξx) = 0.
Equation 4 follows.
By Equation 3,
|ω(x)− ℓ(x)| ≥ 1
4
|x− x1||x− x2|.
In particular, when min{|x − x1|, |x − x2|} > 2
√
ε, |ω(x) − ℓ(x)| > ε. The probability that p is
within 2
√
ε of either x1 or x2 is O(
√
ε) by the union bound.
3.4 Proofs of main results
Proof of Theorem 1. Fix Cor : X × Y → A × B, where X,Y are countable, A,B are finite, and
Cor ∈ Q. We will show that there is some choice of p so that there is no reduction from Sp,1/2 to
Cor; since Sp,1/2 is a binary correlation box in BELL, this will complete the proof.
For each k ∈ N, let LCor,k be the set of affine functions given by Lemma 4. The alphabet
bounds for Cor imply that LCor,k is countable. Let L =
⋃
k∈N LCor,k, so that L is still countable.
By Lemma 5, choose p ∈ [1/2, 1] so that for every ℓ ∈ L, ℓ(p) 6= ω(p). Then Sp,1/2 does not reduce
to Cor, because if there were a k-query (0-error) reduction for some k, Lemma 4 would imply that
there was some ℓ ∈ L with ℓ(p) = ω(p).
Proof of Theorem 2. Fix Cor2 : X × Y → A × B, where X,Y,A,B are finite and Cor2 ∈ Q. Let
LCor2,k be the set of affine functions given by Lemma 4. Pick p ∈ [1/2, 1] uniformly at random.
By Lemma 6 and the union bound, for any εk > 0, the probability that some ℓ ∈ LCor2,k satisfies
|ℓ(p)− ω(p)| ≤ εk is at most O(√εk · |LCor2,k|). Therefore, by the union bound over k,
Pr[∃k,∃ℓ ∈ LCor2,k, |ℓ(p)− ω(p)| ≤ εk] ≤ O
( ∞∑
k=1
√
εk · |LCor2,k|
)
. (5)
Choose εk so that
√
εk · |LCor2,k| = c/k2, where c is a sufficiently small constant so that the bound
in Equation 5 is strictly less than 1. (Such a c exists because
∑
k 1/k
2 is a convergent series.) This
can be achieved while maintaining
εk ≥ Ω
(
1
k4|LCor2,k|2
)
,
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which implies by Lemma 4 that
k4 · (2|X|)4|A|k · (2|Y |)4|B|k ≥ Ω(1/εk).
By our choice of εk, there exists some p so that for every k, for every ℓ ∈ LCor2,k, |ℓ(p)−ω(p)| > εk.
Choose Cor1 = Sp,1/2. By Lemma 4, if there is a k-query ε-error reduction from Cor1 to Cor2, then
ε > εk.
4 There’s always a harder box
The proofs of our main results are done. In this section, we make a simple observation that follows
easily from our negative results. Define a preorder on correlation boxes by saying that Cor ≤ Cor′
if there is a reduction from Cor to Cor′. Write Cor < Cor′ if Cor ≤ Cor′ and Cor′ 6≤ Cor.
Theorem 3. For any finite-alphabet correlation box Cor ∈ BELL, there is another finite-alphabet
correlation box Cor′ ∈ BELL such that Cor < Cor′.
Proof. By Theorem 1, there is a binary correlation box Cor0 ∈ BELL such that Cor0 6≤ Cor. Write
Cor : X × Y → A×B. By relabeling if necessary, we can assume that 0, 1 6∈ X,Y . Define
Cor
′ : (X ∪ {0, 1}) × (Y ∪ {0, 1}) → (A ∪ {0, 1}) × (B ∪ {0, 1})
by the following BELL algorithm:
• If x ∈ X, then Alice does what she would have done in the protocol witnessing Cor ∈ BELL.
Otherwise, if x ∈ {0, 1}, she does what she would have done in the protocol witnessing
Cor0 ∈ BELL.
• Bob acts similarly.
By construction:
• If x ∈ X, y ∈ Y , then Cor′(x, y) ∼ Cor(x, y). This immediately implies that Cor ≤ Cor′.
• If x, y ∈ {0, 1}, then Cor′(x, y) ∼ Cor0(x, y). This immediately implies that Cor0 ≤ Cor′, and
hence by transitivity Cor′ 6≤ Cor.
(Notice that if x ∈ X, y ∈ {0, 1}, the distribution Cor′(x, y) has no clear interpretation, but that
doesn’t matter for us. Similarly with the case x ∈ {0, 1}, y ∈ Y .)
5 Positive results
We now show how to construct a finite-alphabet correlation box that is approximately complete for
BELL. The construction is simple, and just consists of an appropriate discretization of the Bloch
sphere [Blo46].
Theorem 4. For every ε > 0, there exists Cor2 : [T ]× [T ]→ {0, 1}×{0, 1} with T ≤ O(1/ε2) such
that Cor2 ∈ BELL, and for every Cor1 ∈ BELL, there is a 1-query ε-error reduction from Cor1 to
Cor2.
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Proof. Let c1, c2, . . . , cT ∈ R3 be points on the unit sphere such that every point on the unit sphere
is within ε of some ci in ℓ2 distance. Such a collection of points exists with T ≤ O(1/ε2). We define
Cor2 by the following algorithm, simultaneously showing that Cor2 ∈ BELL: Alice and Bob share
a pair of qubits in the state |φ〉 def= |01〉−|10〉√
2
. (This can be obtained by applying local operations to
|00〉+|11〉√
2
.) On inputs i, j:
1. Alice finds a unitary matrix U such that U−1 |1〉 is represented by the point ci on the Bloch
sphere. She applies U to her qubit, measures in the computational basis, and outputs the
observed bit.
2. Bob finds a unitary matrix V such that V −1 |1〉 is represented by the point cj on the Bloch
sphere. He applies V to his qubit, measures in the computational basis, and outputs the
observed bit.
We now give the reduction. From the definition of BELL, it suffices to show how to approximately
simulate applying some unitary matrix U ⊗ V to |φ〉 and then measuring in the computational
basis, where Alice chooses U and Bob chooses V . To do this, Alice finds ci that is closest to the
Bloch sphere representation of U−1 |1〉 in ℓ2 distance, and Bob finds cj that is closest to the Bloch
sphere representation of V −1 |1〉 in ℓ2 distance. They query Cor2(i, j).
We now prove correctness of this reduction. A curiosity of the state |φ〉 is that for any unitary
V , there is a scalar λ ∈ C such that (V ⊗ V ) |φ〉 = λ |φ〉. Proof:
〈ij|V ⊗ V |φ〉 = 〈i|V |0〉 〈j|V |1〉 − 〈i|V |1〉 〈j|V |0〉√
2
,
and hence 〈00|V ⊗ V |φ〉 = 〈11|V ⊗ V |φ〉 = 0 and 〈01|V ⊗ V |φ〉 = −〈10|V ⊗ V |φ〉.
Therefore, we can write
(U ⊗ V ) |φ〉 = (UV −1 ⊗ I)(V ⊗ V ) |φ〉
= λ(UV −1 ⊗ I) |φ〉
=
λ√
2
((UV −1 |0〉) |1〉 − (UV −1 |1〉) |0〉).
It follows that when (U ⊗ V ) |φ〉 is measured, giving two bits a, b,
Pr[a = b] =
1
2
| 〈1|UV −1|0〉 |2 + 1
2
| 〈0|UV −1|1〉 |2
= 1− | 〈1|UV −1|1〉 |2.
Let x be the Bloch sphere representation of U−1 |1〉, and let y be the Bloch sphere representation
of V −1 |1〉. Then | 〈1|UV −1|1〉 |2 = 12 + 12x · y, where · is the dot product. So Pr[a = b] = 12 − 12x · y.
Let (â, b̂) = Cor(i, j). Then∣∣∣Pr[a = b]− Pr[â = b̂]∣∣∣ = 1
2
|x · y − ci · cj |
≤ 1
2
|x · y − x · cj |+ 1
2
|x · cj − ci · cj |
≤ ε/2 + ε/2.
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Since a, b, â, b̂ all have uniform marginal distributions, it follows that (a, b) and (â, b̂) are ε-close in
total variation distance.
Proposition 1. There exists Cor2 : N×N→ {0, 1}×{0, 1} such that Cor2 ∈ BELL, and for every
Cor1 ∈ BELL and every ε > 0, there is a 1-query ε-error reduction from Cor1 to Cor2.
Proof sketch. Use a countable dense subset of the Bloch sphere.
6 Open problems
• We proved that there is no BELL-complete correlation box with countable input alphabets
and finite output alphabets. Does there exist a BELL-complete correlation box with count-
able alphabets? (Our proof breaks down because there are uncountably many deterministic
reductions to a correlation box with countably infinite output alphabets.)
• Does there exist a minimal BELL-hard finite-alphabet correlation box Cor? (By minimal,
we mean that if Cor′ is another BELL-hard finite-alphabet correlation box, then Cor reduces
to Cor′.)
• What is the right relationship between |X|, |Y |, |A|, |B|, k, ε in Theorem 2?
7 Acknowledgments
We thank Scott Aaronson and Ronald de Wolf for helpful comments and encouragement. This
material is based upon work supported by the National Science Foundation Graduate Research
Fellowship under Grant No. DGE-1610403. Cole Graham gratefully acknowledges the support of
the Fannie and John Hertz Foundation.
References
[BBL+06] G. Brassard, H. Buhrman, N. Linden, A. A. Me´thot, A. Tapp, and F. Unger. Limit
on nonlocality in any world in which communication complexity is not trivial. Physical
Review Letters, 96(25):250401, 2006.
[BCT99] G. Brassard, R. Cleve, and A. Tapp. Cost of exactly simulating quantum entanglement
with classical communication. Physical Review Letters, 83(9):1874, 1999.
[Bel64] J. Bell. On the Einstein Podolsky Rosen paradox. Physics, 1(3):195–200, 1964.
[BLM+05] J. Barrett, N. Linden, S. Massar, S. Pironio, S. Popescu, and D. Roberts. Nonlocal
correlations as an information-theoretic resource. Physical Review A, 71(2):022101,
2005.
[Blo46] F. Bloch. Nuclear induction. Physical review, 70(7-8):460, 1946.
[BP05] J. Barrett and S. Pironio. Popescu-Rohrlich correlations as a unit of nonlocality. Phys-
ical Review Letters, 95(14):140401, 2005.
12
[BS09] N. Brunner and P. Skrzypczyk. Nonlocality distillation and postquantum theories with
trivial communication complexity. Physical Review Letters, 102(16):160403, 2009.
[BT03] D. Bacon and B. F. Toner. Bell inequalities with auxiliary communication. Physical
Review Letters, 90(15):157904, 2003.
[CGM00] N. J. Cerf, N. Gisin, and S. Massar. Classical teleportation of a quantum bit. Physical
Review Letters, 84(11):2521, 2000.
[CGMP05] N. J. Cerf, N. Gisin, S. Massar, and S. Popescu. Simulating maximal quantum entan-
glement without communication. Physical Review Letters, 94(22):220403, 2005.
[CHSH69] J. F. Clauser, M. A. Horne, A. Shimony, and R. A. Holt. Proposed experiment to test
local hidden-variable theories. Physical Review Letters, 23(15):880, 1969.
[Cir80] B. S. Cirel’son. Quantum generalizations of Bell’s inequality. Letters in Mathematical
Physics, 4(2):93–100, 1980.
[Coa02] A. Coates. A quantum measurement scenario which requires exponential classical com-
munication for simulation. arXiv preprint quant-ph/0203112, 2002.
[Csi02] J. Csirik. The cost of exactly simulating a Bell pair using classical communication.
Physical Review A, 66(1):014302, 2002.
[DGH+07] F. Dupuis, N. Gisin, A. Hasidim, A. A. Me´thot, and H. Pilpel. No nonlocal box is
universal. Journal of mathematical physics, 48(8):082107, 2007.
[DLR05] J. Degorre, S. Laplante, and J. Roland. Simulating quantum correlations as a dis-
tributed sampling problem. Physical Review A, 72(6):062314, 2005.
[FWW09] M. Forster, S. Winkler, and S. Wolf. Distilling nonlocality. Physical Review Letters,
102(12):120401, 2009.
[KT85] L. A. Khalfin and B. S. Tsirelson. Quantum and quasi-classical analogs of Bell in-
equalities. In Symposium on the foundations of modern physics, volume 85, page 441.
Singapore: World Scientific, 1985.
[LLP10] T. Lawson, N. Linden, and S. Popescu. Biased nonlocal quantum games. arXiv preprint
arXiv:1011.6245, 2010.
[Mau92] T. Maudlin. Bell’s inequality, information transmission, and prism models. In PSA:
Proceedings of the Biennial Meeting of the Philosophy of Science Association, pages
404–417. JSTOR, 1992.
[PR94] S. Popescu and D. Rohrlich. Quantum nonlocality as an axiom. Foundations of Physics,
24(3):379–385, 1994.
[Ste00] M. Steiner. Towards quantifying non-local information transfer: finite-bit non-locality.
Physics Letters A, 270(5):239–244, 2000.
[TB03] B. F. Toner and D. Bacon. Communication cost of simulating Bell correlations. Physical
Review Letters, 91(18):187904, 2003.
13
[vD13] W. van Dam. Implausible consequences of superstrong nonlocality. Natural Computing,
12(1):9–12, 2013.
14
