General methods and properties for evaluation of continuum limits of discrete time quantum walks in one and two dimensions by Manighalam, Michael
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2021
General methods and properties for
evaluation of continuum limits of





GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
GENERAL METHODS AND PROPERTIES FOR
EVALUATION OF CONTINUUM LIMITS OF DISCRETE




B.S., University of California at Davis, 2014
Submitted in partial fulfillment of the








Mark A. Kon, Ph.D.




Professor of Materials Science and Engineering
The first principle is that you must not fool yourself and you are the easiest
person to fool. R. P. Feynman
iv
Acknowledgments
I would like to thank my advisor Prof. Mark Kon for guiding me and always illumi-
nating important ideas to me. I also thank my collaborator Giuseppe Di Molfetta for
working with me on the 2D+1 paper and referring me to the 9th International Confer-
ence on Quantum Simulation and Quantum Walks in Marseille, at the CIRM. I also
like to thank my committee for taking time to support my scientific development.
I also acknowledge inspiring and lengthy conversations with Tamiro Villazon, and
Pieter W. Claeys, Gabriel Birzu, Chonkit Pun, Pranay Patil, and Parker Kuklinski.
I would also like to thank my brother Matthew for pushing me to think harder
and more critically about science, math, philosophy, and ethics. I would like to thank
my mother Donna for coming along side me when I did not think I had the strength
to press on and for humoring my never-ending what if questions, and I would like
to thank my father Shahram for always emphasizing the importance of question-
ing power, authority, and the status quo, and for instilling in me an unquenchable
curiosity to understand the unknown.
Last and most importantly, I would like to thank my wife Kaitlyn for supporting
me through this venture, for enabling me during the hardest times, and for being my




GENERAL METHODS AND PROPERTIES FOR
EVALUATION OF CONTINUUM LIMITS OF DISCRETE
TIME QUANTUM WALKS IN ONE AND TWO
DIMENSIONS
MICHAEL MANIGHALAM
Boston University, Graduate School of Arts and Sciences, 2021
Major Professor: Mark Kon
Professor of Mathematics and Statistics
ABSTRACT
Models of quantum walks which admit continuous time and continuous spacetime
limits have recently led to quantum simulation schemes for simulating fermions in
relativistic and non relativistic regimes (Di Molfetta and Arrighi, 2020). This work
continues the study of relationships between discrete time quantum walks (DTQW)
and their ostensive continuum counterparts by developing a more general framework
than was done in (Di Molfetta and Arrighi, 2020) to evaluate the continuous time limit
of these discrete quantum systems. Under this framework, we prove two constructive
theorems concerning which internal discrete transitions (“coins”) admit nontrivial
continuum limits in 1D+ 1. We additionally prove that the continuous space limit of
the continuous time limit of the DTQW can only yield massless states which obey the
Dirac equation. We also demonstrate that for general coins the continuous time limit
of the DTQW can be identified with the canonical continuous time quantum walk
(CTQW) when the coin is allowed to transition through the continuum limit process.
Finally, we introduce the Plastic Quantum Walk, or a quantum walk which admits
vi
both continuous time and continuous spacetime limits and, as a novel result, we use
our 1D + 1 results to obtain necessary and sufficient conditions concerning which
DTQWs admit plasticity in 2D+1, showing the resulting Hamiltonians. We consider
coin operators as general 4 parameter unitary matrices, with parameters which are
functions of the lattice step size ε. This dependence on ε encapsulates all functions
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1.1 The Motivation for Quantum Walks
Classical random walks are staple tools for classical computational algorithms and
are used to model physical systems such as Brownian motion. In 1 space dimension,
the classical random walk can be simply thought of as a time evolution process where
a walker sits initialized somewhere on a 1 dimensional discrete line and every time
step flips a coin. If heads the walker moves a single step in the positive direction, and
if tails the walker moves one step in the negative direction. For a visualization, see
figure 1·1.
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Figure 1·1: A particular trajectory of a classical random walk
from (Manouchehri and Wang, 2008)
There are plenty of variations of this walk, such as the drunken walk where the
walker might be probabilistically biased towards one direction than another, but the
general dynamics and properties remain the same for most iterations of the classical
random walk.
Two of the quintessential properties of the classical random walk are that the
probability distribution of the walker at any given location converges to a Gaussian
distribution centered around the starting location and that the spread of the Gaussian
scales with the the square root of the number of steps taken (n). The question of
whether or not there exists a quantum analog of random walks and how the properties
of these two models compare and contrast therefore poses an interesting question. To
date, there have been two main types of quantum walks developed: the discrete time
quantum walk (DTQW) and the continuous time quantum walk (CTQW).
To begin, we will attempt to develop a discrete space time quantum system with
3
time evolution mimicking the classical random walk. Consider a quantum process
with basis states |n〉, n ∈ Z. We perform the following time evolution at each time
step:
|n〉 → a |n− 1〉+ b |n〉+ c |n+ 1〉 . (1.1)
We can interpret this process as a system where, at every time step, the walker moves
in the negative direction with probability |a|
2
a2+b2+c2
, stays in place with probability
|b|2
a2+b2+c2
, and moves in the positive direction with probability |c|
2
a2+b2+c2
. Also, just like
the classical random walk, we need the coefficients to remain the same at all loca-
tions (independent on n). Now we ask the following question pertinent to quantum
evolution: for what values of a, b, and c is this walk unitary? Unfortunately, by the
following theorem this process is not unitary (Meyer, 1996):
Theorem 1.1.1. The transformation in Eq. 1.1 is unitary if and only if one of the
following three conditions is true:
• |a| = 1 with the rest 0
• |b| = 1 with the rest 0
• |c| = 1 with the rest 0
This theorem means the only possible unitary transformations are trivial (always
move left, always move right, or always stay in the same place). A proof of the
theorem can be derived by defining a matrix U for the process and setting UU † =
I. The same problem also appears when defining quantum walks on many other
graphs (Meyer, 1996). To get around this theorem, a quantum walk with an additional
“coin” state has been developed known as the discrete time quantum walk (DTQW),
and a quantum walk with continuous time and discrete space with schrodinger-like
4
evolution using a graph Laplacian has also been developed known as the continuous
time quantum walk (CTQW).
1.2 The Two Types of Quantum Walks
1.2.1 The Discrete Time Quantum Walk
In this section we introduce the discrete time quantum walk. The one dimensional








a random walker’s position and spin (assumed to point left or right). Compared
with the classical probabilistic random walk, this (i) involves an internal (left/right)
spin degree of freedom and (ii) involves quantum probability amplitudes instead of
classical random walk probabilities. The time dynamics are given as
#»
Ψ(x, t+ ∆t) = SC
#»
Ψ(x, t), (1.2)
where the operations S and C (defined below) represent external and internal unitary
operations, respectively, S being an external translation operation and C being an
internal rebalancing of the two spin amplitudes ψR and ψL.













With ∆t and ∆x the time and space intervals for the quantum walk, the full change
5
SC acting in one time iteration ∆t is then:
#»







ψL(x, t)− ψR(x, t)






ψL(x+ ∆x, t)− ψR(x+ ∆x, t)
ψL(x−∆x, t) + ψR(x−∆x, t)
) (1.4)
The unitary time evolution is then:
#»
Ψ(x, t) = (SC)m
#»
Ψ(x, 0), (1.5)
letting m = t
∆t
. We also express this in discrete differential form for the purpose of
forming subsequent continuum limits:
∆t
#»




See figure 1·2 for a visualization of a quantum walk. We will also often represent
the walk in Fourier space and define our discrete Fourier transform convention here.
Let
#»
Ψ̃(k, t) be the Fourier transform of
#»
Ψ(x, t) and x = n∆x for n ∈ Z. We use
the following conventions for the forward and inverse Fourier transforms, for Fourier






















Ψ̃(k, t) ≡ F−1(
#»
Ψ̃). (1.8)
A standard procedure here will be to represent operators in Fourier space as follows:
given an operator O on a function space Y , its Fourier conjugate operator Õ is defined
by Õf̃(k) = F(O(f(x))), with f(x) ∈ Y , so that Õ is the Fourier representation of
O. The operator we will be most commonly representing in Fourier space is the shift
6
Figure 1·2: A visualization of the DTQW, where some nodes in
the graph have higher amplitudes than others from (Manouchehri and
Wang, 2008)
operator S, defined by S̃:
F(S #»Ψ(x, t)) = S̃
#»
Ψ̃(k, t) = eik∆xσz
#»
Ψ̃(k, t), (1.9)
where σz is a Pauli matrix.
Applications
In this section we introduce quantum computing applications of the DTQW. Before
doing so, we first describe three properties of the discrete time quantum walk which
differ from classical walks and can be exploited to design fast quantum algorithms.
These three properties will hold for almost all choices of quantum coins and starting
states (Ambainis et al., 2001; Nayak and Vishwanath, 2000). The first property is
the bimodal distribution of the DTQW compared to the Gaussian distribution of
the classical walk (see figure 1·3). The symmetry of the distribution depends on the
7
Figure 1·3: A classical random walk (dotted) with a Gaussian
distribution. Quantum walk (solid) with more rapid expansion
(quadratically faster than classical) and with large boundaries from
(Manouchehri and Wang, 2008)
quantum coin used in the DTQW, but the bimodal aspect of the distribution remains
for all DTQW. For the second property, consider a quantum walk on a line with nodes
n ∈ Z and with t being the time step of the walk. Then the maximum probability
is reached for |n| ≈ t√
2
, in contrast to the classical walk’s maximum probability
occurring at n ≈ 0 (the number of steps to the left are approximately equal to the
number of steps to the right) and the probability of being more than O(
√
t) steps
from the origin at time t is negligible (Ambainis, 2004). Next, we introduce algorithms
which exploit some aspect of the DTQW to obtain algorithmic speedup.
The first algorithm consists of searching for marked vertices in a Boolean hyper-
cube (Shenvi et al., 2003). In the Boolean hypercube, there are N = 2n vertices vx
indexed by n bit strings, and some of them are marked. An edge between vertices
vx and vy exists if the Boolean strings x and y differ in only one place. Since the
maximum distance between two vertices is n = logN , Grover’s algorithm searches
the Boolean hypercube in O(
√















steps, resulting in no quantum speedup (Benioff, 2000). In d dimensions, the usual
quantum search takes O(N1/2+1/d) steps. The DTQW gave an O(
√
N) speedup for
d ≥ 3 and O(
√
N logN) for d = 2 (Ambainis et al., 2004).
The last type of algorithm is known as Element distinctness. The element distinct-
ness problem is the following: given numbers x1, ..., xN ∈ [M ], are there i, j ∈ [N ]
with i 6= j such that xi = xj (Ambainis, 2004)? Classical element distinctness requires
Ω(N) queries (a full search of all elements) whereas Ambainis (Ambainis, 2003b) de-
veloped an O(N2/3) query quantum algorithm using quantum walks ideas, which is
optimal (Shi, 2002; Ambainis, 2003a).
DTQWs as Universal Quantum Computers
In this section we will introduce a very important application of the DTQW: universal
computation. In particular, we will demonstrate the method by which the DTQW can
be used as a universal quantum computer, as outlined in (Lovett et al., 2010), thereby
making the DTQW a model which can solve any problem a general purpose quantum
computer can solve. The gate set they implement universality with is comprised of
the controlled-not (C-NOT) gate,
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (1.10)

























These gates constitute a universal quantum computational gate set which can im-
plement any quantum computation (Barenco et al., 1995). To construct these gates
using the DTQW, the quantum walk will need to be implemented on a graph with 2
edges to each vertex pair. This is because the only way to propagate the DTQW in
a single direction is by using a specific coin corresponding to the σx operation, which
restricts the graph to vertices of degree two, thereby providing no way to construct
higher degree structures and forcing us to use a double edged wire to accomplish
directional propagation (Lovett et al., 2010). As noted in (Lovett et al., 2010), the
use of the double edged wire to accomplish one direction propagation has its origins
in the connection between the continuous time quantum walk (which only requires a
single edged wire to accomplish universal computation) and the discrete time quan-
tum walk. Ref. (Strauch, 2006) showed that the continuous time limit of the DTQW
on the line is two copies of the CTQW propagating in opposite directions, an idea we
expand upon in this work in section 2.6.2.
Computational basis states are defined as quantum wires, as done in (Childs,
2009) for the CTQW. The gates required for universality are attached to wires and
used to connect them. The computation is represented as a quantum walk on these
structures and wires, and the computation will run from the input (left) to the output
(right). The two edges will also ensure no reflection occurs at a given vertex. The
walker is distributed equally across the two edges and then recombined at the next
10
Figure 1·4: The Grover and shift operations acting on the vertex
from (Lovett et al., 2010). The initial state is shown in section A,
section B shows the state after the Grover coin is applied, and section
C shows the state after the shift operation has occurred.





−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
 . (1.13)
The use of this Grover coin at these vertices also works to achieve perfect state
transfer. The shift operation is then used to move the walker to the next vertex. The
steps of the operation can be seen in figure 1·4.
As an example of what a computation would look like, for the state α |0〉 + β |1〉
(with |α|2 + |β|2 = 1), it would be split equally at the initial vertex across the pairs




(α |0〉a + α |0〉b + β |1〉a + β |1〉b), (1.14)
where the subscript a refers to the top line of each wire and the subscript b refers to
the bottom line, as seen in figure 1·5.




gates, as was done in (Lovett et al., 2010). The C-NOT gate is implemented by
exchanging the wires of the second qubit. See figure 1·6 to see how the second qubit
11
Figure 1·5: The wire used to propagate the DTQW from input (left)
to output (right). The Grover coin in equation 1.13 is used at the
vertices of degree 4.
is flipped but the first qubit remains unchanged.
The phase gate requires a phase to occur for a single wire or computational basis
state, which can only be accomplished while maintaining a single coin operation for
each vertex by adding a phase factor to the vertex. To accomplish this, we add a





Therefore the walker will pick up a phase of eiφ at every vertex of degree 4. Since the
π
8
gate sets a relative phase of π
4
between the |0〉 and |1〉 wires, we set φ = −π
4
and
insert the structure of figure 1·7 at the location where we wish to enact the π
8
gate.








The Grover coin of degree 2 is used without a phase, so the walker passes through
this gate without picking up a phase, thereby having the |1〉 wire picking up a phase
of ei
π
4 relative to the |0〉 wire.
12
Figure 1·6: C-NOT gate implementation from (Lovett et al., 2010).
The first qubit is the control and the second qubit is the target. The
target qubit has its wires interchanged while the control qubit is un-
changed. The dotted lines are wires passing under the solid lines, mean-
ing no interaction between them.
Figure 1·7: The π
8
gate structure from (Lovett et al., 2010). The
degree 2 vertices will use the degree 2 Grover coin from equation 1.16.
13
Figure 1·8: The Hadamard gate from (Lovett et al., 2010). Sections
A and C create a relative phase of i to the |1〉 wire.
The last gate we implement for the universal gate set is the Hadamard gate. As
shown in figure 1·8, sections A and C give a relative phase of i to the |1〉 wire before
and after section B. The desired operation of the G(8) gate is to take in the two inputs
from the |0〉 and |1〉 wires and split them across the outputs uniformly. In (Lovett




0 0 0 0 1 i i −1
0 0 0 0 i 1 −1 i
0 0 0 0 i −1 1 i
0 0 0 0 −1 i i 1
i −1 1 i 0 0 0 0
−1 i i 1 0 0 0 0
1 i i −1 0 0 0 0
i 1 −1 i 0 0 0 0

(1.17)
The origins of this operator come from the combination of the complex Hadamard













G(8) = (Hi ⊗Hi)⊗ σx,
(1.18)
but the top two and bottom two rows of the Hi⊗Hi matrix are rearranged to ensure
the outputs come out in the same order as the input states. This concludes the
implementations of the universal gate set using the discrete time quantum walk.
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Experimental Implementations
In this section we will be introducing some of the experimental implementations of the
DTQW. The first scheme uses ion traps to implement the quantum walk. As explained
in Ref. (Travaglione and Milburn, 2002), using a single 9Be+ ion confined in a coaxial-
resonator radio frequency (RF)-ion trap, the ion is first laser-cooled to the motional
and electronic ground state, |0〉 |↓〉. Then a sequence of four Raman beam pulses are
used to create the state (|α〉 |↓〉+ |−α〉 |↑〉)/
√
2, where |α〉 is a cohoerent state of the
oscillator. The first pulse is a π/2 pulse which creates an equal superposition of |0〉 |↓〉
and |0〉 |↑〉, and then a displacement beam excites the motion correlated only to the
|↑〉 internal state. The third pulse is a π-pulse which swaps the interal states, and
then the displacement beam is again applied. These four pulses effectively perform






followed by a coin shift operation, which
defines the 1D discrete time quantum walk with the Hadamard operator as the coin.
The next experimental implementation of the discrete time quantum walk uses
optical lattices. As explained in Ref. (Dür et al., 2002), two identical optical lattices
trap one of the internal states of a neutral atom. A periodic optical potential with
period d is applied to each lattice by using two counter-propagating traveling waves
with electric fields forming an angle of 2θ. Changing θ results in relative lattice
movements (the trapping potential), which are then used to implement the shift
operation. Subsequent laser pulses are then used to control the internal state of the
atom and thus implement the quantum coin.
The next implementation of the DTQW uses cavity QED. As described in Ref. (Sanders
et al., 2003), a scheme is presented using a microwave cavity with the spatial state
of the walker represented by the state of a single cavity mode, and the state of the
coin represented by the state of a Rydberg atom passing through the cavity. Periodic
sequences of π/2 pulses implement the “coin flipping transformations’.” Between the
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coin flipping transformations, the atom interacts with the cavity field via a Raman
transition to create the shift operation.
The last experimental implementation we will discuss uses optical cavities. As
discussed in Ref. (Knight et al., 2003b), the role of the walker is played by the
frequency of a light field, and the role of the coin is played by another degree of
freedom of the light field, either its spatial path or its polarization state. The shift
operation is applied by a linearly time dependent voltage.
1.2.2 The Continuous Time Quantum Walk
In this section we introduce the continuous time quantum walk (CTQW), intially
defined in Ref. (Farhi and Gutmann, 1998). As explained in Ref. (Ambainis, 2004),
there is no need for a “coin” state in continuous time. Instead, a walk on the line
for the set of states |n〉 for n ∈ Z can be implemented by first defining the following
Hamiltonian
H |n〉 = − |n− 1〉+ 2 |n〉 − |n+ 1〉 . (1.19)
This Hamiltonian is just the discrete graph Laplacian. The time evolution of the
system is then given by the following equation,where t is the time elapsed in the
walk:
|n, t〉 = eiHt |n, 0〉 (1.20)
As an important note, the connection between the DTQW and CTQW is not simply
a continuous time limit, as the DTQW has an additional coin space but the CTQW
does not. As demonstrated in Ref. (Strauch, 2006), the continuous time limit of the
DTQW for a particular choice of coin can be shown to be two copies of the CTQW. We
add on to this result by demonstrating the general relationship between the DTQW
and CTQW for the most general choice of coin in section 2.6.2
16
Figure 1·9: The graph G4 from Ref. (Childs et al., 2003)
Applications
In this section we will detail the most seminal result of the CTQW’s application
to quantum computing, following the description in Ref. (Childs et al., 2003). The
problem to solve is the determination of a property of a graph using only structural
information provide in the form of an oracle. We begin by defining a graph G as a
set of N vertices and a set of edges specifying which pairs of vertices are connected.
Consider a sequence of graphs Gn defined by two balanced binary trees of height n
being connected by mapping the 2n leaves of the left tree to the 2n leaves of the right
tree in the way shown in figure 1·9. As was shown in Ref. (Childs et al., 2002), a
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classical random walk starting at the left root of the graph requires exponentially
many steps in n to reach the right root, whereas the CTQW can traverse Gn in time
linear in n.
While this result introduces an important comparison between the classical ran-
dom walk and quantum random walk, it fails to provide a more important comparison
concerning the performance of classical algorithms versus quantum algorithms. Refs.
(Childs et al., 2003) modified the graph G4 to encompass the latter comparison. To
understand their comparison, we first provide an oracular setting in which the graphs
can be specified so that the graph traversal process can be made precise, as was done
in Refs. (Childs et al., 2003). The vertices are labeled with randomly chosen 2n-bit
strings, and the oracle references the vertices by their labels. Due to the fact that Gn
contains O(2n) vertices, only n+O(1) bits are required to give each vertex a unique
label, but 2n bits for each label are used so that there are exponentially more possible
labels than vertices in the graph. As an input, the oracle takes a 2n-bit string and
outputs the labels of the adjacent vertices if the label inputted corresponds to an ac-
tual vertex in the graph. Also there are two known vertices called the ENTRANCE
and EXIT , which are the left and right root of G4, respectively.
The traversal problem is to find the label of the EXIT given an oracle for the
graph and the name of the ENTRANCE. With the graphs Gn, a classical algorithm
can always be found that is not a random walk which finds the EXIT in polynomial
time. We next outline how to modify the graph so that no classical algorithm can
traverse it in sub-exponential time, but the CTQW can.
We sample a graph G′n randomly from a specific distribution on graphs. The
distribution is defined the following way: the graph is like Gn in that it consists of
two balanced binary trees of height n, but now the leaves are mapped with random
alternating connections between the leaves of the two trees. More specifically, a leaf
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Figure 1·10: An instance of the graph G′4 from Ref. (Childs et al.,
2003)
on the left is chosen at random and is connected to a leaf on the right chosen at
random, and then the latter leaf is connected to a random leaf on the left chosen
randomly among the leaves which do not have connections yet. This mapping is
continued until every leaf has two connections. As an example of such a graph, see
figure 1·10. The seminal finding obtained in Refs. (Childs et al., 2003) consist of two
results:
1. There are no sub-exponential time classical algorithms which can find the EXIT
given the entrance and a typical oracle with non-negligible probability
2. The CTQW takes O(n2) steps to find the EXIT given the entrance and a
19
typical oracle.
This result is important because it applies to the question of quantum supremacy (a
longstanding question in the field of quantum computation) by showing a quantum
algorithm’s supremacy over all all classical algorithms, although the problem solved
is a bit contrived in that it is not apparent whether searching the graph G′n has any
useful application in the real world.
CTQWs as Universal Quantum Computers
In this section we will discuss universal computation via the CTQW, a very important
application of the CTQW. We will be following the work developed in (Childs, 2009).
To begin, we consider an infinite line of vertices, each corresponding to a computa-
tional basis state |x〉 with x ∈ Z. We connect vertices x and x ± 1. The states
∣∣∣k̃〉
are momentum states with 〈
x
∣∣∣k̃〉 = eikx (1.21)




Now consider an any finite graph G.
Experimental Implementations
In this section we will be introducing the main experimental implementation of the
CTQW. As described in Ref. (Du et al., 2003), a CTQW was implemented using
a two qubit NMR quantum computer. The computer uses a sample of Carbon-13
labeled chloroform in d6 acetone. When a magnetic field is present, the two spin
states of 1H and 13C nuclei in the molecule can be described as four nodes of two
qubits. The radio frequency fields and spin-spin coupling constant are then used to
implement the discrete Laplacian from equation 1.19, and then the time evolution of
the system will obey the CTQW time evolution in equation 1.20.
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1.3 Using DTQWs as fermions of LGT
In this section we will be introducing lattice gauge theory (LGT) and its relation to
the DTQW. We will be following closely the work of Ref. (Arnault et al., 2019). In
Ref. (Arnault et al., 2019), DTQWs are used to time discretize fermionic models of
continuous-time lattice gauge theory (i.e. digitize). The reward for using DTQWs
instead of the usual naive Dirac equation discretization with Wilson terms is that in
the former, the resulting discrete time dynamics are not only manifestly unitary, but
they are ultralocal, i.e. the state of the walker at a time j+ 1 ∈ N and position p ∈ Z
is determined only by the state of the walker at time j within a certain bounded
spatial neighborhood around p. A consequence of ultralocality is that it preserves
the existence of a maximum speed, i.e. that a particle’s speed is upper bounded,
as in standard relativistic quantum field theories. This makes the DTQW a natural
candidate for discretizing relativistic QFTs. Additionally, the DTQW does not suffer
fermion doubling, an idea which we will introduce in this section. However, due to
Meyer’s 1996 no-go result stating that no nontrivial scalar quantum cellular automa-
ton can be translationally invariant in Ref. (Meyer, 1996), the resulting discrete time
dynamics of the DTQW discretization are not translationally invariant. In contrast
to this DTQW method, unitarity can be proven in certain other cases, such as the
(1+1)D Wilson LGT model in Ref. (Creutz, 1977) or the staggared LGT models in
Euclidean discrete time in Ref. (Sharatchandra et al., 1981), but generalizing these
models to higher dimensions and flavor number can make ensuring unitarity difficult
(see Ref. (Smit, 1991)). On the other hand, the DTQW discretization method is
manifestly unitary.
Now we will introduce a standard idea from LGT, which is the discretization of
the Dirac equation, as per Ref. (Arnault et al., 2019). We present the Dirac equation
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in (1+1)D:
i∂tΨ = H0(−i∂x)Ψ, (1.22)
where Ψ is a two component wave function Ψ(x, t) = 〈x|Ψ(t)〉 = (ψL(x, t), ψR(x, t))>,
and H0 is the free Dirac Hamiltonian H0(−i∂x) = α1(−i∂x) +mα0, with mass m and
alpha matrices α0 = σ3 and α1 = σ1, where σn is the nth Pauli sigma matrix. Now
we introduce a 1D spatial lattice (xp = pa), with p ∈ Z and lattice spacing a. To
obtain the so-called naive spatial discretization of the Dirac equation, ∂x is replaced
by a symmetrice finite difference:
iΨ̇(x, t) = α1[−i(Ψ(x+ a, t)−Ψ(x− a, t))/(2a)] +mα0Ψ(x, t).
The problem with this method is that it suffers from fermion-doubling, which occurs
due to the use of finite differences over two lattice spacings rather than a single lattice
spacing (see Ref. (Rothe, 1992)). When asymmetric finite differences are used instead
of symmetric ones to combat this problem, Hermiticity of the Hamiltonian is broken,
leading to renormalization issues. However, there is a way to preserve Hermiticity
while using asymmetric finite differences, and this involves using a left (right) finite
difference in the upper (lower) component of the Dirac wave function, as described in









(ψLp+1 − ψLp ) +mψRp .
(1.23)
Note that such a term is translationally invariant.
To get around the problem of fermion doubling while sticking to naive discretiza-
tion instead of using asymetric finite differences like the left-right Hamiltonian does,
Wilson fermions can be added to the Dirac equation, which have the effect on the
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dispersion relation of raising the energy on the edges of the Brillouin zone to remove
unwanted extra poles in the propagator, which correspond to the unwanted particles
in the theory. Now we explain Wilson terms in more detail. Following the discus-
sion in Ref. (Arnault et al., 2019), the Hamiltonian corresponding to the model with









where W is for ”Wilson,” n is for ”naive,” S is for ”Schrodinger,” and r ∈ R is
Wilson’s parameter, which allows one to tune the amount of pole removal from the








(Hmn )p = m(−σ2) |p〉〈p| (1.26)




α1(|p〉〈p+ 1| − |p+ 1〉〈p|). (1.27)
Lastly, Wilson’s term is given by the following:
(H
(r)
S )p = α
0 r
2a
(2 |p〉〈p| − |p〉〈p+ 1| − |p+ 1〉〈p|). (1.28)
We see that the Wilson term corresponds to a mass term of the Schrodinger type (i.e.
a lattice Laplacian).
One of the main problems with the use of Wilson terms is that the naive lattice
massless Dirac Hamiltonian (i.e. the massless H
(r 6=0)
W ) breaks chiral symmetry, which
amounts to it not commuting with γ5, which equals ±id/2+1γ0 · · · γd−1 in even space-
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time dimensions d. For the (1 + 1)D case, γ5 = σ1, which is just an exchange
between the upper and lower components of the Dirac wave functions. The left-right
Hamiltonian also breaks chiral symetry as well, and while there are no ways around
this currently for the left-right Hamiltonian, there is a well-known solution for the
Wilson Hamiltonian, and that is to work in the so-called staggered formulation of
LGT, as described in Ref. (Arnault et al., 2019). This is done by distributing the
internal components of the Dirac wave function over different lattice sites in the




and shift it spatially by a/2, i.e. position it at x = paa/2. This transformation
induces a new lattice (xn = na/2) with n ∈ Z and spacing a′ = a/2. The new lattice is
filled at even sites n = 2p with ψe2p = ψ
L





A single component wave function can thus be defined such that φn = ψ
e
n for n even
and ψon for n odd. The time evolution equation for this system can be recast as a




(φn+1 − φn−1) +m(−1)nφn. (1.29)
This massless staggered Hamiltonian is invariant by two-site translations, which cor-
respond to the translational invariance of the original nonstaggered Hamiltonian, and
single-site translations of the lattice, which corresponds to the exchange between the
original upper and lower components, which is exactly what γ5 does in (1+1)D. This
is how staggering creates a remnant of chiral symmetry in the Wilson Hamiltonian.
The issue with this staggered Hamiltonian is that it is not ultralocal for the follow-
ing reason. Consider the continuous time evolution through a stroboscope of period
∆t. The evolution between two discrete-time instants is generically not ultra local
because the Hamiltonian is non-block-diagonal and the exponential of a non-block
diagonal Hamiltonian is not ultralocal, as from one instant to another there is a
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nonzero probability to have moved arbitrarily far from the starting position. A naive
idea to restore ultralocality by truncation of the exponential series also will not work,
as it will break unitary. However, Ref. (Arnault et al., 2019) uses a well known trick
from Ref. (Patel et al., 2005) to restore ultralocality by splitting the Hamiltonian into
block-diagonal parts, and then using the Trotter-Suzuki approximation to build a suit-
able ultralocal one-time-step operator. However, this process breaks the single-site
translation invariance of the staggered Hamiltonian, and ultimately has its fate sealed
by Meyer’s 1996 no-go result stating that no nontrivial scalar ultralocal unitary evo-
lution, that is, quantum cellular automaton, can be translationally invariant (Meyer,
1996). The single-site translation invariance of the staggered Hamiltonian equated to
a remnant of chiral symmetry, so we see that enforcing ultralocality of the evolution
operator unavoidably leads to a loss of the staggered-model’s chiral symmetry.
In contrast, Ref. (Arnault et al., 2019) found an equivalence between the left-
right discretization and a DTQW of the type introduced by Strauch to connect the
discrete and continuous time quantum walks in Ref. (Strauch, 2006). We include the
time evolution operator from the DTQW which is equivalent to that of the left-right
discretization’s time evolution operator:
U = C(−θ)SRk C(θ)SLk (1.30)
where we are working in fourier space and have introduced a coin operator C(θ) =
exp(−iσ2θ/2) with θ = π − 2δ and partial shifts SLk = diag(eik, 1) and SRk =
diag(1, e−ik) with k the quasimomentum operator. This discretization is ultralocal
but not translationally invariant.
Thus, through the naive discretization we can obtain a chiral (in the staggered
sense), i.e. translationally invariant but not ultralocal model, and through the DTQW
we can obtain an ultralocal but not translationally invariant model. This concludes
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our discussion on the DTQWs relation to LGT.
1.4 Review of Continuum Limits of Quantum Walks Appli-
cation to Quantum Simulations
In this section we will be reviewing the literature of results concerning the continuum
limits of the DTQW and their application to quantum simulations. Confronted with
the insufficiency and intractability of classical computers’ abilities to simulating quan-
tum systems, the idea of simulating quantum systems with quantum computers was
born. Such inefficiencies with classic computers were notably pointed out by Feyn-
man (Feynman, 1982), which sparked quantum simulation schemes to be the subject
of much attention over the last few decades (Georgescu et al., 2014). As noted in
Ref. (Strauch, 2006), a now well-studied limit of the DTQW was introduced by Feyn-
man and Hibbs in Ref. (Feynman and Hibbs, 1965) in constructing a path integral
formulation for the propagator of the Dirac equation. According to Feynman, a par-
ticle zig-zags at the speed of light across a spacetime lattice, flipping its chirality from
left to right with an infinitesimal probability at each time step (Strauch, 2006). The
Dirac equation results when the continuous spacetime limit is taken, with the mass
of the particle determined by the flipping rate. More recent works have produced
notions of discrete spacetimes (see Refs. (Requardt, 2006; Nesterov and Mata, 2019))
and consequent questions regarding how they produce our apparent continuum.
Some of the methods being used for simulating quantum systems implemented
over discrete space continuous time lattices consist of constructing a Hamiltonian
which imitates a physical system, or trotterizing a constructed Hamiltonian to obtain
unitaries (Jordan et al., 2012; Strauch, 2006). Problems with these approaches are
discussed in Ref. (Di Molfetta and Arrighi, 2020) and include the breaking of Lorentz
covariance as well as issues arising when recovering a bounded speed of light. Discrete
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spacetime models are also used to simulate quantum systems which do not share the
difficulties of their discrete space continuous time counterparts, such as the quantum
circuit model and the discrete time quantum walk (DTQW), the latter being the focus
of this work. Concerning the simulation of quantum systems by DTQWs, it has been
discussed in Ref. (Arnault and Debbasch, 2017) that the continuous spacetime limit
of various DTQWs defined on the regular lattice in arbitrary dimensions is equivalent
to coupled Dirac Fermion dynamics with abelian (Di Molfetta and Debbasch, 2012;
Di Molfetta et al., 2014; Arnault and Debbasch, 2016b) and non-abelian gauge fields
(Di Molfetta and Pérez, 2016; Arnault et al., 2016; Arnault and Debbasch, 2016a) on
curved spacetime (Di Molfetta et al., 2013; Arrighi and Facchini, 2017; Succi et al.,
2015; Arrighi et al., 2019).
Concerning the DTQWs ability to simulate discrete space-continuous time quan-
tum systems, it has been shown that the continuous time limit of the DTQW co-
incides to the continuous time quantum walk (CTQW), which is equivalent to the
finite-difference Schrodinger’s equation (Strauch, 2006). Also, recently a quantum
simulation scheme known as a Plastic Quantum Walk has been developed which sup-
ports both a continuous spacetime limit and a continuous time-discrete space limit,
and the procedure for obtaining such a walk yields a curved spacetime Hamiltonian
for lattice-fermions with synchronous coordinates (Di Molfetta and Arrighi, 2020).
A discussion on the fermion-doubling problem and its relation to the DTQW is also
presented in this reference. They explain that non-relativistic, naive lattice fermion
Hamiltonians suffer the fermion-doubling problem, i.e. a spurious degree of freedom,
whereas the DTQW does not suffer this problem. Additionally, they show that the
DTQW can even be used to time discretize fermionic models of continuous-time lat-
tice gauge theory (LGT). We discuss this concept in greater detail in section 1.3.
Other notable recent work includes Mlodinow and Brun in Ref. (Mlodinow and
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Brun, 2018) demonstrating how to constrain a 3D DTQW to obtain a resulting fully
Lorenz invariant continuum limit. They showed that their symmetry requirement
necessitates the inclusion of antimatter, and, in Ref. (Brun and Mlodinow, 2019),
discuss experimental methods to distinguish between the DTQW and its continuum
limiting Dirac equation as a description of fermion dynamics. These limits were
also central to Refs. (Knight et al., 2003a) and (Blanchard and Hongler, 2004). Their
continuum limits for DTQWs transformed discrete time evolution equations to partial
differential equations (PDEs), as the PDEs analyzed were much simpler than the
discrete recursion relations of the DTQW.
In Ref. (Strauch, 2006), Strauch also used the continuum limit to connect the
DTQW and CTQW, and Refs. (Strauch, 2007), (Bracken et al., 2007), and more
recently (Shikano, 2013), demonstrate that the free particle Dirac evolution could
be obtained by taking continuum limits of the DTQW. Strauch also demonstrated
in Ref. (Strauch, 2007) the DTQW’s connections with zitterbewegung, which is an
interference effect among free relativistic Dirac particles between their positive and
negative energy parts that produces a quivering motion (Gerritsma et al., 2010).
Strauch shows that zitterbewegung in the DTQW can be tuned based on the value of
its coin rotation parameter, and shows that the CTQW contains zitterbewegung-like
oscillations (which Strauch denotes as anomalous zitterbewegung) even though there
is only one energy for the CTQW (Strauch, 2007).
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Chapter 2
Continuum Limits of Quantum Walks in
1D + 1
2.1 Defining Continuum Limits
In this section we will be formulating a universal definition of continuum limits for the
DTQW in 1D+1. This discussion will be based on our publication in Ref. (Manigha-
lam and Kon, 2020).
Skipping Steps. Before formulating such a definition, we want to establish the im-
portant notion of so-called alternating limits, in which only steps of a certain parity
(e.g. even or odd) are considered observed. We first provide an informal example
demonstrating that trivial divergences occur in the ∆t → 0 limit arising from mul-
tiple parity-dependent limits in the discrete walk. Such limits were considered in
Ref. (Strauch, 2006).
Consider the DTQW with coin C = ieiθσx , with σx a standard Pauli matrix
and θ ≡ θ(∆t) a real number (modulo 2π) depending on the time discretization
parameter ∆t. For the example we construct an informal continuous time limit, to be











assuming a fixed space of functions X on which it acts; here I is the identity. This is
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defined more carefully later in this section within Formal Definitions.
For this analysis of a continuous time limit for the discrete space and time quantum
walk, we will seek the most general scaling of walk parameters that admit nontrivial
limits as ∆t → 0. In this case we will admit all scalings for the coin parameter
of the form θ = π/2 + γ∆t, with γ > 0, which were introduced by Strauch in





, which in fact does not exist generically. We show here
however, that if we consider only even parity steps (i.e. even numbers of steps,
effectively considering only every other step), then non-trivial limits exist. Thus we
will be considering only iterations of the even parity operator SCSC rather than the
















(I + iγ∆t(σx cos 2k∆x+ σy sin 2k∆x) +O(∆t2))(I + iγ∆tσx +O(∆t2)− I)
∆t
=iγ(σx(cos 2k∆x+ 1)− σy sin 2k∆x).
As might be expected, it will be clear below that replacing the above even power
(SC)n with n = 2 by n = 3, the above limiting process will no longer exist; existence
of the limit will hold only for even powers n. In general, restricting to fixed even step
sizes n will lead to continuous limiting processes as above (with scaling of the coin
based on ∆t), while non-even step sizes will never admit such limits (see Theorem
2.3.1, proved in Appendix A.1).
Formal Definitions. Definitions of our operator limits require common spaces
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for their domains. We will redefine all operators on such a common space, given as
X = { #»Ψ(x, t) : #»Ψ(·, t) ∈ L2(R)⊗ L2(Σ) for all t ≥ 0 and #»Ψ(x, ·) ∈ C1(R→ C2)},










. Note that the effective
domain space of the above tensor product space is R × Σ, with Σ = L,R. Thus
#»
Ψ(x, t) is assumed once continuously differentiable in t, with two components in L2
(i.e. square integrable functions in x ∈ R for fixed t).
We will consider general quantum walks that have ∆t → 0 limits when step
numbers n = km are restricted to whole multiples of an integer n, i.e. generalizing
the above parity restriction for step numbers (n = 2) to accommodate more general
step number restrictions. Thus let
#»
Ψ(x, t) ∈ X, n be the number of skipped steps,








Ψ(x, t) ∈ X is a wave function, then the DTQW time evolution
equation is
#»
Ψ(x, t+ n∆t) = (S(∆x)C(∆t))n
#»
Ψ(x, t). (2.1)
We denote the level of discretization of our space and time operations by η = (∆x,∆t).












on X, with Hη the above family of operators parametrized by η = (∆x,∆t). The
continuous time limit of the walk in Eq. (2.2) exists if the right hand side of the
equation has a limit (for
#»
Ψ ∈ X) as η → (0, 0) along a given prescribed path, for
which both the DTQW functions and continuum limit of the DTQW functions are in
X. Continuum space limits in the absence of any change in ∆t will not be considered
here because S → I as ∆x → 0, so the walk reduces simply to a coin acting on the
spin portion of the wave function at each time step. With no traversal of the lattice
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there results a trivial walk. Formally, we state the definition of continuous time limit
and continuous limit as:
Definition 2.1.1. Let the operators Hη ≡ H∆x,∆t and H∆t act on functions
#»
Ψ(x, t) ∈
X. Then we have the following definitions:
• The continuous time limit of the DTQW governed by coin C skipping
n steps is the time evolution equation i∂t
#»
Ψ(x, t) = H∆t
#»
Ψ(x, t) where H∆t is
defined (when the limit exists) by H∆t
#»




Ψ(x, t), with the limit
taken in the space X.
• The continuous spacetime limit of the DTQW governed by coin C
skipping n steps is the time evolution equation i∂t
#»
Ψ(x, t) = H∆x,∆t
#»
Ψ(x, t),
where H∆x,∆t is defined (when the limit exists) by H∆x,∆t
#»





(where in the limit ∆x = v∆t for some v > 0).
We call the operators H∆t and H∆x,∆t the generators of time evolution, or Hamil-
tonians, in their respective continuum limits. Note that the second limit above may
depend on the ratio ν = ∆x
∆t
, and can also be generalized to allow any manner of
approach of η → (0, 0).
Our goal is to explore the most general possibilities for these two cases. We
remark that our inclusion of n expands the number of continuum limits that exist;
in particular this possibility was not considered in Ref. (Di Molfetta and Debbasch,
2012)
Additionally, we need the following definition to allow parametrized coin varia-
tions:
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Definition 2.1.2. Consider a continuous spacetime limit where ∆x and ∆t have the
same scaling, so ∆x = v∆t = vε for some non-zero v ∈ R. A coin varies in this
continuum limit if the coin depends on ε = ∆t.
2.2 General Conditions for Continuum Limits
The following discussion is based on terminology and results explored in Ref. (Di Molfetta
and Debbasch, 2012). We will study a critical aspect of coins that change under the
continuous time and spacetime limits; this, in turn, will help to interpret the theo-
rems in Sections 2.3 and 2.4. To obtain these results, we will follow the DTQW wave
function through n time steps of length ∆t. All limits in this section will be in the
topology of the space X. We begin with the basic equation
#»
Ψ(x, t+ n∆t) = (S(∆x)C(∆t))n
#»
Ψ(x, t), (2.3)
with S = S(∆x) and C = C(∆t) both dependent on the increment η = (∆x,∆t).
If a continuous spacetime limit is taken with (∆t, ∆x) → (0, 0), then due to S → I




as the limit could otherwise not exist. In particular, unless C(∆t) is constantly the
identity, it must vary (as in Definition 2.1.2) in the continuous time limit.
If only a continuous time limit is taken (i.e. ∆t → 0), then (by continuity of the




where we include ∆t dependence in C for generality. Note that the constraint in the
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continuous time limit involves both the coin and the shift operator, not just the coin
as in the continuous spacetime limit. Now for the following definition:
Definition 2.2.1. Consider a matrix A(t) which depends on some continuous pa-
rameter t. A(t) homotopically approaches a root of unity if A(t) depends




By the previous definition and the above analysis of Eq. (2.3), we have the
following theorem:
Theorem 2.2.1. A coin for which a continuous space and time limit exists must
homotopically approach a root of unity. The product of the shift and coin operator for
which a continuous time limit exists must homotopically approach a root of unity
as well.
Proof. Recall from definition 2.1.1 that we define the spacetime limit H∆x,∆t with
∆x = v∆t = vε as:
H∆x,∆t
#»








Ψ(x, t) ∈ X. Because lim
ε→0






Ψ(x, t) = H∆x,∆t
#»
Ψ(x, t) (2.5)
Now we see that for the left hand side to equal the right hand side, C must be of
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the form Cn = I− inεH∆x,∆t +O(ε2). Thus, by definition 2.2, C must homotopically
approach a root of unity in the continuous spacetime limit. The proof for the contin-
uous time limit is similar, except now S does not converge to identity, so instead SC
must be of the form (SC)n = I − inεH + O(∆ε2), thereby satisfying the definition
once again.
From this analysis, we have obtained a general property of coins which undergo
continuum limit transformations, and we will refer to this property in the future.
2.3 General Continuous Time Limit
In this section, we will identify the set of DTQWs for which a continuous time limit
exists, as according to definition 2.1.1. We will then analyze the properties of the
resulting time evolutions in the continuous time limit.
We consider a general unitary coin, as can be visualized in figure 2·1:





















We wish to know for which 2× 2 matrices, as parametrized by Eq. (2.6), does the
continuum limit exist, according to definition 2.1.1. Before introducing the relevant
theorem we make a few remarks. First, a constraint on δ is necessary to satisfy the
finiteness condition for existence of the limit in definition 2.1.1. The value of δ is
arbitrary as it amounts to an overall energy shift in the Hamiltonian, which does not
change measureables. This point is explained further in the proof of lemma A.1.4.
Second, assuming that the elements of C cannot depend on the elements of S, observe
that the limit in definition 2.1.1 cannot be finite unless C depends on ∆t. Thus we
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Figure 2·1: The bloch sphere of a general unitary coin, in contrast to
the reduced space of states in the bloch space of the constrained coin
from Theorem 2.3.1 in figure 2·2
will assume that the coin varies in the process of the continuum limit; here we have
defined such variation in 2.1.2. A proof of the following theorem is presented in
Appendix A.1.
Theorem 2.3.1. Let C(δ, ψ, θ, φ) be the 2× 2 unitary matrix in Eq. (2.6), with the
set of angles ψ, θ, φ parametrizing C depending on ∆t as: φ = φ0 + φ1∆t+O(∆t
2),
ψ = ψ0 + ψ1∆t+O(∆t
2), and θ = θ0 + θ1∆t+O(∆t
2), with φ0, ψ0, θ0, φ1, ψ1, θ1 ∈ R
constants. The continuous time limit as defined in 2.1.1 will exist for such a class
of coins if and only if θ0 = pπ, δ = −pπ2 (for odd integer p), and n is even. The
Hamiltonian obtained in such a limit is
H = −θ1
4
(Rz(−2φ0) + S2Rz(2ψ0))σy, (2.7)
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Figure 2·2: The bloch sphere of the constrained coin in equation 2.8
derived from Theorem 2.3.1. The conical shape is due to the small
value of ∆t which reduces the rotation about the y-axis in the given
SU(2) rotation term for the coin.
with S the shift operator defined in Eq. (1.9).
Thus the class of coins that admit continuous time limits have the form
C = e−iψ0σz/2σye
−iθ1∆tσy/2e−iφ0σz/2 (2.8)
(here parameters are ψ0, θ1, and φ0). For a visualization of this coin, see figure 2·2.
We observe that the Hamiltonian obtained from the continuous time limit does not
depend on any parameters that are coefficients in terms O(∆t) except θ1 (so they do
not need to be included in Eq. (2.8)). θ1 can be interpreted as a driving factor for the
final Hamiltonian’s time evolution. Its value completely determines how much of the
mixing between the left and right states will be due to the evolution operator SC.
Note that when θ1 = 0 all operators in the coin commute with the shift operator and
no mixing occurs, which corresponds to the wave function recurring every other step
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in the DTQW.
Now we compare our Hamiltonian from Theorem 2.3.1 to the massless Hamil-
tonian obtained in Ref. (Di Molfetta and Arrighi, 2020). We begin by writing the
Hamiltonian obtained from the continuous time limit in Ref. (Di Molfetta and Ar-
righi, 2020) (equation (4) in Ref. (Di Molfetta and Arrighi, 2020)) in a way we can
easily compare to the Hamiltonian in Theorem 2.3.1:


































, and that HL is a special case of equation 2.7 with φ0 = 0 and
ψ0 = π. It is the degrees of freedom possessed by the parameters φ0 and ψ0 which
cause our procedure to be more general.
We now make an additional observation on the need for skipping steps (i.e. for
an even n) for a sensible limit to occur. An explicit proof justifying this can be
seen in Appendix A.1; for a more intuitive explanation, note that for existence of a






must be finite. The operator eik∆xσzC does not homotope to the identity as ∆t→ 0
for any C, so no continuous time limit can exist for n = 1. However, for the coin
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in Eq. (2.8), the operator eik∆xσzCeik∆xσzC does homotope to the identity since for
coins in Eq. (2.8) Ceik∆xσzC = e−ik∆xσz + O(∆t). That is, the coins in Theorem
2.3.1 invert the shift operator up to O(∆t), making the O(∆t0) term in SCSC the
identity. After identities cancel in Eq. (2.10) only the O(∆t) term remains, i.e., the
Hamiltonian in the Theorem.
It should be noted that Ref. (Strauch, 2006) derives a special version of the Hamil-
tonian in Theorem 2.3.1, using the coin C = e−iθσx , and has θ = π
2
− γ∆t. The angle
values parametrizing the general unitary coin in Theorem 2.3.1 for the particular







, θ0 = π
ψ1 = 0, φ1 = 0, θ1 = 4γ
δ = 0
, (2.11)
with γ the jumping rate from vertex to vertex. If we do not have δ = pπ for odd
integer p, we obtain a final H with constant infinite energy contributions, which
should then be ignored, as only energy differences lead to observable quantities.
Another important property of the coins derived in 2.3.1 is that they themselves
homotopically approach a root of unity in that, as can be checked, lim
∆t→0
Cn = I. This
does not follow directly from our analysis in Section 2.2 of the continuous time limit,
and a full characterization of all coins that admit continuous time limits was needed
to obtain this property. Also, the limiting Hamiltonian in Theorem 2.3.1 will be used
in Section 2.5 to determine how a continuous time limit followed by a continuous
space limit compares to a simultaneous continuous spacetime limit.
We now analyze wave functions which undergo the time evolution dictated by





Ψ(x, t) be a solution to the time evolution equation with
the Hamiltonian from Theorem 2.3.1, i∂t
#»
Ψ(x, t) = H
#»












be the initial condition for
#»
Ψ(x, t). Then the following is the analytical form of the time evolution for
#»
Ψ(x, t)
for all t in terms of its initial state, where x = m∆x for m ∈ Z and Jm(t) is the mth
order Bessel function of the first kind, α = φ0+ψ0
2




















(1 + (−1)m−n)ΨL(n∆x, 0) + ieiβ(1− (−1)m−n)ΨR((n+ 1)∆x, 0)
−ie−iβ(1− (−1)m−n)ΨL((n− 1)∆x, 0) + (1 + (−1)m−n)ΨR(n∆x, 0)
)
This solution reduces to that found in Ref. (Strauch, 2006) when the corresponding
parameters in Eq. 2.11 are used, except for a sign difference stemming from the shift
operator in Ref. (Strauch, 2006) being defined as the inverse of S. The locations
for which
#»
ΨL(x, 0) is nonzero will contribute to
#»
ΨL(m∆x, t) if they are an even
number of steps away from m, and the nonzero locations of
#»
ΨR(x, 0) will contribute
to
#»
ΨL(m∆x, t) if they are an odd number of steps away from m, and the opposite
scenario is true for
#»
ΨR(m∆x, t). For a full description of the effects α and β have on
the probability distribution, see section 2.6.2.
2.4 Continuous Spacetime Limit with No Coin Variation
In this section we will demonstrate for which DTQWs the continuous spacetime limit
exists and what the ensuing time evolution is if there is no coin variation involved,
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as defined in definition 2.1.2. We present a theorem to illustrate that it is possible
to obtain a continuous spacetime limit of a DTQW with non-varying coin, and to
identify the necessary properties of coins which can undergo this type of limit. A
proof of the following theorem is presented in Appendix A.3.
Theorem 2.4.1. Let
#»
Ψ(x, t) be a two-component wave function undergoing the DTQW,






z = 1, l = 0, 1, 2, ..., m = 1, 2, ...,
and v∆t = ∆x, where ∆t and ∆x are the time step and lattice spacings of the DTQW
for
#»
Ψ(x, t), respectively. The continuous spacetime limit will exist for
#»
Ψ(x, t) if and








n̂ · #»σ . (2.12)
The ensuing Hamiltonian for this walk will be the following massless Dirac Hamilto-
nian:




The massless Dirac Hamiltonian is the limiting Hamiltonian of this continuum
limit. In the continuous spacetime limit, the mass term is generated by the coin’s
variation with time step, as can be seen in Appendix A.6. The ensuing continuous
spacetime Hamiltonian will have no mass because the coin in Theorem 2.4.1 does not
vary in the continuum limit.
The above theorem also states that a coin with no variation will have a continuum
limit if it is a root of unity. This is expected in light of Theorem 2.2.1, as the
continuous parameter in the coin is no longer present, so the coin itself must be a
root of unity. This theorem may seem at odds with the discussion at the start of
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Ref. (Di Molfetta and Debbasch, 2012) (which we repeat in section 2.2), but skipping
steps in the walk was not considered when taking the continuum limit, which is how
a limit was obtained for this walk, even when the coin did not vary in the continuum
limit.
2.5 Simultaneous Continuous Spacetime Limit vs Continu-
ous Time Followed by Continuous Space Limit
In this section we state a theorem on the existence of non-trivial continuous space
limits of the continuous time limit of the DTQW. We begin with the theorem (proof
in Appendix A.4):
Theorem 2.5.1. Let φ0 and ψ0 be unable to vary in the continuous space limit (i.e.
φ0, ψ0 cannot depend on ∆x). Then the only time evolution equation which is not
infinite and contains spatial derivative(s) for the continuous space limit (∆x→ 0) of
the continuous time limit of the DTQW is a massless dirac equation.
The reason why φ0 and ψ0 cannot depend on ∆x is given by the following conjec-
ture:
Conjecture 1. There is no dependence φ0 and/or ψ0 can have on ∆x that would
allow for spatial derivative(s) in the continuum limit
If no spatial derivatives are present, no spatial translation will occur for the wave
function in the continuous space limit, resulting in a trivial stationary walk. Another
observation of Theorem 2.5.1 is that a different time evolution equation occurs when a
simultaneous continuous spacetime limit is taken. As can be seen in Appendix A.6,
when a simultaneous spacetime continuum limit is taken, a massive Dirac equation
results.
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2.6 General DTQW Relationship to CTQW
In the following section, we will build on Strauch’s result from Ref. (Strauch, 2006), in
which a connection was found between the DTQW and CTQW by taking a continuous
time limit of the DTQW. Strauch used a specific coin e−iθσx , and let θ = π
2
−γ∆t when
the continuous time limit was taken. Now that a general parametrization of all the
possible coins which can undergo a continuous time quantum walk has been obtained
from Theorem 2.3.1, we will investigate whether or not a relationship between the
CTQW and DTQW exists for a general coin. We begin by reviewing Strauch’s specific
results in Ref. (Strauch, 2006).
2.6.1 Review of Strauch
To begin, consider a DTQW with shift operator (in Fourier space) S̃ = eik∆xσz and
coin operator C = e−iθσx such that the time evolution of a Fourier space wave function
#»
Ψ̃(k, t) is given by
#»
Ψ̃(k, t+ ∆t) = S̃C
#»
Ψ̃(k, t). When a continous time limit (∆t→ 0)
is taken on
#»
Ψ(x, t), letting θ = π
2
− γ∆t and skipping every other step, the following





Ψ(x, t) = −γ(I + S2)σx
#»
Ψ(x, t) (2.14)




Ψ−(x, t) such that
#»





Ψ(x, t), then it can be shown that
#»





Ψ−(x, t) and i∂t
#»
Ψ±(x, t) = ∓γ
[ #»
Ψ±(x + ∆x, t) +
#»




(which is the CTQW time evolution equation). In other words, Strauch found that the
continuous time limit of the DTQW with C = e−iθσx can be written as a superposition
of two copies of the CTQW. This relation helped clarify the then longstanding mystery
about the exact relationship between the two ways of quantizing the quantum walk,
the DTQW and CTQW. Next we show that this relationship holds for a general coin,
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and we will use the relation to see how the DTQW coin parameters effect the solutions
of the time evolution equations in the discussion following the Theorem 2.6.1.
2.6.2 General Coin CTQW-DTQW relation




Ψ(x, t) be the following two-component wave function resulting









where θ1, φ0, and ψ0 are real numbers which cannot depend on x or t. Addition-
ally, let
#»



















Ψ−(x, t) in the follow-















Now that a general relationship has been established between the continuous time
limit of the DTQW and the CTQW, the effect of the coin parameters α and β on the
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solutions of the continuous time limit can be analyzed. To begin,
#»
Ψ±(x, t) are fixed
momentum traveling wave states with time evolution which does not depend on α or
β because
#»
Ψ±(x, t) satisfy the CTQW (which does not depend on α or β), so the time
evolution of these wave functions would be a spreading of their initial distribution
across the sites. Eq. 2.15 can be written more suggestively:
#»

















) has the effect of boosting
#»
Ψ+(x, t) to a frame traveling right (if α > 0)
at speed |αθ1
2





Ψ−(x, t) to a frame moving
at speed |αθ1
2
| in the opposite direction as #»Ψ+(x, t). The last effect these parameters
have is on the initial condition of
#»












Ψ±(x, 0). The only effect β has





Ψ−(x, t) are boosted.
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Chapter 3
Continuum Limits of Quantum Walks in
2D + 1
3.1 Model
In this section we will be formulating a model of continuum limits for the DTQW in
2D+1. This discussion will be based on our work in Ref. (Manighalam and Molfetta,
2020). We consider a QW over the 2D+1–spacetime grid. Its coin or spin degree
of freedom lies in H2, for which we may chose some orthonormal basis {
∣∣vL〉 , ∣∣vR〉}.
The overall state of the walker lies in the composite Hilbert space H2 ⊗H2Z and may
thus be written Ψ =
∑
l,m ψ
L(l,m) |vL〉 ⊗ |l,m〉 + ψR(l,m) |vR〉 ⊗ |l,m〉, where the
scalar field ψL (resp. ψR) gives the amplitude of the particle being there and about
to move left (resp. right) at every position (l,m) ∈ Z2. We use (n, l,m) ∈ N× Z2 to
label instants and points in space, respectively, and let:
Ψn+1 = WΨn (3.1)
where
W = VxVy (3.2)
and
Vi = Si(Ci ⊗ IdZ) (3.3)
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and Cx and Cy are elements of U(2) and depend on the four real parameters δj, ζj,






























To investigate the continuum limits, we first introduce a time discretization step
∆t and a space discretization step ∆ for both the x and y dimension. We then
introduce, for any discrete function Ψ appearing in Eq. (3.1), a field Ψ̃ over the
spacetime positions R+×R, such that Ψn,l,m = Ψ̃(tn, xl, ym), with tn = n∆t, xl = l∆,
and ym = m∆. Eq. (3.1) then reads:
Ψ̃(tn + ∆t) = W Ψ̃(tn). (3.7)
Let us drop the tildes to lighten the notation. We suppose that all functions
are C2. In general the spacetime continuum limit, when it exists, is the coupled
differential equations obtained from Eq. (3.7) by letting both ∆t and ∆ go to zero,
as for example in (Di Molfetta and Debbasch, 2012; Arnault and Debbasch, 2017).
When we are interested in choosing to let one of them go to zero, for instance ∆t,
the result is a lattice Hamiltonian equation. If the above walk admits both limits, we
will call it Plastic.
In the following section we will investigate first the necessary and sufficient conditions
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for the continuous time limit, and then use a sub-set of those to recover the continuous
spacetime limit.
3.1.1 Continuous time limit
In the following, we will be finding a theorem analogous to Theorem 2.3.1 for 2D+ 1,
i.e. we will find which parameters δj, ζj, θj, φj, and τ (the stroboscopic step size) the
continuous time limit of Eq. (3.7) exists and converges to:
HΨ(t) = i∂tΨ(t) = i lim
∆t→0
W τ − I
τ∆t
Ψ(t). (3.8)
In particular, ∆ remains finite and without loss of generality we can normalise it
to unity. To prove our main result we represent our walk in Fourier space and we
define our discrete Fourier transform convention for 2D + 1 here. Let ψ̂a(t, kx, ky),
with a = {L,R}, be the Fourier transform of ψa(t, xl, ym). We use the following
conventions for the forward and inverse Fourier transforms, with Fourier variables
(kx, ky) ∈ [−π, π]2:





e−ikxle−ikymψa(t, xl, ym) ≡ F(ψa) (3.9)









ikxleikymψ̂a(t, kx, ky) ≡ F−1(ψ̂a). (3.10)
As was done in the 1D + 1 scenario, a standard procedure is to represent operators
in Fourier space as follows: given an operator O on a function space Y , its Fourier
conjugate operator Ô is defined by Ôf̂(k) = F(O(f(x))), with f(x) ∈ Y , so that Ô
is the Fourier representation of O. In particular, the shift operators Sx and Sy in
Fourier space translate:
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F(SxΨ(t)) = ŜxΨ̂(t) = eikxσzΨ̂(t) = Rz(−2kx)Ψ̂(t)
F(SyΨ(t)) = ŜyΨ̂(t) = eikyσzΨ̂(t) = Rz(−2ky)Ψ̂(t).
(3.11)
The time evolution Eq. (3.7) in Fourier space then becomes the following:
Ψ̂(t+ ∆t) = Ŵ Ψ̂(t) = e
ikxσzCxe
ikyσzCyΨ̂(t) (3.12)
and Eq. (3.8) reduces to :







3.2 Continuum limit and scalings
In order to find the continuum limit in equation (3.13), let us first parametrise the
four real parameters defining the quantum coin, as follows:
ζj = ζ0j + ζ1j∆t
θj = θ0j + θ1j∆t
φj = φ0j + φ1j∆t.
(3.14)
Altogether, these jets define a family of QWs indexed by ∆t, whose embedding in
spacetime and defining angles depend on ∆t. The continuum limit of Eq.(3.13) can
then be investigated by Taylor expanding Ψ(t) around (tn, xl, ym).







where w = ζ,θ,φ and m = x, y. We also recover the first order of the split-step unitary
operator, leaving the proof to Appendix B.1:
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Ŵ ' eiδ(A− i∆t
2
B +O(∆2t )) (3.16)




Bj = ζ1jσzAj + θ1jσyRz(−2ζ ′0j)Aj + φ1jAjσz
ζ ′0j = ζ0j − 2kj.
(3.17)
Finally, in order to compute the leading orders of Eq. (3.13) we need to compute the
τ th−power of the above operator. The τ th−power of W :
Ŵ τ ' eiδτ (A− i∆t
2





A−jBAj +O(∆2t )). (3.18)
For detailed proof of Eq. 3.18, see Appendix B.1.
Now we have the following two lemmas:
Lemma 3.2.1. The continuous time limit as defined in Eq. (3.13) will be independent
of any O(∆2t ) terms in the parameters ζ, θ, and φ.
Proof. We see that the only contribution of the O(∆2t ) terms in the parameters ζ, θ,
and φ will be in the O(∆2t ) term. The O(∆
2
t ) term in Eq. (3.18) does not contribute
to the continuous time limit defined in Eq. (3.13) because it goes to zero as the limit
is taken. Thus, the O(∆2t ) terms in the parameters ζ, θ, and φ do not contribute to
the continuous time limit.
Lemma 3.2.2. There is no continuous time limit as defined in Eq. (3.13) for τ = 1.
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Proof. For the Hamiltonian in Eq. (3.13) to be finite, Ŵ τ must equal I + O(∆t),
and thus Ŵ must equal I + O(∆t) as well. Therefore, from Eq. (3.18), (eiδA)τ must
equal identity if Ŵ = I +O(∆t). The only unitary operator eiδA that could possibly
satisfy (eiδA)τ = I for τ = 1 is the identity operator itself. But eiδA cannot even
equal identity, as A has kx and ky dependence from containing Ŝx and Ŝy, and the
angles are not permitted to depend on kx and ky, so there is no possible way to cancel
out the kx and ky dependence. Thus, there is no continuous time limit defined in
Eq. (3.13) for τ = 1.
Lemma 3.2.3. For the continuous time limit in Eq. (3.13) to exist, θ0i = 2qπ+π for
any integer q and i = x or y, θ0j = 2πr for any integer r and j 6= i, and δ = 2πlτ −
pπ
2
for odd integer p and for any positive integer number l.
Proof. Following up on the constraint that (eiδA)τ = I from Eq. (3.18), let U be the
diagonalization matrix of A, and let D be the matrix of eigenvalues of A. Then we
have the following:
(eiδA)τ = eiτδ(U−1DUU−1DUU−1DU . . .) = eiτδU−1DτU = I (3.19)
→ eiτδDτ = UU−1 = I→ eiτδDτ = I (3.20)
so if we set the eigenvalues of eiδA equal to a τ th root of unity e2πil/τ where l = 0, 1, 2, ..
(which is equivalent to the constraint (eiδA)τ = I), we recover the following constraint
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equation for θ0x and θ0y:












































Notice that the constraint Eq. (3.21) has to hold for all kx and ky and additionally,







= −1, and ∂h(kx,ky)
∂ky
= 1 we obtain the derivative
of f(kx, ky) with respect to kx and ky:
∂f(kx, ky)
∂kx
= a sin(g(kx, ky))− b sin(h(kx, ky)) = 0
∂f(kx, ky)
∂ky
= a sin(g(kx, ky)) + b sin(h(kx, ky)) = 0.
(3.23)
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For both of these equations to be true, we must have the following:
a sin(g(kx, ky)) = 0
b sin(h(kx, ky)) = 0.
(3.24)
Due to φ0i and ζ0i being parameters which cannot depend on ki, it follows that
sin(g(kx, ky)) cannot equal zero for all values of kx and ky, so the following must be
true:










= 0→ θ0i = 2qπ + π for any integer q, and i = x or y










= 0→ θ0j = 2πr for any integer r, and j 6= i
(3.25)
In other words, |(θ0x − θ0y) mod 2π| = π. This corresponds to either Cx purely
diagonal and Cy purely off-diagonal, or vice-versa. Further, because a, b = 0, it must











p and any positive integer number l.
Lemma 3.2.4. For the limit defined in Eq. (3.13) to be finite, τ must be even.
Proof. Consider τ even. Substituting our θ constraints from lemma (3.2.3) into
(eiδA)τ , where τ = 2w for some integer w, we find that (eiδA)2w = (−e2iδI)w = I, as
A2 = −I and (−e2iδ)w = I for all w. This implies that even powers of τ will satisfy
(eiδA)τ = I. As for odd τ , we can write τ = 2s + 1 for some integer s to obtain the
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following:
(eiδA)τ = (eiδA)2s+1 = eiδA (3.26)
This cannot equate to identity, as we showed in lemma (3.2.2) that for τ = 1 no
parametrization of A can make eiδA = I. Thus, τ must be even to have a finite
continuum limit as defined in Eq.(3.13).
Because the constraints on τ and θ0 hold true for all l from the last two lemmas,
we will choose l = 0 for the remainder of the proof without loss of generality.
Lemma 3.2.5. Let θ0x = 2πm+νπ and θ0y = 2πt+(1−ν)π, where ν parametrizes the
constraints in Eq. (3.25). The continuous time limit will exist if H is the following:


































Proof. We begin by using that A2 = −1, A−1 = −A, and (eiδA)τ = I to reduce
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Eq. (3.18):
Ŵ τ = eiδτ (A− i∆t
2
B)τ
































Leaving a detailed proof to Appendix B.2, we have the following for {A,B}:
{A,B} =− θ1y(Rz(−2φ0y) +Rz(2ζ ′0x + 2φ0x(−1)ν + 2ζ ′0y(−1)ν))σy
− θ1x(Rz(2ζ ′0x) +Rz(2ζ ′0y(−1)ν − 2φ0y + 2φ0x(−1)ν))σy
(3.31)
Now we have the following for Eq. (3.29):


















0y(−1)ν − 2φ0y + 2φ0x(−1)ν)))σy +O(∆2t )
(3.32)
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Now we evaluate the limit in Eq. (3.13):













0y(−1)ν − 2φ0y + 2φ0x(−1)ν)))σy
(3.33)



















The equations in lemma (3.2.5) are the same as Eq. (3.34) but for particular choices
of ν. Note the above reduces to the H found in Ref. (Manighalam and Kon, 2019)
when the 1D limit is taken. We conclude the discussion with the following theorem
encompassing our results:
Theorem 3.2.6. Let Cj(δj, ζj, θj, φj) be the 2 × 2 unitary matrix in Eq. (3.6), with
the set of angles ζj, θj, φj parametrizing Cj depending on ∆t as: ζj = ζ0j + ζ1j∆t,
θj = θ0j + θ1j∆t, and φj = φ0j + φ1j∆t, with φ0j, ζ0j, θ0j, φ1j, ζ1j, θ1j ∈ R constants.
The continuous time limit as defined in Eq. (3.8) will exist for such a class of coins if
and only if θ0x = 2πm+νπ and θ0y = 2πt+(1−ν)π (for ν = 0 or 1), δ = δx+δy = −pπ2
(for odd integer p), and n is even. The Hamiltonian obtained in such a limit, for each
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Notice that the above Hamiltonian is very general and encompasses the standard
Dirac Hamiltonian on the 2D lattice where the cross-term finite derivatives are not
included.
3.3 Plastic Quantum Walk in 2D+1
In this section we will be analyzing the space of coins for which a continuous spacetime
and continuous time limit exists. We begin by explicitly stating the problem. We use
the same model as from section 3.1, but now we consider an arbitrary ∆. In Fourier






Now we parametrize the time and space steps the same way as in Ref. (Di Molfetta
and Arrighi, 2020):
∆t = ε ∆ = ε
a (3.37)
where a ∈ [0, 1], and a = 1 is the continuous spacetime limit and a = 0 is the
continuous time limit. A word on the stroboscopic step (τ). We wish to find a
quantum walk which admits both a continuous spacetime and continuous time limit,
and we know that τ must be even for the walk to admit a continuous time limit,
so we only consider τ = 2 in this section. In the following, we will find for which
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parameters δj, ζj, θj, and φj the continuous spacetime limit exists and converges to:
ĤΨ̂(t) = i∂tΨ̂(t) = i lim
ε→0












We will then intersect these constraints with those found in the previous section to de-
termine the quantum walks which admit a continuous time and continuous spacetime
limit. In order to find the continuum limit in equation (3.38), let us first parametrise
the θ parameter in the following way:
θj = θ0j + θ1jε
b (3.39)
where b ∈ [0, 1]. Altogether, these jets define a family of QWs indexed by ε, whose
embedding in spacetime, and defining angles, depend on ε. Notice that we only
expand θ in powers of εb, this is because Eq.(3.35) doesn’t depend on the first order
of ζ and φ and for plasticity we are interested in the smallest subset of constraint
conditions to derive the continuum limit.























































































































× νl1xl1yn1xn1yνl2xl2yn2xn2y Γ̂l1xl1yn1xn1y Γ̂l2xl2yn2xn2y .
(3.44)
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For the limit in Eq. 3.38 to exist, e2i(δx+δy)ν20000Γ̂
2








This constraint yields a similar equation as from the continuous time limit in lemma 3.2.3.













































= 0. We see a new set












































zero. Another possible set of parameter constraints from Eq. 3.46 is θ0x = 2πm and
θ0y = 2πt + π, which are included in the set of constraints found in the continuous
time limit of section 3.2.
Now we will determine how choices of a and b change Eq. 3.44. The only terms in
Eq. 3.44 that will contribute to the continuum limit will be those of order ε, which
yields a constraint concerning which terms in the sum will be non-zero after the
continuum limit is taken, given a choice of a and b:
a(l1x + l1y + l2x + l2y) + b(n1x + n1y + n2x + n2y) = 1. (3.47)
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Also, since lvm, nvm ∈ Z+ (where v = 1, 2 and m = x, y), a and b must be in Q for this
equation to hold. Another constraint is for terms of order εf to sum to zero, where

















0 x ≤ 0
1 x > 0.
Upon further analysis, we see that lvm produces a spatial derivative with respect to
m in the term, so cross terms with multiple derivatives will be terms in the sum with
multiple non-zero lvm’s. nvm determines the presence of the driving parameter θ1m in
the term.
Next we use Eq. 3.38 to evaluate the limit. Using that F−1(ikm) = ∂m, we have
the following (with δij being the Kronecker delta):



























The form of the limit in Eq. 3.49 is very powerful, as it identifies the type of PDE
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obtained for any possible choice of θ and ∆x = ∆y scaling dependence of ε.
3.3.1 Example with a = b = 1/2
As an example, we analyze the a = b = 1
2
scenario. For this case, the only terms
which are not zero by the Kronecker delta in Eq. 3.49 are those with two of the
lvms equalling 1 and the nvms equalling 0 (6 terms), one lvm equalling 1 and one nvm
equalling 1 (16 terms), two nvms equalling 1 and the lvms equalling 0 (6 terms), and
one lvm or nvm equalling 2 with the rest equalling zero (8 terms). In the following
section, we will be analyzing each of these terms and applying constraints to them to
uncover the PDE in this continuous spacetime limit. The main constraints we will
be focusing on are the θ0x = 2πm and θ0y = 2πt + π constraints and the constraints
from Eq. 3.48.
We begin by writing the non-divergence constraint from Eq. 3.48, adapted to our
a = b = 1/2 example:
ε
1
2 (G10000000 +G0100000 +G00100000 +G00010000
+G00001000 +G00000100 +G00000010 +G00000001) = 0.
(3.51)
where
Gl1xl2xl1yl2yn1xn2xn1yn2y = νl1xl1yn1xn1yνl2xl2yn2xn2y Γ̂l1xl1yn1xn1y Γ̂l2xl2yn2xn2y (3.52)
Collecting terms of order θ1x, θ1y, ∂x, and ∂y and setting each to zero, we obtain the
following constraint equations (where a1 = φx + ζy and a2 = φy + ζx):
θ1x: Rz(a1)Ry(θ0y)Rz(a2) +Rz(−a1)Ry(θ0y)Rz(−a2) = 0
θ1y: Rz(a2)Ry(θ0x)Rz(a1) +Rz(−a2)Ry(θ0x)Rz(−a1) = 0
∂x: Ry(θ0x)Rz(a1)Ry(θ0y) +Ry(−θ0x)Rz(a1)Ry(−θ0y) = 0
∂y: Ry(θ0y)Rz(a2)Ry(θ0x) +Ry(−θ0y)Rz(a2)Ry(−θ0x) = 0.
(3.53)
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When plugging in θ0x = 2πm and θ0y = 2πt + π in these equations, we see that first
two equations in Eqs. 3.53 are satisfied only if a1 =
π
2




α and β). We will be referring to these constraints when analyzing the terms with
two of the nvms equalling one and terms with one nvm equalling 2.
Now we analyze the terms themselves. We first analyze the terms with two of the
lvms equalling one and terms with one lvm equalling 2. We will see that the one term
with l1m = 1 and l2m = 1 will cancel with the term with l1m = 2 and the term with
l2m = 2 when the constraints θx = 2πm, θy = 2πt+ π are used. We begin by writing













We will analyze terms proportional to ∂2x, ∂
2
y , and ∂x∂y. For the ∂
2
x terms, the relevant
part of Eq. 3.54 is the following:
tl1xl2x00 ∝ σl1xz Ry(θ0x)Rz(φx)Rz(ζy)Ry(θ0y)σl2xz /l1x!l2x! (3.55)
Now we compute the relevant part of the sum t1100 + t2000 + t0200 (that is, the sum of
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the terms proportional to ∂2x):








Applying the constraints θx = 2πm, θy = 2πt+ π, we obtain the following:
t1100 + t2000 + t0200
∝ (−1)mRz(φx)Rz(ζy)(iσy) + (−1)mRz(φx)Rz(ζy)(−iσy) = 0.
(3.57)
A cancellation also occurs for terms proportional to ∂2y by the same reasoning. Con-
cerning terms proportional to ∂x∂y, they will not be present if any constraint with θx
or θy being equal to an integer multiple of π is used (see Appendix B.3).
Now we analyze the terms with two of the nvms equalling one and terms with
one nvms equalling 2. These terms are interpreted as mass terms in the continuum
limit, as they are not proportional to any derivatives. We will see that a constraint in
Eq. 3.48 which enforces no divergences when ε→ 0 cancels these terms, even before
any constraints from Eq. 3.46 are used. As before, we begin by writing ν ′ν ′Γ̂Γ̂ for
















We will analyze terms proportional to θ21x, θ
2
1y, and θ1xθ1y. For terms proportional to
θ21x, the relevant part of Eq. 3.58 is the following:
t̃n1xn2x00 ∝ σn1xy Rz(φx)Rz(ζy)Ry(θ0y)Rz(φy)Rz(ζx)σn2xy /n1x!n2x! (3.59)
Now we compute the relevant part of the sum t̃1100 + t̃2000 + t̃0200 (that is, the sum of
the terms proportional to θ21x):








These terms do not cancel when the constraints θx = 2πm and θy = 2πt+π are used,
rather they cancel when the θ1y non-divergence constraint from Eq. 3.53 is imposed.
Next, we analyze the terms with one lvm and one nnm. First we write ν
′ν ′Γ̂Γ̂ for












×Rz(ζx)σl1xz σn1xy Ry(θ0x)Rz(a1)σl1yz σn1yy Ry(θ0y)Rz(a2)
× σl2xz σn2xy Ry(θ0x)Rz(a1)σl2yz σn2yy Ry(θ0y)Rz(φy).
(3.61)
Now we reduce the above expression by plugging in the constraints θx = 2πm and
θy = 2πt+ π:




























= iθ1x∂xσzRz(2(φy + ζx)).
(3.63)






























= iθ1x∂yσzσyRz(−2(ζx + ζy + φx)),
(3.65)















= iθ1y∂xσzσyRz(−2(ζx + ζy + φx)).
(3.66)
These are the only non-zero terms in the continuum limit, so the full continuum limit
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time evolution equation for a = b = 1/2 is the following:
∂tΨ(x, y, t) = (P̂x∂x + P̂y∂y)Ψ(x, y, t) (3.67)
where
P̂x = iθ1xσzRz(2(φy + ζx)) + iθ1yσzσyRz(−2(ζx + ζy + φx))
P̂y = iθ1yσzσyRz(2φy) + iθ1xσzσyRz(−2(ζx + ζy + φx))
(3.68)





4.1 Summary of the thesis
In this dissertation we introduced the main types of quantum walks used in quantum
algorithms today, the DTQW and CTQW. The first results we presented were in
1D + 1 spacetime. We developed a rigorous definition of continuum limits, encom-
passing the continuous space, time, and spacetime limits. Using this definition, we
determined all possible unitary matrices (coins) which can undergo the continuous
time limit, and showed the resulting Hamiltonian and solutions. we then showed
which coins have a continuous spacetime limit in the absence of coin variation. we
then presented a theorem showing that the only non-diverginging continuous space
limit of the continuous time limit is a massless dirac equation in the continuum. The
last result in the 1D + 1 spacetime was a theorem connecting the general parameter
DTQW to the CTQW using our theorem which determines all possible unitary ma-
trices which can undergo the continuous time limit. We were able to use this theorem
to understand physically what the parameters from our theorem mean in terms of
boosts, direction of propagation, and spreading.
Next we presented results for 2D + 1 spacetime. We first introduced a model to
describe quantum walks in 2D + 1, and we used the previous 1D + 1 theorem which
determines all possible unitary matrices which can undergo a continuous time limit
to develop a theorem which does the same in 2D+1. We then developed a procedure
to determine the space of coins for which a continuous spacetime and continuous time
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limit exists, using a parametrization of time step and lattice spacing which allowed
for tunable scaling. We then presented an example with a particular choice of time
step and lattice spacing which limited to a massless diraction equation in 2D + 1.
More specifically, we introduced a QW over the 2D+1 spacetime grid, and we
parametrised the walk with 9 parameters (4 for each coin, and 1 for the stroboscopic
time step). We further allowed the coin parameters to be truncated Taylor polynomial
at first order ε, which introduced 8 more free parameters. We showed that some of
those parameters (the θ0i, i = x, y), must be constrained in a particular way for the
continuous time and continuous spacetime limit to exist, and that the stroboscopic
time step τ must be even to have both. We called this large family of QWs plastic. We
then used these constraint equations to derive a lattice Hamiltonian on a 2D-grid in
continuous time (i.e. for ∆ = 1) and a very general transport equation with dispersion
terms in 2+1 spacetime dimensions when both ∆t and ∆ tend to zero. In particular we
have shown that this last PDE includes the massless Dirac Equation. This opens the
route for elaborating QW-based quantum simulators of interacting particles admitting
both non relativistic (∆t  ∆) and relativistic regime (∆t ' ∆) in a very elegant
way. Moreover, the non-relativistic, naive lattice fermion Hamiltonians are known
to suffer the fermion-doubling problem, i.e. a spurious degree of freedom. On the
other hand, the DTQW does not suffer this problem, and it can even be used to time
discretize fermionic models of continuous-time LGT, as we discuss in section 1.3. An
intriguing question is whether the model hereby presented, suffers this problem or
not. We leave this as an open question. Moreover, the methods used in this work




Our work determined all possible coins which can undergo a continuous time limit in
1D + 1 and 2D + 1. These results have many experimental application in quantum
simulation, as now it is known exactly which continuous quantum systems can be
simulated by the DTQW in 1D + 1 and 2D + 1. Future work will be to find a real
world quantum system which can be simulated by the DTQW, and then implement
an experiment to simulate it. This can also be done for the non-varying coin result
(to simulate massless dirac fermions in continuous spacetime with non-varying coins).
Concerning the Plastic quantum walk in 2D + 1, this system shows which quantum
walks can simulate ensuing Dirac equations in continuous time or continuous space-
time, so finding a real world system for which to test this simulation capability is a
next step.
Concerning the continuum limit theorems themselves, we do not consider inter-
actions of multiple walkers, external potentials, or boundaries in our analysis, all of
which can be considered to make our theorems more encompassing. Also, developing
a rigorous framework for which to analyze the general nD + 1 continuous time limit
or Plastic quantum walk is another avenue for future work. This problem would not
be as simple as going from SC to SxCxSyCy, as the irreducible representation of the
Poincare group has the same degrees of freedom going from 1D + 1 to 2D + 1 (it
is a 2 dimensional spinor for both spacetimes). However, in 3D + 1 the spinor is 4
dimensional, and in general is dependent on n. The procedure outlined in our work
will surely help in the development of the nD+ 1 problem, but rigorous group theory
analysis would be required as well.
The characterization of our Plastic Quantum walk is another avenue for future
work. Determining what the new constraints we developed in Eq. 3.46 result is
another unanswered question, as well as a characterization of the ensuing continuum
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limits for different choices of a and b. Another open question is how exactly the does
the constraint in Eq. 3.48 analytically change the continuum limit sum, and what the
union and intersection of this constraint is with the previous constraint from 3.46 i.e.
what are the systems which satisfy both constraints and neither of the constraints.
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Appendix A
Appendix for 1D + 1
A.1 Proof of General Continuous Time Limit of the DTQW
(Theorem 2.3.1)
Before we begin, let’s reiterate the theorem we wish to prove:
Theorem 2.3.1. Let C(δ, ψ, θ, φ) be the 2× 2 unitary matrix in Eq. (2.6), with the
set of angles ψ, θ, φ parametrizing C depending on ∆t as: φ = φ0 + φ1∆t+O(∆t
2),
ψ = ψ0 + ψ1∆t+O(∆t
2), and θ = θ0 + θ1∆t+O(∆t
2), with φ0, ψ0, θ0, φ1, ψ1, θ1 ∈ R
constants. The continuous time limit as defined in 2.1.1 will exist for such a class
of coins if and only if θ0 = pπ, δ = −pπ2 (for odd integer p), and n is even. The
Hamiltonian obtained in such a limit is
H = −θ1
4
(Rz(−2φ0) + S2Rz(2ψ0))σy, (2.7)
with S the shift operator defined in Eq. (1.9).
We begin by stating the continuous time limit of the DTQW for coin C and
skipping n steps, from definition 2.1.1:
i∂t
#»





ψ (x, t) (A.1)
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Now we construct lemmas to prove Theorem 2.3.1. Our first lemma will be an
algebraic expansion of (S̃C)n that will help make manifest later lemmas, where S̃ is
the Fourier transform of S, which is defined by S̃ = eik∆xσz .
Lemma A.1.1. Let ψ′0 = ψ0 − 2k∆x, A = Rz(ψ′0)Ry(θ0)Rz(φ0), B = ψ1σzA +
θ1σyRz(−2ψ′0)A + φ1Aσz, and S̃ be the Fourier transform of S. Then the following
is true up to O(∆t):






Proof. After substituting ψ, φ, and θ in terms of φ0, ψ0, θ0, φ1, ψ1, and θ1, the rotation
matrices in Eq. (3.6) become Rz(ψ) = Rz(ψ0)(1 − iψ1∆t2 σz + O(∆t
2)) and so on
for Rz(φ) and Ry(θ). After doing this substitution and going to Fourier space (so






























= eiδn(An − i∆t
2
(An−1B + An−2BA+ ...+ ABAn−2 +BAn−1) +O(∆t2))












Now we make a statement concerning the O(∆t2) terms:
Lemma A.1.2. The continuous time limit as defined in Eq. A.1 will be independent
of any O(∆t2) terms in the parameters ψ, θ, and φ.
Proof. Examining the last line of Eq. A.4, we see that the only contribution of
the O(∆t2) terms in the parameters ψ, θ, and φ will be in the O(∆t2) term. The
O(∆t2) term in the last line of Eq. A.4 does not contribute to the continuous time
limit defined in Eq. A.1 because it goes to zero as the limit is taken. Thus, the
O(∆t2) terms in the parameters ψ, θ, and φ do not contribute to the continuous time
limit.
The next lemma uses lemma A.1.1 to constrain the values n can take for a finite
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limit in Eq. (A.1) to exist.
Lemma A.1.3. There is no continuous time limit as defined in Eq. (A.1) for n=1.
Proof. For the Hamiltonian in Eq. (A.1) to be finite, (SC)n must equal I + O(∆t),
and thus S̃C must equal I +O(∆t) as well. Therefore, from Eq. (A.2), (eiδA)n must
equal identity if S̃C = I+O(∆t). The only unitary operator eiδA that could possibly
satisfy (eiδA)n = I for n = 1 is the identity operator itself, but eiδA cannot even equal
identity, as A has k dependence from containing S̃, and the angles are not permitted
to depend on k, so there is no possible way to cancel out the k dependence. Thus,
there is no continuous time limit defined in Eq. (A.1) for n = 1.
Next we use the reasoning from lemma A.1.3 to further constrain the values θ0
and δ can take.
Lemma A.1.4. For the limit defined in Eq. (A.1) to be finite, θ0 and δ must be





for odd integer p and any integer l.
Proof. Following up on the constraint that (eiδA)n = I from lemma A.1.3, let U be
the diagonalization matrix of A, and let D be the matrix of eigenvalues of A. Then
we have the following:
(eiδA)n = einδ(U−1DUU−1DUU−1DU . . .) = einδU−1DnU = I (A.5)
→ einδDn = UU−1 = I→ einδDn = I (A.6)
so if we set the eigenvalues of eiδA equal to an nth root of unity e2πl/n where l =
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Because none of the angles have k dependence, the only way this condition can hold
true is if cos θ0/2 = 0 or θ0 = pπ where p = 1, 3, 5, .... This also gives a constraint




. As a remark, the reason why the choice of overall phase is
important here is that it shifts the zero point energy of the Hamiltonian in question
and will make the dependence on other variables more manifest in the continuum
limit (physical quantities are the differences in energies/eigenvalues of a Hamiltonian,
not the eigenvalues themselves).
The next lemma uses the constraints on θ0 and δ from lemma A.1.4 to impose a
constraint on n.
Lemma A.1.5. For the limit defined in Eq. (A.1) to be finite, n must be even.
Proof. Substituting our constraint for θ0 from lemma A.1.4 into A, we get the follow-
ing:




0 − φ0)σy (A.8)
Now consider n even. Substituting this form of A and our constraint on δ from lemma
A.1.4 into (eiδA)n in the last line of Eq. A.4, where n = 2w for some integer w, we
find that (eiδA)2w = (−e2iδI)w = I, as A2 = −I and (−e2iδ)w = I for all w. This
implies that even powers of n will satisfy (eiδA)n = I. As for odd n, we can write
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n = 2m+ 1 for some integer m to obtain the following:
(eiδA)n = (eiδA)2m+1 = eiδA (A.9)
This cannot equate to identity, as we showed in lemma A.1.3 that for n = 1 no
parametrization of A can make eiδA = I. Thus, n must be even to have a finite
continuum limit as defined in Eq. (A.1).
Because the constraints on n and θ0 hold true for all l from the last two lemmas,
we will choose l = 0 for the remainder of the proof without loss of generality.
Now we plug in the constraints from lemmas A.1.4 and A.1.5 to obtain the final
forms of C, S̃C, (S̃C)n, and most importantly H.
Lemma A.1.6. Eq. (A.1) will have a finite limit if C, S̃C, (S̃C)n, and H are the
following, where S is the shift operator defined in equation 3.11:
C = (−1)pπ(Rz(ψ0 − φ0)σy −
i∆t
2
[i(φ1 − ψ1)Rz(ψ0 − φ0)σx + θ1Rz(ψ0 − φ0)])
S̃C = (−1)pπ(Rz(ψ′0 − φ0)σy −
i∆t
2
[i(φ1 − ψ1)Rz(ψ′0 − φ0)σx + θ1Rz(ψ′0 − φ0)])







Proof. To find S̃C, we take the nth root of both sides of the third line of Eq. (A.4).
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This will yield the following:
S̃C = eiδ(A− i∆t
2
B). (A.11)






To find C, we simply multiply Eq. (A.12) by S̃−1 = Rz(2k), obtaining the following:
C = (−1)pπ(Rz(ψ0− φ0)σy −
i∆t
2
[i(φ1−ψ1)Rz(ψ0− φ0)σx + θ1Rz(ψ0− φ0)]) (A.13)
Next we will find (S̃C)n by evaluating the sum in the last line of Eq. (A.4) using the
constrained form of A in Eq. (A.8). One can show that A2 = −1 and A−1 = −A, so






























We used Eq. (A.8) in the last line, so Eq. (A.4) becomes the following:
(SC)n = 1− inθ1∆t
4
(Rz(−2φ0) +Rz(2ψ′0))σy (A.16)
Now we can find H̃ by evaluating the limit in Eq. (A.1) using Eq. (A.16) to obtain








(Rz(−2φ0) + S2Rz(2ψ0))σy (A.18)
where S is the shift operator defined in Eq. (3.11).
Combining lemmas A.1.4, A.1.5, and A.1.6, we prove Theorem 2.3.1.
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A.2 Proof of Time Evolution from Continuous Time Limit
of DTQW Hamiltonian (Corollary 2.3.1.1)
We start by reiterating the corollary:
Corollary 2.3.1.1. Let
#»
Ψ(x, t) be a solution to the time evolution equation with
the Hamiltonian from Theorem 2.3.1, i∂t
#»
Ψ(x, t) = H
#»












be the initial condition for
#»
Ψ(x, t). Then the following is the analytical form of the time evolution for
#»
Ψ(x, t)
for all t in terms of its initial state, where x = m∆x for m ∈ Z and Jm(t) is the mth
order Bessel function of the first kind, α = φ0+ψ0
2




















(1 + (−1)m−n)ΨL(n∆x, 0) + ieiβ(1− (−1)m−n)ΨR((n+ 1)∆x, 0)
−ie−iβ(1− (−1)m−n)ΨL((n− 1)∆x, 0) + (1 + (−1)m−n)ΨR(n∆x, 0)
)
We begin the theorem by finding the eigenvalues and eigenvectors of the Hamil-
tonian in fourier space:
Lemma A.2.1. The eigenvalues of the Hamiltonian in fourier space are ±λ(k) =
± cos (k − φ0+ψ0
2
) with corresponding eigenvectors










Proof. The Hamiltonian written in fourier space is the following:
H̃(k) = −θ1
4







It follows from straightforward eigenvalue decomposition that the eigenvalues and
eigenvectors are those in lemma A.2.1
Our next lemma relates the fourier transform of
#»
 (x, t), denoted
e#»
 (k, t), to the
fourier transform of the initial conditions of
#»
 (x, t), denoted
e#»
 (k, 0).
Lemma A.2.2. Let U be the unitary diagonalization matrix of eigenvectors of eH(k),












 (k, t) = Ue i (k) ztU †
e#»
 (k, 0)
Proof. If U is the diagonalization matrix of eigenvectors of eH(k), we can write
U † eH(k)U =   z. Therefore, because UU † = I by unitarity, we have the following:
e#»
 (k, t) = e i




 (k, 0) = Ue i (k) ztU †
e#»
 (k, 0) (A.21)
Our next lemma recovers the explicit expression for Ue i (k) ztU †
e#»
 (k, 0):
Lemma A.2.3. Let U and  (k) be defined as in lemma A.2.1. Then we have the
following expression for Ue i (k) ztU †
e#»











2 cos (k ↵) + e 
i✓1t
2 cos (k ↵))e L(k, 0) + i(e
i✓1t
2 cos (k ↵)   e 
i✓1t
2 cos (k ↵))ei(k+ )e R(k, 0)
 i(e
i✓1t
2 cos (k ↵)   e 
i✓1t
2 cos (k ↵))e i(k+ )e L(k, 0) + (e
i✓1t
2 cos (k ↵) + e 
i✓1t
2 cos (k ↵))e R(k, 0)
!
(A.23)
We obtain lemma A.2.3 through straightforward matrix multiplication. Our next
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It follows from straightforward eigenvalue decomposition that the eigenvalues and
eigenvectors are those in lemma A.2.1
Our next lemma relates the fourier transform of
#»
 (x, t), denoted
e#»
 (k, t), to the
fourier transform of the initial conditions of
#»
 (x, t), denoted
e#»
 (k, 0).
Lemma A.2.2. Let U be the unitary diagonalization matrix of eigenvectors of eH(k),












 (k, t) = Ue i (k) ztU †
e#»
 (k, 0)
Proof. If U is the diagonalization matrix of eigenvectors of eH(k), we can write
U † eH(k)U =   z. Therefore, because UU † = I by unitarity, we have the following:
e#»
 (k, t) = e i




 (k, 0) = Ue i (k) ztU †
e#»
 (k, 0) (A.21)
Our next lemma recovers the explicit expression for Ue i (k) ztU †
e#»
 (k, 0):
Lemma A.2.3. Let U and  (k) be defined as in lemma A.2.1. Then we have the
following expression for Ue i (k) ztU †
e#»











2 cos (k ↵) + e 
i✓1t
2 cos (k ↵))e L(k, 0) + i(e
i✓1t
2 cos (k ↵)   e 
i✓1t
2 cos (k ↵))ei(k+ ) R(k, 0)
 i(e
i✓1t
2 cos (k ↵)   e 
i✓1t
2 cos (k ↵))e i(k+ )e L(k, 0) + (e
i✓1t
2 cos (k ↵) + e 
i✓1t
2 cos (k ↵))e R(k, 0)
!
(A.23)
e obtain lem a A.2.3 through straightforward matrix multiplication. Our next
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It follows from straightforward eigenvalue decomposition that the eigenvalues and
eigenvectors are those in lemma A.2.1
Our next lemma relates the fourier transform of
#»
 (x, t), denoted
e#»
 (k, t), to the
fourier ransform of the initial conditions of
#»
 (x, t), denoted
e#»
 (k, 0).
Lemma A.2.2. Let U be t unitary diagonalization matrix of eigenvect rs of eH(k),












 (k, t) = Ue i (k) ztU †
e#»
 (k, 0)
Proof. If U is the diagonalization matrix of eigenvectors of eH(k), we can write
U † eH(k)U =   z. Therefore, because UU † = I by unitarity, we have the following:
e#»
 (k, t) = e i




 (k, 0) = e i (k) ztU †
e#»
 (k, 0) (A.21)
r t l r rs t licit expression for Ue i (k) ztU †
e#»
 (k, 0):
( ) e e ed as in le a A.2.1. Then we have the






2 cos ( )
i✓1t
2 cos (k )) ( , 0) i(e
i✓1t
2 cos (k ↵) e 
i✓1t
2 cos (k ↵))ei(k+ )e R(k, 0)
i(e
i✓1t
2 cos (k ↵) e
i✓1t
2 cos (k ↵))e i(k  )eL(k, 0) (e
i✓1t
2 cos (k ↵) + e 
i✓1t
2 cos (k ↵) e R(k, 0)
!
(A.23)
e obtain lemma A.2.3 through straightforward matrix multiplication. Our next
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lemmas will introduce some integrals and convolutions that we will need when com-
puting the inverse fourier transform of the equation in lemma A.2.3.
Lemma A.2.4. Let F−1 denote the inverse fourier transform, and ∗ denote the
convolution. Then we have the following inverse fourier transforms, where Jn(t) is














cosα cos k) ∗ F−1(e±
iθ1t
2








Proof. The first equality of the equation in lemma A.2.4 is true by elementary trigono-
metric identities, and the second line is true by the convolution theorem. For the third



































F−1(Ψ̃L,R(k, 0)) = ΨL,R(m∆x, 0) (A.29)
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Now we find F−1(e±
iθ1t
2







cosα cos k) ∗ F−1(e±
iθ1t
2















where in the last line we used one of Graf’s and Gegenbauer’s addition theorems












Next we have our last lemma:
Lemma A.2.5. Given the expression for Ue−iλ(k)σztU †
#̃»
Ψ(k, 0) in lemma A.2.3, we
have the following:












(1 + (−1)m−n)ΨL(n∆x, 0) + ieiβ(1− (−1)m−n)ΨR((n+ 1)∆x, 0)




Proof. Observing the expression for Ue−iλ(k)σztU †
#̃»
Ψ(k, 0) in lemma A.2.3, we use
lemma A.2.4 to go through each term and calculate the convolution.
Thus, lemma A.2.5 recovers the time evolution equation in position space for the
Hamiltonian from Theorem 2.3.1.
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A.3 Proof of Continuous Spacetime Limit with no Coin Vari-
ation (Theorem 2.4.1)
We begin by restating the theorem:
Theorem 2.4.1. Let
#»
Ψ(x, t) be a two-component wave function undergoing the DTQW,






z = 1, l = 0, 1, 2, ..., m = 1, 2, ...,
and v∆t = ∆x, where ∆t and ∆x are the time step and lattice spacings of the DTQW
for
#»
Ψ(x, t), respectively. The continuous spacetime limit will exist for
#»
Ψ(x, t) if and








n̂ · #»σ . (2.12)
The ensuing Hamiltonian for this walk will be the following massless Dirac Hamilto-
nian:




To prove Theorem 2.4.1 we will construct lemmas as was done in section 2.3. We
will use Theorem 2.2.1 from section 2.2 to prove Theorem 2.4.1. First we prove that
the coin must be of the form of Eq. (2.12) by considering the following general unitary







C = eiδRn(θ) = e
iδ exp−iθn̂ · #»σ/2 (A.38)
Lemma A.3.1. Let C be a general unitary operator as defined in Eq. (A.38). For
the continuous spacetime limit to exist for this coin, it must be of the form in Eq.
(2.12).
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Proof. The only coins that will have a continuous spacetime limit will be those that
possess the property such that for some integer m, Cm = 1, as stated in Theorem
2.2.1. Constraining this property onto the coins in Eq. (A.38), we get the following:
Cm = eimδ exp−imθn̂ · #»σ/2
= eimδ(cosmθ/2− in̂ · #»σ sinmθ/2) = 1
(A.39)
The n̂ · #»σ must go away, which constrains θ to satisfy θ = 2πl
m
, where l = 0, 1, 2, ....
Applying this constraint yields Cm = eimδ(−1)l, so we must have that δ = πl
m
. Thus







n̂ · #»σ (A.40)
Now we will be taking a continuous spacetime limit of the DTQW with this coin,
and we will see what resultant PDE we obtain.
Lemma A.3.2. The Hamiltonian for the continuous spacetime limit of the DTQW
with coin of the form in Eq. (2.12) will be the following:




Proof. We have the following continuous spacetime limit time evolution equation,
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where H is the resulting Hamiltonian or generator of time evolution for Ψ:





Let ∆x = v∆t, so both space and time go to the continuum at the same scale. We
focus our attention on the Fourier transformation of the operator in the middle of
Eq. (A.42). We have the following:
S̃(∆x)C)n − I = (eikv∆tσzC)m − I
= ((1 + ikvσz∆t+O(∆t
2))C)m − I
(A.43)
Next, we can ignore the O(∆t2) terms, as they will be zero in the end. So we obtain
the following:
(S̃(∆x)C)n − I = (C + ikvσzC∆t)m − I
= Cm + ikv∆t(Cm−1σzC + C
m−2σzC













Again, we can ignore the O(∆t2) terms, and we used the fact that Cm = 1. We can
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j = exp(iαn̂ · #»σ )σz exp(−iαn̂ · #»σ )
= (cosα + in̂ · #»σ sinα)σz(cosα− in̂ · #»σ sinα)
= 2 sinα(−ny cosα + nxnz sinα)σx + (2nynz sin2 α + nx sin 2α)σy
+ (cos 2α + 2n2z sin
2 α)σz
(A.45)
The only terms to survive the sum will be those proportional to sin2 α and cos2 α.




j = mnzn̂ · #»σ (A.46)
And thus our Hamiltonian is the following:
H̃ = ikvnz n̂ · #»σ (A.47)
Inverse Fourier transforming, we recover the Hamiltonian:




Combining lemmas A.3.2 and A.3.1 we obtain Theorem 2.4.1.
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A.4 Proof of Continuous Time and then Space Limit of DTQW
(Theorem 2.5.1)
What follows is a short proof of Theorem 2.5.1. Here is the theorem for reference:
Theorem 2.5.1. Let φ0 and ψ0 be unable to vary in the continuous space limit (i.e.
φ0, ψ0 cannot depend on ∆x). Then the only time evolution equation which is not
infinite and contains spatial derivative(s) for the continuous space limit (∆x→ 0) of
the continuous time limit of the DTQW is a massless dirac equation.
We begin with writing the Fourier space Hamiltonian of the continuous time limit




(eiφ0σz + e2ik∆xσze−iψ0σz)σy (A.49)
The parameters φ0, ψ0, and θ1 are real numbers which cannot depend on k. If none of
these parameters depend on ∆x, we see that lim
∆x→0
HC = − θ14 (e
iφ0σz+e−iψ0σz)σy, which
contains no spatial derivatives, thereby making it trivial. Therefore the parameters
must depend on ∆x. By conjecture 1, the only parameter that can depend on ∆x is
θ1. Now for the following lemma:
Lemma A.4.1. θ1 =
α
∆x
for some α ∈ R in order for lim
∆x→0
HC to contain a spatial
derivative.
Proof. Spatial derivatives in Fourier space look the following way, where F(g(x)) is





= ik = F(∂x) (A.50)
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(eiφ0σz + e−iψ0σz + 2ik∆xσze
−iψ0σz +O(∆x2))σy (A.51)
Given that the only parameter that can depend on ∆x is θ1, and that the only term
which can contain a spatial derivative is the 3rd term, but only if it is divided by ∆x,




Henceforth, we will set θ1 =
α
∆x
for some α ∈ R. Now for the next lemma:
Lemma A.4.2. The only parametrizations that will allow HC to be finite in the limit
∆x→ 0 are those consistent with the constraint φ0 + ψ0 = π.





e−iψ0σz(e2ik∆xσz + ei(φ0+ψ0)σz)σy (A.52)
In order for the term e2ik∆xσz + ei(φ0+ψ0)σz to look like a spatial derivative, ei(φ0+ψ0)σz
must be proportional to −identity, which equates to φ0 + ψ0 = π.
For the sake of completeness, these conditions on the parameters of the coin








(from Eq. (2.8)). Putting these two lemmas together, we get that the only finite
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ψ (x, t) (A.55)
which is in the form of a dirac Hamiltonian for a massless particle in the σx basis
(and reduces to the familiar form when ψ0 = 0).
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A.5 Proof of General Coin CTQW-DTQW Relation (Theo-
rem 2.6.1)
We begin by restating the theorem:
Theorem 2.6.1. Let
#»
Ψ(x, t) be the following two-component wave function resulting









where θ1, φ0, and ψ0 are real numbers which cannot depend on x or t. Addition-
ally, let
#»



















Ψ−(x, t) in the follow-















To begin, we introduce the following lemma:
Lemma A.5.1. Let H̃ = − θ1
4









This lemma is obtained from straightforward eigenvalue decomposition of H̃. Now
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for our next lemma:
Lemma A.5.2. Let
#»
Ψ±(x, t) be the inverse fourier transform of the eigenvectors of
H̃. The inverse fourier transform of the time evolution equation of the eigenvectors
of H̃ is i∂t
#»
Ψ±(x, t) = ± θ14 (e
−iα #»Ψ±(x+ ∆x, t) + e
iα #»Ψ±(x−∆x, t))
Proof. From lemma A.5.1 we have the following, where
#»
Ψ̃±(k, t) are eigenvectors of
















Inverse fourier transforming this, we get i∂t
#»
Ψ±(x, t) = ± θ14 (e




Now for our next lemma:
Lemma A.5.3. The wave functions
#»





) #»Ψ±(x, t) will satisfy the
CTQW time evolution equation i∂t
#»
Ψ′±(x, t) = ± θ14
[ #»






Proof. It can easily be seen that plugging in
#»










Ψ±(x, t) = ± θ14 (e
−iα #»Ψ±(x+ ∆x, t) + e













which satisfy the CTQW time evolution equation, in the following way:
#»











Proof. Let P+ and P− be projectors onto the + and − eigenvectors of
H = − θ1
4
(Rz(−2φ0) + S2Rz(2ψ0))σy. Then we can write the following:
#»













From lemma A.5.3, we plug in
#»







Ψ′±(x, t) and obtain the ex-
pression in lemma A.5.4.
A.6 Continuous Spacetime Limit With Coin Variation For
n = 1
The following will be a reiteration of some of the results from Ref. (Di Molfetta and
Debbasch, 2012), but there will be an emphasis on relating the continuous spacetime
limit to the Dirac equation, or “Dirac-Type” equations as we will denote them. Let
#»





















. Then the following is the Dirac equation in
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1 space and 1 time dimension (1 + 1):
i∂t
#»
Ψ(x, t) = (iσz∂x + σxm)
#»
Ψ(x, t). (A.62)
A “Dirac-Type” equation is the following, where Â and B̂ are any 2×2 anti-hermitian
and hermitian matrices, respectively:
i∂t
#»
Ψ(x, t) = (iÂ∂x + B̂)
#»
Ψ(x, t). (A.63)
Eq. (A.62) can easily be obtained by taking the continuous spacetime limit of the
DTQW with the coin C = eim∆tσx and the usual shift operator (in Fourier space)
S̃ = eik∆xσz . In the same fashion, Eq. (A.63) can easily be obtained by taking the
continuous spacetime limit of the DTQW with the coin C = ei∆tB̂, but now with a
different shift operator S̃ = eik∆xÂ.
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Appendix B
Appendix for 2D + 1
B.1 W Expansion
We wish to expand Ŵ τ to first order in ∆t. We begin by expanding ŜmCm up to























Now we can combine the product of ŜxCx and ŜyCy up to O(∆t):





























And now we expand cW ⌧ in powers of  t:





= ei ⌧ (A⌧  
i t
2
(A⌧ 1B + A⌧ 2BA+ ...+ ABA⌧ 2 +BA⌧ 1) +O( 2t ))















nd no we expand cW ⌧ in powers of  t:
( xCxSyCy)





= ei ⌧ (A⌧  
i t
2
(A⌧ 1B + A⌧ 2BA+ ...+ AB ⌧ 2 +BA⌧ 1) +O( 2t ))
















We begin by expanding {A,B} in terms of Ax, Ay, Bx, and By, using A = AxAy and
B = AxBy +BxAy:
{A,B} = AxAyAxBy + AxByAxAy + AxAyBxAy +BxAyAxAy. (B.4)
Now we expand further using Bm = ζ1mσzAm+θ1mσyRz(−2ζ ′m)Am+φ1mAmσz (where
m = x or y):
{A,B} =ζ1yAxAyAxσzAy + θ1yAxAyAxσyRz(−2ζ ′0y)Ay + φ1yAxAyAxAyσz
+ζ1yAxσzAyAxAy + θ1yAxσyRz(−2ζ ′0y)AyAxAy + φ1yAxAyσzAxAy
+ζ1xAxAyσzAxAy + θ1xAxAyσyRz(−2ζ ′0x)AxAy + φ1xAxAyAxσzAy
+ζ1xσzAxAyAxAy + θ1xσyRz(−2ζ ′0x)AxAyAxAy + φ1xAxσzAyAxAy.
(B.5)
Using σzAx = (−1)νAxσz and σzAy = (−1)ν+1Ayσz, it can be shown that the first




θ1yAxAyAxσyRz(−2ζ ′0y)Ay = −θ1yRz(−2φ0y)σy
θ1yAxσyRz(−2ζ ′0y)AyAxAy = −θ1yRz(2ζ ′0x + 2φ0x(−1)ν + 2ζ ′0y(−1)ν)σy
θ1xAxAyσyRz(−2ζ ′0x)AxAy = −θ1xRz(2ζ ′0y(−1)ν − 2φ0y + 2φ0x(−1)ν)σy
θ1xσyRz(−2ζ ′0x)AxAyAxAy = −θ1xRz(2ζ ′0x)σy.
(B.6)
Putting it all together, we have the following for {A,B}:
{A,B} =− θ1y(Rz(−2φ0y) +Rz(2ζ ′0x + 2φ0x(−1)ν + 2ζ ′0y(−1)ν))σy
− θ1x(Rz(2ζ ′0x) +Rz(2ζ ′0y(−1)ν − 2φ0y + 2φ0x(−1)ν))σy
(B.7)
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B.3 Cross Term Constraint
In this section, we will deduce for which constraints from section 3.3 do the resulting
continuum limit PDEs include a cross derivative term. We will find that the only con-
















= 0 → a1 − a2 = 2πt + π. We first reiterate























Since cross terms have all nvms equal to zero and two lvms equal to one, we write the
proportionality expression for ν ′l1xl1y00ν
′
l2xl2y00
Γ̂l1xl1y00Γ̂l2xl2y00 (where a1 = φx + ζy and





















Since each cross term will be proportional to ∂x∂y, we define the following matrix to
contain the relevant parts of the above equation to our analysis:
Ĵl1xl1yl2xl2y = Ry((−1)l1y+l2x+l2yθ0x)Rz(a1)Ry((−1)l2x+l2yθ0y)Rz(a2)Ry((−1)l2yθ0x)
(B.10)
For the cross derivative terms in Eq. 3.49 to cancel, the following must be true:






We see that either the first two terms can cancel when the ∂y non-divergent constraint
in Eq. 3.53 is imposed, or the second and fourth term can cancel when the ∂x non-
divergent constraint in Eq. 3.53 is imposed. When the ∂y constraint is imposed again,
the above equation reduces to the following:
Ry(−2θy)−Ry(2θy) = 0→ θy = nπ for n=1, 2, 3, .... (B.12)
Similarly, when the ∂x constraint is imposed again, we recover the following:
Ry(−2θx)−Ry(2θx) = 0→ θx = mπ for m=1, 2, 3, .... (B.13)
Thus, we see that these cross derivative terms will cancel with either θx or θy equal to
an integer multiple of π. Therefore, most of the constraints will contain no cross
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