This article presents an algorithm for the identification of modal parameters during flutter flight testing when forced excitation is employed and the aircraft possesses several sensors for structural response acquisition. The main novelty of the method, when compared with other classical modal analysis methods, is that the analysis is carried out in intervals of time instead of in the whole duration of the excitation. It means that, even when the response signal is only partially available, some modal parameters may be still identified. Application to analytic signals as well as structural response of modern fighter aircraft using frequency-swept excitation is provided in order to demonstrate the effectiveness, robustness and noise immunity of the proposed method.
Background
It is standard practice in flight flutter testing to obtain a quantitative measure of the dynamic behavior of the aircraft at flight conditions below the critical flutter boundary. These subcritical tests provide data from which the evolution of frequency and damping in each mode of interest can be obtained. The results are used to compare with calculations and predict the critical speed by extrapolation.
Unfortunately, during flutter flight testing, contrary to ground vibration tests (GVT), the short duration of the modal signals, the closeness of the frequencies, and the difference in energy of such signals, make modal identification of critical modes (those responsible of flutter phenomena) particularly difficult. Additionally, some of the signal sent from the aircraft in flight to the ground station by telemetry may get lost.
In flutter flight testing at CLAEX (the Spanish Flight Test Center) for armament integration in modern fighters, two types of excitations are used: frequency-swept surface deflection is employed to identify the structural modal parameters, whereas a set of preset frequency surface deflections of a few seconds (Dwell) are employed to identify the presence of nonlinear effects.
The SVD-QR method 1 works in the time domain, and has been employed successfully after Dwell excitation to analyze the free response of the structure. In fact, the proposed method can be considered as a generalization of an algorithm used at CLAEX to perform identification from the obtained free response of the aircraft structure after fixed frequency excitation during flutter flight testing. The basic methodology has been extended to enable the modal analysis of the forced response.
The method takes advantage from: the ability of SVD of analyzing and identifying matrix rank; the power of QR factorization to reorder the files in a matrix in accordance with the information provided; the general vector field properties; the features of exponentially damped harmonic functions and, finally, the properties of the response resulting from the convolution of this type of functions with an excitation signal.
Contrary to classical modal analysis methods that use the whole duration of the excitation to perform the identification, the proposed the method is able to carry out the analysis over an interval of time. As a result, it is able in some cases to deal with noise and nonlinearity by checking an interval of time where these problems are negligible.
The proposed method operates in the time domain, but contrary to some traditional time domain fitting algorithms like the least squares complex exponential 2, 3 or the Ibrahim time domain, 2,3 it does not make use of the impulse response function and hence it does not need to employ the inverse Fourier transform of the frequency response function (FRF), since it directly uses excitation and response signals.
A time domain method using directly excitation and response signals is the eigenvalue realization algorithm that has been developed by Juang and Pappa 4, 5 and employed by Brennen for the analysis of flutter data. 6 These methods are very sensitive to the presence of noise and nonlinearity. In order to overcome this problem, several new methodologies have been developed. The Hilbert-Huang transform, employed by Brennen and Prazenica 7 for the analysis of flutter data, decomposes the signal in intrinsic mode functions by means of empirical mode decomposition and applies the Hilbert transformation to each of these functions. Alternatively, time-frequency domain, in particular Wavelet filtering, can be employed in the cases of frequency swept excitation to try to eliminate the contributions of nonlinear phenomena. 8, 9 The wavelet transformation, specifically the Morlet wavelet, is employed by Kijewski and Kareem 10 as well as by Slavic and Boltezar 11-13 for system identification.
Principles of the method
The method is based on several principles and hypotheses that are summarized here below.
Hypothesis of linearity
The method assumes that the system is linear and, hence, exponentially damped harmonic functions represent the structural modes. 1, 2, 10 This hypothesis means that the system can be represented by the following equation of motion
where M, C, and K denote the mass, damping, and stiffness matrices respectively and h(t) is the displacement vector. Since in this case the equation is homogeneous without excitation, h(t) is the impulse response, or the free response of the system. The solution of equation (1) When three portions of an exponentially damped sinusoidal signal corresponding to three intervals of time of the same length are taken, the vectors describing these three portions are linearly dependent, unless two of them have the same phase. This means that any of these three vectors can be built as a linear combination of the other two. In case the signal is formed by two exponentially damped sinusoidal signals, four portions corresponding to four intervals of time of the same length have to be taken to build any other portion of the signal and so on.
Response of the system to excitation
When the system is submitted to an exciting force f(t)
and h(t) is the solution of equation (1), the system response x(t) is xðtÞ ¼
It has to be taken into account that the signal from a sensor of the aircraft, in addition to the modal contribution, contains nonlinear effects, forced response due to turbulence as well as electrical noise. The proposed algorithm is applicable only when these contributions are randomly Gaussian distributed and nonlinear effects are weak.
Superposition principle
The superposition principle states that for a linear system, the net response at a given time caused by two or more excitation forces is the sum of the responses, which would have been caused by each force individually. This means that equation (4) can be written as
xðtÞ ¼ x 1 ðtÞ þ x 2 ðtÞ 8t ð6Þ
Taking into account the superposition principle, equation (5) where x(t),h,È, and' r denote the column vector of structural response, the column vector of impulse response, the modal matrix, and the modal shape vectors, respectively. The last three matrices depend on the conditions of the system at time t ¼ T.
The physical interpretation of equation (7) is that the response of the system after time t ¼ T has two contributors. The first is the response of the system due to an excitation f(t) beginning at t ¼ T as if before the system were at rest, represented by the right-hand side of equation (6) . The second contributor is the free response of the system when the excitation from t ¼ 0 until t ¼ T has ceased, represented by left-hand side of equation (6) .
Multiple sensors
Flutter flight testing is performed using a test aircraft with several accelerometers and strain gages embedded in the structure and in the loads (external fuel tanks, bombs, pods, missiles, etc.) corresponding to the configuration under test. Since the aircraft structure excitation is generated by two signals moving both ailerons, either in phase or 180 out-ofphase, in order to detect symmetric and antisymmetric modes respectively, it can be modeled by a single input system.
Each file of the modal matrix È in equation (2) represents the contributions of the modes to the signal detected by a sensor. This contribution depends on the location in the structure of the sensor. In particular, when the sensor is located near a node of a mode, the contribution is small and the related mode is unnoticed due to the weakness of the signal created by it.
Considering that the aircraft has P sensors and N structural modes, that the impulse response of sensor i is h i (t), and that its response x i that begins at t ¼ 0 and is sampled and evaluated between t ¼ T 1 and t ¼ T n , then
Representing the impulse response by its modes In equation (9), the left-hand side is known and the right-hand side is unknown. It can be noticed that in the right-hand side there are P Â N unknown parameters ' r i and N unknown ½ f Ã q r vectors. This means that taking N vectors in the left-hand side x i and in case they are not linearly dependent, it is possible to create an equivalent base to the vectors ½ f Ã q r .
Method for modal analysis

Number of modes
For the algorithm to be applicable, the number of sensors available must be equal or higher than the number of modes, that means P 5 N. Even when the aircraft has infinite modes of vibration, in most cases the method is valid since only a few modes are excited enough to be detected and relevant in the analysis.
. .
The response signals with sampling frequency f s and taken in the interval between T 1 and T n are
Matrix A with the response signals is built as a first step of the algorithm
As a direct consequence of expression (9) and considering a noiseless and linear system, the number of nonzero singular values on SVD decomposition of matrix A should match its rank and, hence, the number of modes. However, all the singular values are nonzero in a real system due to noise as well as weak nonlinearity. But singular values due to these factors are very small compared to those reflecting the modes.
In case there is no clear distinction in magnitude between the singular values the algorithm in not valid for that specific system mainly due to the presence of strong nonlinearities. When the algorithm is applicable, there are N singular values significantly higher than the rest, determining the number of modes present in the system. In order to filter out the noise, the set of smallest singular values are set equal to zero, building in this way the almost noise-free matrix A C 
QR factorization and file permutation 1, 14 An equivalent base to the N ½ f Ã q r vectors can be built by whichever set of N files from matrix A C . Nevertheless, the selection of the most appropriate vectors is paramount. The best vectors are those orthogonal to each other and with a norm as high as possible, since they provide the maximum amount of information. The vector selection is achieved by means of permutation of files in matrix A C using the permutation matrix E obtained by QR 1,14,15 decomposition
Therefore, the set of the N first rows of matrix B is the best base equivalent to the N ½ f Ã q r vectors. Consequently, a truncated matrix B t is built with the first N rows of matrix B
N rows ð15Þ
The rank of matrix B t is N and, as a consequence, the singular values of its SVD decomposition are nonzero. The QR factorization and file permutation aiming at optimizing vector selection is a novelty of the proposed method and is not used in other modal analysis algorithms.
Identification of frequency and damping
Suppose that an extra row is added to B t creating the enlarged matrix B*. In case the extra row is linearly independent of the rows of B t , the rank of the enlarged B* will be 2 n þ 1, meaning that the extra row is linearly independent from the N ½ f Ã q r vectors. However, when the extra vector is linearly dependent on the rows of B t , the ranks of B t and B* are equal and the last singular value of the SVD decomposition of B* is null.
A sensor able to detect only the response of a single structural mode to the excitation would measure such a response; hence it would be a vector linearly dependent on the files of matrix B t .
The way to identify the frequency and damping of modes enclosed in the signal is to create extra rows based on a parametric set of exponentially damped sinusoidal functions. Each of these functions, whose parameters (f j , j ) are the frequency and the reduced damping, is normalized with the Euclidean norm. An additional parameter would be the phase, but in order to avoid it, two functions out of phase by 90 are generated
When the convolution of these two functions with the excitation force is evaluated, considering that such a force is equal to zero outside the interval between t ¼ T 1 and t ¼ T n , then
In case the parameters of frequency and reduced damping correspond to one structural mode, then, due to the superposition principle, the response of the system to the excitation force due to this mode is a combination of the four vectors Y 
. . 
A measure of the rank of B Ã j is obtained by the product of the N þ 4 singular values of the S j product, denoted by É j . 
É K is, as a matter of fact, the determinant of the matrix acquired by just retaining the first N þ 4 columns of S j . When the rank of matrix B Ã j is N þ 3 the determinant is null. A É j value can be calculated for each combination (f j , j ), assessing the extent to which the combination of the four vectors
is independent of the ½ f Ã q r base. The pairs matching the parameter modes more closely would give minimum values of É j .
A sequence of (f j , j ) combinations shall be generated covering the range of interest. For each frequency, different values of the damping ratio are tested in order to determine the minimum É for a given frequency. Then, the process is repeated for all the remaining values of the frequency. The local minima of the É function indicate the (f j , j ) pairs, which more closely approximate the structural modal parameters.
Robustness of the results
Even when the SVD decomposition is extremely robust, false matches between signal embedded noise and the Y C1 j , Y S1 j , R C j , R S j vectors cannot be avoided. However, the analytical vectors were generated by employing sine and cosine functions, but may have been generated from arbitrary phases between the functions. In case a real mode has been matched, the values of É j for vectors generated with any arbitrary phase must reach a local minimum. By applying this requirement, the spurious identifications can be excluded.
The proposed algorithm is not very sensitive to the order of the system (the N modes retained) contrary to other techniques of modal analysis. Experiments with real and analytical signals have demonstrated that the results do not change appreciably when the number of rows retained in matrix B t is larger than the number of modes.
Results and discussion
Applications of the algorithm to both synthetic data and real flight signals have been performed with MATLAB.
Application to synthetic data
In order to create the synthetic data, a frequencyswept excitation signal input f has been used, with duration of 37 s, a frequency band from 2 Hz to 13 Hz and an amplitude varying from 1 to 2 units. A constant rate of change of frequency and amplitude with time has been adopted.
Excitation Signal
Time and Sampling Frequency
Considering an aircraft with four main structural modes j and ten embedded sensors i, as described by equations (2) and (3), with the following values
Ten responses x i have been produced by weighing, with È, for each sensor, the four signals created by the convolution of the excitation signal with four structural modes q i in accordance with equation (9) For example, it has been considered that the sensor acquiring the signal response x 3 is not able to detect the response due to mode 1.
Gaussian noise has been superimposed with the excitation signal in order to simulate the noise in the aircraft ailerons and the result convolved with the impulse signals. In addition, Gaussian noise has been added also to the response signal in order to simulate the noise in the sensors and in the telemetry.
In a real flutter flight testing, the frequencies are relatively well known, or at least the approximations of such frequencies, since vibration tests on ground as well as analysis of the modal frequencies variation with speed have been performed before the flight. The main task is to identify the final frequency and, most importantly, the damping indicating the remaining structural stability. In order to find the frequency around 3 Hz, the method has been applied to the signal between t ¼ 0.5 s and t ¼ 3.5 s.
For each frequency investigated, there is a damping value that gives a minimum for É parameter (see right panel of Figure 1 ), that is a minimum for rank measurement.
An accurate damping value has been obtained just by using a segment of signal instead of the whole record. In the present case, only an interval of 3 s at the beginning of the signal has been necessary to identify the first mode (Table 1) .
Application to real signals
The algorithm has been employed with real signals obtained during a flutter flight test for SRAAM missile integration in a modern fighter. The computing time (approximately 2 to 3 s) with the MATLAB software can be considered real time for this type of testing, and is an indication of the possibility to integrate the algorithm with prediction algorithms, such as flutter margin, in order to facilitate the decision to carry on with the test and progress to more critical flight points. Figure 2 shows the FRF of the real structural response signals to a frequency-swept aileron movement. Frequency varied linearly with time during 37 s from 2 Hz to 13 Hz.
The method identifies the damping value and frequency of the 5.8 Hz mode by taking intervals of 4 s centered in a quite broad set of instants (t ¼ 15 s, 16 s, 17 s, 18 s, and 19 s). For each of these instants, the method has been applied and the corresponding five variations of the pseudo-determinant É with frequency are represented in the upper right panel of Figure 3 . These five intervals yields the same result corresponding to a frequency of 5.8 Hz and a damping value of 0.01.
The same process has been applied to the 7.3 Hz mode, leading to the same behaviour of the solution as shown in the lower right panel of Figure 3 . In this case the values for frequency and damping are 7.3 Hz and 0.045, respectively.
In Figure 2 , it can be observed that the 5.8 Hz and the 7.3 Hz modes are those with the highest energy.
On the other hand, the method has not been able to identify undoubtedly the damping value of the mode corresponding to a frequency of 6.8 Hz, wandering between 0.03 and 0.055. Additionally, in order to identify the mode, the instant has required precise determination in a very narrow interval of time. This mode of 6.7 Hz is shadowed by the 7.3 Hz mode because the two are very close and the latter has much more energy. Finally, the method has failed to identify the last mode corresponding to a frequency of 9.4 Hz. The results of the analysis are summarized in Figure 3 . 
