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Given a graph G and an integer r,does there exist a regular subgraph ofG with degree r? In 
this note we establish NP-completeness for the r-regular subgraph problem for each r>~3 and 
certain restrictions on G. In particular, the cubic subgraph problem is NP-eomplete even for the 
simple case where G is a bipartite planar graph with maximum degree 4. 
1. Introduction 
One can easily characterize graphs possessing regular subgraphs of degree 1 
and the same holds for degree 2. But the situation is widely different for degree 3. 
In fact, no characterization f graphs with cubic subgraphs is known. Neverthe- 
less, there are some results. For example, K6vari, S6s and Turfin [8] have shown 
that sufficiently dense graphs contain the complete bipartite graph K3.3. Erd6s and 
Simonovits [4] have proved a similar result for the 3-cube. There is also an 
interesting conjecture due to Berge (1973, el. [2, p. 246]): Every 4-regular graph 
G contains a 3-regular subgraph. (Note that the conjecture confines to graphs, 
otherwise the 4-regular connected multigraph of order 3 would be a counterex- 
ample.) This conjecture has been first verified only under additional assumptions 
on G: if G is 10-cyclic-edge-connected (Chv~tal et al. [3]) or if G has diameter 2
(Parthasarathy and Sridharan [9]) or if G contains no induced star K1.3 (Parth- 
asarathy and Sridharan [10]). Then Tashkinov [11] announced that he had even 
proved the following stronger result: For every integer r~>3, every r-regular 
graph contains a 3-regular subgraph. He further proved that for every integer 
r I>6 there exists an r-regular graph without ( r -1) -regular  subgraphs. 
Everyone probably feels that such problems are difficult also from the algorith- 
mic viewpoint. And it is the aim of this note to give some results in this direction. 
For our purposes, we formulate the following problem. 
The r-regular subgraph problem: Given a graph G and an integer , does there 
exist an r-regular subgraph of G? 
This decision problem remains difficult even for r = 3. More precisely, it is an 
NP-complete problem as shown by Chv~tal et al. [3] (see also [5, p. 198] where 
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this result is attributed to Chv~tal, 1976). Here we extend this result to each r and 
strengthen by adding certain restrictions on G. 
Our graph-theoretic terminology is based on [1] or [6]. As to the NP- 
completeness, the reader is referred to [5]. 
2. Bilmrtite graphs 
q[~corem 1. For every r >~ 3 the r-regular subgraph problem is NP-complete, even 
for the class of bipartite graphs with maximum degree r + 1. 
ProoL Since the problem is obviously in the class NP [5], it suffices to prove the 
completeness. We give a polynomial transformation of the following NP-complete 
problem (see [7] or [5, p. 221]) to our problem. 
Exact cover by 3-sets: Given a set X of 3k elements and a collection C of 
3-element subsets of X. Does C contain an exact cover for X, that is a 
subcollection C' _ C such that every element of X occurs in exactly one member 
of C'? 
Let X = {al, a2 . . . . .  aak} and C = {$1, $2 . . . . .  St}. First we construct a bipartite 
graph Go with vertex set X U C and bipartition (X, C), where aiS i is an edge if[ 
a~ ~ S i in the cover problem. Then the exact cover problem can be reformulated as 
follows: Does there exist a subgraph H0 of Go with vertex set XUC'  such that 
each vertex of X has degree 1 and each vertex of C' has degree 3? Fig. 1 shows 
an example of Go for k = 2 and t = 5. In this case/4o exists and is depicted by fat 
lines (C' = {$2, Ss}). 
We will suppose that in Go deg(a~)I> 1 for every i (otherwise the problem is 
trivial). The graph Go is now modified in several steps. 
Step 1. We add 7k new vertices bl, b2 . . . . .  b7k (see Fig. 2) and 12k new edges: 
a~bl and bib3k+i for i=1 ,2  . . . . .  3k; b3k+ibi+l for i=1 ,2  . . . .  ,3k - l ;  b6kbl; 
b6k+ib3k+3(i_l)+l , b6k+ib3k+3ci_l)+2 and b6k+ib3k+3(i_l)+3 for i = 1, 2, . . . ,  k. The 
obtained graph is denoted by G1. One sees that G1 is a bipartite graph (use black 
and white vertices in Fig. 2) with deg(bl) = 3 for i = 1, 2 . . . . .  7k. 
Step 2. The graph G1 is now changed to a multigraph M" in accordance with 
the substitution indicated in Fig. 3 at every vertex a~ (i = 1, 2 . . . . .  3k). More 
precisely, let hi, S~1, S~z . . . . .  S~ be the vertices adjacent o a~ (each Sip is equal to 
some S~ ~ C). We delete the vertex a~ and add 2q new vertices u~ 1, vl 1 . . . . .  u~, v~ 
S 1 
? 
O~ 0 2 0 3 0 4 0 5 
Fig. 1. An example of Go with Ho. 
S 2 S 3 S~ S s 
0 6 
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with 2q simple edges biU~l, vitSil, UlzU~2, t)i2Si2, t)i2Ui3, t)i3Si3 . . . . .  t)i,q--1/~q, "Oitl~itl, 
and q edges U~xUil . . . . .  u~u~, each of multiplicity r -1  (bold lines in Fig. 3). 
One can easily verify that the obtained multigraph M ~ is bipartite and has 
7 t+7k  vertices. Further, all the vertices Sg and bh are of degree 3, all the vertices 
oil,. •. ,  vi.q-1 are of degree r+ 1, and the remaining ones (u~ and all t~p) are of 
degree r; here l~g<~t ,  l<~h~7k,  1~i~3k ,  and l~p~q,  where q is defined 
above and in fact depends on i. 
Now we are going to show (for r = 3) that Go has a required subgraph H0 iff M 3 a 
3-regular submultigraph N 3. Let Ho exist. Then we let N 3 to contain all the 
vertices bh, and all the edges incident o them. Moreover, for each i, if o~S~p is the 
(unique) edge at o~ in H0, then N 3 contains also the vertices and the edges (with 
multiplicities 2 and 1, alternately) of the path u~lvilu~2vi2" • • u~pv~pS~p (see Fig. 3). 
Clearly, the resulting multigraph N 3 will be 3-regular. (Fig. 4 shows the 'upper 
part' of N 3 which corresponds to H0 from Fig. 1.) Conversely, assume that the 
multigraph M 3 contains a cubic submultigraph N 3. All the vertices bi in M z are of 
degree 3 and thus either all they belong to N 3, or N 3 contains none of them (see 
Fig. 2). In the first case, every t~t and vii, and exactly one of the edges vi~S~t, 
VilU~2 belong to N 3 (see Fig. 3). If N 3 contains VilU~2, then it contains also ~2vi2 
and exactly one of the edges vi2S~2, vi2u~3, etc. Thus N 3 must contain a path 
~v~t"  • • u~pvloS~p and then we let H0 to contain the edge a~Sip in Go. Obviously, 
the resulting graph H0 will have the desired properties. In the case when N 3 
contains no vertex hi, we see (Fig. 3) that N 3 contains no vertex ~p or v~p, and 
thus no vertex of M 3 at all, which is impossible. 
Sil Siz S~3 S~4 Si~ S~2 Si3 Si4 
Oi lUil Ui2 Ui3 Ui4 
I 
b i b bi 
Fig. 3. The substitution ata~ (q = 4). 
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Fig. 4. The 'upper part' of N 3 corresponding to Fig. 1. 
Step 3. Now let r>~4. We construct 2 ( r -3 )  copies of /W" and call them 
/~(1)  . . . . .  M ' ( r -3 ) ,  J~f'(1) . . . . .  /~/ ' (r -3) .  Then for g ,h=l ,  2 . . . . .  r -3 ,  for 
i = 1, 2 , . . . ,  7k, and for j = 1, 2 . . . . .  t, join the vertex bi(g) (from the copy/W(g))  
to the vertex/~(h) (from the copy/W(h))  and the vertex Si(g) to the vertex ~(h).  
The obtained multigraph is denoted by M *r and we let M*3 = M 3. One can easily 
verify that M *r is bipartite and its vertices hi(g), /~(g), Sj(g), and ~(g) are of 
degree r for each g, i, and j. Hence every vertex of M *r is of degree r or r + 1. 
We assert that Go contains a required subgraph H0 itI M*" contains an 
r-regular submultigraph/W. Since the proof is fully analogous to that for r =, 3, it 
is left to the reader. 
Step 4. Finally, to avoid multigraphs, each edge uv of multiplicity r -  1 (see Fig. 
3) is replaced in M *" by the bipartite graph Kr, r -  uv (it has 2r vertices, u and v 
are of degree r -  1 and the others are of degree r). This substitution is outlined in 
Fig. 5. The obtained graph is denoted by G *'. Evidently, G *r is a bipartite graph 
with maximum degree r+ 1. Moreover, the properties of Go and M *r imply 
immediately that G *' has an r-regular subgraph iff there exists a required 
subcollection C' in the exact cover problem. Since for any fixed r, the graph G*" 
can be constructed in a polynomial time (relative to the size of the exact cover 
problem), the proof of Theorem I is completed. 
r - I  
U _ ~ :3  V 
Fig. 5. Replacing multiple dges in M *r. 
3. Planar graphs 
Here we extend our results to more restricted class of graphs, namely we add 
the planarity. Note that no planar graph with n >I 3 vertices can have more than 
3n-  6 edges and no bipartite planar graph can have more than 2n-  4 edges [6, p. 
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104]. Consequently, there is no r-regular planar graph with r~>6 and there is no 
r-regular bipartite planar graph with r>~4. Therefore the following theorem 
cannot be extended to larger values of r. However, we do not know whether the 
degree bounds 6 (r = 4) and 8 (r = 5) can be decreased or not. 
Theorem 2. The r-regular subgraph problem remains NP-complete for each of the 
following two cases: 
(i) r = 3 and we are restricted to bipartite planar graphs with maximum degree 4. 
(ii) r = 4 or 5 and we are restricted to planar graphs with maximum degree 6 or 
8, respectively. 
Proot. (i) Consider the graph G *a from the preceding proof. Although G .3 is a 
nonplanar graph, it can be drawn in the plane so that 
• (1) no edge crosses itself, 
(2) adjacent edges never cross, 
(3) two nonadjacent edges cross at most once, and 
(4) no more than two edges cross at a point of the plane. 
It is clear that such a diagram D of G .3 can be constructed in a polynomial time. 
Thus there are in the plane polynomially many pairwise disjoint disks such that 
(a) every crossing (of edges in D) lies in some disk and 
(b) every disk contains exactly one crossing of two edges. 
Consider a disk Z and the two edges, say, xy and uv, that cross in Z (see Fig. 6, 
where Z is dotted). Then replace the edges xy and uv by the plane multigraph Q 
as shown in Fig. 6. As we see, Q has 4 old vertices u, v, x, and y, and 6 new 
vertices; let the induced submultigraph on the new vertices be denoted by Q'. The 
replacement of xy and uv by Q can be done in such a way that Q' will be 
contained fully in Z and the part of the diagram D lying in the outer region of Z 
will remain unchanged. Thus applying the construction indicated in Fig. 6 
polynomially many times, we obtain from D a bipartite plane multigraph P with 
maximum degree 4. 
' - , .  Z ... """  .. 
:..'" ,. 
\ :' 
Y x 
~ c 
v 
U 
Fig. 6. Crossing of edges and a planar ealization for r = 3. 
Y 
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Fig. 7. Possible 'local states' for a cubic submultigraph. 
0 
Fig. 8. Replacing multiple dges in P. 
We assert that P contains a cubic submultigraph Rp iff D contains a cubic 
subgraph Ro. This can be seen by observing that any 3-regular submultigraph of 
P either misses a given disk Z or induces in Z one of the 3 possibilities indicated 
in Fig. 7; these parts of P are referred to as the 'local states.' If P has a cubic 
submultigraph Rp, then a cubic subgraph Ro in D can be constructed as follows: 
If the first local state of Fig. 7 occurs, then we choose (as a part of Ro) the section 
of the edge uv lying in Z (see Fig. 6); the section of xy is chosen to the second 
local state, and we choose both these sections whenever the third local state 
occurs. An obvious converse of this construction produces a cubic submultigraph 
in P from a cubic subgraph in D. 
To complete the proof, we replace each pair of multiple edges in P by a proper 
graph. One can easily see that the substitution of Fig. 8 works, that is, the 
resulting raph 15 will be plane, bipartite, of maximum degree 4, and will contain 
a cubic graph iff P contains a cubic multigraph. Part (i) of Theorem 2 is proved. 
(ii) The proof of this part is fully analogous to that of (i) and therefore we give 
only planar realizations of crossings. If r = 4, we take G .4 and the crossing is 
solved in Fig. 9. If r = 5, we take G *s and use Fig. 10. In both cases we get similar 
v 
I,J 
Fig. 9. A planar ealization ofcrossing for r = 4. 
The complexity o[ linding regular subgraphs 167 
v 
u 
Fig. 10. A planar ealization of crossing for r = 5. 
local states as in Fig. 7. The desired properties can be readily verified. This 
completes the proof of Theorem 2. 
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