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Photonic sensors based upon high-quality optical microcavities have found a wide variety of
applications ranging from inertial sensing, electro- and magnetometry to chemical and biological
sensing. These sensors have a dynamic range limited by the linewidth of the cavity mode transducing
the input. This dynamic range not only determines the range of the signal strength that can be
detected, but also affects the resilience of the sensor to large deteriorating external perturbations
and shocks in a practical environment. Unfortunately, there is a general trade-off between the
detection sensitivity and the dynamic range, which undermines the performance of all microcavity-
based sensors. Here we propose an approach to extend the dynamic range significantly beyond
the cavity linewidth limit, in the nonlinear modulation regime, without degrading the detection
sensitivity for weak signals. With a cavity optomechanical system, we experimentally demonstrate
a dynamic range six times larger than the cavity linewidth, far beyond the conventional linear region
of operation for such a sensor. The approach demonstrated here will help design microcavity-based
sensors to achieve high detection sensitivity and a large dynamic range at the same time, a crucial
property for their use in a practical environment.
I. INTRODUCTION
In a sensor design problem, two parameters are of the
utmost importance. These parameters are the sensitiv-
ity which determines the smallest change in a stimulus
that can be detected, and the dynamic range which de-
termines the limit to which the stimulus strength can
yield useful information. The upper limit of measure-
ment of a sensor comes due to nonlinearities in either
the physics of the sensing process or the detection and
readout electronics used after the sensor. Ideally a lin-
ear input-output relationship is desired and the region
of linearity determines this dynamic range. In a typical
sensing experiment, there is a trade-off between sensitiv-
ity and dynamic range and a compromise has to be made
in favor of one depending on the application.
An excellent example of this compromise is seen in
optical sensors that use confined cavity modes [1]. Such
devices have been used in a variety of applications includ-
ing particle sensing, biochemical analysis, inertial and
force sensing, and electric and magnetic field sensing,
to name a few [1–5]. These sensors operate by measur-
ing a change in the cavitys resonance frequency due to
a change in their environment. The detection sensitiv-
ity relies crucially on the optical quality of the sensing
microcavity. Unfortunately, the nonlinear nature of the
Lorentzian lineshape of the cavity resonance imposes an
upper limit on the change in the resonance frequency that
can be detected (see Fig. 1). Consequently, although a
small cavity linewidth increases the detection sensitivity,
it seriously limits the range of signal strength that can be
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FIG. 1. Optomechanical modulation of a cavity: (a) An opti-
cal cavity with a movable mirror. The change in the length of
the cavity shifts the resonance frequency. The response of an
optical resonance to periodic change in cavity length yields
(b) a linear response in the transmitted optical power when
the modulation is small, and (c) nonlinear response when the
modulation exceeds the cavity linewidth.
probed. The cavity linewidth is considered to be a funda-
mental limit on the dynamic range of sensing. So far, the
majority of research efforts on microcavity-based sensing
focus on increasing the detection sensitivity [1–5]. Little
attention has been paid to address the limitation on the
dynamic range, which is equally important for practical
applications, as dynamic range also affects the robustness
of the sensor against drifts and shocks in a changing envi-
ronment. Here we propose and demonstrate an approach
that can extend the dynamic range significantly beyond
the cavity linewidth allowing measurement of strong sig-
nals, without impacting the detection sensitivity to mea-
sure weak perturbations.
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2Depending on the application, a microcavity sensor
can be operated in a static fashion to detect average sig-
nal strength, or in a dynamic fashion where the input
signal carries a time-dependent modulation. The latter
mode is particularly interesting since it is resilient to low-
frequency noise. It has been widely employed in many
areas, ranging from force [6] and mass sensing [7, 8], iner-
tial sensing [9–11], electro- [12] and magnetometry [13],
acoustic sensing [14–16], atomic force microscopy [17], re-
fractive index sensing [18], and chemical and bio-sensing
for tracking chemical reactions and molecular dynamics
[19–21]. Here we show that, by simply detecting the first
three harmonics of the transduced modulation signal, we
will be able to extend the dynamic range of a micro-
cavity sensor, remarkably, to nearly an arbitrarily large
value. We demonstrate this feature for both the adi-
abatic regime and the resolved-sideband regime where
the modulation frequency is below and above the cavity
linewidth, respectively. With a cavity optomechanical
system, we experimentally measure modulation ampli-
tudes over six times larger than the cavity linewidth, far
beyond the linear region of operation for such a sensor.
Our proposed approach will benefit applications that re-
quire sensors with high sensitivity as well as a large dy-
namic range.
II. THEORY
In a typical sensing experiment, as the modulation am-
plitude exceeds the cavity linewidth, the transduced en-
ergy tends to shift to higher harmonics of the modulation
frequency due to the nonlinear transmission of the cavity
resonance. It stands to reason that an ever increasing
detection bandwidth will be needed to sense increasingly
large modulation signals. Earlier work on estimating
temporal modulation of a cavity resonance has relied on
using a Taylor series expansion to approximate the cav-
ity transmission around a mean detuning [22, 23]. This
only works in the adiabatic regime, where the modulation
frequency is much smaller than the cavity linewidth and
the expansion diverges as the modulation amplitude ex-
ceeds this linewidth, after which numerical estimation of
the cavity transmission [24] can be done. We circumvent
this issue by leveraging the periodic nature of the trans-
mitted optical power to determine higher order terms of
a Fourier series from lower order terms, irrespective of
the regime of operation.
Consider a cavity mode a(t) with a resonance fre-
quency ω0 and an intrinsic linewidth Γ0. The cavity
mode is excited with a laser with a field amplitude Ain
and frequency ωL and the resonance frequency is modu-
lated in time with an amplitude G(t). In a frame rotated
with the laser frequency, the equation of motion of the
optical field inside the cavity is given by
da(t)
dt
= [i(∆−G(t))− Γt/2]a(t) + i
√
ΓexAin, (1)
where ∆ = ω0 − ωL, Γex is the external coupling rate
and Γt = Γ0 + Γex. For an optomechanical system
G(t) = gomx(t), where gom is the optomechanical cou-
pling strength and x(t) is the position of the moving cav-
ity wall. For a sinusoidal modulation at a frequency Ωm,
i.e. when x(t) = x0 cos (Ωmt), Eq. (1) can be exactly
solved in the steady state using a Floquet approach giv-
ing a solution [25, 26]
a(t) = −i
√
ΓexAin
∑
n,p
Jn(η)Jn−p(η)
i(∆− nΩm)− Γt/2 exp[ipΩmt],
(2)
where Jn(η) is the Bessel function of the first kind and
order n, and η = gomx0/Ωm is the scaled modulation
amplitude. This expression can be simplified by making
some approximations. In the resolved-sideband regime,
where Ωm  Γt, we can approximate
a(t) ≈ −i
√
ΓexAinJ0(η)
∑
p
J−p(η)
i∆− Γt/2 exp [ipΩmt],
= − i
√
ΓexAinJ0(η)
i∆− Γt/2 exp[−iη sin (Ωmt)]. (3)
Under this approximation, the cavity field is only phase
modulated. The power transmitted from the cavity P (t)
is then given by
P (t) = |Ain + i
√
Γexa(t)|2. (4)
With the approximation made in Eq. (3), the time vary-
ing part of the transmitted power is calculated to be (See
Appendix A for details)
δP (t) =
2|Ain|2J0(η)Γex
Γt
{
J0(η) + 2
∞∑
n=1
J2n(η) cos [2nΩmt]
+ 2
∞∑
n=0
J2n+1(η) sin [(2n+ 1)Ωmt]
}
, (5)
where we have set ∆ = Γt/2. (5) shows that in the re-
solved sideband regime, the harmonics of the modulation
signal in the transmitted power are scaled by the Bessel
function of the same order. Due to this, we can exploit
the recurrence relation of the Bessel function
2nJn(η) = η[Jn+1(η) + Jn−1(η)]. (6)
Therefore, using the first three harmonics, the modula-
tion amplitude x0 can be unambiguously given by
gomx0 = 4Ωm
P2
P1 + P3
, (7)
where Pn is the amplitude of the transmitted power at the
n-th harmonic. In sensing experiments, usually the trans-
mitted power at Ωm is measured and it saturates as the
modulation amplitude approaches the linewidth giving
a maximum measurable amplitude of gomxmax ≈ Γt/2.
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FIG. 2. (a) SEM image of the silicon microdisk resonator. (b) Optically transduced thermal noise spectrum of the radial
breathing mode of the microdisk centered at 644 MHz with Lorentzian fitting. (c) Transmission spectrum of the resonator
obtained by scanning a tunable laser through the device. The three insets in the figure show detailed traces of the resonances
used in phonon lasing experiments with loaded quality factors of 1.95× 105 for Pump, 5.7× 104 for Probe 1, and 1.23× 106 for
Probe 2.
We will refer to this as the saturation limit. Eq. (7)
shows that the amplitude of the modulation signal can
be measured even when it is large enough to saturate
P1 by using only the next two harmonics. Therefore
a finite bandwidth is sufficient for measuring arbitrarily
large modulation.
The calculation shown here requires operation in the
resolved-sideband regime for measuring modulation be-
yond the saturation limit of the cavity. However, it is
important to note that most sensors operate in the adi-
abatic regime where Ωm  Γt. Equation (2) does not
make it clear how such an approximation can be made.
Another approach to solve Eq. (1) is by integration. We
can obtain the same solution as
a(t) = i
√
ΓexAin
∫ ∞
0
dτ exp [(i∆− Γt/2)τ ]
× exp [−i
∫ τ
0
dτ ′G(t− τ ′)]. (8)
In the adiabatic limit, G(t) varies much slower than the
cavity lifetime. Therefore, we can approximate
a(t) ≈ i
√
ΓexAin
∫ ∞
0
dτ exp [(i∆− Γt/2)τ ] exp [−iG(t)
Γt/2
].
(9)
Setting G(t) = gomx0 sin (Ωmt) and integrating, we get
a(t) =
−i√ΓexAin
i∆− Γt/2 exp [−i
gomx0
Γt/2
sin (Ωmt)]. (10)
Comparing Eq. (10) to Eq. (3), we see that a similar
relationship for x0 as Eq. (7) can be obtained as
gomx0 = 2Γt
P2
P1 + P3
. (11)
It is quite interesting to see that similar results can be
obtained in two extreme conditions of modulation. In
contrast, if a Taylor expansion is used, the modulation
amplitude can be approximated as P2/P1 [24] only in the
adiabatic limit by setting dadt = 0. It is important to note
that when the amplitude exceeds the saturation limit, the
adiabatic approximation breaks even when Ωm  Γt. In
section III B, we will show that the proposed approach
actually works far beyond this approximation.
III. RESULTS
A. Nonlinear transduction
In order to verify the proposed approach, we run
phonon lasing measurements on a silicon microdisk res-
onator. The resonator has a radius of 4 µm, a thick-
ness of 260 nm, and supports a radial breathing me-
chanical mode with a resonance frequency of 644 MHz
and a quality factor of 8000 in vacuum as shown in Fig.
2(b). We run two pump-probe experiments with the same
pump mode in both. In the first experiment we use a
probe resonance, labeled as Probe 1 in Fig. 2(c), with a
loaded linewidth of 3.42 GHz putting it in the unresolved-
sideband regime with a ratio Ωm/Γt,1 = 0.19. For the
second measurement we use Probe 2 as shown in Fig.
2(c) with a loaded linewidth of 157 MHz, putting it in
the resolved-sideband regime with Ωm/Γt,2 = 4.1. Tra-
ditional wisdom would suggest that only Probe 1 would
be able to measure modulation amplitudes larger than
Γt,2. In these measurements, we will show that both
resonances can measure modulation signals much larger
than this. In order to excite the mechanical mode, a laser
is coupled in via a tapered optical fiber brought into the
near field of the resonator. The laser is blue detuned from
the pump resonance center and the dropped power is in-
creased. This causes heating of the mechanical mode and
after a threshold, coherent mechanical oscillations occur
4Sp
ec
tr
al
 p
o
w
er
 a
t 
Ω
m
Pump power Pin [μW]
Ωm
Γt
= 0.19
Ωm
Γt
= 4.1
(a) (d)
Spectral power [dBm/Hz] Spectral power [dBm/Hz]
(c)
(c)
(b)
(b)
(f)
(e)
(f)(e)
Ωm
2Ωm
3Ωm
Ωm
2Ωm
3Ωm
Ωm
2Ωm
3Ωm
Ωm
2Ωm
3Ωm
Pump power Pin [μW]
FIG. 3. (a) Integrated RF spectral power at Ωm with increasing pump power transduced by Probe 1 showing phonon lasing
behavior, driven by the pump mode, with a lasing threshold of 10.8 µW. (b) and (c) RF spectrum at the first three harmonics
at two points identified in (a). (d) Integrated RF spectral power at Ωm with increasing pump power for Probe 2 with (e) and
(f) showing RF spectra at the three harmonics at two point identified in (d). The data in (a) and (d) is normalized to the
corresponding maximum power.
[27] with an energy that increases linearly with the pump
power. A second laser monitors the motion of the two
probe resonances with ∆ = Γt,1(2)/2 to measure these
oscillations (see Appendix Fig. 11 for details on the ex-
perimental setup). The transmitted RF power at Ωm for
the 2 probe modes is shown in Fig. 3(a) and (d). As ex-
pected, Probe 2’s response saturates preventing measure-
ment of the cavity’s motion beyond a certain modulation
strength. In order to calibrate the amplitude of motion,
we use Probe 2’s average transmitted power when the
probe laser scans through it. The strength of the side-
bands formed around the resonance can be used to ac-
curately calibrate the modulation amplitude. Appendix
Fig. 7 shows the details of the calibration. With this in-
formation we plot theory and experimental results for the
two probes in Fig. 4. We set the zero of modulation am-
plitude at the lasing threshold power Pth = 10.8 µW and
plot probe response vs the square root of the pump input
power Pin as this is proportional to the amplitude of the
resonator’s motion. We see good agreement between the-
ory and experimental results. A maximum modulation
amplitude gomx0 = 952 MHz (η ≈ 1.5) is obtained by a
direct comparison of theory and experiment which is in
agreement with the calibration done independently. This
modulation amplitude is over six times larger than Γt,2.
In spite of that, as Fig. 4(g) indicates, the response of the
proposed approach is linear in the entire region. There-
fore the dynamic range for Probe 2 has been extended
far beyond the saturation limit. We did not increase
the modulation amplitude further as silicon suffers from
strong two-photon absorption and this can cause broad-
ening of the resonances corrupting the measurement. In
section III B, we will theoretically show that our pro-
posal works at modulation amplitudes much larger than
what we have achieved experimentally. Figure 4(d),(h)
show the integrated electrical spectral power for the two
probes measured at the three harmonics as they evolve
with increasing mechanical motion. The spectral traces
corresponding to each data point in Fig. 4 are plotted in
Appendix Fig. 8. An important point to note here is that
in these measurements, we are not comparing sensitivities
and dynamic ranges of the two probe modes to identify
which regime of operation performs better. Rather, we
have shown that the linewidth does not pose any limits
to sensing with optical cavities and two drastically differ-
ent modes can have linear response to modulation owing
to a change in the detection bandwidth. This does not
settle the question about the sensitivity-dynamic range
trade-off. We will address this in the next section.
B. Dynamic range estimation
The expressions providing the modulation amplitudes
in Eqs. (5) and (11) were obtained under certain as-
sumptions. In this section, we will investigate the lim-
its to which these assumptions work, and show that the
proposed approach works far beyond these limits. In the
resolved-sideband regime, this limit is clear in Eq. (3),
where the intra-cavity field is proportional to J0(η). This
will vanish the intra-cavity power at modulation ampli-
tudes η where J0(η) = 0 breaking the approximation.
Therefore the first zero of this Bessel function determines
the true dynamic range of the proposed scheme. This is
visualized in figure 5(a) where we have plotted the nu-
merically calculated derivative of the ratio P2/(P1 + P3)
with respect to the modulation amplitude Gm = gomx0
in the transmitted power using the exact solution in Eq.
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FIG. 4. Sensing mechanical motion beyond the saturation limit. (a) Probe 1 laser is locked to the resonance at a detuning of
∆ = Γt,1/2 with the mechanical sidebands forming well within the resonance putting it in the unresolved-sideband regime. The
theory and experimentally obtained transduced optical power at Ωm (P1) and the response obtained by Eq. (11) are shown
in (b) and (c) respectively. The plots are normalized to their respective peaks. The integrated RF spectral powers for each
harmonic with increasing pump power are shown in (d). Similarly, for Probe 2, The sidebands are formed well outside the
resonance placing it in the resolved-sideband regime as shown in (e). The corresponding theory and experimentally obtained
response of the resonance are shown in (f) and (g) respectively, with the integrated RF spectra plotted in (h) for increasing
pump power. ∆: laser cavity detuning, Pin: pump input power, Pth: phonon lasing threshold power.
(2) for a critically coupled cavity mode. The dynamic
range can then be seen as the areas in the plot where the
contour is flat. Immediately, we can see such a region in
the resolved-sideband regime. Setting Ωm/Γt = 5, the
cavity’s response is plotted in Fig. 5(b) and (c). The
linearity breaks when a singularity forms at η = 2.405
(Gm = 12.03) which is the first zero of J0(η) as expected.
After this the cavity’s behavior is no longer a function as
multiple values of Gm will give the same response. The
available dynamic range is shaded in Fig. 5(b) using a
10% deviation from linearity as the limit. This dynamic
range is already larger than the saturation limit and will
continue to increase as we increase the modulation fre-
quency to go deeper into the resolved-sideband regime.
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FIG. 5. Estimation of the upper limit of dynamic range. (a) The derivative of Eq. (7) with respect to the modulation
amplitude (d/dGm[P2/(P1 + P3)], Gm = gomx0) is numerically evaluated. The regions with a constant positive contour are
the areas where the response of the cavity is linear and can be used for sensing. (b) and (c): Using a slice of the contour at
Ωm/Γt = 5 in the resolved-sideband regime, the cavity’s response is plotted. The vertical axes are normalized such that the
small signal response has a unity slope. The shaded regions indicate the available dynamic range with the limit set by a 10%
deviation from linearity. Using these plots the achievable dynamic range is shown as colored sections on a Gm/Γt axis in (d)
with gaps indicating regions where sensing can not be done. A similar treatment is done in the unresolved-sideband regime at
Ωm/Γt = 0.1. (e) and (f) show the corresponding response of the cavity to increasing modulation amplitudes with the shaded
regions identifying the dynamic range. The powers at the first three harmonics are plotted in (g) normalized to the peak of
P1. (h) shows the available dynamic range in this regime. The red shaded areas in (g) and (h) indicate the region where the
powers in the first three harmonics decrease below the detection noise level.
This, however will come at the cost of sensitivity. This
is because the transmitted power at the n-th harmonic
is proportional to Jn(gomx0/Ωm) and the slope of this
function for small x0 decreases as Ωm increases. Simply
put, the response of a cavity to a modulation decreases if
the modulation frequency is made larger in the resolved
sideband regime. There is, however, another way. Since
the recurrence relation Eq. (6) applies to any three con-
secutive harmonics of the transmitted power, we can use
P2, P3 and P4 as well. Since the even harmonics are now
in the denominator of the expression for x0, the singu-
larity at η = 2.405 turns into a zero. This allows us to
measure modulation amplitude after this zero until the
response saturates again approximately at η = 4.6 as
shown by the green shaded region in Fig. 5(c). These
limits can be extended by increasing the modulation fre-
quency. Therefore, an arbitrarily large dynamic range
can be obtained with a small discontinuity as shown in
Fig. 5(d) but at the cost of ever decreasing sensitivity
and thus, keeping the trade-off intact.
Figure 5(a) shows another region with a constant
contour in the unresolved-sideband regime. Setting
Ωm/Γt = 0.1 in this region, the cavity’s response is
plotted in Fig. 5(e)-(g). As mentioned in section II,
7the assumption made was that the modulation signal
changes adiabatically in time. We can see the assumption
breaking as the modulation amplitude approaches Γt/2
as shown in Fig. 5(e). However, quite surprisingly, the
assumption holds indefinitely after the modulation am-
plitude exceeds this value as seen in Fig. 5(f) . Therefore
Eq. (11) provides an accurate measurement of arbitrarily
large modulation amplitudes with a constant slope, thus
breaking the sensitivity-dynamic range trade-off.
When we consider a more realistic situation by includ-
ing detector noise, there is an upper limit to Eq. (11).
The noise-limited sensitivity of our proposed approach
will be smaller than the conventional approach in which
only the first harmonic is used and will be variable over
the linear region of the response. This is due to the non-
linear transduction of each harmonic as seen in 5(g) and
the fact that we need to make three measurements in-
stead of one, which adds to the total noise. Appendix
C shows a detailed comparison between the sensitivity of
our approach with the conventional method. As the mod-
ulation amplitude increases, the optical power continues
to shift to higher harmonics. Eventually, the power in
the first three harmonics or the slope approach zero as
seen in Fig. 5(g). Therefore the true dynamic range in
this regime will ultimately be limited by the detection
noise level which will determine the minimum sensitivity
that can be tolerated. This, however, is a technical issue
and the dynamic range can be made ever larger by shot
noise-limited detection with high responsivity detectors
and operating at higher optical powers.
Given this information, the best approach will then be
to combine our proposed technique with the conventional
method, where the first harmonic is used for small modu-
lation maintaining the sensitivity, and using the next two
harmonics for large modulation amplitudes giving a large
dynamic range. This way, the cavity can switch between
two modes, taking best of the two worlds. For compari-
son, in order to meet the increased dynamic range with
the conventional approach, the decrease in quality fac-
tor needed will cause significant loss in sensitivity (see
Appendix Fig. 6) rendering the sensor useless for weak
measurements. This demonstrates the advantage of an
increased detection bandwidth in our approach,
C. Phonon lasing saturation
The investigation into the saturation limit of mechan-
ical modulation motivated us to consider a separate but
related issue of saturation in phonon lasing. After the las-
ing threshold is reached, the mechanical energy increases
linearly with the input power. However in most of the
experiments done to date, this linearity does not persist
and a saturation behavior is observed at higher powers.
Saturation in phonon lasing can be due to many reasons
including pump depletion [27–29], and various other non-
linear effects [30–33]. However, due to the cavity’s trans-
duction of the mechanical oscillator being nonlinear as
well, it becomes difficult to identify if the mechanical os-
cillation amplitude is actually saturating. Given that our
proposal linearizes the cavity transduction, we can differ-
entiate between the two processes. For this purpose, we
run another phonon lasing measurement with the Probe
2 resonance acting as both the pump and probe mode.
Appendix D has details of the measurement and the cal-
culation of the mechanical energy of the oscillator using
our proposed approach.
IV. CONCLUSION
In this article, we have investigated the upper limit
of dynamic range for cavity optomechanical sensors. We
have theoretically proposed and experimentally verified a
technique that allows measurement of modulation ampli-
tudes much larger than the cavity linewidth, extending
the dynamic range into the nonlinear regime where the
transduction of such large signals is ordinarily not possi-
ble. This is done by extending the detection bandwidth
to measure the first three harmonics of the modulation
signal. We further show theoretically that the dynamic
range can be made arbitrarily large within a small detec-
tion bandwidth easing the trade-off between sensitivity
and dynamic range that afflicts sensors across the board.
It is interesting to note that saturation of a transducer
to an overwhelmingly large input, a highly nonlinear pro-
cess, can be rendered linear by a different choice of mea-
surement due to a simple property of the Bessel func-
tion. Although our experiment was done on a cavity
optomechanical system, this approach can be applied to
any cavity-based sensing system. We envision that this
technique will help design cavity-based sensors that are
simultaneously sensitive to small signals and allow for a
large dynamic range to measure dynamic phenomena.
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Appendix A: Deriving Eq. (5) from Eq. (3)
starting from Eq. (3) in the main text, we have
a(t) = − i
√
ΓexAinJ0(η)
i∆− Γt/2 exp[−iη sin (Ωmt)]. (A1)
Plugging this into the expression for transmitted power
P (t) = |Ain + i
√
Γexa(t)|2, (A2)
= |Ain|2
∣∣∣∣∣1 + ΓexJ0(η)√∆2 + (Γt/2)2 exp [−i(φ0 + φm)]
∣∣∣∣∣
2
,
= |Ain|2
{
1 +
Γ2exJ
2
0 (η)
∆2 + (Γt/2)2
+
2ΓexJ0(η)√
∆2 + (Γt/2)2
cos (φm + φ0)
}
,
= PDC + δP (t), (A3)
where φ0 = tan
−1(−2∆/Γt), φm = η sin (Ωmt), and
δP (t) is the time varying part of the transmitted power.
Ignoring the DC component of the power, we have
δP (t) =
2|Ain|2ΓexJ0(η)√
∆2 + (Γt/2)2
[cos (φm) cos (φ0) (A4)
− sin (φm) sin (φ0)].
Setting ∆ = Γt/2, we get
δP (t) =
2|Ain|2ΓexJ0(η)
Γt
[cos (φm) + sin (φm)] . (A5)
Using Bessel function properties
cos (φm) = cos (η sin (Ωmt)) (A6)
= J0(η) + 2
∞∑
n=1
J2n(η) cos (2nΩmt),
sin (φm) = sin (η sin (Ωmt)) (A7)
= 2
∞∑
n=0
J2n+1(η) sin [(2n+ 1)Ωmt].
9Plugging this into (A5), we get
δP (t) =
2|Ain|2ΓexJ0(η)
Γt
{
J0(η) (A8)
+ 2
∞∑
n=1
J2n(η) cos (2nΩmt)
+ 2
∞∑
n=0
J2n+1(η) sin [(2n+ 1)Ωmt]
}
,
which is the Eq. (5).
Appendix B: Callibration of modulation amplitude
for Fig. (4)
The ratio of average transmitted power at the first side-
band of the resonance at ∆ = Ωm to the depth of the
resonance at ∆ = 0 can uniquely determine the modu-
lation amplitude for relatively small modulation where
the sideband does not saturate. Using the exact solution
of the modulated resonator in Eq. (2), we have calcu-
lated the modulation amplitudes corresponding to aver-
age power transmission spectra obtained by scanning the
laser across the probe 2 resonance for three values of the
pump power as shown in Fig. 7(b)-(d). The data shows
good agreement with a square root fit as seen in Fig. 7(a)
as the mechanical energy of the resonator is linear with
the driving power in phonon lasing. Extrapolating the
fitting, the modulation amplitude corresponding to the
highest pump power i.e. the last data point in Fig. 4(g)
is 920 MHz. This is very close to 952 MHz, the modu-
lation amplitude measured directly by comparing theory
and experimentally obtained data for the optical power
at Ωm as plotted in Fig. 4(f) and (g). Therefore the
two methods for calibrating the mechanical motion have
a decent agreement, with the small difference most likely
due to the noise in the measured transmission spectra.
Appendix C: Sensitivity of detection
To characterize the sensitivity of our proposed tech-
nique, we assume that the sensitivity is limited by the
detection noise. We can evaluate the modulation sensi-
tivity for the first harmonic by setting the signal-to-noise
ratio SNR = 1 as
dGm
Gm
=
dP1
P1
=
NEP
P1
, (C1)
where NEP is the noise-equivalent power, Gm is the mod-
ulation amplitude and dGm is the corresponding sensitiv-
ity. Similarly for our proposed approach, the sensitivity
can be evaluated to be[
dGm
Gm
]2
=
[
NEP
P2
]2
+ 2
[
NEP
P1 + P3
]2
. (C2)
ΤGm Γt
Τ
d
G
m
Γ t
P1
ΤP2 (P1+P3)
Γt
5Γt
10Γt
Γt
FIG. 6. Sensitivity of detection for increasing modulation
amplitude as calculated by (C1) and (C2) for different cavity
linewidths indicated with each curve.
Using an NEP of 1.6 pW/
√
Hz (NewFocus 1647 APD),
a 50 KHz integration bandwidth for each harmonic, and
an operating power of 1 µW, we have evaluated the two
sensitivities. The results are plotted in Fig. 6 for dif-
ferent cavity linewidths with Ωm/Γt = 0.1. The length
of the lines in the plot determines the dynamic range of
sensing with the limit set by a 10% deviation from lin-
earity. Our proposed approach produced a variable sen-
sitivity (orange curve). The figure shows that in order
to increase the dynamic range from 0.5Γt to 4Γt, by in-
creasing the cavity linewidth ten times, an order of mag-
nitude in sensitivity will be lost if only the first harmonic
is used. In contrast this sensitivity for weak perturba-
tions can be maintained with our proposed technique.
In addition, our technique even beats this sensitivity for
a part of the dynamic range. The true dynamic range
(limited by detector’s noise) can be several times larger
than this depending on how much loss of sensitivity can
be tolerated. Therefore, low noise detectors, with high
responsivity, operated at high optical powers will help
increase the workable dynamic range.
Appendix D: Saturation effects in phonon lasing
experiments
As mentioned in the main text, saturation in phonon
lasing can be due to various nonlinear effects including
pump depletion. However, the nonlinear transduction of
the resonacne also causes saturation of the transduced
signal. We will differentiate between the two processes
using our proposed approach of measuring the first three
harmonics of the lasing frequency. Probe 2 acts as both
pump and probe mode as is usually done in these mea-
surements. The mode is coupled more strongly to the
tapered fiber to increase the linewidth so that the laser
can be locked more easily. In this measurement the Probe
2 linewidth is 258 MHz and Ωm/Γt,2 = 2.5. The laser is
10
blue detuned to the mechanical sideband and the trans-
mitted power from Probe 2 itself is used to measure the
mechanical motion instead of a second resonance acting
as a probe, as this is how a lasing measurement is usu-
ally done. Figure 9 shows the results of the measurement.
Here we have plotted the integrated electrical spectrum
as this gives the mechanical energy of the oscillator. As
mentioned earlier, the transmitted power at the first har-
monic initially grows linearly, after the lasing threshold
is achieved, but soon saturates. The mechanical energy
obtained by squaring Eq. (7) is plotted in Fig. 9(c). The
data indicates that the mechanical oscillator saturates
when the input power is around 18 µW as indicated by
the shaded region on the plot as opposed to the satu-
ration that occurs around 15 µW in the first harmonic
power as indicated by a dashed line in Fig. 9(b). This
suggests that the mechanical mode continues to heat up
after this power and the nonlinear transduction of the
cavity is the cause of the early saturation of the first har-
monic signal. At even higher input power, the mechan-
ical oscillator starts to cool down. The saturation and
subsequent cooling of the oscillations are likely due to a
combination of pump depletion and the effects of two-
photon absorption causing a saturation of intra-cavity
power and broadening the resonance shifting the laser
detuning. A linear fitting of the data is shown in Fig.
9(d). Even though the theory does not strictly apply in
this case as the optical mode measuring the motion of
the resonator is also driving the mechanics, the data fits
well with a straight line. The RF spectra corresponding
to each data point in Fig. 9 are plotted in Fig. 10.
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FIG. 11. Experimental setup for the pump-probe experiment. Two lasers are coupled into and out of the device using
wavelength-division multiplexers (WDM). Only one laser is used for data in Fig. 9 and Fig. 10. The device is kept in a vacuum
chamber at a pressure of 8×10−4 mbar. The mechanical modulation is measured with a spectrum analyzer using an Avalanche
photo-diode (APD). BS: beam splitter, VOA: variable optical attenuator, MZI: Mach-zehnder interferometer, PC: polarization
controller, PD: photo-diode.
