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Executive Summary 
This technical report summarizes the state of the practice for measurement of object-oriented (OO) software 
development projects. This report extends work previously performed by the Software Productivity Consortium and 
National Research Council of Canada. It is one of a set of reports on measurement topics sponsored by the 
Department of Defense.   These reports are intended to help those software intensive projects that are employing 
new technologies and methods to establish effective measurement systems for project management purposes. 
The main body of this report discusses the common issues encountered on object-oriented projects, provides 
recommended management measures, and explains how object-oriented measures and analyses can be integrated 
into the estimation and performance analysis activities described in Practical Software Measurement. Appendices 
provide surveys of the literature discussing a wide range of measures that potentially are useful for estimating 
software quality, project resources, and reuse. The final appendix identifies some of the tools available to support 
measurement. 
The general process for measuring object-oriented software development is the same as that for measurement of any 
other type of software. However, the specific size and quality measures, algorithms, and normative values of 
parameters must be adjusted to reflect the nature of the software and the development method applied. As many 
different object-oriented development methods are in use today, the availability of desired measures will vary from 
project to project. 
The planning, estimating, and tracking approach described here is based on that presented in Practical Software 
Measurement (PSM) [50]. PSM defines a generic process for selecting software measures and using the resulting 
information to manage projects. This report is based on a broad survey of the literature that which assesses the state-
of-the-art and practice in object-oriented measurement and modeling, and maps the information collected onto the 
PSM framework.  
Estimation typically produces projections of the software size, effort, schedule, and quality required to complete the 
project. These estimates form the basis for initial project plans and subsequent replans. Generally, the same factors 
that get estimated need to be tracked in order to manage a project to a successful conclusion. Changes or mistakes in 
the assumptions driving the plans must be recognized as early as possible so that corrective action can be taken. 
Seven different approaches to estimation of object-oriented software projects are summarized in the appendices. Not 
all of these approaches cover all of the elements that need to be estimated for project planning. These approaches are 
based on simple empirical relationships, analogy, or parametric models. Criteria to consider when selecting a model 
include  
•  range of activities covered by the model or approach  
•  empirical validation of the model  
•  availability of appropriate local historical data to calibrate the model or approach  
•  ability to capture the necessary data from the current project  
•  ability to approximate required input parameters  
•  availability, prices, documentation, and support for estimation tools that implement the model, if any  
As increased reuse is one of the principal benefits expected from object oriented methods, the measurement of reuse 
is treated in additional detail in a separate appendix. 
While quality may be viewed from many perspectives (e.g., portability and maintainability), this report focuses on 
the view of quality as functional correctness. The presence of defects indicates a lack of functional correctness. Executive Summary 
 
Thus, the quality models and measures discussed here focus on defects. Like effort and schedule, quality may be 
estimated and tracked. 
In addition to other cost and schedule measures that may be collected for management purposes (see PSM), the 
following measures, specific to object-oriented software, are recommended  
•  software size – number of use cases, classes, and methods  
•  complexity – number of classes of each difficulty type, methods per class, attributes (or properties) per 
class, and number of connections among classes 
•  work unit progress  
−  high-level design (or analysis). Planned versus actual top-level (or key) classes elaborated to the point 
that all requisite supporting classes have been defined. 
−  detailed design. Planned versus actual classes defined to the level of interfaces and methods. 
−  implementation. Planned versus actual classes coded (including all corresponding methods). 
Alternatively, planned versus actual methods coded may be tracked. 
−  testing. Planned versus actual interfaces successfully tested. Alternatively, planned versus actual use 
cases (or contracts) successfully tested may be tracked. 
•  productivity. Number of classes per hour of effort (usually fewer than one). Alternatively, use cost 
measured in hours per class. 
•  reuse. Percent of classes that are reused from external sources (e.g., prior projects and class libraries), 
percent of classes inheriting significant properties from other classes. 
While these measures are recommended, it is not necessary to implement all of them on any given project. PSM 
provides a selection process to facilitate that aspect of measurement planning. 
This report also provides a summary of typical values of common object-oriented measures (e.g., classes, methods) 
extracted from the survey of the literature. The data and models provided in this report are not intended to substitute 
for direct estimation experience or the collection of organizational data for estimating purposes. Nevertheless, they 
do provide a starting point for an organization that is trying to develop effective local methods of estimating and 
tracking object-oriented software development.   6 
1. Overview 
This technical report summarizes the state of the practice for measurement of object-oriented software development 
projects. This report extends work previously performed by the Software Productivity Consortium and National 
Research Council of Canada. It is one of a set of reports on measurement topics sponsored by the Department of 
Defense. These reports are intended to help those software intensive projects that are employing new technology and 
methods to establish effective measurement systems for project management purposes. 
This report focuses on the selection of appropriate measures for object-oriented development and the use of those 
measures in estimating and tracking software projects. The selection of measures is driven by what the manager 
needs to know and how the data will be used and analyzed. Practical Software Measurement (PSM) [50] describes a 
generic process for selecting and tailoring measures based on project management issues. This report highlights 
some of the new issues that the introduction of object-oriented technology introduces. 
The general process for measuring OO software development is the same as that for measuring any other type of 
software. However, the specific size and quality measures, algorithms, and normative values of parameters must be 
adjusted to reflect the nature of the software and the development method applied. The estimation and tracking 
approach described here is based on the generic process presented in PSM. The authors of this report conducted a 
broad survey of the literature to assess the state-of-the-art in OO estimation and tracking (Appendices A and B), then 
mapped the information collected onto the PSM framework (Sections 2, 3 and 4). PSM was selected as the 
framework for this report because of its widespread acceptance within the government and by contractors. 
Estimation typically produces projections of the software size, effort, and schedule required to complete the project. 
Sometimes, projections of software quality are also produced. These estimates form the basis for initial project plans 
and subsequent replans. The initial round of estimation often occurs during the proposal phase, before the detailed 
information needed to accurately size the project has been developed. The nature of software engineering, whether 
or not OO methods are used, makes early estimates imprecise and requires that estimation be repeated throughout 
the project life cycle.  
Poor estimates and misconceptions about the estimating process often contribute to the failure of software projects. 
PSM identifies several common contributors to poor estimates. Many of these have been exacerbated by the 
transition to OO methods. This technical report attempts to address as many of them as possible. The following list 
describes the common estimation problems and the effect of the transition to OO development on them: 
•  lack of historical data on which to base estimates. Since OO methods are relatively new, few 
organizations have a significant amount of data from these projects. Section 5 of this report compiles data 
from several different sources in a modest attempt to bridge this gap. 
•  lack of estimating experience. Only time can solve this. As managers get more experience in estimating 
OO projects they will get better at it. Nevertheless, defining a repeatable estimation process makes learning 
from that experience more likely. 
•  lack of a systematic estimation process, sound techniques, or models suited to object-oriented 
development. While the available OO estimation techniques may not be widely known, several useful 
techniques have been developed. Appendix B of this report summarizes some of the better-documented 
approaches. 
•  failure to include essential project activities and products within the scope of the estimates. Every 
estimation model makes assumptions about the scope covered by the estimates. The OO development 
model differs in significant ways from structured development models. Section 3 discusses the kinds of 
activities and products that should be considered in preparing an estimate for OO development. 
•  unrealistic expectations or assumptions. Misunderstanding the capabilities of OO methods leads to 
infeasible plans. Aggressive claims have been made for the levels of productivity, quality, and reuse 3. Generic Estimation Process 
obtained from OO methods. They are not always realized. The estimation examples of Appendix B and the 
data compiled in Section 5 help to set reasonable limits for evaluating project estimates. 
•  failure to recognize and address the uncertainty inherent in software estimates. The increased 
uncertainty due to the factors discussed above makes understanding the confidence associated with an 
estimate more important for OO development. The general estimation approach presented in Section 3 
addresses the need to reestimate periodically to incorporate new information and improve the accuracy of 
estimates over time. 
Generally, the same factors that are estimated need to be tracked in order to manage a project effectively. Detailed 
plans are based on the overall estimates. Changes or mistakes in the assumptions driving the plans must be 
recognized as early as possible so that corrective action can be taken. Tracking the status of the project relative to 
the plans provides the insight necessary to effective management 
While many projects do not address quality in any terms other than tracking problem reports, there is increasing 
recognition that, like effort and schedule, software quality must be managed rigorously to ensure project success. 
Although there are numerous dimensions of software quality (e.g., portability and maintainability), this report 
focuses on the dimension of functional correctness, whose absence can be measured by the presence of defects. 
Many studies indicate that most defects in software applications are found in only a few of a system’s components 
[33, 53, 68, 75]. The early identification of these components allows an organization to take mitigating actions, such 
as focus defect detection activities on high risk components, for example by optimally allocating testing resources 
[40], or redesigning components that are likely to cause field failures. 
For object-oriented systems, one approach to identify classes with defects early in development is to construct 
prediction models using object-oriented design measures (i.e., the object-oriented measures serve as leading 
indicators of a class’ defect-proneness). Such models are developed using historical data, and can then be applied for 
identifying classes with defects in future applications or future releases. The use of design measures allows the 
organization to take mitigating actions early and consequently avoid costly rework (as opposed to, for example, code 
measures where the mitigating actions would be taken later in the project). Also, the total number of defects 
expected in each phase can be estimated so that rework effect can be allocated appropriately during planning. 
 
The material provided in this report is not intended to substitute for direct estimation experience or the collection of 
organizational data for estimating purposes. Nevertheless, it does provide a starting point for an organization that is 
trying to develop effective local methods of estimating and tracking OO software development. Measurement is a 
supporting process that adapts itself to better serve the management and technical processes as more experience is 
gained. 
1.1  Definition of Scope 
This report addresses the information needs of managers of software-intensive projects who have adopted object-
oriented methods of analysis, design, and implementation. The report focuses on the special (usually additional) 
issues associated with object-oriented development. The typical project management issues described in PSM also 
must be considered, although they are not discussed in detail in this report. 
Currently, many different object-oriented methods and programming languages are in use. The natures of the 
method and language affect the availability of specific measures. However, some measurable entities (e.g., class) are 
common to all approaches. The general recommendations provided in this report do not assume the application of 
any specific object-oriented approach, although some of the models surveyed in the appendices are based on specific 
approaches. This means, for example, that some of the models surveyed can only be applied if specific design 
notations are used. 3. Generic Estimation Process 
1.2 DOD  Policy 
The principal guidance on the use of measurement on Department of Defense projects may be found in DOD 
Regulation 5000.2, which is currently under revision. No specific guidance on applying measurement to object-
oriented software exists. 3. Generic Estimation Process 
2.  Object-Oriented Issues and Measures 
Many of the information needs of managers of object-oriented software projects are the same as those experienced 
by the managers of other software-intensive development projects. PSM defines seven common issue areas (or types 
of information needs). However, the transition to object-oriented development may introduce additional issues and 
measures for consideration during the measurement planning activity. 
Examples of issues driving the need to modify the typical measurement system to address object-oriented 
development include: 
•  New processes and work products mean new entities with different measurement opportunities 
•  Expectations for established measures may be invalid 
•  Motivation for adopting object-oriented methods (e.g., reuse) may require focused feedback 
The following table (Figure 1) shows how the issues specific to object-oriented development are linked to 
recommended measures via the PSM mechanisms of common issue areas and measurement categories.    10 
 
Object-
Oriented Issue 
Common Issue 
Area 
Measurement 
Category 
Measures  Associated Base Measure 
Source lines of code  •  Class SLOC including external libraries 
•  Class SLOC excluding external libraries 
Number of classes in the system  •  Number of language classes 
•  Number of library classes 
•  Number of project classes 
•  Number of events 
•  Number of states 
How to assess 
the size of OO 
software 
Product growth 
& stability 
Physical size and 
stability 
Design size 
•  Number of use cases 
Source lines of code per class  •  Total source lines of code 
•  Total number of classes 
Number of attributes per class  •  Total number of attributes 
•  Total number of classes 
Number of methods per class  •  Total number of methods 
•  Total number of classes 
Weighted methods per class  •  Total number of methods 
•  Total number of classes 
•  Total cyclomatic complexity 
•  Depth of inheritance tree  Inheritance 
•  Number of children 
Import coupling to ancestors 
•  Class-Attribute 
•  Class-Method 
•  Method-Method 
Import coupling to other classes 
•  Class-Attribute 
•  Class-Method 
•  Method-Method 
Export coupling to other classes 
•  Class-Attribute 
•  Class-Method 
•  Method-Method 
How to assess 
the quality of 
OO software 
Product quality  Supportability - 
Maintainability 
Coupling 
Export coupling to descendants 
•  Class-Attribute 
•  Class-Method 
•  Method-Method 3. Generic Estimation Process 
Cost of reuse  •  Cost of producing reusable assets 
•  Cost of consuming reusable assets 
•  Depth of inheritance tree  Reuse potential 
•  Number of children 
•  Number of classes reused verbatim  Amount of black-box reuse 
•  SLOC reused verbatim 
How to assess 
reuse in OO 
software 
Process 
performance 
Process efficiency 
Amount of white-box reuse  •  Percentage of a class that is modified for reuse 
•  Size of a class 
 
Figure 1: Mapping of Issues to Object-Oriented Measures    
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Executing the PSM process should lead to the identification of other issues and measures, as well. The project’s 
measurement system should encompass this full range of information. 
The following chapters describe how these recommended measures can be used to estimate and track object-oriented 
software development. 3. Generic Estimation Process 
3.  Estimation Process for Object-Oriented Software 
This section describes a general process for estimating OO software, based on the estimation process defined in 
Practical Software Measurement [50]. This process involves four basic activities as shown in Figure 2. First, select 
an estimation approach. Appendix B presents several examples of estimation approaches, or models, that might be 
adopted. Next, map and calibrate the project’s activity structure and relevant historical data to the selected approach. 
Scope and data might be considerations in selecting the model as well. Then, compute estimates using the selected 
approach. This report also presents a generic approach based on the common elements found in the surveys 
documented in Appendices A and B. Finally, evaluate the estimates and compare them with project constraints. If 
the estimate does not satisfy the project constraints, make appropriate adjustments and repeat the computation. Any 
adjustment that is not supported by some reasonable action should be documented as a risk.  
Objectives
Constraints
Assumptions
Project Data
Historical Data
Project Data
Historical Data
Plans and 
Uncertainties
Select
Approach
Map and
Calibrate
Compute
Estimate
Evaluate
Estimate
Adjustments
 
Figure 2:     Generic Estimation Process (from PSM) 
Reestimates should be performed periodically throughout the project life cycle. Typically reestimates are performed 
at major milestones and when requirements significantly change. As the project progresses and more information 
becomes available about actual project performance, the accuracy of estimates should increase. 
3.1  Select an Estimating Approach 
The first activity in the estimation process involves selecting an appropriate estimation approach (or approaches). 
Appendix A summarizes some of the quality models that have been developed for object-oriented software. 
Appendix B summarizes many of the resource estimation approaches available for object-oriented development. 
Remember that no matter how elaborate and sophisticated the model, the results will be no better than the data and 
assumptions provided as input to it.  
Some specific factors to consider in selecting an estimation approach include  
•  range of activities covered by the model or approach. Does it match the activities to be estimated for the 
project under study? Documentation, requirements analysis, and final qualification testing are some of the 
activities that models often fail to include. 
•  scope of support. Does the approach address estimating size, effort, schedule, quality, and reuse? Does it 
provide guidance for periodic re-estimation of these dimensions. 
•  empirical validation of the model. Is the model a theoretical exercise, or has it been proven in software 
engineering situations? Consider the depth of data, number of users/evaluators, and robustness of the 
evaluation methods. 3. Generic Estimation Process 
•  availability of appropriate local historical data to calibrate the model or approach. Is data available 
from past projects for the specific parameters used in the model? Section 5 summarizes relevant data from 
several sources. 
•  ability to capture the necessary data from the current project. Does the OO development method used 
produce the artifacts, such as “key classes,” that get counted to drive the model? 
•  ability to approximate input parameters. Is there a reasonable method for approximating the values of 
parameters for which no historical data is available? A sample of software might be examined in detail, or 
data from a commercial database could be used to establish a starting point.  
•  availability, prices, documentation, and support for estimation tools that implement the model, if 
any. Appendix D describes some of the tools available to support estimation of OO projects. 
Ideally, more than one approach will be employed, so that the results can be compared. Few models address both the 
estimation of quality as well as cost and schedule, so in most cases it will be necessary to select two models to 
obtain complete coverage. 
3.2  Map and Calibrate the Estimating Approach 
Tailoring involves two major considerations: mapping the scope of the model to the scope of the project, and 
calibrating the model with local historical data. Most estimation methods make some assumptions about the 
activities and products included within the scope of the estimate. Differences may be resolved by inflating or 
deflating the estimate appropriately. The detailed activities and development process may not be known during the 
initial estimate (e.g., during proposal development). The mapping should be reviewed during later stages, as the 
nature of the product and process become well understood.  
The models described in Appendices A and B probably were developed in environments significantly different from 
the one in which a current project will be developed. Calibration adapts the model to a new environment. Those 
models supported by tools may have an automatic calibration feature. Other models will require computations by the 
analyst. Historical data that is as similar as possible to the proposed project should be used. The simplest method of 
calibration is to determine the average error of the model for past projects, using that to adjust estimates for new 
projects. Better results are obtained by processing current project data through the algorithm originally used to 
develop the model. Once the project is underway, data from early activities can be used to calibrate the estimation 
approach. For example, the actual productivity experienced on the first build can be inserted into the estimating 
relationship for planning subsequent builds. 
3.3  Compute the Estimate 
Three dimensions of a software project must be estimated to provide an adequate basis for project planning. These 
are size, effort, and schedule. Optionally, quality (e.g., number of defects) may be estimated. During project 
planning, the effort estimate is converted into dollars and combined with other costs to establish the project budget. 
At each stage of estimation, the degree of uncertainty should be captured. This may be accomplished by defining 
best case, worst case, and nominal scenarios, or by computing the standard deviation for any statistical results 
obtained. 
3.3.1  Size Estimation (New and Reused) 
Typically, estimation begins by projecting the amount of software to be produced. Software size may be estimated in 
terms of functional size (the amount of capability to be delivered), physical size (the amount of software product to 
be delivered), or both. Getting a good size estimate is essential to getting good estimates of effort, schedule, and 
quality. The first step in size estimation is to select a size measure. Historically, the two most widely used size 
measures are source lines of code and function points [1]. However, the most common measure of size for OO 
software is the number of classes (see Appendix B). An initial estimate can be made based on the number of “key” 3. Generic Estimation Process 
or “top-level” classes, but as the design progresses the actual number of planned classes should be substituted. The 
total number of classes seems to range from two to four times the number of key classes. Systems with more 
complex interfaces tend toward the larger number, as reported by Nesi [72] and Lorenz and Kidd [63]. The size of a 
class in terms of source lines of code or other attributes may be used to weight the class in computing overall 
software size or complexity. 
Reducing cost by increasing reuse provides one of the strongest motivations for adopting OO techniques. The 
amount of reused software expected is estimated separately during the sizing step. Counting the depth of inheritance 
and the number of children gives an indication of the degree of reuse achieved, but unless the origin of the top-level 
classes is recorded, internal reuse cannot be distinguished from external reuse. While most of the effort associated 
with reusing software comes from integrating that software with the developed code, rather than from designing or 
coding, that cost can be significant. Modifying the reusable software will increase the effort required significantly. 
Top-level (or key) classes that are reused from previous applications should generate considerable savings. 
Instantiation of those classes should not be substantially different from instantiating new top-level classes. 
Generally, separate size estimates also should be made for each language type. The actual amount of software 
produced in each language and from each source should be tracked separately so that deviations from the estimates 
can be recognized early (see Section 4). As Lorenz and Kidd [63] observe, the characteristics of Smalltalk and C++ 
programs differ significantly in terms of the size of classes and the effort required to implement them. 
3.3.2 Effort  Estimation 
Effort estimation is the best understood part of the estimation process, as it is the focus of most traditional estimation 
models. This step converts the software size estimate into an estimate of effort by applying an appropriate estimating 
relationship. For example, dividing the size estimate (e.g., number of classes) by productivity (e.g., classes/hour) 
yields effort (e.g., total hours). More complex classes may require more effort. Nesi and Querci [73] reported that 
the number of attributes and the number of interfaces were the best predictors of the effort required to implement a 
class. 
Some estimation models use a non-linear relationship between size and effort, assuming that as software size 
increases the effort required per class increases. If multiple types of software (e.g., reuse and new development) are 
included in the estimate, then the effort for each type must be estimated separately and the results added together. 
Alternatively, the sizes can be converted to a common unit by a weighting algorithm, and then used as the basis for 
effort estimation.  
Most popular estimation models also provide for other adjustments to productivity. These adjustments, or 
performance factors, generally fall into two categories: process and product factors. Process factors capture 
characteristics of the project software development process (e.g., tools and skill levels). Product factors capture the 
nature of the prospective software in operation (e.g., required reliability and application complexity). The values of 
these parameters are selected as part of the estimation process to raise or lower the productivity to more accurately 
reflect expected project conditions. While estimation models may provide from 15 to 100 adjustment factors, most 
organizations will find that their performance is only affected by a few of them. The survey of estimation models for 
OO development in Appendix B shows that the two most commonly used adjustment factors were team experience 
(or expertise) and application type (complexity or difficulty). If complexity was considered as an adjustment during 
the software-sizing step, it should not be factored in again in this step. 
Comparison of results from Nesi [72] and Lorenz and Kidd [63] also suggest that the effort to implement a class in 
Smalltalk is greater than the effort to implement a class in C++. Nesi [72] notes that productivity declines as teams 
get larger than four persons.  
Documentation still needs to be considered in planning OO projects. Nesi and Querci [73] report that 36% of effort 
was spent on documentation for one industrial project. 3. Generic Estimation Process 
3.3.3 Schedule  Estimation 
Most commonly, schedules are determined by working backward from a delivery date set by the customer or by 
marketing. However, estimation models may help to negotiate more realistic dates than those typically set. The 
estimation models already in widespread use (e.g., COCOMO) provide an estimate of project duration as a function 
of the estimated effort required for the project. (Again, such models should be calibrated with local data.) The 
survey reported in Appendix B did not provide any evidence to suggest that the relationship between effort and 
schedule for OO development is significantly different from traditional patterns. 
Many of the estimation models presented in Appendix B assumed an iterative development process. Depending on 
the sizing method, either use cases or classes may be prioritized and allocated to the system increments, each of 
which is associated with part of the project schedule. Jacobson et al. [47] recommends that each increment (or cycle 
or spiral) manage the detailed analysis, design, implementation, and testing of 5 to 20 use cases, with each increment 
lasting 3 to 6 months. 
3.3.4  Quality Estimation  
Object-oriented software projects usually are concerned with two dimensions of software quality, functional 
correctness and maintainability.  Estimating them requires measures of outcomes (e.g., defects and change effort) as 
well as predictors (e.g., size and complexity). 
The task of estimating functional correctness may be approached from two complementary perspectives.  The total 
number of defects expected to be encountered in each phase may be predicted (defect profile) and/or the classes 
most likely to contain defects may be identified (defect-prone classes).  Understanding the number of defects to be 
handled in each phase helps to allocate rework effort appropriately across the life-cycle.  Determining the defect-
prone classes helps to focus testing or inspection effort within a phase on the part of the software where it will 
provide the greatest yield. 
Both of these approaches require historical data to give good results. Best results usually come from using data from 
a previous release of the same product within the same organization and process, or a similar product also within the 
same organization and process. The historical number of defects can also be normalized by a size measure to obtain 
a defect density that can be used to obtain estimates for different sizes of products.  
Maintainability is typically measured as change effort. Change effort can mean either: (a) the average effort to make 
a change to a class, or (b) the total effort spent on changing a class. The latter accounts for the number of changes 
that a class undergoes (i.e., across many changes), whereas the former is specific to a single change.  
Changes can be classified into change types for estimation purposes. For example, one can estimate maintenance 
effort for corrective changes only, or for functionality enhancement changes only (where “corrective” and 
“functionality enhancements” are two different types of changes). In addition, for corrective changes, changes to fix 
different types of defects can be distinguished, for example, fixes of “data” type and “memory” type defects. 
Depending on the objectives of estimation, one may be interested in estimating functional correctness or 
maintainability for each class in a system individually, or for the whole system in aggregate. For example, one can 
estimate the number of post-release defects for each individual class in an application. Alternatively, one can sum up 
all of these individual estimates to come up with the estimated number of defects for the whole system. 
Another strategy is to classify the classes into “high” and “low” risk. A “high” risk class is one where the intention 
is to take action once it is identified. For example, a “high” risk class may have more than five pre-release defects or 
takes more than 40 person-hours on average to make a single change to. In such a case, one can estimate the 
proportion (or number) of classes in a system that are “high” risk. This can serve as another quality measure for 
individual classes (i.e., is it “high” risk) or for the whole system. 
The earlier the quality estimates can be made the better. Therefore, it is most desirable to use object-oriented 
measures that can be collected at the design or even analysis stages. However, it should also be noted that analysis 
and design models may either: 
•  Evolve over time as the project progresses. Therefore, estimates made using design measures one year ago 
may not be accurate anymore because the design itself has changed. 3. Generic Estimation Process 
•  Remain static and fail to reflect the actual evolution of the system. Therefore, reliance on design measures 
to estimate and re-estimate may be inappropriate. 
When making quality estimates, it is important to be cognizant of which of the above two situations you are in, 
because this will impact how much you can trust the estimates. 
Generally, the scope of the quality estimate should make clear what parts of the system are under consideration. If 
an external library is used, for example, it must be clear whether the library is within the scope of the estimate or 
not. Especially for design measures, it is not difficult to collect many useful coupling and inheritance measures from 
class signatures only. Therefore, it is possible to collect data on external libraries, but in some cases you may want to 
treat these differently. 
 
3.4 Review  Estimates 
The estimates resulting from the preceding steps should be reviewed by the project manager, customer (or 
marketing), and staff responsible for implementing the software. If the team developing the estimate does not have a 
substantial background in OO development (a common situation during proposal development), then the reviewers 
should include someone with that background. PSM [50] suggests the following three major areas of concern: 
•  quality of the estimate. Are the resulting estimates complete, consistent, and reliable? Is the degree of 
uncertainty in the estimates understood? 
•  satisfaction of constraints. Are the estimates within project constraints in terms of overall budget and 
schedule? 
•  documentation of the estimate. Are the bases for the estimates, assumptions, and the results fully 
recorded? 
The quality of the estimate depends on the appropriateness of the model selected, the amount and relevance of 
historical data, and the expertise of the estimator. However, even a quality estimate may yield results outside these 
constraints of the project budget and schedule. In this situation, trade-offs are preferable to arbitrary adjustments. 
For example, reducing schedule and functionality may be an effective strategy for reducing cost to stay within the 
project budget. Whenever an adjustment is made, ensure that a strategy for achieving that delta is in place, and that 
any resulting dependencies are tracked as risks.  
Good documentation of the estimates helps improve the estimation process and facilitates periodic reestimation. 
This is especially important in a situation such as OO development, where the data and experience needed for 
estimating are limited. For small projects, current performance may be extrapolated to reestimate the project. For 
example, if 25% of the work has been done to date using X amount of effort, the estimate to complete the project 
would be 3X. However, diseconomies of scale apply to large projects. As the size increases, productivity declines. 
Consequently, if the project has experienced size growth (see Section 4 for tracking guidance), the productivity 
observed to date may be overly optimistic. The total project should be reestimated with the new size and other 
updated assumptions, then that effort expended to date is subtracted from that result to get an estimate to 
completion.  
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4.  Recommended Progress Tracking Approach 
The measures used to estimate project size, effort, schedule, and quality (per Section 3) must be tracked through the 
execution of the project in order to manage performance to meet budgets and deadlines. Other related or derived 
factors that condition project success also should be monitored. PSM identifies seven common issues, or categories 
of concern, that most projects should track: schedule and progress, resources and cost, growth and stability, product 
quality, developer performance, technical adequacy, and customer satisfaction. PSM further defines categories of 
measures and specific measures for each issue type. At the issue level, all concerns remain valid for OO 
development. However, some important differences emerge at the measure level, particularly in the areas of size, 
complexity, work unit progress, productivity, and reuse.  
4.1  Measures for Tracking Object-Oriented Development 
Some of the most useful non-traditional measures for tracking OO development projects are discussed in the 
following paragraphs: 
•  software size. The size of the OO software product may be characterized in terms of the number of 
requirements, use cases, classes, methods, and lines of code. Since the amount of software to be developed 
is a driving factor in how much effort will be required and how long the project will take to complete, the 
actual amount of software developed must regularly be compared to the estimate. The same size measure 
used to estimate the project should be tracked. Most commonly, that measure is the number of classes. 
The actual size may differ from the initial estimate of size because the requirements changed, or the initial 
estimate of size was wrong. Contractors frequently cite customer changes and additions to requirements as 
the principal obstacle to project success. Laranjeira [58] noted the tendency of human estimators to 
underestimate the size of tasks. Tracking appropriate measures can help detect either problem. The number 
of requirements changes or use cases may be used to indicate the scope of the software development task.  
•  complexity. While researchers tend to freely interchange complexity and size, all software components 
(classes, methods, lines) of the same size are not equal in terms of complexity or difficulty. Even if the total 
number of classes does not change much over time, the project team’s understanding of the difficulty of 
them may. The following approaches to assessing complexity were proposed within the literature surveyed: 
−  type of class. Different kinds of classes may be more or less difficult to design and implement. Engine 
classes appear to be more difficult than others. User interface classes appear to decompose into many 
small classes. 
−  methods per class. More methods generally mean more connections and more code, leading to 
increased development effort and potential for error. The research results cited in Appendices A and B 
strongly support this measure as an important indicator of complexity. 
−  attributes (or properties) per class. More attributes mean more data that has to be updated and 
managed with obvious effects on productivity and the potential for defects. 
−  cyclomatic complexity of methods. The number of decisions and paths in the code affect the 
difficulty of testing and maintaining the software [65].  
The structural complexity of the design, i.e., the organization of the software into classes and the 
connections among classes, was not an important factor in the estimation approaches surveyed for this 
report, perhaps because the systems studied were all rather small. However, several studies showed that the 
number of connections among classes does affect development effort and defects [24]. 
•  work unit progress. The estimates form the basis of the plan for what work will get done when. Typically, 
the development plan shows major milestones. Then, within each phase (a period between milestones), a 4. Compare Plan versus Actual 
schedule of units of work to be accomplished is laid out and budget is allocated. Staying on schedule to 
meet the milestones means completing the work items as planned in between. Effort expended (and cost) 
may be tracked versus budget in the usual way (see PSM). Actual expenditures and items completed should 
be tracked against the plan, rather than percentages, which may be distorted by changes in the amount of 
work to be performed. Ideally, the plan should reflect the anticipated difficulty in implementing each 
component, but the percentage of items complete will not. 
The units of work usually correspond to the units of size employed in estimating the project or to more 
detailed measures. Since different activities occur in each phase and different levels of detail are known 
about the system under construction, different measures may be employed to track progress at each phase. 
Plots of planned versus actual units (e.g., classes) often are used to assess schedule status within a phase. 
Work unit progress measures should be reviewed at least monthly. The following are recommended 
measures for each phase 
−  high-level design (or analysis). Planned versus actual top-level (or key) classes elaborated to the point 
that all requisite supporting classes have been defined. 
−  detailed design. Planned versus actual classes defined to the level of interfaces and methods. 
−  implementation. Planned versus actual classes coded (including all corresponding methods). 
Alternatively, planned versus actual methods coded may be tracked. 
−  testing. Planned versus actual interfaces successfully tested. Alternatively, planned versus actual use 
cases (or contracts) successfully tested may be tracked. 
Many OO methods do not distinguish between detailed design and implementation activities, especially 
when applied to small projects. Consequently, these may be combined and tracked as one activity by 
monitoring completion of classes implemented alone. Tracking the number of classes and methods 
separately for each subsystem facilitates the localization of problem areas. Changes to the size of the 
system due to requirements changes and/or poor initial estimates may require replanning to provided an 
effective progress measure. 
Use cases also provide a measure of “functional completeness,” especially for incremental development 
scenarios where use cases are mapped to specific iterations. Thus, there is a plan for completing use cases 
against which progress can be compared. Individual use cases may be further decomposed into operations 
for more detailed tracking. Some of the estimation methods summarized in Appendix B recommended 
tracking progress in terms of task points or function points. However, since there may be substantial 
variation in the amount of work (or the number of classes involved in each use case, task point, or function 
point) other measures should be used for detailed progress tracking, as discussed above. Haynes and 
Henderson-Sellers [41] recommend tracking scenarios (similar to use cases), classes, and test cases. 
−  productivity. Productivity is a ratio of outputs to inputs. Typically, input means labor hours for 
software development, while output means a size measure. Many proponents of OO methods argue 
that, because these methods facilitate reuse and shift effort toward design and away from coding, 
source lines of code is not a good measure for the purpose of computing productivity. The number of 
classes is the logical alternative, as it is obviously related to the amount of design work required. 
Nevertheless, this survey of OO estimation methods indicated that there is as much variability in the 
meaning of “class,” as in the meaning of “line of code,” so comparisons between organizations should 
consider the specific methodology and definitions used.  
−  reuse. In OO development, a class may be imported to achieve reuse. Moreover, both imported and 
native classes may be refined through instantiation. Thus, class properties get inherited rather than 
requiring recoding. The degree of reuse actually achieved should periodically be compared with the 
level of reuse originally planned. This may be done as part of the reestimation process rather than on 
the monthly basis that is typical for work unit progress measures. 4. Compare Plan versus Actual 
Appendices A and B provides additional candidate measures for the size and complexity of OO software. The 
specific measures selected for tracking should be based on the project’s information needs. PSM provides a 
systematic method for planning a measurement program based on a project’s specific issues. PSM also provides 
guidelines for defining and analyzing measures. The remainder of this section describes how OO measures can be 
applied in the PSM analysis process. 
4.2  Performance Analysis Model 
Measures should be selected to address project issues. Issues include objectives, risks, uncertainties, and problems 
that may affect the success of the project. The PSM structured analysis model in Figure 3 shows the relationship 
between common types of project issues. The model provides a useful performance analysis “roadmap” showing 
how problems in one area may affect another. 
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Figure 3:    PSM Performance Analysis Model 
The plus and minus symbols along the arrows indicate the nature of the relationship between two components. A 
plus sign signifies that the two quantities move in the same direction. As the quantity of the first element of the pair 
increases (or decreases), the second element also increases (or decreases) correspondingly. For example, as 
functional size increases, product size is also likely to increase, as more structural components are usually needed to 
implement increased functionality or requirements. The minus sign signifies that the two quantities move in opposite 
directions. For example, as product quality increases, rework should decrease.  
This performance analysis model suggest the need for several different types of measurement indicators. Projects 
need current measurement indicators in order to monitor the performance of identified high-priority issues. These 
indicators also are useful in monitoring downstream events for potential problems. 
•  leading indicators.  Projects should consider monitoring elements that are upstream of the project’s 
primary issues of concern, because they represent leading indicators for that issue. For example, if the 
primary concern is staying within a fixed cost ceiling, effort should be measured, along with software size, 
developer performance, and technical adequacy. 
•  early warning. Analyzing performance for an issue’s leading indicators should provide an early warning to 
identify problems related to that issue. 
•  tradeoffs. The tradeoffs between issues must be considered when evaluating alternatives. Attempting to 
optimize a project in one area may result in a negative impact elsewhere. For instance, attempting to make 
up a schedule slippage by increasing the number of personnel on the project also increases overall cost. 
The analysis roadmap helps to sort out different potential causes of trouble by using a set of distinct measures. 
Interpretation problems often result from combining multiple factors into a single measure. Goldberg and Rubin [37] 
describe a case study of a C++ project that tracked progress in terms of the percentage of classes produced out of the 
refined estimate of total classes. The domain model identified 75 classes; the design model grew to 425 classes. The 
project decided to report progress against 500 classes for the target system. Monthly status reports showed the 4. Compare Plan versus Actual 
percentage of classes designed, implemented, unit tested, and integrated. Before the detailed design was over, the 
500 classes had been exceeded. During implementation the number grew, and efforts to generalize and create 
reusable objects created even more. An alarmed project manager and customer froze the number of classes in an 
effort to control the project. The classes soon became bloated and complex. The progress-tracking strategy ended up 
driving the system design. Moreover, it did not clearly indicate the cause of the problem. Tracking the number of 
(and changes to) use cases would have given a clearer signal of whether or not requirements were stable. Tracking 
the actual number of classes (without constraining them), rather than percentages, would have given a better 
indication of growth, whether driven by inaccurate initial estimates or requirements changes.  
4.3  Performance Analysis Process 
PSM defines a systematic process for collecting, analyzing, and using software measurement data for project 
management purposes. This section summarizes the part of the PSM process that concerns tracking project 
performance. Figure 4 illustrates the steps of this subprocess. The analysis subprocess is executed periodically, 
typically monthly. Planned and actual values of the selected measures are inputs to the process. Problems requiring 
management attention are outputs from it. 
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Figure 4:    Performance Analysis Subprocess 
Several of these performance analysis tasks involve collecting additional non-measurement information. Decisions 
cannot be based solely on quantitative data. Project context information may be collected from staff feedback, 
technical and management reviews, document reviews, and risk analyses. Gathering and integrating appropriate 
nonquantitative information is essential to the successful application of measurement techniques. 
Step 1: Compare Plan Versus Actual 
The first task in evaluating performance status is to examine the basic indicators that correspond to each issue. 
Problems are recognized by quantifying the difference between plans and actuals, or between plans and other 
baselines. If the difference between these values exceeds the pre-defined threshold acceptable to management, then 
the situation should be investigated further. Consider not only the absolute magnitude of the difference, but also the 
trend. If a variance has been growing steadily larger over time, it should be investigated even if it has not yet 
exceeded a pre-defined threshold. 
Unfortunately, by the time that a size, effort, schedule, or quality problem becomes visible, the problem has likely 
become one of major proportion. Thus, in evaluating performance, the relationships among multiple indicators also 
must be considered. Some of the things to look for in performance analysis are  
•  leading indicators. Often problems will become visible in upstream issues before they translate into a 
measurable problem in the issue of immediate concern. For example, requirements changes usually precede 4. Compare Plan versus Actual 
size and effort increases. Even if resources are not currently a problem on a project, a large number of 
requirements changes indicates that resources will become a problem if action is not taken. Use the 
structured analysis model to identify likely sources of prospective problems. 
•  critical path items. Even if high-level indicators suggest the project is moving ahead smoothly, delays and 
quality problems in a critical path item that are not recognized and countered early can have a ripple effect 
late in the project. A good example might be the failure to resolve interface issues on time. Even though 
overall design might be progressing, implementation and testing of large parts of the system may be 
delayed as a consequence of delays in this critical design item. 
•  inconsistent trends. Sometimes two related indicators will suggest that different situations exist. Neither 
variance taken alone may be large enough to suggest a problem, but taken together they indicate that some 
element of the process is not working as planned. 
•  outliers.  Individual points that are not part of a trend, but show unusual behavior also should be 
investigated. These could include a large change in productivity, defect rate, or complexity. 
Figures 5 and 6 show examples of a problem made visible by detecting inconsistent trends. Figure 5 shows a 
development progress indicator in terms of planned versus actual classes designed and coded. Figure 6 shows a 
problem report indicator for the same project. While the measure of actual development progress appears to be only 
slightly behind the plan, the discrepancy between the number of open and closed problem reports is increasing. 
These open problem reports represent rework that must be completed before the development activity can be 
completed.  
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Figure 6:    Problem Report Profile Example 
Certain problems tend to arise in OO development due to the nature of the methodology and the limited practical 
experience with it. In particular, estimates of size and productivity tend to be based on data from at most a few 
comparable projects. Thus, these estimates are likely to be incorrect. Carefully track actual results for adverse trends 
as soon as possible. As OO methods do not facilitate the definition of discrete life cycle phases [72], progress also is 
difficult to plan. The uncertainty in size and productivity estimates compounds this problem [37]. Pay close attention 
to actual progress and expect to replan periodically. 
One of the common motivations for adopting OO methods is to facilitate reuse. Failure to achieve planned levels of 
reuse frequently is a leading indicator of cost, schedule, and quality problems. Carefully tracking the level of reuse 
achieved enables departures from the plan to be recognized and addressed as early as possible.  
Step 2: Assess Impact 
The first step in assessing the impact of a performance problem is to determine which parts of the project are 
affected. This may require collecting additional data specific to the problem. Usually, separating the data by 
subsystem will highlight the focus of the problem. Next, the magnitude of the problem must be assessed. Sometimes 
a substantial difference between planned and actual values may be caused by outliers, which are values that do not 
appear to be consistent with the other data collected. For example, the scope of an important “engine” class may be 
significantly larger than others, resulting in the expenditure of additional time and effort. Productivity and progress 
should not be estimated for the whole project based on that example, unless it is typical of that system. Nevertheless, 
implementation of that specific class may require additional attention in order to prevent it from delaying the project 
as a whole. 
Step 3: Predict Outcome 
Understanding the significance of a problem requires projecting its impact into the future. Eventual project 
outcomes can be predicted by projecting current trends or by reestimating effort, size, and schedule with new 
information about project performance (as discussed in Section 3). Observed trends in measures such as work unit 
progress, size growth, and requirements changes can be projected into the future as straight lines. Unless some 
specific counteraction is taken, the variance is due to an outlier, or some other transient factor exists. The current 
performance of the project should be assumed to be typical of future performance. 4. Compare Plan versus Actual 
Step 4: Evaluate Alternatives 
When the predicted outcome does not satisfy project objectives, investigate alternative courses of action. For 
example, if the projected cost based on the work done to date exceeds the project budget, consider reducing the 
functional requirements of the project. Productivity might be enhanced by increasing the level of automation, if the 
project has a tool gap and it can be filled in time to affect the outcome. Keep in mind that just changing the 
assumptions behind the project plan does not make the plan any more likely to be realized. For example, assuming 
increased productivity in the plans without taking any real action to improve performance will not change the 
outcome of the project.   25 
5.  Reference Values for Selected Object-Oriented Measures 
This section provides descriptive statistics for the OO measures most commonly used in the estimation techniques 
surveyed. The project data provided is not intended to be substituted for direct estimation experience or the 
collection of organizational data for estimating purposes. This data was compiled from various published sources (as 
described in [19]). Because projects employed various life cycles, different OO methodologies, and even defined 
some basic terms such as “class” differently for counting purposes, these statistics must be regarded as approximate. 
They indicate the range and order of magnitude of values likely to be encountered in actual software engineering 
practice; however, as point estimators for any given project they are likely to fall well off the mark. 
Figure 7 provides summary statistics for 27 projects with a significant C++ component. Not all measures of interest 
were reported for all of the projects identified. The “sample size” column shows how many projects provided the 
necessary data. The minimum and maximum show the range of values reported. This table is only intended to give 
the reader an idea of the magnitude of values likely to be experienced in OO development. It is not the result of a 
rigorous study. 
Figure 7:    Descriptive Statistics for C++ Projects 
Measure Sample  Size  Maximum  Average  Minimum 
Classes      27  204.0 77.0 12.0 
Staff-Months of 
Effort 
  22  41.5 9.5 1.0 
Methods per Class    18  28.0  15.5  3.0 
Statements per 
Class 
 27  748.0  411.0  56.0 
Statements per 
Hour of Effort 
 21  92.0  22.0  2.6 
Hours of Effort per 
Class 
  13  48.0 27.0 16.0 
The productivity measure “statements per hour of effort” shows the greatest variability. The maximum is 35 times 
the value of the minimum. This probably results from differences in the ways statements and hours were recorded by 
different researchers. The variability within the data collected by each researcher is much less. The ranges observed 
within the three largest studies were as follows: 
•  Nesi [72] – 2.6 to 3.5; 5 projects 
•  Misic and Tesic [67] – 6.7 to 11; 7 projects 
•  Basili et al [5] – 18 to 92; 8 projects 
Data collected by a single researcher may be expected to be more consistent; consequently, the narrower range of 
results within studies would be expected. 
Note that data for the measure “hours of effort per class” shows less variability. The maximum is only three times 
the value of the minimum. Most of the estimation methods surveyed in Appendix B recommended estimating in 
terms of classes, especially in the early phases of a project. Variability in the size of classes affects the effort per 
class. Figure 7 shows that the maximum value of lines of code per class (statements per class) is 13 times the 
minimum. Haynes and Henderson-Sellers [41] recommend that 95 % of classes should require fewer than 300 lines 
of code to implement. Larger classes are due to inexperience and poor development practices. The mean shown in 
Figure 7 (411) exceeds the Haynes and Henderson-Sellers guideline by a considerable amount. That does not mean 
that the guideline does not define a good criterion, but it does suggest that the manager of the typical OO project 5. Reference Values for Selected Object Oriented Measures 
should not count on performing to this guideline the first time out, probably due to the inexperience and immature 
practices cited by Haynes and Henderson-Sellers. 
Lorenz and Kidd [63] note that Smalltalk classes tend to be larger and require more effort per class than classes 
implemented in C++. Moreover, they agree that the OO method and programmer’s style strongly affect the results.    27 
6. Lessons  Learned 
Thus far, the discussion in this report has focused on specific measures and techniques for estimating and tracking 
progress. However, in the course of this review of examples, several recurring observations were noted that affect 
the overall design of a practical software measurement program as well. These are as follows: 
•  small team approach. Most of the authors of the estimation methods surveyed recommended using small 
teams in an iterative development approach. However, most of the projects studied were small, so the 
scalability of that approach was not demonstrated. Nesi [72] notes that productivity starts to decline when 
teams grow past four members. Exercise caution when extrapolating these results to large projects. 
•  good data definitions. Getting good data definitions is still important to getting good data. Harrison et al. 
[39] cited the imprecise definitions used for OO features and measures as a major problem. The old 
questions such as, “What is a line of code?” have been formed, but not eliminated, by the OO paradigm. 
•  coupling and cohesion. The concepts of coupling and cohesion are still valid design criteria. Chidamber et 
al. [24] observed that higher coupling and cohesion were associated with higher productivity and less 
rework. Briand et al. [13] reaches similar conclusions in terms of tendency toward defects. Many inspection 
and review processes that focus on these criteria may be readily adapted to the OO environment.  
•  importance of data. Appropriate data have not been collected to evaluate several of the intended benefits 
of OO methods. Even though most proponents argue that OO development shifts effort from code to 
design, most of the quantitative data reported from these studies relates to detailed design and code rather 
than the higher levels of design. While increasing reuse is often the motivation for adopting OO methods, 
little data have been collected on the actual amount of reuse achieved in OO projects. If those benefits are 
important to a project, the data should be collected. 
•  continuous measurement.  OO measurement must be continual rather than milestone-based. Nesi [72] 
suggests that OO methodologies do not support the organization of activities into well-defined phases that 
would facilitate periodic assess of status, for example at major milestones. Consequently, measures must be 
collected regularly throughout development. 
•  simple measures early on. Most of the detailed measures recommended in the various OO measurement 
frameworks (see [82]) cannot readily be determined prior to the development of code. Cartwright and 
Shepperd [20] observed that they could collect only two of the extensive suite of Chidamber and Kemerer 
measures from design documentation. Thus, managers must rely on simple measures early in the life cycle. 
•  key measures.  Practitioners should focus on a few key measures, especially when getting started. 
Chidamber et al. [24] and Briand et al. [13] note that many OO measures are highly correlated with each 
other. Selecting more than one measure out of a cluster of correlated measures does not necessarily provide 
more information. However, based on all the empirical evidence that is currently available, we can suggest 
the measures described in Figure A-2 as a starter set. Some of these measures will work well in a particular 
organization, not necessarily all. Typically, one inheritance measure, one size measure, and two or three 
coupling measures will be found to work well in a particular organization. 
•  Measure early in the process. Start as soon as possible. One survey [81] showed that during the first 2 
years after starting measurement programs (for non-OO software) estimates were off by an average of 78%, 
but within another 2 years the error had declined to 12%. It takes time to realize the benefits of 
measurement, but the potential is substantial. 
•  Involve an expert. Identifying the best measures for a particular situation and then analyzing the resulting 
data requires expertise in statistics and object-oriented measurement. Therefore, it is strongly recommended 
that a statistician as well as an object-oriented methods specialist be involved in the measurement planning 
and analysis. 6. Lessons Learned 
•  Plan defect measures carefully. Quality models usually depend on defect data. Defect data can be 
collected and classified in many ways. The definition of the defect measure will affects how the data can be 
analyzed. Because most people have an intuitive notion of defects, defect measures often are not adequately 
specified. 
•  Understand the implementation of a measure. Since many object-oriented measures are not defined 
precisely, it should come as no surprise that different measurement tools give different values on the same 
systems. One reason is that in a number of measures “weighting” schemes are left undefined, and therefore 
variations in computed values will be obtained due to variations in the schemes adopted by the tool 
developers. In addition, in languages such as C++, constructs such as templates considerably complicate 
the computation of coupling measures. Since many coupling measures do not explicitly deal with 
templates, variations in coupling measures will be due to how templates are handled (many tools just ignore 
templates – which may not be appropriate in all cases). Although no evaluation of the impacts of these 
measurement inconsistencies has been made, it can be safely stated that whatever the impact it has not 
diminished the utility of object-oriented measures (i.e., they are still useful even if there are many ways to 
measure coupling). 
 
Measurement of OO software and processes to estimate projects, track progress, and assess quality remains in the 
early stages. More confirmatory studies based on industry experience are needed to be able to provide definitive 
recommendations about the measures and techniques that should be employed by practitioners. This report provides 
only a survey of what has been learned to date. 4. Compare Plan versus Actual 
7.  Recommendations for Further Study 
While the results of the literature surveys (see appendices) showed agreement on a few basic measures for object-
oriented software, many of the proposed models and measures for object-oriented software have not been validated. 
Some of the studies were conducted in academic situations that gave little insight into how the results might best be 
applied in practice. Consequently, the primary recommendation for further study is to conduct field trials of these 
object-oriented models and measures. 
The purposes of the field trials would be to 
•  Validate the estimation and quality models identified in the literature surveys 
•  Refine the reference values for measures (especially for DOD applications) 
•  Gain experience in applying models and measures to object-oriented projects 
The field trials will involve working with selecting projects to collect both object-oriented measures and outcome 
measures (i.e., effort, time, and defects). The research team would analyze this data on a project by project basis as 
well as across projects. Each participating project would receive a summary of the analysis of the data for that 
project as well as recommendations for implementing or improving the project’s measurement program. Results 
from all projects would be combined in a separate report or an update to this report. The research team would 
follow-up about six months after each project receives its report to determine how effectively the recommendations 
have been implemented and what benefit management has obtained from the measurement improvements.  30 
Appendix A: Quality models 
Software exhibits several quantifiable properties. The term quality may be used to refer properties as diverse as 
portability and maintainability. This document focuses on the dimension of quality associated with functional 
correctness, as the presence of defects indicates a lack of functional correctness. This appendix describes some of 
the common measures of object-oriented software and then discusses how they can be used to predict or assess 
quality in terms of defects.  
A.1 Measuring Quality of Object-Oriented Software 
In order for measures of object-oriented software to be associated with defect-proneness, there must be a mechanism 
causing this effect. In the software engineering literature, this primary factor contributing to defects is assumed to be 
cognitive complexity. For instance, Munson and Khoshgoftaar [71] state that “There is a clear intuitive basis for 
believing that complex programs have more [defects] in them than simple programs”. We will first present an 
overview of this mechanism so that the reader can understand why object-oriented measures are expected to provide 
a reasonable basis for predictions. We will follow this with a discussion of common measures. 
A.1.1 Object-Oriented Defect Mechanisms 
One way to operationalize cognitive complexity is to equate it with the ease of comprehending an object-oriented 
application. If classes are difficult to comprehend, there is a greater probability that defects will be introduced during 
development. For example, modifications due to requirements changes or fixing defects found during inspections 
and testing will be error-prone. Furthermore, it will be more difficult to detect defects during the regular 
development defect-detection activities, such as inspections. In both cases there is a positive association between 
comprehension and defect-proneness. 
A number of studies indicate that certain features of object-oriented applications impede their comprehension. 
Widenbeck et al. [88] make a distinction between program functionality at the local level and at the global 
(application) level. At the local level they argue that the object-oriented paradigm’s concept of encapsulation 
ensures that methods are bundled together with the data on which they operate, making it easier to construct 
appropriate mental models and specifically to understand a class’s individual functionality. At the global level, 
functionality is dispersed among many interacting classes, making it harder to understand what the program is 
doing. They support this in an experiment where it was found that the number of correct answers for subjects 
comprehending a C++ program (with inheritance) on questions about its functionality was not much better than 
guessing. In another experimental study with students and professional programmers [9], Boehm-Davis et al. 
compared maintenance time for three pairs of functionally equivalent programs (implementing three different 
applications amounting to a total of nine programs). Three programs were implemented in a straight serial structure 
(i.e., one main function, or monolithic program), three were implemented following the principles of functional 
decomposition, and three were implemented in the object-oriented style, but without inheritance. In general, it took 
the students more time to change the object-oriented programs, and the professionals exhibited the same effect, 
although not as strongly. Furthermore, both the students and professionals noted that they found that it was most 
difficult to recognize program units in the object-oriented programs, and the students felt that it was also most 
difficult to find information in the object-oriented programs. 
Typically, structural properties that capture dependencies among classes are believed to exert significant influence 
on comprehension; for example, coupling and inheritance. Coupling measures characterize the static
1 usage 
dependencies among the classes in an object-oriented system [14]. Inheritance is also believed to play an important 
role in the complexity of object-oriented applications. Coupling and inheritance capture dependencies among the 
classes.  
Below we present evidence indicating that there is typically a profusion of dependencies in object-oriented 
applications, and that these dependencies have an impact on understandability and defect-proneness of classes. 
                                                            
1 Here static means without the actual execution of the application. References 
The object-oriented strategies of limiting a class’s responsibility and reusing it in multiple contexts results in a 
profusion of small classes in object-oriented systems [89]. For instance, Chidamber and Kemerer [22] found in two 
systems studied
2 that most classes tended to have a small number of methods (0-10), suggesting that most classes are 
relatively simple in their construction, providing specific abstraction and functionality. Another study of three 
systems performed at Bellcore
3 found that half or more of the methods contain fewer than four Smalltalk lines or 
two C++ statements, suggesting that the classes consist of small methods [89]. Many small classes imply many 
interactions among the classes and a distribution of functionality across them. 
It has been stated that “Inheritance gives rise to distributed class descriptions. That is, the complete description for a 
class D can only be assembled by examining D as well as each of D’s superclasses. Because different classes are 
described at different places in the source code of a program (often spread across several different files), there is no 
single place a programmer can turn to get a complete description of a class,” [60]. While this argument is stated in 
terms of source code, it is not difficult to generalize it to design documents. 
Cant et al. [18] performed an empirical study whereby they compared subjective ratings by two expert programmers 
of the complexity of understanding classes with objective measures of dependencies in an object-oriented system. 
Their results demonstrate a correlation between the objective measures of dependency and the subjective ratings of 
understandability. In an experience report on learning and using Smalltalk [74], the authors found that the 
distributed nature of the code causes problems when attempting to understand a system. 
Dependencies also make it more difficult to detect defects. For example, Dunsmore et al. [27] note that 
dependencies in object-oriented programs lead to functionality being distributed across many classes. The authors 
performed a study that required student subjects to inspect a Java program. The results indicated that the most 
difficult defects to find were those characterized by a delocalization of information needed to fully understand the 
defect. A subsequent survey of experienced object-oriented professionals indicated that delocalization was perceived 
to be a major problem in terms of defect introduction and understandability of object-oriented applications. 
 
                                                            
2 One system was developed in C++, and the other in Smalltalk. 
3 The study consisted of analyzing C++ and Smalltalk systems and interviewing the developers for two of them. For 
a C++ system, method size was measured as the number of executable statements. For Smalltalk size was measured 
by uncommented nonblank lines of code. List of Abbreviations and Acronyms 
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Figure A-1:     Overview of the object-oriented defect mechanisms. The dotted lines indicate a relationship between 
specific measures and the concepts that they are measuring. The dashed line depicts the relationship that we expect 
to see in practice. The filled lines indicate relationships that explain why structural class properties are associated 
with reliability. See [36] for further details of this model. 
 
The extent of dependencies has an impact on comprehension. In A-1we show the constructs that explain this. There 
are four constructs: (i) structural class properties, (ii) recall, (iii) comprehension, and (iv) reliability. In software 
engineering work, we only directly measure the first and fourth constructs. So we have object-oriented measures to 
measure dependencies among classes, and we have measures of the incidence of defects to measure reliability. We 
expect that these two will be related. The reason that they are related is explained by the relations through recall and 
comprehension.  
Research on procedural and object-oriented program comprehension has identified three types of mental models that 
developers construct and update during comprehension [85]. Developers will frequently switch their attention 
among these mental models. However, during comprehension it is necessary to search and extract information from 
the program being comprehended, and to connect information within each of these mental models. This requires the 
recall of information already extracted to construct the mental models. 
Dependencies in an object-oriented artifact make it difficult for someone to recall information about the artifact. 
This impedes comprehension and results in incomplete mental models. Some commonly known effects in cognitive 
psychology to explain this are: interference effects, fan effects, and familiarity. 
Interference effects occur when a subject learns intervening material after some initial material. The initial material 
will be more difficult to recall. Fan effects occur when a concept that has been learned has many other concepts 
associated with it. This leads to that concept being difficult to recall. Familiarity occurs when a concept in memory 
is repeatedly recalled, and so it becomes easier to recall again.  
Based on studies of engineers comprehending an object-oriented system [17], the way the engineers trace through 
the class hierarchy when trying to understand the relationship among classes can be mapped to the cognitive effects 
above. For example, when an engineer is trying to comprehend a class X and encounters an attribute whose type is 
another class Y, then s/he will proceed to class Y to comprehend what it is doing. This results in an interference 
effect while comprehending class X. The more class X has connections to other classes, the more difficult it will be References 
to recall information about X due to the fan effect. Furthermore, if class X is an attribute in many other classes, then 
it will be consulted often during comprehension and therefore will be familiar.  
For general recall tasks as well as for program recall, it has been found that recall is associated with comprehension 
[26, 52, 79]. The lack of comprehension leads to the introduction of defects, and a difficulty in finding defects 
during defect detection activities. 
The above mechanisms explain the relationship between structural class properties and reliability. A complete 
theory that explains these mechanisms in detail has been presented in [36]. This theory is not intended to define all 
the mechanisms that are believed or that have been shown in the past to have an impact on defect-proneness. It is 
only intended to explain why object-oriented measure can be related to defects.
4 
A.1.2 Structural Class Properties and Their Measurement 
In the above section we showed why dependencies are related to defects. Now we explain how to measure these 
dependencies objectively. 
Different sets of measures have been developed in software engineering to capture these object-oriented 
dependencies. We will focus here on measures that characterize the inheritance hierarchy and coupling among 
classes. Measures of cohesion will not be discussed as the evidence thus far did not show that cohesion measures are 
strong predictors of defect-proneness. This does not detract from the utlity of cohesion as a design principle, but 
may be a reflection that it is not yet possible to accurately measure that concept. 
Based on the studies that have been done thus far, a subset of the two sets of measures defined by Chidamber and 
Kemerer [22] and Briand et al. [12] have been found to work well in practice. This subset, consisting of measures 
that can be collected during the design stage of a project, includes inheritance and coupling measures (and excludes 
cohesion and traditional complexity measures). They are summarized in Figure A-2. Details of their computation 
and an illustrative Java example are given below.  
It is also critical to measure size when looking at the relationship between object-oriented measures and defects. The 
reason is that size is a confounder of many object-oriented measures [30]. This means that many object-oriented 
measures also measure some aspect of size, and therefore size has to be controlled for when using object-oriented 
measures. Also, size is a very good predictor of defects (e.g., bigger classes will, in a statistical sense, have more 
defects than smaller classes). 
                                                            
4 As an analogy, one may try to explain why smoking leads to cancer. But by understanding the mechanisms that 
lead from smoking to cancer, one is not necessarily trying to explain all the factors that can cause cancer. List of Abbreviations and Acronyms 
 
Measure Definition 
Inheritance Measures 
NOC 
This is the Number of Children inheritance measure [22]. This measure counts the number of 
classes that inherit from a particular class (i.e., the number of classes in the inheritance tree 
down from a class). 
DIT 
The Depth of Inheritance Tree [22] measure is defined as the length of the longest path from 
the class to the root in the inheritance hierarchy. 
Coupling Measures 
ACAIC 
OCAIC 
DCAEC 
OCAEC 
ACMIC 
OCMIC 
DCMEC 
OCMEC 
These coupling measures are counts of interactions among classes. The measures distinguish 
among the class relationships, different types of interactions, and the locus of impact of the 
interaction [12]. 
The acronyms for the measures indicate what types of interactions are counted: 
•  The first or first two letters indicate the relationship: 
•  A: coupling to ancestor classes; 
•  D: coupling to descendents; and 
•  O: other, (i.e., none of the above). 
•  The next two letters indicate the type of interaction between classes c and d: 
•  CA: there is a class-attribute interaction between classes c and d if c has an attribute 
of type d; and 
•  CM: there is a class-method interaction between classes c and d if class c has a 
method with a parameter of type class d. 
•  The last two letters indicate the locus of impact: 
•  IC: Import Coupling; and 
•  EC: Export Coupling 
Size Measures 
SLOC  The most common measure of class size is probably Source Lines of Code. While there are 
many ways to count SLOC (e.g., see [76]), there is evidence that many of these are strongly 
correlated  [77]. Therefore, it is only necessary that a particular counting approach be used 
consistently. 
POP  The Predictive Object Points measure is discussed in Appendix B-4. 
FP  Variations of Function Point measures are discussed in Appendix B-6. 
NAI  The Number of Attributes is a commonly used measure of class size. In some cases only 
public or private attributes are considered. 
WMC  This is the Weighted Methods per Class measure [22], and can be classified as a traditional 
complexity measure. It is a count of the methods in a class. It has been suggested that neither 
methods from ancestor classes nor friends in C++ be counted [4, 23]. The developers of this 
measure leave the weighting scheme as an implementation decision [22]. Some authors weight 
it using cyclomatic complexity [62]. However, others do not adopt a weighting scheme [4, 
84]. In general, if cyclomatic complexity is used for weighting then WMC cannot be collected 
at early design stages. Alternatively, if no weighting scheme is used then WMC becomes 
simply a size measure (the number of methods implemented in a class), also known as NM. In 
some cases a distinction is made between public and private methods. 
Figure A-2:     Summary of popular object-oriented measures. The top set is the coupling and inheritance measures. 
The measures at the bottom are used to measure class size. Note that for measuring the size of an overall system, the 
total number of classes in addition to sums of the above measures across classes can be used. All of the measures 
presented above can be collected from design documents except for lines of code. References 
The above measures are class-level static measures. Object-oriented measures can also be defined at the method-
level or at the system-level. Furthermore, measures may be collected statically or dynamically. Static measures can 
be collected by an analysis of the software artifact. Dynamic measures require execution of the software application 
in order to collect the measurement values, which makes them difficult to collect at early stages of the design. Our 
focus here is on static class-level measures because these have been evaluated most extensively. 
A.1.2.1 Example of Computing the Coupling and Inheritance Measures 
Here we present a simple Java example of calculating the above measures. The examples should clarify exactly what 
is counted when computing inheritance and coupling values. 
We suppose that classes A and B are descendents of class D and that between the classes A, B and C and between C 
and D there is an “Other” type of relationship (i.e., other than Ascendent or Descendent).  
 
A.1.2.1.1 Example of Class-Attribute (CA) Interaction 
From Figure A-3 we can notice the CA interaction between classes A and B through the attribute public_ab1. This 
attribute is of type of class A and is declared in class B, such as, if class A is changed, class B will be changed via 
the public attribute of class B.  
This means that OCAIC (B) = 1 (Class B has an attribute of type A, public_ab1, while classes A and B have a 
relationship of type “Other”). 
In a similar way we can measure the following CA measures: 
ACAIC(B) = 1 (class B has an attribute of type D, public_ab2, while class D is an ancestor of class B). 
OCAIC (C) = 2 (Class C has an attribute of type of class A, public_ab3, and one of type of class D, 
public_ab4, and A and D are in a relationship of type “Other” with class C). 
OCAEC(D)=1 (class C has an attribute of type D, while C has a relationship of type “Other” with class D). 
DCAEC(D) = 1 (class B, which is a descendant of class D, has an attribute of type of class D). 
OCAEC(A) = 2 ( two classes, B and C, have attributes of type A, and they have a relationship with A of 
type “Other”). 
 
A.1.2.1.2 Example of Class-Method (CM) Interaction  
There is a Class-Method interaction between class A and mb1, a method of class B, and between class A and mb2, a 
method of class C. 
OCMIC(B) = 1 ( class B has a method, mb1, which has a parameter of type of class A, and between B and 
A there is a relationship of type “Other”) 
OCMIC(C) =1 (class C has a method, mb2, which has a parameter of type of class A, and between C and A 
there is a relationship of type “Other”) 
OCMEC(A) = 2 (2 classes, B and C, have methods with parameters of type of class A)  
 
A.1.2.1.3 Example of Inheritance Measures 
DIT(A) and DIT(B) are equal to 1, because they are descendents of class D. 
All the other classes have a DIT= 0. 
Class D has two descendents, A and B, such that NOC(D) = 2. All the other classes in the example have NOC = 0. List of Abbreviations and Acronyms 
 
Class D  
{ 
      public int x; 
      public int y; 
      …. 
} 
class A extends D 
{ 
  public int aa; 
  public void ma1() 
 {  ... 
       } 
} 
class B extends D 
{ 
  public A public_ab1; 
   public D public_ab2; 
  private int i; 
  private float r; 
      … 
      private void mb1(A a1) 
 { 
      A a2;  
              C a3; ... 
      a2=a3.mb2(a1);  
   } 
} 
Class C 
{ 
      public A public_ab3; 
      public D public_ab4; 
       ……… 
      private A mb2(A a)                                
      {       …….. 
     a.ma1(); 
  return  a; 
   } 
} 
Figure A-3:    Example of calculating the measures for sample Java code. References 
 
A.2 Approaches to Quality Modeling 
Here we describe how object-oriented measures can be used by organizations for quality control and 
management.  
A.2.1 Making System Level Predictions 
Typically, object-oriented measures are collected on individual components for a single system. Predictions on 
individual components can then be aggregated to give overall system level predictions. For example, in a recent 
study using object-oriented measures, the authors predicted the proportion of classes with at least one defect in a 
whole system [31]. For example, if the prediction is 0.2, this means that 20% of the classes will have at least one 
post-release defect. Here we have an example of using predictions of defect-proneness for each class to draw 
conclusions about the overall quality of a system. One can also build prediction models of the total number of 
defects and defect density [32]. Similarly, another study used object-oriented measures to predict the effort to 
develop each class, and these were then aggregated to produce an overall estimate of the whole system’s 
development cost [16]. 
A.2.2 Identifying High-Risk Components Early 
The definition of a high-risk component varies depending on the context. For example, a high-risk component may 
be one that contains any defects found during testing [10, 57], one that contains any defects found during operation 
[55], or one that is costly to correct after a defect has been found [2, 6, 11]. 
Early prediction is commonly cast as a binary classification problem.
5 This is achieved through a quality model that 
classifies components into either a high or low risk category. An overview of a quality model is shown in Figure 1. 
A quality model is developed using a statistical modeling or machine learning technique, or a combination of 
techniques. This is done using historical data. Once constructed, such a model takes as input the values on a set of 
measures (M1 … Mk) for a particular component, and produces a prediction of the risk category (say either high or 
low risk) for that component.  
A number of organizations have integrated quality models and modeling techniques into their overall decision 
making process. For example, Lyu et al. [64] report on a prototype system to support developers with software 
quality models, and the EMERALD system is reportedly routinely used for risk assessment at Nortel [45, 46]. Ebert 
and Liedtke describe the application of quality models to control the quality of switching software at Alcatel [28]. 
 
                                                            
5 However, it is not  always the case that binary classifiers are used. For example, there have been studies that 
predict the number of defects in individual components, for example, [54], and that produce point estimates of 
maintenance effort, for example, [51, 62]. 
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Figure 1:    Definition of a quality model 
In the case of object-oriented measures, an example of a quality model was presented in a recent study using design 
measures on a Java application [31]. This model was developed using the logistic regression analysis technique [44]:  
() DIT OCMEC NAI e
06 . 1 47 . 1 464 . 0 97 . 3 1
1
+ + + − − +
= π   Eqn. 1 
Here, the π  value gives the predicted probability that a class will have at least one post-release defect, NAI  is the 
total number of attributes defined in the class (a size measure), OCMEC  is the number of other classes that have 
methods with parameter types of this class (this is a form of export coupling), and DIT  is the depth of the 
inheritance tree which measures how far down an inheritance hierarchy a class is. NAI, OCMEC, and DIT are 
examples of object-oriented measures. In fact, in this case, all of these measures can be easily collected from high-
level designs, and therefore one can in principle use this model to predict the probability that a class will have a 
defect at an early stage of development. A calibration of this model, described in [31], indicated that if the predicted 
probability of a defect is greater than 0.33, then the class should be flagged for special managerial action (i.e., it is 
considered high risk). 
A.2.3 Design and Programming Guidelines 
One approach for constructing design and programming guidelines using software product measures is to identify 
the range of values that are acceptable or unacceptable, and take action for the components with unacceptable values 
[56]. This means identifying thresholds on the software product measures that delineate between acceptable and 
unacceptable.  
In summarizing their experiences using software product measures, Szentes and Gras [83] state “the complexity 
measures of modules may serve as a useful early warning system against poorly written programs and program 
designs. .... Software complexity [measures] can be used to pinpoint badly written program code or program designs 
when the values exceed predefined maxima or minima.” They argue that such thresholds can be defined subjectively 
based on experience. In addition to being useful during development, Coallier et al. [25] present a number of 
thresholds for procedural measures that Bell Canada uses for risk assessment during the acquisition of software 
products. The authors note that the thresholds result in 2 to 3 percent of the procedures and classes that are flagged 
for manual examination. Instead of thresholds based on experience, some authors suggest the use of percentiles for 
this purpose. For example, Lewis and Henry [61] describe a system that uses percentiles on procedural measures to 
identify potentially problematic procedures. Kitchenham and Linkman [56] suggest using the 75
th percentile as a 
cut-off value. More sophisticated approaches include identifying multiple thresholds simultaneously, such as in [2, 
6]. 
In an object-oriented context, thresholds have been similarly defined by Lorenz and Kidd as [63] “heuristic values 
used to set ranges of desirable and undesirable [measurement] values for measured software.” Henderson-Sellers 
[43] emphasizes the practical utility of object-oriented measurement thresholds by stating that “An alarm would 
occur whenever the value of a specific internal [measure] exceeded some predetermined threshold.” Lorenz and 
Kidd [63] present a number of thresholds for object-oriented measures based on their experiences with Smalltalk 
and C++ projects. Similarly, Rosenberg et al. [78] have developed thresholds for a number of popular object-References 
oriented measures that are used for quality management at NASA GSFC. French [35] describes a technique for 
deriving thresholds, and applies it to measures collected from Ada95 and C++ programs. Chidamber et al. [24] state 
that the premise behind managerial use of object-oriented measures is that extreme (outlying) values signal the 
presence of high complexity that may require management action. They then define a lower bound for thresholds at 
the 80
th percentile (i.e., at most 20% of the observations are considered to be above the threshold). The authors note 
that this is consistent with the common Pareto (80/20) heuristic. 
A.2.4 Application in Practice 
Good results have been obtained when using object-oriented measures to predict quality. For example, in one study 
a model to predict the proportion of classes that will have at least one post-release defect (using object-oriented 
design measures) was found to have an error of only 9% [31]. The prediction model was built using data from one 
release, and was applied to the subsequent release. 
In another study, a prediction model using design measures was used to identify defect-prone classes early on in 
development [36]. A defect-prone class is one that has a high probability of a post-release defect. In this particular 
organization inspections were not commonly performed, and therefore management wanted to focus inspections 
only on the most defect-prone classes. One reason for this approach was the lack of resources for 100% inspection 
coverage and the short release interval (inspections can potentially increase release intervals dramatically [86]). A 
cost/benefits analysis estimated that this organization can save 42% of post-release (customer found bug fixes) costs 
by inspecting only the classes that were predicted to have at least one defect by the quality model.  
The results for design and development guidelines are more equivocal. Recent extensive evaluations [7, 29] found 
absolutely no evidence for thresholds on many of the popular object-oriented measures. Therefore, devising 
thresholds for quality management is not necessarily an optimal strategy. List of Abbreviations and Acronyms 
Appendix B: Summary of Object-Oriented Estimation Approaches 
This section reviews some of the more established OO estimation approaches. Each of the models discussed in the 
following sections fall into one of three approaches described in PSM  
•  analogy. Comparison of the planned system with similar previous systems. 
•  empirical relationships. Application of simple sizing and productivity parameters based on local data. 
•  parametric models. Representation of broad sets of data with comprehensive equations that can be applied 
to new and different projects.  
No examples of activity-based costing approaches to object-oriented estimation were encountered. 
Not all of the models found in the literature search are discussed. However, examples of each of these three types of 
models, as applied to OO development, are represented. Each review attempts to assess the strengths and 
weaknesses of each approach in the following areas:  
•  underlying assumptions. (including life cycle model, activity scope, domains, and other assumptions). 
What is the underlying development process assumed by the estimation model? 
•  support for size estimation. Is information about the problem statement or previous experience explicitly 
used to estimate size? 
•  method of accounting for software reuse. Is the impact of reusing classes that already exist at project 
start identified? Is the impact of reusing classes developed for the project identified?  
•  support for effort estimation. What adjustments have been defined to adjust productivity to account for 
factors such as team experience and software complexity? 
•  support for schedule estimation. Can the overall schedule length and major milestones be determined 
from effort and/or sizing information? 
•  guidance for performing reestimates. How is information about the work actually accomplished and 
resources consumed used to produce new estimates to completion? 
•  empirical validation of the model. How much data was used in developing or testing the model? How 
robust were the analysis methods? Have independent confirmatory studies been performed? 
Unfortunately, information was not available in all of these areas for all estimation models. For example, most 
authors did not explicitly define the OO methods or overall development process employed by the projects studied. 
Most projects were small and short in duration so reestimation appears not to have been performed in most cases. 
Appendix C discusses additional techniques for estimating software reuse, since this is a principal motivation for 
adopting OO methods. 
B.1 Early Empirical Results 
The Lorenz and Kidd (1994) method of estimation provides techniques for estimating software size and effort based 
on specific characteristics of OO programs. They provide some planning guidelines but no specific scheduling 
algorithm. Their results are based on analyses of a range of five to eight projects developed in C++ and Smalltalk. 
All necessary data items were not reported by all projects. The following discussion uses numeric values given by 
the authors or extrapolated from the data they provide. References 
The authors do not deal with the need for periodic reestimation. All of the projects studied required less than one 
staff year of effort and were completed within about six months, thus making reestimation less important than for 
large projects. This method also ignores the effect of reuse on estimates, although it does briefly describe 
considerations in determining the amount of reuse achieved. Lorenz and Kidd describe an iterative development 
approach. The process appears to be informal (for example, lacking regular reviews or inspections) and is confined 
to the detailed design and programming phases. 
B.1.1 Size 
Lorenz and Kidd define several relationships for estimating the size of OO software. The authors do not recommend 
using lines of code, except as a final product measure. Their proposed strategy is to estimate the number of classes 
and then classify them in a way that accounts for their relative difficulty to implement.  
Early in the life cycle, before classes have been identified, the number of scenario scripts may be used to estimate 
the number of classes. (Scenario scripts are similar to use cases.) Lorenz and Kidd report that about 17 classes are 
required to implement each “scenario script”. 
Once the design has been elaborated, the number of classes may be defined. However, Lorenz and Kidd recommend 
distinguishing between “key classes” and “support classes.” Key classes are easier to identify during analysis. These 
class types are defined as follows: 
•  key classes are specific to the business domain or application. They are usually important to the customer 
and involve many scenarios. 
•  support classes are common to many domains. They usually include user interface, communications, and 
database classes. 
The number of support classes may be estimated from the number of key classes. The following list shows 
multipliers based on the nature of the user interface: 
•  No user interface     2.0 
•  Text-based user interface    2.25 
•  Graphical user interface    2.5 
•  Drag-and-drop interface    3.0 
Multiplying the count of key classes by the appropriate factor yields the estimated total number of classes.  
A few additional calculations can be used to arrive at an estimate of the number of lines of code. Each class typically 
contains from 10 to 25 methods. Methods usually range from 6 to 24 lines of code. Multiplying the classes by 
methods per class, by lines per method, yields lines of code. This may be important when trying to estimate memory 
utilization and other performance factors. 
B.1.2 Effort 
According to the Lorenz and Kidd study, each class (regardless of type) requires 10 to 20 staff days of effort to 
implement. The subjective difficulty of the application and the level of experience of the programming team should 
be used to select an appropriate value from this range. Lower-effort values should be selected for less difficult 
applications and more experienced teams. List of Abbreviations and Acronyms 
B.1.3 Schedule 
Lorenz and Kidd do not provide a specific algorithm for estimating schedule length or time to major milestones. 
However, they do provide some guidelines for organizing and planning an OO project. They recommend that 
projects should be implemented in three to six iterations or progressive versions. The exact meaning or content of 
“iteration”, as intended by Lorenz and Kidd, is unclear. 
The total project may be divided into multiple subsystems as a basis for assigning responsibility to programmers. A 
subsystem is a collection of classes that support a related set of end-user functions. An individual programmer may 
be assigned responsibility for 20 to 40 classes. Larger subsystems may require more than one programmer. 
B.2 The Semantic Object Modeling Approach-Based Parametric Model 
The metrics discussed in this section were defined to support the Semantic Object Modeling Approach (SOMA) as 
documented in Graham [38]. The measures cover properties of OO software products and provide a method of 
estimation that is language-independent, based on requirements models created early in the development life cycle. 
Periodic reestimation is facilitated by using the tool on refined models. The measures have evolved from the earlier 
works of Henderson-Sellers and Edwards [42], Chidamber and Kemerer [21], and earlier variations of function-
point counting.  
The automated collection and calculation support from SOMATiK makes the necessary data easy to collect and the 
measures easy to compute. SOMA developed in the banking and financial industry, so the method has been mainly 
tested in developing management information systems. However, the measures are not obviously domain dependent. 
The model for effort estimation is a simple, single variable, static model. Productivity is based on the level of reuse 
employed, and the extent of inherent complexity of the domain objects. 
B.2.1 Size 
Two kinds of OO models are defined during the SOMA development process that support estimation. The first is the 
Task Object Model (TOM), which is a hierarchical network of the business tasks that will be supported by the 
developing system. The second is the Business Object Model (BOM), a network of real-world objects that cooperate 
to support the tasks defined in the TOM. The objects in the BOM are defined as classes of business objects whose 
properties are characterized by attributes, whose behavior is supported by operations (or methods), and whose 
constraints are defined by rulesets. A separate size measure is computed for each model. 
The TOM supports measures for task complexity, amount of reuse, and system size. The hierarchical network of 
interacting tasks is decomposed into a set of atomic-level tasks, which are similar to function points. A task is 
considered atomic when further decomposition introduces concepts or terminology inappropriate to the domain. For 
estimation purposes, the important task measures are as follows: 
System size = number of atomic tasks = T = task point count 
The weighted complexity of each task, T, in the model is defined as: 
WCT = WI*I + WE*E + WR*NR*R 
Where: 
I = number of indirect objects per task 
E = number of exceptions 
R = number of rulesets 
NR = number of rules per ruleset * average number of antecedent clauses per rule References 
WE and WR are empirically discovered weights (may be zero if empirical study shows that a factor such as 
“I” has no effect). 
The BOM supports measures for class size, complexity, and reuse. The estimated size of a class is defined as the 
weighted sum of class attributes, methods, and rules, where the separate weights are calibrated from historical data, 
as follows: 
WCC = WA*A + WM*LM*M + WR*NR*R 
Where: 
A = number of attributes 
M = number of operations/methods 
R = number of rulesets 
NR = number of rules per ruleset * average antecedent clauses per rules 
LM = the proportional excess of source lines of code (SLOCs) per method relative to a standard 
WA, WM, and WR are empirically discovered weights 
WCC = size of class “c” 
System size is the simple sum of individual class sizes (Graham 1995). 
B.2.2 Effort 
Task points are converted to an effort estimate using the following model: 
E = a + pT
k 
Where: 
E is effort in man-hours 
T is the task point count 
p is the inverse of productivity in task points per man-hour 
k
∗  and a are constants where “a” represents the start-up and overhead costs 
A task point is similar to a function point but can be determined earlier in the life cycle. A task point is an atomic 
task that the system will carry out in support of user requirements. Task points are equivalent to the leaf nodes in the 
TOM. 
Productivity is a function of the number of classes or components reused and may depend on the ratio of domain 
objects to application objects in the BOM, as well as the inherent complexity of the BOM. Complexity of the BOM 
is determined from the sum of weighted class complexities, depth of inheritance, and density of class interactions. 
                                                            
∗  k must be chosen based on empirical data to represent the curve/function that best fits the historical results. List of Abbreviations and Acronyms 
B.2.3 Schedule 
The SOMA development process is based on the concept of time-boxes. The overall schedule is determined when a 
project is contracted, and then the allotted time is carved into fixed periods. The recursive cycle of OO analysis, 
design, and code is tightly constrained by the fixed time-box periods that correspond to the series of project 
management milestones. Classes are allocated to small, closely-knit teams that work in parallel to facilitate rapid 
development. At each milestone, a demonstration of a portion of the system is given to the project sponsor along 
with system documentation, a report that includes descriptive metrics and defect analysis, and a set of candidate 
classes for possible reuse. A typical time-box is around 3 months in duration. Time-boxes are organized into 
sequences that are interrelated to cover the entire domain model. 
B.3 Analogy 
Estimation using analogy takes a different approach from that of familiar algorithmic methods [80]. Similar to case-
based reasoning, the analogy approach identifies essential project features which can be compared with those of 
completed projects. When a new project has many features that are similar to one or more completed projects, then 
the size, effort, and schedule estimates can be based on the actual records of those similar projects. Thus, the actual 
calculation of estimates consists of determining deltas from one or more appropriate examples. 
Proper use of this method requires some preliminary steps. These include  
•  identifying the essential project features that impact estimates 
•  establishing objective feature definitions and data collection mechanisms 
•  creating and populating a case database (of object-oriented projects) 
•  tuning the estimation method 
The number and type of features critical to project estimation may vary with domain. Good results have been 
achieved using as few as 1 feature or as many as 29. Examples of features include number of external interfaces, 
number of actors, development method, or need for concurrency. Use of specific off-the-shelf components or 
domain libraries could be features. Feature data may be continuous or categorical, but collection procedures must be 
clearly defined, understood, and consistently followed.  
Shepperd and Schofield recommend building a database of at least 10 to 12 homogeneous projects to support stable 
estimates. Projects in excess of 20 do not seem to add much additional information, unless they address a different 
domain. Tuning the method involves performing test estimates to determine the optimum number of similar projects 
to include in the estimates, and identifying a possible subset of features to characterize projects in special situations. 
Once these preparations are completed, the analogy method can be applied to a new project at the stage of 
development when all of the identified features can be defined. 
The analogy method of estimation comprises the following four activities 
•  initiating a new project 
•  finding and retrieving similar projects from the case database 
•  reusing the knowledge and records of the previous project 
•  establishing estimates for the new project 
Similarity between the new project and one of the historical cases is determined by the number of features that are 
sufficiently close together. Closeness is calculated as distance in n-dimensional space, where each feature is a 
dimension. Features are normalized between 0 and 1 so that they have equal influence and the choice of units is 
irrelevant. Estimates for size and effort can be calculated from the weighted or unweighted average of the selected References 
cases. Shepperd and Schofield have automated the method in a tool called ANaloGy Estimation tooL (ANGEL). 
ANGEL can be downloaded from: 
http://dec.bournemouth.ac.uk/dec_ind/decind22/web/Angel.html. 
Actual project results should be included in the case repository once the project has been delivered. Enlarging the 
repository over time increases the accuracy of future estimates. 
Accuracy of the analogy method has been compared to results obtained from two varieties of step-wise regression. 
Both kinds of regression and estimation by analogy were applied independently to data collected from 9 datasets 
involving 275 projects in domains ranging from large telecommunications products to commercial software projects 
to business application to real-time projects. The data was not collected for testing the analogy method, but was 
existing data collected by the projects for other uses.  
Features such as lines of code were explicitly omitted from the accuracy calculations, as such data would not 
normally be available at an early estimation milestone. Results of the test suggested that estimation by analogy is 
more accurate overall than either kind of regression. While the real-time project had only categorical feature data, 
the predictive accuracy of analogy was still 74%, with accuracy being measured in terms of the average of the 
absolute value between estimated and actual results. Such accuracy without the use of continuous-valued features 
implies that the technique can be used very early in a project’s life cycle. 
Briand et al. [15] also compared the effectiveness of analogy with regression-based estimation techniques. They 
reported that analogy worked as well as other methods as long as all the cases considered came from the 
organization that was developing the estimate. When cases from multiple organizations were considered, regression-
based techniques gave better results. 
B.4 Predictive Object Points 
The Predictive Object Points (POP) estimation model provides techniques for estimating software size based on the 
concept of “weighted methods per class” [66]. The published descriptions of the model do not address planning or 
scheduling. While the author mentions a data analysis supporting the derivation of key parameters of the model, 
details of the analysis are not provided or referenced. The only actual data presented is taken from Lorenz and Kidd 
[63], so the same informal programming process must be assumed. The depth of inheritance and number of children 
are used to estimate the impact of reuse. However, internal and external reuses are not distinguished. The parameters 
necessary to use the author’s generic equations to compute POPs are not provided, but are embedded in the Price 
Systems tool. The computation of effort from POPs is not discussed, but uses the same algorithm as other Price 
Systems tools. 
B.4.1 Size  
The POPs method of sizing begins with counting classes. The total number of classes may be extrapolated from a 
count of the top-level classes, or the total number of classes may be counted from the design documentation once it 
is sufficiently developed.  
Next, the number of methods associated with each class must be identified and categorized. The categories and the 
proportion of methods of each type reported by the authors are as follows 
•  destructor/constructor (20%) 
•  modifier (30%) 
•  selector (45%) 
•  iterator  (5%) List of Abbreviations and Acronyms 
Since early in the analysis and design process the number and type of methods may not be known, the number of 
methods may be estimated using the average number of methods per class from historical data and allocated into the 
categories using the percentages above. 
Each method may be classified further as low, medium, or high complexity based on the number of messages and 
properties. Weighted methods per class is one of four measures used in the POPs sizing model 
•  WMC—weighted methods per class 
•  TLC—top-level classes 
•  NOC—average children per class 
•  DIT—average depth in inheritance tree 
These measures are combined via the following equation to estimate POPs: 
POPs = WMC * f1(TLC, NOC, DIT)*f2(NOC, DIT)/7.8 
Since the values of f1 and f2 are not provided by the author, the reasonableness of results from the POPs method 
cannot be compared independently with the results of other published methods. 
B.4.2 Effort and Schedule 
The POPs size estimate is input to one of the Price Systems estimation tools (Price-S and Foresight, see Appendix 
C) to get estimates of effort and schedule. OO development is treated like other development methods from this 
point on. Price Systems’ basic cost estimating relationships have been in use for two decades. 
B.5 Empirical Relationships 
Nesi [72] considers a wide range of estimation and planning issues. This method is based largely on empirical 
heuristics rather than a formal model. The rules are derived from data collected from five projects implemented in 
C++. Nesi describes a simple, but well-defined, spiral development process. Status is assessed and replanning 
(including reestimating) is conducted at the end of each iteration. The full life cycle of activities is covered. Nesi 
does not specifically address reuse. These results are supported by additional published research [73]. 
B.5.1 Size 
Nesi’s approach to estimation begins with a count of the “key” classes similar to the method of Lorenz and Kidd 
[63]. Nesi distinguishes between the following three types of classes: 
•  engine classes. Most important classes, hard to decompose, central to application domain. 
•  key classes. Root classes or top-level classes (engine classes are key classes). 
•  small classes. Basic objects or descendants from key classes. 
Note that Lorenz and Kidd [63] equate key classes to what Nesi [72] refers to as engine classes. 
To estimate the total number of classes, multiply the number of key classes by 2, if the external interfaces are simple 
and by 4 if they are complex. Once the design has been elaborated to the level of identifying all classes, substitute 
the actual count for the estimated number of classes in subsequent steps. 
Clusters of related classes are organized into subsystems. The typical subsystem should contain 15 to 30 classes. References 
B.5.2 Effort 
The total effort for the project may be estimated by multiplying the number of classes by the effort per class. This 
ranges from 15 to 40 hours per class, depending on the team’s efficiency and the application’s difficulty. The 
number of attributes and methods per class may be used to quantify complexity. The effort per class corresponds to 
a productivity of about 2.2 to 4 lines of code per hour including analysis, design, coding, documentation, and testing. 
An additional 210 hours per year were required to manage a four- person team. 
B.5.3 Schedule 
Nesi recommends organizing a project into two or three major cycles of 6 to 8 months in duration. Each cycle 
contributes to an evolving prototype. Within each major cycle, minicycles of 2 to 4 weeks are defined for the 
programming activity. Fifteen to thirty classes should be allocated to each minicycle. The narrow bandwidth of this 
type of scheduling approach makes it difficult to scale up to accomplish a large project in a reasonable amount of 
time. 
B.6  3-D Function Points 
Whitmire [87] extends the concept of function points analysis [1] to OO software development. This is 
accomplished by adding consideration of transformations and transitions to the conventional function point focus on 
data. Function point analysis begins by identifying and classifying entities within the proposed system in terms of 
their complexity. The original function points method supported the estimation management information systems 
developed in conventional languages such as COBOL. 
Whitmire provides updated tables for computing the complexity of input and output entities in OO software. He also 
provides an additional table for determining the complexity of transformations. Transitions are assumed to be of 
average complexity. Figure B-1 combines the counts of OO entities to produce the 3-D function point size estimate. 
(In the table “n” represents the number of items falling into the corresponding cell.) List of Abbreviations and Acronyms 
Figure B-1:     Weights for 3-D Function Point Calculation [87] 
Component 
Types 
Low Complexity  Average 
Complexity 
High Complexity  Total for 
Component Type 
Internal  Data  7n  10n 15n  
External  Data  5n 7n 10n   
Inputs  3n 4n 6n  
Outputs  4n 5n 7n  
Inquiries  3n 4n 6n  
Transformations  7n  10n 15n  
Transitions  N/A 3n  N/A  
Total 3-D Function Point Value:   
Applying a simple estimating relationship (e.g., staff months per function point) yields an estimate of the effort 
required implementing a system of the size measured by the function points. No method of scheduling or estimating 
schedule is provided. Reuse may be measured by determining the percent of 3-D function points provided by 
imported classes. However, without adequate documentation of the imported software, 3-D function points may be 
hard to count. Whitmire [87] also recommends tracking progress by calculating the percent of 3-D function points 
implemented by the classes completed to date. Little empirical data supporting this method is currently available. 
B.7 The System Meter 
•  The System Meter approach [69] provides a comprehensive methodology for estimating OO software 
development, including the effects of reuse. Its scope encompasses the entire life cycle process. The 
method was developed to address the weaknesses of the existing estimation methods identified in a survey 
conducted by the author. The System Meter approach depends on the development of a metamodel as the 
basis for estimation. The approach produces the following productsa predictor metamodel 
•  the predictor metric (size) 
•  an empirical database containing the original size estimate and the effort for the remainder of the project 
•  the result metric (effort) 
•  a result metamodel  
This System Meter approach includes algorithms for estimating size, effort, and schedule from these metamodels.  
B.7.1 Size 
The size estimate is derived from an early domain model during analysis and refined with successions of system 
design models. A system model is transformed into a standard specification language that can be measured. Objects 
are identified and measured by counting tokens in the standard text-based specification. The initial set of tokens 
includes the set of reserved words of the language. As these tokens are parsed from the specification, new ones are 
identified that compose object signatures and definitions. The size of each object is computed by summing the 
external size and the internal size. External and internal sizes are determined by counting the tokens parsed from the 
model specification using the following metrics: 
) . ( name object tokens of number ze(object) ExternalSi ≡  References 
∑ ∈ ≡ () . ) ( ) ( y isWrittenB object x x ze externalSi object ze InternalSi   
) ( ) ( ) ( object ze internalSi object ze externalSi object Size + ≡  
This means that the external object size is a function of the size of the object’s signature, and internal object size is 
the sum of the external sizes of each dependent object that is found in the signature. (A simple tool facilitates the 
otherwise tedious counting task.)  
The estimate of the system size considers the extent of reuse. Three types of specification objects are defined: 
language, library, and project. Language objects are predefined by the implementation language. Library objects are 
one or more sets of objects built on top of the language objects and reused throughout the system. However, library 
objects are produced outside the scope of the project and are not modified within the project’s development process. 
Project objects comprise all the remaining objects defined within the scope of the project.  
The System Meter approach recognizes only one kind of reuse: those objects that are integrated without change. 
With this understanding, the estimation of system size is represented by the following equation: 
∑ ∑ + ≡
object library is object object project is object object Size object ze externalSi System Size ) ( ) ( ) (  
Language objects are counted within the external size measure. Library objects are the reused objects with no 
modification. The external size of library objects is included to account for the complexity of integration with the 
project objects. The project objects are counted in full. 
Template classes are not considered reusable classes because they still require modification. Inherited classes are 
only counted once, so that the size of subclasses reflects only the new specialization software. Library or third party 
off-the-shelf software is included only by the interfaces that must be written for their integration. 
B.7.2 Effort 
Effort depends strictly on the new software that must be written. The effort estimate is produced by applying an 
approximation function to the system size measure. 
e = A(p) 
where 
e is the result in person days 
A is the approximation function (linear or nonlinear) 
p is the measured size in system meters 
Moser recommends choosing a linear approximation function for estimation of effort based on a predictor metric of 
effort, for example, when estimating the effort of a later phase from the effort of a preceding phase. He recommends 
using a quadratic function to estimate effort from size, for example, to obtain an initial estimate. 
As a project progresses, more accurate and detailed information should lead to more reliable estimates. Moser 
created an empirical database from which parameters for several approximation functions could be derived. Early 
size estimates use only system goals and subject areas along with possible frameworks, patterns, libraries, and 
reusable parts from previous projects. Using the rough size estimate from these artifacts, the estimation of effort in 
person-days for the software project is calculated as follows: List of Abbreviations and Acronyms 
2 0000753 . 0 404 . 0 s s e ⋅ + ⋅ =  
The estimation error is ±33% at a 95% confidence level. 
Domain analysis creates a class model, a use-case model, and a state-transition model. Using this additional 
information, the estimation of effort for the complete software development is calculated as follows: 
2 0000158 . 0 168 . 0 s s e ⋅ + ⋅ =  
The estimation error is ±9% at a 95% confidence level. 
B.7.3 Schedule 
The System Meter approach predicts schedule from effort using the relationship between pairs of person-days and 
calendar-days in the empirical database. Results from Moser’s research show parameters for the estimation of 
“duration” in calendar-days from “effort” in person-days as follows: 
e d ⋅ + = 879 000 , 426 -653 
The estimation error is ±37% at a 95% confidence level.  
B.7.4 Reestimation of Guidelines 
As the development process proceeds, the predictor model that supported the initial estimate becomes obsolete. 
Reestimation of effort may be accomplished by updating the predictor model or by using the established relationship 
between effort in different phases. Simple percentages express the ratio between the effort of a particular phase and 
the total effort. While these percentages should be calibrated for the development process of the using organization, 
an example from Moser is given in Figure B-2.  
Figure B-2:     Sample Estimation of Effort Throughout the Development Process 
Life Cycle Phase Name  % Phase Effort/Total Effort 
Preliminary Analysis  5% 
Domain Analysis  14% 
Detailed Requirements  18% 
Construction 19% 
Implementation and Test  35% 
Delivery and Installation  9% 
 
A project that has completed all phases through “detailed requirements” will have expended about 37 percent of the 
total effort. Thus, about twice the effort expended to date will be required to complete the project. 
The degree of product completeness is determined by comparing the actual size of software development 
accomplished against the predicted size. This is shown by the following formula: 
%C = size (result at work) / size (planned result) 
When tracking progress of the overall project, compare this ratio to the percentage of expended effort and the 
percentage of elapsed time. References 
B.7.5 Empirical Validation 
Moser [69] compared the system meter method with function point analysis in terms of the following two criteria: 
•   accuracy. Produce estimates as precisely as possible. 
•   cost. Produce estimates as cheaply as possible. 
The results showed that the costs of the two methods were comparable. Therefore, attention was focused on 
accuracy. Over a large number of projects, the mean estimation error should be zero for either approach, but the 
different methods of measuring the size parameter could introduce differences in the standard deviation of the 
estimates. 
The study encompassed 36 software projects from information services companies, university projects, and large 
companies in the chemistry industry. The project efforts ranged from 1.5 person-months to more than 100 person-
months. The maximum team sizes ranged from 1.2 persons to over 10.5 persons. The language distribution covered 
25 in Smalltalk, seven using 4GLs, and four using C++. The application domains varied from workflow 
administration, land registry, statistics, taxation, and registration of chemical formulae to decision support and 
management information systems. The 95 % confidence interval for System Meter estimates was ±￿%, while the 
corresponding interval for Function Points was more than twice that, ±20 %. Thus, System Meter performed 
significantly better [70]. 
Freeware tools are available from the author on request at moser@acm.org. The “ptl2dome” tool converts object 
models created by the Rational Rose case tool into DOME
∗  specifications. The second tool, “ma,” calculates the 
System Meter metric from the DOME specification. 
B.8 Other Results 
Several other researchers have considered different aspects of the OO estimation problem without developing 
estimation approaches as complete as those discussed in the earlier sections. Nevertheless, their results have a 
bearing on the problem of selecting the best measures and models for quantifying OO development. 
Laranjeira [58] reviewed traditional methods of estimation. His study of 16 small- to medium-sized projects showed 
that estimates based on expert opinion were biased toward underestimates. He noted the difficulties in applying 
function points to non-management information systems applications. Consequently, he proposed a method of size 
estimation based on layers of abstraction. Increasing levels of detail are revealed at each layer leading to more 
precise estimates. However, Laranjeira applied his method to only two projects. 
Jensen and Bartley [49] considered and discarded both function points and lines of code as appropriate size 
measures for estimating OO development. Using data from 16 small projects, the authors evaluated several potential 
size measures. Their study showed that the number of classes (objects) was the best predictor of development effort. 
Adding additional variables to the model did not improve its accuracy. 
Briand et al. [13] studied the effectiveness of several size and complexity measures as predictors of defects using 
data from student projects implemented in C++. Most measures of coupling (connections to other classes), the depth 
of the inheritance tree, and several counts of methods were significant. The method-based measures that were 
correlated with defects were as follows 
•  number of methods added 
•  number of methods overridden 
•  number of pairs of methods with no attributes in common 
                                                            
∗  DOME is a formal specification language used to represent the results of domain analysis. List of Abbreviations and Acronyms 
•  number of invocations of other methods in the same class 
•  number of methods indirectly using a common attribute 
Cartwright and Shepperd [20] showed that the number of events and states are also good predictors of defects. 
Chidamber, Darcy, and Kemerer [24] evaluated the relationship between several OO measures and programming 
efforts using data from three small industrial projects. One surprising result was the limited use of inheritance, also 
reported by Cartwright and Shepperd [20]. Harrison, Counsell, and Rubin [39] reported lower than expected use of 
inheritance. Consequently, measures of the depth of inheritance and the number of children offered little explanatory 
power. Moreover, Cartwright and Shepperd [20] noted that classes that used inheritance were more defect-prone. 
This does not mean that inheritance should be avoided, but that these classes may merit additional inspection and/or 
testing attention. 
The Chidamber et al. analysis yielded a base productivity of 1.8 lines of C++ per hour (for implementation effort 
only). This is substantially lower than productivity results obtained from the other sources (see Section 5). The most 
significant factors affecting productivity were the number of connections between classes and the difference 
between the number of independent method pairs and the number of method pairs sharing an attribute.  References 
Appendix C: Estimating and Measuring Software Reuse  
Support for reuse forms one of the major attractions of object-oriented methods. The potentially large impact of 
reuse on the cost and quality of software makes measuring it important. The amount of reuse expected must be 
estimated and incorporated into the project plan, then the actual level of reuse and benefit obtained from it must be 
tracked. Failure to achieve anticipated levels of reuse is frequently a leading indicator of cost, schedule, and quality 
problems. Carefully tracking the level of reuse achieved enables departures from the plan to be recognized and 
addressed as early as possible. 
The costs (and other impacts) of producing or consuming a reusable asset depend on the nature of the asset and the 
method by which reuse is achieved. Frakes and Terry [34] identify ten different types of potentially reusable assets 
from architectures to test cases. Reuse can be applied throughout the product life cycle in the form of partially or 
fully pre-defined work products. The work products reused can come from an earlier development project in the 
same organization or a third-party product in the same application domain [34]. 
Assets may be reused in either of two ways: black-box or white box. Black-box reuse incorporates the work product 
as is, with no modification. Examples include messaging to an external developed component or integrating a third-
party library through an application interface. White-box reuse allows inspection of the implementation of the work 
product so that adaptation can take place in the form of inheritance, delegation, or modification. Examples include 
inheriting data and behavior through subclassing or defining behavior that is delegated by a framework. White-box 
reuse requires more work and offers greater opportunity for error [3]. 
The following sections discuss measurement approaches and results in the areas of determining the value of reuse, 
estimating the potential for reuse, and quantifying the actual amount of reuse achieved.  
C.1 Determining the Value of Reuse 
The suggested benefits of reuse include reduced software development cost, improved software quality, and reduced 
maintenance effort.  
•  software development cost. In order to understand the net cost benefit of reuse, both the cost of producing 
reusable assets and the cost of consuming them must be considered. A cost benefit is realized when the 
savings achieved from consuming reusable assets exceeds the additional cost of producing those assets in a 
form that facilitates reuse. This occurs when the following expression is greater than 1: 
reusables producing of Cost
reuse from Savings
reuse of Value =  
BaseCost reusables producing of Cost
reuse with t developmen of Cost reuse without t developmen of Cost
−
−
=  
These costs are a function of the activities performed and the products created throughout an OO life cycle process. 
One of the claimed advantages of OO methods is that they reduce the additional cost of producing an asset that is 
reusable (cost in excess of the base or non-reusable cost is minimized). The cost of producing a reusable artifact as 
well as reusing one must be estimated, initially. Benefit will be realized by any project that can optimize the 
savings/cost relationship internally. The greatest benefit comes from optimizing the benefit/cost relationship over 
the long term, i.e., over a series of similar projects within a product domain [37]. However, the benefits of reuse 
accrue to the consumer, while the expenses are incurred by the producer. Consequently, getting an accurate measure 
of the cost benefit of reuse requires data from projects across the organization. 
−  cost of producing reusable assets. The process of creating reusable assets includes choosing the 
dimension of reuse, the level of reuse, and the products within the development process that will List of Abbreviations and Acronyms 
provide the best opportunities for future reuse. Producing a horizontally reusable asset involves 
generalization, where as producing a vertically reusable asset involves specialization. Many 
commercial products that provide good general solutions in the form of frameworks and class libraries, 
but specialized reusable objects tailored to specific applications are difficult to find in the open market. 
The cost of producing reusable assets includes the effort to identify types of potential reusable assets, 
effort designing changes to facilitate reuse, and effort to change the product to its reusable form. 
Alternatively, an estimate of the cost to develop the product without reuse may be subtracted from the 
cost of developing the reusable product, as suggested in the equation above.  
−  cost of consuming reusable assets.  The process of component reuse includes identification and 
location of possible reusable assets, understanding the differences between potential reusable assets, 
selection from among the alternatives, and integration with the product under development. White-box 
integration also will include adaptation and retesting. The cost of reuse includes the effort expended in 
these activities plus costs associated with the acquisition of the asset (if any). 
•  software quality. Counting defects provides the easiest way to measure software quality. Defect density 
should decrease with increased amount of reuse. Basili et al. [3] distinguish between errors in human 
thought processes and the software faults (defects) resulting from those errors. One error might result in 
multiple faults (defect). Reuse could magnify this effect.  
Basili classified all errors and faults in terms of the reuse technique employed in the class where the defect was 
found along a scale from reused verbatim (black box) to reused with extensive modifications (white box). Some 
results of the Basili study are shown in Figure C-1. Densities of both errors and faults decline with increased reuse 
(less modification). Statistical tests showed the results to be significant. References 
Figure C-1:     Sample Defect Densities in Different Categories of Reuse 
Class Origin  Class Count  Number of 
Defects 
Defect 
Density 
Number 
of Errors 
Error Density  Rework Hours 
New  177  247  9.63 157  6.11 336.35 
Extensively 
Modified 
79 93  6.13 74  4.89 160.04 
Slightly 
Modified 
45 11  1.57 10  1.50 22.5 
Reused  Verbatim  92 6 0.37 2  0.12 3 
All  Classes  393  356  4.88 243  3.82 521.89 
 
•   maintenance effort. The effort required for software maintenance should decrease as the amount of reuse 
increases. Basili et al. [3] also looked at whether the effort to repair reused classes is lower than that effort 
required repairing new classes. The study captured the rework effort with the following measures: 
−  total amount of rework in each class reuse category 
−  rework normalized by the size of the classes belonging to each reuse category 
−  rework normalized by the number of faults detected in the class of each reuse category 
The results are illustrated in the last column of Figure C-1. The study showed a significant reduction in rework for 
classes that contained a high amount of reuse. However, later results showed no significant difference in the 
difficulty of finding and correcting faults [5]. Li and Henry [62] found a reduction in maintenance effort with 
increased reuse for two medium-scale projects. 
C.2 Estimating the Potential for Reuse 
Estimating reuse is problematic because in order for any reuse at all to occur, the developers must actively seek 
opportunities for reuse. If the estimator’s assumptions about the reusability of assets is wrong, or simply not acted 
upon by the developers, then the anticipated level of reuse may not be achieved. The amount of reuse anticipated 
may be estimated by using the proportion of reuse achieved from previous projects, analyzing the requirements for 
similarities to previous projects, or examining the software design structure.  
The system requirements may point to similarities with previous systems that can lead to the identification of 
potential reusable artifacts. For example, much of an existing database design might be reused in support of new 
requirements, or specialized visual controls might be reused in the user interface of a similar system. Setting 
expected reuse goals for unique projects should be avoided [37]. 
Potential reusability of system artifacts and components can be recognized in OO analysis and design models by 
identifying and measuring two kinds of relationships: inheritance and client/server. Inheritance is used in static 
object models, while the client/server relationship is shown in dynamic models that exhibit message passing 
between objects. The level of reuse that may be achieved from either perspective may be indicated by the measures 
shown in Figures C-2 and C-3. Generally, high measurement results are assumed to indicate higher levels of reuse. 
But there are tradeoffs; for example, a high level of inheritance may indicate a high level of potential reuse, but deep 
hierarchies have also been shown to indicate a high level of complexity that complicates maintenance efforts. List of Abbreviations and Acronyms 
Figure C-2:     Indicators of Potential Reuse Through Inheritance 
Life cycle 
Activity 
Work 
Product 
System Measures  Interpretation  Author 
Requirements  Requirements 
Specification 
NOE = Number of use case 
extensions 
High value 
indicates a high 
degree of reuse 
Jacobson, Griss, 
and Jonsson 1997 
([48]) 
classes of number total
erclasses of number
U
sup
=   High value shows a 
deep hierarchy; 
low value means 
shallow hierarchy 
Henderson-Sellers 
1996 
([43]) 
Analysis Domain  Model 
Median of DIT = maximum length 
from a class to the root of the tree 
High value means 
high degree of 
reuse 
Chidamber and 
Kemerer 1994 
([22]) 
erclasses of number
subclasses of number
S
sup
=   A large value of S 
indicates a high 
level of reuse by 
subclassing 
Henderson-Sellers 
1996 
([43]) 
Design Design  Model 
Mean of NOC = number of 
immediate subclasses subordinated 
to a class in the class hierarchy 
A high value 
indicates a high 
degree of reuse 
Chidamber and 
Kemerer 1994 
([22]) 
The client-server relationship can be found in classes that invoke the services of other classes, whether part of the 
domain model, a library kit, or services located on a remote server. Message passing between classes is the 
mechanism through which collaboration occurs to accomplish system responsibilities. A high level of message 
passing between many classes; however, may indicate inefficient processing strategies and usually interferes with 
the identification of reusable patterns. References 
Figure C-3. Indicators of Potential Reuse by Client/Server 
Life cycle  
Activity 
Work Product   System Measures  Interpretation  Author 
Number of direct client 
and server classes 
Number of classes included 
for black-box, white-box, and 
parameterized usage 
Analysis Domain  Model 
Number of indirect client 
and server classes 
Number of classes that have 
direct client/servers that have 
using and inheritance indirect 
relationships 
Bieman and 
Karunanithi 1995 
([8]) 
Number of direct client 
calls to the server 
Number of object instances in 
all clients 
Number of client calls to 
server method 
Number of calls to each server 
method in all clients 
Number of server 
instance creations 
Number of object instances of 
each server 
Number of server 
methods 
Number of distinct server 
methods called by clients 
Number of server method 
instances 
Number of calls to or usages 
of each server method 
Number of paths to 
indirect servers 
Number of paths connecting 
client and indirect servers 
Bieman and 
Karunanithi 1995 
([8]) 
CBO= number of other 
classes to which a class is 
coupled 
Low number shows good 
modularity and promotes 
encapsulation 
Chidamber and 
Kemerer 1994 
([22]) 
DAC= number of 
abstract data types 
defined in a class 
Low number shows good 
independence; a candidate for 
reuse 
Li and Henry 1993 
([62]) 
Design Design  Model 
MPC = number of send 
statements defined in a 
class 
Low number shows good 
independence; good for reuse 
Li and Henry 1993 
([62]) 
Measuring coupling and clustering within design models helps to identify potentially reusable assets. Loosely 
coupled objects or groups of collaborating objects are good candidates for reuse in other systems. Based on an 
analysis of data from Ada projects, researchers at the University of Maryland produced guidelines to help developers 
create reusable Ada software components, select reusable components from existing systems, and generalize 
existing components to improve their reusability [3]. The report defines a model of reusable components, procedures 
for extracting reusable functionality from existing software, and measures for reusability and reuse.  
C.3 Quantifying the Amount of Reuse 
The measures discussed in the preceding section indicate the “propensity” for reuse within the planned software 
system. Figure C-4 presents examples of measures that quantify the actual amount of reuse relative to the overall 
software system size. Instances of reuse via inheritance and aggregation are classified as black- or white-box reuse 
before calculation. List of Abbreviations and Acronyms 
Figure C-4:     Measures for Effective Reuse 
Size Measure  Interpretation  Author 
Amount reused is 
Reuse(C)= Size(C)  
Black-box reuse: includes all ancestors of 
class C and all classes aggregated by C 
Amount reused is 
Reuse(C)= (1- %change) ￿ Size(C) 
White-box reuse: changes the existing 
class. %change represents the percentage 
of C that is modified in the existing class 
Amount reused is 
Reuse(C)= 0 
New class with no reuse 
) (
) ( Re ) ( Re
S Classes c where
c use S use
∈
= ∑  
Amount of overall system reuse 
Basili, 1990 
([3]) 
System size is 
∑ ∑ ∑
+ +
+ + =
+
+ = =
+ + + − + + =
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Ri i M A
k
i
R MW AW W I MW AW W S i i
1 1 1
) ( ] , ) 1 ( ) [(  
I is the amount of inherited code 
(1-I) is amount of new code 
k=number of classes with black-box reuse 
l=number of classes with white-box reuse 
m=number of new classes 
Henderson-
Sellers 
1996 
([43]) 
Amount of system reuse is 
 
system the in classes of number total
reused classes of number
 
Determination of whether a class is new 
or reused is made by a source code 
analyzer. There is no classification given 
of inheritance or aggregation as black- or 
white-box reuse. 
Lattanzi 
and Henry 
1998 
([59]) 
 
These are examples of the types of measures that can be used in adjusting estimates to account for reuse, and that 
then should be tracked to determine whether or not the assumed level of reuse is actually achieved. References 
Appendix D: Object-Oriented Measurement Tools 
Measurement and analysis of objected-oriented software can be facilitated by tools that help to collect data as well 
as tools that help to perform estimates with the resulting data. This section provides some suggestions in each area. 
Many factors that come into play when selecting a tool. The following issues should be considered when selecting a 
data collection tool issues  
•  Does the tool collect useful measures? Some tool vendors advertise that their tools collect a large number 
of measures. This is irrelevant. Many measures are simply measuring size. So you can have hundreds of 
size measures. A subset of useful measures is all you need. In fact, in practice you will only need about a 
dozen measures to start off with (import coupling, export coupling, size, and inheritance measures),  which 
could be reduced to 3 or 4 when validating the measures in your organization. 
•  How easy is it to integrate the tool into your development environment? Many measurement tools 
parse source code. Some of these tools have poor parsers that work only for certain flavors of a language 
(e.g., with extensions that work on a certain platform or from a specific manufacturer). If that is the case, 
then they are not very useful. It is therefore important to get an evaluation version of the tool and make sure 
that it works with your code. It is not unheard of that someone spends months with an automated tool trying 
to get it to work in a particular project.  
•  Can it handle large code? Yes, it is true. Some analyzers cannot deal with larger amounts of code. 
Because many measures require cross-referencing classes in the whole system, some tools simply cannot 
scale up to systems with thousands of classes.  
•  Can it export data? Although some tools have the facility to plot graphs of your object-oriented 
measurement data, and do basic queries on the data, you really need to have a professional analysis and 
plotting package. You will likely want to look at subsets of classes, group them by some criterion, such as 
subsystem, produce categorized plots, and so on. This is much easier to do with analysis software (good 
analysis software will support database queries as well). So it is important to check that the measurement 
tool can export the data in a format that you can actually use in an analysis package with minimal manual 
conversion. Also, the analysis and plotting capabilities of the measurement tools are not really that critical 
if you can export your data to a professional analysis package.  
•  Can you develop your own measures? At some point, after reaching a certain level of sophistication, you 
may want to develop some measures that make more sense in your particular organization. Some tools 
collect cross-referencing information in a database and allow the user to define their queries on this 
database to calculate their own measures. If a tool allows you to do that, then this is a big plus. However, 
this is really a feature for power users. For most projects, a basic set of coupling measures will work 
reasonably well (i.e., the pay-off will be evident from using these measures).  
The vendor market is constantly changing. Therefore, to deal with these changes we refer you to a web-based search 
engine where vendors are indexed, and where it is possible to find out what the current products, vendors, and  
prices are. The search engine is available at http://www.object-oriented.org and is updated weekly. 
 
Estimating and planning software projects can be complex, labor-intensive tasks. Effective tool support facilitates 
that effort. This section describes some of the tools that are available to support the estimation approaches that are 
surveyed in Appendix B of this report. The description places each tool in a methodological context, covering the 
major criteria identified earlier in this report. Figure D-1summarizes the tools, providing a side-by-side comparison. 
Details are provided in the following subsections. Contact the vendor for the latest pricing information. List of Abbreviations and Acronyms 
Figure D-1:     Tools Supporting Estimation of Object-Oriented Projects 
Tool Name  Estimation 
Model 
Uses  Size 
Measure 
Effort 
Measure 
Schedule 
Prediction 
Tracking  Other 
Measures 
SOMATiK  Ian 
Graham’s 
SOMA 
SOMA 
Task 
Object 
Model and 
Business 
Object 
Model 
Task points, 
number of 
classes 
Not 
computed 
Not 
computed  
Available 
by 
exporting 
snapshot 
files into a 
spreadsheet 
Complexity, 
coupling, 
inheritance 
based on 
C&K 
metrics 
ANGEL Analogy Template 
files 
Based on 
similarity to 
historical 
data 
Based on 
similarity to 
historical 
data 
Based on 
similarity to 
historical 
data 
Available 
by storing 
snapshots 
in a data 
model 
Error 
analysis, 
attribute 
optimization 
Price S  Empirical 
knowledge 
base 
Microsoft 
Project98 
files 
Lines of 
code, 
function 
points, 
predictive 
object points 
Predicted 
from a 
database of 
empirical 
data  
Predicted 
from a 
database of 
empirical 
data  
Contact 
Price 
Systems 
Contact 
Price 
Systems 
ma  System 
Meter 
Method 
PRE and 
DOME 
specificati
on files of 
analysis 
and design 
models 
System 
meters, 
LOC, 
function 
points 
Predicted 
from a 
database of 
empirical 
data (the 
predictor 
model) 
Predicted 
from a 
database of 
empirical 
data (a 
sample is 
provided) 
Based on 
comparing 
result 
model to 
predictor 
model 
C&K 
metrics and 
simple 
descriptive 
statistics 
Optimize  Object 
Metrix 
approach 
User input 
or casetool 
output 
Scope 
elements 
Person-days  Predicted 
from  
team size, 
skill level, 
schedule, 
and budget 
Estimates 
are repeated 
and refined 
through the 
life cycle 
Contact The 
Object 
Factory 
Knowledge 
Plan 
Analogy, 
Component
Metric 
Task 
hierarchies 
Screens or 
reports, 
design 
components, 
LOC, 
function 
points 
Predicted 
from the 
selected 
knowledge 
base 
Predicted 
from the 
selected 
knowledge 
base 
From 
predicted to 
actual 
measures 
Contact 
Software 
Productivity 
Research 
 
D.1 SOMATiK by Bezant Ltd. 
The sets of SOMA measures defined by Ian Graham [38] are collected by the SOMATiK CASE tool. Measurement 
collection is integrated with the other development support offered by SOMATiK, and reports are created from the 
analysis or design models on user demand. 
Vendor Details 
Bezant Limited 
6 St. Mary’s Street, Wallingford References 
Oxfordshire, England 
http://www.bezant-ot.com 
Phone: 011-44-1491-826005 
Fax: 011-44-1491-825687 
Email: info@bezant-ot.com 
 
Environments 
SOMATiK runs on Windows 95/NT operating system. 
Interoperability 
Interprets and automatically diagrams models created by Rational Rose or any other tool that can be transformed 
into the Somatik Interchange Format. The vendor provides translation scripts. 
Availability and Pricing.  
Version 2.3 of SOMATiK is currently available. Products are priced by the seat with a single seat starting at $5,000.  
Quantity discounts are available on a sliding scale. A 30-day demonstration version is available through the vendor. 
D.2 ANGEL by Bournemouth University, U.K. 
ANGEL is the automated support for estimation by analogy as explained in the paper by Shepperd and Schofield 
[80]. The tool estimates cost by comparing project parameters specified in a template to those stored in a data model 
repository filled with experience data from other projects. Default data models based on Kemerer and Albrecht 
publications are provided for initial use. 
 
Vendor Details 
 
http://dec.bournemouth.ac.uk/dec_ind/decind22/web/Angel.html  
Email:  cschofie@bournemouth.ac.uk  
 
Environments 
ANGEL runs on Windows operating system. Minimum required configuration is a 486-base computer running 
Windows 3.1 with 8mb memory and 2mb disk space. 
Interoperability 
Standalone 
Availability and Pricing 
Version 2.0-lite of ANGEL is available free on the Web. 
D.3 Price S by Price Systems 
Price S is a knowledge-based estimation tool using over 20 years of experience data from projects in aerospace, 
defense, and commercial industries worldwide. Estimation is supported by three different models for acquisition, 
size and life cycle cost. The acquisition model forecasts costs and schedules from an empirical database that 
considers reengineering, code generation, spiral development, rapid prototyping, and OO development, among 
others. The sizing module can produce estimates in SLOC, function points, or predictive object points. The life 
cycle-cost model predicts the extended costs of the software after delivery, including maintenance, enhancement, 
and growth. List of Abbreviations and Acronyms 
Vendor Details 
PRICE Systems L.L.C. 
700 East Gate Drive, Suite 200 
Mt. Laurel, New Jersey 08054 
http://www.buyfs.com/home.htm 
Phone: 800-43-PRICE 
Fax: 609-866-6789 
Email: marketing@pricesystems.com 
 
Environments  
Price S runs on Windows 95, 98, and NT. 
Interoperability  
Projects that are created in Microsoft Project can be interfaced directly with Price S through Microsoft’s Component 
Object Model (COM). Results can be sent directly to Microsoft Excel for manipulation. 
Availability and Pricing  
Check with vendor for the price of the current versions of Price S and Foresight. Bulk rates and site licenses are 
available.  
D.4 ma by Simon Moser  
The System Meter method is implemented in a tool developed by Simon Moser [69] to support validation of the 
method. The tool reads in analysis and design model information, calculates sizing estimates, and is controlled by 
the user through runtime parameters. The current version uses the specification languages developed by the author, 
PRE and DOME, and produces estimates in lines of code, function points, and system meters. The architecture is 
designed to accommodate changing specification languages and new measures. Additional results include simple 
descriptive statistics and the Chidamber and Kemerer metrics suite. 
Vendor Details 
Dr. Simon Moser 
Informatik-Methodiker 
Bedag Informatik 
Engehaldenstrasse 18 
3012 Bern, Switzerland 
moser@acm.org 
Phone: 011-41-31-633-2408 
Fax: 011-41-31-302-7489 
 
Environments 
The System Meter tool requires a pentium-based computer with 32mb RAM running Windows 95/NT. 
Interoperability  
Additional tools are available to convert either models created in Rational Rose or text-based documents in RTF, 
DCF, or HTML format to the DOME specification syntax. Results feed directly into ma to produce the system size 
estimates. 
Availability and Pricing References 
All tools are free and available by writing to Dr. Moser at the above email address. 
 
D.5 Optimize by The Object Factory 
The ObjectMetrix approach is a new estimation technique created by The Object Factory and is automated by 
Optimize, a Windows-based tool. The approach works from an application problem statement by counting and 
classifying the scope elements of the project. A scope element is a piece of the project, taken from a set of user 
interface elements, use cases, classes, and collections of reusable classes or components. A base estimate of person-
days is assigned to each type of scope element that represents the effort required to develop the element throughout 
the entire life cycle to delivery. Each scope element has an activity profile that divides the base estimate into effort 
for each phase of the life cycle. The activity estimates are refined by qualifiers, which account for complexity, reuse, 
and type of programming environment. The final estimate of effort for each scope element represents the number of 
person-days for one person of average skill to develop the element. Estimation of schedule considers team size, 
member skill levels, and cost of each member as provided in the project budget. Project cost is estimated from 
schedule and average cost of internal staff and external resources. 
Vendor Details 
The Object Factory 
1 Michaelson Square 
Kirkton Campus 
Livingston, Scotland 
EH54 7DP 
http://www.the objectfactory.com/products/estimator.html 
Phone: 011-44-1506-472023 
Fax: 011-44-1506-472024 
 
Environments 
Optimize is a Windows-based product that requires: 
•  Windows 95 or NT 
•  486/120mhz or better 
•  8mb RAM for Windows 95; 32mb RAM for NT 
•  5mb free disk space 
•  VGA or higher resolution monitor 
Interoperability  
Imports from SELECT Enterprise, Rational Rose, or Artisan Real-Time Studio. 
Availability and Pricing 
A free evaluation version is available on request. 
D.6 KnowledgePLAN by Software Productivity Research, Inc. 
KnowledgePLAN is an estimation tool based on the work of Capers Jones, an experienced authority in software 
estimation and measurement. The tool provides the option of selecting from three estimation databases: the standard List of Abbreviations and Acronyms 
knowledge base of 8,000 projects throughout the software industry, a knowledge base of projects in the financial or 
telecommunications industries, or a custom database populated with an organization’s historical data. Each database 
stores project data that characterizes tasks and classifies them into different categories. The effort, schedule, and cost 
of any project can be estimated from the work breakdown of the project into tasks that map into the task categories 
of the KnowledgePLAN database. 
Vendor Details 
Software Productivity Research, Inc. 
One New England Executive Park 
Burlington, Massachusetts 01803-5005 
http://www.spr.com 
Phone: 781-273-0140 
Fax: 781-273-5176 
 
Environments 
KnowledgePLAN is a Windows-based product that requires  
•  Windows 95/98 or NT 4.0/5 
•  Pentium processor 166 mhz or better 
•  32mb RAM 
•  75mb free disk space 
•  Color VGA monitor 
Interoperability 
Interfaces with a bi-directional connection to Microsoft Project ’98 and Microsoft Access. ODBC connections can 
be made to other enterprise databases.  
Availability and Pricing 
KnowledgePLAN 3.0 is available for a base price of $5,900 with quantity discounts lowering this to $2,900.The 
product version that includes support for building a custom database is $9,999. The financial and 
telecommunications databases start at $500.00 References 
List of Abbreviations and Acronyms 
ANGEL  ANaloGy Estimation tooL 
BOM  Business Object Model 
CASE  Computer Aided Software Engineering 
CBO  Coupling Between Objects 
COCOMO  Constructive Cost Model 
COM  Component Object Model 
DAC  Data Abstraction Coupling 
DCF  Document Conversion Format 
DIT  Depth of Inheritance Tree 
DOME  Formal specification language for domain analysis results 
HTML  HyperText Markup Language 
MPC  Messages Per Class 
NOC  Number Of Children 
NOE  Number Of usecase Extensions 
ODBC  Open DataBase Connectivity 
OMG  Object Management Group  
OO Object-Oriented 
POP  Predictive Object Points 
PRE  Formal specification language for preliminary analysis results 
PSM  Practical Software Measurement 
RTF  Rich Text Format 
SLOC  source lines of code 
SOMA  Semantic Object Modeling Technique 
TOM  Task Object Model 
UML  Unified Modeling Language 
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