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Riassunto
In questa tesi studiamo la dipendenza degli autovalori di operatori diffe-
renziali alle derivate parziali di tipo ellittico da perturbazioni della densita`
di massa su aperti dello spazio euclideo N -dimensionale. In particolare,
proviamo risultati di dipendenza continua e analitica degli autovalori di o-
peratori poliarmonici e li applichiamo ad alcuni problemi di ottimizzazione.
Per provare i risultati di analiticita`, adoperiamo una tecnica generale svilup-
pata da P.D. Lamberti e M. Lanza de Cristoforis, ottenendo formule per i
differenziali di Freche´t degli autovalori che ci permettono di caratterizzare
le densita` critiche sotto il vincolo di massa fissata. Inoltre, enunciamo un
‘principio di massimo’ per la classe di problemi di ottimizzazione conside-
rata. In seguito, prendiamo in esame una famiglia particolare di densita`
di massa, ovvero densita` che si concentrano al bordo degli aperti dove i
problemi differenziali sono definiti. In questo caso, studiamo il comporta-
mento asintotico degli autovalori e delle autofunzioni dei problemi di Neu-
mann per l’operatore di Laplace e l’operatore biarmonico quando la massa
si concentra al bordo. Proviamo in entrambi i casi, adattando una tecnica
generale sviluppata da J.M. Arrieta, che gli autovalori e le autofunzioni del
problema di Neumann convergono agli autovalori e alle autofunzioni di ap-
propriati problemi limite di tipo Steklov. In particolare, il problema di tipo
Steklov per l’operatore biarmonico cos`ı formulato viene introdotto per la
prima volta in questa tesi, dove ne vengono poi studiate alcune proprieta`.
Nel caso dell’operatore di Laplace, proviamo la validita` di un’espansione
asintotica degli autovalori e delle autofunzioni del problema di Neumann
fino al primo ordine ed otteniamo formule esplicite per i primi termini delle
espansioni. Per ottenere questi risultati adattiamo al nostro problema delle
tecniche di analisi asintotica utilizzate da M.E. Pe´rez e S.A. Nazarov per
lo studio di sistemi vibranti con masse concentrate in punti o lungo certe
curve. Per quanto riguarda il problema di Steklov per l’operatore biarmo-
nico, consideriamo anche il problema della dipendenza degli autovalori dal
dominio. Utilizzando sempre la tecnica generale sviluppata da P.D. Lam-
berti e M. Lanza de Cristoforis, proviamo che le palle sono domini critici
per tutti gli autovalori. Inoltre, adattando l’argomento di F. Brock e R.
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Weinstock per il problema di Steklov per l’operatore di Laplace, riusciamo
a mostrare che la palla massimizza il primo autovalore positivo del pro-
blema di Steklov per l’operatore biarmonico tra tutti gli aperti limitati di
misura fissata. Proviamo infine una versione quantitativa di questa disug-
uaglianza isoperimetrica, mostrando poi che l’esponente che compare nella
disuguaglianza e` ottimale.
La tesi e` organizzata come segue. Il Capitolo 1 e` dedicato ad alcuni pre-
liminari. Nel Capitolo 2 consideriamo problemi di perturbazione di massa
per operatori differenziali ellittici soggetti a diverse condizioni al bordo o-
mogenee. Proviamo risultati di analiticita` per gli autovalori e calcoliamo le
formule per i differenziali di Freche´t che poi verranno usate per caratteriz-
zare le densita` di massa critiche sotto il vincolo di massa fissata. Quindi
proviamo che per un’ampia famiglia di operatori e condizioni al bordo non
esistono densita` di massa critiche sotto il solo vincolo di massa. Succes-
sivamente proviamo che gli autovalori sono debolmente* continui, il che
permette di stabilire una sorta di ‘principio di massimo’ per la classe di
problemi di ottimizzazione considerata nel capitolo. Nel Capitolo 3 conside-
riamo il problema agli autovalori per l’operatore di Laplace con condizioni
al bordo di Neumann e densita` di massa che si concentrano al bordo e mos-
triamo che gli autovalori e le autofunzioni convergono agli autovalori e alle
autofunzioni di un opportuno problema di tipo Steklov per l’operatore di
Laplace. Il risultato e` ottenuto provando la convergenza in norma degli
operatori risolventi. Inoltre, studiamo la dipendenza degli autovalori del
problema di Steklov dalla densita` di massa e mostriamo che sulla palla la
densita` costante e` una densita` di massa critica per un’opportuna famiglia di
funzioni simmetriche degli autovalori. Nel Capitolo 4 discutiamo il compor-
tamento asintotico degli autovalori del problema di Neumann per l’operatore
di Laplace quando la massa si concentra al bordo. In particolare, nel caso
della palla troviamo una formula esplicita per le derivate degli autovalori del
problema di Neumann nel problema limite e deduciamo che localmente gli
autovalori del problema di Steklov minimizzano gli autovalori del problema
di Neumann. Inoltre, studiamo il comportamento asintotico degli autovalori
del problema di Neumann su aperti limitati del piano e proviamo la validita`
di un’espansione asintotica per gli autovalori e le autofunzioni del problema
di Neumann fino al primo ordine. Otteniamo formule esplicite per i primi
termini delle espansioni in termini di soluzioni di opportuni problemi diffe-
renziali ausiliari. Nel Capitolo 5 formuliamo il problema agli autovalori per
l’operatore biarmonico con condizioni di Neumann e di Steklov. Mostriamo
che il problema di Steklov per l’operatore biarmonico puo` essere ottenuto a
partire dal problema di Neumann con densita` di massa che si concentra al
bordo. In seguito, studiamo la dipendenza degli autovalori del problema di
Steklov da perturbazioni del dominio provando formule di tipo Hadamard,
e caratterizziamo i domini critici. Quindi, proviamo che per i problemi di
Steklov e di Neumann le palle sono critiche. Per quanto riguarda il problema
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di Steklov, in aggiunta, proviamo che la palla massimizza il primo autovalore
positivo tra tutti gli aperti limitati di misura fissata. Infine, all’interno del
Capitolo 6 presentiamo alcuni risultati aggiuntivi su problemi di tipo Neu-
mann. In particolare, studiamo la dipendenza degli autovalori dell’operatore
biarmonico con condizioni di Neumann dal coefficiente di Poisson. Studia-
mo anche il comportamento degli autovalori del problema di Neumann per
l’operatore di Laplace e per l’operatore biarmonico sulla corona quando la
differenza dei due raggi tende a zero.
viii Riassunto
Abstract
In this thesis we study the dependence of the eigenvalues of elliptic par-
tial differential operators upon mass density perturbations on open subsets
of the N -dimensional euclidean space. We prove continuity and analytic-
ity results for the eigenvalues of poly-harmonic operators and apply them
to certain optimization problems. In order to prove analyticity, we use a
general technique of P.D. Lamberti and M. Lanza de Cristoforis, and we ob-
tain formulas for the Freche´t differentials of the eigenvalues which are used
to characterize critical mass densities under the constraint that the total
mass is preserved. Then we state a sort of ‘maximum principle’ in spectral
optimization problems for elliptic operators subject to mass density pertur-
bations. Moreover, we consider a special class of densities, namely densities
which concentrate near the boundary of open subsets of the N -dimensional
euclidean space. We study the asymptotic behavior of the eigenvalues of
Neumann-type problems for the Laplace and the biharmonic operator. By
adapting a general technique of J.M. Arrieta, we prove that the Neumann
eigenvalues converge to the appropriate limiting Steklov eigenvalues. In this
way, we formulate a genuine Steklov eigenvalue problem for the biharmonic
operator. In the case of the Laplace operator we prove the validity of an
asymptotic expansion of the Neumann eigenvalues and eigenfunctions and
provide formulas for the first terms in the expansions. We adapt to our
case asymptotic analysis techniques used by M.E. Pe´rez and S.A. Nazarov
to describe vibrating systems with masses concentrated at points or along
curves. Moreover, we consider the problem of domain perturbations for the
biharmonic Steklov problem obtained with this mass concentration proce-
dure and prove that balls are critical domains for all the eigenvalues. Then
we adapt the arguments of F. Brock and R. Weinstock to prove that the
ball is actually a maximizer for the first positive eigenvalue among bounded
domains of given measure. Moreover, we provide a quantitative version of
such an isoperimetric inequality, showing also that it is sharp.
This thesis is organized as follows. Chapter 1 is dedicated to some pre-
liminaries. In Chapter 2 we consider mass density perturbation problems
for general elliptic operators of higher order subject to various homoge-
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neous boundary conditions. We prove analyticity results for the eigenvalues
and compute the Freche´t differentials for the symmetric functions of the
eigenvalues which are used to provide a characterization of critical mass
densities under mass constraint. Then we prove that for a large class of
operators and boundary conditions there are no critical mass densities un-
der the constraint of preservation of the total mass. Moreover, we prove
weak* continuity of the eigenvalues which allows to state a sort of ‘maxi-
mum principle’ for a class of spectral optimization problems. In Chapter
3 we consider the Neumann eigenvalue problem for the Laplace operator
and mass densities which concentrate at the boundary. We prove that the
Neumann eigenvalues converge to the appropriate limiting Steklov eigenval-
ues by proving strong convergence of the resolvent operators. Moreover, we
consider the problem of mass density perturbations for the Steklov prob-
lem for the Laplace operator and show that in the case of the ball there
exist critical mass densities under the sole constraint of preservation of the
mass. In Chapter 4 we discuss the asymptotic behavior of the Neumann
eigenvalues in the mass concentration phenomenon described in Chapter
3. In particular, in the case of the ball, we prove explicit formulas for the
derivatives of the Neumann eigenvalues at the limiting Steklov problem and
show that the Steklov eigenvalues locally minimize the Neumann eigenval-
ues. Moreover, we study the asymptotic behavior of the eigenvalues and
the eigenfunctions of the Neumann problem in the case of bounded planar
domains. We obtain explicit formulas for the first and second terms of the
corresponding asymptotic expansions in terms of solutions to certain aux-
iliary boundary value problems. In Chapter 5 we introduce the Neumann
eigenvalue problem and formulate the Steklov eigenvalue problem for the
biharmonic operator. We show that the biharmonic Steklov problem which
we introduce can be considered as a limiting Neumann problem for the bi-
harmonic operator in a mass concentration phenomenon. Then we study the
dependence of the symmetric functions of the eigenvalues of both Neumann
and Steklov problems upon domain perturbations providing Hadamard type
formulas, and we give a characterization of critical domains under volume
constraint. Then we show that for Neumann and Steklov problems balls are
critical domains. Regarding the Steklov problem, we also prove that the ball
is a maximizer for the first positive eigenvalue among all bounded open sets
of given measure. Finally, in Chapter 6 we include some additional results
on Neumann-type problems. In particular, we study the dependence of the
Neumann eigenvalues of the biharmonic operator upon the Poisson’s ratio.
Moreover, we study the behavior of the Neumann eigenvalues of the Laplace
and the biharmonic operator on an annulus when the difference between the
two radii goes to zero.
Introduction
Boundary value problems for linear elliptic partial differential equations arise
in several models describing various physical phenomena and have been ex-
tensively studied for a long time. One of the most famous problems is
perhaps the Poisson problem for the Laplace operator{
−∆u = f, in Ω,
u = 0, on ∂Ω,
(0.0.1)
which arises for example in the study of the deformation of a fixed mem-
brane of shape Ω ⊂ R2 subject to an exterior force which is represented by
the function f (see e.g., [31, 94, 105] for a detailed discussion and historical
information). Problem (0.0.1) is a prototype of second order elliptic prob-
lems. The theory of linear second order elliptic equations is well developed
and is considered nowadays classical.
However, many other phenomena in the applied sciences are modeled
by higher order equations. It was already known at the beginning of the
nineteenth century that the study of the bending of a clamped plate leads
to the analysis of the following fourth order problem{
∆2u = f, in Ω,
u = ∂u∂ν = 0, on ∂Ω,
where Ω ⊂ R2 represents the midplane of the plate and the function f
represents the applied load. It was then natural to consider more general
equations involving the polyharmonic operators (−∆)m, m ∈ N, subject to
different types of homogeneous boundary conditions. It is worth mentioning
the pioneeristic papers of Almansi [6, 7] and the book of Nicolesco [90] on
this subject. These authors were among the first to study the properties
of polyharmonic functions and higher order elliptic equations. Since then
the interest for polyharmonic operators has grown but the theory of higher
order elliptic equations is far less developed than the theory of analogous
second order equations. As is well-known, this is also due to the fact that
for higher order equations a maximum principle does not hold in general.
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A general theory for boundary value problems for linear elliptic operators
of order 2m has been developed by Agmon-Douglis-Nirenberg [2, 3, 4]. We
also mention the recent book [47] which is devoted to an extensive study of
boundary value problems for polyharmonic operators.
In this thesis we are mainly interested in eigenvalue problems for elliptic
operators of second and higher order depending on a parameter ρ which
plays the role of a mass density for the underlying physical system. In the
case of the Laplace operator subject to Dirichlet boundary conditions such
problem can be written as{
−∆u = λρu, in Ω,
u = 0, on ∂Ω,
(0.0.2)
where ρ is a measurable positive and bounded function on Ω. Here and in
the sequel Ω is an open subset of RN with sufficiently smooth boundary.
We also consider the eigenvalue problem for the Laplace operator subject to
Neumann boundary conditions{
−∆u = λρu, in Ω,
∂u
∂ν = 0, on ∂Ω.
(0.0.3)
As for the biharmonic operator subject to Dirichlet boundary conditions,
the eigenvalue problem reads{
∆2u = λρu, in Ω,
u = ∂u∂ν = 0, on ∂Ω.
(0.0.4)
Also for the biharmonic operator, we consider different types of homogeneous
boundary conditions such as Neumann boundary conditions{
∆2u = λρu, in Ω,
∂2u
∂ν2
= ∂∆u∂ν + div∂Ω
(
D2u · ν) = 0, on ∂Ω, (0.0.5)
and intermediate boundary conditions{
∆2u = λρu, in Ω,
u = ∂
2u
∂ν2
= 0, on ∂Ω.
(0.0.6)
As we have said, keeping in mind important problems in linear elasticity
(see e.g., [31]), we shall think of the weight ρ as a mass density. In fact, for
N = 2 problems (0.0.2) and (0.0.3) are related to the study of the transverse
vibrations of a thin elastic membrane which has a fixed or a free frame
respectively, and the mass of which is displaced on Ω ⊂ R2 with density ρ.
On the other hand, problems (0.0.4), (0.0.5) and (0.0.6) are related to the
study of the transverse vibrations of an elastic plate with density ρ which
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is clamped, free, and hinged, respectively. We shall refer to the quantity∫
Ω ρdx as the total mass of the body.
As for higher order operators, we consider the following eigenvalue prob-
lem 
(−∆)mu = λρu, in Ω,
∂ju
∂νj
= 0, ∀j = 0, ..., k − 1 on ∂Ω,
Bju = 0, ∀j = 1, ...,m− k on ∂Ω,
(0.0.7)
where Bj are uniquely defined ‘complementing’ boundary operators (we refer
to [88] for details). We observe that when m = 1, k = 1 problem (0.0.7) gives
(0.0.2), while for m = 1, k = 0 we have problem (0.0.3). When m = 2 and
k = 2, 1 and 0 we have problems (0.0.4), (0.0.6) and (0.0.5), respectively,
for suitable operators Bj . Problem (0.0.7) motivates the study of a more
general class of eigenvalue problems for higher order operators of the form∑
0≤|α|,|β|≤m
(−1)|α|Dα
(
AαβD
βu
)
= λρu,
subject to homogeneous boundary conditions on an open subset Ω of RN .
(We remark that the space dimension does not play any relevant role in our
discussion and restriction to the case N = 2 will be done only in Subsection
4.2).
In this thesis we study the dependence of the solutions of the above men-
tioned problems upon perturbation of the density ρ, with special attention
for the behavior of the eigenvalues.
We note that there is a vast literature on the dependence of the eigenval-
ues of the Laplace operator subject to Dirichlet and Neumann boundary
conditions upon mass density perturbations.
One of the fundamental problems concerns the study of the qualita-
tive behavior of the eigenvalues when the density is perturbed and the
corresponding results concern continuity, differentiability and analyticity of
the eigenvalues. A related fundamental problem concerns the optimization
(maximization or minimization) of the eigenvalues (or suitable functionals
of the eigenvalues) with respect to the variable ρ under suitable constraints,
such as
∫
Ω ρdx = const. We refer to the monographs [14, 31, 46, 59, 66, 92,
95] and to the papers [43, 44, 69] for an introduction to this subject. We
also refer to the recent papers [27, 32, 33, 34, 73] for qualitative results on
mass density perturbations problems and for information on the properties
of maximizers and minimizers of certain functionals of the eigenvalues of
composite membranes.
Another important problem concerns the study of particular classes of
mass distributions ρ which are of order ε−1 in ε-neighborhoods of points
or hypersurfaces contained in Ω and of order ε in the rest of Ω, as ε goes
to zero. There is a vast literature concerning vibrating systems containing
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concentrated masses along curves or around certain points. We mention
the extensive monographs [63, 82, 83, 87, 91, 97, 101] and the survey paper
[81] for an introduction to the asymptotic analysis techniques for vibrating
systems with concentrated masses. We also refer to the recent papers [49, 50,
51, 52, 53, 54, 55, 56, 80] for more information and results on the asymptotics
of the eigenvalues and the eigenfunctions of vibrating systems containing
stiff or heavy regions. We also mention the alternative approach of [9, 10,
11, 64, 65, 96], where the authors consider the asymptotic behavior of the
solutions of elliptic or parabolic equations with terms concentrating at the
boundary. In these cases, the results are obtained by means of functional
analysis techniques and resolvent estimates for elliptic operators. It is also
worth mentioning another approach for singularly perturbed problems based
on potential theory and functional analysis proposed in [35, 79].
In this thesis we face three main problems. First, we study the qualita-
tive behavior of the eigenvalues and, in particular, we prove continuity and
analytiticy results for the dependence of suitable functions of the eigenvalues
of elliptic operators upon mass density perturbations. These results are ap-
plied to certain optimization problems. Second, keeping in mind the above
mentioned optimization problems, we consider some classes of mass densi-
ties concentrating at the boundary or at points, and study the asymptotic
behavior of the eigenelements of elliptic operators under these singular mass
density perturbations. Third, we define a genuine Steklov problem for the
biharmonic operator by means of a family of Neumann-type problems with
mass density concentrating at the boundary, and we study the dependence
of its eigenvalues upon perturbation of Ω.
Concerning the first type of problems, our study is motivated by well-
known results of Krein [69] and Cox and McLaughlin [32, 33, 34] concerning
the description of optimal mass densities for the eigenvalues of the Dirich-
let Laplacian under the assumption that the total mass is fixed and the
additional condition A ≤ ρ ≤ B, where A and B are fixed positive con-
stants. Complete solution to this problem for N = 1 was given by Krein
in [69], where explicit formulas for the minimizers and the maximizers of
all the eigenvalues were established. In particular, it turns out that opti-
mal mass densities are bang-bang solutions, i.e., they satisfy the condition
(ρ− A)(B − ρ) = 0 on Ω. The case N > 1 is discussed in [33, 34] and it is
proved that maximizers and minimizers of the first eigenvalue of the Dirich-
let Laplacian are bang-bang solutions. Moreover, we remark that Friedland
[43] proves that the minimizers of suitable functionals of the eigenvalues are
bang-bang as well.
Here, we prove the continuity of the eigenvalues not only with respect to
the strong topology of L∞(Ω), but also with respect to the weak* topol-
ogy, which is more relevant in optimization problems, see Theorem 2.1.5. In
this sense we generalize a result of Cox and McLaughlin [32, 33, 34] for the
Dirichlet Laplacian. Then we address the problem of the analyticity of the
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eigenvalues. We use the general technique developed by Lamberti and Lanza
de Cristoforis in [75] for compact self-adjoint operators in Hilbert spaces and
prove that all simple eigenvalues and the elementary symmetric functions
of multiple eigenvalues are real analytic functions of ρ, see Theorem 2.2.1.
We remark that in general one cannot exepect to prove analyticity of the
eigenvalues with respect to ρ. This is due to well-known bifurcation phenom-
ena which prevent multiple eigenvalues from being differentiable functions of
the parameters involved in the equation. In order to avoid such a situation,
in the case of multiple eigenvalues we consider the elementary symmetric
functions of the eigenvalues which have the effect of bypassing the splitting
phenomenon. Then we compute the appropriate formulas for the Freche´t
differentials of the symmetric functions of the eigenvalues which are used to
address extremum problems. We remark that the general technique of [75]
has been used to study domain perturbation problems for different types
of operators and boundary conditions, see e.g., [22, 23, 74, 76, 77]. As for
mass density perturbation problems, we mention the paper of Lamberti [73]
where it is considered the problem of the dependence of the eigenvalues of
the Dirichlet Laplacian. In the spirit of [73], here we prove that for a large
class of differential operators and boundary conditions, there are no criti-
cal mass densities under mass constraint, see Theorem 2.3.2. Moreover, we
prove a sort of ‘maximum principle’ in optimization problems which can be
stated as follows: if C is a weakly* compact set of mass densities with pre-
scribed total mass, then ‘all simple eigenvalues and the symmetric functions
of multiple eigenvalues admit point of maximum and minimum in C with
mass constraint and such points of maximum and minimul belong to ∂C’,
see Corollaries 2.3.5 and 2.4.1 for the precise statement.
The above mentioned maximum principle and the corresponding absence of
critical mass densities has led us to consider a slightly different kind of prob-
lems, where the mass density concentrates at the boundary. In this case,
Steklov-type problems arise. Recall that the classical Steklov eigenvalue
problem for the Laplace operator reads{
∆u = 0, in Ω,
∂u
∂ν = λρu, on ∂Ω,
(0.0.8)
where ρ is a measurable positive and bounded function defined on the bound-
ary ∂Ω. This problem has a rather different nature from the eigenvalue
problems mentioned above. In fact, for this problem it is possible to find in
some cases critical mass densities for the symmetric functions of the eigen-
values under the sole mass constraint
∫
∂Ω ρdσ = 0. For example, in the
case of the ball in RN it is possible to prove that the constant density is a
critical point for suitable families of symmetric functions of the eigenvalues,
see Corollary 3.2.6. This is not surprising. Indeed, it has been proved by
Hersch, Payne and Schiffer in [61] for N = 2, that the constant density is a
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maximizer for the product of the first two positive eigenvalues (in particular,
it is a maximizer for the first positive eigenvalue). We also refer to the book
of Bandle [14] for more results and further discussions on the dependence
of the eigenvalues of the Steklov Laplacian upon density perturbations on
planar domains.
Moreover, for what concerns the minimization problem, we prove that there
there are no minimizers for the first positive eigenvalue of the Steklov Lapla-
cian under mass density perturbations preserving the total mass, see Theo-
rems 3.3.3, 3.3.10 and 3.3.19.
We refer to [99] for the physical derivation of problem (0.0.8). We also refer
to the recent survey [48] for more information on the Steklov eigenvalues
and to [74] for other related problems.
We note that for N = 2 problem (0.0.8) provides the vibration modes
of a free elastic membrane the total mass of which is concentrated at the
boundary with dentisy ρ. We provide an explanation of this known concen-
tration phenomenon in terms of spectral convergence of operators. Namely,
for any ε > 0 we define a suitable ‘mass density’ ρε in the whole of Ω which
is of order ε−1 in a ε-neighborhood of the boundary ∂Ω, as ε goes to zero,
while it is of order ε in the rest of Ω, and such that
∫
Ω ρεdx = const. Then
we consider the eigenvalues of problem (0.0.3) with density ρε and show that
such eigenvalues converge to the eigenvalues of problem (0.0.8) as ε goes to
zero, see Theorem 3.1.21 and Corollary 3.1.42. This result can be proved
by using the notion of compact convergence for the resolvent operators but
can also be obtained as a consequence of the more general result proved
in [10]. We refer to [9, 10, 11, 64, 65, 96] for a general approach to this
kind of problems. Thus the Steklov problem can be considered as a limiting
Neumann problem.
Then we address the problem of describing the asymptotic behavior of
the Neumann eigenvalues in this mass concentration phenomenon. In par-
ticular we show that Neumann eigenvalues are differentiable with respect
to ε in a small neighborhood of ε = 0 and provide explicit formulas for
their derivatives. First, we consider the case of the unit ball centered at
zero in RN and next the case of smooth bounded domains in R2. In the
case of the ball we prove that the Neumann eigenvalues have a monotone
behavior near their limiting Steklov eigenvalues, and we can conclude that
the Steklov eigenvalues locally minimize the Neumann eigenvalues for ε > 0
small enough, see Theorem 4.1.20 and Corollary 4.1.22. It is interesting to
compare these results with those in [89] where authors consider the Neu-
mann problem on the annulus 1− ε < |x| < 1 and prove that for N = 2 the
first positive eigenvalue is a decreasing function of ε.
We note that the techniques that we use for the description of the asymp-
totic behavior of the Neumann eigenvalues in the case of the ball in RN and
in the case of general open subsets of R2 are completely different. In the
case of the unit ball centered at zero we use Bessel functions to recast the
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eigenvalue problem in the form of an equation F (λ, ε) = 0 in the unknowns
λ, ε. Then after some preparatory work it is possible to apply the Implicit
Function Theorem and conclude. We note that, despite the idea of the proof
is rather simple and also used in other contexts (see e.g., [78]) this method
requires lenghty computations, suitable Taylor’s expansions and estimates
on the corresponding remainders, as well as recursive formulas for the cross-
products of Bessel functions and their derivatives. Importantly, we remark
that the multiplicity of the eigenvalues which is often an obstruction in the
application of standard asymptotic analysys, does not affect our method.
On the other hand, in the case of a general open and bounded subset Ω of
R2, we show the validity of an asymptotic expansion of the eigenvalues and
of the eigenfunctions of problem (0.0.3) as ε goes to zero. In addition we
provide explicit formulas for the first two coefficients in the expansions in
terms of solutions to suitable auxiliary problems, see Theorems 4.2.10 and
4.2.14. In order to obtain our results, we follow the approach of [52, 53].
The results concerning the asymptotic behavior of Neumann eigenvalues on
general domains in R2 have been obtained in collaboration with Dr. Matteo
Dalla Riva (see also [36]).
The results on the behavior of the eigenvalues of the Neumann Laplacian
when the mass concentrates at the boundary motivates the study of an
analogous mass concentration problem for the biharmonic operator subject
to Neumann-type boundary conditions. Namely, we consider the following
Neumann-type problem{
∆2u− τ∆u = λρεu, in Ω,
∂2u
∂ν2
= τ ∂u∂ν − ∂∆u∂ν − div∂Ω
(
D2u · ν) = 0, on ∂Ω, (0.0.9)
where τ ≥ 0 is a fixed non-negative constant and represents the ratio of
lateral tension due to flexural rigidity of the plate. Then the eigenvalues of
(0.0.9) converge to the eigenvalues of the following Steklov-type problem for
the biharmonic operator
∆2u− τ∆u = 0, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
τ ∂u∂ν − ∂∆u∂ν − div∂Ω
(
D2u · ν) = λu, on ∂Ω, (0.0.10)
see Theorem 5.3.6 and Corollary 5.3.12. Thus problem (0.0.10) can be con-
sidered as a problem modeling the free vibration modes of a plate the mass
of which is concentrated at the boundary, and therefore is a natural general-
ization to the biharmonic operator of the classical Steklov problem (0.0.8).
Moreover, we address the problem of the dependence of the eigenval-
ues of problem (0.0.10) upon domain perturbations. We note that domain
perturbation problems have been widely studied in the case of the Laplace
operator subject to different homogeneous boundary conditions (Dirichlet,
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Neumann, Steklov, etc.), in particular for shape optimization problems. We
recall for instance the Faber-Krahn inequality proved in [41, 68], which says
that the ball minimizes the first eigenvalue of the Dirichlet Laplacian among
all domains with a fixed measure. Similar results have been shown also for
other boundary conditions in [19, 104, 106]. As for the biharmonic operator
much less is known. The well-known Rayleigh conjecture on the minimiza-
tion of the first eigenvalue of the clamped plate has been solved by Nadi-
rashvili for N = 2 in [86] and by Ashbaugh and Benguria for N = 3 in [12],
while the general case remains an open problem (see also [85, 100]). Re-
garding Neumann boundary conditions, Chasman [28] proved that the ball
is a maximizer for the first positive eigenvalue of problem (0.0.9). We refer
to [57, 60] for a general approach to domain perturbation problems and to
[59] for a comprehensive discussion on shape optimization problems for the
eigenvalues of elliptic operators. We also refer to [22, 23] where the authors
prove analiticity properties in the spirit of [75] for Dirichlet and intermediate
boundary conditions respectively, and show that balls are critical domains
for all elementary symmetric functions of the eigenvalues.
In this thesis, first, we prove analyicity results for the symmetric func-
tions of the eigenvalues of problem (0.0.10) in the spirit of [75] (see Theorems
5.4.3 and 5.4.15) and show that balls are critical domains under volume coin-
straint (see Theorem 5.4.21). Second, we prove that the ball is actually a
maximizer for the first positive eigenvalue of problem (0.0.10) among all
bounded open sets of given volume, for any constant τ > 0, see Theorem
5.5.27. This is done by following the approach of [19, 28, 104]. We have
also considered the problem of the stability of the optimal shape. In fact,
we have provided a quantitative version of the isoperimetric inequality for
the first positive Steklov eigenvalue and of the analogue inequality for the
Neumann problem proved in [28]. Moreover, the two inequalities turn out
to be sharp (see Theorems 5.6.22 and 5.6.59). The results concerning prob-
lem (0.0.10) have been obtained in collaboration with Dr. Davide Buoso
(see also [24, 25]). The results concerning the sharpness of the isoperimetric
inequalities have been obtained in collaboration with Dr. Davide Buoso and
Dr. Laura M. Chasman (see also [21]).
Note that problem (0.0.10) should not be confused with another impor-
tant Steklov-type problem already discussed in the literature, namely
∆2u = 0, in Ω,
u = 0, on ∂Ω,
∆u = λ∂u∂ν , on ∂Ω,
(0.0.11)
which has a rather different nature. In fact, for the first positive eigenvalue
of problem (0.0.11) the minimization is an interesting open problem (rather
than maximization), and explicit examples show that, surprisingly, the ball
is not a minimizer.
xix
At the end of this thesis we include some further results on Neumann-
type problems. In particular, we consider the behavior of the eigenvalues of
the biharmonic operator with Neumann boundary condition and non-zero
Poisson’s ratio σ, namely
∆2u = λu, in Ω,
(1− σ)∂2u
∂ν2
+ σ∆u = 0, on ∂Ω,
∂∆u
∂ν + (1− σ)div∂Ω
(
D2u · ν)
∂Ω
= 0, on ∂Ω,
(0.0.12)
where σ ∈ [0, 1[. We refer to [39], where the author studies the behavior of
the eigenvalues of the biharmonic operator on planar domains upon pertur-
bations of the Poisson’s ratio . We prove that all the eigenvalues of problem
(0.0.12) go to zero as σ → 1−. Moreover, we show that problem (0.0.12)
with σ = 1 admits an increasing sequence of positive eigenvalues of finite
multiplicity diverging to +∞ and which coincide with the eigenvalues of the
Dirichlet problem for the biharmonic operator.
Moreover, we consider the eigenvalue problem for the Laplace and bihar-
monic operator with Neumann boundary conditions on an annulus of radii
1 and 1− ε, with ε ∈]−∞, 0[∪]0, 1[. In particular, we are interested in the
behavior of all the eigenvalues as ε → 0. We mention the paper [89] where
the authors consider the first positive eigenvalue of the Laplace operator
with Neumann boundary conditions in the case N = 2, and prove that such
eigenvalue is continuously differentiable with respect to ε in a suitable inter-
val of R containing 0, and moreover, that it is an increasing function of ε.
We prove an analogous result for all the Neumann eigenvalues of the Laplace
and biharmonic operator for all N ≥ 2. Namely, we provide an asymptotic
expansion of all the Neumann eigenvalues at ε = 0. As a bypass product,
we prove that all the positive eigenvalues are strictly increasing with respect
to ε in a suitable neighborhood of 0.
The thesis is organized as follows. Chapter 1 is dedicated to some pre-
liminaries. In Chapter 2 we consider mass density perturbation problems
for general elliptic operators of higher order subject to various homogeneous
boundary conditions. For all these cases we prove analyticity results for
the eigenvalues in the spirit of [75] and compute the Freche´t differentials
for the symmetric functions of the eigenvalues which are used to provide
a characterization of critical mass densities under mass constraint. Then
we prove that for a large class of operators and boundary conditions there
are no critical mass densities under the sole mass constraint. Moreover, we
prove weak* continuity of the eigenvalues which combined with the results
of non-existence of critical points for the eigenvalues, allow to state a sort
of ‘maximum principle’ for a class of optimization problems. In Chapter 3
we consider the Neumann eigenvalue problem for the Laplace operator and
mass densities which concentrate at the boundary. We prove that the Neu-
mann eigenvalues converge to the appropriate limiting Steklov eigenvalues
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by means of strong convergence of the resolvent operators. Moreover, we
consider the problem of mass density perturbations for the Steklov problem
for the Laplace operator and show that this problem has a rather different
nature than that of the problems considered in Chapter 2. In fact we show
that in the case of the open unit ball there exist critical mass densities un-
der the sole mass constraint. Moreover, in this chapter we consider other
examples of mass concentrations for the Steklov and Dirichlet Laplacian. In
Chapter 4 we discuss the asymptotic behavior of the Neumann eigenvalues
in the mass concentration phenomenon described in Chapter 3. In particu-
lar, in the case of the ball, we prove explicit formulas for the derivatives of
the Neumann eigenvalues at the limiting Steklov problem and show that the
Steklov eigenvalue locally minimize the Neumann eigenvalues. Moreover,
we study the asymptotic behavior of the eigenvalues and eigenfunctions of
the Neumann problem in the case of bounded planar domains. We obtain
explicit formulas for the first and second terms of the corresponding asymp-
totic expansions in terms of solutions to certain auxiliary boundary value
problems, in the spirit of [52, 53]. In Chapter 5 we consider the biharmonic
Neumann eigenvalue problem as described in [28] and problem (0.0.10). We
show that problem (0.0.10) can be considered as a limiting Neumann prob-
lem for the biharmonic operator in a mass concentration phenomenon. Then
we study the dependence of the symmetric functions of the eigenvalues of
both Neumann and Steklov problems upon domain perturbations and pro-
vide Hadamard type formulas, which allow to give a characterization of crit-
ical domains under volume constraint. Then we show that for Neumann and
Steklov problems balls are critical domains. Regarding the Steklov problem
(0.0.10), we also prove that the ball is a maximizer of the first positive eigen-
value among all bounded open sets of given measure. Finally, in Chapter
6 we collect some results on the Neumann eigenvalues of the Laplace and
the biharmonic operators. In particular, we study the dependence of the
Neumann eigenvalues of the biharmonic operator upon the Poisson’s ratio
σ, with particular attention to the behavior of the eigenvalues as σ → 1−.
Moreover, we study the asymptotic behavior of the Neumann eigenvalues
both of the Laplace and the biharmonic operators on an annulus when the
difference between the two radii goes to zero.
Part of the results in this thesis have been published or accepted for
publication. The results in Chapter 2 on the dependence of the eigenvalues
of general elliptic operators of higher order on the mass density and the
corresponding ‘maximum principle’ have been published in [70]. The results
in Chapter 3 on the Steklov eigenvalues as limiting Neumann eigenvalues
have been partially published in [72]. The results in the first section of
Chapter 4 on the asymptotic behavior of the Neumann eigenvalues on the
ball are part of the paper [71], which has been accepted for publication.
The results in the second section of Chapter 4 on the asymptotic behavior
xxi
of the Neumann eigenvalues on planar domains are part of the paper [36] in
preparation. The results on the fourth order Steklov problem in Chapter 5
have been published in [24, 25]. The results on the quantitative isoperimetric
inequality for the Neumann problem and the sharpness of the Neumann and
Steklov inequalities are part of the paper [21] in preparation. The results in
the first section of Chapter 6 are part of the paper [93] in preparation.
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List of principal symbols
N (natural numbers)
N0 (natural numbers including 0)
f (−1) (inverse function of an invertible function f)
r−1, f−1 (reciprocal of a real non-zero number and of a
non-vanishing function)
B, ∂B (open unit ball in RN and unit sphere in RN ,
centered at zero)
ωN (Lebesgue measure of the unit ball)
ν (outer unit normal to a smooth subset of RN )
dσ (surface measure)
∂ku
∂νk
(normal k-th derivative of u)
|α|, α!, Dα (multi-index notation)
Df (Jacobian matrix of f)
D2f (Hessian matrix of f)
div∂ΩF (tangential divergence of F defined by
div∂ΩF = divF|∂Ω − (DF · ν) · ν)
f(z) ∈ O(g(z)) (there exists C > 0 such that |f(z)| ≤ C|g(z)|
as z → 0 for any z sufficiently close to zero)
(r, θ) (standard spherical coordinates in RN , see (A))
∆S (Laplace-Beltrami operator on the unit sphere
∂B of RN , see (B))
xxiv List of symbols
(A) Standard spherical coordinates (r, θ) in RN , where θ = (θ1, ...θN−1).
The corresponding change of variables is
x1 = r cos(θ1),
x2 = r sin(θ1) cos(θ2),
...
xN−1 = r sin(θ1) sin(θ2) · · · sin(θN−2) cos(θN−1),
xN = r sin(θ1) sin(θ2) · · · sin(θN−2) sin(θN−1),
with θ1, ..., θN−2 ∈ [0, pi], θN−1 ∈ [0, 2pi[ (here it is understood that
θ1 ∈ [0, 2pi[ if N = 2).
(B) Laplace-Beltrami operator on the unit sphere ∂B in RN , defined by
∆S =
N−1∑
j=1
1
qj(sin θj)N−j−1
∂
∂θj
(
(sin θj)
N−j−1 ∂
∂θj
)
,
where
q1 = 1, qj = (sin θ1 sin θ2 · · · sinθj−1)2, j = 2, ..., N − 1,
(see e.g., [67]).
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Chapter 1
Preliminaries and notation
In this chapter we set the notation and introduce certain preliminary results
which will be used in the sequel.
1.1 Sobolev Spaces
Let N ∈ N. In the sequel we shall always consider N ≥ 2 unless otherwise
indicated. For any set V in RN and ρ > 0 we denote by Vρ the set {x ∈ V :
d(x, ∂Ω) > ρ}. Here d(x, V ) denotes the Euclidean distance from x to the
set V . Moreover, by a cuboid we mean any roto-translation of a rectangular
parallelepiped in RN .
Definition 1.1.1. Let ρ > 0, s, s′ ∈ N, s′ ≤ s and {Vj}sj=1 be a family of
bounded open cuboids and {rj}sj=1 be a family of isometries in RN . We say
that A = (ρ, s, s′, {Vj}sj=1, {rj}sj=1) is an atlas in RN with the parameters
ρ, s, s′, {Vj}sj=1, {rj}sj=1, briefly an atlas in RN . We denote by C(A) the
family of all open sets Ω in RN satisfying the following properties:
(i) Ω ⊂
s⋃
j=1
(Vj)ρ and (Vj)ρ ∩ Ω 6= ∅;
(ii) Vj ∩ ∂Ω 6= ∅ for j = 1, . . . s′, Vj ∩ ∂Ω = ∅ for s′ < j ≤ s;
(iii) for j = 1, ..., s
rj(Vj) = {x ∈ RN : aij < xi < bij , i = 1, ...., N}
and
rj(Ω ∩ Vj) = {x ∈ RN : aNj < xN < gj(x¯), x¯ ∈Wj},
where x¯ = (x1, ..., xN−1), Wj = {x¯ ∈ RN−1 : aij < xi < bij , i = 1, ..., N−1}
and gj is a continuous function defined on W j (it is meant that if s
′ < j ≤ s
then gj(x¯) = bNj for all x¯ ∈W j); moreover for j = 1, . . . , s′
aNj + ρ ≤ gj(x¯) ≤ bNj − ρ,
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for all x¯ ∈W j.
We say that an open set Ω in RN is an open set with a continuous
boundary if Ω is of class C(A) for some atlas A.
Let m ∈ N,M > 0. We say that an open set Ω is of class CmM (A) if Ω is
of class C(A) and all the functions gj in (iii) are of class Cm(W j) with
|gj |cm(W j) =
∑
1≤|α|≤m
‖Dαgj‖L∞(W j) ≤M.
We say that an open set Ω in RN is an open set of class Cm if Ω is of
class CmM (A) for some atlas A, m ∈ N and M > 0.
Let N,m ∈ N, 1 ≤ p ≤ ∞ and Ω be an open set in RN . Let C∞c (Ω) be
the space of those functions in C∞(Ω) which are compactly supported in Ω.
We recall the following definitions.
Definition 1.1.2. The Sobolev Space Wm,p(Ω) consists of all (real valued)
functions u in Lp(Ω) with weak derivatives Dαu in Lp(Ω) for all |α| ≤ m.
We consider the space Wm,p(Ω) endowed with the norm defined by
‖u‖Wm,p(Ω) :=
∑
|α|≤m
‖Dαu‖Lp(Ω) , if p 6=∞,
‖u‖Wm,∞(Ω) :=
∑
|α|≤m
‖Dαu‖L∞(Ω) .
We recall the definition of Wm,p0 (Ω).
Definition 1.1.3. Let 1 ≤ p < ∞. We denote by Wm,p0 (Ω) the closure of
C∞c (Ω) in Wm,p(Ω).
For p = 2, we write Hm(Ω) = Wm,2(Ω), Hm0 (Ω) = W
m,2
0 (Ω). We recall
the following results on the approximation of functions in Wm,p(Ω).
Theorem 1.1.4. (Global approximation by smooth functions). Let Ω be an
open set in RN . Let u ∈ Wm,p(Ω) for some 1 ≤ p < ∞. Then there exists
a sequence {uk}k∈N ⊂ C∞(Ω) ∩Wm,p(Ω) converging to u in Wm,p(Ω).
Theorem 1.1.5. (Global approximation by smooth functions up to the
boundary). Let Ω be a bounded open set in RN of class C1. Let u ∈Wm,p(Ω)
for some 1 ≤ p < ∞. Then there exists a sequence {uk}k∈N ⊂ C∞(Ω)
converging to u in Wm,p(Ω).
As a consequence of Theorem 1.1.4 we have the following
Definition 1.1.6. Let Ω be an open set in RN , 1 ≤ p ≤ ∞, u ∈ Lp(Ω). Then
u ∈W 1,p(Ω) if and only if u coincides almost everywhere with a function u˜
such that for almost all lines l parallel to the coordinate axis, u|l is locally
absolutely continuous, and the classic derivatives ∂u˜∂x1 , ...,
∂u˜
∂xN
, which exist
almost everywhere, belong to Lp(Ω).
3Under suitable regularity assumptions on the open set Ω it makes sense
to define the trace of a function u ∈Wm,p(Ω) on ∂Ω.
Theorem 1.1.7. (Trace). Let Ω be a bounded open set in RN of class C1.
Then there exists a bounded linear operator Tr from W 1,p(Ω) to Lp(∂Ω) such
that:
i) Tr[u] = u|∂Ω if u ∈W 1,p(Ω) ∩ C(Ω);
ii) ‖Tr[u]‖Lp(∂Ω) ≤ C ‖u‖W 1,p(Ω), ∀u ∈W 1,p(Ω), the constant C depending
only on p and Ω.
Theorem 1.1.8. Let Ω be a bounded open set in RN of class C1. Then
u ∈W 1,p0 (Ω) if and only in Tr[u] = 0.
The next results concern the embeddings of Sobolev Spaces.
Theorem 1.1.9. (Gagliardo-Nirenberg-Sobolev inequality). For 1 ≤ p < N
let the Sobolev exponent p∗ be defined by p∗ := NpN−p . Then there exists C > 0,
depending only on p and N, such that
‖u‖Lp∗ (RN ) ≤ C ‖∇u‖Lp(RN ) ,
for all u ∈W 1,p(RN ).
Lemma 1.1.10. (Poincare´ inequality). Let Ω be an open set in RN of finite
measure, 1 ≤ p <∞. Then there exists C > 0, depending only on p, N and
Ω such that
‖u‖Lp(Ω) ≤ C ‖∇u‖Lp(Ω) ,
for all u ∈W 1,p0 (Ω).
Theorem 1.1.11. (Rellich-Kondrakhov). Let Ω be a bounded open set in
RN of class C1, 1 ≤ p < N . Then W 1,p(Ω) is compactly embedded into
Lq(Ω) for all 1 ≤ q < p∗. If p ≥ N , then W 1,p(Ω) is compactly embedded
into Lq(Ω) for all q ≥ 1.
Corollary 1.1.12. If Ω is an open set of finite measure, then for all 1 ≤
p <∞, W 1,p0 (Ω) is compactly embedded into Lp(Ω). If Ω is a bounded open
set of class C0, then for all 1 ≤ p <∞, W 1,p(Ω) is compactly embedded into
Lp(Ω).
Theorem 1.1.13. (Poincare´-Wirtinger inequality). Let Ω be a bounded
open set in RN of class C1, 1 ≤ p <∞. Then there exists C > 0, depending
only on p, N and Ω such that
‖u− (u)Ω‖Lp(Ω) ≤ C ‖∇u‖Lp(Ω) ,
where (u)Ω =
∫
Ω u
|Ω| .
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From Theorem 1.1.11 it follows that the trace operator is compact.
Theorem 1.1.14. (Compact trace). Let Ω be an open bounded set in RN
of class C1, 1 ≤ p <∞. Then the trace operator Tr : W 1,p(Ω)→ Lp(∂Ω) is
compact.
Remark 1.1.15. We observe that Theorem 1.1.11 and Theorem 1.1.14 hold
even under lower regularity assumptions on the boundary. In fact Theorem
1.1.11 holds e.g., for Ω of class C0,1 (see [88, Theorem 6.1]).
For all the proofs of the results contained in this subsection we refer to
[26].
51.2 Compact operators and symmetric functions
of the eigenvalues
In this section we recall some results from [75] which will be used in the
sequel. For all the proofs of the results contained in this subsection we refer
to [75].
Let X ,Y,Z be real Banach spaces. Let L(X ,Y) be the Banach space of
bounded linear maps from X to Y endowed with the usual norm ‖A‖L(X ,Y) :=
sup‖x‖X=1 ‖Ax‖Y . Let B(X ×Y,Z) be the space of bilinear continuous maps
from X ×Y to Z, endowed with the usual norm of the uniform convergence
on the product of the unit ball of X and the one of Y. Let (H,< ·, · >) be
a real Hilbert space, and ‖·‖ be the norm associated with a scalar product
< ·, · > of H. We denote by HQ the vector space H endowed with the
scalar product Q = Q(·, ·), and by ‖·‖Q the associated norm. We denote
by K(H,H) the subspace of L(H,H) of compact operators, which is closed
in L(H,H). We denote by KS(HQ, HQ) the closed subspace of K(HQ, HQ)
of those T such that Q(Tu, u) = Q(u, Tu) for all u, v ∈ HQ. Let T be a
compact self-adjoint operator on H, and σ(T ) be the spectrum of T , which
is well-known to be a finite or countable subset of R. The elements of
σ(T ) \ {0} are the eigenvalues of T , and 0 is the only possible accumula-
tion point for σ(T ). For the characterization of the spectrum of a compact
self-adjoint operator we refer to [18]. We denote by j+(T ) the number of
positive eigenvalues of T , each counted according to its multiplicity, and by
j−(T ) the number of negative eigenvalues of T , each counted according to
its multiplicity. Following [75] we set
J+(T ) := {j ∈ Z : 1 ≤ j ≤ j+(T )},
J−(T ) := {j ∈ Z : −j−(T ) ≤ j ≤ −1}.
Then there exists a unique function j → µj(T ) of J(T ) := J+(T ) ∪ J−(T )
to R, which is decreasing on J−(T ) and on J+(T ), with
σ(T ) \ {0} = {µj(T ) : j ∈ J(T )},
and such that each eigenvalue is repeated according to its multiplicity. We
set
BS(H2,R) := {B ∈ B(H2,R) : B(u1, u2) = B(u2, u1) for all u1, u2 ∈ H},
which is a closed subspace of B(H2,R), and
Q(H2,R) := {B ∈ BS(H2,R) : η[B] > 0},
where
η[B] := inf
{
B(u, u)
‖u‖2 : u ∈ H \ {0}
}
.
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Note that the set Q(H) is the set of those scalar products on H which are
coercive with respect to the fixed scalar product < ·, · >. We observe that
Q ∈ BS(H2,R) is a coercive scalar product if and only if the embedding of
HQ in H is a homeomorphism. Now we set
M := {(Q,T ) ∈ BS(H2,R)×K(H,H) :
Q(Tu, v) = Q(u, Tv) for all u, v ∈ H}.
The set M is closed in BS(H2,R)×K(H,H). Moreover, we set
O :=M∩ (Q(H2,R)×K(H,H))
= {(Q,T ) ∈ Q(H2,R)×K(H,H) : T ∈ KS(HQ, HQ)}.
The set O is open in M. We have the following theorem (see [75]).
Theorem 1.2.1. Let H be a real Hilbert space, j ∈ Z \ {0}. Then the set
Aj := {(Q,T ) ∈ O : j ∈ J(T )}
is open in M, and the function µj [·] which takes (Q,T ) ∈ Aj to µj [T ] is
continuous.
We consider a fixed finite subset F of Z \ {0}, and set
A[F ] := {(Q,T ) ∈ O : j ∈ J(T ) ∀j ∈ F , µl[T ] 6∈ {µj [T ] : j ∈ F}
∀l ∈ J(T ) \ F}.
By Theorem 1.2.1 it follows that A[F ] is open inM and µj [·] are continuous
on A[F ]. We consider the orthogonal projection PF [Q,T ] of HQ on the
subsapce E[T, F ] generated by
{u ∈ HQ : Tu = µu, ∃ µ ∈ {µj [T ] : j ∈ F}}.
We have the following lemma.
Lemma 1.2.2. Let H be a real Hilbert space and F be a finite subset of
Z \ {0}. Then E[T, F ] has dimension equal to the cardinality of F, and it is
an invariant subspace of H for T.
We recall the following result (see [66]).
Theorem 1.2.3. Let H be a real Hilbert space, F be a finite subset of Z\{0}.
Then the map PF which takes (Q,T ) ∈ A[F ] to PF [Q,T ] ∈ L(H,H) is
continuous.
The projection PF [Q,T ] depends analytically on (Q,T ), in the sense of
the following theorem.
7Theorem 1.2.4. Let H be a real Hilbert space, F be a finite non-empty
subset of Z\{0} and (Q˜, T˜ ) ∈ A[F ]. Then there exists an open neighbourhood
W˜ of (Q˜, T˜ ) in Q(H2,R)×L(H,H), and a real analytic operator P ]F of W˜
to L(H,H) such that P ]F [Q,T ] = PF [Q,T ] for all (Q,T ) ∈ W˜ ∩ A[F ].
It is possible to choose a orthonormal basis of E[T, F ] which depends
analitically on (Q,T ), as stated in the following lemma (see [75]).
Lemma 1.2.5. Let H be a real Hilbert space, F be a finite subset of Z \ {0}
and (Q˜, T˜ ) ∈ A[F ]. Let {u˜j : j ∈ F} be an othonormal basis for E[T˜ , F ] in
HQ˜. Then there exists an open neighbourhood W0 of (Q˜, T˜ ) in Q(H2,R)×
L(H,H) which is contained in the neighbourhood W˜ of Theorem 1.2.4 , and
|F | real analytic operators uj [·, ·], j ∈ F , of W0 to H such that:
i) {uj [Q,T ] : j ∈ F} is an orthonormal set in HQ, for all (Q,T ) ∈ W0 ,
ii) {uj [Q,T ] : j ∈ F} is an orthonormal basis for the range of P ]F [Q,T ],
which coincide with E[T, F ], in HQ, for all (Q,T ) ∈ W0 ∩ A[F ] ,
iii) uj [Q˜, T˜ ] = u˜j for all j ∈ F .
We need also the following lemma.
Lemma 1.2.6. Let H be a real Hilbert space, F be a finite subset of Z \ {0}
and (Q˜, T˜ ) ∈ A[F ]. Let {u˜1, ..., ˜u|F |} be an orthonormal basis of E[T˜ , F ] in
HQ˜, and {uj [Q,T ] : j = 1, ..., |F |} as in the previous lemma and S the map
of W0 to the set M|F |(R) of |F | × |F | matrices with real coefficients, defined
by
S[Q,T ] = (Shk[Q,T ])h,k=1,...,|F | := (Q(Tuk[Q,T ], uh[Q,T ]))h,k=1,...,|F | ,
for all (Q,T ) ∈ W0. Then S[·, ·] is real analytic and S[Q,T ] is symmetric for
all (Q,T ) ∈ W0 ∩ A[F ]. Moreover, if (Q,T ) ∈ W0 ∩ A[F ], then {µj [T ]}j∈F
are the eigenvalues of S[Q,T ] repeated according to their multiplicity. Fi-
nally, if we assume that µj [T˜ ] assume a common value µ˜j for all j ∈ F ,
then the differential of S[·, ·] in (Q˜, T˜ ) is given by the formula
dS[Q˜, T˜ ](Q˙, T˙ )
=
(
Q˜(T˙ u˜k, u˜h)
)
h,k=1,...,|F |
, for all (Q˙, T˙ ) ∈ BS(H2,R)× L(H,H) .
Finally, as a consequence of Theorem 1.2.4, Lemma 1.2.5 and Lemma
1.2.6, we have the following theorem.
Theorem 1.2.7. Let H be a real Hilbert space and F be a finite non-empty
subset of Z \ {0}. Let
MF,s[T ] =
∑
j1,...,js∈F
j1<···<js
µj1 [T ] · · · µjs [T ], ∀ s ∈ {1, . . . , |F |},
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for all (Q,T ) ∈ A[F ], be the elementary symmetric functions of the eigen-
values µj [T ] with indexes j ∈ F . Let (Q˜, T˜ ) ∈ A[F ]. Then there exists an
open neighbourhood W˜ of (Q˜, T˜ ) in Q(H2,R) × L(H,H), and real analytic
functions M ]F,s[·, ·], for s = 1, ..., |F |, of W˜ in R such that
M ]F,s[Q,T ] = MF,s[T ],
for all (Q,T ) ∈ W˜∩A[F ], and for all s = 1, ..., |F |. If we further assume that
there exists µ˜ ∈ R such that µ˜ = µj [T ] for all j ∈ F , and if {u˜1, ..., u˜|F |} is
an orthonormal basis for E[T˜ , F ] in HQ˜, then the partial derivative of M
]
F,s
with respect to the variable T at (Q˜, T˜ ) is given by the formula
dTM
]
F,s[Q˜, T˜ ](T˙ ) =
(|F | − 1
s− 1
)
µ˜s−1
|F |∑
l=1
Q˜(T˙ u˜l, u˜l),
for all T˙ ∈ KS(HQ˜, HQ˜), and for all s = 1, ..., |F |.
1.3 Eigenvalues of elliptic operators
Let Ω be an open set in RN , m ∈ N and V (Ω) be a closed subspace of
Hm(Ω) containing Hm0 (Ω) and such that the embedding V (Ω) ⊂ L2(Ω) is
compact. We shall assume that Aαβ ∈ L∞(Ω) are fixed coefficients such
that Aαβ = Aβα for all α, β ∈ NN0 , with |α|, |β| ≤ m. Let ρ ∈ L∞(Ω) be
such that ess infΩρ > 0. We consider the following eigenvalue problem∫
Ω
∑
0≤|α|,|β|≤m
AαβD
αuDβϕdx = λ
∫
Ω
ρuϕdx, ∀ϕ ∈ V (Ω), (1.3.1)
in the unknowns u ∈ V (Ω) (the eigenfunction) and λ ∈ R (the eigenvalue).
It is convenient to denote the left-hand side of equation (1.3.1) by Q[u, ϕ].
It is also convenient to denote by L2ρ(Ω) the space L
2(Ω) endowed with the
scalar product defined by
< u1, u2 >ρ:=
∫
Ω
ρu1u2dx, ∀u1, u2 ∈ L2(Ω).
Note that the corresponding norm ‖u‖L2ρ(Ω) is equivalent to the standard
norm. We assume that the space V (Ω) and the coefficients Aαβ are such
that G˚arding’s inequality holds, i.e., we assume that there exist a, b > 0
such that
a‖u‖2Hm(Ω) ≤ Q[u, u] + b‖u‖2L2(Ω), (1.3.2)
for all u ∈ V (Ω). In many cases it will be convenient to normalize the
constants a, b in such a way that
a‖u‖2Hm(Ω) ≤ Q[u, u] + b‖u‖2L2ρ(Ω). (1.3.3)
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in the case V (Ω) = Hm0 (Ω) we refer to [2, Theorem 7.6]. Moreover, we
assume that there exists c > 0 such that
Q[u, u] ≤ c‖u‖2Hm(Ω), (1.3.4)
for all u ∈ V (Ω). Note that since the coefficientsAαβ are bounded, inequality
(1.3.4) is always satisfied.
Under assumptions (1.3.3), (1.3.4), it is possible to prove that problem
(1.3.1) has a divergent sequence of eigenvalues bounded from below by −b.
For the sake of completeness, we recall here the standard procedure to recast
problem (1.3.1) into an eigenvalue problem for a compact and self-adjoint
operator on a Hilbert space. We consider the bounded linear operator L
from V (Ω) to its dual V (Ω)′ which takes any u ∈ V (Ω) to the functional L[u]
defined by L[u][ϕ] := Q[u, ϕ], for all ϕ ∈ V (Ω). Moreover, we consider the
bounded linear operator Iρ from L
2
ρ(Ω) to V (Ω)
′ which takes any u ∈ L2ρ(Ω)
to the functional Iρ[u] defined by Iρ[u][ϕ] :=< u,ϕ >ρ, for all ϕ ∈ V (Ω).
By inequalities (1.3.3), (1.3.4) and by the boundedness of the coefficients
Aαβ, it follows that the quadratic form defined by the right-hand side of
(1.3.3) induces in V (Ω) a norm equivalent to the standard norm of Hm(Ω).
Hence by the Riesz Theorem, it follows that the operator L+ bIρ is a linear
homeomorphism from V (Ω) onto V (Ω)′, where b is as in (1.3.3). Thus,
equation (1.3.1) is equivalent to the equation
(L+ bIρ)
(−1) ◦ Iρ[u] = µu
where
µ = (λ+ b)−1. (1.3.5)
Thus, it is natural to consider the operator Tρ from L
2
ρ(Ω) to itself defined
by
Tρ := i ◦ (L+ bIρ)(−1) ◦ Iρ, (1.3.6)
where i is the embedding of V (Ω) into L2ρ(Ω). In the sequel, we shall omit
i and we shall simply write Tρ = (L+ bIρ)
(−1) ◦ Iρ. Note that
< Tρu1, u2 >ρ= Iρ[u2][(L+ bIρ)
(−1) ◦ Iρ[u1]]
= (L+ bIρ)[(L+ bIρ)
(−1) ◦ Iρ[u1]][(L+ bIρ)(−1) ◦ Iρ[u2]],
for all u1, u2 ∈ L2ρ(Ω). Thus, since the operator L+bIρ is symmetric it follows
that Tρ is a self-adjoint operator in L
2
ρ(Ω). Moreover, if the embedding
V (Ω) ⊂ L2(Ω) is compact then the operator Tρ is compact. By inequality
(1.3.3), Tρ is injective. It follows that the spectrum of Tρ is discrete and
consists of a sequence of positive eigenvalues of finite multiplicity converging
to zero. Then by (1.3.5) and standard spectral theory, we easily deduce the
validity of the following theorem.
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Theorem 1.3.7. Let ρ ∈ L∞(Ω) be such that ess infΩρ > 0. Assume that
inequalities (1.3.3) and (1.3.4) are satisfied for some a, b, c > 0. Then the
eigenvalues of equation (1.3.1) have finite multiplicity and can be represented
by means of a divergent sequence λj, j ∈ N as follows
λj = min
E⊂V (Ω)
dimE=j
max
u∈E
u6=0
∫
Ω
∑
|α|,|β|≤mAαβD
αuDβudx∫
Ω ρu
2dx
. (1.3.8)
Each eigenvalue is repeated according to its multiplicity and
λj > −b+ a‖ρ‖L∞(Ω)
,
for all j ∈ N. Moreover, the sequence µj = (b+ λj)−1, j ∈ N, represents all
eigenvalues of the compact self-adjoint operator Tρ.
1.4 Bessel functions, modified Bessel functions and
ultraspherical Bessel functions
In this section we recall some facts from the theory of Bessel functions and
of spherical harmonics, which will be used in the sequel. For all the proofs
of the results concerning the Bessel functions contained in this section and
for more information on Bessel functions we refer to [1]. For all the proofs
of the results concerning the spherical harmonics and for an introduction to
the theory of spherical harmonics we refer to [42].
1.4.1 Bessel functions
Consider the (complex) Bessel equation
z2
d2w
dz2
+ z
dw
dz
+ (z2 − ν2)w = 0, z ∈ C, (1.4.1)
where ν ∈ C. As is well-known the solutions of this equation are given by
the Bessel functions of the first kind J±ν(z) and of the second kind Yν(z).
Such functions are holomorphic in the variable z ∈ C \R−. Functions Jν(z)
and J−ν(z) are linearly independent except when ν is an integer. Jν(z) and
Yν(z) are linearly independent for all ν. We recall some useful relations:
Yν(z) =
Jν(z) cos(νpi)− J−ν(z)
sin(piν)
, (1.4.2)
J−n(z) = (−1)nJn(z),
Y−n(z) = (−1)nYn(z),
where in the last two equations n ∈ N. Note that if ν = 0 or if ν is an
integer, the right-hand side of the first equation is replaced by its limiting
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We recall some useful recurrence relations between solutions of (1.4.1):
Cν−1(z) + Cν+1(z) = 2ν
z
Cν(z),
Cν−1(z)− Cν+1(z) = 2C′ν(z),
C′ν(z) = Cν−1(z)−
ν
z
Cν(z),
C′ν(z) = −Cν+1(z) +
ν
z
Cν(z),
where Cν denotes Jν , Yν or any linear combination of these functions. We
also recall that
J ′0(z) = −J1(z), Y ′0(z) = −Y1(z).
We have the following formulas for the derivatives:
C(k)ν (z) =
1
2k
(
Cν−k(z)−
(
k
1
)
Cν−k+2(z)
+
(
k
2
)
Cν−k+1(z)− ...+ (−1)kCν+k(z)
)
,
for k ∈ N0. We also recall the following Taylor expansion of Jν(z):
Jν(z) =
(z
2
)ν ∞∑
k=0
(
− z24
)k
k!Γ(ν + k + 1)
. (1.4.3)
Note that from (1.4.2) and (1.4.3) it follows that Yν(z) has a singularity at
z = 0. In particular Y0(z) =
2
pi ln(z)+o(ln(z)), Yν(z) = −Γ(ν)pi
(
z
2
)−ν
+o(z−ν)
when Re(ν) > 0, as z goes to zero. We have the following formulas for the
Wronskians:
W (Jν(z), J−ν(z)) := Jν+1(z)J−ν(z) + Jν(z)J−(ν+1)(z) = −
2 sin(νpi)
piz
,
W (Jν(z), Yν(z)) := Jν+1(z)Yν(z)− Jν(z)Yν+1(z) = 2
piz
.
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We recall some useful facts on the zeros of cross products of Bessel functions.
Let ν ∈ R and λ > 0. The zeros of the function which takes z ∈ C to
Jν(z)Yν(λz)− Jν(λz)Yν(z)
are real and simple, in the sense that the derivative of the cross product
with respect to z does not vanish at the zeroes. Moreover, there exist count-
ably many zeroes of Jν(z)Yν(λz) − Jν(λz)Yν(z). If λ > 1, the asymptotic
expansion of the n-th zero with respect to λ near λ = 1 is given by
β +
p
β
+
q − p2
β3
+
r − 4pq + 2p3
β5
+O(λ− 1)5, (1.4.4)
where
β =
npi
λ− 1 ,
p =
µ− 1
8λ
,
q =
(µ− 1)(µ− 25)(λ3 − 1)
6(4λ)3(λ− 1) ,
r =
(µ− 1)(µ2 − 114µ+ 1073)(λ5 − 1)
5(4λ)5(λ− 1) ,
with µ = 4ν2. The asymptotic expansion of the large positive zeros of the
function which takes z ∈ C to
J ′ν(z)Y
′
ν(λz)− J ′ν(λz)Y ′ν(z)
is given by (1.4.4) with the same β and
p =
µ+ 3
8λ
,
q =
(µ2 + 46µ− 63)(λ3 − 1)
6(4λ)3(λ− 1) ,
r =
(µ3 + 185µ2 − 2053µ+ 1899)(λ5 − 1)
5(4λ)5(λ− 1) .
The asymptotic expansion of the large positive zeros of the function which
takes z ∈ C to
J ′ν(z)Yν(λz)− Jν(λz)Y ′ν(z)
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is given by (1.4.4) with
β =
(
n− 12
)
pi
λ− 1 ,
p =
(µ+ 3)λ− (µ− 1)
8λ(λ− 1) ,
q =
(µ2 + 46µ− 63)λ3 − (µ− 1)(µ− 25)
6(4λ)3(λ− 1) ,
r =
(µ3 + 185µ2 − 2053µ+ 1899)λ5 − (µ− 1)(µ2 − 114µ+ 1073)
5(4λ)5(λ− 1) .
1.4.2 Modified Bessel function
Consider the modified Bessel equation
z2
d2w
dz2
+ z
dw
dz
− (z2 + ν2)w = 0, z ∈ C.
The solutions of this equation are given by the modified Bessel functions
of the first kind I±ν(z) and of the second kind Kν(z). Such functions are
holomorphic in the variable z ∈ C \ R−. Iν(z) and I−ν(z) are linearly
independent except when ν is an integer. Iν(z) and Kν(z) are linearly
independent for all ν. The functions Iν(z) and Kν(z) are real and positive
when ν > −1 and z > 0. We recall some useful relations:
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin(piν)
, (1.4.5)
I−n(z) = In(z), (1.4.6)
K−ν(z) = Kν(z),
where in (1.4.6) the index n is an integer number.
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We recall some other useful recurrence relations:
Cν−1(z)− Cν+1(z) = 2ν
z
Cν(z),
Cν−1(z) + Cν+1(z) = 2C′ν(z),
C′ν(z) = Cν−1(z)−
ν
z
Cν(z),
C′ν(z) = −Cν+1(z) +
ν
z
Cν(z),
where Cν denotes here any of the functions Iν , Kν or any linear combination
of them. We also recall that
I ′0(z) = I1(z), K
′
0(z) = −K1(z).
We have the following formulas for the derivatives:
C(k)ν (z) =
1
2k
(
Cν−k(z) +
(
k
1
)
Cν−k+2(z)
+
(
k
2
)
Cν−k+1(z) + ...+ Cν+k(z)
)
,
for k ∈ N0. We have the following Taylor expansion of Iν(z):
Iν(z) =
(z
2
)ν ∞∑
k=0
(
z2
4
)k
k!Γ(ν + k + 1)
. (1.4.7)
Note that from (1.4.5) and (1.4.7) it follows that Kν(z) has a singularity at
z = 0, in particular K0(z) = − ln(z)+o(ln(z)), Kν(z) = Γ(ν)2
(
z
2
)−ν
+o(z−ν)
when Re(ν) > 0, as z goes to zero. We have the following formulas for the
Wronskians:
W (Iν(z), I−ν(z)) := Iν(z)I−(ν+1)(z)− Iν+1(z)I−ν(z) = −
2 sin(νpi)
piz
,
W (Kν(z), Iν(z)) := Iν(z)Kν+1(z) + Iν+1(z)Kν(z) =
1
z
.
1.4.3 Ultraspherical Bessel and modified Bessel functions
We recall the definitions of ultraspherical Bessel functions and modified
ultraspherical Bessel functions. Consider the ultraspherical Bessel equation
z2
d2w
dz2
+ (N − 1)z dw
dz
+
(
z2 − l(l +N − 2))w = 0, z ∈ C, (1.4.8)
and the modified ultraspherical Bessel equation
z2
d2w
dz2
+ (N − 1)z dw
dz
− (z2 + l(l +N − 2))w = 0, z ∈ C, (1.4.9)
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for l ∈ N0. The ultraspherical Bessel functions of the first and second kind
jl(z) and yl(z) are suitable linearly independent solutions of (1.4.8). The
modified ultraspherical Bessel functions of the first and second kind il(z)
and kl(z) are suitable linearly independent solutions of (1.4.9). Namely,
the functions jl(z), yl(z), il(z) and kl(z) are defined in terms of the Bessel
functions Jν(z), Yν(z), Iν(z),Kν(z), as follows:
jl(z) := z
−N−2
2 JN−2
2
+l(z),
yl(z) := z
−N−2
2 YN−2
2
+l(z),
il(z) := z
−N−2
2 IN−2
2
+l(z),
kl(z) := z
−N−2
2 KN−2
2
+l(z).
The ultraspherical and modified ultraspherical Bessel functions have a num-
ber of recurrence relations which are inherited from those of the ordinary
Bessel functions. We recall some of these relations for jl(z) and il(z):
N − 2 + 2l
z
jl(z) = jl−1(z) + jl+1(z),
j′l(z) =
l
z
jl(z)− jl+1(z) = jl−1(z)− l +N − 2
z
jl(z),
N − 2 + 2l
z
il(z) = il−1(z)− il+1(z),
i′l(z) =
l
z
il(z) + jl+1(z).
Note that for N = 2 the expressions above simplify to the corresponding re-
lations for the ordinary Bessel functions. We recall some recurrence relations
for the second derivatives:
j′′l (z) =
(
l2 − l
z2
− 1
)
jl(z) +
N − 1
z
jl+1(z),
i′′l (z) =
(
l2 − l
z2
+ 1
)
il(z)− N − 1
z
jl+1(z).
Again, when N = 2 each relation simplifies to the analogue for the ordinary
Bessel functions. We have the following expansions of jl(z) and il(z):
jl(z) =
∞∑
k=0
(−1)k21−N2
k!Γ(k + N2 + l)
(z
2
)2k+l
,
il(z) =
∞∑
k=0
21−
N
2
k!Γ(k + N2 + l)
(z
2
)2k+l
. (1.4.10)
From (1.4.10) it follows that il(z) and its derivatives are all positive on
]0,+∞[.
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1.4.4 Spherical harmonics
Let B be the unit ball in RN centered at zero. We denote by ∂B the
boundary of B, i.e., the unit sphere in RN . Let k ∈ N0 and Pk be the space
of homogeneous polynomials of degree k on RN and let
Hk := {P ∈ Pk : ∆P = 0} ,
Sk :=
{
P|∂B : P ∈Hk
}
.
The set Hk is the space of homogeneous harmonic polynomials of degree k
and Sk is the space of their restriction on the unit sphere. The elements of
Sk are the so-called spherical harmonics of degree k. We denote by r
2 the
quantity r2 = |x|2 = ∑Nj=1 x2j , where x = (x1, x2, ..., xN ) is a point in RN .
We have the following lemma.
Lemma 1.4.11. Let k ∈ N0. Then
Pk =Hk ⊕ r2Pk−2,
where r2Pk−2 =
{
r2P : P ∈ Pk−2
}
.
Corollary 1.4.12.
Pk =
k⊕
j=0
rjHk−j .
Corollary 1.4.13. The restriction to the unit sphere of any element of Pk
is a sum of spherical harmonics of degree at most k.
Let L2(∂B) the Hilbert space of the square integrable functions on ∂B
with respect to the N − 1 dimensional Haudorff measure of ∂B, endowed
with the standard scalar product
< u, v >L2(∂B):=
∫
∂B
uvdσ,
for all u, v ∈ L2(∂B). Here dσ denotes the surface measure of ∂B. We have
the following theorem on the representation of functions in L2(∂B) in terms
of spherical harmonics.
Theorem 1.4.14. We have
L2(∂B) =
∞⊕
k=0
Sk,
the expression on the right-hand side being an orthogonal direct sum with
respect to the standard scalar product on L2(∂B).
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Let
dk := dimSk = dimHk.
We have an explicit formula for dk.
Lemma 1.4.15. We have for Pk
dimPk = (k +N − 1)!
k!(N − 1)! .
Corollary 1.4.16. We have for Sk
dk = (2k +N − 2)(k +N − 3)!
k!(N − 2)! .
Let us denote by ∆S the Laplace-Beltrami operator on the unit sphere
∂B in RN . We have the following lemma.
Lemma 1.4.17. The solutions of
−∆Sφ = k(k +N − 2)φ, on ∂B,
are the spherical harmonics of order k.
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Chapter 2
Elliptic operators subject to
mass density perturbations
and maximum principles
In this chapter we discuss eigenvalue problems for general elliptic operators
of arbitrary order subject to different homogeneous boundary conditions on
open subsets of RN . The class of operators and boundary conditions which
we consider is quite general and contains, for example, all the poly-harmonic
operators subject to Dirichlet, intermediate, Neumann or mixed boundary
conditions.
Let Ω be an open subset of RN and m ∈ N. We consider the elliptic
partial differential operator L defined by
Lu :=
∑
0≤|α|,|β|≤m
(−1)αDα
(
AαβD
βu
)
(2.0.1)
subject to homogeneous boundary conditions. By R we denote the subset
of L∞(Ω) of those ρ ∈ L∞(Ω) such that ess infΩρ > 0. Let ρ ∈ R be fixed.
We consider the eigenvalue problem
Lu = λρu. (2.0.2)
The weak formulation of problem (2.0.2) is∫
Ω
∑
0≤|α|,|β|≤m
AαβD
αuDβϕdx = λ
∫
Ω
ρuϕdx, ∀ϕ ∈ V (Ω), (2.0.3)
in the unknowns u ∈ V (Ω) (the eigenfunction) and λ ∈ R (the eigenvalue),
where V (Ω) ⊂ Hm(Ω) is the energy space associated with the boundary
conditions imposed on L. We assume that the coefficients Aαβ are bounded
real-valued functions such that Aαβ = Aβα. Moreover, we assume that the
20 Elliptic operators subject to mass density perturbations
space V (Ω) and the coefficients Aαβ are such that inequalities (1.3.3) and
(1.3.4) hold. If the embedding V (Ω) ⊂ L2(Ω) is compact, from Theorem
1.3.7 it follows that problem (2.0.3) admits a diverging sequence of eigen-
values of finite multiplicity
λ1[ρ] ≤ · · · ≤ λj [ρ] ≤ · · · .
We prove a few results concerning the dependence of the eigenvalues λj [ρ]
upon variation of ρ.
2.1 Continuity of the eigenvalues
By the min-max principle (1.3.8) it follows that λj [ρ] is a locally Lipschitz
continuous functions of ρ ∈ R. In fact, one can easily prove that
|λj [ρ1]− λj [ρ2]| ≤ min{λj [ρ1], λj [ρ2]}+ 2b
min{ess inf ρ1, ess inf ρ2}‖ρ1 − ρ2‖L∞(Ω) , (2.1.1)
for all ρ1, ρ2 ∈ R satisfying ‖ρ1 − ρ2‖L∞(Ω) < min{ess inf ρ1, ess inf ρ2}.
Indeed, for u ∈ V (Ω) and ρ1, ρ2 ∈ R we have∣∣∣∣ Q[u, u]∫
Ω ρ1u
2dx
− Q[u, u]∫
Ω ρ2u
2dx
∣∣∣∣ ≤ |Q[u, u]|
∣∣∫
Ω(ρ2 − ρ1)u2dx
∣∣(∫
Ω ρ1u
2dx
) (∫
Ω ρ2u
2dx
)
≤ |Q[u, u]|
∫
Ω u
2dx‖ρ2 − ρ1‖L∞(Ω)(∫
Ω ρ1u
2dx
) (∫
Ω ρ2u
2dx
) ≤ |Q[u, u]|‖ρ2 − ρ1‖L∞(Ω)(∫
Ω ρ1u
2dx
)
ess inf ρ2
=
∣∣Q[u, u] + b ∫Ω ρ1u2dx− b ∫Ω ρ1u2dx∣∣ ‖ρ2 − ρ1‖L∞(Ω)(∫
Ω ρ1u
2dx
)
ess inf ρ2
≤
( Q[u, u]∫
Ω ρ1u
2dx
+ 2b
) ‖ρ2 − ρ1‖L∞(Ω)
ess inf ρ2
. (2.1.2)
From (2.1.2) it follows that
Q[u, u]∫
Ω ρ1u
2dx
(
1− ‖ρ2 − ρ1‖L∞(Ω)
ess inf ρ2
)
− 2b‖ρ2 − ρ1‖L∞(Ω)
ess inf ρ2
≤ Q[u, u]∫
Ω ρ2u
2dx
≤ Q[u, u]∫
Ω ρ1u
2dx
(
1 +
‖ρ2 − ρ1‖L∞(Ω)
ess inf ρ2
)
+
2b‖ρ2 − ρ1‖L∞(Ω)
ess inf ρ2
. (2.1.3)
If ρ1, ρ2 satisfy ‖ρ2−ρ1‖L∞(Ω) < ess inf ρ2, then taking the infimum and the
supremum in (2.1.3) yields
|λj [ρ1]− λj [ρ2]| ≤ λj [ρ1] + 2b
ess inf ρ2
‖ρ1 − ρ2‖L∞(Ω). (2.1.4)
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It is easy to see that formula (2.1.4) still holds if in the right-hand side we
replace λj [ρ1] with λj [ρ2] and ess inf ρ2 with ess inf ρ1. This proves formula
(2.1.1).
Actually, λj [ρ] depends with continuity on ρ not only with respect to the
strong topology of L∞(Ω) but also with respect to the weak* topology, which
is clearly more relevant in optimization problems. The following theorem
was proved by Cox and McLaughlin [33] in the case of the Dirichlet Laplacian
and mass densities uniformly bounded away from zero and infinity. The
proof can be easily adapted to the general case. Moreover, it is possible to
replace the uniform lower bound for ρ by a weaker assumption.
Theorem 2.1.5. Let C ⊂ R be a bounded set. Assume that there exist
a, b, c > 0 such that inequalities (1.3.3) and (1.3.4) are satisfied for all ρ ∈ C.
Then the functions from C to R which take any ρ ∈ C to λj [ρ] are weakly*
continuous for all j ∈ N.
Proof. Since C is bounded in L∞(Ω), it suffices to prove that given ρ ∈ C
and a sequence ρk ∈ C, k ∈ N such that ρk ⇀∗ ρ as k → ∞ then λj [ρk] →
λj [ρ]. To do so, we first prove that for each j ∈ N there exists Lj > 0 such
that λj [ρk] ≤ Lj for all k ∈ N. This is clearly trivial if we assume that
0 < α ≤ ρ for all ρ ∈ C, in which case λj [ρ] ≤ λj [α]. Let j ∈ N be fixed
and u1, . . . , uj ∈ V (Ω) be linearly independent eigenfunctions associated
with the eigenvalues λ1[ρ], . . . , λj [ρ], normalized by < ur, us >ρ= δrs for all
r, s = 1, . . . , j. Note that
lim
k→∞
∫
Ω
urusρkdx =
∫
Ω
urusρdx,
for all r, s = 1, . . . , j. Thus
lim
k→∞
∫
Ω
( j∑
r=1
γrur
)2
ρkdx =
∫
Ω
( j∑
r=1
γrur
)2
ρdx, (2.1.6)
uniformly with respect to γ = (γ1, . . . , γj) ∈ Rj with |γ| ≤ 1. Let E be the
linear space generated by u1, . . . , uj . By (2.1.6) it follows that for any ε > 0
there exists kε ∈ N such that∫
Ω
∑
|α|,|β|≤mAαβD
αuDβudx∫
Ω u
2ρkdx
≤
∫
Ω
∑
|α|,|β|≤mAαβD
αuDβudx∫
Ω u
2ρdx
(2.1.7)
+ε(λj [ρ] + 2b) ≤ λj [ρ] + ε(λj [ρ] + 2b)
for all u ∈ E, k ≥ kε. By combining (1.3.8) and (2.1.7) we deduce that
λj [ρk] ≤ λj [ρ] + ε(λj [ρ] + 2b) for all k ≥ kε, which implies the existence of a
uniform bound Lj as claimed above. The rest of the proof follows the lines
of Cox [33]. Let uj [ρk], j ∈ N be a sequence of eigenfunctions associated
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with the eigenvalues λj [ρk] normalized by < uj [ρk], ul[ρk] >ρk= δjl for all
j, l ∈ N. Note that Q[uj [ρk], uj [ρk]] = λj [ρk] for all k ∈ N, where we
denoted by Q[u, ϕ] the left-hand side of (2.0.3). By inequality (1.3.3), the
sequence uj [ρk], k ∈ N is bounded in the space V (Ω) equipped with the
standard norm of Hm(Ω). It follows that possibly passing to subsequences,
there exists u¯j ∈ V (Ω) such that uj [ρk] weakly converges to u¯j as k → ∞
in V (Ω), and there exists λ¯j ∈ R such λj [ρk] converges to λ¯j as k → ∞.
Moreover, since the embedding V (Ω) ⊂ L2(Ω) is compact we can directly
assume that uj [ρk] converges to u¯j strongly in L
2(Ω) as k →∞. By passing
to the limit in the weak equation
Q[uj [ρk], ϕ] = λj [ρk] < uj [ρk], ϕ >ρk , ∀ ϕ ∈ V (Ω) ,
it follows that λ¯j is an eigenvalue and of problem (2.0.3) and u¯j a corre-
sponding eigenfunction. Note that < u¯j , u¯l >ρ= δjl for all j, l ∈ N, hence
λj , j ∈ N is a divergent sequence. It remains to prove that λ¯j = λj [ρ] for
all j ∈ N. To do so, assume by contradiction that there exists an eigenfunc-
tion u¯ ∈ V (Ω) associated with an eigenvalue λ¯ of the weak problem (2.0.3)
such that < u¯, u¯j >ρ= 0 for all j ∈ N. Assume that u¯ is normalized by
‖u¯‖ρ = 1/(b + λ¯). By the Auchmuty principle [13] applied to the operator
L+ bIρ, where L+ bIρ has been defined in Section 1.3, we have
− 1
2(b+ λj [ρk])
≤
Q[u, u] + b‖u‖2L2ρk (Ω)
2
− ‖u− Pn−1,ρku‖L2ρk (Ω) , (2.1.8)
for all u ∈ V (Ω) and j, k ∈ N. Here Pj−1,ρku denotes the orthogonal projec-
tion in L2ρk(Ω) of u onto the space generated by u1[ρk], . . . , uj−1[ρk] for all
j ≥ 2 and P0,ρku ≡ 0. By setting u = u¯ and passing to the limit in (2.1.8)
as k →∞, we obtain
− 1
2(b+ λ¯j)
≤
Q[u¯, u¯] + b‖u¯‖2L2ρ(Ω)
2
− ‖u¯‖L2ρ(Ω) = −
1
2(b+ λ¯)
for all j ∈ N, which contradicts the fact that λ¯j →∞ as j →∞.
2.2 Analyticity of the eigenvalues
By classical results in perturbation theory, one can prove that λj [ρ] depends
real-analytically on ρ as long as λj [ρ] is a simple eigenvalue. This is no longer
true if the multiplicity of λj [ρ] varies. In the case of multiple eigenvalues,
analyticity can be proved for the symmetric functions of the eigenvalues.
Namely, given a finite set of indexes F ⊂ N, we set
R[F ] := {ρ ∈ R : λj [ρ] 6= λl[ρ], ∀ j ∈ F, l ∈ N \ F}
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and
ΛF,h[ρ] :=
∑
j1,...,jh∈F
j1<···<jh
λj1 [ρ] · · ·λjh [ρ], h = 1, . . . , |F |.
Moreover, in order to compute formulas for the Freche´t differentials, it
is also convenient to set
Θ[F ] := {ρ ∈ R[F ] : λj1 [ρ] = λj2 [ρ], ∀ j1, j2 ∈ F} .
Then we have the following result:
Theorem 2.2.1. Assume that there exist a, b, c > 0 such that inequalities
(1.3.3) and (1.3.4) are satisfied. Let F be a finite subset of N. Then R[F ]
is an open set in L∞(Ω) and the functions ΛF,h are real-analytic in R[F ].
Moreover, if F = ∪nk=1Fk and ρ ∈ ∩nk=1Θ[Fk] is such that for each k =
1, . . . , n the eigenvalues λj [ρ] assume the common value λFk [ρ] for all j ∈ Fk,
then the differentials of the functions ΛF,h at the point ρ are given by the
formula
dΛF,h[ρ][ρ˙] = −
n∑
k=1
ck
∑
l∈Fk
∫
Ω
u2l ρ˙dx , (2.2.2)
for all ρ˙ ∈ L∞(Ω), where
ck =
∑
0≤h1≤|F1|
......
0≤hn≤|Fn|
h1+···+hn=h
(|Fk| − 1
hk − 1
)
λhkFk [ρ]
n∏
j=1
j 6=k
(|Fj |
hj
)
λ
hj
Fj
[ρ],
and for each k = 1, . . . , n, {ul}l∈Fk is an orthonormal basis in L2ρ(Ω) of the
eigenspace associated with λFk [ρ].
Proof. We set
Λ˜F,h[ρ] :=
∑
j1,...,jh∈F
j1<···<jh
(λj1 [ρ] + b) · · · (λjh [ρ] + b) ,
for all ρ ∈ R[F ]. Note that by elementary combinatorics, we have
ΛF,h[ρ] =
h∑
k=0
(−b)h−k
(|F | − k
h− k
)
Λ˜F,k[ρ] , (2.2.3)
where we have set ΛF,0 = Λ˜F,0 = 1.
By adapting to the operator L+ bIρ the same argument used in [76] for
the Dirichlet Laplacian, thanks to Theorem 1.3.4 and Theorem 1.2.7, one
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can prove that R[F ] is an open set in L∞(Ω) and that Λ˜F,h[ρ] depends real-
analytically on ρ ∈ R[F ]. Thus, by (2.2.3) we deduce the real-analyticity of
the functions ΛF,h.
We now prove formula (2.2.2). First we assume that n = 1, hence
F = F1 and ρ ∈ Θ[F ]. For simplicity, we write λF [ρ] rather than λF1 [ρ].
The same computations used in [76] yield the following formula for the
Freche´t differential dΛ˜F,h[ρ] of Λ˜F,h at the point ρ ∈ R[F ]:
dΛ˜F,h[ρ][ρ˙] = −(λF [ρ] + b)h+1
(|F | − 1
h− 1
)∑
l∈F
< dTρ[ρ˙][ul], ul >ρ ,
for all ρ˙ ∈ L∞(Ω), where Tρ is defined by (1.3.6) with w = ρ. By standard
calculus and by recalling that Tρul = (λF [ρ] + b)
−1ul for all l ∈ F , we have
< dTρ[ρ˙][ul], ul >ρ= −b < (L+ bIρ)−1dIρ[ρ˙](L+ bIρ)−1Iρul, ul >ρ
+ < (L+ bIρ)
−1dIρ[ρ˙]ul, ul >ρ=
λF [ρ]
λF [ρ] + b
< (L+ bIρ)
−1dIρ[ρ˙]ul, ul >ρ
=
λF [ρ]
(λF [ρ] + b)2
∫
Ω
u2l ρ˙dx
hence
dΛ˜F,h[ρ][ρ˙] = −λF [ρ](λF [ρ] + b)h−1
(|F | − 1
h− 1
)∑
l∈F
∫
Ω
u2l ρ˙dx , (2.2.4)
for all ρ˙ ∈ L∞(Ω). By (2.2.3) and (2.2.4) we get
dΛF,h[ρ][ρ˙]
= −
h∑
k=1
λF [ρ](λF [ρ] + b)
k−1(−b)h−k
(|F | − 1
k − 1
)(|F | − k
h− k
)∑
l∈F
∫
Ω
u2l ρ˙dx
= −λF [ρ]
(|F | − 1
h− 1
) h−1∑
k=0
(
h− 1
k
)
(λF [ρ] + b)
k(−b)h−1−k
∑
l∈F
∫
Ω
u2l ρ˙dx,
which immediately implies (2.2.2) for n = 1. We now consider the case
n > 1. By means of a continuity argument, one can easily see that there
exists an open neighborhood W of ρ in R[F ] such that W ⊂ ∩nk=1R[Fk].
Thus,
ΛF,h =
∑
0≤h1≤|F1|,...,0≤hn≤|Fn|
h1+···+hn=h
n∏
k=1
ΛFk,hk (2.2.5)
onW. By differentiating equality (2.2.5) at the point ρ and applying formula
(2.2.2) for n = 1 to each function ΛFk,hk , we deduce the validity of formula
(2.2.2) for arbitrary values of n ∈ N.
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2.3 Maximum principle
In this section we consider the case of general intermediate boundary condi-
tions. This means that we assume that V (Ω) is a closed subspace of Hm(Ω)
satisfying the inclusion
V (Ω) ⊂ H10 (Ω) . (2.3.1)
Moreover, we assume that Ω has finite measure. For all M > 0 we set
LM :=
{
ρ ∈ L∞(Ω) :
∫
Ω
ρdx = M
}
.
The following theorem is a generalization of [76, Theorem 4.4] to the case of
intermediate boundary conditions and can be thought as a kind of maximum
principle.
Theorem 2.3.2. Let all assumptions of Theorem 2.2.1 hold. Assume in
addition that Ω has finite measure and inclusion (2.3.1) holds. Then for
all h = 1, . . . , |F | the map ΛF,h of R[F ] ∩ LM to R which takes any ρ ∈
R[F ] ∩ LM to ΛF,h[ρ] has no points of local maximum or minimum ρ˜ such
that λj [ρ˜] have the same sign and λj [ρ˜] 6= 0 for all j ∈ F .
Proof. It is convenient to consider the real-valued function M defined on
L∞(Ω) by M [ρ] :=
∫
Ω ρdx for all ρ ∈ L∞(Ω). Assume by contradiction
the existence of ρ˜ as in the statement. Then ρ˜ is a critical point for the
function ΛF,h subject to the mass constraint M [ρ] = M . This implies the
existence of a Lagrange multiplier, which means that there exists c ∈ R such
that dΛF,h[ρ˜] = cdM [ρ˜] (see e.g., [37, Theorem 26.1]). By formula (2.2.2),
it follows that ∫
Ω
 n∑
k=1
ck
∑
l∈Fk
u2l
 ρ˙dx = c∫
Ω
ρ˙dx,
for all ρ˙ ∈ L∞(Ω). Note that ck are non-zero real numbers of the same sign.
Since ρ˙ is arbitrary, it follows that n∑
k=1
ck
∑
l∈Fk
u2l
 = c, a.e. in Ω. (2.3.3)
Since ul ∈ H10 (Ω), then by a standard argument one can prove that the
function (
∑n
k=1
∑
l∈Fk(
√|ck|ul)2)1/2 belongs to the space H10 (Ω) and equals√|c| almost everywhere in Ω. As is well-known the space H10 (Ω) does not
contain constant functions apart from the function identically equal to zero.
Thus c = 0 and accordingly ul = 0 for all l ∈ F , a contradiction.
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Remark 2.3.4. Theorem 2.3.2 concerns mass densities ρ˜ such that λj [ρ˜]
do not vanish and have the same sign for all j ∈ F . This assumption
is clearly guaranteed for positively defined operators. Moreover, we note
that the sign of the eigenvalues is preserved by small perturbations of ρ.
Hence our assumption is not much restrictive in the analysis of bifurcation
phenomena associated with multiple eigenvalues different from zero.
Finally, by Theorems 2.1.5 and 2.3.2 we deduce the following:
Corollary 2.3.5. Let all assumptions of Theorem 2.3.2 hold. Let C ⊂ R[F ]
be a weakly∗ compact set in L∞(Ω). Assume that there exist a, b > 0 such
that inequality (1.3.3) is satisfied for all ρ ∈ C. Let M > 0 be such that
C ∩LM is not empty. Assume that the eigenvalues λj [ρ] have the same sign
and do not vanish for all j ∈ F , ρ ∈ C. Then for all h = 1, . . . , |F |, the map
ΛF,h from C ∩LM to R which takes ρ ∈ C ∩LM to ΛF,h[ρ] admits points of
maximum and minimum and all such points belong to ∂C ∩ LM .
Proof. Recall that weakly* compact sets are bounded. Thus, by Theorem
2.1.5 the functions ΛF,h are weakly* continuous on C hence they admit both
maximum and minimum on the weakly* compact subset C ∩ LM of C. By
Corollary 2.3.2 the corresponding points of maximum and minimum cannot
be interior points of C, hence they belong to ∂C ∩ LM .
Condition (2.3.1) was used only to guarantee that V (Ω) \ {0} does not
contain constant functions. Thus, one may replace condition (2.3.1) by
slightly more general conditions. For example one may assume that V (Ω) ⊂
H10,Γ(Ω) where H
1
0,Γ(Ω) is the closure in H
1(Ω) of C∞-functions vanishing
in an open neighborhood of a suitable subset of Γ of ∂Ω. In this case, one
would talk about mixed-intermediate boundary conditions. We can argue
as in the proof of Theorem 2.3.2 and get to condition (2.3.3). Then we
note that the function
(∑n
k=1
∑
l∈Fk(
√|ck|ul)2)1/2 belongs to the space
H10,Γ(Ω) and equals
√|c| almost everywhere. The space H10,Γ(Ω) does not
contain non-zero constant functions and therefore ul = 0 for all l ∈ F , a
contradiction. Therefore Theorem 2.3.2 and Corollary 2.3.5 hold also in the
case V (Ω) ⊂ H10,Γ(Ω).
Remark 2.3.6. If V (Ω) is a closed subspace of Hm(Ω) containing constant
functions different from zero, then we could argue as in the proof on The-
orem 2.3.2 up to condition (2.3.3). Thus, in the general case one could
simply characterize the critical mass densities of the functions ΛF,h as those
mass densities for which condition (2.3.3) is satisfied. Clearly, in the case of
simple eigenvalues condition (2.3.3) reduces to u = const in Ω which implies
that λ = 0. Thus, we conclude that the maximum principle stated in The-
orem 2.3.2 holds for all simple eigenvalues and all homogeneous boundary
conditions under consideration. As for multiple eigenvalues we note that
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the analysis of condition (2.3.3) is not straightforward as it may appear at
a first glance.
2.4 Poly-harmonic operators
In this sections we consider the case of poly-harmonic operators. Let m ∈ N.
Consider (2.0.1) and (2.0.2) with Aαβ = δαβm!/α! for all α, β ∈ N0N with
|α| = |β| = m, where δαβ = 1 if α = β and δαβ = 0 otherwise. Let l ∈ N0,
0 ≤ l ≤ m and V (Ω) = Hm(Ω) ∩ H l0(Ω). Note that (1.3.3) and (1.3.4)
are satisfied for any b > 0 where a, c > 0 are suitable constants possibly
depending on b. Moreover, if 1 ≤ l ≤ m and the open set Ω has finite
Lebesgue measure then the embedding V (Ω) ⊂ L2(Ω) is compact. If l = 0
and the open set Ω is bounded and has a Lipschitz continuous boundary
then the embedding V (Ω) ⊂ L2(Ω) is compact (actually it is enough to
assume that Ω is a bounded open set with a quasi-continuous boundary, see
[26, Theorem 8]). Under these assumptions all corresponding eigenvalues λj
are well-defined and non-negative.
Note that if l = m then V (Ω) = Hm0 (Ω) and by integrating by parts one
can easily realize that the the bilinear form Q[u, ϕ] can be written in the
more familiar form
Q[u, ϕ] =
{ ∫
Ω ∆
m
2 u∆
m
2 ϕdx, if m is even ,∫
Ω∇∆
m−1
2 u∇∆m−12 ϕdx, if m is odd ,
for all u, ϕ ∈ Hm0 (Ω). In this case we obtain the classical eigenvalue problem
for poly-harmonic operators subject to the Dirichlet boundary conditions.
The classical formulation of the Dirichlet problem problem is{
(−∆)mu = λρu, in Ω,
u = ∂u∂ν = · · · = ∂
m−1u
∂νm−1 = 0, on ∂Ω,
where we denote by ν the outer unit normal to ∂Ω. We recall that the
Dirichlet problem arises in the study of vibrating strings for N = 1 and
m = 1, membranes for N = 2 and m = 1, and clamped plates for N = 2
andm = 2. We refer to [31, 47, 94] for the physical derivation of the problem.
In the general case l ≤ m, the classical formulation of the eigenvalue
problem is 
(−∆)mu = λρu, in Ω,
∂ju
∂νj
= 0, ∀ j = 0, . . . , l − 1, on ∂Ω,
Bju = 0, ∀ j = 1, . . . ,m− l, on ∂Ω,
where Bj are uniquely defined ‘complementing’ boundary operators. See
[88] for details. For N ≥ 2, m = 2 and l = 1 we obtain the problem
∆2u = λρu, in Ω,
u = 0, on ∂Ω,
∆u− (N − 1)κ∂u∂ν = 0, on ∂Ω,
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where κ is the mean curvature of the boundary of Ω. This problem models
a hinged vibrating rod for N = 1 and a hinged plate for N = 2. See [47] for
further details.
Finally, we note that if m = 2 and l = 0 then V (Ω) = H2(Ω) and
problem (1.3.1) is the weak formulation of a Neumann-type problem for the
biharmonic operator
∆2u = λρu, in Ω,
∂2u
∂2ν
= 0, on ∂Ω,
div∂Ω
(
D2u · ν)+ ∂∆u∂ν = 0, on ∂Ω.
Here div∂Ω is the tangential divergence and
(
D2u · ν)
∂Ω
is the orthogonal
projection of D2u·ν onto the tangent hyperplane to ∂Ω. This prolem models
a free rod for N = 1 and a free plate for N = 2. See also [28].
We consider all the poly-harmonic operators subject to Dirichlet or in-
termediate boundary conditions, i.e., 1 ≤ l ≤ m. From Theorem 2.1.5 and
Theorem 2.3.2 we deduce the following:
Corollary 2.4.1. Let m, l ∈ N with 1 ≤ l ≤ m. Consider problem (2.0.3)
with Aαβ = δαβm!/α! for all α, β ∈ NN0 with |α| = |β| = m and V (Ω) =
Hm(Ω) ∩ H l0(Ω). Assume that Ω has finite measure. Then for all h =
1, ..., |F |, the map ΛF,h of R[F ] ∩ LM to R which takes any ρ ∈ R[F ] ∩ LM
to ΛF,h[ρ] has no points of local maximum or minimum ρ˜. Moreover, let C ⊂
R[F ] be a weakly* compact set in L∞(Ω) such that infρ∈C ess infx∈Ω ρ(x) >
0. Let M > 0 be such that C ∩LM is not empty. Then for all h = 1, ..., |F |,
the map ΛF,h admits points of maximum and minimum and all such points
belong to ∂C ∩ LM .
Proof. First we note that since infρ∈C ess infx∈Ω ρ(x) > 0, inequality (1.3.3)
is satisfied for suitable constants a, b > 0 not depending on ρ ∈ C. Moreover,
the embedding Hm(Ω) ∩H l0(Ω) ⊂ L2(Ω) is compact. We also note that all
the eigenvalues λj [ρ] are non-negative. The proof now is the same as that
of Theorem 2.3.2 and of Corollary 2.3.5.
We consider now a particular class of weakly* compact sets. Let A,B ∈
L∞(Ω) be functions satisfying the condition
0 < ess inf
x∈Ω
A(x) < ess sup
x∈Ω
B(x) <∞.
Let C := {ρ ∈ L∞(Ω) : A ≤ ρ ≤ B}. Clearly, C is a weakly* compact
set. Moreover, since all mass densities ρ are uniformly bounded away from
zero and infinity, inequality (1.3.3) is satisfied for suitable constants a, b > 0
not depending on ρ ∈ C. Thus Corollary 2.4.1 is applicable to all non-zero
eigenvalues. It turns out that point of maximum and minimum ρ˜ should
coincide with A(x) or B(x) in a set of positive measure.
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2.5 The Laplace operator with Neumann bound-
ary conditions
As we have observed at the end of Section 2.3, the analysis of condition
(2.3.3) in the case of multiple eigenvalues and energy spaces V (Ω) contain-
ing non-zero costant functions is not straightforward. We consider here the
prototypical case of the Laplace operator with Neumann boundary condi-
tions {
−∆u = λρu, in Ω,
∂u
∂ν = 0, on ∂Ω.
(2.5.1)
The weak formulation of problem (2.5.1) is∫
Ω
∇u · ∇ϕdx = λ
∫
Ω
ρuϕdx, ∀ϕ ∈ H1(Ω), (2.5.2)
which correspond to the choice Aαβ = δαβ, V (Ω) = H
1(Ω) in (2.0.3). From
Remark 2.3.6 it follows that in the case V (Ω) = H1(Ω) we have that ρ˜ is a
critical point for ΛF,h provided condition (2.3.3) is satisfied. Under suitable
regularity assumptions on the eigenfunctions associated with a double eigen-
value, we may prove that the validity of (2.3.3) implies that the eigenvalue
must be zero. This is proved in the following theorem.
Theorem 2.5.3. Let Ω be a bounded domain in RN with a Lipschitz contin-
uous boundary, M > 0 and F = {m,n} with m,n ∈ N, m 6= n. Let ρ˜ ∈ R[F ]
be continuous and moreover, assume that the solutions to problem (2.5.2)
are classical solutions and the nodal domains are sucht that the Divergence
Theorem holds. Then for h = 1, 2, ρ˜ is not a critical mass density for the
function which takes ρ ∈ R[F ] to ΛF,h[ρ] under the constraint ρ ∈ R ∩ LM .
Proof. Let ρ˜ ∈ R[F ] be fixed. Then we have one of the following cases:
Case 1) ρ˜ ∈ Θ[F ]. In this case λF = λm = λn is an eigenvalue of multiplicity
2. Then by (2.2.4) it follows that
dΛF,1[ρ˜][ρ˙] = −λ2F
∫
Ω
ρ˙(u2m + u
2
n)dx ,
dΛF,2[ρ˜][ρ˙] = −λ3F
∫
Ω
ρ˙(u2m + u
2
n)dx,
where {um, un} is a orthogonal basis in L2ρ˜(Ω) of the eigenspace
associated with λF .
Case 2) ρ˜ ∈ ⋂2k=1 Θ[Fk], where F1 = {m}, F2 = {n}. In this case λF1 =
λm, λF2 = λn are two simple eigenvalues. Then there exists an open
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neighborhood in R of ρ˜ such that W ⊆ ⋂2k=1R[Fk]. Then
dΛF,1[ρ˜][ρ˙] = d(ΛF2,1 + ΛF1,1)[ρ˜][ρ˙]
= −
∫
Ω
ρ˙(λ2F2u
2
n + λ
2
F1u
2
m)dx ,
dΛF,2[ρ˜][ρ˙] = d(ΛF1,1ΛF2,1)[ρ˜][ρ˙]
= −
∫
Ω
ρ˙(λF1λ
2
F2u
2
n + λF2λ
2
F1u
2
m)dx,
where um is the eigenfunction associated with the eigenvalue λF1 , un
is the eigenfunction associated with the eigenvalue λF2 , and um, un
are such that
∫
Ω ρ˜u
2
mdx = 1,
∫
Ω ρ˜u
2
ndx = 1.
Suppose now that ρ˜ is a critical mass density for ΛF,h, h = 1, 2 in LM . Then,
in both cases, from condition (2.3.3) it follows that there exist cn, cm > 0,
c > 0 such that
(cnu
2
n + cmu
2
m) = c , a.e. in Ω.
Let us consider separately the different cases:
i) ρ˜ ∈ Θ[F ], dΛF,1[ρ˜][ρ˙] = −λ2F
∫
Ω ρ˙(u
2
m + u
2
n)dx (the case dΛF,2[ρ˜][ρ˙] =
−λ3F
∫
Ω ρ˙(u
2
m +u
2
n)dx is analogous). Then, by differentiating the equal-
ity
u2m + u
2
n = C (2.5.4)
we obtain
um∇um + un∇un = 0 (2.5.5)
which implies in particular
|∇um(x)|2 = u
2
n(x)
u2m(x)
|∇un(x)|2 ,
for all x ∈ Ω such that um(x) 6= 0. Let us differentiate again in (2.5.5)
and use the fact that −∆um = λF ρ˜um and −∆un = λF ρ˜un. We obtain
|∇um(x)|2 + |∇un(x)|2 = λF ρ˜
(
u2m(x) + u
2
n(x)
)
.
By combining (2.5.4), (2.5.5) and (2.5.6) we get(
u2n(x)
u2m(x)
+ 1
)
|∇un(x)|2 = λF ρ˜C,
hence
|∇un(x)|2 = λF ρ˜um(x)2, (2.5.6)
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for all x ∈ Ω such that um(x) 6= 0. It is easy to see that (2.5.6) holds
also if x ∈ Ω is such that um(x) = 0 because in this case u2n has a
maximum in x (see (2.5.4)), hence ∇un(x) = 0. In the same way one
can also show
|∇um(x)|2 = λF ρ˜u2n(x).
ii) ρ˜ ∈ ⋂2k=1 Θ[Fk], dΛF,1[ρ˜][ρ˙] = − ∫Ω ρ˙(λ2F2u2n + λ2F1u2m)dx. In a similar
way as for Case 1), since λ2F2u
2
n + λ
2
F1
u2m = C and −∆um = λF1 ρ˜um,
−∆un = λF2 ρ˜un, we obtain the following relations:
|∇um(x)|2 =
λ2F2
Cλ2F1
ρ˜
(
λ3F1u
2
m(x) + λ
3
F2u
2
n(x)
)
u2n(x); (2.5.7)
|∇un(x)|2 =
λ2F1
Cλ2F2
ρ˜
(
λ3F1u
2
m(x) + λ
3
F2u
2
n(x)
)
u2m(x).
iii) ρ˜ ∈ ⋂2k=1 Θ[Fk], dΛF,2[ρ˜][ρ˙] = − ∫Ω ρ˙(λF1λ2F2u2n + λF2λ2F1u2m)dx. By
imposing λF1λ
2
F2
u2n + λF2λ
2
F1
u2m = C we obtain
|∇um(x)|2 =
λ2F2
C
ρ˜
(
λ2F1u
2
m(x) + λ
2
F2u
2
n(x)
)
u2n(x); (2.5.8)
|∇un(x)|2 =
λ2F1
C
ρ˜
(
λ2F1u
2
m(x) + λ
2
F2u
2
n(x)
)
u2m(x).
By (2.5.6), (2.5.7) and (2.5.8) we observe that in all cases, the nodal set of
one of the two eigenfunctions coincides with the set where the gradient of
the other vanishes. We also note that there are no points in Ω where both
um and ∇um vanish (respectively un and ∇un). This implies that nodal
sets of um are manifolds and coincide with the sets where ∇un vanishes. We
observe that the nodal sets of the eigenfunctions u of problem (2.5.2) are
not empty, since for such functions
∫
Ω ρ˜udx = 0, hence u changes its sign on
Ω.
Let us consider a nodal domain Ωm of um. The function um doesn’t
change sign on Ωm. The boundary ∂Ωm of Ωm can be written as ∂Ωm =
Γ1 ∪ Γ2, where Γ1 ⊂ ∂Ω and Γ2 ⊂ Ω. First we show that Γ1 6= ∅. Assume
by contradiction that Γ1 = ∅. The function un|Ωm is an eigenfunction of
problem (2.5.1) with Ω replaced by Ωm corresponding to the eigenvalue λF2 .
Indeed the equation −∆un = λF2un is clearly satisfied on Ωm and ∂un∂ν = 0
on ∂Ωm, since ∇un is zero on ∂Ωm. Since un|Ωm is not identically zero, it
must change sign. Thus, there exist at least two non-empty nodal domains
for un|Ωm in Ωm. We claim that al least one of them, say Ωmn , is relatively
compact in Ωm. If this were false, then there would exist at least a point x
of ∂Ωm such that un(x) = 0, hence ∇um(x) = 0. But we since Γ1 = ∅ we
have um(x) = 0. Thus un(x) = um(x) = 0, hence C = 0, a contradiction.
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Thus there exists a nodal domain Ωmn of un|Ωm such that Ωmn ⊂ Ωm. Now,
um|Ωmn solves problem (2.5.1) with λF1 , hence it must change sign Ωmn .
But Ωmn is relatively compact in Ωm, and on this set um has constant sign,
a contradiction.
Thus we have proved that Γ1 6= ∅. Recall that um has constant sign
on Ωm. Moreover,
∂un
∂ν = 0 on Γ1, while ∇un = 0 on Γ2, since here
um = 0. Then un|Ωm is solution of problem (2.5.1) with Ω replaced by
Ωm corresponding to the eigenvalue λF2 and it changes sign on Ωm. Let
Ωmn be a nodal domain of un|Ωm . By the arguments above we have that
∂Ωmn = Γ1,n ∪ Γ2,n, where ∅ 6= Γ1,n ⊂ ∂Ωm, and Γ2,n ⊂ Ωm. We claim
that there exists at least one nodal domain Ωmn such that Γ1,n ⊂ ∂Ω. If
this were false, the boundary ∂Ωmn of each Ωmn would be of the type:
∂Ωmn = (Γ1,n ∩ ∂Ω) ∪ (Γ1,n ∩ (∂Ωm \ (∂Ω ∩ ∂Ωm))) ∪ Γ2,n, and each of
these partitions of ∂Ωmn would be non-empty. Since Ωmn is connected,
(Γ1,n ∩ (∂Ωm \ (∂Ω∩ ∂Ωm)))∩ Γ2,n 6= ∅. On this set um and ∇um vanish, a
contradiction. Thus there exists Ωmn such that Γ1,n ⊂ ∂Ω. Then um|Ωmn is
a nontrivial solution of problem (2.5.1) corresponding to the eigenvalue λF2
and changes its sign on Ωmn , a contradiction. This concludes the proof.
As a consequence of Theorem 2.1.5 and Theorem 2.5.3 we have the fol-
lowing
Corollary 2.5.9. Let Ω be a bounded domain in RN with a Lipschitz con-
tinuous boundary, F = {m,n} with m,n ∈ N, m 6= n. Let C ⊆ R[F ] be a
weakly* compact subset of L∞(Ω) such that infρ∈C ess infΩ ρ > 0. Let M > 0
and LM = {ρ ∈ L∞(Ω) :
∫
Ω ρ = M}. Then for h = 1, 2, the function which
takes ρ ∈ C ∩LM to ΛF,h[ρ] has maxima and minima, and if for such points
the solutions of problem (2.5.2) are classic solutions, they must belong to
∂C ∩ LM .
Proof. The proof is identical to that of Corollary 2.3.5.
Chapter 3
Mass concentration
phenomena for second order
operators
In this chapter we consider the eigenvalue problem for the Laplace operator
−∆ subject to Dirichlet and Neumann boundary conditions. In particular
we shall consider eigenvalue problems of the type
−∆u = λρεu
on a bounded open set Ω in RN , where ρε is a measurable and positive
function which depends on a small parameter ε > 0 and which is of order
ε−1 in a ε-neighborhood of points or hypersurfaces contained in Ω as ε→ 0
and is of order ε in the rest of Ω, as ε→ 0.
For N = 2 this problem is related to the study of the vibration of a
thin membrane which occupies at rest a planar region Ω ⊂ R2 and the mass
of which is displaced on the whole of Ω with density ρε. Roughly speak-
ing, we consider vibrating membranes the mass of which concentrates near
points or hypersurfaces contained in Ω and we investigate the behavior of
the eigenvalues, which represent the squares of the normal modes of vibra-
tion, as ε → 0. Since the dimension does not play any relevant role in our
discussion, we consider from now on open bounded sets in RN .
In the case of Neumann boundary conditions and mass densities which
concentrate near the boundary of Ω, we obtain that the Neumann eigen-
values converge to the eigenvalues of the Steklov problem for the Laplace
operator, which in this sense can be considered a limiting Neumann prob-
lem. Then we shall discuss the dependence of the eigenvalues of the Steklov
problem upon mass density perturbations in the same spirit of Chapter 2.
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3.1 Neumann to Steklov eigenvalues
Let Ω be a bounded domain in RN of class C1. Let ρ ∈ RS , where
RS := {ρ ∈ L∞(∂Ω) : ess infx∈∂Ωρ(x) > 0} . (3.1.1)
We consider the classical Steklov eigenvalue problem for the Laplace opera-
tor {
∆u = 0, in Ω ,
∂u
∂ν = λρu, on ∂Ω ,
(3.1.2)
in the unknowns u (the eigenfunction), λ (the eigenvalue). This problem
models a free vibrating membrane whose mass is concentrated at the bound-
ary with surface density ρ (see [99] for the derivation of the problem). We
consider the weak formulation of (3.1.2)∫
Ω
∇u · ∇ϕdx = λ
∫
∂Ω
ρuϕdσ , ∀ϕ ∈ H1(Ω) , (3.1.3)
in the unknowns u ∈ H1(Ω), λ ∈ R. Actually, we shall consider a problem in
the space H1(Ω)/R since we need to get rid of the constants, which generate
the eigenspace corresponding to the eigenvalue λ = 0.
We denote by Tr the trace operator acting from H1(Ω) to L2(∂Ω). We
denote by J Sρ the continuous embedding of L2(∂Ω) into H1(Ω)′ defined by
J Sρ [u][ϕ] :=
∫
∂Ω
ρuϕdσ, ∀u ∈ L2(∂Ω), ϕ ∈ H1(Ω).
We set
H1,Sρ (Ω) :=
{
u ∈ H1(Ω) :
∫
∂Ω
ρudσ = 0
}
,
and we consider on H1(Ω) the bilinear form
< u, v >:=
∫
Ω
∇u · ∇vdx. (3.1.4)
By the Poincare´-Wirtinger inequality, it turns out that the bilinear form
(3.1.4) is a scalar product on H1,Sρ (Ω) whose induced norm is equivalent
to the standard one. In the sequel we will think of the space H1,Sρ as en-
dowed with the scalar product (3.1.4). Let F (Ω) be defined by F (Ω) :={
G ∈ H1(Ω)′ : G[1] = 0}. Then we consider the operator MSρ acting from
H1,Sρ (Ω) to F (Ω), defined by
MSρ [u][ϕ] :=
∫
Ω
∇u · ∇ϕdx, ∀u ∈ H1,Sρ (Ω), ϕ ∈ H1(Ω).
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It turns out thatMSρ is a homeomorphism of H1,Sρ (Ω) onto F (Ω). We define
the operator piSρ from H1(Ω) to H
1,S
ρ (Ω) by
piSρ [u] := u−
∫
∂Ω ρudσ∫
∂Ω ρdσ
, (3.1.5)
for all u ∈ H1(Ω). We consider the space H1(Ω)/R endowed with the
bilinear form induced by (3.1.4). Such bilinear form renders H1(Ω)/R a
Hilbert space. We denote by pi],Sρ the map from H1(Ω)/R onto H1,Sρ (Ω)
defined by the equality piSρ = pi
],S
ρ ◦ p, where p is the canonical projection
of H1(Ω) onto H1(Ω)/R. The map pi],Sρ turns out to be a homeomorphism.
Finally, we define the operator TSρ acting on H1(Ω)/R as follows
TSρ := (pi
],S
ρ )
−1 ◦ (MSρ )−1 ◦ J Sρ ◦ Tr ◦ pi],Sρ . (3.1.6)
Lemma 3.1.7. The pair (λ, u) of the set R×(H1,Sρ (Ω)\{0}) satisfies (3.1.3)
if and only if λ > 0 and the pair (λ−1, p[u]) of the set R× ((H1(Ω)/R)\{0})
satisfies the equation
λ−1p[u] = TSρ p[u].
We have the following theorem.
Theorem 3.1.8. The operator TSρ is a compact self-adjoint operator in
H1(Ω)/R, whose eigenvalues coincide with the reciprocals of the positive
eigenvalues of problem (3.1.3). In particular, the set of eigenvalues of prob-
lem (3.1.3) is contained in [0,+∞[ and consists of the image of a sequence
increasing to +∞. Each eigenvalue has finite multiplicity.
Proof. For the self-adjointness, it suffices to observe that
< TSρ u, v >H1(Ω)/R=< (pi
],S
ρ )
−1 ◦ (MSρ )−1 ◦ J Sρ ◦ Tr ◦ pi],Sρ u, v >H1(Ω)/R
=MSρ [(MSρ )−1 ◦ J Sρ ◦ Tr ◦ pi],Sρ u][pi],Sρ v]
= J Sρ [Tr ◦ pi],Sρ u][pi],Sρ v], ∀u, v ∈ H1(Ω)/R,
and that J Sρ [Tr◦pi],Sρ u][pi],Sρ v] is symmetric. As for compactness, just observe
that the trace operator acting from H1(Ω) to L2(∂Ω) is compact. The
remaining statements follow by standard spectral theory.
Therefore the eigenvalues of (3.1.3) can be represented by means of an
increasing sequence
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · · .
The first positive eigenvalue is λ2 as proved in the following theorem.
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Theorem 3.1.9. The first eigenvalue λ1 of (3.1.3) is zero and the corre-
sponding eigenfunctions are the constant functions on Ω. Moreover, λ2 > 0.
Proof. It is straightforward to prove that the constant functions on Ω are
eigenfunctions of (3.1.3) with eigenvalue λ = 0. Suppose now that u is an
eigenfunction corresponding to the eigenvalue λ = 0. Then we have∫
Ω
|∇u|2dx = 0.
Therefore, since Ω is connected, u is constant. This concludes the proof.
We can characterize the eigenvalues of (3.1.3) by means of the Rayleigh
Min-Max Principle:
λj = min
E⊂H1(Ω)
dimE=j
max
u∈E
u6=0
∫
Ω |∇u|2dx∫
∂Ω ρu
2dσ
. (3.1.10)
Now we turn our attention to the Neumann eigenvalue problem. Let
ρ ∈ R, where
R :=
{
ρ ∈ L∞(Ω) : ess inf
x∈Ω
ρ(x) > 0
}
. (3.1.11)
We consider the classical Neumann eigenvalue problem for the Laplace op-
erator { −∆u = λρu, in Ω ,
∂u
∂ν = 0, on ∂Ω ,
(3.1.12)
in the unknowns u (the eigenfunction), λ (the eigenvalue). This problem
models a free vibrating membrane of mass density ρ (see e.g., [31] for the
derivation of the problem). We consider the weak formulation of problem
(3.1.12) ∫
Ω
∇u · ∇ϕdx = λ
∫
Ω
ρuϕdx , ∀ϕ ∈ H1(Ω) , (3.1.13)
in the unknowns u ∈ H1(Ω), λ ∈ R. In the sequel we shall recast this
problem inH1(Ω)/R since we need to get rid of the constants, which generate
the eigenspace corresponding to the eigenvalue λ = 0. We denote by i the
canonical embedding of H1(Ω) into L2(Ω). We denote by JNρ the continuous
embedding of L2(Ω) into H1(Ω)′, defined by
JNρ [u][ϕ] :=
∫
Ω
ρuϕdx ∀u ∈ L2(Ω), ϕ ∈ H1(Ω).
We set
H1,Nρ (Ω) :=
{
u ∈ H1(Ω) :
∫
Ω
uρdx = 0
}
. (3.1.14)
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In the sequel we shall consider the space H1,Nρ (Ω) as endowed with the scalar
product (3.1.4). This scalar product induces on H1,Nρ (Ω) a norm which is
equivalent to the standard one. Then we consider the operator MNρ acting
from H1,Nρ (Ω) to F (Ω) defined by
MNρ [u][ϕ] :=
∫
Ω
∇u · ∇ϕdx, ∀u ∈ H1,Nρ (Ω), ϕ ∈ H1(Ω).
The operatorMNρ turns out to be a linear homeomorphism of H1,Nρ (Ω) onto
F (Ω). We define the operator piNρ from H1(Ω) to H
1,N
ρ (Ω) as
piNρ [u] := u−
∫
Ω uρdx∫
Ω ρdx
,
for all u ∈ H1(Ω). We consider the space H1(Ω)/R endowed with de bilinear
form induced by (3.1.4). Such form renders H1(Ω)/R a Hilbert space. We
denote by pi],Nρ the map from H1(Ω)/R onto H1,Nρ (Ω) defined by the equality
piNρ = pi
],N
ρ ◦ p, where p is the canonical projection of H1(Ω) onto H1(Ω)/R.
We define the operator TNρ acting on H1(Ω)/R as follows
TNρ := (pi
],N
ρ )
−1 ◦ (MNρ )−1 ◦ JNρ ◦ i ◦ pi],Nρ . (3.1.15)
Lemma 3.1.16. The pair (λ, u) of the set R × (H1,Nρ (Ω) \ {0}) satis-
fies (3.1.13) if and only if λ > 0 and the pair (λ−1, p[u]) of the set R ×
((H1(Ω)/R) \ {0}) satisfies the equation
λ−1p[u] = TNρ p[u].
We have the following theorem.
Theorem 3.1.17. The operator TNρ is a compact self-adjoint operator in
H1(Ω)/R and its eigenvalues coincide with the reciprocals of the positive
eigenvalues of problem (3.1.13). In particular, the set of eigenvalues of
problem (3.1.13) is contained in [0,+∞[ and consists of the image of a
sequence increasing to +∞. Each eigenvalue has finite multiplicity.
Proof. The proof is similar to that of Theorem 3.1.8. Just note that the
embedding i from H1(Ω) to L2(Ω) is compact.
We have the following theorem on the spectrum of problem (3.1.13).
Theorem 3.1.18. The first eigenvalue λ1 of (3.1.13) is zero and the corre-
sponding eigenfunctions are the constants. Moreover, the second eigenvalue
λ2 of (3.1.13) is positive.
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Ω ωϵ Ω ωϵ
Now we consider problem (3.1.13) with densities which concentrate in a
neighborhood of the boundary of Ω. Let us denote by ωε the set defined by
ωε := {x ∈ Ω : d(x, ∂Ω) < ε} . (3.1.19)
Let us fix a positive number M > 0 and define the family of densities
{ρε}ε∈]0,ε0[ ⊂ R as follows:
ρε(x) :=
{
ε, if x ∈ Ω \ ωε,
M−ε|Ω\ωε|
|ωε| , if x ∈ ωε,
. (3.1.20)
for ε ∈]0, ε0[, where ε0 is sufficiently small. We note that
∫
Ω ρεdx = M for
all ε ∈]0, ε0[. We refer to the quantity M as the total mass of the body.
Problem (3.1.3), and problem (3.1.13) with density ρε are strictly related.
In fact, under the assumption that Ω is of class C2, it is possible to prove
that the eigenvalues of problem (3.1.13) with density ρε converge to the
eigenvalues of problem (3.1.3) with ρ ≡ M|∂Ω| . This is a consequence of the
following theorem.
Theorem 3.1.21. Let Ω be a bounded domain of class C2 in RN . Let the
operator TSM
|∂Ω|
and TNρε be defined as in (3.1.6) and (3.1.15) respectively.
Then TNρε converges in norm to T
S
M
|∂Ω|
as ε→ 0.
We need some preliminary results in order to prove Theorem 3.1.21.
First of all we note that pi],Sc = pi],S1 for all c ∈ R, with c 6= 0. This can be
deduced from (3.1.5).
Now we recall some facts from standard calculus which will be used in the
sequel. Let M be a parametric hypersurface in RN of class C2, i.e., there ex-
ists a function φ ∈ C2(D) from D to RN , where D is a bounded open subset
of RN−1 such that φ(D) = M . We assume that rankDφ(y1, ..., yN−1) = N−1
for all (y1, ..., yN−1) ∈ D, where we denoted by Dφ the Jacobian matrix of
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φ. We set
M(ε) := {φ(y1, ..., yN−1) + tν(y1, ..., yN−1) : (y1, ..., yN−1) ∈ D, t ∈]0, ε[} ,
where ν(y1, ..., yN−1) is the normal vector to φ(D) at the point φ(y1, ..., yN−1)
given by
ν(y1, ..., yN−1) :=
∂φ
∂y1
∧ · · · ∧ ∂φ∂yN−1∣∣∣ ∂φ∂y1 ∧ · · · ∧ ∂φ∂yN−1 ∣∣∣ .
We consider the map ψ from D × ]0, ε[ onto M(ε) defined by
ψ(y1, ..., yN−1, t) := φ(y1, ..., yN−1) + tν(y1, ..., yN−1)
for all (y1, ..., yN−1) ∈ D, t ∈ ]0, ε[. We need to compute detDψ. We have
detDψ = det
[
∂φ
∂y1
· · · ∂φ∂yN−1 ν(y1, ..., yN−1)
]
+ tg1
(
∂φ
∂y1
,
∂ν
∂y1
, ...,
∂φ
∂yN−1
,
∂ν
∂yN−1
)
+ · · ·
+ tN−1gN−1
(
∂φ
∂y1
,
∂ν
∂y1
, ...,
∂φ
∂yN−1
,
∂ν
∂yN−1
)
,
where gi are suitable compositions of sums and products of the first partial
derivatives of φ and ν. As is known, the first term in the sum is equal to∣∣∣∣ ∂φ∂y1 ∧ · · · ∧ ∂φ∂yN−1
∣∣∣∣ ,
which is the (N−1)-dimensional measure of the hypersurface. We are ready
to prove the following lemma. For the sake of completeness we include also
statement ii).
Lemma 3.1.22. Let M be a parametric hypersurface and (D,φ) a parame-
trization of M . Assume that infD
∣∣∣ ∂φ∂y1 ∧ · · · ∧ ∂φ∂yN−1 ∣∣∣ > 0. Assume also that
ε0 > 0 is such that ψ is a diffeomorphism for all ε ∈]0, ε0[. Let fε, f ∈
H1(M(ε0)) for all ε > 0 be such that fε → f in H1(M(ε0)) as ε→ 0. Then
we have
i)
lim
ε→0
1
ε
∫
M(ε)
fdx =
∫
M
fdσ; (3.1.23)
ii)
lim
ε→0
1
ε
∫
M(ε)
(fε − f) dx = 0.
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Proof. We write the proof in the case N = 3 for simplicity. The proof for
N > 3 is analogous and can be carried out by using the same arguments.
We consider
1
ε
∫
M(ε)
f(x)dx =
1
ε
∫ ε
0
∫
D
(f ◦ ψ)(y1, y2, t) |detDψ| dy1dy2dt,
and compute the limit as ε→ 0. We observe that
detDψ = det
[
∂φ
∂y1
, ∂φ∂y2 , ν(y1, y2)
]
+ tdet
[
∂ν
∂y1
, ∂φ∂y2 , ν(y1, y2)
]
− tdet
[
∂ν
∂y2
, ∂φ∂y1 , ν(y1, y2)
]
+ t2det
[
∂ν
∂y1,
∂ν
∂y2
, ν(y1, y2)
]
. (3.1.24)
Moreover
1
ε
∫ ε
0
∫
D
(f ◦ ψ)(y1, y2, t) |detDψ| dy1dy2dt
=
1
ε
∫ ε
0
∫
D
((f ◦ ψ)(y1, y2, t)− (f ◦ ψ)(y1, y2, 0)) |detDψ| dy1dy2dt
+
1
ε
∫ ε
0
∫
D
(f ◦ ψ)(y1, y2, 0) |detDψ| dy1dy2dt. (3.1.25)
For the first summand in the right-hand side of (3.1.25), we observe that for
a.e. (y1, y2) ∈ D, we have
|(f ◦ ψ)(y1, y2, t)− (f ◦ ψ)(y1, y2, 0)| ≤
∫ ε
0
∣∣∣∂(f◦ψ)∂t′ (y1, y2, t′)∣∣∣ dt′. Then, since
f ∈ H1(M(ε)), we have
1
ε
∫ ε
0
∫
D
|(f ◦ ψ)(y1, y2, t)− (f ◦ ψ)(y1, y2, 0)| |detDψ| dy1dy2dt
≤
∫
D
∫ ε
0
∣∣∣∣∂(f ◦ ψ)∂t (y1, y2, t)
∣∣∣∣ |detDψ| dtdy1dy2
≤ |M(ε)| 12 ‖∇f‖L2(M(ε)) .
Thus the first summand in the right-hand side of (3.1.25) vanishes as ε→ 0.
For the second summand, observe that for (y1, y2) ∈ D
lim
ε→0
1
ε
∫ ε
0
|detDψ(y1, y2, t)| dt =
∣∣∣det [ ∂φ∂y1 , ∂φ∂y2 , ν(y1, y2)]∣∣∣ =
∣∣∣∣ ∂φ∂y1 ∧ ∂φ∂y2
∣∣∣∣ ,
since the terms in (3.1.24) containing t vanish as ε → 0. The last quantity
is exactly the area element of the surface. Then we get
lim
ε→0
1
ε
∫
M(ε)
fdx =
∫
M
fdσ.
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Now we prove statement ii). We consider
1
ε
∫
M(ε)
(fε − f) dx
=
1
ε
∫ ε
0
∫
D
((fε ◦ ψ)(y1, y2, t)− (f ◦ ψ)(y1, y2, t)) |detDψ| dy1dy2dt
=
1
ε
∫ ε
0
∫
D
((fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)) |detDψ| dy1dy2dt
+
1
ε
∫ ε
0
∫
D
∫ t
0
(
∂(fε ◦ ψ)
∂t′
(y1, y2, t
′)− ∂(f ◦ ψ)
∂t′
(y1, y2, t
′)
)
dt′ |detDψ| dy1dy2dt
≤ 1
ε
∫ ε
0
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)| |detDψ| dy1dy2dt
+
1
ε
∫ ε
0
∫
D
∫ t
0
∣∣∣∣∂(fε ◦ ψ)∂t′ (y1, y2, t′)− ∂(f ◦ ψ)∂t′ (y1, y2, t′)
∣∣∣∣ dt′ |detDψ| dy1dy2dt.
(3.1.26)
We set
G1(y1, y2) :=
∣∣∣det [ ∂ν∂y1 , ∂φ∂y2 , ν(y1, y2)]− det [ ∂ν∂y2 , ∂φ∂y1 , ν(y1, y2)]∣∣∣ ,
G2(y1, y2) :=
∣∣∣det [ ∂ν∂y1, ∂ν∂y2 , ν(y1, y2)]∣∣∣ .
We have for the first summand of (3.1.26)
1
ε
∫ ε
0
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)| |detDψ| dy1dy2dt
≤ 1
ε
∫ ε
0
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)|
∣∣∣∣ ∂φ∂y1 ∧ ∂φ∂v
∣∣∣∣ dy1dy2dt
+
1
ε
∫ ε
0
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)| tG1(y1, y2)dy1dy2dt
+
1
ε
∫ ε
0
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)| t2G2(y1, y2)dy1dy2dt
=
∫
M
|fε − f | dσ
+
ε
2
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)|G1(y1, y2)dy1dy2
+
ε2
3
∫
D
|(fε ◦ ψ)(y1, y2, 0)− (f ◦ ψ)(y1, y2, 0)|G2(y1, y2)dy1dy2
≤ C
∫
M
|fε − f | dσ,
where C is a positive constant which is bounded, uniformly in ε > 0. Thus
the first summand in (3.1.26) vanishes as ε → 0 because fε → f in L2(M)
hence in L1(M). Now we consider the second summand in (3.1.26). We
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have
1
ε
∫ ε
0
∫
D
∫ t
0
∣∣∣∣∂(fε ◦ ψ)∂t′ (y1, y2, t′)− ∂(f ◦ ψ)∂t′ (y1, y2, t′)
∣∣∣∣ dt′ |detDψ| dy1dy2dt
≤ 1
ε
∫ ε
0
∫
D
t
1
2
(∫ t
0
∣∣∣∣∂(fε ◦ ψ)∂t′ (y1, y2, t′)− ∂(f ◦ ψ)∂t′ (y1, y2, t′)
∣∣∣∣2 dt′
) 1
2
|detDψ| dy1dy2dt
≤ C
ε
∫ ε
0
t
1
2
(∫
D
∫ t
0
∣∣∣∣∂(fε ◦ ψ)∂t′ (y1, y2, t′)− ∂(f ◦ ψ)∂t′ (y1, y2, t′)
∣∣∣∣2 · |detDψ| dt′dy1dy2
) 1
2
dt
≤ Cε 12 ‖∇ (fε − f)‖L2(M(ε)) .
This concludes the proof.
We define the set (∂Ω)ε0 by
(∂Ω)ε0 :=
{
x ∈ RN : d(x, ∂Ω) < ε0
}
.
Moreover, we denote by ν(x¯) the outer unit normal to ∂Ω at a point
x¯ ∈ ∂Ω. We recall the following theorem.
Theorem 3.1.27. (Tubular Neighborhood Theorem). Let Ω be a bounded
domain in RN of class C2. Then there exists ε0 > 0 such that for each
x ∈ (∂Ω)ε0 there exists a unique couple (x¯, s) ∈ ∂Ω×] − ε0, ε0[ such that
x = x¯ + sν(x¯), where ν(x¯) is the outer unit normal to ∂Ω at the point
x¯. Moreover, x¯ is the (unique) nearest to x point of the boundary and
s = d(x, ∂Ω). Finally, possibly reducing the value of ε0, the map x 7→ (x¯, s)
is a diffeomorphism of class C1 from (∂Ω)ε0 onto ∂Ω×]− ε0, ε0[.
We are ready to prove the following lemma.
Lemma 3.1.28. Let Ω be a bounded domain in RN of class C2. Let ε > 0
and ρε ∈ R be as in (3.1.20). Then the following statements hold:
i) For all ϕ ∈ H1(Ω)/R, pi],Nρε [ϕ]→ pi],S1 [ϕ] in L2(Ω) as ε→ 0 (hence also
in H1(Ω));
ii) if uε ⇀ u in H
1(Ω)/R as ε→ 0 then possibly passing to a subsequence,
pi],Nρε [uε]→ pi],S1 [u] in L2(Ω) as ε→ 0;
iii) assume that uε, wε, u, w ∈ H1(Ω) are such that uε → u, wε → w in
L2(Ω) as ε→ 0, and that ‖∇uε‖L2(Ω) , ‖∇u‖L2(Ω) ≤ C, ‖∇wε‖L2(Ω) ,
‖∇w‖L2(Ω) ≤ C, uniformly in ε > 0. Then∫
Ω
ρε (uε − u)wεdx→ 0,
and ∫
Ω
ρε (wε − w)udx→ 0,
as ε→ 0.
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Proof. We start by proving statement i). It is sufficient to show that
lim
ε→0
∥∥∥∥
∫
Ω ρεϕ˜dx
M
−
∫
∂Ω ϕ˜dσ
|∂Ω|
∥∥∥∥
L2(Ω)
= 0,
where ϕ˜ ∈ H1(Ω) is such that ϕ = p[ϕ˜]. Since the equality
lim
ε→0
∫
Ω
ρεϕ˜dx =
M
|∂Ω|
∫
∂Ω
ϕ˜dσ
holds by Lemma 3.1.22, i), we have the desired result.
Now we prove statement iii). We note that since uε → u, wε → w as ε→ 0
in L2(Ω) and uε, wε are uniformly bounded in H
1(Ω), then uε ⇀ u, wε ⇀ w,
Tr[uε]→ Tr[u] and Tr[wε]→ Tr[w] as ε→ 0. Then, in order to prove iii) it
is sufficient to prove that
lim
ε→0
∫
Ω
ρεuεwεdx = 0
whenever uε → 0 in L2(Ω) and Tr[uε]→ 0 in L2(∂Ω). We have that∫
Ω
ρεuεwεdx = ε
∫
Ω\ωε
uεwεdx+ C(ε)
∫
ωε
uεwεdx, (3.1.29)
where C(ε) = M−ε|Ω\ωε||ωε| . The first summand clearly is O(ε) as ε → 0.
By multiplying and dividing the second summand by ε and observing that
εC(ε) ≤ C ′ < +∞ for ε > 0 small enough, we obtain that the second
summand in the right-hand side of (3.1.29) is less than or equal to
C ′ · 1
ε
∫
ωε
|uεwε| dx.
We now apply Theorem 3.1.27. Let ε0 > 0 be as in Theorem 3.1.27 and
let ε ∈]0, ε0[. Let x0 ∈ ∂Ω and U0 be a neighborhood of x0 in RN such that
there exists V0 ⊂ RN−1 and a parametrization φ ∈ C2(V0) such that the
map ψ from V0×]0, ε[ onto M(ε) = {x ∈ Ω : d(x, ∂Ω ∩ U0) < ε} defined by
ψ(p, t) := φ(p) + tν(p) , ∀(p, t) ∈ V0×]0, ε[
is a diffeomorphism from V0×]0, ε[ onto M(ε). Here p = (p1, ..., pN−1) ∈
RN−1 and ν(p) denotes the unit inner normal to ∂Ω at φ(p). Now we
consider
∫
M(ε)
1
ε
|uεwε| dx =
∫
V0
∫ ε
0
|detDψ|
ε
|(uε ◦ ψ)(p, t)| |(wε ◦ ψ)(p, t)| dtdp.
(3.1.30)
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For almost every p ∈ V0, (uε ◦ ψ)(p, t), (wε ◦ ψ)(p, t) are absolutely contin-
uous on [0, ε] and since this set is compact, also their product is absolutely
continuous. Let p ∈ V0 be fixed. We have
(uε ◦ ψ)(p, t)(wε ◦ ψ)(p, t)
= (uε ◦ ψ)(p, 0)(wε ◦ ψ)(p, 0)
+
∫ t
0
∂(uε ◦ ψ)
∂t′
(p, t′)(wε ◦ ψ)(p, t′) + (uε ◦ ψ)(p, t′)∂(wε ◦ ψ)
∂t′
(p, t′)dt′,
(uε ◦ ψ)(p, t′) = (uε ◦ ψ)(p, 0) +
∫ t′
0
∂(uε ◦ ψ)
∂s
(p, s)ds,
(wε ◦ ψ)(p, t′) = (wε ◦ ψ)(p, 0) +
∫ t′
0
∂(wε ◦ ψ)
∂s
(p, s)ds. (3.1.31)
We observe that, for fixed ε and for a.e. p ∈ V0, the quantity C1(t, p) =(∫ t
0
∣∣∣∂(uε◦ψ)∂t′ (t′, p)∣∣∣2 dt′) 12 is increasing in 0 ≤ t ≤ ε hence C1(t, p) ≤ C1(ε, p)
for all 0 ≤ t ≤ ε.
The same result holds for C2(t, p) =
(∫ t
0
∣∣∣∂(wε◦ψ)∂t′ (t′, p)∣∣∣2 dt′) 12 . Then, for
0 ≤ t′ ≤ t ≤ ε we have
∣∣(uε ◦ ψ)(p, t′)∣∣ ≤ |(uε ◦ ψ)(p, 0)|+ t′ 12C1(t′, p)
≤ |(uε ◦ ψ)(p, 0)|+ t 12C1(ε, p), (3.1.32)
∣∣(wε ◦ ψ)(p, t′)∣∣ ≤ |(wε ◦ ψ)(p, 0)|+ t′ 12C2(t′, p)
≤ |(wε ◦ ψ)(p, 0)|+ t 12C2(ε, p). (3.1.33)
Now, let us consider the right hand side in (3.1.30). By using (3.1.31):∫
V0
∫ ε
0
|detDψ|
ε
|(uε ◦ ψ)(p, t)| |(wε ◦ ψ)(p, t)| dtdp
≤
∫
V0
∫ ε
0
1
ε
|(uε ◦ ψ)(p, 0)| |(wε ◦ ψ)(p, 0)| |detDψ| dtdp
+ ‖detDψ‖L∞(V0×[0,ε])
∫
V0
∫ ε
0
1
ε
∫ t
0
∣∣∣∣∂(uε ◦ ψ)∂t′ (p, t′)
∣∣∣∣ |(wε ◦ ψ)(p, t′)| dt′dtdp
+ ‖detDψ‖L∞(V0×[0,ε])
∫
V0
∫ ε
0
1
ε
∫ t
0
|(uε ◦ ψ)(p, t′)|
∣∣∣∣∂(wε ◦ ψ)∂t′ (p, t′)
∣∣∣∣ dt′dtdp.
(3.1.34)
Now using (3.1.32) and (3.1.33) and the fact that ‖∇uε‖L2(Ω), ‖∇wε‖L2(Ω) ≤
C, it is easy to prove that the second and third summand in the right-hand
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side of (3.1.34) vanish as ε → 0. For the first summand in the right-hand
side of (3.1.34), we observe that
detDψ = det
[
∂φ
∂p1
· · · ∂φ∂pN−1 ν(p1, ..., pN−1)
]
+ tg1
(
∂φ
∂p1
,
∂ν
∂p1
, ...,
∂φ
∂pN−1
,
∂ν
∂pN−1
)
+ · · ·
+ tN−1gN−1
(
∂φ
∂p1
,
∂ν
∂p1
, ...,
∂φ
∂pN−1
,
∂ν
∂pN−1
)
,
where gi are suitable compositions of sums and products of the first partial
derivatives of φ and ν. It is not restrictive to assume that
inf
V0
∣∣∣∣ ∂φ∂p1 ∧ · · · ∧ ∂φ∂pN−1
∣∣∣∣ > 0.
Now, using the same argument as in the proof of statement ii) of Lemma
3.1.22, we obtain
1
ε
∫
V0
∫ ε
0
|(uε ◦ ψ)(p, 0)| |(wε ◦ ψ)(p, 0)| |detDψ| dtdp
≤ 1
ε
∫ ε
0
∫
V0
|(uε ◦ ψ)(p, 0)| |(wε ◦ ψ)(p, 0)|
∣∣∣∣ ∂φ∂p1 ∧ · · · ∧ ∂φ∂pN−1
∣∣∣∣ dpdt
+
N−1∑
i=1
1
ε
∫ ε
0
∫
V0
|(uε ◦ ψ)(p, 0)| |(wε ◦ ψ)(p, 0)| ti |gi(p)| dpdt
≤ C˜
∫
∂Ω∩U0
|uε| |wε| dσ,
where C˜ is uniformly bounded in ε ∈]0, ε0[. Since Tr[uε] → 0 in L2(∂Ω)
as ε → 0, it follows that also the first summand in the right-hand side of
(3.1.34) vanishes as ε→ 0.
Since ωε can be covered by a finite number of open sets of the type M(ε),
say ωε ⊂
⋃m
i=1Mi(ε), we have that
1
ε
∫
ωε
|uεwε| dx ≤
m∑
i=1
1
ε
∫
Mi(ε)
|uεwε| dx.
This concludes the proof of statement iii).
We now prove statement ii). Let u˜ε, u˜ ∈ H1,N1 (Ω) (see (3.1.14)) be such
that uε = p[u˜ε], u = p[u˜]. We have∥∥∥pi],Nρε [uε]− pi],S1 [u]∥∥∥L2(Ω)
≤
∥∥∥pi],Nρε [uε]− pi],Nρε [u]∥∥∥L2(Ω) + ∥∥∥pi],Nρε [u]− pi],S1 [u]∥∥∥L2(Ω) . (3.1.35)
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By statement i) it follows that the second summand in the right hand side
of (3.1.35) goes to zero as ε→ 0. For the first summand, we have
∥∥∥pi],Nρε [uε]− pi],Nρε [u]∥∥∥L2(Ω) =
∥∥∥∥u˜ε −
∫
Ω ρεu˜εdx
M
− u˜+
∫
Ω ρεu˜dx
M
∥∥∥∥
L2(Ω)
≤ ‖u˜ε − u˜‖L2(Ω) +
∥∥∫
Ω ρε (u˜ε − u˜) dx
∥∥
L2(Ω)
M
≤ ‖u˜ε − u˜‖L2(Ω) +
(
|Ω| 12
M
)
·
∣∣∣∣∫
Ω
ρε (u˜ε − u˜) dx
∣∣∣∣ .
Now, if we prove that u˜ε → u˜ in L2(Ω) we are done, since the result follows
by statement iii) with wε ≡ 1. Since uε ⇀ u in H1(Ω)/R, then u˜ε ⇀ u˜
in H1,N1 (Ω) as ε→ 0. From the compactness of the embedding of H1,N1 (Ω)
into L2(Ω) it follows that u˜ε → u˜ in L2(Ω), as ε → 0. This concludes the
proof of statement ii) and of the theorem.
We recall the following definition.
Definition 3.1.36. Let H be a real Hilbert space, K(H,H) be the Banach
subspace of L(H,H) of those T ∈ L(H,H) which are compact. A set K ⊂
K(H,H) is said to be collectively compact if and only if the set
{K[x] : K ∈ K, x ∈ B} ,
where B is the open unit ball in H, has compact closure. We say that a
sequence of compact operators {Kn}n∈N compactly converges to the operator
K if {Kn}n∈N is collectively compact and Kn[xn]→ K[x] whenever xn → x
in H.
We refer to [8, 103] for details. We are now ready to prove Theorem
3.1.21.
Proof of Theorem 3.1.21. We prove that TNρε compactly converges to the
compact operator TSM
|∂Ω|
. This implies, in fact, that
lim
ε→0
∥∥∥∥∥
(
TNρε − TSM|∂Ω|
)2∥∥∥∥∥
L(H1(Ω)/R,H1(Ω)/R)
= 0. (3.1.37)
Then, since the operators
{
TNρε
}
ε∈]0,ε0[ and T
S
M
|∂Ω|
are self-adjoint, property
(3.1.37) is equivalent to convergence in norm. We refer to [8, 103] for a
proof of (3.1.37) and for a more detailed discussion on compact convergence
of compact operators on Hilbert spaces. We recall that, by definition, TNρε
compactly converges to TSM
|∂Ω|
if the following requirements are fulfilled:
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i) if ‖uε‖H1(Ω)/R ≤ C for all ε ∈]0, ε0[, then the family {TNρε uε}ε∈]0,ε0[ has
compact closure in H1(Ω)/R;
ii) if uε → u in H1(Ω)/R, then TNρε uε → TSM|∂Ω|u in H
1(Ω)/R.
We prove i) first. Let u, ϕ ∈ H1(Ω)/R. We have
lim
ε→0
∫
Ω
ρεpi
],N
ρε [u]pi
],N
ρε [ϕ]dx = limε→0
∫
Ω
ρε
(
pi],Nρε [u]− pi],S1 [u]
)
pi],Nρε [ϕ]dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],Nρε [ϕ]− pi],S1 [ϕ]
)
dx
+
(
lim
ε→0
∫
Ω
ρεpi
],S
1 [u]pi
],S
1 [ϕ]dx−
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [ϕ]dσ
)
+
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [ϕ]dσ. (3.1.38)
By Lemma 3.1.28, iii) we have that the first and second summands in the
right-hand side of (3.1.38) go to zero as ε → 0. As for the third summand,
from Lemma 3.1.22, i) applied to the function f = 1 we have that |ωε| =
ε|∂Ω| + o(ε) as ε → 0. Therefore ρε = Mε|∂Ω| + o(1) as ε → 0. Thus, from
Lemma 3.1.22 and formula (3.1.23) it follows that also the third summand of
(5.3.9) goes to zero as ε→ 0. Moreover, the equality (pi],Nρε )−1 ◦ (MNρε)−1 =
(pi],S1 )
−1 ◦ (MS1 )−1 holds. Therefore, from (3.1.38) it follows that TNρε u is
bounded for each u ∈ H1(Ω)/R. Thus, by Banach-Steinhaus Theorem, there
exists C ′ such that
∥∥TNρε ∥∥L(H1(Ω)/R,H1(Ω)/R) ≤ C ′ for all ε ∈]0, ε0[. Moreover,
since ‖uε‖H1(Ω)/R ≤ C for all ε ∈]0, ε0[, possibly passing to a subsequence,
we have that uε ⇀ u in H
1(Ω)/R, for some u ∈ H1(Ω)/R. This implies
that, possibly passing to a subsequence, TNρε uε ⇀ w in H
1(Ω)/R as ε → 0,
for some w ∈ H1(Ω)/R. We show that w = TSM
|∂Ω|
u. To shorten our notation
we set wε := T
N
ρε uε. By Lemma 3.1.28, i) we have
lim
ε→0
∫
Ω
∇(pi],Nρε [wε]) · ∇(pi],Nρε [ϕ])dx
=
∫
Ω
∇(pi],S1 [w]) · ∇(pi],S1 [ϕ])dx, (3.1.39)
for all ϕ ∈ H1(Ω)/R.
On the other hand, since
(
MNρε ◦ pi],Nρε
)
wε =
(
JNρε ◦ i ◦ pi],Nρε
)
uε, we have
that ∫
Ω
∇(pi],Nρε [wε]) · ∇(pi],Nρε [ϕ])dx =
∫
Ω
ρεpi
],N
ρε [uε]pi
],N
ρε [ϕ]dx (3.1.40)
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Then, by Lemma 3.1.28, iii), (3.1.39) and (3.1.40) we have
< w,ϕ >H1(Ω)/R
= lim
ε→0
< wε, ϕ >H1(Ω)/R= lim
ε→0
∫
Ω
ρεpi
],N
ρε [uε]pi
],N
ρε [ϕ]dx
= lim
ε→0
∫
Ω
ρε
(
pi],Nρε [uε]− pi],S1 [u]
)
pi],Nρε [ϕ]dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],Nρε [ϕ]− pi],S1 [ϕ]
)
dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]pi
],S
1 [ϕ]dx
=
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [ϕ]dσ
=< TSM
|∂Ω|
u, ϕ >H2(Ω)/R,
hence w = TSM
|∂Ω|
u. In a similar way one can prove that ‖wε‖H1(Ω)/R →
‖w‖H1(Ω)/R. In fact
lim
ε→0
‖wε‖2H1(Ω)/R = limε→0
∫
Ω
ρε
(
pi],Nρε [uε]− pi],S1 [u]
)
pi],Nρε [wε]dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],Nρε [wε]− pi],S1 [wε]
)
dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],S1 [wε]− pi],S1 [w]
)
dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]pi
],S
1 [w]dx
=
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [w]dσ = ‖w‖2H1(Ω)/R .
This proves i). As for point ii), let uε → u in H1(Ω)/R. Then there
exists C ′′ such that ‖uε‖H1(Ω)/R ≤ C ′′ for all ε ∈]0, ε0[. Then, by the same
argument used for point i), for each sequence εj → 0, possibly passing to a
subsequence, we have TNρεjuεj → T
S
M
|∂Ω|
u. Since this is true for each {εj}j∈N,
we have the convergence for the whole family, i.e., TNρε uε → TSM|∂Ω|u. This
concludes the proof.
We need the following well-known result.
Theorem 3.1.41. Let H be a real Hilbert space and {Aε}ε∈]0,ε0[ be a family
of bounded self-adjoint operators converging in norm to the bounded self-
adjoint operator A, i.e., limε→0 ‖Aε −A‖L(H,H) = 0. Then isolated eigen-
values λ of A of finite multiplicity are exactly the limits of the eigenvalues of
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Aε, counting the multiplicity. Moreover, the corresponding eigenprojections
converge in norm.
Thanks to Theorem 3.1.41, as an immediate corollary of Theorem 3.1.21
we have
Corollary 3.1.42. Let Ω be a bounded domain in RN of class C2. Let λj [ρε]
denote the eigenvalues of problem (3.1.13) with density ρε on Ω for all j ∈ N.
Let λj, j ∈ N denote the eigenvalues of problem (3.1.3) corresponding to the
constant surface density M|∂Ω| . Then limε→0 λj [ρε] = λj for all j ∈ N.
3.2 The Steklov eigenvalue problem. Mass density
perturbations
In this section we discuss the dependence of the eigenvalues of problem
(3.1.2) on the weight ρ. We shall obtain results of continuity and real
analiticity of the eigenvalues in the spirit of Theorem 2.1.5 and Theorem
2.2.1. We note that this problem has a rather different behavior under mass
density perturbations with respect to the operators considered in Chapter 2.
In fact, in some particular cases we are able to find mass densities which are
critical for the symmetric functions of the eigenvalues under mass constraint.
Through all this section Ω is a bounded domain of class C1. Moreover, we
shall denote the eigenvalues of problem (3.1.2) by λj [ρ] for all j ∈ N.
3.2.1 Continuity and analyticity of the eigenvalues
By the min-max principle (3.1.10) it is possible to prove that λj [ρ] is a
locally Lipschitz continuous function of ρ ∈ RS . In fact as in Section 2.1 it
is possible to prove that
|λj [ρ1]− λj [ρ2]| ≤ min{λj [ρ1], λj [ρ2]}
min{ess inf∂Ω ρ1, ess inf∂Ω ρ2}‖ρ1 − ρ2‖L∞(∂Ω) ,
for all ρ1, ρ2 ∈ RS satisfying ‖ρ1−ρ2‖L∞(∂Ω) < min{ess inf∂Ω ρ1, ess inf∂Ω ρ2}.
The eigenvalues λj [ρ] depend with continuity on ρ also with respect the
weak* topology of L∞(∂Ω). We have the following theorem.
Theorem 3.2.1. Let C ⊂ RS be a bounded set. Then the function which
takes ρ ∈ C to λj [ρ] is continuous in the weak∗ topology of L∞(∂Ω).
Proof. The proof is analogous to that of Theorem 2.1.5 and accordingly is
omitted.
We prove now that all simple eigenvalues and the symmetric functions of
the eigenvalues of problem (3.1.2) depend real analitically on ρ and provide
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Hadamard-type formulas for the corresponding Freche´t differentials. Let F
be a finite nonempty subset of N. We set
RS [F ] := {ρ ∈ RS : λj [ρ] 6= λl[ρ] , ∀j ∈ F, l ∈ N \ F} ,
ΘS [F ] := {ρ ∈ RS [F ] : λj1 [ρ] = λj2 [ρ] , ∀j1, j2 ∈ F}.
Given ρ ∈ RS , we denote by L2ρ(∂Ω) the space L2(∂Ω) endowed with
the bilinear form
< u, v >ρ,∂Ω:=
∫
∂Ω
ρuvdσ.
Such bilinear form is a scalar product on L2(∂Ω) which induces on L2(∂Ω)
a norm equivalent to the standard one. Then we have the following result.
Theorem 3.2.2. Let F be a nonempty finite subset of N. Then RS [F ] is
open in L∞(∂Ω) and the symmetric functions of the eigenvalues
ΛF,h[ρ] =
∑
j1,...,jh∈F
j1<···jh
λj1 [ρ] · · · λjh [ρ] , h = 1, . . . , |F | ,
are real analytic in RS [F ]. Moreover, if F = ∪nk=1Fk and ρ ∈ ∩nk=1ΘS [Fk]
is such that for each k = 1, . . . , n the eigenvalues λj [ρ] assume the common
value λFk [ρ] for all j ∈ Fk, then the differentials of the functions ΛF,h at the
point ρ are given by the formula
dΛF,h[ρ][ρ˙] = −
n∑
k=1
ck
∑
l∈Fk
∫
∂Ω
u2l ρ˙dσ , (3.2.3)
for all ρ˙ ∈ L∞(∂Ω), where
ck =
∑
0≤h1≤|F1|
......
0≤hn≤|Fn|
h1+···+hn=h
(|Fk| − 1
hk − 1
)
λhkFk [ρ]
n∏
j=1
j 6=k
(|Fj |
hj
)
λ
hj
Fj
[ρ],
and for each k = 1, . . . , n, {ul}l∈Fk is an orthonormal basis in L2ρ(∂Ω) of
the eigenspace associated with λFk [ρ].
Proof. The proof follows the same lines as that of Theorem 2.2.1 and is
accordingly omitted.
3.2.2 Critical mass densities
We consider now the problem of finding critical mass densities for the sym-
metric functions of the eigenvalues under mass constraint, i.e., mass densities
ρ which satisfy KerdM∂ [ρ] ⊂ KerdΛF,h[ρ], where M∂ [ρ] :=
∫
∂Ω ρdσ. As a
consequence of Theorem 3.2.2 and formula (3.2.3) combined with the La-
grange Multipliers Theorem, we can give a characterization of such critical
mass densities.
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Corollary 3.2.4. Let all assumptions of Theorem 3.2.2 hold. Then ρ ∈ RS
is a critical mass density for ΛF,h for some h = 1, ..., |F |, subject to mass
constraint if and only if there exists c ≥ 0 such that n∑
k=1
∑
l∈Fk
(Trul)
2
 = c, a.e. on ∂Ω. (3.2.5)
The analysis carried out in Chapter 2 has pointed out that for a large
class of non-negative elliptic operators subject to homogeneous boundary
conditions there are no critical mass densities for simple eigenvalues and
the symmetric functions of multiple eigenvalues. In the case of Steklov
boundary conditions the situation is much different. Indeed, if Ω is a ball,
then a critical mass density exists.
Corollary 3.2.6. Let B be the unit ball in RN . Let k ∈ N0. Let us denote by
nk the number of linearly independent spherical harmonics of degree strictly
less than k in RN and by dk the number of linearly independent spherical
harmonics of degree k (see Corollary 1.4.16). Let F = {nk + 1, ..., nk + dk}
and M > 0. Then the constant mass density ρ ≡ M|∂B| is a critical mass
density for ΛF,h for h = 1, ..., dk under the constraint
∫
∂Ω ρdσ = M .
Proof. It is well-known that the eigenvalues of problem (3.1.2) on the unit
ball with constant density ρ ≡ M|∂B| are of the form λk = |∂B|kM , k ∈ N0.
Each eigenvalue λk has multiplicity dk and the eigenfunctions associated
with λk are exactly the homogeneous harmonic polynomials of degree k in
RN . Therefore, the set {uk,j := |x|kHk,j}dkj=1, where {Hk,j}dkj=1 is a basis
for the spherical harmonics of degree k in RN and {Hk,j}dkj=1 are normalized
such that M|∂B|
∫
∂BHk,jHk,idσ = δi,j for all i, j = 1, ..., dk, is a basis for
the eigenspace associated with the eigenvalue λk. Thus condition (3.2.5) is
satisfied since it is well-known (see e.g., [40]) that
dk∑
j=1
u2k,j = ck on ∂B,
for a suitable constant ck > 0. Then the constant density
M
|∂B| is a critical
mass density for ΛF,h.
Remark 3.2.7. In the same hypothesis of Corollary 3.2.6, consider the
particular case of F = {2, ..., N + 1}. We note that d1 = N and the set
{u1,j := cjxj}Nj=1, where cj =
(
M
|∂B|
∫
∂B x
2
jdσ
)−1
for all j = 1, ..., N is
a orthonormal basis in L2(∂B) of the eigenspace associated with the first
positive eigenvalue M|∂B| of problem (3.1.2) on the unit ball with constant
density, which has multiplicity N . Then the constant density M|∂B| is a critical
mass density for ΛF,h for h = 1, ..., N under the constraint
∫
∂B ρdσ = M .
52 Mass concentration phenomena for second order operators
It is interesting to compare Corollary 3.2.6 and Remark 3.2.7 with a
classical result proved by Hersch, Payne and Schiffer [61] in the case of a
class of planar domains. We recall that in the case of the unit ball in R2
and constant density M2pi , we have that λ2[
M
2pi ] = λ3[
M
2pi ] =
2pi
M . We have the
following theorem.
Theorem 3.2.8 (Hersch,Payne,Schiffer). Let Ω be the unit disk in R2 cen-
tered at zero and M > 0 be fixed. Then
λ2[ρ]λ3[ρ] ≤ M
2
4pi2
.
The equality is attained only at ρ ≡ M2pi .
Thus in the case of a ball in R2 the constant mass density is in fact the unique
maximizer for the first positive eigenvalue λ2[ρ] among all mass densities
preserving the total mass. We refer to [14] for further discussions on the
problem of maximization of Steklov eigenvalues subject to mass density
perturbations.
In the next section we consider the problem of minimizing λ2[ρ] among
all mass densities preserving the total mass.
3.3 Minimization of the first positive Steklov eigen-
value
Let Ω be a bounded domain in RN of class C1 and M > 0 be a fixed number.
Let λ2[ρ] be the first positive eigenvalue of problem (3.1.2) on Ω. We shall
prove that there exists a sequence ρε of densities such that
∫
∂Ω ρεdσ = M
and λ2[ρε]→ 0 as ε→ 0. Therefore, the problem
min
ρ∈RS∫
∂Ω ρdσ=M
λ2[ρ]
has no solutions. In Subsection 3.3.1 we prove the result for the unit ball in
R2. In Subsection 3.3.2 we extend the result to the case of the unit ball in
RN for N ≥ 3. Finally, in Subsection 3.3.3 we consider the case of general
bounded domains of class C1 in R2.
3.3.1 The case of the ball in R2
Through all this subsection, we consider problem (3.1.2) when Ω = B is the
unit ball in R2 centered at zero. We denote by Rρ[u] the Rayleigh quotient
of a function u ∈ H1(B):
Rρ[u] =
∫
B |∇u|2dxdy∫
∂B ρu
2dσ
,
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where ρ ∈ RS . From (3.1.10), we have the following variational representa-
tion of the first positive eigenvalue of (3.1.2)
λ2[ρ] = min
06=u∈H1(B)∫
∂B ρudσ=0
Rρ[u]. (3.3.1)
It is convenient to use polar coordinates (r, θ) ∈ R+ × ∂B in R2 and the
corresponding change of variables x = r cos(θ), y = r sin(θ). Given M > 0,
we define the family of densities {ρε}ε∈]0,ε0[ ⊂ L2(∂B) written in polar
coordinates as follows:
ρε(θ) :=
{
ε, if θ ∈ [ε, pi − ε] ∪ [pi + ε, 2pi − ε],
M−ε(2pi−4ε)
4ε , if θ ∈ [0, ε[∪]pi − ε, pi + ε[∪]2pi − ε, 2pi[,
(3.3.2)
for all ε ∈]0, ε0[ with ε0 sufficiently small. Note that
∫
∂B ρεdσ = M for
all ε ∈]0, ε0[. The densities ρε are piecewise constant and concentrate in
a neighborhood of two antipodal points, while they vanish in all the other
points, as ε→ 0. We have the following theorem.
Theorem 3.3.3. Let ρε be defined by (3.3.2). Let λ2[ρε] be the first positive
eigenvalue of problem (3.1.2) with ρ = ρε on the unit ball B in R2. Then
lim
ε→0
λ2[ρε] = 0. (3.3.4)
Proof. Let B+ be the ball of radius 1 centered at (1, 0), B− the ball of radius
1 centered at (−1, 0), B+ε the ball of radius
√
2− 2 cos(ε) centered at (1, 0)
and B−ε the ball of radius
√
2− 2 cos(ε) centered at (−1, 0). We introduce
the family of trial functions uε (see Figure 3.2) given by
uε(x, y) :=

− ln(√(1− x)2 + y2), if (x, y) ∈ (B ∩B+) \B+ε ,
− ln(ε), if (x, y) ∈ B ∩B+ε ,
ln(
√
(1 + x)2 + y2), if (x, y) ∈ (B ∩B−) \B−ε ,
ln(ε), if (x, y) ∈ B ∩B−ε ,
0, if (x, y) ∈ B \ (B+ ∪B−).
By construction uε ∈ H1(B) and by symmetry
∫
∂B ρεuεdσ = 0 for all ε ∈
]0, ε0[. Hence, uε is a suitable trial function for (3.3.1).
We have
λ1[ρε] ≤ Rρε [uε], (3.3.5)
for all ε ∈]0, ε0[. Note that |uε|, |∇uε| and ρε are symmetric with respect to
the x and the y axes. Then we compute the integrals appearing inRρε [uε] re-
stricted to B∩{(x, y) : x > 0, y > 0}. We consider the numerator of Rρε [uε]
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Figure 3.2: Trial function uε with ε = 0.05.
first. We have∫
B∩{x>0,y>0}
|∇uε|2dxdy =
∫
B∩B+∩{y>0}
|∇uε|2dxdy
≤
∫
B+∩{x<1,y>0}
|∇u˜ε|2dxdy, (3.3.6)
where the first equality holds since uε = 0 in B \ (B+ ∪ B−) , and the last
inequality follows from the fact that we are integrating a positive function
on a larger set. Here we have denoted by u˜ε the function on B
+ defined
by u˜ε(x, y) = − ln(
√
(1− x)2 + y2) for 2 − 2 cos(ε) ≤ (1 − x)2 + y2 ≤ 1
and u˜ε(x, y) = − ln(ε) for (1 − x)2 + y2 < 2 − 2 cos(ε). Now we use
the polar coordinates (r, θ) with respect to the point (1, 0) and the cor-
responding change of variables (x, y) = ψ(r, θ) = (1 + r cos(θ), r sin(θ)),
with r ∈ [0,+∞[, θ ∈ [0, 2pi[. In this new coordinates u˜ε(ψ(r, θ)) = − ln(r)
for
√
2− 2 cos(ε) < r < 1 and u˜ε(ψ(r, θ)) = − ln(ε), for 0 < r
√
2− 2 cos(ε).
In this new coordinates the right-hand side of (3.3.6) is written as∫
B+∩{x<1,y>0}
|∇u˜ε|2dxdy
=
∫ pi
pi
2
∫ 1
√
2−2 cos(ε)
1
r
drdθ = −pi
2
ln(
√
2− 2 cos(ε)).
We note that
ln(
√
2− 2 cos(ε)) = ln(ε) +O(ε2), (3.3.7)
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as ε→ 0.
Now we consider the denominator of Rρε [uε]. We have∫
∂B∩{x>0,y>0}
ρεu
2dσ =
∫ ε
0
M − ε(2pi − 4ε)
4ε
(ln ε)2dθ
+
∫ pi
3
ε
ε
[
ln
(
2 sin
(
θ
2
))]2
dθ
=
(
M − ε(2pi − 4ε)
4
)
(ln ε)2 + ε
∫ 1
2 sin( ε2)
(ln s)2√
1− s24
ds
≥
(
M − ε(2pi − 4ε)
4
)
(ln ε)2 +
ε
cos
(
ε
2
) ∫ 1
2 sin( ε2)
(ln s)2ds
=
(
M − ε(2pi − 4ε)
4
)
(ln ε)2
+
ε
cos
(
ε
2
) [2− 4 sin(ε
2
)
+ 4 sin
(ε
2
)
ln
(
2 sin
(ε
2
))
−2 sin
(ε
2
) [
ln
(
2 sin
(ε
2
))]2]
.
We note that
ε
cos
(
ε
2
) [2− 4 sin(ε
2
)
+ 4 sin
(ε
2
)
ln
(
2 sin
(ε
2
))
−2 sin
(ε
2
) [
ln
(
2 sin
(ε
2
))]2]
= 2ε+O(ε2(ln ε)2),
as ε→ 0. From (3.3.7) and (3.3.7), it follows that∫
B∩{x>0,y>0} |∇uε|2dxdy∫
∂B∩{x>0,y>0} ρεu
2dσ
≤ − pi
(
ln(ε) +O(ε2)
)
2
(
(M−ε(2pi−4ε))
4 (ln ε)
2 + 2ε+O(ε2(ln ε)2)
) ,
as ε→ 0. Then, from (3.3.5) and using a Taylor expansion, we have
λ1[ρε] ≤ 2pi
M | ln(ε)| +
4piε
(
4− pi(ln ε)2)
M2(ln ε)3
+O
(
ε2
ln(ε)
)
,
as ε → 0, which yields (3.3.4). Moreover we have an upper bound for the
rate of convergence of λ1[ρε] to zero, as ε→ 0 (see Figure 3.3).
Remark 3.3.8. We note that a basis of the harmonic functions on the unit
ball B in R2 is given (in polar coordinates) by
1, ln(r), rl cos(lθ), rl sin(lθ), r−l cos(lθ), r−l sin(lθ),
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Figure 3.3: Plot of 2piM | ln(ε)| +
4piε(4−pi(ln ε)2)
M2(ln ε)3
with M = 2pi and ε ∈]0, 0.2[.
for l ∈ N, l ≥ 1. When we consider problem (3.1.2), we require that the
solutions are regular in the interior of the domain. Therefore we consider
only the functions 1, rl cos(lθ), rl sin(lθ), l ∈ N, l ≥ 1. In the case of problem
(3.1.2) with density given by (3.3.2), the coefficient ρε vanishes everywhere
but in two points, say p+, p−, where it blows up, as ε → 0. Therefore,
intuitively the harmonic functions which better mimic the behavior of an
eigenfunction near these two points are exactly ln(r), r−l cos(lθ), r−l sin(lθ),
translated in such a way that the singularity occurs at the points where the
coefficient blows up. In particular, we note that the harmonic function ln(r)
corresponds to the value l = 0, i.e., it is candidate to be the “second eigen-
function” of the zero eigenvalue of the limiting problem. Intuitively, the
limiting problem (whatever it means), has a zero eigenvalue of multiplicity
2, and the eigenspace is spanned by the constant and by a suitable transla-
tions of ln(r). By following this heuristic intuition, one could guess what
are the test functions to be used in Rayleigh quotient for the first positive
eigenvalue in the case of the unit ball B in RN , for N ≥ 3.
3.3.2 The case of the ball in RN with N ≥ 3
Thorugh this subsection we denote by B be the unit ball in RN centered
at zero, with N ≥ 3. We introduce the spherical coordinates (r, θ) =
(r, θ1, ..., θN−1) ∈ R+×∂B in RN centered at x0 = (x1,0, x2,0, ..., xN,0) ∈ RN ,
and the corresponding change of variables given by
x1 = x1,0 + r cos(θ1),
x2 = x2,0 + r sin(θ1) cos(θ2),
x3 = x3,0 + r sin(θ1) sin(θ2) cos(θ3),
...
xN−1 = xN−1,0 + r sin(θ1) · · · sin(θN−2) cos(θN−1),
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xN = xN,0 + r sin(θ1) · · · sin(θN−2) sin(θN−1).
The spherical volume element in these coordinates is given by
dσ = rN−1 sin(θ1)N−2 sin(θ2)N−3 · · · sin(θN−2)drdθ1dθ2 · · · dθN−1.
We define the subsets of RN , B+, B−, Bε+ , B−ε as follows
B+ := B((1, 0, ..., 0), 1),
B− := B((−1, 0, ..., 0), 1),
B+ε := B((1, 0, ..., 0), ε),
B−ε := B((−1, 0, ..., 0), ε).
We introduce the family of densities {ρε}ε∈]0,ε0[ ⊂ L2(∂Ω) defined by
ρε(x) :=
{
ε, if x ∈ ∂B \ (B+ε ∪B−ε ),
M−ε(NωN−2|Cε|)
2|Cε| , if x ∈ ∂B ∩ (B+ε ∪B−ε ),
(3.3.9)
where M > 0 is fixed, NωN is the N − 1-dimensional measure of ∂B and
Cε := ∂B ∩B+ε . Note that |∂B ∩B+ε | = |∂B ∩B−ε | = |Cε|. By construction∫
∂B ρεdσ = M for all ε ∈]0, ε0[, for a suitable ε0 > 0.
We have the following theorem.
Theorem 3.3.10. Let ρε be defined by (3.3.9). Let λ2[ρε] be the first positive
eigenvalue of problem (3.1.2) with ρ = ρε on the unit ball B in RN . Then
lim
ε→0
λ2[ρε] = 0. (3.3.11)
Proof. Let uε be the function on B defined by
uε(x) :=

1(√
(x1−1)2+x22+···+x2N
)N−2 − 1, if x ∈ B ∩ (B+ \B+ε ),
1
εN−2 − 1, if x ∈ B ∩B+ε ,
1− 1(√
(x1+1)2+x22+···+x2N
)N−2 , if x ∈ B ∩ (B− \B−ε ),
1− 1
εN−2 , if x ∈ B ∩B−ε ,
0, if x ∈ B \ (B+ ∪B−).
By construction, uε ∈ H1(B) and
∫
∂B ρεuεdσ = 0 for all ε ∈]0, ε0[. Hence
uε is a suitable trial function for the Rayleigh quotient of λ2[ε]. Indeed we
have
λ2[ρε] ≤ Rρε [uε], (3.3.12)
for all ε ∈]0, ε0[. By the symmetry of |uε|, |∇uε| and ρε we can consider
the integrals appearing in the Rayleigh quotients restricted on B∩{x1 > 0}.
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We consider the numerator of Rρε [uε] first and use the spherical coordinates
centered in (1, 0, ..., 0). We have∫
B∩{x1>0}
|∇uε|2dx ≤ N(N − 2)
2ωN
2
∫ 1
ε
r1−Ndr
=
N(N − 2)ωN
2
(
1
εN−2
− 1
)
, (3.3.13)
where we extended the function uε to the whole of B
+ as we did in the proof
of Theorem 3.3.3. Now we consider the denominator of Rρε [uε]. We have∫
∂B∩{x1>0}
ρεu
2
εdσ =
M − ε(NωN − 2|Cε|)
2
(
1
εN−2
− 1
)2
+ ε
∫
∂B∩(B+\B+ε )
 1(√
(x1 − 1)2 + x22 + · · ·+ x2N
)N−2 − 1

2
dσ. (3.3.14)
We need to estimate the second term in the right-hand side of (3.3.14). It
is straightforward to see that
ε
∫
∂B∩(B+\B+ε )
 1(√
(x1 − 1)2 + x22 + · · ·+ x2N
)N−2 − 1

2
dσ
≥ ε
(
1
εN−2
− 1
)2
|∂B ∩ (B+ \B+ε )|
= |∂B ∩B+|
(
1
εN−2
− 1
)2
ε− |Cε|.
(
1
εN−2
− 1
)2
ε (3.3.15)
We note that |Cε| ∈ O(εN−1) as ε → 0. From (3.3.12), (3.3.13), (3.3.14)
and (3.3.15) we have
λ2[ρε] ≤ N(N − 2)ωN
2
(
1
εN−2 − 1
) (M−ε(NωN−2|Cε|)
2 + ε|∂B ∩B+| − ε|Cε|
) . (3.3.16)
We perform a Taylor expansion of the right-hand side of (3.3.16) and obtain
λ2[ρε]
≤ εN−2
(
N(N − 2)ωN
M
− N(N − 2)ωN (2|∂B ∩B
+| −NωN )ε
M2
+O(ε2)
)
,
which yields formula (3.3.11). Moreover, we have an upper bound for the
rate of convergence of λ2[ε] which depends on M and N (see Figure 3.4).
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Figure 3.4: Plot of εN−2
(
N(N−2)ωN
M
)
with M = ωN , ε ∈]0, 0.2[ and N = 3
(Blue), N = 4 (Red), N = 5 (Orange).
3.3.3 The case of an arbitrary Ω ⊂ R2
In this subsection we consider a bounded domain Ω in R2 of class C1. We
shall consider only the case of R2 since the computations are less involved.
The result for N > 2 can be obtained by following the same scheme (see
also Subection 3.3.2). Through this subsection we denote by x = (x1, x2)
an element of R2.
Let x+, x− ∈ ∂Ω be such that
d(x+, x−) ≥ d(x1, x2), ∀x1, x2 ∈ ∂Ω.
The distance function d from R2 to R is continuous and ∂Ω×∂Ω is a compact
set, therefore there it has a maximum. We write x+ = (x+,1, x+,2) and
x− = (x−,1, x−,2). We set
d∗ :=
d(x+, x−)
2
.
We introduce the subsets B+∗ , B−∗ , B+ε , B−ε of R2 defined in the following way
(see Figure 3.5): 
B+∗ := B(x+, d∗),
B−∗ := B(x−, d∗),
B+ε := B(x+, ε),
B−ε := B(x−, ε).
Let M > 0 be fixed. For all ε ∈]0, ε0[ with ε0 small enough, we introduce
the family {ρε}ε∈]0,ε0[ ⊂ L2(∂Ω) defined by
ρε(x) :=

ε, if x ∈ ∂Ω \ (B+∗ ∪B−∗ ),
ρ+, if x ∈ ∂Ω ∩B+ε ,
ρ−, if x ∈ ∂Ω ∩B−ε ,
(3.3.17)
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Ω
Ω⋂B*+
Ω⋂B*-
Bϵ+
Bϵ-
Figure 3.5: The regions Ω, B+ε , B
−
ε ,Ω ∩B+∗ ,Ω ∩B−∗ .
where ρ+, ρ− are suitable constants depending on M and ε which solve the
following linear system{
|∂Ω ∩B+ε |ρ+ + |∂Ω ∩B−ε |ρ− + |∂Ω \ (B+ε ∪B−ε )|ε = M,
|∂Ω ∩B+ε |ρ+ − |∂Ω ∩B−ε |ρ− = 0.
(3.3.18)
Note that the determinant of the matrix associated with system (3.3.18) is
given by −(|∂Ω∩B+ε ||∂Ω∩B−ε |)2 and is different from zero for all ε ∈]0, ε0[.
Moreover, M − |∂Ω \ (B+ε ∪B−ε )|ε 6= 0 for all ε ∈]0, ε0[ for ε0 small enough.
We solve system (3.3.3) and obtain
ρ+ =
M − |∂Ω \ (B+ε ∪B−ε )|ε
2|∂Ω ∩B+ε |
ρ− =
M − |∂Ω \ (B+ε ∪B−ε )|ε
2|∂Ω ∩B−ε |
.
By construction,
∫
∂Ω ρεdσ = M for all ε ∈]0, ε0[.
We have the following theorem.
Theorem 3.3.19. Let Ω be a bounded domain in R2 of class C1 and let ρε
be defined by (3.3.17). Let λ2[ρε] be the first positive eigenvalue of problem
(3.1.2) with ρ = ρε on Ω. Then
lim
ε→0
λ2[ρε] = 0. (3.3.20)
Proof. Let the function u+ε be defined by
u+ε (x) :=
{− ln ( εd∗ ) , if x ∈ Ω ∩B+ε ,
− ln
( |x−x+|
d∗
)
, if x ∈ Ω ∩ (B+∗ \B+ε ).
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Let α(ε) ∈ R be defined by
α(ε) :=
|∂Ω ∩B+ε |ρ+ ln
(
ε
d∗
)
+ ε
∫
∂Ω∩(B+∗ \B+ε ) ln
( |x−x+|
d∗
)
dσ
|∂Ω ∩B−ε |ρ− ln( εd∗ ) + ε
∫
∂Ω∩(B−∗ \B−ε ) ln
( |x−x−|
d∗
)
dσ
,
for ε ∈]0, ε0[. We define the function u−ε by
u−ε (x) :=
{
α(ε) ln
(
ε
d∗
)
, if x ∈ Ω ∩B−ε ,
α(ε) ln
( |x−x−|
d∗
)
, if x ∈ Ω ∩ (B−∗ \B−ε ).
Let the function uε from Ω to R be defined by
uε(x) :=

u+ε (x), if x ∈ Ω ∩ (B+∗ ),
u−ε (x), if x ∈ Ω ∩ (B−∗ ),
0, if x ∈ Ω \ (B+∗ ∪B−∗ ).
By definition
∫
∂Ω ρεuε = 0 for all ε ∈]0, ε0[, where ε0 is small enough.
Figure 3.6: Trial function uε with ε = 0.05.
We need more information on the coefficient α(ε). We note that α(ε) ≥ 0
for all ε ∈]0, ε0[. Moreover, we note that
α(ε) ≤ |∂Ω ∩B
+
ε |ρ+ ln
(
ε
d∗
)
|∂Ω ∩B−ε |ρ− ln( εd∗ ) + |∂Ω ∩ (B−∗ \B−ε )|ε ln
(
ε
d∗
)
≤ |∂Ω ∩B
+
ε |ρ+ ln
(
ε
d∗
)
|∂Ω ∩B−ε |ρ− ln( εd∗ )
+O(ε ln(ε)) = 1 +O(ε ln(ε)),
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as ε→ 0. Hence, if ε0 is small enough, α(ε) is strictly positive and bounded
away from zero and infinity, uniformly in ε ∈]0, ε0[. Moreover limε→0 α(ε) =
1, see the second equation in (3.3.18). Then uε is well-defined and belongs
to H1(Ω). Therefore uε is a suitable test function. We have
λ2[ρε]
≤
∫
Ω∩B+∗ |∇uε|
2dx+
∫
Ω∩B−∗ |∇uε|
2dx∫
∂Ω∩B+ε ρ+u
2
εdσ +
∫
∂Ω∩B−ε ρ−u
2
εdσ + ε
∫
∂Ω∩(B+∗ \B+ε ) u
2
εdσ + ε
∫
∂Ω∩(B−∗ \B−ε ) u
2
εdσ
≤
∫
B+∗
|∇uε|2dx+
∫
B−∗
|∇uε|2dx(
ρ+|∂Ω ∩B+ε |+ α(ε)2ρ−|∂Ω ∩B−ε |
)
ln
(
ε
d∗
)2
+ ε
∫
∂Ω∩(B+∗ \B+ε ) u
2
εdσ + ε
∫
∂Ω∩(B−∗ \B−ε ) u
2
εdσ
≤
(α(ε)2 + 1)
∫
B+∗
|∇uε|2dx(
ρ+|∂Ω ∩B+ε |+ ρ−α(ε)2|∂Ω ∩B−ε |
)
ln
(
ε
d∗
)2
= − 2pi
(
α(ε)2 + 1
)
ln
(
ε
d∗
)(
M−|∂Ω\(B+ε ∪B−ε )|ε
2
)
(α(ε)2 + 1) ln
(
ε
d∗
)2
=
4pi
| ln ( ε
d∗
) |(M − |∂Ω \ (B+ε ∪B−ε )|) . (3.3.21)
We use a suitable Taylor’s expansion in (3.3.21) and obtain
λ2[ρε] ≤ 4pi
M | log ( εd∗ ) | + 4piε|∂Ω \ (B
+
ε ∪B−ε )|
M2| ln ( εd∗ ) | +O
(
ε2
ln(ε)
)
,
as ε→ 0 (see Figure 3.7). This yields formula (3.3.20).
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Figure 3.7: Plot of 4pi
M | log( εd∗ )|
with M = 2.9, d∗ = 1, ε ∈]0, 0.2[.
3.4 On the optimization of the first positive Dirich-
let and Neumann eigenvalues
In this section we consider the eigenvalue problem for the Laplace operator
subject to Dirichlet and Neumann boundary conditions and with density
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ρ ∈ R, where R is given by (3.1.11). We show that there exist densities
preserving the total mass such that the first positive Dirichlet eigenvalue
is arbitrarily close to zero or arbitrary large. Also, we prove that there
exist densities preserving the total mass such that the first positive Neu-
mann eigenvalue is arbitrarily close to zero. The maximization of the first
Neumann eigenvalue among all densities preserving the total mass seems
to be a more complicated issue. Actually, we have been informed that this
problem has been solved by means of techniques from differential geometry.
The answer is that there exists a uniform upper bound for the Neumann
eigenvalues under the constraint that the mass is fixed. It is still unclear if
such an upper bound is attained or not. We refer to the paper [30] for a
geometric approach to the study of the spectrum of the Laplacian.
3.4.1 Optimization of the first Dirichlet eigenvalue
Let Ω be a domain in RN with finite measure, ρ ∈ R and M > 0 be a
fixed number. We consider the Dirichlet eigenvalue problem for the Laplace
operator {
−∆u = λρu, in Ω,
u = 0, on ∂Ω,
(3.4.1)
in the unknowns u (the eigenfunction) and λ (the eigenvalue). It is well-
known that for all ρ ∈ R, problem (3.4.1) admits a diverging sequence of
positive eigenvalues of finite multiplicity
0 < λ1[ρ] < λ2[ρ] ≤ · · · ≤ λj [ρ] ≤ · · · .
The first eigenvalue λ1[ρ] is positive and simple, and an eigenfunction asso-
ciated with λ1[ρ] does not change sign in Ω.
The aim of this subsection is to prove that there exist sequences ρˆε and ρˇε
in R such that ∫Ω ρˆεdx = ∫Ω ρˇεdx = M for all ε ∈]0, ε0[, and λ1[ρˆε]→ +∞,
λ1[ρˇε]→ 0, as ε→ 0. Thus, the problems
max
ρ∈R∫
Ω ρdx=M
λ1[ρ]
and
min
ρ∈R∫
Ω ρdx=M
λ1[ρ]
have no solutions.
We start with the problem of the maximization. In this case we need the
additional assumption that Ω is a bounded domain of class C2. Let ρˆε = ρε,
where ρε is defined by (3.1.20). We note that
∫
Ω ρˆεdx = M for all ε ∈]0, ε0[,
for a suitable ε0 > 0 small. We have the following theorem.
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Theorem 3.4.2. Let Ω be a bounded domain in RN of class C2. Let ρˆε be
defined by (3.1.20). Let λ1[ρˆε] be the first eigenvalue of problem (3.4.1) with
ρ = ρˆε. Then
lim
ε→0
λ1[ρˆε] = +∞.
Proof. For all ε ∈]0, ε0[, with ε0 > 0 small enough, let uε ∈ H10 (Ω) be the
unique eigenfunction associated with λ1[ρˆε] such that
∫
Ω ρˆεu
2
εdx = 1. Then
it holds
λ1[ρˆε] =
∫
Ω
|∇uε|2dx,
for all ε ∈]0, ε0[. Assume by contradiction that there exists a constant C > 0
which does not depend on ε > 0, such that λ1[ρˆε] ≤ C, for all ε ∈]0, ε0[.
Thus,
∫
Ω |∇uε|2dx ≤ C and from the Poincare´ inequality, ‖uε‖L2(Ω) ≤ C ′,
for a constant C ′ > 0 which does not depend on ε > 0. Then there exists
u ∈ H10 (Ω) such that, possibly passing to a subsequence, uε ⇀ u in H10 (Ω),
as ε → 0, and uε → u in L2(Ω), as ε → 0. From Lemma 3.1.22 it follows
that limε→0
∫
Ω ρˆεu
2
εdx =
M
|∂Ω|
∫
∂Ω u
2dσ = 0, which is a contradiction with
the fact that
∫
Ω ρˆεu
2
εdx = 1 for all ε ∈]0, ε0[. Thus λ1[ρˆε] → +∞ as ε → 0.
This concludes the proof of the theorem.
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Figure 3.8: Eigenvalues of problem (3.4.1) on the unit ball in R2 with
ρ = ρˆε, M = pi, ε ∈]0, 1[.
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Now we consider the problem of the minimization of the first Dirichlet
eigenvalue. Let Ω be a domain in RN with finite measure. Let x0 ∈ Ω and
B0 be a ball centered at x0 such that B0 ⊂ Ω. We denote by r0 the radius
of B0. For all ε ∈]0, r0/2[, let Bε the ball of radius ε centered at x0. Let the
function ρˇε ∈ L∞(Ω) be defined by
ρˇε(x) :=
{
M−ε(|Ω|−εNωN )
εNωN
, if x ∈ Bε,
ε, if x ∈ Ω \Bε.
(3.4.3)
By definition,
∫
Ω ρˇεdx = M for all ε ∈]0, r0/2[.
Figure 3.9: Test function uε on Ω ⊂ R2.
We have the following theorem.
Theorem 3.4.4. Let Ω be a domain in RN with finite measure. Let ρˇε be
defined by (3.4.3). Let λ1[ρˇε] be the first eigenvalue of problem (3.4.1) with
ρ = ρˇε. Then
lim
ε→0
λ1[ρˇε] = 0. (3.4.5)
Proof. We distinguish the case N = 2 and N ≥ 3. We start by proving
(3.4.5) in the case N = 2. Let uε ∈ H10 (Ω) be defined by
uε(x) :=

− ln
(
ε
r0
)
, if x ∈ Bε,
− ln
( |x−x0|
r0
)
, if x ∈ B0 \Bε,
0, if x ∈ Ω \B0.
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By definition, uε ∈ H10 (Ω) for all ε ∈]0, r0/2[. From the Min-Max principle
we have that
λ1[ρˇε] ≤
∫
Ω |∇uε|2dx∫
Ω ρˇεu
2
εdx
. (3.4.6)
It is convenient to use standard polar coordinates (r, θ) ∈ R+ × ∂B in R2
with respect to the point x0. We have for the numerator in (3.4.6)∫
Ω
|∇uε|2dx =
∫ 2pi
0
∫ r0
ε
1
r
drdθ = 2pi ln
(r0
ε
)
. (3.4.7)
For the denominator we have∫
Ω
ρˇεu
2
εdx
= ε
∫ 2pi
0
∫ r0
ε
(
ln
(
r
r0
))2
rdrdθ +
M − ε(|Ω| − piε2)
piε2
∫ 2pi
0
∫ ε
0
(
ln
(
ε
r0
))2
rdrdθ
=
pi
2
(
r20 − ε2 − 2ε2 ln
(r0
ε
)
(1 + ln
(r0
ε
)
)
)
ε+
(
M − ε(|Ω| − piε2))(ln( ε
r0
))2
.
(3.4.8)
Therefore, from (3.4.6), (3.4.7) and (3.4.8) we have
λ1[ρˇε]
≤ 2pi ln
(
r0
ε
)
pi
2
(
r20 − ε2 − 2ε2 ln
(
r0
ε
)
(1 + ln
(
r0
ε
)
)
)
ε+ (M − ε(|Ω| − piε2))
(
ln
(
ε
r0
))2 .
(3.4.9)
The right-hand side of (3.4.9) clearly goes to zero as ε → 0. In fact, we
can make a Taylor expansion and obtain that the right-hand side of (3.4.9)
equals
2pi
M |ln (ε/r0)| +O
(
ε
| ln(ε)|
)
,
as ε→ 0. This concludes the proof in the case N = 2.
Consider now the case N ≥ 3. Let uε ∈ H10 (Ω) be defined by
uε(x) :=

1
εN−2 − 1rN−20 , if x ∈ Bε,
1
|x−x0|N−2 −
1
rN−20
, if x ∈ B0 \Bε,
0, if x ∈ Ω \B0.
By definition, uε ∈ H10 (Ω) for all ε ∈]0, r0/2[. From the Min-Max principle,
λ1[ρˇε] satisfies the inequality (3.4.6).
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It is convenient to use standard spherical coordinates (r, θ) ∈ R+ × ∂B
in RN with respect to the point x0. We have for the numerator in (3.4.6)∫
Ω
|∇uε|2dx
=
∫
∂B
∫ r0
ε
((2−N)r1−N )2rN−1drdσ = NωN (N − 2)(ε2−N − r2−N0 ).
(3.4.10)
For the denominator we have
∫
Ω
ρˇεu
2
εdx = ε
∫
∂B
∫ r0
ε
(
1
rN−2
− 1
rN−20
)2
rN−1drdσ
+
M − ε(|Ω| − ωNεN )
ωNεN
∫
∂B
∫ ε
0
(
1
εN−2
− 1
rN−20
)2
rN−1drdσ
= ωN
(
Nr2−N0 ε
2 +
N
N − 4ε
4−N − r4−N0 εN −
(N − 2)2
N − 4 r
4−N
0
)
ε
+
(
M − ε(|Ω| − εNωN )
)
(r2−N0 − ε2−N ), (3.4.11)
if N ≥ 3 and N 6= 4, while
∫
Ω
ρˇεu
2
εdx = ε
∫
∂B
∫ r0
ε
(
1
r2
− 1
r20
)2
r3drdσ
+
M − ε(|Ω| − ω4ε4)
ω4ε4
∫
∂B
∫ ε
0
(
1
ε2
− 1
r20
)2
r3drdσ
=
(r20 − ε2)((r20 − ε2)(M − ε|Ω|)− 2r20ε5ω4)
r40ε
4
− 4εω4 ln
(
ε
r0
)
, (3.4.12)
if N = 4. Therefore, from (3.4.6), (3.4.10), (3.4.11) and (3.4.12), we have
λ1[ρˇε]
≤ NωN (N − 2)(ε
2−N − r2−N0 )
ωN
(
Nr2−N0 ε2 +
N
N−4 ε4−N − r
4−N
0 ε
N − (N−2)2
N−4 r
4−N
0
)
ε +
(
M − ε(|Ω| − εNωN )
)
(r2−N0 − ε2−N )
(3.4.13)
if N ≥ 3, N 6= 4, and
λ1[ρˇε] ≤ 8ω4(ε
−2 − r−20 )
(r20−ε2)((r20−ε2)(M−ε|Ω|)−2r20ε5ω4)
r40ε
4 − 4εω4 ln
(
ε
r0
) , (3.4.14)
if N = 4.
The right-hand side of both (3.4.13) and (3.4.14) clearly goes to zero as
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ε→ 0. In fact, we can make a Taylor expansion and obtain that the right-
hand side of both (3.4.13) and (3.4.14) equals
N(N − 2)
M
εN−2 +O(εN−1),
as ε→ 0. This concludes the proof in the case N ≥ 3.
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(a) λ1[ρˇε] on the unit ball in R2,
M = pi, ε ∈]0, 1[.
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(b) λ1[ρˇε] (red) and
2
| ln(ε)| (blue),
ε ∈]0, 0.1[.
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3.4.2 Minimization of the first positive Neumann eigenvalue
Let Ω be a bounded domain in RN of class C1 and M > 0 be a fixed number.
We consider the eigenvalue problem (3.1.12). We recall that the first eigen-
value λ1[ρ] of problem (3.1.12) is zero, and the corresponding eigenfunctions
are the constant functions on Ω. The second eigenvalue λ2[ρ] is positive.
The aim of this subsection is to prove that there exists a sequence ρε ∈ R
such that
∫
Ω ρεdx = M for all ε ∈]0, ε0[, for a suitable ε0 > 0, and such that
λ2[ρε]→ 0 as ε→ 0. Thus the problem
min
ρ∈R∫
Ω ρdx=M
λ2[ρ]
has no solutions.
Let x1, x2 ∈ Ω, x1 6= x2, and let r0 > 0 be such that B1 ⊂ Ω, B2 ⊂ Ω
and B1 ∩ B2 = ∅, where B1 and B2 are balls of radius r0 centered at x1
and x2, respectively. Let ε ∈]0, r0/2[ and let Bε,1, Bε,2 be the balls of radius
ε centered at x1 and x2, respectively. We introduce the function ρε ∈ R
defined by
ρε(x) :=
{
ε, if x ∈ Ω \ (Bε,1 ∪Bε2),
M−ε(|Ω|−2εNωN )
2εNωN
, if x ∈ Bε,1 ∪Bε,2,
(3.4.15)
for all ε ∈]0, r0/2[. We note that
∫
Ω ρεdx = M for all ε ∈]0, r0/2[.
We consider problem (3.1.12) with ρ = ρε. We have the following theorem.
Theorem 3.4.16. Let Ω be a bounded domain in RN of class C1. Let ρε be
defined by (3.4.15). Let λ2[ρε] be the second eigenvalue of problem (3.1.12)
with ρ = ρε. Then
lim
ε→0
λ2[ρε] = 0. (3.4.17)
Proof. Let uε ∈ H1(Ω) be defined by
uε(x) :=

− ln
(
ε
r0
)
, if x ∈ Bε,1,
ln
(
ε
r0
)
, if x ∈ Bε,2,
− ln
( |x−x1|
r0
)
, if x ∈ B1 \Bε,1,
ln
( |x−x2|
r0
)
, if x ∈ B2 \Bε,2,
0, if x ∈ Ω \ (B1 ∪B2),
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if N = 2, and by
uε(x) :=

1
εN−2 − 1rN−20 , if x ∈ Bε,1,
− 1
εN−2 +
1
rN−20
, if x ∈ Bε,2,
1
|x−x1|N−2 −
1
rN−20
, if x ∈ B1 \Bε,1,
− 1|x−x2|N−2 +
1
rN−20
, if x ∈ B2 \Bε,2,
0, if x ∈ Ω \ (B1 ∪B2),
if N ≥ 3. Clearly uε ∈ H1(Ω) for all ε ∈]0, r0/2[. Moreover, by definition,∫
Ω ρεuεdx = 0 for all ε ∈]0, r0/2[.
Figure 3.11: Test function uε on Ω ⊂ R2.
We recall that by the Min-Max principle we have
λ2[ρε] = min
u∈H1(Ω)∫
Ω ρεdx=0
∫
Ω |∇uε|2dx∫
Ω ρεu
2
εdx
.
Then it follows that
λ2[ρε] ≤
∫
Ω |∇uε|2∫
Ω ρεu
2
εdx
,
for all ε ∈]0, r0/2[. Now the proof of (3.4.17) follows the same lines as the
proof of formula (3.4.5) in Theorem (3.4.4), and is accordingly omitted. In
particular, we prove that
lim
ε→0
∫
Ω |∇uε|2dx∫
Ω ρεu
2
εdx
= 0,
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which implies the validity of (3.4.17).
72 Mass concentration phenomena for second order operators
Chapter 4
Neumann and Steklov
problems: an asymptotic
analysis
As we have highlighted in Chapter 3 (Theorem 3.1.21 and Corollary 3.1.42),
we can consider the Steklov eigenvalues of the Laplace operator as limiting
Neumann eigenvalues in a problem of mass concentration at the boundary
of a bounded domain of class C2 in RN . Through this chapter we shall
use a slightly different notation for the eigenvalues and the eigenfunctions
of problems (3.1.2) and (3.1.12) with respect to that used in Chapter 3.
The notation used in this chapter is more convenient in view of the analysis
which we shall carry out. We consider problem (3.1.2) with constant density
ρ ≡ M|∂Ω| , namely {
∆u = 0, in Ω,
∂u
∂ν =
M
|∂Ω|µu, on ∂Ω,
(4.0.1)
in the unknowns µ (the eigenvalue) and u (the eigenfunction), where M > 0
is a fixed constant. We consider also problem (3.1.12) with density ρ = ρε,
where ρε is given by (3.1.20), namely{ −∆u = λρεu, in Ω,
∂u
∂ν = 0, on ∂Ω,
(4.0.2)
in the unknowns λ (the eigenvalue) and u (the eigenfunction).
In this chapter we discuss the asymptotic behavior of the Neumann eigen-
values and find explicit formulas for their derivatives at the limiting problem
in the case of the open unit ball in RN (Section 4.1) and of general bounded
domain of class C2 in R2 (Section 4.2). In particular, in the case of the ball
in RN we deduce that the Neumann eigenvalues have a monotone behav-
ior in the limit and that Steklov eigenvalues locally minimize the Neumann
eigenvalues.
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The techniques used in Section 4.1 and Section 4.2 are completely dif-
ferent. In Section 4.1 we use the explicit form of the solutions of problem
(4.0.2) on the unit ball in terms of Bessel functions. In this way problem
(4.0.2) is recasted in the form of an equation F (λ, ε) = 0. Then we carry out
the analysis of this implicit equation and find a formula for the derivative
of the eigenvalues at ε = 0. In Section 4.2 we use classical techniques of
asymptotic analysis in the spirit of [50, 52, 53]. In particular, we postulate
an asymptotic expansion of the eigenelements of problem (4.0.2) and justify
the expansion up to the first order.
We remark that the techniques used in Section 4.1 allow to overcome the
problem of the multiplicity of the eigenvalues, which is usually an obstruction
in the application of the techniques of asymptotic analysis. In fact, the
analysis carried out in Section 4.1 involves all multiple eigenvalues. On the
other hand, in Section 4.2 the techniques of asymptotic analysis which we
used allow to deal only with simple eigenvalues.
4.1 The case of the ball in RN
Let B be the open unit ball centered at zero in RN , N ≥ 2. We denote by
ωN the measure of B. Therefore, the (N − 1)-dimensional measure of ∂B is
given by NωN . In this section we consider problem (4.0.1) with Ω = B. As
is well-known (see also Corollary 3.2.6) the eigenvalues of problem (4.0.1) on
the unit ball with constant density MNωN are given explicitly by the sequence
µl =
NωN
M
l, l ∈ N0, (4.1.1)
and the eigenfunctions corresponding to µl are the homogeneous harmonic
polynomials of degree l. In particular, the multiplicity of µl is (2l+N−2)(l+
N−3)!/(l!(N−2)!), and only µ0 is simple, the corresponding eigenfunctions
being the constant functions.
As in Chapter 3, for any ε ∈]0, 1[, we consider a mass density ρε in
the whole of B defined by (3.1.20). We recall that for any x ∈ B we have
ρε(x) → 0 as ε → 0, and
∫
B ρεdx = M for all ε > 0, which means that
the total mass M is fixed and concentrates at the boundary of B as ε→ 0.
Then we consider problem (4.0.2) on B with ρ = ρε.
The eigenvalues of (4.0.2) on B with density ρε have finite multiplicity
and form a sequence
λ0(ε) < λ1(ε) ≤ λ2(ε) ≤ · · · ,
depending on ε, with λ0(ε) = 0. Recall that by Corollary 3.1.42 we have
that for any l ∈ N0
λl(ε)→ µl, as ε→ 0, (4.1.2)
(see also [10], [72]).
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In this section we study the asymptotic behavior of λl(ε) as ε → 0.
Namely, we prove that such eigenvalues are continuously differentiable with
respect to ε for ε ≥ 0 small enough, and that the following formula holds
λ′l(0) =
2lµl
3
+
2µ2l
N(2l +N)
. (4.1.3)
In particular, for l 6= 0, λ′l(0) > 0 hence λl(ε) is strictly increasing and the
Steklov eigenvalues µl minimize the Neumann eigenvalues λl(ε) for ε small
enough. We note that our analysis concerns all eigenvalues µl with arbitrary
indexes and multiplicity, and that we do not prove global monotonocity of
λl(ε), which in fact does not hold for any l; see Figures 4.1, 4.2.
In Subsection 4.1.1 we prove formula (4.1.3). The proof of the results
relies on the use of Bessel functions which allows to recast problem (4.0.2)
in the form of an equation F (λ, ε) = 0 in the unknowns λ, ε. Then, af-
ter some preparatory work, it is possible to apply the Implicit Function
Theorem and conclude. The application of this method requires suitable
Taylor’s expansions and estimates for the corresponding remainders, as well
as recursive formulas for the cross-products of Bessel functions and their
derivatives. The estimates for the remainders are contained in Subsection
4.1.2. In Subsection 4.1.3 we consider the case N = 1. In Subsection 4.1.4 we
study the behavior of the eigenvalues and their derivatives under dilations
of the domain. In Subsection 4.1.5 we establish recursive formulas for the
cross-products of Bessel functions and their derivatives used in Subsection
4.1.1.
4.1.1 Asymptotic behavior of Neumann eigenvalues
In the sequel we shall use the standard spherical coordinates (r, θ) ∈ R+×∂B
in RN .
We note that, when d(x, ∂B) < ε, we have ρε(x) =
M−εωN (1−ε)N
ωN (1−(1−ε)N ) . To
shorten notation, in what follows we will denote by a and b the quantities
defined by
a :=
√
λε(1− ε), and b :=
√
λρ˜ε(1− ε),
where
ρ˜ε :=
M − εωN (1− ε)N
ωN
(
1− (1− ε)N
) .
We have the following lemma.
Lemma 4.1.4. Given an eigenvalue λ of problem (4.0.2), a corresponding
eigenfunction u is of the form u(r, θ) = Sl(r)Hl(θ) where Hl(θ) is a spherical
harmonic of some order l ∈ N0 and
Sl(r) =
 r
1−N2 Jνl(
√
λεr), if r < 1− ε,
r1−
N
2
(
αJνl(
√
λρ˜εr) + βYνl(
√
λρ˜εr)
)
, if 1− ε < r < 1,
(4.1.5)
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where νl :=
(N+2l−2)
2 and α, β are given by
α =
pib
2
(
Jνl(a)Y
′
νl
(b)− a
b
J ′νl(a)Yνl(b)
)
β =
pib
2
(a
b
Jνl(b)J
′
νl
(a)− J ′νl(b)Jνl(a)
)
.
Proof. Recall that the Laplace operator can be written in spherical coordi-
nates as
∆ = ∂rr +
N − 1
r
∂r +
1
r2
∆S ,
where ∆S is the Laplace-Beltrami operator on the unit sphere ∂B of RN .
In order to solve the equation −∆u = λρεu, we separate variables so that
u(r, θ) = S(r)H(θ). Then using l(l+N − 2), l ∈ N0, as separation constant,
we obtain the equations
r2S′′ + r(N − 1)S′ + r2λρεS − l(l +N − 2)S = 0 (4.1.6)
and
−∆SH = l(l +N − 2)H. (4.1.7)
By setting S(r) = r1−
N
2 S˜(r) into (4.1.6), it follows that S˜(r) satisfies the
Bessel equation
S˜′′ +
1
r
S˜′ +
(
λρε − ν
2
l
r2
)
S˜ = 0.
Since the solutions u of problem (4.0.2) are bounded on Ω and Yνl(z) blows
up at z = 0, it follows that for r < 1− ε, S(r) is a multiple of the function
r1−
N
2 Jνl(
√
λεr). For 1 − ε < r < 1, S(r) is a linear combination of the
functions r1−
N
2 Jνl(
√
λρ˜εr) and r
1−N
2 Yνl(
√
λρ˜εr). On the other hand, the
solutions of equation (4.1.7) are the spherical harmonics of order l. Thus u
can be written as in (4.1.5) for suitable values of α, β ∈ R.
Now it remains to compute the coefficient α and β in (4.1.5). Since the
right-hand side of the equation in (4.0.2) is a function in L2(Ω) then by
standard regularity theory a solution u of (4.0.2) belongs to the standard
Sobolev space H2(Ω), hence α and β must be chosen in such a way that u
and ∂ru are continuous at r = 1− ε, that is{
αJνl(
√
λρ˜ε(1− ε)) + βYνl(
√
λρ˜ε(1− ε)) = Jνl(
√
λε(1− ε)) ,
αJ ′νl(
√
λρ˜ε(1− ε)) + βY ′νl(
√
λρ˜ε(1− ε)) =
√
ε
ρ˜ε
J ′νl(
√
λε(1− ε)) .
Solving the system we obtain
α =
Jνl(a)Y
′
νl
(b)− abJ ′νl(a)Yνl(b)
Jνl(b)Y
′
νl
(b)− J ′νl(b)Yνl(b)
, β =
a
bJνl(b)J
′
νl
(a)− J ′νl(b)Jνl(a)
Jνl(b)Y
′
νl
(b)− J ′νl(b)Yνl(b)
.
Note that Jνl(b)Y
′
νl
(b) − J ′νl(b)Yνl(b) is the Wronskian in b, which is known
to be 2pib (see Section 1.4, see also [1, §9]). This concludes the proof.
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We are ready to establish an implicit characterization of the eigenvalues
of (4.0.2).
Lemma 4.1.8. The nonzero eigenvalues λ of problem (4.0.2) are given
implicitly as zeros of the equation(
1− N
2
)
P1(a, b) +
b
(1− ε)P2(a, b) = 0, (4.1.9)
where
P1(a, b) = Jνl(a)
(
Y ′νl(b)Jνl(
b
1−ε)−J
′
νl
(b)Yνl(
b
1−ε)
)
+
a
b
J ′νl(a)
(
Jνl(b)Yνl(
b
1−ε)−Yνl(b)Jνl(
b
1−ε)
)
,
P2(a, b) = Jνl(a)
(
Y ′νl(b)J
′
νl
(
b
1−ε)−J
′
νl
(b)Y ′νl(
b
1−ε)
)
+
a
b
J ′νl(a)
(
Jνl(b)Y
′
νl
(
b
1−ε)−Yνl(b)J
′
νl
(
b
1−ε)
)
.
Proof. By Lemma 4.1.4, an eigenfunction u associated with an eigenvalue λ
is of the form u(r, θ) = Sl(r)Hl(θ), where for r > 1− ε
Sl(r)=
pib
2
r1−
N
2
[(
Jνl(a)Y
′
νl
(b)−a
b
J ′νl(a)Yνl(b)
)
Jνl(
br
1− ε)
+
(a
b
Jνl(b)J
′
νl
(a)−J ′νl(b)Jνl(a)
)
Yνl(
br
1− ε)
]
.
We require that ∂u∂ν =
∂u
∂r |r=1 = 0, which is true if and only if
pib
2
(
1−N
2
)[(
Jνl(a)Y
′
νl
(b)−a
b
J ′νl(a)Yνl(b)
)
Jνl(
b
1− ε)
+
(a
b
Jνl(b)J
′
νl
(a)−J ′νl(b)Jνl(a)
)
Yνl(
b
1− ε)
]
+
pib2
2(1− ε)
[(
Jνl(a)Y
′
νl
(b)−a
b
J ′νl(a)Yνl(b)
)
J ′νl(
b
1− ε)
+
(a
b
Jνl(b)J
′
νl
(a)−J ′νl(b)Jνl(a)
)
Y ′νl(
b
1− ε)
]
= 0.
The previous equation can be clearly rewritten in the form (4.1.9).
We now prove the following lemma.
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Lemma 4.1.10. Equation (4.1.9) can be written in the form
λ2ε
(
M
3NωN
− 1
νl(1 + νl)
)
+ λε
(
N
2
− νl + (2−N)NωN
2νl(1 + νl)M
)
− 2λ+ 2NωN l
M
− 2NωN l
M
(
N − 1
2
− ωN
M
− νl
)
ε+R(λ, ε) = 0 (4.1.11)
where R(λ, ε) ∈ O(ε√ε) as ε→ 0.
Proof. We plan to divide the left hand-side of (4.1.9) by J ′νl(a) and to analyze
the resulting terms using the known Taylor’s series for Bessel functions. Note
that J ′νl(a) > 0 for all ε small enough. We split our analysis into three steps.
Step 1. We consider the term P2(a,b)J ′νl (a)
, that is
Jνl(a)
J ′νl(a)
[
Y ′νl(b)J
′
νl
(
b
1− ε )− Y
′
νl
(
b
1− ε )J
′
νl
(b)
]
+
a
b
[
Y ′νl(
b
1− ε )Jνl(b)− Yνl(b)J
′
νl
(
b
1− ε )
]
. (4.1.12)
Using Taylor’s formula, we write the derivatives of the Bessel functions
in (4.1.12), call them C′νl , as follows
C′νl
(
b
1− ε
)
= C′νl(b) + C′′νl(b)
εb
1− ε + · · ·+
C(n)νl (b)
(n− 1)!
(
εb
1− ε
)n−1
+ o
(
εb
1− ε
)n−1
.
(4.1.13)
Then, using (4.1.13) with n = 4 for J ′νl and Y
′
νl
we get
Jνl(a)
J ′νl(a)
[
εb
1− ε
(
Y ′νl(b)J
′′
νl
(b)− J ′νl(b)Y ′′νl(b)
)
+
ε2b2
2(1− ε)2
(
Y ′νl(b)J
′′′
νl
(b)− J ′νl(b)Y ′′′νl (b)
)
+
ε3b3
6(1− ε)3
(
Y ′νl(b)J
′′′′
νl
(b)− J ′νl(b)Y ′′′′νl (b)
)
+R1(b)
]
+
a
b
[(
Jνl(b)Y
′
νl
(b)− Yνl(b)J ′νl(b)
)
+
εb
1− ε
(
Jνl(b)Y
′′
νl
(b)− Yνl(b)J ′′νl(b)
)
+
ε2b2
2(1− ε)2
(
Jνl(b)Y
′′′
νl
(b)− Yνl(b)J ′′′νl (b)
)
+R2(b)
]
, (4.1.14)
where R1(b), R2(b) are the appropriate remainders in the Taylor’s formulas.
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Let R3 be the remainder defined in Lemma 4.1.23. We set
R(λ, ε) := R3(a)
[
εb
1− ε
(
Y ′νl(b)J
′′
νl
(b)−J ′νl(b)Y ′′νl(b)
)
+
ε2b2
2(1− ε)2
(
Y ′νl(b)J
′′′
νl
(b)−J ′νl(b)Y ′′′νl (b)
)
+
ε3b3
6(1− ε)3
(
Y ′νl(b)J
′′′′
νl
(b)−J ′νl(b)Y ′′′′νl (b)
)]
+R1(b)
[
a
νl
+
a3
2νl2(1 + νl)
]
+R2(b)
a
b
+R3(a)R1(b).
By Lemma 4.1.28, it turns out that R(λ, ε) ∈ O(ε3) as ε→ 0.
We also set
f(ε) := b21(ε)a
3
1(ε)f1(ε);
g(ε) := b21(ε)a1(ε)g1(ε) + a
3
1(ε)g2(ε);
h(ε) := a1(ε)h1(ε) + ε
2a
3
1(ε)
b21(ε)
h2(ε);
k(ε) :=
a1(ε)
b21(ε)
k1(ε),
where
a1(ε) :=
a√
λε
= (1− ε);
b1(ε) := b
√
ε
λ
;
f1(ε) :=
1
6νl2(1 + νl)(1− ε)3 ;
g1(ε) :=
1
3νl(1− ε)3 ;
g2(ε) := − 1
νl2(1 + νl)(1− ε) +
ε
2νl2(1 + νl)(1− ε)2 −
ε2(3 + 2νl
2)
6νl2(1 + νl)(1− ε)3 ;
h1(ε) := − 2
νl(1− ε) +
ε
νl(1− ε)2 −
ε2(3 + 2νl
2)
3νl(1− ε)3 −
ε
(1− ε)2 ;
h2(ε) :=
1
(1 + νl)(1− ε) −
3ε
2(1 + νl)(1− ε)2 +
ε2(νl
4 + 11νl
2)
6νl2(1 + νl)(1− ε)3 ;
k1(ε) := 2 +
2ενl
(1− ε) −
3ε2νl
(1− ε)2 +
ε3(νl
4 + 11νl
2)
3νl(1− ε)3 −
2ε
(1− ε) +
ε2(2 + νl
2)
(1− ε)2 .
Note that functions f , g, h, k are continuous at ε = 0 and f(0), g(0), h(0),
k(0) 6= 0.
Using in (4.1.14) formula (4.1.24) for Jνl(a)/J
′
νl
(a) and the explicit for-
mulas for the cross products of Bessel functions given by Lemma 4.1.41 and
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Corollary 4.1.46, (4.1.12) can be written as
1√
λpi
ε
√
εk(ε) +
√
λ
pi
ε
√
εh(ε) +
λ
√
λ
pi
ε2
√
εg(ε) +
λ2
√
λ
pi
ε3
√
εf(ε) +R(λ, ε).
(4.1.15)
Step 2. We consider the quantity P1(a,b)J ′νl (a)
, that is
Jνl(a)
J ′νl(a)
[
Y ′νl(b)Jνl(
b
1− ε )− J
′
νl
(b)Yνl(
b
1− ε )
]
+
a
b
[
Jνl(b)Yνl(
b
1− ε )− Yνl(b)Jνl(
b
1− ε )
]
. (4.1.16)
Proceeding as in Step 1 and setting
f˜(ε) := − a
3
1(ε)b1(ε)
2piνl2(1 + νl)(1− ε)2 ;
g˜(ε) :=
a31(ε)
b1(ε)
(
1
piνl2(1 + νl)
+
ε2
2pi(1 + νl)(1− ε)2
)
− a1(ε)b1(ε)
νlpi(1− ε)2 ;
h˜(ε) :=
a1(ε)
b1(ε)
(
2
νlpi
+
2ε
pi(1− ε) +
(νl − 1)
pi(1− ε)2 ε
2
)
,
one can prove that (4.1.16) can be written as
εh˜(ε) + λε2g˜(ε) + λ2ε3f˜(ε) + Rˆ(λ, ε), (4.1.17)
where Rˆ(λ, ε) ∈ O(ε2√ε) as ε→ 0, see Lemma 4.1.28.
Step 3. We combine (4.1.15) and (4.1.17) and rewrite equation (4.1.9)
in the form
ε(1− N
2
)h˜(ε) + ε
b1(ε)k(ε)
pi(1− ε) + λε
2(1− N
2
)g˜(ε) + λε
b1(ε)h(ε)
pi(1− ε)
+ λ2ε3(1− N
2
)f˜(ε) + λ2ε2
b1(ε)g(ε)
pi(1− ε) + λ
3ε3
b1(ε)f(ε)
pi(1− ε) +R0(λ, ε) = 0, (4.1.18)
where
R0(λ, ε) =
√
λb1(ε)
(1− ε)√εR(λ, ε) +
(
1− N
2
)
Rˆ(λ, ε).
Note that R0(λ, ε) ∈ O(ε2
√
ε) as ε → 0. Dividing by ε in (4.1.18) and
setting R1(λ, ε) := R0(λ,ε)ε , we obtain
(1− N
2
)h˜(ε) +
b1(ε)k(ε)
pi(1− ε) + λε(1−
N
2
)g˜(ε) + λ
b1(ε)h(ε)
pi(1− ε)
+ λ2ε2(1− N
2
)f˜(ε) + λ2ε
b1(ε)g(ε)
pi(1− ε) + λ
3ε2
b1(ε)f(ε)
pi(1− ε) +R1(λ, ε) = 0.
(4.1.19)
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We now multiply in (4.1.19) by piνl(1−ε)b1(ε) which is a positive quantity for
all ε ∈]0, 1[. Taking into account the definitions of functions g, h, k, g˜, h˜, we
can finally rewrite (4.1.19) in the form
λ2ε
(
ρˆ(ε)
3
− 1
νl(1 + νl)
)
+ λε
(
N
2
− νl + 2−N
2νl(1 + νl)ρˆ(ε)
)
− 2λ+ 2l (1 + ενl)
ρˆ(ε)
+R(λ, ε) = 0,
where
ρˆ(ε) := ερ˜(ε) =
M − ωNε(1− ε)N
ωN
(
N − N(N−1)2 ε−
∑N
k=3
(
N
k
)
(−1)kεk−1
) ,
and R(λ, ε) ∈ O(ε√ε) as ε → 0. The formulation in (4.1.11) can be easily
deduced by observing that
ρˆε =
M
NωN
+ 2
M
NωN
(
N − 1
4
− ωN
2M
)
ε+O(ε2), as ε→ 0.
We are now ready to prove the main result of this section.
Theorem 4.1.20. All eigenvalues of problem (4.0.2) have the following
asymptotic behavior
λl(ε) = µl +
(
2lµl
3
+
2µ2l
N(2l +N)
)
ε+ o(ε), as ε→ 0, (4.1.21)
where µl are the eigenvalues of problem (4.0.1).
Moreover, for all l ∈ N0 the functions defined by λl(ε) for ε > 0 and
λl(0) = µl, are continuous in the whole of [0, 1[ and of class C
1 in a neigh-
borhood of ε = 0.
Proof. By using the Min-Max Principle and related standard arguments, one
can easily prove that λl(ε) depends with continuity on ε > 0 (cfr. formula
(2.1.1), see also [70, 75]). Moreover, by using (4.1.2) the maps ε 7→ λl(ε)
can be extended by continuity at the point ε = 0 by setting λl(0) = µl.
In order to prove differentiability of λl(ε) around zero and the validity
of (4.1.21), we consider equation (4.1.11) and apply the Implicit Function
Theorem. Note that equation (4.1.11) can be written in the form F (λ, ε) = 0
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where F is a function of class C1 in the variables (λ, ε) ∈]0,∞[×[0, 1[, with
F (λ, 0) = −2λ+ 2NωN l
M
,
F ′λ(λ, 0) = −2,
F ′ε(λ, 0) = λ
2
(
M
3NωN
− 1
νl(1 + νl)
)
+ λ
(
N
2
− νl + (2−N)NωN
2νl(1 + νl)M
)
−2NωN l
M
(
N − 1
2
− ωN
M
− νl
)
By (4.1.1), µl = NωN l/M hence F (µl, 0) = 0. Since F
′
λ(µl, 0) 6= 0, the
Implicit Function Theorem combined with the continuity of the functions
λl(·) allows to conclude that functions λl(·) are of class C1 around zero.
We now compute the derivative of λl(·) at zero. Using the equality
NωN/M = µl/l and recalling that νl = l +N/2− 1 we get
F ′ε(µl, 0) = µ
2
l
(
l
3µl
− 1
νl(1 + νl)
)
+ µl
(
1− l + µl(2−N)
2lνl(1 + νl)
)
− 2µl
(
1
2
− l − µl
Nl
)
= µ2l
(
1
νl(1 + νl)
(
2−N
2l
− 1
)
+
2
Nl
)
+
4
3
µll
=
4µ2l
N2 + 2Nl
+
4
3
µll.
Finally, formula λ′l(0) = −F ′ε(µl, 0)/F ′λ(µl, 0) yields (4.1.3) and the validity
of (4.1.21).
Corollary 4.1.22. For any l ∈ N there exists δl > 0 such that the function
λl(·) is strictly increasing in the interval [0, δl[. In particular, µl < λl(ε) for
all ε ∈]0, δl[.
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Figure 4.1: Solution branches of equation (4.1.9) with N = 2, M = pi in the
region (ε, λ) ∈]0, 1[×]0, 150[ . The colors refer to the choice of l in (4.1.9),
in particular blue (l = 0), red (l = 1), green (l = 2), purple (l = 3), orange
(l = 4).
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Figure 4.2: Solution branches of equation (4.1.9) with N = 2, M = pi in the
region (ε, λ) ∈]0, 1[×]0, 50[ . The colors refer to the choice of l in (4.1.9), in
particular blue (l = 0), red (l = 1), green (l = 2), purple (l = 3), orange
(l = 4), cyan (l = 5), pink (l = 6) .
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4.1.2 Estimates for the remainders
This subsection is devoted to the proof of a few technical estimates used in
the proof of Lemma 4.1.10.
Lemma 4.1.23. The function R3 defined by
Jν(z)
J ′ν(z)
=
z
ν
+
z3
2ν2(1 + ν)
+R3(z), (4.1.24)
is O(z5) as z → 0.
Proof. Recall the following well-known representation of the Bessel functions
of the first species
Jν(z) =
(z
2
)ν +∞∑
j=0
(−1)j
j!Γ(j + ν + 1)
(z
2
)2j
. (4.1.25)
For clarity, we simply write
Jν(z) = z
ν(a0 + a2z
2 + a4z
4 +O(z5)), (4.1.26)
hence
J ′ν(z) = z
ν−1(νa0 + (ν + 2)a2z2 + (ν + 4)a4z4 +O(z5)), (4.1.27)
where the coefficients a0, a2, a4 are defined by (4.1.25). By (4.1.26), (4.1.27)
and standard computations it follows that
Jν(z)
J ′ν(z)
=
z
ν
− 2a2
ν2a0
z3 +O(z5),
which gives exactly (4.1.24).
Lemma 4.1.28. For any λ > 0 the remainders R(λ, ε) and Rˆ(λ, ε) defined
in the proof of Lemma 4.1.10 are O(ε3), O(ε2
√
ε), respectively, as ε →
0. Moreover, the same holds true for the corresponding partial derivatives
∂λR(λ, ε), ∂λRˆ(λ, ε).
Proof. First, we consider R3(a) = R3(
√
λε(1 − ε)) where R3 is defined in
Lemma 4.1.23 and we differentiate it with respect to λ. We obtain
∂R3(a)
∂λ
=
aR′3(a)
2λ
,
hence by Lemma 4.1.23 we can conclude that R3(a) and
∂R3(a)
∂λ are O(ε
2√ε)
as ε→ 0.
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Now consider R1(b) and R2(b) defined in the proof of Lemma 4.1.10.
Since λ > 0, we have that b > 0 hence the Bessel functions are analytic in b
and we can write
R1(b) =
+∞∑
k=4
εkbk
k!(1− ε)k
(
Y ′ν(b)J
(k+1)
ν (b)− J ′ν(b)Y (k+1)ν (b)
)
,
and
2
√
λ
∂R1(b)
∂λ
=
εb1(ε)√
ε(1− ε)
+∞∑
k=4
bk−1εk−1
(k − 1)!(1− ε)k−1
(
Y ′ν(b)J
(k+1)
ν (b)− J ′ν(b)Y (k+1)ν (b)
)
+
b1(ε)√
ε
+∞∑
k=4
εkbk
k!(1− ε)k
(
Y ′ν(b)J
(k+1)
ν (b)− J ′ν(b)Y (k+1)ν (b)
)′
.
Using the fact that b =
√
λ/εb1(ε) and Lemma 4.1.41 we conclude that
all the cross products of the form Y ′ν(b)J
(k+1)
ν (b)− J ′ν(b)Y (k+1)ν (b) and their
derivatives (Y ′ν(b)J
(k+1)
ν (b) − J ′ν(b)Y (k+1)ν (b))′ are O(
√
ε) and O(ε) respec-
tively, as ε→ 0. It follows that R1(b) and ∂λR1(b) are O(ε2
√
ε) as ε→ 0.
Similarly,
R2(b) =
+∞∑
k=3
εkbk
k!(1− ε)k
(
Jν(b)Y
(k+1)
ν (b)− Yν(b)J (k+1)ν (b)
)
,
and
2
√
λ
∂R2(b)
∂λ
=
εb1(ε)√
ε(1− ε)
+∞∑
k=3
bk−1εk−1
(k − 1)!(1− ε)k−1
(
Jν(b)Y
(k+1)
ν (b)− Yν(b)J (k+1)ν (b)
)
+
b1(ε)√
ε
+∞∑
k=3
εkbk
k!(1− ε)k
(
Jν(b)Y
(k+1)
ν (b)− Yν(b)J (k+1)ν (b)
)′
,
hence R2(b) and ∂λR2(b) are O(ε
2) as ε→ 0.
Summing up all the terms, using Lemma 4.1.40 and Corollary 4.1.46, we
obtain
R(λ, ε) = R3(a)
[
2ε
pi(1− ε)
(
ν2
b2
− 1
)
+
ε2
pi(1− ε)2
(
1− 3ν
2
b2
)
+
ε3b2
3pi(1− ε)3
(
ν4 + 11ν2
b4
− 3 + 2ν
2
b2
+ 1
)]
+R1(b)
[
a
ν
+
a3
2ν2(1 + ν)
]
+R2(b)
a
b
+R3(a)R1(b).
We conclude that R(λ, ε) is O(ε3) as ε→ 0. Moreover, it easily follows that
∂R(λ,ε)
∂λ is also O(ε
3) as ε→ 0.
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The proof of the estimates for Rˆ and its derivatives is similar and we
omit it.
Remark 4.1.29. According to standard Landau’s notation, saying that a
function f(z) is O(g(z)) as z → 0 means that there exists C > 0 such
that |f(z)| ≤ C|g(z)| for any z sufficiently close to zero. Thus, using Lan-
dau’s notation in the statements of Lemmas 4.1.10, 4.1.28 understands the
existence of such constants C, which in principle may depend on λ > 0.
However, a careful analysis of the proofs reveals that given a bounded inter-
val of the type [A,B] with 0 < A < B then the appropriate constants C in
the estimates can be taken independent of λ ∈ [A,B].
4.1.3 The case N = 1
We include here a description of the case N = 1 for the sake of completeness.
Let Ω be the open interval ]− 1, 1[. Problem (4.0.1) reads{
u′′(x) = 0, if x ∈]− 1, 1[,
u′(±1) = ±M2 µu(±1),
(4.1.30)
in the unknowns µ and u. It is easy to see that the only eigenvalues are
µ0 = 0 and µ1 =
2
M and they are associated with the constant functions and
the function u(x) = x, respectively. As in (3.1.20), we define a mass density
ρε on the whole of ]− 1, 1[ by
ρε(x) :=
{
M
2ε − 1 + ε if x ∈]− 1,−1 + ε[∪]1− ε, 1[,
ε if x ∈]− 1 + ε, 1− ε[.
Note that for any x ∈]−1, 1[ we have ρε(x)→ 0 as ε→ 0, and
∫ 1
−1 ρεdx = M
for all ε > 0. Problem (4.0.2) for N = 1 reads{ −u′′(x) = λρε(x)u(x), if x ∈]− 1, 1[,
u′(−1) = u′(1) = 0. (4.1.31)
It is well-known from Sturm-Liouville theory that problem (4.1.31) has an
increasing sequence of non-negative eigenvalues of multiplicity one. We de-
note the eigenvalues of (4.1.31) by λl(ε) with l ∈ N0. For any ε ∈]0, 1[, the
only zero eigenvalue is λ0(ε) and the corresponding eigenfunctions are the
constant functions.
We establish an implicit characterization of the eigenvalues of (4.1.31).
Lemma 4.1.32. The eigenvalues λ of problem (4.1.31) are given implicitly
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as zeros of the equation
2
√
ε
(
M
2ε
− 1 + ε
)
cos (2
√
λε(1− ε)) sin
(
2ε
√
λ
(
M
2ε
− 1 + ε
))
+
[
−M
2ε
+ 1 +
(
M
2ε
− 1 + 2ε
)
cos
(
2ε
√
λ
(
M
2ε
− 1 + ε
))]
sin
(
2
√
λε(1− ε)
)
= 0. (4.1.33)
Proof. Given an eigenvalue λ > 0 of problem (4.1.31), a corresponding so-
lution u of (4.1.31) is of the form
u(x) =

A cos (
√
λρex) +B sin (
√
λρex), if x ∈]− 1,−1 + ε[,
C cos (
√
λρix) +D sin (
√
λρix), if x ∈]− 1 + ε, 1− ε[,
E cos (
√
λρex) + F sin (
√
λρex), if x ∈]1− ε, 1[,
where ρi = ε, ρe =
M
2ε −1+ε and A,B,C,D,E, F are suitable real numbers.
By imposing the continuity condition for u and u′ at the points x = −1 + ε
and x = 1 − ε and the boundary conditions, we obtain a homogeneous
system of six linear equations in six unknowns of the form Mv = 0, where
v = (A,B,C,D,E, F ) andM is the matrix associated with the system given
by
M =

α −β −γ δ 0 0
0 0 γ δ −α −β√
ρeβ
√
ρeα −√ρiδ −√ρiγ 0 0
0 0 −√ρiδ √ρiγ √ρeβ −√ρeα
η ζ 0 0 0 0
0 0 0 0 η −ζ
 ,
where
α := cos (
√
λρe(1− ε))
β := sin (
√
λρe(1− ε))
γ := cos (
√
λρi(1− ε))
δ := sin (
√
λρi(1− ε))
ζ := cos (
√
λρe)
η := sin (
√
λρe).
We impose the condition detM = 0. Easy computations give
2
(
βδη
√
ρi+αδη
√
ρe+αδζ
√
ρi−βγζ√ρe
)(
βγη
√
ρi−αδη√ρe+αγζ√ρi+βδζ√ρe
)
= 0.
This yields formula (4.1.33).
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Note that λ = 0 is a solution of (4.1.33) for all ε > 0, then we consider
only the case of nonzero eigenvalues. Using standard Taylor’s formulas, we
easily prove the following lemma.
Lemma 4.1.34. Equation (4.1.33) can be rewritten in the form
M − λM
2
2
+
λM2
6
(
1 + λ
(
2 +
M
2
))
ε+R(λ, ε) = 0, (4.1.35)
where R(λ, ε) ∈ O(ε2) as ε→ 0.
Proof. It is sufficient to consider a suitable Taylor’s expansion in formula
(4.1.33). In particular we expand the functions sin
(
2ε
√
λ
(
M
2ε − 1 + ε
))
and sin
(
2
√
λε(1− ε)
)
up to the third order, and the functions
cos (2
√
λε(1− ε)) and cos
(
2ε
√
λ
(
M
2ε − 1 + ε
))
up to the second order. We
obtain
F (λ, ε) = 4
√
λε
(M
2
− ε+ ε2
)(
1− 2λε(1− ε)2
)(
1− 2
3
λε
(M
2
− ε+ ε2))
+ 2
√
λε
(
1− ε− 2λε(1− ε)
3
3
)[
1− M
2ε
+
(
2ε− 1 + M
2ε
)(
1− 2λε(M
2
− ε+ ε2))]
+R0(ε) = 0, (4.1.36)
where R0(ε) ∈ O(ε2
√
ε). We divide the right-hand side of (4.1.36) by 2
√
λε
and set R(ε) = R0(ε)
2
√
λε
. From standard computations formula (4.1.35) easily
follows.
Finally, we can prove the following theorem. Note that formula (4.1.38)
is the same as (4.1.21) with N = 1, l = 1.
Theorem 4.1.37. The first nonzero eigenvalue of problem (4.1.31) has the
following asymptotic behavior
λ1(ε) = µ1 +
2
3
(µ1 + µ
2
1)ε+ o(ε) as ε→ 0, (4.1.38)
where µ1 = 2/M is the only nonzero eigenvalue of problem (4.1.30). More-
over, for l > 1 we have that λl(ε)→ +∞ as ε→ 0.
Proof. The proof is similar to that of Theorem 4.1.20. It is possible to prove
that the eigenvalues λl(ε) of (4.1.31) depend with continuity on ε > 0.
We consider equation (4.1.35) and apply the Implicit Function Theorem.
Equation (4.1.35) can be written in the form F (λ, ε) = 0, with F of class C1
in ]0,+∞[×[0, 1[ with F (λ, 0) = M − λM22 , F ′λ(λ, 0) = −M
2
2 and F
′
ε(λ, 0) =
λM2
6 (1 + λ(2 +
M
2 )).
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Since µ1 =
2
M , F (µ1, 0) = 0 and F
′
λ(µ1, 0) 6= 0, the zeros of equation
(4.1.38) in a neighborhood of (λ, 0) are given by the graph of a C1-function
ε 7→ λ(ε) with λ(0) = µ1. We note that λ(ε) = λ1(ε) for all ε small enough.
Indeed, assuming by contradiction that λ(ε) = λl(ε) with l ≥ 2, we would
obtain that, possibly passing to a subsequence, λ1(ε) → λ¯ as ε → 0, for
some λ¯ ∈ [0, λ1[. Then passing to the limit in (4.1.35) as ε → 0 we would
obtain a contradiction. Thus, λ1(·) is of class C1 in a neighborhood of zero
and λ′1(0) = −F ′ε(λ1, 0)/F ′λ(λ1, 0) which yields formula (4.1.38).
The divergence of the higher eigenvalues λl(ε) with l > 1, as ε → 0 is
deduced by the fact that the existence of a converging subsequence of the
form λl(εn), n ∈ N would provide the existence of an eigenvalue for the
limiting problem (4.1.30) different from µ0 and µ1, which is not admissible.
4.1.4 Behavior of the eigenvalues under dilations
We consider problems (4.0.1) and (4.0.2) when Ω = BR is the ball centered
in zero and of radius R in RN , N ≥ 2. Let M > 0 be fixed. Let the function
ρε,M,R ∈ L∞(BR) be defined by
ρε,M,R(x) :=
{
ε, if x ∈ BR(1−ε),
M−εωNRN (1−ε)N
ωNRN (1−(1−ε)N ) , if x ∈ BR \BR(1−ε).
We consider now the dependence of λl(ε) and µl and their derivatives on
the radius R. We denote by λl(ε,M,R) the eigenvalues of problem (4.0.2)
on BR with density ρε,M,R, while we denote by µl(M,R) the eigenvalues of
problem (4.0.1) on BR. We introduce the following quantity:
R(u, ε,M,R) :=
∫
BR
|∇u|2 dx∫
BR
u2ρε,M,R dx
. (4.1.39)
From the Min-Max Principle (see (1.3.8)) we have
λl(ε,M,R) = min
E⊂H1(BR)
dimE=l+1
max
06=u∈E
R(u, ε,M,R), ∀l ∈ N,
We perform the change of variables x = Ry in (4.1.39). We obtain
R(u, ε,M,R) = R−2R
(
u(R·), ε, M
RN
, 1
)
.
It follows that
λl(ε,M,R) = R
−2λl(ε,
M
RN
, 1).
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Moreover, we have
µl(M,R) =
lNωN
M
RN−2,
µl(
M
RN
, 1) =
lNωN
M
RN ,
therefore µl
(
M
RN
, 1
)
= R−2µl(M,R). We rewrite formula (4.1.3) as
∂ελl(ε,M, 1)|ε=0 = 2lµl(M, 1)
3
+
2µ2l (M, 1)ωN
N(2l +N)
.
We obtain
∂ελl(ε,M,R)|ε=0 = R−2∂ελl(ε, M
RN
, 1)|ε=0
= R−2
(
2lµl(
M
RN
, 1)
3
+
2µ2l (
M
RN
, 1)
N(2l +N)
)
= R−4
(
2lµl(M,R)
3
+
2R−2µ2l (M,R)
N(2l +N)
)
.
4.1.5 Cross products of Bessel functions
We provide here explicit formulas for the cross products of Bessel functions
used in this section.
Lemma 4.1.40. The following identities hold:
Yν(z)J
′
ν(z)− Jν(z)Y ′ν(z) = −
2
piz
;
Yν(z)J
′′
ν (z)− Jν(z)Y ′′ν (z) =
2
piz2
;
Y ′ν(z)J
′′
ν (z)− J ′ν(z)Y ′′ν (z) =
2
piz
(
ν2
z2
− 1
)
.
Proof. It is well-known (see Section 1.4, see also [1, §9]) that
Jν(z)Y
′
ν(z)− Yν(z)J ′ν(z) = Jν+1(z)Yν(z)− Jν(z)Yν+1(z) =
2
piz
,
which gives the first identity in the statement. The second identity holds
since
Jν(z)Y
′′
ν (z)− Yν(z)J ′′ν (z) = (Jν(z)Y ′ν(z)− Yν(z)J ′ν(z))′ =
(
2
piz
)′
= − 2
piz2
.
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The third identity holds since
Y ′ν(z)J
′′
ν (z)− J ′ν(z)Y ′′ν (z)
= Y ′ν(z)
(
Jν−1(z)− ν
z
Jν(z)
)′
− J ′ν(z)
(
Yν−1(z)− ν
z
Yν(z)
)′
= Y ′ν(z)J
′
ν−1(z)− J ′ν(z)Y ′ν−1(z) +
ν
z2
(Y ′ν(z)Jν(z)− J ′ν(z)Yν(z))
=
(
Y ′ν(z)
1
2
(Jν−2(z)− Jν(z))− J ′ν(z)
1
2
(Yν−2(z)− Yν(z))
)
+
2ν
piz3
=
1
2
(Y ′ν(z)Jν−2(z)− J ′ν(z)Yν−2(z))
− 1
2
(Y ′ν(z)Jν(z)− J ′ν(z)Yν(z)) +
2ν
piz3
=
1
2
(J ′ν(z)Yν(z)− Y ′ν(z)Jν(z))
+
ν − 1
z
(Y ′ν(z)Jν−1(z)− J ′ν(z)Yν−1(z))−
1
piz
+
2ν
piz3
=
ν − 1
z
(
Jν−1(z)
(
Yν−1(z)− ν
z
Yν(z)
)
− Yν−1(z)
(
Jν−1(z)− ν
z
Jν(z)
))
− 2
piz
+
2ν
piz3
= −ν(ν − 1)
z2
(Yν(z)Jν−1(z)− Jν(z)Yν−1(z))− 2
piz
+
2ν
piz3
=
2
piz
(
−1 + ν
2
z2
)
,
where the first, second and fourth equalities follow respectively from the
well-known formulas C′ν(z) = Cν−1(z)− νz Cν(z), 2C′ν(z) = Cν−1(z)− Cν+1(z)
and Cν−2(z)+Cν(z) = 2(ν−1)z Cν−1(z), where Cν(z) stands both for Jν(z) and
Yν(z) (see Section 1.4, see also [1, §9]). This proves the lemma.
Lemma 4.1.41. The following identities hold:
Yν(z)J
(k)
ν (z)− Jν(z)Y (k)ν (z) =
2
piz
(rk +Rν,k(z)) ; (4.1.42)
Y ′ν(z)J
(k)
ν (z)− J ′ν(z)Y (k)ν (z) =
2
piz
(qk +Qν,k(z)) , (4.1.43)
for all k > 2 and ν ≥ 0, where rk, qk ∈ {0, 1,−1}, and Qν,k(z), Rν,k(z)
are finite sums of quotients of the form
cν,k
zm , with m ≥ 1 and cν,k a suitable
constant, depending on ν, k.
Proof. We will prove (4.1.42) and (4.1.43) by induction. Identities (4.1.42)
and (4.1.43) hold for k = 1 and k = 2 by Lemma 4.1.40. Suppose now that
Yν(z)J
(k)
ν (z)− Jν(z)Y (k)ν (z) =
2
piz
(rk +Rν,k(z)) ,
Y ′ν(z)J
(k)
ν (z)− J ′ν(z)Y (k)(z) =
2
piz
(qk +Qν,k(z)) ,
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hold for all ν ≥ 0. First consider
Y ′ν(z)J
(k+1)
ν (z)− J ′ν(z)Y (k+1)ν (z).
We use the recurrence relations Cν+1(z) + Cν−1(z) = 2νz Cν(z) and 2C′(z) =Cν−1(z)−Cν+1(z), where Cν(z) stands both for Jν(z) and Yν(z) (see [1, §9]).
We have
Y ′ν(z)J
(k+1)
ν (z)− J ′ν(z)Y (k+1)ν (z) = Y ′ν(z)(J ′ν)(k)(z)− J ′ν(z)(Y ′ν)(k)(z)
=
1
4
[
(Yν−1(z)− Yν+1(z)) (Jν−1(z)− Jν+1(z))(k)
− (Jν−1(z)− Jν+1(z)) (Yν−1(z)− Yν+1(z))(k)
]
=
1
4
[(
Yν−1(z)J
(k)
ν−1(z)− Jν−1(z)Y (k)ν−1(z)
)
+
(
Yν+1(z)J
(k)
ν+1(z)− Jν+1(z)Y (k)ν+1(z)
)
+
(
Jν+1(z)Y
(k)
ν−1(z)− Yν−1(z)J(k)ν+1(z)
)
+
(
Jν−1(z)Y
(k)
ν+1(z)− Yν+1(z)J(k)ν−1(z)
)]
=
1
4
[
2
piz
(rk +Rν−1,k(z) + rk +Rν+1,k(z))
+
2ν
z
(
Jν(z)Y
(k)
ν−1 − Yν(z)J(k)ν−1(z) + Jν(z)Y (k)ν+1(z)− Yν(z)J(k)ν+1(z)
)
−
(
Jν−1(z)Y
(k)
ν−1(z)− Yν−1(z)J(k)ν−1(z) + Jν+1(z)Y (k)ν+1(z)− Yν+1J(k)ν+1(z)
)]
=
1
4
[
4
piz
(2rk +Rν−1,k(z) +Rν+1,k(z))
+
2ν
z
(
Jν(z) (Yν−1(z) + Yν+1(z))
(k) − Yν(z) (Jν−1(z) + Jν+1(z))(k)
)]
=
1
piz
(2rk +Rν−1,k(z) +Rν+1,k(z))
+
ν2
z
(
Jν(z)
(
1
z
Yν(z)
)(k)
− Yν(z)
(
1
z
Jν(z)
)(k))
=
2
piz
[
rk +
1
2
(Rν−1,k(z) +Rν+1,k(z))
− ν
2
z
k∑
j=0
k!(−1)k−j
j!zk−j+1
(rj +Rν,j(z))
]
. (4.1.44)
We prove now (4.1.43)
Yν(z)J
(k+1)
ν (z)− Jν(z)Y (k+1)ν (z) =
(
Yν(z)J
(k)
ν (z)− Jν(z)Y (k)ν (z)
)′
−
(
Y ′ν(z)J
(k)
ν (z)− J ′ν(z)Y (k)ν (z)
)
=
2
piz
(
−qk −Qν,k(z)− rk
z
− Rν,k(z)
z
+R′ν,k(z)
)
. (4.1.45)
This concludes the proof.
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Corollary 4.1.46. The following formulas hold
Jν(z)Y
′′′
ν (z)− Yν(z)J ′′′ν (z) =
2
piz
(
2 + ν2
z2
− 1
)
;
Y ′ν(z)J
′′′
ν (z)− J ′ν(z)Y ′′′ν (z) =
2
piz2
(
1− 3ν
2
z2
)
;
Y ′ν(z)J
′′′′
ν (z)− J ′ν(z)Y ′′′′ν (z) =
2
piz
(
1− 3 + 2ν
2
z2
+
ν4 + 11ν2
z4
)
.
Proof. From Lemma 4.1.41 (see in particular (4.1.45)) it follows
Jν(z)Y
′′′
ν (z)− Yν(z)J ′′′ν (z) = −
2
piz
[
−q2 −Qν,2(z)− r2
z
− Rν,2(z)
z
+R′ν,2(z)
]
=
2
piz
(
2 + ν2
z2
− 1
)
.
Next we compute
Y ′ν(z)J
′′′
ν (z)− J ′ν(z)Y ′′′ν (z)
=
2
piz
r2 +Rν,2(z)− ν2
z
2∑
j=0
2(−1)2−j
j!z2−j+1
(rj +Rν,j(z))

=
2
piz2
(
1− 3ν
2
z2
)
.
Finally, by (4.1.44) with k = 3, we have
Y ′ν(z)J
′′′′
ν (z)− J ′ν(z)Y ′′′′ν (z) =
2
piz
[
r3 +
1
2
(Rν−1,3(z) +Rν+1,3(z))
− ν
2
z
3∑
j=0
6(−1)3−j
j!z3−j+1
(rj +Rν,j(z))

=
2
piz
(
1− 3 + 2ν
2
z2
+
ν4 + 11ν2
z4
)
.
4.2 Bounded domains of class C2 in R2
In this section we consider problems (4.0.1) and (4.0.2) on bounded domains
of class C2 in R2. The aim of this section is to study the asymptotic behavior
of the eigenvalues λj(ε) of problem (4.0.2) and of the corresponding eigen-
functions which we shall denote here by uj,ε, as ε goes to zero. To do so, we
show the validity of an asymptotic expansion for λj(ε) and uj,ε as ε goes to
zero. In addition, we provide explicit formulas for the first two coefficients in
the expansions in terms of solutions to suitable auxiliary problems. In par-
ticular we establish a closed formula for the derivatives of λj(ε) at ε = 0. We
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shall see that such formula in the case of the unit ball centered at zero in R2
agrees with formula (4.1.3) when N = 2 (see Subsection 4.2.5). We remark
that asymptotic for vibrating systems containing masses concentrated along
curves or around certain points have been considered by several authors in
the last decades (see e.g., [50, 52, 53, 80, 98]). In particular we shall follow
the approach of [50, 52, 53].
For the sake of completeness, in Subsection 4.2.6 we shall also present the for-
mal heuristic computations which allow to postulate the expansions proved
in this section.
We denote by Hε(Ω) the Hilbert space consisting of the functions in the
standard Sobolev Space H1(Ω) endowed with the bilinear form
〈u, v〉ε :=
∫
Ω
∇u · ∇vdx+
∫
Ω
ρεuvdx, ∀u, v ∈ Hε(Ω). (4.2.1)
The bilinear form (4.2.1) induces on H1(Ω) a norm which is equivalent
to the standard one. We denote such a norm by ‖ · ‖ε. We recall that
the weak formulation of problem (4.0.2) can be stated as follows: a pair
(λ(ε), uε) ∈ R×H1(Ω) is a solution of (4.0.2) in the weak sense if and only
if ∫
Ω
∇uε · ∇ϕdx = λ(ε)
∫
Ω
ρεuεϕdx, ∀ϕ ∈ H1(Ω).
We introduce the operator Aε from Hε(Ω) to itself which maps a function
f ∈ Hε(Ω) to the uniquely determined u ∈ Hε satisfying the equation∫
Ω
∇u · ∇ϕdx+
∫
Ω
ρεuϕdx =
∫
Ω
ρεfϕdx, ∀ϕ ∈ Hε(Ω). (4.2.2)
In the sequel we shall exploit the following lemma. We refer to [91, §III.1]
for its proof.
Lemma 4.2.3. Let A : H → H be a linear, self-adjoint, positive and com-
pact operator from a separable Hilbert space H to itself. Let u ∈ H, with
‖u‖H = 1. Let η, r > 0 such that ‖Au − ηu‖H ≤ r. Then, there exists an
eigenvalue η∗ of the operator A which satisfy the inequality |η − η∗| ≤ r.
Moreover, for any r∗ > r there exists u∗ ∈ H with ‖u∗‖H = 1, u∗ belonging
to the space generated by all the eigenspaces associated with an eigenvalue
of the operator A lying on the segment [η − r∗, η + r∗] and such that
‖u− u∗‖H ≤ 2r
r∗
.
We also need the following lemma.
Lemma 4.2.4. Let u ∈ H1(Ω) and ρε be defined as in (3.1.20). Then there
exists CΩ > 0 which does not depend on ε > 0 and u, such that∥∥∥∥u− 1M
∫
Ω
ρεudx
∥∥∥∥
L2(Ω)
≤ CΩ‖∇u‖L2(Ω), ∀u ∈ H1(Ω).
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Proof. Suppose by contradiction that for any k ∈ N there exists εk with
εk → 0 as k → +∞, and uk ∈ H1(Ω) such that∥∥∥∥uk − 1M
∫
Ω
ρεkukdx
∥∥∥∥
L2(Ω)
> k‖∇uk‖L2(Ω). (4.2.5)
Set
vk :=
∥∥∥∥uk − 1M
∫
Ω
ρεkukdx
∥∥∥∥−1
L2(Ω)
(
uk − 1
M
∫
Ω
ρεkukdx
)
.
Then
∫
Ω ρεkvkdx = 0, ‖vk‖L2(Ω) = 1 for all k ∈ N, and from (4.2.5), ‖∇vk‖ <
1
k . Then vk is bounded in H
1(Ω), hence, possibly passing to a subsequence,
vk ⇀ v weakly in H
1(Ω) and vk → v strongly in L2(Ω), for some v ∈ H1(Ω).
Moreover, since ‖∇vk‖L2(Ω) < 1k it follows that ∇v = 0 a.e. in Ω. We have
that for all k ∈ N
0 =
∫
Ω
ρεkvkdx =
∫
Ω
ρεk(vk − v)dx+
∫
Ω
ρεkvdx.
It is standard to prove that
lim
k→+∞
∫
Ω
ρεkvdx =
M
|∂Ω|
∫
∂Ω
vdσ,
see Lemma 3.1.22. Moreover, we have that∫
Ω
ρεk(vk − v)dx =
∫
ωεk
ρ˜εk
εk
(vk − v)dx+ ε
∫
Ω\ωεk
(vk − v)dx. (4.2.6)
Since the sequence {vk} is bounded in H1(Ω), the second term in the right-
hand side of (4.2.6) goes to zero as k tends to +∞. Also, from the fact that
vk → v strongly in L2(Ω), and ‖∇vk‖L2(Ω) and ‖∇v‖L2(Ω) are uniformly
bounded in k ∈ N, it is possible to prove that the first term in the right-
hand side of (4.2.6) goes to zero as k tends to +∞ (see Lemma 3.1.28).
Then we have that
∫
∂Ω vdσ = 0 and ‖v‖L2(Ω) = 1. Hence, by the standard
Poincare´-Wirtinger inequality for functions in H1(Ω) having zero integral
mean on the boundary, we have
0 ≤ ‖v‖L2(Ω) =
∥∥∥∥v − 1|∂Ω|
∫
∂Ω
vdσ
∥∥∥∥
L2(Ω)
≤ C˜Ω‖∇v‖L2(Ω) = 0,
where the constant C˜Ω depends only on the open set Ω. Therefore v ≡ 0 in
H1(Ω), which is a contradiction since ‖v‖L2(Ω) = 1.
We also recall that from Corollary 3.1.42 we have
lim
ε→0
λj(ε) = µj ,
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for all j ∈ N0. Therefore, by Corollary 3.1.42, it follows that the function
λj(·) which takes ε > 0 to λj(ε) can be extended with continuity at ε = 0
by setting λj(0) := µj for all j ∈ N0. Suppose that µj−1  µj ≤ µj+1 ≤
... ≤ µj+m  µj+m+1 and λj−1(ε)  λj(ε) ≤ λj+1(ε) ≤ ... ≤ λj+m(ε) 
λj+m+1(ε) for all ε > 0 in a suitable right neighborhood of zero. Let us
denote by Pj,m(ε) the operator from L
2(Ω) to itself which maps a function
f ∈ L2(Ω) to its projection on the space generated by all the eigenfunctions
associated with the eigenvalues λj(ε), ..., λj+m(ε), and by Qj,m the operator
from L2(Ω) to itself which maps a function f ∈ L2(Ω) to its projection on
the space generated by all the eigenfunctions associated with the eigenvalues
µj , ..., µj+m. Then, from Corollary 3.1.42 it follows that
lim
ε→0
‖Pj,m(ε)−Qj,m‖L(L2(Ω),L2(Ω)) = 0.
In particular, if µj is a simple eigenvalue, then there exist εj > 0 such that
λj(ε) is simple for all ε ∈]0, εj [.
It is well-known that there exists ε0 > 0 such that the map x 7→ x−εν(x)
is a diffeomorphism from ∂Ω to ∂ωε∩Ω for all ε ∈]0, ε0[, where ωε is defined
by (3.1.19) (see Theorem 3.1.27).
We shall use curvilinear coordinates in the strip ωε. Let γ : [0, |∂Ω|[→ ∂Ω
be the arc length parametrization of the boundary ∂Ω. Then we consider
the map ψ : [0, |∂Ω|[×]0, ε[→ ωε defined by ψ(s, t) := γ(s) − tν(γ(s)) for
all (s, t) ∈ [0, |∂Ω|[×]0, ε[, where ν(γ(s)) denotes the outer unit normal to
∂Ω at γ(s). We denote by κ(s) the signed curvature of ∂Ω, namely κ(s) :=
γ′1(s)γ′′2 (s)− γ′2(s)γ′′1 (s) for all s ∈ [0, |∂Ω|[.
In order to study problem (4.0.2) it is also convenient to introduce a change
of variables by setting ξ = tε . Accordingly, we denote by ψε the function
from [0, |∂Ω|[×]0, 1[ to ωε defined by ψε(s, ξ) := γ(s) − εξν(γ(s)) for all
(s, ξ) ∈ [0, |∂Ω|[×]0, 1[. The variable ξ is usually called rapid variable. Note
that in this new system of coordinates (s, ξ), the strip ωε is transformed into
a band of length |∂Ω| and width 1 (see Figures 4.3, 4.4). Moreover, we note
that if ε < (sups∈[0,|∂Ω|[ |κ(s)|)−1, we have 1− εξκ(s) > 0 for all ξ ∈]0, 1[, so
that | detDψε| = ε(1 − εξκ(s)). From now on we consider ε ∈]0, ε0[ where
ε0 is sufficiently small and is such that ε0 < (sups∈[0,|∂Ω|[ |κ(s)|)−1.
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We also need to write the gradient of a function u with respect to the
coordinates (s, ξ). We have
(∇u ◦ ψε) (s, ξ) =
(
γ′1(s)
1−εξκ(s)∂s(u ◦ ψε(s, ξ))− γ
′
2(s)+εξγ
′′
1 (s)
ε(1−εξκ(s)) ∂ξ(u ◦ ψε(s, ξ))
γ′2(s)
1−εξκ(s)∂s(u ◦ ψε(s, ξ)) + γ
′
1(s)−εξγ′′2 (s)
ε(1−εξκ(s)) ∂ξ(u ◦ ψε)(s, ξ)
)
,
and therefore
(∇u ◦ ψε · ∇v ◦ ψε) (s, ξ)
=
1
ε2
∂ξ(u ◦ ψε(s, ξ))∂ξ(v ◦ ψε(s, ξ)) + ∂s(u ◦ ψε(s, ξ))∂s(v ◦ ψε(s, ξ))
(1− εξκ(s))2
=
1
ε2
∂ξ(u ◦ ψε(s, ξ))∂ξ(v ◦ ψε(s, ξ)) + ∂s(u ◦ ψε(s, ξ))∂s(v ◦ ψε(s, ξ))
+ εξκ(s)
+∞∑
j=1
(j + 1)(εξκ(s))j−1∂s(u ◦ ψε(s, ξ))∂s(v ◦ ψε(s, ξ)), (4.2.7)
for all (s, ξ) ∈ [0, |∂Ω|[×]0, 1[.
We observe that for all ε < (sups∈[0,|∂Ω|[ |κ(s)|)−1 the series in the last line
of (4.2.7) is convergent.
Finally, we can write ρε = ε +
1
ε ρ˜εχωε , where χωε is the characteristic
function of ωε and
ρ˜ε := ε
(
M − ε|Ω \ ωε|
|ωε|
)
− ε2, (4.2.8)
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for all ε ∈]0, ε0[. We note that M−ε|Ω\ωε||ωε| ∈ O(ε−1) as ε → 0. We note also
that there exist ε0 > 0 and r2 > r1 > 0 such that for all ε ∈]0, ε0[ it holds
r2 < ρ˜ε < r1. (4.2.9)
4.2.1 Asymptotic expansions and derivatives of the eigenval-
ues
Let µj be a simple eigenvalue of problem (4.0.1). It is not restrictive to con-
sider simple eigenvalues since the Steklov eigenvalues are generically simple
(see e.g., [5, 102]).
We recall that from Corollary 3.1.42 it follows that there exists εj ∈]0, ε0[
such that for all ε ∈]0, εj [ the eigenvalue λj(ε) of problem (4.0.2) is simple
and λj(ε)→ µj as ε→ 0. We shall prove the following theorem concerning
an asymptotic expansion of λj(ε).
Theorem 4.2.10. Let j ∈ N0. Assume that µj is a simple eigenvalue of
problem (4.0.1). Then
λj(ε) = µj + εµ
1
j +O(ε
2) (4.2.11)
as ε→ 0, where
µ1j =
|Ω|µj
M
− |∂Ω|µj
M
∫
Ω
u2jdx+
2Mµ2j
3|∂Ω| +
µj
2
∫
∂Ω
u2jκdσ −
Kµj
2|∂Ω| , (4.2.12)
and uj ∈ H1(Ω) is the unique eigenfunction of problem (4.0.1) associated
with the eigenvalue µj such that
∫
∂Ω u
2
jdσ = 1 and K ∈ R is given by
K :=
∫ |∂Ω|
0
κ(s)ds. (4.2.13)
We also prove an asymptotic expansion for the eigenfunction uj,ε asso-
ciated with λj(ε). This is contained in the following theorem.
Theorem 4.2.14. Let j ∈ N0. Assume that µj is a simple eigenvalue of
problem (4.0.1) and εj > 0 is such that λj(ε) is a simple eigenvalue of
problem (4.0.2) for all ε ∈]0, εj [. Let uj be the unique eigenfunction of
problem (4.0.1) associated with µj such that
∫
∂Ω u
2
jdσ = 1. Let uj,ε be the
unique eigenfunction of problem (4.0.2) corresponding to λj(ε) such that
|∂Ω|
M
∫
Ω ρεu
2
j,εdx = 1 for all ε ∈]0, εj [. Then there exist u1j ∈ H1(Ω) and
wj , w
1
j ∈ H1([0, |∂Ω|[×]0, 1[) such that
uj,ε = uj + εu
1
j + εvj + ε
2v1j +O(ε
2) in L2(Ω), (4.2.15)
as ε → 0, where the functions vj , v1j ∈ H1(Ω) are the extensions by 0 of
wj ◦ ψ(−1)ε and w1j ◦ ψ(−1)ε respectively to Ω.
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We shall present explicit formulas for wj and w
1
j (see (4.2.16) and (4.2.32))
and we shall identify u1j as the solution of a certain boundary value problem
(see problem (4.2.31)).
The proof of Theorems 4.2.10 and 4.2.14 consists of two steps. In the
first step (Subsection 4.2.2) we show that the quantity λj(ε)−µj is of order
ε as ε tends to zero. Moreover, in this step we introduce the function wj .
We also show that ‖uj,ε − uj − εvj‖L2(Ω) is of order ε as ε tends to zero. In
the second step (Subsection 4.2.3) we complete the proof of Theorems 4.2.10
and 4.2.14. Moreover, we introduce the boundary value problem solved by
u1j and the function w
1
j . In Subsection 4.2.4 we recall some technical results
on the well-posedness of the auxiliary boundary value problem solved by u1j .
4.2.2 First step of the proof of Theorems 4.2.10 and 4.2.14
The aim of this subsection is to prove formulas (4.2.28) and (4.2.30), that
is, justify a part of the expansions (4.2.11) and (4.2.15).
Let j ∈ N0. Assume that µj is a simple eigenvalue of problem (4.0.1).
Let uj be the unique eigenfunction of (4.0.1) associated with µj such that∫
∂Ω u
2
jdσ = 1. Let εj ∈]0, ε0[ be such that λj(ε) is a simple eigenvalue of
(4.0.2) for all ε ∈]0, εj [. Let the function wj(s, ξ) from [0, |∂Ω|[×]0, 1[ to R
be defined by
wj(s, ξ) := −Mµj
2|∂Ω|(uj ◦ ψε(s, 0)) (ξ − 1)
2 . (4.2.16)
The function wj solves the following problem
−∂2ξwj(s, ξ) = Mµj|∂Ω| (uj ◦ ψε(s, 0)), (s, ξ) ∈ [0, |∂Ω|[×]0, 1[,
∂ξwj(s, 0) =
Mµj
|∂Ω| (uj ◦ ψε(s, 0)), s ∈ [0, |∂Ω|[,
wj(s, 1) = ∂ξwj(s, 1) = 0, s ∈ [0, |∂Ω|[.
(4.2.17)
Now let vj ∈ H1(Ω) be defined as in Theorem 4.2.14. We note that by
construction vj ∈ H1(Ω). We plan to apply Lemma 4.2.3 to the compact and
self-adjoint operator Aε acting on the Hilbert space Hε(Ω). We note that
λj(ε) is an eigenvalue of (4.0.2) if and only if
1
1+λj(ε)
is an eigenvalue of Aε.
Moreover, we note that |µj−µj−1| > 0 and |µj−µj+1| > 0, and that λj(ε) 6=
λj−1(ε) and λj(ε) 6= λj+1(ε) for all ε ∈]0, εj [. Then, by the continuity of
the eigenvalues, it follows that there exists a constant δj > 0 which does
not depend on ε > 0 and such that
∣∣∣ 11+µj − 11+λj−1(ε) ∣∣∣ , ∣∣∣ 11+µj − 11+λj+1(ε) ∣∣∣ >
δj , and
∣∣∣ 11+µj − 11+λj(ε) ∣∣∣ ≤ δj , for all ε ∈]0, εj [ (possibly choosing εj > 0
smaller). We plan to apply Lemma 4.2.3 with η = 11+µj , u =
uj+εvj
‖uj+εvj‖ε ,
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r∗ = δj and a suitable r > 0. First we prove that∣∣∣∣〈Aε(uj + εvj)− 11 + µj (uj + εvj), ϕ
〉
ε
∣∣∣∣ ≤ Cε‖ϕ‖ε, ∀ϕ ∈ H1(Ω),
(4.2.18)
where C > 0 is a constant which does not depend on ε and ϕ. Indeed, by
(4.2.1) and (4.2.2) we have∣∣∣∣〈Aε(uj + εvj)− 11 + µj (uj + εvj), ϕ
〉
ε
∣∣∣∣
=
∣∣∣∣∫
Ω
ρεujϕdx+
∫
ωε
ερεvjϕdx− 1
1 + µj
(∫
Ω
∇uj · ∇ϕdx+
∫
Ω
ρεujϕdx
+
∫
ωε
ε∇vj · ∇ϕdx+
∫
ωε
ερεvjϕdx
)∣∣∣∣
=
µj
1 + µj
∣∣∣∣ε∫
Ω
ujϕdx+
∫
ωε
1
ε
ρ˜εujϕdx− M|∂Ω|
∫
∂Ω
ujϕdσ
+ε
∫
ωε
ρεvjϕdx− ε
µj
∫
ωε
∇vj · ∇ϕdx
∣∣∣∣ . (4.2.19)
We introduce the following quantities:
J1,ε := ε
∫
Ω
ujϕdx,
J2,ε :=
∫
ωε
1
ε
ρ˜εujϕdx,
J3,ε :=
M
|∂Ω|
∫
∂Ω
ujϕdσ,
J4,ε := ε
∫
ωε
ρεvjϕdx,
J5,ε := ε
∫
ωε
∇vj · ∇ϕdx.
We have that the expression inside the absolute value which appears in the
last term of (4.2.19) equals
J1,ε + J2,ε − J3,ε + J4,ε − 1
µj
J5,ε.
We study the quantities J1,ε, J2,ε, J3,ε, J4,ε and J5,ε separately. Through all
the rest of the section we will denote by C a positive constant which does
not depend on ε and ϕ (and which can eventually be re-defined line by line).
We consider J1,ε first. We have
J1,ε = ε
∫
Ω
ujϕdx ≤ Cε‖uj‖ε‖ϕ‖ε. (4.2.20)
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This follows from the Ho¨lder inequality
∫
Ω ujϕdx ≤ ‖uj‖L2(Ω)‖ϕ‖L2(Ω) and
from Lemma 4.2.4. In fact, given ϕ ∈ H1(Ω) we have
‖ϕ‖L2(Ω) =
∥∥∥∥ϕ− 1M
∫
Ω
ρεϕdx+
1
M
∫
Ω
ρεϕdx
∥∥∥∥
L2(Ω)
≤
∥∥∥∥ϕ− 1M
∫
Ω
ρεϕdx
∥∥∥∥
L2(Ω)
+
∥∥∥∥ 1M
∫
Ω
ρεϕdx
∥∥∥∥
L2(Ω)
≤ CΩ‖∇ϕ‖L2(Ω) +
|Ω| 12
M
1
2
(∫
Ω
ρεϕ
2dx
) 1
2
≤ max
{
CΩ,
|Ω| 12
M
1
2
}
‖ϕ‖ε, (4.2.21)
where in the second inequality we have used the fact that ρε > 0 in the
following way:
∫
Ω
ρεϕdx =
∫
Ω
ρ
1
2
ε ρ
1
2
ε ϕdx ≤
(∫
Ω
ρεdx
) 1
2
(∫
Ω
ρεϕ
2dx
) 1
2
.
Moreover, we observe that ‖uj‖ε ≤ C. This follows from the fact that
limε→0
∫
Ω ρεu
2
jdx =
M
|∂Ω|
∫
∂Ω u
2
jdσ =
M
|∂Ω| .
We now consider J2,ε.
J2,ε =
∫
ωε
1
ε
ρ˜εujϕdx
=
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))(1− εξκ(s))dξds
=
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε)(ϕ ◦ ψε)dξds
−
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ)) ξκ(s)
1− εξκ(s)ε(1− εξκ(s))dξds
≤
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε)(ϕ ◦ ψε)dξds+ Cε
∫
ωε
ρ˜ε
ε
|ujϕ|dx
≤
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε)(ϕ ◦ ψε)dξds+ Cε ‖uj‖ε ‖ϕ‖ε .
Then
J1,ε + J2,ε − J3,ε + 1
µj
J5,ε
= ε
∫
Ω
ujϕdx+
∫
ωε
1
ε
ρ˜εujϕdx
− M|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds
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≤
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε)(ϕ ◦ ψε)dξds
− M|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds+ Cε ‖uj‖ε ‖ϕ‖ε .
Consider now
∫ |∂Ω|
0
∫ 1
0
(
ρ˜ε(uj ◦ ψε(s, ξ))− M|∂Ω|(uj ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds
=
∫ |∂Ω|
0
∫ 1
0
ρ˜ε (uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds
+
∫ |∂Ω|
0
∫ 1
0
(uj ◦ ψε(s, 0))
(
ρ˜ε − M|∂Ω|
)
(ϕ ◦ ψε(s, ξ))dξds.
We note that |ωε| = ε|∂Ω| − ε22
∫ |∂Ω|
0 κ(s)ds = ε|∂Ω| − ε
2
2 K, where K is
defined by (4.2.13). From standard Taylor’s expansions of the right-hand
side of (4.2.8) it follows that
ρ˜ε =
M
|∂Ω| +
1
2KM − |Ω||∂Ω|
|∂Ω|2 ε+ F (ε), (4.2.22)
where F (ε) ∈ O(ε2) as ε→ 0. It follows that
∫ |∂Ω|
0
∫ 1
0
(uj ◦ ψε(s, 0))
(
ρ˜ε − M|∂Ω|
)
(ϕ ◦ ψε(s, ξ))dξds
≤ Cε
∫ |∂Ω|
0
∫ 1
0
|(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))|dξds
≤ Cε‖uj‖L2(∂Ω)
(∫ |∂Ω|
0
∫ 1
0
(ϕ ◦ ψε(s, ξ))2 ε(1− εξκ(s))
ε(1− εξκ(s))dξds
) 1
2
≤ Cε‖uj‖ε
(∫
ωε
1
ε
ϕ2dx
) 1
2
≤ Cε ‖uj‖ε ‖ϕ‖ε ,
where in the last line we have used the fact that ‖uj‖L2(∂Ω) ≤ CΩ‖∇uj‖L2(Ω)
and (4.2.9). Moreover, since uj is a solution of (4.0.1), by standard elliptic
regularity (see e.g., [2]), it follows that uj ∈ C2(Ω)∩C1,α(Ω) for all α ∈]0, 1[
(note that we only assume Ω of class C2). Since ψε is a diffeomorphism of
class C2, for all (s, ξ) ∈ [0, |∂Ω|[×]0, 1[ we have
(uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0)) = ξ∂ξ(uj ◦ ψε)(s, ξ∗),
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for some ξ∗ ∈ (0, ξ). Then, by recalling the definition of ψ and setting
t∗ := εξ∗, it follows that
∫ |∂Ω|
0
∫ 1
0
ρ˜ε ((uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0)))ϕdξds
= ρ˜ε
∫ |∂Ω|
0
∫ 1
0
ξ∂ξ(uj ◦ ψε)(s, ξ∗)(ϕ ◦ ψε(s, ξ))dξds
= ρ˜ε
∫ |∂Ω|
0
∫ ε
0
t∂t(uj ◦ ψ)(s, t∗)(ϕ ◦ ψ(s, t))dt
ε
ds
≤ C‖uj‖C1(Ω)
∫ |∂Ω|
0
∫ ε
0
t
ε
1
2
(ϕ ◦ ψ)
ε
1
2
dtds
≤
C‖uj‖C1(Ω)ε√
3
∫ |∂Ω|
0
(∫ ε
0
(ϕ ◦ ψ)2
ε
dt
) 1
2
ds ≤ Cε‖ϕ‖ε, (4.2.23)
where we have exploited Ho¨lder inequality to prove the second inequality.
We consider now J4,ε.
J4,ε = ε
∫
ωε
ρεvjϕdx ≤ ε‖vj‖ε‖ϕ‖ε.
From the definition of vj (see (4.2.16)) it is standard to prove that ‖vj‖ε ≤ C.
We consider J5,ε and pass to the coordinates (s, ξ). We use formula
(4.2.7) and we obtain
J5,ε = ε
∫
ωε
∇vj∇ϕdx
= ε2
∫ |∂Ω|
0
∫ 1
0
(
1
ε2
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ) + ∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
+εξκ(s)ξ
+∞∑
j=1
(j + 1)(εξκ(s))j−1∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
 (1− εξκ(s))dξds
≤
∫ |∂Ω|
0
∫ 1
0
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)dξds+ Cε‖∇ϕ‖L2(Ω)
= −Mµj|∂Ω|
∫
∂Ω
ujϕdσ +
Mµj
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds
+ Cε‖∇ϕ‖L2(Ω).
Thus inequality (4.2.18) is proved.
We prove now that ‖uj + εvj‖ε is uniformly bounded for ε ∈]0, ε0[. This
follows by the following lemma.
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Lemma 4.2.24. Let uj be the unique eigenfunction of (4.0.1) associated
with the eigenvalue µj such that
∫
∂Ω u
2
jdσ = 1. Then there exists a constant
C which does not depend on ε such that for all ε ∈]0, ε0[ it holds
‖uj + εvj‖2ε =
M
|∂Ω|(1 + µj) +O(ε), (4.2.25)
as ε→ 0.
Proof. We use the explicit formula for ‖ · ‖ε and we write
‖uj + εvj‖2ε = L1,ε + L2,ε + L3,ε,
where
L1,ε :=
∫
Ω
ρεu
2
jdx,
L2,ε :=
∫
Ω
|∇uj |2dx,
L3,ε := ε
2
∫
ωε
v2jdx− 2ε
∫
ωε
ujvjdx+ ε
2
∫
ωε
|∇vj |2dx− 2ε
∫
ωε
∇uj · ∇vjdx.
We consider L1,ε − M|∂Ω| first. We have
L1,ε − M|∂Ω| = L1,ε −
M
|∂Ω|
∫
∂Ω
u2jdσ
=
1
ε
∫
ωε
ρ˜εu
2
jdx−
M
|∂Ω|
∫
∂Ω
u2jdσ + ε
∫
Ω
u2jdx
=
M
|∂Ω|
1
ε
∫
ωε
u2jdx−
M
|∂Ω|
∫
∂Ω
u2jdσ
+
∫
ωε
(
1
2KM − |Ω||∂Ω|
|∂Ω|2 +
F (ε)
ε
)
u2jdx+ ε
∫
Ω
u2jdx
≤ M|∂Ω|
1
ε
∫
ωε
u2jdx−
M
|∂Ω|
∫
∂Ω
u2jdσ + C‖uj‖2C(Ω)ε.
We consider 1ε
∫
ωε
u2jdx−
∫
∂Ω u
2
jdσ. We have
1
ε
∫
ωε
u2jdx−
∫
∂Ω
u2jdσ
=
∫ |∂Ω|
0
1
ε
(∫ ε
0
(uj ◦ ψ(s, t))2(1− tκ(s))− (uj ◦ ψ(s, 0))2dt
)
ds
≤
∫ |∂Ω|
0
1
ε
(
C‖uj‖2C1(Ω)
∫ ε
0
tdt
)
ds ≤ Cε.
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We consider now L2,ε. Since uj is an eigenfunction of (4.0.1) and is
normalized by
∫
∂Ω u
2
jdσ = 1, we have
L2,ε =
∫
Ω
|∇uj |2dx = Mµj|∂Ω|
∫
∂Ω
u2jdσ =
Mµj
|∂Ω| .
Finally, it is standard to prove that |L3,ε| ≤ Cε. We prove the result for
the fourth summand in L3,ε. The result for the other summands is obtained
in a similar way. It is convenient to use the coordinates (s, t) on ωε. We
have
ε
∫
ωε
∇uj · ∇vjdx
= ε
∫ |∂Ω|
0
∫ ε
0
(
∂t(uj ◦ ψ)(s, t)∂twj(s, t
ε
)
+
∂s(uj ◦ ψ)(s, t)∂swj(s, tε)
(1− tκ(s))2
)
(1− tκ(s))dtds
≤ Cε
∫ |∂Ω|
0
∫ ε
0
‖uj‖2C1(Ω)
ε
dtds ≤ Cε.
This concludes the proof of Lemma 4.2.24.
In order to apply Lemma 4.2.3 it is sufficient to multiply both sides of
(4.2.18) by ‖uj + εvj‖−1ε . Thanks to Lemma 4.2.24 we have∣∣∣∣〈Aε( uj + εvj‖uj + εvj‖ε
)
− 1
1 + µj
(
uj + εvj
‖uj + εvj‖ε
)
, ϕ
〉
ε
∣∣∣∣
≤ C
√
|∂Ω|
M
(1 + µj)
− 1
2 ε‖ϕ‖ε, ∀ϕ ∈ H1(Ω). (4.2.26)
Now we set ϕ := Aε
(
uj+εvj
‖uj+εvj‖ε
)
− 11+µj
(
uj+εvj
‖uj+εvj‖ε
)
in (4.2.26) and we obtain∥∥∥∥Aε( uj + εvj‖uj + εvj‖ε
)
− 1
1 + µj
(
uj + εvj
‖uj + εvj‖ε
)∥∥∥∥
ε
≤ C
√
|∂Ω|
M
(1 + µj)
− 1
2 ε.
Then we apply Lemma 4.2.3 with η = 11+µj , u =
uj+εvj
‖uj+εvj‖ε , r
∗ = δj and
r = C
√
|∂Ω|
M (1 + µj)
− 1
2 ε. It follows that there exists an eigenvalue η∗ of Aε
such that ∣∣∣∣ 11 + µj − η∗
∣∣∣∣ ≤ C
√
|∂Ω|
M
(1 + µj)
− 1
2 ε. (4.2.27)
When ε ∈]0, εj [ (possibly choosing εj smaller), the only eigenvalue of Aε
which satisfies (4.2.27) is 11+λj(ε) . Thus we have that
λj(ε) = µj +O(ε), (4.2.28)
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as ε→ 0. Let uj,ε be the unique eigenfunction of (4.0.2) associated with the
eigenvalue λj(ε) such that
|∂Ω|
M
∫
Ω ρεu
2
j,εdx = 1. We observe that
‖uj,ε‖2ε =
∫
Ω
ρεu
2
j,εdx+
∫
Ω
|∇uj,ε|2dx = M|∂Ω|(1 + λj(ε)).
From (4.2.25) and (4.2.28) it follows that there exists a constant c > 0 which
does not depend on ε ∈]0, εj [ such that∣∣∣(1 + λj(ε)) 12 − (1 + µj) 12 ∣∣∣ ≤ cε
and ∣∣∣∣∣‖uj + εvj‖ε − M
1
2
|∂Ω| 12
(1 + µj)
1
2
∣∣∣∣∣ ≤ cε.
From this fact it follows that
‖uj,ε − uj − εvj‖L2(Ω)
=
M
1
2
|∂Ω| 12 (1 + µj)
1
2
∥∥∥∥∥∥∥
 ‖uj,ε‖ε
M
1
2
|∂Ω| 12
(1 + µj)
1
2
 uj,ε‖uj,ε‖ε
−
 ‖uj + εvj‖ε
M
1
2
|∂Ω| 12
(1 + µj)
1
2
 uj + εvj‖uj + εvj‖ε
∥∥∥∥∥∥∥
L2(Ω)
≤ M
1
2
|∂Ω| 12 (1 + µj)
1
2
∥∥∥∥ uj,ε‖uj,ε‖ε + c′ε uj,ε‖uj,ε‖ε − uj + εvj‖uj + εvj‖ε − c′ε uj + εvj‖uj + εvj‖ε
∥∥∥∥
L2(Ω)
≤ M
1
2
|∂Ω| 12 (1 + µj)
1
2
∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj‖uj + εvj‖ε
∥∥∥∥
L2(Ω)
+
M
1
2
|∂Ω| 12 (1 + µj)
1
2
c′ε
‖uj,ε‖ε ‖uj,ε‖L2(Ω)
+
M
1
2
|∂Ω| 12 (1 + µj)
1
2
c′ε
‖uj + εvj‖ε ‖uj + εvj‖L2(Ω)
≤ max
{
CΩM
1
2
|∂Ω| 12 ,
|Ω| 12
|∂Ω| 12
}
(1 + µj)
1
2
∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj‖uj + εvj‖ε
∥∥∥∥
ε
+ max
{
CΩM
1
2
|∂Ω| 12 ,
|Ω| 12
|∂Ω| 12
}
(1 + µj)
1
2 2c′ε, (4.2.29)
for a suitable c′ > 0 which does not depend on ε ∈]0, εj [.
In the last inequality we have used the fact that for all f ∈ H1(Ω), ‖f‖L2(Ω) ≤
max
{
CΩ,
|Ω| 12
M
1
2
}
‖f‖ε (see also formula (4.2.20)). From Lemma 4.2.3, it fol-
lows that there exists a function u∗ ∈ Hε(Ω) with ‖u∗‖ε = 1 belonging to
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the space generated by all the eigenfunctions associated with the eigenvalues
lying in the segment
[
1
1+µj
− δj , 11+µj + δj
]
such that∥∥∥∥u∗ − uj + εvj‖uj + εvj‖ε
∥∥∥∥
ε
≤ 2C
δj
√
|∂Ω|
M
(1 + µj)
1
2 ε.
Since for all ε ∈]0, εj [, 11+λj(ε) is the only eigenvalue of Aε lying in the seg-
ment
[
1
1+µj
− δj , 11+µj + δj
]
, and λj(ε) is simple, it follows that necessarily
u∗ = uj,ε‖uj,ε‖ε . Thus, there exists cj > 0 (possibly depending on j) and which
does not depend on ε, such that∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj‖uj + εvj‖ε
∥∥∥∥
ε
≤ cjε,
and therefore
‖uj,ε−uj−εvj‖L2(Ω) ≤ max
{
CΩM
1
2
|∂Ω| 12
,
|Ω| 12
|∂Ω| 12
}
(1+µj)
1
2 (2c′+cj)ε. (4.2.30)
This concludes the first step of the proof of Theorems (4.2.10) and (4.2.14).
4.2.3 Second Step of the proof of Theorems 4.2.10 and 4.2.14
The aim of this subsection is to complete the justification of (4.2.11) and
(4.2.15) and therefore to complete the proof of Theorems 4.2.10 and 4.2.14.
Let µ1j ∈ R be defined as in (4.2.12). Let uj be the unique solution of
problem (4.0.1) such that
∫
∂Ω u
2
jdσ = 1. Then by using Theorem 4.2.66 in
Subsection 4.2.4, there exists a unique weak solution u1j of the boundary
value problem−∆u
1
j = µjuj in Ω,
∂νu
1
j − Mµj|∂Ω| u1j =
(
Mµj
2|∂Ω|2 (K − |∂Ω|κ)−
2M2µ2j
3|∂Ω|2 −
|Ω|µj
|∂Ω|
)
+
Mµ1j
|∂Ω| uj on ∂Ω,
(4.2.31)
which satisfies the following conditions∫
∂Ω
u1jujdσ =
(
µ1j
2µj
+
Mµj
3|∂Ω|
)
and ∫
∂Ω
(
u1j
)2
dσ = 1 +
(
µ1j
2µj
+
Mµj
3|∂Ω|
)2
.
In fact, from Theorem 4.2.66 it follows that the solution of problem (4.2.31)
is unique up to multiples of uj . Moreover, by standard elliptic regularity
(see e.g., [2]), u1j ∈ C2(Ω) ∩ C1,α(Ω), for all α ∈]0, 1[.
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Next, we introduce the function w1j (s, ξ) from [0, |∂Ω|[×]0, 1[ to R defined
by
w1j (s, ξ) := −
κ(s)Mµj
6|∂Ω| (uj ◦ ψε(s, 0))(ξ − 1)
3
+
M2µ2j
24|∂Ω|2 (uj ◦ ψε(s, 0))(ξ
2 + 2ξ + 9)(ξ − 1)2
+
( |Ω|µj
2|∂Ω|(uj ◦ ψε(s, 0))−
M
2|∂Ω|(µj(u
1
j ◦ ψε(s, 0))
+µ1j (uj ◦ ψε(s, 0)))−
KMµj
4|∂Ω|2 (uj ◦ ψε(s, 0))
)
(ξ − 1)2, (4.2.32)
for all (s, ξ) ∈ [0, |∂Ω|[×]0, 1[. (See also (4.2.13) for the definition of K.) We
note that the function w1j solves the following differential equation
− ∂2ξw1j (s, ξ) = −κ(s)∂ξwj(s, ξ) +
M
|∂Ω|
(
µj(u
1
j ◦ ψε(s, 0)) + µjwj(s, ξ)
+ µ1j (uj ◦ ψε(s, 0))− ξ
Mµ2j
|∂Ω| (uj ◦ ψε(s, 0))
− |Ω|µj
M
(uj ◦ ψε(s, 0)) + Kµj
2|∂Ω|(uj ◦ ψε(s, 0))
)
(4.2.33)
for all (s, ξ) ∈ [0, ∂Ω)×]0, 1[. Moreover, on the boundary we have
w1j (s, 1) = ∂ξw
1
j (s, 1) = 0 (4.2.34)
for all s ∈ [0, |∂Ω|[. Now let v1j ∈ H1(Ω) be defined as in Theorem 4.2.14.
We note that by construction v1j ∈ H1(Ω). We plan to apply again Lemma
4.2.3. To do so, we prove that there exists a constant C > 0 which does not
depend on ε such that
∣∣∣∣∣
〈
Aε(uj + εvj + εu1j + ε2v1j )−
1
1 + µj + εµ1j
(uj + εvj + εu
1
j + ε
2v1j ), ϕ
〉
ε
∣∣∣∣∣
≤ Cε2‖ϕ‖ε, (4.2.35)
for all ϕ ∈ H1(Ω) and all ε ∈]0, ε0[. As usual, through this subsection we
denote by C a positive constant which does not depend on ε and ϕ. The
constant C may eventually be re-defined line by line.
109
Consider the left-hand side of (4.2.35). We have〈
Aε(uj + εvj + εu1j + ε2v1j )−
1
1 + µj + εµ1j
(uj + εvj + εu
1
j + ε
2v1j ), ϕ
〉
ε
=
1
1 + µj + εµ1j
(
(µj + εµ
1
j )
∫
Ω
ρε(uj + εvj + εu
1
j + ε
2v1j )ϕdx
−
∫
Ω
∇(uj + εvj + εu1j + ε2v1j ) · ∇ϕdx
)
(4.2.36)
We introduce the following quantities:
I1,ε := (µj + εµ
1
j )ε
∫
Ω
(uj + εu
1
j )ϕdx,
I2,ε := (µj + εµ
1
j )ε
2
∫
ωε
(vj + εv
1
j )ϕdx,
I3,ε := (µj + εµ
1
j )
∫
ωε
ρ˜ε
ε
(uj + εvj + εu
1
j + ε
2v1j )ϕdx,
I4,ε :=
∫
Ω
∇uj · ∇ϕdx,
I5,ε := ε
∫
Ω
∇u1j · ∇ϕdx,
I6,ε :=
∫
ωε
∇(εvj + ε2v1j ) · ∇ϕdx.
We observe that the expression in brackets in the right-hand side of (4.2.36)
equals
I1,ε + I2,ε + I3,ε − I4,ε − I5,ε − I6,ε. (4.2.37)
In what follows we shall recall the definition (4.2.8) of ρ˜ε. We consider each
term separately. We start from I1,ε. We have
I1,ε = I1,1,ε + I1,2,ε,
where
I1,1,ε := εµj
∫
Ω
ujϕdx, (4.2.38)
I1,2,ε := ε
2µ1j
∫
Ω
ujϕdx+ ε
2µj
∫
Ω
u1jϕdx+ ε
3µ1j
∫
Ω
u1jϕdx.
We note that I1,2,ε ≤ Cε2‖ϕ‖ε. Indeed, for the first term of I1,2,ε we have
ε2µ1j
∫
Ω
ujϕdx ≤ Cε2‖uj‖L2(Ω)‖ϕ‖L2(Ω) ≤ Cε2‖ϕ‖ε.
The other terms can be treated in a similar way (see also (4.2.21)).
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We consider now I2,ε. Thanks to (4.2.9) we have
I2,ε = (µj + εµ
1
j )ε
2
∫
ωε
(vj + εv
1
j )ϕdx = (µj + εµ
1
j )
ε3
ρ˜ε
∫
ωε
ρ˜ε
ε
(vj + εv
1
j )ϕdx
≤ (µj + εµ1j )
ε3
ρ˜ε
(∫
ωε
ρ˜ε
ε
(vj + εv
1
j )
2dx
) 1
2
‖ϕ‖ε ≤ Cε 52 ‖ϕ‖ε. (4.2.39)
We consider I3,ε. We have
I3,ε = I3,1,ε + I3,2,ε + I3,3,ε + I3,4,ε + I3,5,ε,
where
I3,1,ε := µj
∫
ωε
ρ˜ε
ε
ujϕdx,
I3,2,ε := µj
∫
ωε
ρ˜εu
1
jϕdx,
I3,3,ε := µj
∫
ωε
ρ˜εvjϕdx,
I3,4,ε := µ
1
j
∫
ωε
ρ˜εujϕdx,
I3,5ε := µjε
∫
ωε
ρ˜εv
1
jϕdx+ µ
1
jε
∫
ωε
ρ˜εu
1
jϕdx+ µ
1
jε
∫
ωε
ρ˜εvjϕdx
+µ1jε
2
∫
ωε
ρ˜εv
1
jϕdx.
We consider first I13,1,ε and use formula (4.2.22). We have
I3,1,ε = µj
∫
ωε
M
ε|∂Ω|ujϕdx+ µj
∫
ωε
KM
2|∂Ω|2ujϕdx
− µj
∫
ωε
|Ω|
|∂Ω|ujϕdx+ µj
F (ε)
ε
∫
ωε
ujϕdx. (4.2.40)
The last term in (4.2.40) can be bounded from above by Cε2‖ϕ‖ε. In fact
we have
µjF (ε)
∫
ωε
1
ε
ujϕdx =
µjF (ε)
ρ˜ε
∫
ωε
ρ˜ε
ε
ujϕdx ≤ µjF (ε)
ρ˜ε
‖uj‖ε‖ϕ‖ε ≤ Cε2‖ϕ‖ε.
For the first term in (4.2.40) we have
µj
∫
ωε
M
ε|∂Ω|ujϕdx
= µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds, (4.2.41)
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while for the second term in (4.2.40) we have
µj
∫
ωε
KM
2|∂Ω|2ujϕdx
= µjε
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 (uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε2
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
≤ µjε
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 (uj ◦ ψε)(ϕ ◦ ψε)dξds+ Cε
2‖ϕ‖ε. (4.2.42)
The last inequality can be proved by observing that
− µjε2
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
≤ ε2 C
ρ˜ε
∫
ωε
ρ˜ε
ε
ujϕdx ≤ Cε2‖uj‖ε‖ϕ‖ε.
In a similar way, for the third term in (4.2.40), we have
− µj
∫
ωε
|Ω|
|∂Ω|ujϕdx
≤ −µjε
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds+ Cε
2‖ϕ‖ε. (4.2.43)
We collect (4.2.41), (4.2.42) and (4.2.43) and we obtain that
I3,1,ε ≤ µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
+ µjε
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 (uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds+ Cε
2‖ϕ‖ε.
We consider now I3,2,ε. Thanks to formula (4.2.22), we have
I3,2,ε = µj
∫
ωε
M
|∂Ω|u
1
jϕdx+ µjε
∫
ωε
KM
2|∂Ω|2u
1
jϕdx
− µjε
∫
ωε
|Ω|
|∂Ω|u
1
jϕdx+ F (ε)ε
2
∫
ωε
u1jϕdx
≤ µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(u
1
j ◦ ψε)(ϕ ◦ ψε)dξds+ Cε2‖ϕ‖ε.
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Similarly, for I3,3,ε and I3,4,ε we obtain
I3,3,ε = µj
∫
ωε
ρ˜εvjϕdx ≤ εµj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|wj(ϕ ◦ ψε)dξds+ Cε
2‖ϕ‖ε
= −ε
∫ |∂Ω|
0
∫ 1
0
M2µ2j
2|∂Ω|2 (uj ◦ψε(s, 0))(ξ − 1)
2(ϕ ◦ψε(s, ξ))dξds+Cε2‖ϕ‖ε.
and
I3,4,ε = µ
1
j
∫
ωε
ρ˜εujϕdx ≤ µ1jε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ψε)(ϕ◦ψε)dξds+Cε
2‖ϕ‖ε.
We note that that by the definitions of u1j , vj and v
1
j (see (4.2.31), (4.2.16)
and (4.2.32)) one can prove that the norms ‖u1j‖ε, ‖vj‖ε and ‖v1j ‖ε are
bounded from above, uniformly in ε ∈]0, ε0[. Then we verify that I3,5,ε ≤
Cε2. We show this inequality only for the first summand in I3,5,ε. The
proof for the other summands is similar and is accordingly omitted. By the
definition of ρ˜ε and by the Cauchy-Shwartz inequality we have
µjε
∫
ωε
ρ˜εv
1
jϕdx = µjε
2
∫
ωε
ρ˜ε
ε
v1jϕdx ≤ µjε2C‖v1j ‖ε‖ϕ‖ε ≤ Cε2‖ϕ‖ε.
We have proved that
I3,ε
≤ µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
+ µjε
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 (uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
+ µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(u
1
j ◦ ψε)(ϕ ◦ ψε)dξds
− ε
∫ |∂Ω|
0
∫ 1
0
M2µ2j
2|∂Ω|2 (uj ◦ ψε(s, 0))(ξ − 1)
2(ϕ ◦ ψε(s, ξ))dξds
+ µ1jε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds+ Cε
2‖ϕ‖ε. (4.2.44)
We consider now I4,ε. We have
I4,ε =
∫
Ω
∇uj · ∇ϕdx =
∫
∂Ω
Mµj
|∂Ω| ujϕdσ. (4.2.45)
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Next we consider I5,ε
I5,ε = ε
∫
Ω
∇u1j · ∇ϕdx = ε
∫
Ω
µjujϕdx
+ ε
∫
∂Ω
(
Mµj
2|∂Ω|2 (K − |∂Ω|κ(s))−
2M2µ2j
3|∂Ω|2 +
Mµ1j − |Ω|µj
|∂Ω|
)
ujϕdσ
+ ε
∫
∂Ω
Mµj
|∂Ω| u
1
jϕdσ. (4.2.46)
Now we consider the quantity I6,ε.
I6,ε = I6,1,ε + I6,2,ε,
where
I6,1,ε := ε
∫
ωε
∇vj · ∇ϕdx,
I6,2,ε := ε
2
∫
ωε
∇v1j · ∇ϕdx.
Thanks to formula (4.2.7) and integrating by parts with respect to the vari-
able ξ in the interval ]0, 1[, we have
I6,1,ε = ε
∫
ωε
∇vj · ∇ϕdx
= ε2
∫ |∂Ω|
0
∫ 1
0
(
1
ε2
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)
+
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
(1− εξκ(s))2
)
(1− εξκ(s))dξds
≤
∫ |∂Ω|
0
∫ 1
0
Mµj
|∂Ω| (uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds−
∫
∂Ω
Mµj
|∂Ω| ujϕdσ
−ε
∫ |∂Ω|
0
∫ 1
0
µjM
|∂Ω| κ(s) (2ξ − 1) (uj ◦ψε(s, 0))(ϕ◦ψε(s, ξ))dξds+Cε
2‖ϕ‖ε.
(4.2.47)
Moreover, by an analogous argument, we have
I6,2,ε = ε
2
∫
ωε
∇v1j · ∇ϕdx
≤ −ε
∫
∂Ω
(
Mµj(K − |∂Ω|κ)
2|∂Ω|2 −
2M2µ2j
3|∂Ω|2 +
Mµ1j − |Ω|µj
|∂Ω|
)
ujϕdσ
− ε
∫
∂Ω
Mµj
|∂Ω| u
1
jϕdσ
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+ ε
∫ |∂Ω|
0
∫ 1
0
Mµjκ(s)
|∂Ω| (ξ − 1)(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds
+ ε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|
(
µj(u
1
j ◦ ψε(s, 0))−
Mµ2j
2|∂Ω|(ξ − 1)
2(uj ◦ ψε(s, 0))
+ µ1j (uj ◦ ψε(s, 0))−
Mµ2j
|∂Ω| ξ(uj ◦ ψε(s, 0))
− |Ω|µj
M
(uj ◦ ψε(s, 0)) + Kµj
2|∂Ω|(uj ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds
+ Cε2‖ϕ‖ε. (4.2.48)
We now recall (4.2.37). By (4.2.38), (4.2.39), (4.2.44), (4.2.45), (4.2.46),
(4.2.47) and (4.2.48) we compute the following inequality
I1,ε + I2,ε + I3,ε − I4,ε − I5,ε − I6,ε
≤ Mµj|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(
(uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))
+ε
Mµj
|∂Ω| ξ(uj ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds (4.2.49)
−εMµj|∂Ω|
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))
−(uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))ξκ(s)dξds (4.2.50)
+ε
µ1jM
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))
−(uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds (4.2.51)
+ε
Mµj
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(
(u1j ◦ ψε(s, ξ))
−(u1j ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds (4.2.52)
−εµj |Ω||∂Ω|
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))
−(uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds (4.2.53)
+ε
µjKM
2|∂Ω|2
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))
−(uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds. (4.2.54)
+Cε2‖ϕ‖ε.
Since both uj and u
1
j are of class C
1(Ω), we can conclude that the terms
(4.2.50)-(4.2.54) can be bounded from above by Cε2‖ϕ‖ε (see (4.2.23)). It
remains to estimate (4.2.49). We recall that uj ∈ C2(Ω). It is more conve-
nient to consider coordinates (s, t) and the corresponding change of variable
x = ψ(s, t). We note that ∂tuj(ψ(s, 0)) = −∂νuj(γ(s)) = −µjM|∂Ω| uj(ψ(s, 0)).
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Therefore, for each (s, t) ∈ [0, ∂Ω)×]0, 1[, there exist t∗ ∈ (0, t) and t∗∗ ∈
(0, t∗) such that
(uj ◦ ψ)(s, t)− (uj ◦ ψ)(s, 0) = t∂t(uj ◦ ψ)(s, t∗)
and
∂t(uj ◦ ψ)(s, t∗)− ∂t(uj ◦ ψ)(s, 0) = t∂2t (uj ◦ ψ)(s, t∗∗).
Then for (4.2.49) we have
Mµj
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(
(uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0)) + εMµj|∂Ω| ξ(uj ◦ ψε(s, 0))
)
· (ϕ ◦ ψε(s, ξ))dξds
=
Mµj
|∂Ω|
∫ |∂Ω|
0
1
ε
∫ ε
0
t(∂t (uj ◦ ψ)(s, t∗)− ∂t(uj ◦ ψ)(s, 0)) (ϕ ◦ ψ(s, t))dtds
≤ MµjC|∂Ω|
1
ε
∫ |∂Ω|
0
∫ ε
0
t2∂2t (uj ◦ ψ)(s, t∗∗)(ϕ ◦ ψ(s, t))dtds
≤ MµjC
|∂Ω|ε 12
‖uj‖C2(Ω)
∫ |∂Ω|
0
∫ ε
0
t2
(ϕ ◦ ψ(s, t))
ε
1
2
dtds
≤ MµjC|∂Ω|√5ε
2‖ϕ‖ε.
This proves (4.2.35).
We note that ‖uj+εvj+εu1j+ε2v1j ‖−1ε is uniformly bounded for ε ∈]0, ε0[.
We shall need a more precise estimate of ‖uj + εvj + εu1j + ε2v1j ‖−1ε , which
is the aim of the following lemma.
Lemma 4.2.55. Let uj be the unique eigenfunction of (4.0.1) associated
with the eigenvalue µj such that
∫
∂Ω u
2
jdσ = 1. Let u
1
j be the solution of
(4.2.64) which satisfies∫
∂Ω
u1jujdσ =
(
µ1j
2µj
+
Mµ
3|∂Ω|
)
.
Then there exists a constant C > 0 which does not depend on ε such that
for all ε ∈]0, ε0[ it holds
‖uj + εvj + εu1j + ε2v1j ‖2ε =
M
|∂Ω|
(
1 + µj + εµ
1
j
)
+O(ε2), (4.2.56)
as ε→ 0.
Proof. We have
‖uj + εvj + εu1j + ε2v1j ‖2ε = N1,ε +N2,ε +N3,ε +N4,ε +N5,ε,
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where
N1,ε := ε
∫
Ω
(
u2j + 2εuju
1
j + ε
2 (u1j)2) dx,
N2,ε := ε
∫
ωε
(
ε2v2j + ε
4 (v1j )2 + 2εujvj + 2ε2u1jvj + 2ε3u1jv1j + 2ε2ujv1j + 2ε3vjv1j) dx,
N3,ε :=
∫
ωε
ρ˜ε
ε
(
u2j + 2εuju
1
j + ε
2 (u1j)2 + ε2v2j + ε4 (v1j )2 + 2εujvj + 2ε2u1jvj
+2ε3u1jv
1
j + 2ε
2ujv
1
j + 2ε
3vjv
1
j
)
dx,
N4,ε :=
∫
Ω
|∇uj |2 + 2ε∇uj · ∇u1j + ε2|∇u1j |2dx,
N5,ε :=
∫
ωε
ε2|∇vj |2 + ε4|∇v1j |2 + 2ε∇uj · ∇vj + 2ε2∇uj · ∇v1j
+2ε2∇vj∇u1j + 2ε3∇vj · ∇v1j + 2ε3∇u1j · ∇v1jdx.
We start from N1,ε. We note that from standard elliptic regularity we have
that ‖uj‖C(Ω), ‖u1j‖C(Ω) ≤ C. Therefore it holds
N1,ε ≤ ε
∫
Ω
u2jdx+ Cε
2.
Consider now N2,ε. From the definition of vj and v
1
j we have that ‖vj‖C(ωε),
‖v1j ‖C(ωε) ≤ C. Moreover, from the fact that |ωε| ≤ Cε, it immediately
follows that
N2,ε ≤ Cε2.
Now we consider N3,ε. By the same arguments above, we have that the
third, fourth, fifth, seventh, eighth, ninth and tenth summands of N3,ε can
be bounded from above by Cε2. Therefore
N3,ε ≤ N13,ε +N23,ε +N33,ε + Cε2,
where
N3,1,ε :=
∫
ωε
ρ˜ε
ε
u2jdx,
N3,2,ε := 2
∫
ωε
ρ˜εuju
1
jdx,
N3,3,ε := 2
∫
ωε
ρ˜εujvjdx.
Consider N3,1,ε first. We use the expansion (4.2.22) for ρ˜ε. Moreover, since
uj ∈ C2(Ω) we have that (uj ◦ψ(s, ξ))2 = (uj ◦ψ(s, 0))2+2tuj(ψ(s, 0))∂t(uj ◦
ψ)(s, 0) + Ct2, which implies
(uj ◦ ψ(s, ξ))2 = (uj ◦ ψ(s, 0))2 + 2tMµj|∂Ω| (uj ◦ ψ(s, 0))
2 + Ct2,
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since uj is a solution of (4.0.1). Then we have
N3,1,ε =
∫ |∂Ω|
0
∫ ε
0
(
M
ε|∂Ω| +
1
2
KM − |Ω||∂Ω|
|∂Ω|2 +
F (ε)
ε
)
·
(
(uj ◦ ψ(s, 0))2 + 2tMµj|∂Ω| (uj ◦ ψ(s, 0))
2 + Ct2
)
(1− tκ(s))dtds
From standard computations and recalling that
∫
∂Ω u
2
jdσ = 1, it follows that
N3,1,ε ≤ M|∂Ω| + ε
(
1
2KM − |Ω||∂Ω|
|∂Ω|2
)
− εM
2µ
|∂Ω|2 − ε
M
2|∂Ω|
∫
∂Ω
u2jκdσ + Cε
2.
Very similar computations for N3,2,ε and N3,3,ε yield
N3,2,ε ≤ ε 2M|∂Ω|
(
µ1j
2µj
+
Mµj
3|∂Ω|
)
+ Cε2
and
N3,3,ε ≤ −ε M
2µj
3|∂Ω|2 + Cε
2.
Now we pass to the terms involving the gradients. First we recall that from
standard elliptic regularity ‖uj‖C1(Ω), ‖u1j‖C1(Ω) ≤ C. Moreover, from the
definition of v and vj , it follows that ‖vj‖C1(Ω), ‖v1j ‖C1(Ω) ≤ Cε . We consider
N4,ε. We have
N4,ε ≤ Mµj|∂Ω|
∫
∂Ω
u2jdσ + 2ε
Mµj
|∂Ω|
∫
∂Ω
uju
1
jdσ + Cε
2
≤ Mµj|∂Ω| + ε
(
Mµ1j
|∂Ω| +
2M2µ2j
3|∂Ω|2
)
+ Cε2.
Next we consider N5,ε. We note that all the summands but the first and the
third can be bounded from above by Cε2. Therefore we have
N5,ε = N5,1,ε +N5,2,ε + Cε
2,
where
N5,1,ε := ε
2
∫
ωε
|∇vj |2dx,
N5,2,ε := 2ε
∫
ωε
∇uj · ∇vjdx.
Consider N15,ε. Passing to coordinates (s, ξ) and using formula (4.2.7), from
standard computations it follows that
N5,1,ε ≤ ε
M2µ2j
3|∂Ω|2 + Cε
2.
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In a very similar way one can prove that for N5,2,ε it holds
N5,2,ε ≤ −ε
M2µ2j
|∂Ω|2 + Cε
2.
We collect all the expression appearing into N1,ε, N2,ε, N3,ε, N4,ε and N5,ε
according to the powers of ε appearing. We have
‖uj + εvj + εu1j + ε2v1j ‖2ε
≤ M|∂Ω|
[
1 + µj
+ ε
(
|∂Ω|
M
∫
Ω
u2jdx−
|Ω|
M
− 2Mµj
3|∂Ω| +
K
2|∂Ω| −
1
2
∫
∂Ω
u2jκdσ +
µ1j
µj
+ µ1j
)]
+ Cε2.
We note that
µ1j
µj
= −|∂Ω|
M
∫
Ω
u2jdx+
|Ω|
M
− 2Mµj
3|∂Ω| −
K
2|∂Ω| +
1
2
∫
∂Ω
u2jκdσ,
therefore
‖uj + εvj + εu1j + ε2v1j ‖2ε ≤
M
|∂Ω|
(
1 + µj + εµ
1
j
)
+ Cε2.
This concludes the proof.
As we did in Section 4.2.2, in order to apply Lemma 4.2.3 it is sufficient
to multiply both sides of (4.2.35) by ‖uj+εvj+εu1j +ε2v1j ‖−1ε . From Lemma
4.2.55 it follows that∣∣∣∣∣
〈
Aε
(
uj + εvj + εu
1
j + ε
2v1j
‖uj + εvj + εu1j + ε2v1j ‖ε
)
− 1
1 + µj + εµ1j
(
uj + εvj + εu
1
j + ε
2v1j
‖uj + εvj + εu1j + ε2v1j ‖ε
)
, ϕ
〉
ε
∣∣∣∣∣
≤ C
√
|∂Ω|
M
(1 + µj)
− 1
2
(
1− µ
1
j
2(1 + µj)
ε
)
ε2‖ϕ‖ε, (4.2.57)
for all ϕ ∈ H1(Ω). Now we set ϕ := uj+εvj+εu
1
j+ε
2v1j
‖uj+εvj+εu1j+ε2v1j ‖ε
in (4.2.57), which
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gives∥∥∥∥∥Aε
(
uj + εvj + εu
1
j + ε
2v1j
‖uj + εvj + εu1j + ε2v1j ‖ε
)
− 1
1 + µj + εµ1j
(
uj + εvj + εu
1
j + ε
2v1j
‖uj + εvj + εu1j + ε2v1j ‖ε
)∥∥∥∥∥
ε
≤ C
√
|∂Ω|
M
(1 + µj)
− 1
2
(
1− µ
1
j
2(1 + µj)
ε
)
ε2.
From Lemma 4.2.3 applied with η = 1
1+µj+εµ1j
, u =
uj+εvj+εu
1
j+ε
2v1j
‖uj+εvj+εu1j+ε2v1j ‖ε
and
r = C
√
|∂Ω|
M (1 + µj)
− 1
2
(
1− µ
1
j
2(1+µj)
ε
)
ε2, it follows that there exists an
eigenvalue η∗ of Aε such that∣∣∣∣∣ 11 + µj + εµ1j − η∗
∣∣∣∣∣ ≤ C
√
|∂Ω|
M
(1 + µj)
− 1
2
(
1− µ
1
j
2(1 + µj)
ε
)
ε2. (4.2.58)
When ε ∈]0, εj [ (possibly choosing εj smaller), the only eigenvalue of Aε
which satisfies (4.2.58) is 11+λj(ε) . Thus we have that
λj(ε) = µj + εµ
1
j +O(ε
2), (4.2.59)
as ε→ 0. Let uj,ε be the unique eigenfunction of (4.0.2) associated with the
eigenvalue λj(ε) such that
M
|∂Ω|
∫
Ω ρεu
2
j,εdx = 1. We recall that
‖uj,ε‖2ε =
M
|∂Ω| (1 + λj(ε)) .
From (4.2.56) and (4.2.59) it follows that there exists a constant c > 0 which
does not depend on ε such that
|(1 + λj(ε)) 12 − (1 + µj + εµ1j )
1
2 | ≤ cε2 (4.2.60)
and ∣∣∣∣∣‖uj + εvj + εu1j + ε2v1j ‖ε − M
1
2
|∂Ω| 12
(1 + µj + εµ
1
j )
1
2
∣∣∣∣∣ ≤ cε2. (4.2.61)
Moreover, from Lemma 4.2.3, it follows that for all δ > 0, there exists a
function u∗ ∈ Hε(Ω) with ‖u∗‖ε = 1 belonging to the space generated by all
the eigenfunctions associated with the eigenvalues of Aε lying in the segment
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1
1+µj+εµ1j
− δ, 1
1+µj+εµ1j
+ δ
]
such that∥∥∥∥∥u∗ − uj + εvj + εu1j + ε2v1j‖uj + εvj + εu1j + ε2v1j ‖ε
∥∥∥∥∥
ε
≤ 2C
δ
√
|∂Ω|
M
(1 + µj)
− 1
2
(
1− µ
1
j
2(1 + µj)
ε
)
ε2. (4.2.62)
By the continuity of the eigenvalues λj(ε) and the simplicity of λj(ε) for
all ε ∈]0, εj [, it follows that (possibly choosing εj > 0 smaller) there exists
δj > 0 such that
∣∣∣∣ 11+µj+εµ1j − 11+λj−1(ε)
∣∣∣∣ > δj , ∣∣∣∣ 11+µj+εµ1j − 11+λj+1(ε)
∣∣∣∣ > δj
and
∣∣∣∣ 11+µj+εµ1j − 11+λj(ε)
∣∣∣∣ ≤ δj , for all ε ∈]0, εj [. Then we choose δ = δj in
(4.2.62). Since for all ε ∈]0, εj [, 11+λj(ε) is the only eigenvalue lying in the
segment
[
1
1+µj+ε1j
− δj , 11+µj+εµ1j + δj
]
and λj(ε) is simple, it follows that
necessarily u∗ = uj,ε‖uj,ε‖ε . Thus there exists cj > 0 (possibly depending on j)
which does not depend on ε, such that∥∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj + εu
1
j + ε
2v1j
‖uj + εvj + εu1j + ε2v1j ‖ε
∥∥∥∥∥
ε
≤ cjε2. (4.2.63)
Finally, by computations similar to those in (4.2.29), using (4.2.63), (4.2.60),
(4.2.61), and following the same lines as in the proof of (4.2.30), it is possible
to prove that
‖uj,ε − uj − εvj − εu1j − ε2v1j ‖L2(Ω) ≤ C(1 + µj + εµ1j )ε2.
This concludes the proof of Theorems 4.2.10 and 4.2.14.
4.2.4 Well-posedness of problem (4.2.31)
Let uj be the unique eigenfunction associated with a simple eigenvalue µj
of problem (4.0.1) such that
∫
∂Ω u
2
jdσ = 1. Then we consider the following
problem {
−∆u = f in Ω
∂νu− Mµj|∂Ω| u = g1 + λg2 on ∂Ω,
(4.2.64)
where f ∈ L2(Ω) and g1, g2 ∈ L2(∂Ω) are given data which satisfy the
condition
∫
∂Ω g2ujdσ 6= 0, while the unknowns are the constant λ and the
function u. The weak formulation of problem (4.2.64) reads: find (u, λ) ∈
H1(Ω)× R such that∫
Ω
∇u · ∇ϕdx− Mµj|∂Ω|
∫
∂Ω
uϕdσ =
∫
Ω
fϕdx+
∫
∂Ω
g1ϕdσ + λ
∫
∂Ω
g2ϕdσ,
(4.2.65)
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for all ϕ ∈ H1(Ω). We have the following theorem.
Theorem 4.2.66. Problem (4.2.64) admits a weak solution (u, λ) ∈ H1(Ω)×
R if and only if
λ = −
(∫
Ω
fujdx+
∫
∂Ω
g1ujdσ
)(∫
∂Ω
g2ujdσ
)−1
. (4.2.67)
Moreover, given a solution u of (4.2.64), all the solutions of (4.2.64) are
given by u+Auj with A ∈ R.
Proof. Consider the operator A1 from H1(Ω) to H1(Ω)′ which takes u ∈
H1(Ω) to the functional A1[u] defined by
A1[u][ϕ] :=
∫
Ω
∇u · ∇ϕdx+
∫
∂Ω
uϕdσ , ϕ ∈ H1(Ω).
As is well-known, the operator A1 is a homeomorphism from H1(Ω) to
H1(Ω)′. Then we consider the trace operator Tr from H1(Ω) to L2(∂Ω)
which is compact and the operator J from L2(∂Ω) to H1(Ω)′ defined by
J [u][ϕ] :=
∫
∂Ω
uϕdσ , ∀ϕ ∈ H1(Ω).
We define the operator A2 from H1(Ω) to H1(Ω)′ as
A2 := −
(
1 +
Mµj
|∂Ω|
)
J ◦ Tr.
We define the operator A from H1(Ω) to H1(Ω)′ as A := A1 +A2. This is
the sum of an invertible operator and a compact operator, therefore A is a
Fredholm operator. Finally we denote by B(λ) the element B(λ) ∈ H1(Ω)′
defined by
B(λ)[ϕ] :=
∫
Ω
fϕdx+
∫
∂Ω
g1ϕdσ + λ
∫
∂Ω
g2ϕdσ , ϕ ∈ H1(Ω).
Problem (4.2.65) is recasted as follows: find (λ, u) ∈ R×H1(Ω) such that
A[u] = B(λ).
The kernel of A is finite dimensional and is the space of those u∗ such that∫
Ω
∇u∗ · ∇ϕdx− Mµj|∂Ω|
∫
∂Ω
u∗ϕdσ = 0 , ∀ϕ ∈ H1(Ω).
Since we have assumed that µj is a simple eigenvalue associated with the
eigenfunction uj , it follows that the kernel of A coincides with the one
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dimensional subspace of H1(Ω) generated by uj . Therefore, problem (4.2.64)
has solution if and only if B(λ) satisfies the equality∫
Ω
fujdx+
∫
∂Ω
g1ujdσ + λ
∫
∂Ω
g2ujdσ = 0.
Accordingly, problem (4.2.65) has solution if and only if λ is given by
(4.2.67). Finally we note that the solution u of problem (4.2.65) is defined
up to multiples of uj .
4.2.5 The case of the unit ball in R2
In this subsection we consider the case Ω = B, where B is the open unit
ball centered at zero in R2. We have already established a formula for the
derivatives of all the eigenvalues λj(ε) at ε = 0 in Section 4.1 (see formula
(4.1.3)). We show now that formula (4.2.12) in the case of the unit ball in
R2 formally is the same as formula (4.1.3). We recall that the eigenvalues
of problem (4.0.1) on B are given by
µ2j−1 = µ2j =
2pij
M
, j ∈ N,
while µ0 = 0. We note that all the positive eigenvalues have multiplicity
two. It is convenient to use polar coordinates (r, θ) ∈ R+ × ∂B in R2 and
the corresponding change of variables x = φs(r, θ) = (r cos(θ), r sin(θ)).
The eigenfunctions associated with the eigenvalue µ2j−1 = µ2j are the two-
dimensional harmonic polynomials uj,1, uj,2 of degree j, which can be written
in polar coordinates as
uj,1(r, θ) = r
j cos(jθ),
uj,2(r, θ) = r
j sin(jθ).
Then we consider problem (4.0.2) when Ω = B. It is standard to show
(see e.g., Lemma 4.1.4, see also [71, 72]) that all the eigenvalues of problem
(4.0.2) on B have multiplicity which is an integer multiple of two, except the
first one which is zero and has multiplicity one. Moreover, for a fixed j ∈ N,
there exists εj > 0 such that λj(ε) has multiplicity two for all ε ∈]0, εj [ (cfr.
Corollary 3.1.42 and [71]). Therefore, from Corollary 3.1.42 (see also [71])
it follows that the positive eigenvalues of (4.0.2) on B can be labelled with
two indexes k and l and denoted by λ2k−1,l(ε) = λ2k,l(ε), for k, l ∈ N. The
corresponding eigenfunctions, which we denote by u0,l,ε, uk,l,ε,1 and uk,l,ε,2
can be written in the following form
u0,l,ε = R0,l(r),
uk,l,ε,1 = Rk,l(r) cos(kθ),
uk,l,ε,2 = Rk,l(r) sin(kθ),
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where Rk,l(r) are suitable linear combinations of Bessel Functions of the
first and second species and order k (see Lemma 4.1.4). Moreover, it is
possible to prove that λ2k−1,1(ε)→ µ2k−1, λ2k,1(ε)→ µ2k, λ2k−1,l(ε)→ +∞,
λ2k,l(ε) → +∞ for l ≥ 2, uk,1,ε,1 → uk,1 and uε,k,1,2 → uk,2 in the L2(Ω)
norm, as ε→ 0 (see Theorem 4.1.37).
We note that, in principle, Theorem 4.2.10 could not be applied in this
case since all the eigenvalues are multiple. From Theorem 4.1.20 we have
that
λ2j−1,1(ε) = µ2j−1 +
(
2jµ2j−1
3
+
µ22j−1
2(j + 1)
)
ε+ o(ε)
=
2pij
M
+
2j2pi
M
(
2
3
+
pi
M(1 + j)
)
ε+ o(ε), (4.2.68)
as ε→ 0. The same formula holds if we substitute λ2j−1,1(ε) and µ2j−1 with
λ2j,1(ε) and µ2j respectively.
Now, let us consider formally formula (4.2.12) with uj = pi
− 1
2 (rj cos(jθ))◦
φ
(−1)
s and observe that the mean curvature on ∂B is constant end equals 1.
Standard computations yield formula (4.2.68). This suggests that in some
sense in the case of the ball, Theorem 4.2.10 still holds, despite the mul-
tiplicity of the eigenvalues is greater than one. This is not surprising. In
fact we could have replaced through all this section the space H1(Ω) with
the space H1j (Ω) of those functions u in H
1(Ω) which are orthogonal to
(rj cos(jθ)) ◦ φ(−1)s with respect to the H1(Ω) scalar product. In this way
the eigenvalue µ2j−1 becomes a simple eigenvalue and Theorem 4.2.10 can
be applied. However, this is not straightforward.
The method used in this section is more general than the method used in
Section 4.1 and allows to find a formula for the derivative of the eigenvalues
λ(ε) of problem (4.0.2) for a quite wide class of domains in R2.
4.2.6 Heuristic determination of the expansions
In this subsection we show how to guess asymptotic expansions for the eigen-
values and eigenfunctions of problem (4.0.2) of the type (4.2.11) and (4.2.15).
Let µj be a simple eigenvalue of problem (4.0.1) and for ε > 0 small enough,
let λj(ε) be a simple eigenvalue of problem (4.0.2) such that λj(ε)→ µj as
ε goes to zero (see 3.1.42). Then
λj(ε) = µj + o(1),
as ε → 0. The first step in order to postulate an asymptotic expansion is
to guess the powers of ε of the lower order terms. In analogy with formula
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(4.1.21) for the unit ball in RN we postulate an asymptotic expansion for
λj(ε) of the following form
λj(ε) = µj + εµ
1
j + o(ε), (4.2.69)
as ε→ 0, i.e., we guess that the second term in the asymptotic expansion of
λj(ε) is of order ε as ε→ 0. Since we want to find a formula for the deriva-
tive of the eigenvalues at ε = 0, we shall consider the expansion (4.2.69) and
neglect further terms.
Now we consider an asymptotic expansion for the eigenfunction uj,ε associ-
ated with the eigenvalue λj(ε) of the form
uj,ε = uj + o(1), (4.2.70)
as ε → 0. The equality in (4.2.70) is understood in the sense of the L2(Ω)
norm. In formula (4.2.70) we have considered the eigenfunction uj,ε normal-
ized by
∫
Ω ρεu
2
j,εdx = M/|∂Ω|. We denoted by uj the unique eigenfunction
of (4.0.1) associated with the eigenvalue µj normalized by
∫
∂Ω u
2
jdσ = 1.
By looking at (4.2.69) we can argue that the second term in the expansion
of uε,j is of order ε as ε → 0, therefore we consider an expansion of the
following type
uj,ε = uj + εU
1
ε,j + o(ε), (4.2.71)
as ε→ 0, for some function U1ε,j which possibly depends explicitly on ε > 0.
Since the coefficient ρε is piecewise constant and is of order ε
−1 in ωε, we need
to introduce in the expansion of the eigenfunctions some correcting terms
which are supported on ωε and which are usually called ‘boundary layers’
(see [52, 53]). Therefore we consider the function U1ε,j of the following form
U1ε,j = u
1
j + vj + εv
1
j ,
where u1j ∈ H1(Ω) is supported on the whole of Ω and vj , v1j ∈ H1(Ω) are
extension by zero of wj ◦ψ(−1)ε and w1j ◦ψ(−1)ε , where wj and w1j are functions
in H1([0, |∂Ω|[×]0, 1[). In particular, we will look for functions vj and v1j
which are uniformly bounded in ε > 0, while their gradients are of order
ε−1. Therefore the postulated expansion (4.2.71) can be rewritten as
uj,ε = uj + εu
1
j + εvj + ε
2v1j + o(ε), (4.2.72)
as ε → 0. We note that in formula (4.2.72) a term of order ε2 appears.
This is not surprising. In order to characterize u1j , vj and v
1
j , we shall plug
the asymptotic expansion (4.2.72) into (4.0.2), and therefore we shall take
derivatives of vj and v
1
j , which are of order ε
−1. Rouhgly speaking, εvj is of
order O(1) and ε2v1j is of order O(ε) as ε → 0, in the sense of the H1(ωε)
norm.
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We compute now |ωε|. We pass to the variables (s, ξ) and obtain
|ωε| =
∫
ωε
dx =
∫ |∂Ω|
0
∫ 1
0
ε(1− εξκ(s))dξds = ε|∂Ω| − ε
2
2
∫ |∂Ω|
0
κ(s)ds.
We denoted by K the quantity
∫ |∂Ω|
0 κ(s)ds (see (4.2.13)). Now we expand
in Taylor series the quantity M−ε|Ω\ωε||ωε| around ε = 0. We have
M − ε|Ω \ ωε|
|ωε| =
M
ε|∂Ω| +
1
2KM − |Ω||∂Ω|
|∂Ω|2 +O(ε), (4.2.73)
as ε→ 0. Note that ρε can be written in the following equivalent form
ρε = ε+
1
ε
ρ˜εχωε ,
where χωε is the characteristic function of the set ωε and ρ˜ε is given by
formula (4.2.8). Thanks to formula (4.2.73), ρ˜ε can be written in the form
(4.2.22).
We also need to write the Laplace operator in the variables (s, ξ). From
standard calculus it follows that
∆ =
1
ε2
∂2ξ −
1
ε
κ(s)∂ξ − κ(s)2ξ∂ξ + ∂2s + · · · ,
where the remaining terms are of order O(ε) as ε → 0. We denoted by
dots further asymptotic terms which are not of use in order to postulate the
asymptotic expansions (4.2.69) and (4.2.72).
Suppose for the moment that the functions uj and u
1
j are regular enough.
For example, suppose that they are of class C2. We have
(uj ◦ ψε)(s, ξ) = (uj ◦ ψε)(s, 0) + ξ∂ξ(uj ◦ ψ)(s, 0) +O(ε2), (4.2.74)
(u1j ◦ ψε)(s, ξ) = (u1j ◦ ψε)(s, 0) +O(ε), (4.2.75)
as ε → 0. Note that ∂ξ(uj ◦ ψ)(s, 0) = −ε∂νuj(γ(s)). We also recall (see
Theorem 4.2.14) that
wj(s, ξ) = (vj ◦ ψε)(s, ξ),
w1j (s, ξ) = (v
1
j ◦ ψε)(s, ξ).
Now we plug (4.2.22), (4.2.69), (4.2.70), (4.2.73), (4.2.74) and (4.2.75) in
(4.0.2). We have for the left-hand side of the differential equation in (4.0.2)
−∆(uj + εu1j + εvj + ε2v1j )
= − (∆uj + ε∆u1j)− (1ε∂2ξwj − κ(s)∂ξwj + ∂2ξw1j +O(ε)
)
, (4.2.76)
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as ε → 0, where the first summand of (4.2.76) is defined in the whole of
Ω, while the second summand is supported in the strip ωε and is written in
the coordinates (s, ξ). For the right-hand side of the differential equation in
(4.0.2) we have
ρελj(ε)(uj + εu
1
j + εvj + ε
2v1j )
=
(
ε+
1
ε
ρ˜εχωε
)(
µj + εµ
1
j +O(ε
2)
) (
uj + εu
1
j + εvj + ε
2v1j
)
= P1 + P2. (4.2.77)
For the reader’s convenience, we split formula (4.2.77) into two parts. The
first is supported on the whole of Ω, the second is supported on ωε and is
expressed in the variables (s, ξ). We denote these two parts by P1 and P2
respectively. We have
P1 = εµjuj +O(ε
2) (4.2.78)
as ε→ 0, and
P2 =
1
ε
Mµj
|∂Ω| (uj ◦ ψε)(s, 0) +
(
1
2KM − |Ω||∂Ω|
|∂Ω|2 µj +
Mµ1j
|∂Ω|
)
(uj ◦ ψε)(s, 0)
− Mµjξ∂νuj(γ(s))|∂Ω| +
Mµj
|∂Ω| (u
1
j ◦ ψε)(s, 0) +
Mµj
|∂Ω| wj(s, ξ) +O(ε), (4.2.79)
as ε→ 0. Note that in (4.2.79) and in the second term of (4.2.76) it appears
a reminder which is of order O(ε) as ε → 0. Moreover, we note that these
terms are supported in the strip ωε which has measure of order O(ε) as
ε→ 0. Therefore, roughly speaking, we can think of the terms of order O(ε)
supported on ωε as terms of order O(ε
2) as ε→ 0.
As for boundary conditions we have
∂νuj(γ(s))− ∂ξwj(s, 0) + ε
(
∂νu
1
j (γ(s))− ∂ξw1j (s, 0)
)
+O(ε2) = 0. (4.2.80)
The next step is to match the quantities in (4.2.76), (4.2.78), (4.2.79)
and (4.2.80) according to the powers of ε which appear. We obtain
∆uj = 0, on Ω,
−∆u1j = µjuj , on Ω,
−∂2ξwj(s, ξ) = Mµj|∂Ω| (uj ◦ ψε)(s, 0), on [0, |∂Ω|[×]0, 1[,
and
− ∂2ξw1j (s, ξ) = −κ(s)∂ξwj(s, ξ) +
M
|∂Ω|
(
µj(u
1
j ◦ ψε)(s, 0) + µjwj(s, ξ)
+ µ1j (uj ◦ ψε)(s, 0)− µjξ∂ν(uj(γ(s)))
− |Ω|µj
M
(uj ◦ ψε)(s, 0) + Kµj
2|∂Ω|(uj ◦ ψε)(s, 0)
)
on [0, |∂Ω|[×]0, 1[, (4.2.81)
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while for boundary conditions we have
∂νuj(γ(s)) = ∂ξwj(s, 0), s ∈ [0, |∂Ω|[ ;
∂νu
1
j (γ(s)) = ∂ξw
1
j (s, 0), s ∈ [0, |∂Ω|[ .
(4.2.82)
Now we write the compatibility conditions which must be satisfied by uj ,
u1j , vj , v
1
j . First, note that
∂ξwj(s, 1) = ∂ξw
1
j (s, 0) = 0.
In fact, we integrate −∂2ξwj(s, ξ) with respect to ξ ∈]0, 1[
−
∫ 1
0
∂2ξwj(s, ξ)dξ =
Mµj
|∂Ω| (uj ◦ ψε)(s, 0),
therefore
∂ξwj(s, 0)− ∂ξwj(s, 1) = Mµj|∂Ω| (uj ◦ ψε)(s, 0),
which in view of (4.2.82) reads
∂νuj(γ(s))− ∂ξwj(s, 1) = Mµj|∂Ω| (uj ◦ ψε)(s, 0).
This last fact yields{
∂νuj(γ(s)) =
Mµj
|∂Ω| (uj ◦ ψε)(s, 0),
∂ξwj(s, 1) = 0.
(4.2.83)
Note that for each s ∈ [0, |∂Ω|[, the function ξ 7→ wj(s, ξ) is defined up to
constants. We choose wj such that wj(s, 1) = 0 for all s ∈ [0, |∂Ω|[. With
this choice wj is uniquely determined and solves problem (4.2.17). Moreover,
from the compatibility condition (4.2.83) it follows that uj solves problem
(4.0.1).
Now we repeat the same procedure for w1j . We integrate (4.2.81) with
respect to ξ ∈]0, 1[ and from the compatibility conditions, as we did for
wj , it follows that w
1
j and u
1
j solve problems (4.2.33)-(4.2.34) and (4.2.64)
respectively.
Remark 4.2.84. We have chosen wj and w
1
j to satisfy wj(s, 1) = w
1
j (s, 1) =
0, so that uj + εu
1
j + εvj + εv
1
j ∈ H1(Ω).
Remark 4.2.85. We have chosen the particular powers of ε in (4.2.69) and
(4.2.72) since a posteriori the matching of all the terms and the compatibility
conditions produce auxiliary problems which are well-posed. If we try to
postulate an asymptotic expansion with different powers of ε (e.g., µj +
ε
1
2µ1j +O(ε
3
2 ) and the analogue for uj,ε), this would lead to define problems
the solutions of which are trivial, i.e., identically zero).
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Chapter 5
Mass concentration
phenomena for fourth order
operators. A new biharmonic
Steklov problem
In this chapter we discuss the eigenvalue problem for the biharmonic op-
erator ∆2 subject to Steklov-type and Neumann-type boundary conditions.
This operator is related do the study of the bending of a plate via the
Kirchoff-Love model (see e.g., [31]).
Let Ω be a bounded domain in RN of class C1, N ≥ 2. We introduce
the following Steklov-type problem for the biharmonic operator
∆2u− τ∆u = 0, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
τ ∂u∂ν − div∂Ω
(
D2u · ν)− ∂∆u∂ν = λρu, on ∂Ω, (5.0.1)
in the unknowns u (the eigenfunction), λ (the eigenvalue), where τ > 0 is a
fixed positive constant, ρ ∈ RS , where RS is defined by (3.1.1). Here div∂Ω
denotes the tangential divergence operator and D2u the Hessian matrix of
u. We recall that the tangential divergence div∂ΩF of a vector field F is
defined as div∂ΩF = divF|∂Ω− (DF.ν) ·ν, where DF is the Jacobiam matrix
of F . For N = 2, this problem is related to the study of the vibrations of
a thin elastic plate with a free frame and mass displaced on the boundary
with density ρ. The spectrum consists of a diverging sequence of eigenvalues
of finite multiplicity
0 = λ1 < λ2 ≤ · · · ≤ λj ≤ · · · , (5.0.2)
where we agree to repeat the eigenvalues according to their multiplicity. We
note that problem (5.0.1) is the analogue for the biharmonic operator of
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the classical Steklov problem (3.1.2) for the Laplace operator considered in
Chapter 3 and 4. Then we consider the following Neumann-type problem
for the biharmonic operator
∆2u− τ∆u = λρu, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
τ ∂u∂ν − div∂Ω
(
D2u · ν)− ∂∆u∂ν = 0, on ∂Ω, (5.0.3)
where ρ ∈ R and R is defined by (3.1.11) (we refer to [28] for the derivation
of the boundary conditions). It is well known that this problem arises in
the study of a free vibrating plate whose mass is displaced on the whole
of Ω with density ρ. Also in this case the spectrum consist of a diverging
sequence of eigenvalues of finite multiplicity as in (5.0.2).
In this chapter we consider the dependence of the eigenvalues λj of prob-
lem (5.0.1) both on the density ρ and the domain Ω. Moreover we shall un-
derstand problem (5.0.1) as the limit of Neumann problems (5.0.3) when the
mass ρ is concentrating at the boundary of Ω. This behavior is analogous to
that of the Laplace operator with Neumann boundary conditions and mass
concentrated in a neighborhood of the boundary considered in Section 3.1.
We remark that problem (5.0.1) should not be confused with other
Steklov-type problems already discussed in the literature. For example,
in [20] the authors consider the following problem
∆2u = 0, in Ω,
u = 0, on ∂Ω,
∆u = λ∂u∂ν , on ∂Ω,
which has a rather different nature.
We shall think of the Steklov problem (5.0.1) as the natural fourth order
version of problem (3.1.2). For this purpose we briefly derive problem (5.0.1)
starting from a physical model (see also [99, 105]).
5.1 Formulating the problem
In this section we provide a physical interpretation of problem (5.0.1) for
N = 2 as the equation of a thin vibrating plate. As usual, we assume that the
mass of the plate is displaced in the middle plane of the plate parallel to its
faces. When the body is at its equilibrium it covers a planar domain Ω with
boundary ∂Ω in R2. We describe the vertical deviation from the equilibrium
of each point (x, y) of Ω at time t by means of a function v = v(x, y, t). We
suppose that the whole mass of the plate is concentrated at the boundary
with a density which we denote by ρ(x, y). Moreover, we assume that ρ(x, y)
is bounded and positive on ∂Ω. Under these assumptions, the total kinetic
energy of the plate is given by
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T =
1
2
∫
∂Ω
ρv˙2dσ,
where we denote by v˙ the derivative of v with respect to the time t, and by dσ
the surface measure on ∂Ω. Now we obtain an expression for the potential
energy of the plate. By following [105, §10.8], under the assumption that the
strain potential energy at each point depends only on the strain configuration
at that point and that the Poisson ratio of the material is zero, we have that
the strain potential energy is given by
Vs =
1
2
∫
Ω
(
v2xx + v
2
yy + 2v
2
xy
)
dxdy.
Besides Vs, we have another term of the potential energy due to the lateral
tension
Vτ =
τ
2
∫
Ω
(
v2x + v
2
y
)
dxdy,
where τ > 0 is the ratio of lateral tension due to flexural rigidity. The
Hamilton’s integral in the time interval [t1, t2] of the system is given by
H =
∫ t2
t1
T − Vs − Vτ dt
=
1
2
∫ t2
t1
∫
∂Ω
ρv˙2dσdt− 1
2
∫ t2
t1
∫
Ω
(
v2xx + v
2
yy + 2v
2
xy
)
+ τ
(
v2x + v
2
y
)
dxdydt.
According to Hamilton’s Variational Principle, the actual motion of the
system minimizes such integral. Let v(x, y, t) be a minimizer forH. Consider
the one-parameter family
v(x, y, t) + εη(x, y, t),
where we η is a twice continuously differentiable and such that η(x, y, t1) =
η(x, y, t2) = 0. We consider the Hamiltion’n integral H(ε) given by
H(ε) = 1
2
∫ t2
t1
∫
∂Ω
ρ(v˙ + εη˙)2dσdt
− τ
2
∫ t2
t1
∫
Ω
(vx + εηx)
2 + (vy + εηy)
2dxdydt
− 1
2
∫ t2
t1
∫
Ω
(vxx + εηxx)
2 + (vyy + εηyy)
2 + 2(vxy + εηxy)
2dxdydt.
We have that H(ε) has a minimum at ε = 0, therefore dHdε |ε=0 = 0. We
compute dHdε |ε=0 .
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dH
dε |ε=0
=
∫ t2
t1
∫
∂Ω
ρv˙η˙dσdt
−
∫ t2
t1
∫
Ω
(
vxxηxx + vyyηyy + 2vxyηxy + τ(vxηx + vyηy)
)
dxdydt = 0.
(5.1.1)
We integrate by parts with respect to the variable t the first summand of
(5.1.1). We have
∫ t2
t1
∫
∂Ω
ρv˙η˙dσdt = −
∫ t2
t1
∫
∂Ω
ρv¨ηdσdt, (5.1.2)
since η = 0 at t = t1, t2. Now we integrate by parts separately all the terms
in the second summand of (5.1.1). We have
∫
Ω
vxxηxxdxdy =
∫
Ω
vxxxxηdxdy +
∫
∂Ω
[
vxxηx − vxxxη
]
ν(x)dσ,∫
Ω
vyyηyydxdy =
∫
Ω
uyyyyηdxdy +
∫
∂Ω
[
vyyηy − vyyyη
]
ν(y)dσ,
2
∫
Ω
uxyηxydxdy = 2
∫
Ω
vxxyyηdxdy +
∫
∂Ω
[
vxyηy − uxyyη
]
ν(x)dσ
+
∫
∂Ω
[
vxyηx − vxxyη
]
ν(y)dσ,
τ
∫
Ω
vxηx = −τ
∫
Ω
vxxηdxdy + τ
∫
∂Ω
vxην(x)dσ,
τ
∫
Ω
vyηy = −τ
∫
Ω
vyyηdxdy + τ
∫
∂Ω
vyην(y)dσ,
where we have denoted by ν(x) and ν(y) the components of the unit outer
normal ν to ∂Ω. The terms involving the integrals over the whole of Ω sum
up to ∫
Ω
(
∆2v − τ∆v
)
ηdxdy, (5.1.3)
while the boundary terms equal∫
∂Ω
(
τ
∂v
∂ν
− ∂∆v
∂ν
∂ν
)
η +
(
D2v · ν) · ∇ηdσ. (5.1.4)
We use the Divergence Theorem to find a more suitable expression for the
boundary integral
∫
∂Ω
(
D2v · ν) ·∇ηdσ. We have (see [28, 38] for the details)
∫
∂Ω
(
D2v · ν) · ∇ηdσ = ∫
∂Ω
∂2v
∂ν2
∂η
∂ν
− div∂Ω
(
D2v · ν)
∂Ω
ηdσ, (5.1.5)
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where
(
D2v · ν)
∂Ω
= D2v · ν − ∂2v
∂ν2
ν is the tangential part of D2v · ν. From
(5.1.2), (5.1.3), (5.1.4) and (5.1.5) it follows that v satisfies
−
∫ t2
t1
∫
∂Ω
ρv¨ηdσdt−
∫ t2
t1
∫
Ω
η
(
∆2v − τ∆v) dxdydt
−
∫ t2
t1
∫
∂Ω
∂η
∂ν
∂2v
∂ν2
− η
(
τ
∂v
∂ν
− div∂Ω
(
D2v.ν
)
∂Ω
− ∂∆v
∂ν
)
dσdt = 0,
for all η ∈ C2(Ω× [t1, t2]) such that η(x, y, t1) = η(x, y, t2) = 0 and (x, y) ∈
Ω. Since η is arbitrary we obtain
∆2v − τ∆v = 0, in Ω,
∂2v
∂ν2
= 0, on ∂Ω,
ρv¨ + τ ∂v∂ν − div∂Ω
(
D2v.ν
)− ∂∆v∂ν = 0, on ∂Ω,
(5.1.6)
for all t ∈ [t1, t2]. We remark that we have written div∂Ω
(
D2v.ν
)
instead of
div∂Ω
(
D2v.ν
)
∂Ω
since
(
D2v.ν
)
∂Ω
= D2v.ν − ∂2v
∂ν2
ν and ∂
2v
∂ν2
= 0 on ∂Ω.
We separate the variables and, as is customary, we look for solutions
to problem (5.1.6) of the form v(x, y, t) = u(x, y)w(t). We find that the
temporal component w(t) solves the ordinary differential equation −w¨(t) =
λw(t) for all t ∈ [t1, t2], while the spatial component u solves problem (5.0.1).
Note that in the sequel we shall not put any restriction on the space
dimension. Thus Ω will always denote a bounded domain in RN of class C1,
with N ≥ 2.
5.2 The Steklov spectrum
We consider the weak formulation of problem (5.0.1),
∫
Ω
D2u : D2ϕ+ τ∇u · ∇ϕdx = λ
∫
∂Ω
ρuϕdσ , ∀ϕ ∈ H2(Ω) , (5.2.1)
in the unknowns u ∈ H2(Ω), λ ∈ R, where
D2u : D2ϕ :=
N∑
i,j=1
∂2u
∂xi∂xj
∂2ϕ
∂xi∂xj
denotes the Frobenius product. Actually, we will consider a problem in the
space H2(Ω)/R since we need to get rid of the constants, which generate
the eigenspace corresponding to the eigenvalue λ = 0. We denote by J Sρ the
continuous embedding of L2(∂Ω) into H2(Ω)′ defined by
J Sρ [u][ϕ] :=
∫
∂Ω
ρuϕdσ, ∀u ∈ L2(∂Ω), ϕ ∈ H2(Ω).
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We set
H2,Sρ (Ω) :=
{
u ∈ H2(Ω) :
∫
∂Ω
ρudσ = 0
}
,
and we consider in H2(Ω) the bilinear form
< u, v >:=
∫
Ω
D2u : D2v + τ∇u · ∇vdx. (5.2.2)
By the Poincare´-Wirtinger Inequality, it turns out that this bilinear form
is indeed a scalar product on H2,Sρ (Ω) whose induced norm is equivalent
to the standard one. In the sequel we will think of the space H2,Sρ (Ω) as
endowed with the scalar product (5.2.2). Let F (Ω) be defined by F (Ω) :={
G ∈ H2(Ω)′ : G[1] = 0}. Then, we consider the operator PSρ as an operator
from H2,Sρ (Ω) to F (Ω), defined by
PSρ [u][ϕ] :=
∫
Ω
D2u : D2ϕ+τ∇u·∇ϕdx, ∀u ∈ H2,Sρ (Ω), ϕ ∈ H2(Ω). (5.2.3)
It turns out that PSρ is a homeomorphism of H2,Sρ (Ω) onto F (Ω). We define
the operator piSρ from H2(Ω) to H
2,S
ρ (Ω) by
piSρ [u] := u−
∫
∂Ω ρudσ∫
∂Ω ρdσ
. (5.2.4)
We consider the space H2(Ω)/R endowed with the bilinear form induced by
(5.2.2). Such bilinear form renders H2(Ω)/R a Hilbert space. We denote
by pi],Sρ the map from H2(Ω)/R onto H2,Sρ (Ω) defined by the equality piSρ =
pi],Sρ ◦ p, where p is the canonical projection of H2(Ω) onto H2(Ω)/R. The
map pi],Sρ turns out to be a homeomorphism. Finally, we define the operator
TSρ acting on H2(Ω)/R as follows
TSρ := (pi
],S
ρ )
−1 ◦ (PSρ )−1 ◦ J Sρ ◦ Tr ◦ pi],Sρ , (5.2.5)
where Tr denotes the trace operator acting from H2(Ω) to L2(∂Ω).
Lemma 5.2.6. The pair (λ, u) of the set (R \ {0}) × (H2,Sρ (Ω) \ {0}) sat-
isfies (5.2.1) if and only if λ > 0 and the pair (λ−1, p[u]) of the set R ×
((H2(Ω)/R) \ {0}) satisfies the equation
λ−1p[u] = TSρ p[u].
We have the following theorem.
Theorem 5.2.7. The operator TSρ is a non-negative compact self-adjoint
operator in H2(Ω)/R, whose eigenvalues coincide with the reciprocals of the
positive eigenvalues of problem (5.2.1). In particular, the set of eigenvalues
of problem (5.2.1) is contained in [0,+∞[ and consists of the image of a
sequence increasing to +∞. Each eigenvalue has finite multiplicity.
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Proof. For the self-adjointness, it suffices to observe that
< TSρ u, v >H2(Ω)/R=< (pi
],S
ρ )
−1 ◦ (PSρ )−1 ◦ J Sρ ◦ Tr ◦ pi],Sρ u, v >H2(Ω)/R
= PSρ [(PSρ )−1 ◦ J Sρ ◦ Tr ◦ pi],Sρ u][pi],Sρ v]
= J Sρ [Tr ◦ pi],Sρ u][pi],Sρ v], ∀u, v ∈ H2(Ω)/R,
and that J Sρ [Tr◦pi],Sρ u][pi],Sρ v] is symmetric. As for compactness, just observe
that the trace operator Tr acting from H1(Ω) to L2(∂Ω) is compact. The
remaining statements follow by standard spectral theory.
As a consequence we have that the spectrum of (5.2.1) consists of an
increasing sequence of non-negative eigenvalues of finite multiplicity. Note
that the first positive eigenvalue is λ2 as proved by the following theorem.
Theorem 5.2.8. The first eigenvalue λ1 of (5.2.1) is zero and the corre-
sponding eigenfunctions are the constants. Moreover, λ2 > 0.
Proof. It is straightforward to see that constant functions are eigenfunctions
of (5.2.1) with eigenvalue λ = 0. Suppose now that u is an eigenfunction
corresponding to the eigenvalue λ = 0. Then we have∫
Ω
|D2u|2 + τ |∇u|2dx = 0,
where |D2u|2 = ∑Ni,j=1 ( ∂2u∂xi∂xj )2. Since∇u = 0, it follows that u is constant.
Then the eigenvalue λ = 0 has multiplicity one.
Thus λ2 is the first positive eigenvalue of (5.2.1) which is usually called
the fundamental tone. Note that we can charactrize λ2 by means of the
Rayleigh principle
λ2 = min
06=u∈H2(Ω)∫
∂Ω ρudσ=0
∫
Ω |D2u|2 + τ |∇u|2dx∫
∂Ω ρu
2dσ
. (5.2.9)
5.3 Neumann problem and behavior of Neumann
eigenvalues under mass concentration at the
boundary
We consider now problem (5.0.3). Let ωε be the set defined by (3.1.19).
We fix a positive number M > 0 and choose in (5.0.3) ρ = ρε, where ρε
is defined by (3.1.20). If in addition we assume that Ω is of class C2, ε0
can be chosen in such a way that the map x 7→ x− νε is a diffeomorphism
between ∂Ω and ∂ωε ∩ Ω for all ε ∈]0, ε0[ (see Theorem 3.1.27). We note
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that
∫
Ω ρεdx = M for all ε ∈]0, ε0[. We refer to the quantity M as the total
mass of the body.
We prove, under the hypothesis that Ω is of class C2, convergence of
the eigenvalues and eigenfunctions of problem (5.0.3) with density ρε to
the eigenvalues and eigenfunctions of problem (5.2.1) with constant surface
density M|∂Ω| when the parameter ε goes to zero (see Corollary 5.3.12). This
provides a further interpretation of problem (5.2.1) as the equation of a free
vibrating plate whose mass is concentrated at the boundary in the case of
domains of class C2.
We consider the weak formulation of problem (5.0.3) with density ρε,∫
Ω
D2u : D2ϕ+ τ∇u · ∇ϕdx = λ
∫
Ω
ρεuϕdx, ∀ϕ ∈ H2(Ω) , (5.3.1)
in the unknowns u ∈ H2(Ω), λ ∈ R. In the sequel we shall recast this
problem inH2(Ω)/R since we need to get rid of the constants, which generate
the eigenspace corresponding to the eigenvalue λ = 0. We denote by i the
canonical embedding of H2(Ω) into L2(Ω). We denote by JNρε the continuous
embedding of L2(Ω) into H2(Ω)′, defined by
JNρε [u][ϕ] :=
∫
Ω
ρεuϕdx, ∀u ∈ L2(Ω), ϕ ∈ H2(Ω).
We set
H2,Nρε (Ω) :=
{
u ∈ H2(Ω) :
∫
Ω
uρεdx = 0
}
.
In the sequel we will think of the space H2,Nρε (Ω) as endowed with the scalar
product (5.2.2). This scalar product induces on H2,Nρε (Ω) a norm which is
equivalent to the standard one. We denote by piNρε the map from H
2(Ω) to
H2,Nρε (Ω) defined by
piNρε [u] := u−
∫
Ω uρεdx∫
Ω ρεdx
,
for all u ∈ H2(Ω). We denote by pi],Nρε the map from H2(Ω)/R onto H2,Nρε (Ω)
defined by the equality piNρε = pi
],N
ρε ◦ p, where p is the canonical projection
of H2(Ω) onto H2(Ω)/R. As in (5.2.3), we consider the operator PNρε as a
map from H2,Nρε (Ω) to F (Ω) defined by
PNρε [u][ϕ] :=
∫
Ω
D2u : D2ϕ+ τ∇u · ∇ϕdx, ∀u ∈ H2,Nρε (Ω), ϕ ∈ H2(Ω).
It turns out that PNρε is a linear homeomorphism of H2,Nρε (Ω) onto F (Ω).
Finally, let the operator TNρε from H
2(Ω)/R to itself be defined by
TNρε := (pi
],N
ρε )
−1 ◦ (PNρε )−1 ◦ JNρε ◦ i ◦ pi],Nρε . (5.3.2)
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Lemma 5.3.3. The pair (λ, u) of the set (R \ {0}) × (H2,Nρε (Ω) \ {0})
satisfies (5.3.1) if and only if λ > 0 and the pair (λ−1, p[u]) of the set
R× ((H2(Ω)/R) \ {0}) satisfies the equation
λ−1p[u] = TNρε p[u].
As in Theorem 5.2.7 it is easy to prove the following theorem.
Theorem 5.3.4. Let Ω be a bounded domain in RN of class C1 and ε ∈
]0, ε0[. The operator T
N
ρε is a compact self-adjoint operator in H
2(Ω)/R
and its eigenvalues coincide with the reciprocals of the positive eigenvalues
λj(ρε) of problem (5.3.1) for all j ∈ N. Moreover, the set of eigenvalues
of problem (5.3.1) is contained in [0,+∞[ and consists of the image of a
sequence increasing to +∞. Each eigenvalue has finite multiplicity.
We have the following theorem on the spectrum of problem (5.3.1) (see
also Theorem 5.2.8).
Theorem 5.3.5. The first eigenvalue λ1 of (5.3.1) is zero and the corre-
sponding eigenfunctions are the constants. Moreover, λ2 > 0.
Now we highlight the relations between problems (5.2.1) and (5.3.1) when
Ω is of class C2. In particular we plan to prove the following theorem.
Theorem 5.3.6. Let Ω be a bounded domain in RN of class C2. Let the
operators TSM
|∂Ω|
and TNρε from H
2(Ω)/R to itself be defined as in (5.2.5) and
(5.3.2) respectively. Then TNρε converges in norm to T
S
M
|∂Ω|
as ε→ 0.
In order to prove Theorem 5.3.6 we need the following lemma. We remark
that by (5.2.4), pi],Sc = pi],S1 for all c ∈ R, with c 6= 0.
Lemma 5.3.7. Let Ω be a bounded domain in RN of class C2. Let ρε ∈ R
be as in (3.1.20). Then the following statements hold.
i) For all ϕ ∈ H2(Ω)/R, pi],Nρε [ϕ]→ pi],S1 [ϕ] in L2(Ω) (hence also in H2(Ω))
as ε→ 0;
ii) If uε ⇀ u in H
2(Ω)/R, then possibly passing to a subsequence pi],Nρε [uε]→
pi],S1 [u] in L
2(Ω) as ε→ 0;
iii) Assume that uε, u, wε, w ∈ H2(Ω) are such that uε → u, wε → w in
L2(Ω) and Tr[uε]→ Tr[u], Tr[wε]→ Tr[w] in L2(∂Ω) as ε→ 0. More-
over assume that there exists a constant C > 0 such that ‖∇uε‖L2(Ω) ≤
C, ‖∇wε‖L2(Ω) ≤ C for all ε ∈]0, ε0[. Then∫
Ω
ρε (uε − u)wεdx→ 0,
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and ∫
Ω
ρε (wε − w)udx→ 0,
as ε→ 0
Proof. The proof is analogous to that of Lemma 3.1.28 and accordingly is
omitted (see also [72] and references therein for details).
Proof of Theorem 5.3.6. The proof is similar to that of Theorem 3.1.21. We
repeat it here for completeness. It is sufficient to prove that the family{
TNρε
}
ε∈]0,ε0[ of compact operators, compactly converges to the compact op-
erator TSM
|∂Ω|
(see Definition 3.1.36). This implies, in fact, that
lim
ε→0
∥∥∥∥∥
(
TNρε − TSM|∂Ω|
)2∥∥∥∥∥
L(H2(Ω)/R,H2(Ω)/R)
= 0. (5.3.8)
Then, since the operators
{
TNρε
}
ε∈]0,ε0[ and T
S
M
|∂Ω|
are self-adjoint, property
(5.3.8) is equivalent to convergence in norm (see [8, 103] for a more de-
tailed discussion on compact convergence of compact operators on Hilbert
spaces). We recall that, by definition, TNρε compactly converges to T
S
M
|∂Ω|
if
the following requirements are fulfilled:
i) if ‖uε‖H2(Ω)/R ≤ C for all ε ∈]0, ε0[, then the family {TNρε uε}ε∈]0,ε0[ is
relatively compact in H2(Ω)/R;
ii) if uε → u in H2(Ω)/R, then TNρε uε → TSM|∂Ω|u in H
2(Ω)/R.
We prove i) first. Let u, ϕ ∈ H2(Ω)/R we have
lim
ε→0
∫
Ω
ρεpi
],N
ρε [u]pi
],N
ρε [ϕ]dx = limε→0
∫
Ω
ρε
(
pi],Nρε [u]− pi],S1 [u]
)
pi],Nρε [ϕ]dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],Nρε [ϕ]− pi],S1 [ϕ]
)
dx
+
(
lim
ε→0
∫
Ω
ρεpi
],S
1 [u]pi
],S
1 [ϕ]dx−
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [ϕ]dσ
)
+
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [ϕ]dσ. (5.3.9)
By Lemma 5.3.7, ii) we have that the first and second summands in the
right-hand side of (5.3.9) go to zero as ε → 0. As for the third summand,
from Lemma 3.1.22 i) applied to the function f = 1 we have that |ωε| =
ε|∂Ω| + o(ε) as ε → 0. Therefore ρε = Mε|∂Ω| + o(1) as ε → 0. Thus, from
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Lemma 3.1.22 and formula (3.1.23) it follows that also the third summand of
(5.3.9) goes to zero as ε → 0. Moreover, the equality (pi],Nρε )−1 ◦ (PNρε )−1 =
(pi],S1 )
−1 ◦ (PS1 )−1 holds. Therefore, from (5.3.9) it follows that TNρε u is
bounded for each u ∈ H2(Ω)/R. Thus, by Banach-Steinhaus Theorem,
there exists C ′ such that
∥∥TNρε ∥∥L(H2(Ω)/R,H2(Ω)/R) ≤ C ′ for all ε ∈]0, ε0[.
Moreover, since ‖uε‖H2(Ω)/R ≤ C for all ε ∈]0, ε0[, possibly passing to a
subsequence, we have that uε ⇀ u in H
2(Ω)/R, for some u ∈ H2(Ω)/R.
Then, possibly passing to a subsequence, TNρε uε ⇀ w in H
2(Ω)/R as ε→ 0,
for some w ∈ H2(Ω)/R. We show that w = TSM
|∂Ω|
u. To shorten our notation
we set wε := T
N
ρε uε. By Lemma 5.3.7, i) we have
lim
ε→0
∫
Ω
D2(pi],Nρε [wε]) : D
2(pi],Nρε [ϕ]) + τ∇(pi],Nρε [wε]) · ∇(pi],Nρε [ϕ])dx
=
∫
Ω
D2(pi],S1 [w]) : D
2(pi],S1 [ϕ]) + τ∇(pi],S1 [w]) · ∇(pi],S1 [ϕ])dx, (5.3.10)
for all ϕ ∈ H2(Ω)/R. On the other hand, since by (5.3.2)
(
PNρε ◦ pi],Nρε
)
wε =(
JNρε ◦ i ◦ pi],Nρε
)
uε, we have that
∫
Ω
D2(pi],Nρε [wε]) : D
2(pi],Nρε [ϕ]) + τ∇(pi],Nρε [wε]) · ∇(pi],Nρε [ϕ])dx
=
∫
Ω
ρεpi
],N
ρε [uε]pi
],N
ρε [ϕ]dx (5.3.11)
Then, by Lemma 5.3.7, iii), (5.3.10) and (5.3.11) we have
< w,ϕ >H2(Ω)/R= lim
ε→0
< wε, ϕ >H2(Ω)/R= lim
ε→0
∫
Ω
ρεpi
],N
ρε [uε]pi
],N
ρε [ϕ]dx
= lim
ε→0
∫
Ω
ρε
(
pi],Nρε [uε]− pi],S1 [u]
)
pi],Nρε [ϕ]dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],Nρε [ϕ]− pi],S1 [ϕ]
)
dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]pi
],S
1 [ϕ]dx =
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [ϕ]dσ
=< TSM
|∂Ω|
u, ϕ >H2(Ω)/R,
hence w = TSM
|∂Ω|
u. In a similar way one can prove that ‖wε‖H2(Ω)/R →
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‖w‖H2(Ω)/R. In fact
lim
ε→0
‖wε‖2H2(Ω)/R = limε→0
∫
Ω
ρε
(
pi],Nρε [uε]− pi],S1 [u]
)
pi],Nρε [wε]dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],Nρε [wε]− pi],S1 [wε]
)
dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]
(
pi],S1 [wε]− pi],S1 [w]
)
dx
+ lim
ε→0
∫
Ω
ρεpi
],S
1 [u]pi
],S
1 [w]dx
=
M
|∂Ω|
∫
∂Ω
pi],S1 [u]pi
],S
1 [w]dσ = ‖w‖2H2(Ω)/R .
This proves i). As for point ii), let uε → u in H2(Ω)/R. Then there
exists C ′′ such that ‖uε‖H2(Ω)/R ≤ C ′′ for all ε ∈]0, ε0[. Then, by the same
argument used for point i), for each sequence εj → 0, possibly passing to a
subsequence, we have TNρεjuεj → T
S
M
|∂Ω|
u. Since this is true for each {εj}j∈N,
we have the convergence for the whole family, i.e., TNρε uε → TSM|∂Ω|u. This
concludes the proof.
Thanks to Theorem 3.1.41, as an immediate corollary of Theorem 5.3.6
we have
Corollary 5.3.12. Let Ω be a bounded domain in RN of class C2. Let
λj [ρε] denote the eigenvalues of problem (5.3.1) on Ω for all j ∈ N. Let
λj, j ∈ N denote the eigenvalues of problem (5.2.1) corresponding to the
constant surface density M|∂Ω| . Then limε→0 λj [ρε] = λj for all j ∈ N.
5.4 Symmetric functions of the eigenvalues. Iso-
volumetric perturbations
In this section we address the problem of the dependece of the eigenvalues
of problems (5.0.1) and (5.0.3) upon perturbations of the domain Ω.
We shall compute Hadamard-type formulas for both the Steklov and the
Neumann problems, which will be used to investigate the behavior of the
eigenvalues subject to isovolumetric perturbations. To do so, we use the
so called transplantation method, see [60] for a general introduction to this
approach. We will study problems (5.0.1) and (5.0.3) on φ(Ω), for a suitable
homeomorphism φ, where Ω has to be thought as a fixed bounded domain
of class C1. Therefore, we introduce the following class of functions
Φ(Ω) :=
{
φ ∈ (C2 (Ω))N : φ injective and inf
Ω
| detDφ| > 0
}
.
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We observe that if Ω is of class C1 and φ ∈ Φ(Ω), then also φ(Ω) is of class
C1 and φ(−1) ∈ Φ(φ(Ω)). Therefore, it makes sense to study both problems
(5.0.1) and problem (5.0.3) on φ(Ω). Moreover, we endow the space C2(Ω)
with the standard norm
||f ||C2(Ω) = sup
|α|≤2, x∈Ω
|Dαf(x)|.
Note that Φ(Ω) is open in
(
C2(Ω)
)N
(see e.g., [75, Lemma 3.11]).
It is known that balls play a relevant role in the study of isovolumetric
perturbations of the domain Ω for all the eigenvalues of the Dirichlet and
Neumann Laplacian. We refer to [75, 77], where the authors prove that the
elementary symmetric functions of the eigenvalues depend real analytically
on the domain, providing also Hadamard-type formulas for the correspond-
ing derivatives. Then, in [76] they show that balls are critical points for such
functions under volume constraint.
From now on we will consider problems (5.0.1) and (5.0.3) with constant
mass density ρ ≡ 1.
5.4.1 The Steklov problem
We plan to study the Steklov problem on the domain φ(Ω) for φ ∈ Φ(Ω),
i.e., 
∆2u− τ∆u = 0, in φ(Ω),
∂2u
∂ν2
= 0, on ∂φ(Ω),
τ ∂u∂ν − div∂φ(Ω)(D2u · ν)− ∂∆u∂ν = λu, on ∂φ(Ω).
(5.4.1)
To do so, we pull back the resolvent operator of (5.4.1) to Ω. Therefore, we
are interested in the operator PSφ from H2,Sφ (Ω) to F (Ω), defined by
PSφ [u][ϕ] :=
∫
Ω
(D2(u ◦ φ−1) ◦ φ) : (D2(ϕ ◦ φ−1) ◦ φ)| detDφ|dx
+ τ
∫
Ω
(∇(u ◦ φ−1) ◦ φ) · (∇(ϕ ◦ φ−1) ◦ φ)|detDφ|dx, (5.4.2)
for all u ∈ H2,Sφ (Ω), ϕ ∈ H2(Ω), where
H2,Sφ (Ω) :=
{
u ∈ H2(Ω) :
∫
∂Ω
u|ν(∇φ)−1||detDφ|dσ = 0
}
.
Moreover, for every φ ∈ Φ(Ω), we consider the map J Sφ from L2(∂Ω) to
H2(Ω)′ defined by
J Sφ [u][ϕ] :=
∫
∂Ω
uϕ|ν(∇φ)−1||detDφ|dσ, ∀u ∈ L2(∂Ω), ϕ ∈ H2(Ω).
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It is easily seen that the form (5.4.2) is a scalar product on H2,Sφ (Ω). We
will think of the space H2,Sφ (Ω) as endowed with the scalar product (5.4.2).
We denote by piSφ the map from H
2(Ω) to H2,Sφ (Ω) defined by
piSφ (u) := u−
∫
∂Ω u|ν(∇φ)−1||detDφ|dx∫
∂Ω |ν(∇φ)−1||detDφ|dx
,
and by pi],Sφ the map from H
2(Ω)/R onto H2,Sφ (Ω) defined by the equality
piSφ = pi
],S
φ ◦p. Clearly, pi],Sφ is a homeomorphism, and we can recast problem
(5.4.1) as
λ−1u = WSφ u,
where
WSφ := (pi
],S
φ )
−1 ◦ (PSφ )−1 ◦ J Sφ ◦ Tr ◦ pi],Sφ .
The operator WSφ can be shown to be compact and self-adjoint, as we have
done for the operator TSρ defined by (5.2.5) in Theorem 5.2.7 (see also [77,
Theorem 2.1]).
In order to avoid bifurcation phenomena, which usually occur when deal-
ing with multiple eigenvalues, we focus our attention on the elementary
symmetric functions of the eigenvalues. This is the aim of the following
theorem.
Theorem 5.4.3. Let Ω be a bounded domain of RN of class C1. Let F be
a finite non-empty subset of N. Let
AΩ[F ] := {φ ∈ Φ(Ω) : λl[φ] /∈ {λj [φ] : j ∈ F} ∀l ∈ N \ F}.
Then the following statements hold.
i) The set AΩ[F ] is open in Φ(Ω). The map PF of AΩ[F ] to the space
L (H2(Ω), H2(Ω)) which takes φ ∈ AΩ[F ] to the orthogonal projection
of H2,Sφ (Ω) onto its (finite dimensional) subspace generated by{
u ∈ H2,Sφ (Ω) : PSId[u ◦ φ−1] = λj [φ]J SId ◦ Tr[u ◦ φ−1] for some j ∈ F
}
is real analytic.
ii) Let s ∈ {1, . . . , |F |}. The function ΛF,s from AΩ[F ] to R defined by
ΛF,s[φ] :=
∑
j1<···<js∈F
λj1 [φ] · · ·λjs [φ]
is real analytic.
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iii) Let
ΘΩ[F ] := {φ ∈ AΩ[F ] : λj [φ] have a common value λF [φ] ∀j ∈ F}.
Then the real analytic functions
((|F |
1
)−1
ΛF,1
) 1
1
, . . . ,
((|F |
|F |
)−1
ΛF,|F |
) 1
|F |
,
of AΩ[F ] to R coincide on ΘΩ[F ] with the function which takes φ to
λF [φ].
Proof. The proof can be done adapting that of [77, Theorem 2.2 and Corol-
lary 2.3] (see also [75]).
In order to compute explicit formulas for the differentials of the functions
ΛF,s, we need the following technical lemma.
Lemma 5.4.4. Let Ω be a bounded domain in RN of class C1, and let
φ˜ ∈ Φ(Ω) be such that φ˜(Ω) is of class C2. Let u1, u2 ∈ H2(Ω) be such that
vi = ui ◦ φ˜(−1) ∈ H4(φ˜(Ω)) for i = 1, 2 and
∂2v1
∂ν2
=
∂2v2
∂ν2
= 0 on ∂φ˜(Ω).
Then we have
d|φ=φ˜PSφ [ψ][u1][u2] =
∫
∂φ˜(Ω)
(D2v1 : D
2v2 + τ∇v1 · ∇v2)µ · νdσ
+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∇v2 + div∂φ˜(Ω)(D2v2.ν)∇v1
)
· µdσ
+
∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−τ
∫
∂φ˜(Ω)
(
∂v1
∂ν
∇v2 + ∂v2
∂ν
∇v1
)
·µdσ
−
∫
φ˜(Ω)
(
(∆2v1 − τ∆v1)∇v2 + (∆2v2 − τ∆v2)∇v1
) · µdσ, (5.4.5)
for all ψ ∈ (C2(Ω))N , where µ = ψ ◦ φ˜−1.
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Proof. We have
d|φ=φ˜PSφ [ψ][u1][u2]
=
∫
Ω
(d|φ=φ˜D2(u1 ◦ φ−1) ◦ φ)[ψ] : (D2(u2 ◦ φ˜−1) ◦ φ˜)|detDφ˜|dx
+ τ
∫
Ω
(d|φ=φ˜∇(u1 ◦ φ−1) ◦ φ)[ψ] · (∇(u2 ◦ φ˜−1) ◦ φ˜)| detDφ˜|dx
+
∫
Ω
(D2(u1 ◦ φ˜−1) ◦ φ˜) : (d|φ=φ˜D2(u2 ◦ φ−1) ◦ φ)[ψ]|detDφ˜|dx
+ τ
∫
Ω
(∇(u1 ◦ φ˜−1) ◦ φ˜) · (d|φ=φ˜∇(u2 ◦ φ−1) ◦ φ)[ψ]| detDφ˜|dx
+
∫
Ω
(D2(u1 ◦ φ˜−1) ◦ φ˜) : (D2(u2 ◦ φ˜−1) ◦ φ˜)d|φ=φ˜| detDφ|[ψ]dx
+ τ
∫
Ω
(∇(u1 ◦ φ˜−1) ◦ φ˜) · (∇(u2 ◦ φ˜−1) ◦ φ˜)d|φ=φ˜|detDφ|[ψ]dx, (5.4.6)
and we note that the last two summands in (5.4.6) equals∫
φ˜(Ω)
(
D2v1 : D
2v2 + τ∇v1 · ∇v2
)
divµdy.
(See also Proprosition 5.4.18). By standard calculus we have (see [23, for-
mula (2.15)])
D2(u ◦ φ−1) ◦ φ = (∇φ)−tD2u(∇φ)−1 +
 N∑
k,l=1
∂u
∂xk
∂σk,i
∂xl
σl,j

i,j
,
where σ = (∇φ)−1. This yields the following formula
d|φ=φ˜(D2(u◦φ−1)◦φ)[ψ]◦φ˜−1 = −D2v∇µ−∇µtD2v−
N∑
r=1
∂v
∂yr
D2µr, (5.4.7)
where µ = ψ ◦ φ˜−1 and v = u ◦ φ˜−1. We rewrite formula (5.4.7) component-
wise getting(
d|φ=φ˜(D2(u ◦ φ−1) ◦ φ)[ψ] ◦ φ˜−1
)
i,j
= −
N∑
r=1
(
∂2v
∂yi∂yr
∂µr
∂yj
+
∂2v
∂yj∂yr
∂µr
∂yi
+
∂2µr
∂yi∂yj
∂v
∂yr
)
.
Moreover (see [75, Lemma 3.26])
(
d|φ=φ˜(∇(u ◦ φ−1) ◦ φ)[ψ] ◦ φ˜−1
)
i
= −
N∑
r=1
∂v
∂yr
∂µr
∂yi
.
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Now we use Einstein notation, dropping all the summation symbols. The
first summand of the right hand side of (5.4.6) equals
−
∫
φ˜(Ω)
(
∂2v1
∂yi∂yr
∂µr
∂yj
+
∂2v1
∂yj∂yr
∂µr
∂yi
+
∂2µr
∂yi∂yj
∂v1
∂yr
)
∂2v2
∂yi∂yj
dy. (5.4.8)
In order to compute (5.4.8), integrating by parts, we have
∫
φ˜(Ω)
∂2v1
∂yi∂yr
∂µr
∂yj
∂2v2
∂yi∂yj
dy =
∫
∂φ˜(Ω)
∂v1
∂yi
∂µr
∂yj
νr
∂2v2
∂yi∂yj
dσ
−
∫
φ˜(Ω)
∂v1
∂yi
∂divµ
∂yj
∂2v2
∂yi∂yj
dy −
∫
φ˜(Ω)
∂v1
∂yi
∂µr
∂yj
∂3v2
∂yi∂yj∂yr
dy
=
∫
∂φ˜(Ω)
∂v1
∂yi
∂µr
∂yj
νr
∂2v2
∂yi∂yj
dσ −
∫
φ˜(Ω)
∂v1
∂yi
∂µr
∂yj
∂3v2
∂yi∂yj∂yr
dy
−
∫
∂φ˜(Ω)
∂v1
∂yi
divµ
∂2v2
∂yi∂yj
νjdσ +
∫
φ˜(Ω)
D2v1 : D
2v2divµdy
+
∫
φ˜(Ω)
divµ∇v1 · ∇∆v2dy,
and∫
φ˜(Ω)
∂v1
∂yr
∂2µr
∂yi∂yj
∂2v2
∂yi∂yj
dy =
∫
∂φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
νj
∂2v2
∂yi∂yj
dσ
−
∫
φ˜(Ω)
∂2v1
∂yr∂yj
∂µr
∂yi
∂2v2
∂yi∂yj
dy −
∫
φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
∂∆v2
∂yi
dy
=
∫
∂φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
νj
∂2v2
∂yi∂yj
dσ −
∫
φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
∂∆v2
∂yi
dy
−
∫
∂φ˜(Ω)
∂v1
∂yj
∂µr
∂yi
νr
∂2v2
∂yi∂yj
dσ +
∫
φ˜(Ω)
∂v1
∂yj
∂divµ
∂yi
∂2v2
∂yi∂yj
dy
+
∫
φ˜(Ω)
∂v1
∂yj
∂µr
∂yi
∂3v2
∂yi∂yj∂yr
dy
=
∫
∂φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
νj
∂2v2
∂yi∂yj
dσ −
∫
φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
∂∆v2
∂yi
dy
−
∫
∂φ˜(Ω)
∂v1
∂yj
∂µr
∂yi
νr
∂2v2
∂yi∂yj
dσ +
∫
φ˜(Ω)
∂v1
∂yj
∂µr
∂yi
∂3v2
∂yi∂yj∂yr
dy
+
∫
∂φ˜(Ω)
∂v1
∂yj
divµ
∂2v2
∂yi∂yj
νidσ −
∫
φ˜(Ω)
D2v1 : D
2v2divµdy
−
∫
φ˜(Ω)
∇v1 · ∇∆v2divµdy.
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We also have∫
φ˜(Ω)
∂v1
∂yr
∂µr
∂yi
∂v2
∂yi
dy =
∫
∂φ˜(Ω)
∂v2
∂ν
∇v1 · µdσ −
∫
φ˜(Ω)
∆v2∇v1 · µdy
−
∫
φ˜(Ω)
∂v2
∂yi
∂2v1
∂yi∂yr
µrdy =
∫
∂φ˜(Ω)
∂v2
∂ν
∇v1 · µdσ −
∫
φ˜(Ω)
∆v2∇v1 · µdy
−
∫
∂φ˜(Ω)
∇v1 ·∇v2µ ·νdσ+
∫
φ˜(Ω)
∂v1
∂yi
∂2v2
∂yi∂yr
µrdy+
∫
φ˜(Ω)
∇v1 ·∇v2divµdy.
It follows that
d|φ=φ˜PSφ [ψ][u1][u2]
= −
∫
φ˜(Ω)
D2v1 : D
2v2divµdy−
∫
∂φ˜(Ω)
(
∂v1
∂yi
∂2v2
∂yi∂yj
+
∂v2
∂yi
∂2v1
∂yi∂yj
)
∂µr
∂yj
νrdσ
+
∫
φ˜(Ω)
(
∂v1
∂yi
∂3v2
∂yi∂yj∂yr
+
∂v2
∂yi
∂3v1
∂yi∂yj∂yr
)
∂µr
∂yj
dy
+
∫
∂φ˜(Ω)
(
∂v1
∂yi
∂2v2
∂yi∂yj
+
∂v2
∂yi
∂2v1
∂yi∂yj
)
νjdivµdσ
−
∫
φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1) divµdy
−
∫
∂φ˜(Ω)
(
∂v1
∂yr
∂2v2
∂yi∂yj
+
∂v2
∂yr
∂2v1
∂yi∂yj
)
νj
∂µr
∂yi
dσ
+
∫
φ˜(Ω)
(
∂v1
∂yr
∂∆v2
∂yi
+
∂v2
∂yr
∂∆v1
∂yi
)
∂µr
∂yi
dy
− τ
∫
∂φ˜(Ω)
(
∂v1
∂ν
∇v2 + ∂v2
∂ν
∇v1
)
· µdσ
+ τ
∫
φ˜(Ω)
(∆v1∇v2 + ∆v2∇v1) · µdy + τ
∫
∂φ˜(Ω)
∇v1 · ∇v2µ · νdσ. (5.4.9)
Now we recall that
divµ = div∂φ˜(Ω)µ+
∂µ
∂ν
· ν on ∂φ˜(Ω),
(see also [38, §8.5]) and that, since ν = ∇d, where d is the distance from the
boundary defined in an appropriate tubular neighborhood of the boundary,
then ∇ν = (∇ν)t and ∂ν∂ν = 0, from which it follows that
∇∂φ˜(Ω)ν = (∇∂φ˜(Ω)ν)t on ∂φ˜(Ω).
We will use these identities throughout all the following computations.
Using the fact that
∂2v1
∂ν2
=
∂2v2
∂ν2
= 0 on ∂φ˜(Ω),
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we get that the sixth summand in (5.4.9) equals
−
∫
∂φ˜(Ω)
(
∂v1
∂yr
(D2v2.ν)∂φ˜(Ω) +
∂v2
∂yr
(D2v1.ν)∂φ˜(Ω)
)
· ∇∂φ˜(Ω)µrdσ
−
∫
∂φ˜(Ω)
(
∂v1
∂yr
∂2v2
∂ν2
+
∂v2
∂yr
∂2v1
∂ν2
)
∂µr
∂ν
dσ
=
∫
∂φ˜(Ω)
(
∇∂φ˜(Ω)
(
∂v1
∂yr
)
(D2v2.ν)∂φ˜(Ω)
+∇∂φ˜(Ω)
(
∂v2
∂yr
)
(D2v1.ν)∂φ˜(Ω)
)
µrdσ
+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∂φ˜(Ω)∇v2 + div∂φ˜(Ω)(D2v2.ν)∂φ˜(Ω)∇v1
)
· µdσ
=
∫
∂φ˜(Ω)
(
∂2v1
∂yi∂yr
∂2v2
∂yi∂yj
+
∂2v2
∂yi∂yr
∂2v1
∂yi∂yj
)
νjµrdσ
+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∂φ˜(Ω)∇v2 + div∂φ˜(Ω)(D2v2.ν)∂φ˜(Ω)∇v1
)
· µdσ.
(5.4.10)
The seventh summand in (5.4.9) equals∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−
∫
φ˜(Ω)
(
∆2v1∇v2 + ∆2v2∇v1
)·µdσ
−
∫
φ˜(Ω)
(
∂2v1
∂yi∂yr
∂∆v2
∂yi
+
∂2v2
∂yi∂yr
∂∆v1
∂yi
)
µrdy
=
∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−
∫
φ˜(Ω)
(
∆2v1∇v2 + ∆2v2∇v1
)·µdσ
−
∫
∂φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1)µ · νdσ
+
∫
φ˜(Ω)
(
∂v1
∂yi
∂2∆v2
∂yi∂yr
+
∂v2
∂yi
∂2∆v1
∂yi∂yr
)
µrdy
+
∫
φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1) divµdy. (5.4.11)
The second summand in (5.4.9) equals
−
∫
∂φ˜(Ω)
∇(∇v1 · ∇v2)∇(µr)νrdσ
= −
∫
∂φ˜(Ω)
∇∂φ˜(Ω)(∇v1 · ∇v2)∇∂φ˜(Ω)(µr)νrdσ
−
∫
∂φ˜(Ω)
∂
∂ν
(∇v1 · ∇v2)∂µr
∂ν
νrdσ. (5.4.12)
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The third summand in (5.4.9) equals
∫
∂φ˜(Ω)
(
∂v1
∂yi
∂3v2
∂yi∂yj∂yr
+
∂v2
∂yi
∂3v1
∂yi∂yj∂yr
)
νjµrdσ
−
∫
φ˜(Ω)
(
∂v1
∂yi
∂2∆v2
∂yi∂yr
+
∂v2
∂yi
∂2∆v1
∂yi∂yr
)
µrdy
−
∫
φ˜(Ω)
(
∂2v1
∂yi∂yj
∂3v2
∂yi∂yj∂yr
+
∂2v2
∂yi∂yj
∂3v1
∂yi∂yj∂yr
)
µrdy
=
∫
∂φ˜(Ω)
(
∂v1
∂yi
∂3v2
∂yi∂yj∂yr
+
∂v2
∂yi
∂3v1
∂yi∂yj∂yr
)
νjµrdσ
−
∫
φ˜(Ω)
(
∂v1
∂yi
∂2∆v2
∂yi∂yr
+
∂v2
∂yi
∂2∆v1
∂yi∂yr
)
µrdy
−
∫
∂φ˜(Ω)
D2v1 : D
2v2µ · νdσ +
∫
φ˜(Ω)
D2v1 : D
2v2divµdy. (5.4.13)
From (5.4.9)-(5.4.13), it follows that
d|φ=φ˜PSφ [ψ][u1][u2] = −
∫
∂φ˜(Ω)
∇∂φ˜(Ω)(∇v1 · ∇v2)∇∂φ˜(Ω)(µr)νrdσ
−
∫
∂φ˜(Ω)
∂
∂ν
(∇v1 · ∇v2)∂µr
∂ν
νrdσ +
∫
∂φ˜(Ω)
∂
∂ν
(∇v1 · ∇v2)divµdσ
+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∂φ˜(Ω)∇v2 + div∂φ˜(Ω)(D2v2.ν)∂φ˜(Ω)∇v1
)
· µdσ
+
∫
∂φ˜(Ω)
(
∂2v1
∂yi∂yr
∂2v2
∂yi∂yj
+
∂2v2
∂yi∂yr
∂2v1
∂yi∂yj
)
νjµrdσ
+
∫
∂φ˜(Ω)
(
∂v1
∂yi
∂3v2
∂yi∂yj∂yr
+
∂v2
∂yi
∂3v1
∂yi∂yj∂yr
)
νjµrdσ
−
∫
∂φ˜(Ω)
D2v1 : D
2v2µ · νdσ −
∫
∂φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1)µ · νdσ
+
∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−
∫
φ˜(Ω)
(
∆2v1∇v2 + ∆2v2∇v1
) ·µdσ
− τ
∫
∂φ˜(Ω)
(
∂v1
∂ν
∇v2 + ∂v2
∂ν
∇v1
)
· µdσ
+ τ
∫
φ˜(Ω)
(∆v1∇v2 + ∆v2∇v1) · µdy + τ
∫
∂φ˜(Ω)
∇v1 · ∇v2µ · νdσ
= −
∫
∂φ˜(Ω)
∇∂φ˜(Ω)(∇v1 · ∇v2)∇∂φ˜(Ω)(µr)νrdσ
+
∫
∂φ˜(Ω)
∂
∂ν
(∇v1 · ∇v2)div∂φ˜(Ω)µdσ
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+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∂φ˜(Ω)∇v2 + div∂φ˜(Ω)(D2v2.ν)∂φ˜(Ω)∇v1
)
· µdσ
+
∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−τ
∫
∂φ˜(Ω)
(
∂v1
∂ν
∇v2 + ∂v2
∂ν
∇v1
)
·µdσ
+
∫
∂φ˜(Ω)
∂
∂ν
(
∂
∂yr
(∇v1 · ∇v2)
)
µrdσ
−
∫
∂φ˜(Ω)
D2v1 : D
2v2µ · νdσ −
∫
∂φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1)µ · νdσ
−
∫
φ˜(Ω)
(
∆2v1∇v2 + ∆2v2∇v1
) · µdσ
+ τ
∫
φ˜(Ω)
(∆v1∇v2 + ∆v2∇v1) · µdy + τ
∫
∂φ˜(Ω)
∇v1 · ∇v2µ · νdσ. (5.4.14)
The first summand on the right hand side of (5.4.14) equals∫
∂φ˜(Ω)
∆∂φ˜(Ω)(∇v1 ·∇v2)µ · νdσ+
∫
∂φ˜(Ω)
∇∂φ˜(Ω)(∇v1 ·∇v2) · (∇∂φ˜(Ω)νr)µrdσ,
while the sixth one equals∫
∂φ˜(Ω)
∂2
∂ν2
(∇v1 · ∇v2)µ · νdσ +
∫
∂φ˜(Ω)
∇∂φ˜(Ω)
(
∂
∂ν
(∇v1 · ∇v2)
)
· µdσ
−
∫
∂φ˜(Ω)
∇∂φ˜(Ω)(∇v1 · ∇v2) · (∇∂φ˜(Ω)νr)µrdσ.
Using the fact that∫
∂φ˜(Ω)
div∂φ˜(Ω)
(
∂
∂ν
(∇v1 · ∇v2) · µ
)
dσ =
∫
∂φ˜(Ω)
K
∂
∂ν
(∇v1 · ∇v2)µ · νdσ,
where K denotes the mean curvature of ∂φ˜(Ω) (see [38, §8.5]), we obtain
d|φ=φ˜PSφ [ψ][u1][u2] =
∫
∂φ˜(Ω)
∆∂φ˜(Ω)(∇v1 · ∇v2)µ · νdσ
+
∫
∂φ˜(Ω)
K
∂
∂ν
(∇v1 · ∇v2)µ · νdσ +
∫
∂φ˜(Ω)
∂2
∂ν2
(∇v1 · ∇v2)µ · νdσ
−
∫
∂φ˜(Ω)
D2v1 : D
2v2µ · νdσ −
∫
∂φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1)µ · νdσ
+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∂φ˜(Ω)∇v2 + div∂φ˜(Ω)(D2v2.ν)∂φ˜(Ω)∇v1
)
· µdσ
+
∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−τ
∫
∂φ˜(Ω)
(
∂v1
∂ν
∇v2 + ∂v2
∂ν
∇v1
)
·µdσ
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−
∫
φ˜(Ω)
(
∆2v1∇v2 + ∆2v2∇v1
) · µdσ
+ τ
∫
φ˜(Ω)
(∆v1∇v2 + ∆v2∇v1) · µdy + τ
∫
∂φ˜(Ω)
∇v1 · ∇v2µ · νdσ
=
∫
∂φ˜(Ω)
∆(∇v1 · ∇v2)µ · νdσ −
∫
∂φ˜(Ω)
D2v1 : D
2v2µ · νdσ
−
∫
∂φ˜(Ω)
(∇v1 · ∇∆v2 +∇v2 · ∇∆v1)µ · νdσ
+
∫
∂φ˜(Ω)
(
div∂φ˜(Ω)(D
2v1.ν)∂φ˜(Ω)∇v2 + div∂φ˜(Ω)(D2v2.ν)∂φ˜(Ω)∇v1
)
· µdσ
+
∫
∂φ˜(Ω)
(
∂∆v1
∂ν
∇v2 + ∂∆v2
∂ν
∇v1
)
·µdσ−τ
∫
∂φ˜(Ω)
(
∂v1
∂ν
∇v2 + ∂v2
∂ν
∇v1
)
·µdσ
−
∫
φ˜(Ω)
(
(∆2v1 − τ∆v1)∇v2 + (∆2v2 − τ∆v2)∇v1
) · µdσ
+ τ
∫
∂φ˜(Ω)
∇v1 · ∇v2µ · νdσ.
Using the equality
∆(∇v1 · ∇v2) = ∇∆v1 · ∇v2 +∇v1 · ∇∆v2 + 2D2v1 : D2v2
we finally get formula (5.4.5).
Now we can compute Hadamard-type formulas for the eigenvalues of
problem (5.4.1).
Theorem 5.4.15. Let Ω be a bounded domain in RN of class C1. Let F
be a finite non-empty subset of N. Let φ˜ ∈ ΘΩ[F ] be such that ∂φ˜(Ω) ∈ C4.
Let v1, . . . , v|F | be an orthonormal basis of the eigenspace associated with the
eigenvalue λF [φ˜] of problem (5.4.1) in L
2(∂φ˜(Ω)). Then
d|φ=φ˜(ΛF,s)[ψ] = −λs−1F [φ˜]
(|F | − 1
s− 1
) |F |∑
l=1
∫
∂φ˜(Ω)
(
λFKv
2
l
+ λF
∂(v2l )
∂ν
− τ |∇vl|2 − |D2vl|2
)
µ · νdσ,
for all ψ ∈ (C2(Ω))N , where µ = ψ ◦ φ˜(−1), and K denotes the mean curva-
ture of ∂φ˜(Ω).
Proof. First of all we note that v1, ..., v|F | ∈ H4(φ˜(Ω)) (see e.g., [47, §2.5]).
We set ul = vl ◦ φ˜ for l = 1, . . . , |F |. For |F | > 1 (case |F | = 1 is similar),
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s ≤ |F |, we have
d|φ=φ˜(ΛF,s)[ψ] = −λs+2F [φ˜]
(|F | − 1
s− 1
) |F |∑
l=1
PS
φ˜
[
d|φ=φ˜WSφ [ψ][p(ul)]
]
[p(ul)] .
(5.4.16)
We refer to [75, Theorem 3.38] for a proof of formula (5.4.16).
By standard calculus in normed spaces we have:
PS
φ˜
[
d|φ=φ˜
(
(pi],Sφ )
−1 ◦ (PSφ )−1 ◦ J Sφ ◦ Tr ◦ pi],Sφ ) [ψ][p(ul)]] [p(ul)]
= PS
φ˜
[
(pi],S
φ˜
)−1 ◦
(
PS
φ˜
)−1 ◦ d|φ=φ˜ (J Sφ ◦ Tr ◦ pi],Sφ ) [ψ][p(ul)]] [p(ul)]
+ PS
φ˜
[
d|φ=φ˜
(
(pi],Sφ )
−1 ◦ (PSφ )−1) [ψ] ◦ J Sφ˜ ◦ Tr ◦ pi],Sφ˜ [p(ul)]] [p(ul)] .
Now note that:
PS
φ˜
[
(pi],S
φ˜
)−1 ◦
(
PS
φ˜
)−1 ◦ d|φ=φ˜ (J Sφ ◦ Tr ◦ pi],Sφ ) [ψ][p(ul)]] [p(ul)]
=
∫
∂φ˜(Ω)
(
Kv2l +
∂(v2l )
∂ν
)
µ · νdσ −
∫
∂φ˜(Ω)
∇(v2l ) · µdσ,
(see also [74, Lemma 3.3]) and
PS
φ˜
[
d|φ=φ˜
(
(pi],Sφ )
−1 ◦ (PSφ )−1) [ψ] ◦ J Sφ˜ ◦ Tr ◦ pi],Sφ˜ [p(ul)]] [p(ul)]
= −λ−1F d|φ=φ˜
(PSφ ◦ piSφ ) [ψ][ul][piSφ˜ (ul)].
(We refer to [77, Lemma 2.4] for more explicit computations). Using formula
(5.4.5) we obtain
PS
φ˜
[
d|φ=φ˜
(
(pi],Sφ )
−1 ◦ (PSφ )−1) [ψ] ◦ J Sφ˜ ◦ Tr ◦ pi],Sφ˜ [p(ul)]] [p(ul)]
= −λ−1F
∫
∂φ˜(Ω)
(|D2vl|2 + τ |∇vl|2)µ · νdσ + ∫
∂φ˜(Ω)
∇(v2l ) · µdσ.
This concludes the proof.
5.4.2 Isovolumetric perturbatons
Now we turn our attention to extremum problems of the type
min
V(φ)=const.
ΛF,s[φ] or maxV(φ)=const.
ΛF,s[φ],
where V(φ) denotes the Lebesgue measure of φ(Ω), i.e.,
V(φ) :=
∫
φ(Ω)
dx =
∫
Ω
|detDφ|dx. (5.4.17)
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Note that all φ’s realizing one of the extrema are critical points under mea-
sure constraint, i.e., Ker dV(φ) ⊆ Ker dΛF,s[φ]. We have the following result
(see [76, Proposition 2.10]).
Proposition 5.4.18. Let Ω be a bounded domain in RN of class C1. Then
the following statements hold.
i) The map V from Φ(Ω) to R defined in (5.4.17) is real analytic. More-
over, the differential of V at φ˜ ∈ Φ(Ω) is given by the formula
d|φ=φ˜V(φ)[ψ] =
∫
φ˜(Ω)
div(ψ ◦ φ˜−1)dy =
∫
∂φ˜(Ω)
(ψ ◦ φ˜−1) · νdσ.
ii) For V0 ∈]0,+∞[, let
V (V0) := {φ ∈ Φ(Ω) : V(φ) = V0}.
If V (V0) 6= ∅, then V (V0) is a real analytic manifold of (C2(Ω))N of
codimension 1.
Using Lagrange Multipliers Theorem, it is easy to prove the following
theorem.
Theorem 5.4.19. Let Ω be a bounded domain in RN of class C1. Let F
be a non-empty finite subset of N. Let V0 ∈]0,+∞[. Let φ˜ ∈ V (V0) be such
that ∂φ˜(Ω) ∈ C4 and λj [φ˜] have a common value λF [φ˜] for all j ∈ F and
λl[φ˜] 6= λF [φ˜] for all l ∈ N \ F . For s = 1, . . . , |F |, the function φ˜ is a
critical point for ΛF,s on V (V0) if and only if there exists an orthonormal
basis v1, . . . , v|F | of the eigenspace corresponding to the eigenvalue λF [φ˜] of
problem (5.4.1) in L2(∂φ˜(Ω)), and a constant c ∈ R such that
|F |∑
l=1
(
λF [φ˜]
(
Kv2l +
∂
(
v2l
)
∂ν
)
− τ |∇vl|2 − |D2vl|2
)
= c, a.e. on ∂φ˜(Ω).
(5.4.20)
Now that we have a characterization for the criticality of φ˜, we may
wonder whether balls are critical domains. It turns out that indeed balls
are criticals for the symmetric functions of the eigenvalues, as proved in the
following theorem.
Theorem 5.4.21. Let Ω be a bounded domain of RN of class C1. Let
φ˜ ∈ Φ(Ω) be such that φ˜(Ω) is a ball. Let λ˜ be an eigenvalue of problem
(5.4.1) in φ˜(Ω), and let F be the set of j ∈ N such that λj [φ˜] = λ˜. Then
ΛF,s has a critical point at φ˜ on V (V(φ˜)), for all s = 1, . . . , |F |.
Proof. Using Lemma 5.4.22 below and the fact that the mean curvature is
constant for a ball, condition (5.4.20) is immediately seen to be satisfied.
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Lemma 5.4.22. Let B be the unit ball in RN centered at zero, and let λ
be an eigenvalue of problem (5.4.1) in B. Let F be the subset of N of all
indexes j such that the j-th eigenvalue of problem (5.4.1) in B coincides
with λ. Let v1, . . . , v|F | be an orthonormal basis of the eigenspace associated
with the eigenvalue λ, where the orthonormality is taken with respect to the
scalar product in L2(∂B). Then
|F |∑
j=1
v2j ,
|F |∑
j=1
|∇vj |2,
|F |∑
j=1
|D2vj |2
are radial functions.
Proof. Let ON (R) denote the group of orthogonal linear transformations in
RN . Since the Laplace operator is invariant under rotations, then vk ◦ A,
where A ∈ ON (R), is an eigenfunction with eigenvalue λ; moreover, {vj ◦A :
j = 1, . . . , |F |} is a orthonormal basis for the eigenspace associated with λ.
Since both {vj : j = 1, . . . , |F |} and {vj ◦A : j = 1, . . . , |F |} are orthonormal
bases, then there exists R[A] ∈ ON (R) with matrix (Rij [A])i,j=1,...,|F | such
that
vj =
|F |∑
l=1
Rjl[A]vl ◦A.
This implies that
|F |∑
j=1
v2j =
|F |∑
j=1
(vj ◦A)2,
from which we get that
∑|F |
j=1 v
2
j is radial. Moreover, using standard calculus,
we get
|F |∑
j=1
|∇vj |2 =
|F |∑
l1,l2=1
Rjl1 [A]Rjl2 [A] (∇vl1 ◦A)·(∇vl2 ◦A) =
|F |∑
l=1
|∇vl◦A|2,
and
D2vj ·D2vj =
|F |∑
l1,l2=1
Rjl1 [A]Rjl2 [A]A
t · (D2vl1 ◦A) ·A ·At · (D2vl2 ◦A) ·A
=
|F |∑
l1,l2=1
Rjl1 [A]Rjl2 [A]A
t · (D2vl1 ◦A) · (D2vl2 ◦A) ·A,
hence
|D2vj |2 = tr(D2vj ·D2vj) =
|F |∑
l1,l2=1
Rjl1 [A]Rjl2 [A](D
2vl1 ◦A) : (D2vl2 ◦A),
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from which we get
|F |∑
j=1
|D2vj |2 =
|F |∑
j=1
|D2vj ◦A|2.
5.4.3 The Neumann problem
As we have done for the Steklov problem, we study the Neumann problem
for the biharmonic operator on φ(Ω), i.e.,
∆2u− τ∆u = λu, in φ(Ω),
∂2u
∂ν2
= 0, on ∂φ(Ω),
τ ∂u∂ν − div∂φ(Ω)(D2u · ν)− ∂∆u∂ν = 0, on ∂φ(Ω).
(5.4.23)
We consider the operator PNφ from H2,Nφ (Ω) to F (Ω), defined by
PNφ [u][ϕ] :=
∫
Ω
(D2(u ◦ φ−1) ◦ φ) : (D2(ϕ ◦ φ−1) ◦ φ)|detDφ|dx
+ τ
∫
Ω
(∇(u ◦ φ−1) ◦ φ) · (∇(ϕ ◦ φ−1) ◦ φ)|detDφ|dx, (5.4.24)
for all u ∈ H2,Nφ (Ω), ϕ ∈ H2(Ω), where
H2,Nφ (Ω) :=
{
u ∈ H2(Ω) :
∫
Ω
u| detDφ|dx = 0
}
,
Moreover, for every φ ∈ Φ(Ω), we consider the map JNφ from L2(Ω) to
H2(Ω)′ defined by
JNφ [u][ϕ] :=
∫
Ω
uϕ|detDφ|dσ, ∀u ∈ L2(Ω), ϕ ∈ H2(Ω).
We will think of the space H2,Nφ (Ω) as endowed with the scalar product
induced by (5.4.24). We denote by piNφ the map from H
2(Ω) to H2,Nφ (Ω)
defined by
piNφ (u) := u−
∫
Ω u|detDφ|dx∫
Ω | detDφ|dx
,
and by pi],Nφ the map from H
2(Ω)/R onto H2,Nφ (Ω) defined by the equality
piNφ = pi
],N
φ ◦p. Clearly, pi],Nφ is a homeomorphism, and we can recast problem
(5.4.23) as
λ−1u = WNφ u,
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where WNφ := (pi
],N
φ )
−1 ◦ (PNφ )−1 ◦ JNφ ◦ i ◦ pi],Nφ and i is the canonical
embedding of H2(Ω) into L2(Ω). An analogue of Theorem 5.4.3 can be
stated also in this case. Therefore, we can compute Hadamard-type formulas
for the Neumann eigenvalues. This is contained in the following theorem.
Theorem 5.4.25. Let Ω be a bounded domain in RN of class C1. Let F
be a finite non-empty subset of N. Let φ˜ ∈ ΘΩ[F ] be such that ∂φ˜(Ω) ∈ C4.
Let v1, . . . , v|F | be an orthonormal basis of the eigenspace associated with the
eigenvalue λF [φ˜] of problem (5.4.23) in L
2(φ˜(Ω)). Then
d|φ=φ˜(ΛF,s)[ψ]
= −λs−1F [φ˜]
(|F | − 1
s− 1
) |F |∑
l=1
∫
∂φ˜(Ω)
(
λF v
2
l − τ |∇vl|2 − |D2vl|2
)
µ · νdσ,
for all ψ ∈ (C2(Ω))N , where µ = ψ ◦ φ˜−1.
Proof. The proof is similar to that of Theorem 5.4.15.
First of all we note that, by elliptic regularity theory, v1, . . . , v|F | ∈
H4(φ˜(Ω)) (see [47, §2.5]). We set ul = vl ◦ φ˜ for l = 1, . . . , |F |. For |F | > 1
(case |F | = 1 is similar), s ≤ |F |, we have
d|φ=φ˜(ΛF,s)[ψ] = −λs+2F [φ˜]
(|F | − 1
s− 1
) |F |∑
l=1
PN
φ˜
[
d|φ=φ˜WNφ [ψ][p(ul)]
]
[p(ul)] .
By standard calculus in normed spaces we have:
PN
φ˜
[
d|φ=φ˜
(
(pi],Nφ )
−1 ◦ (PNφ )−1 ◦ JNφ ◦ i ◦ pi],Nφ ) [ψ][p(ul)]] [p(ul)]
= PN
φ˜
[
(pi],N
φ˜
)−1 ◦
(
PN
φ˜
)−1 ◦ d|φ=φ˜ (JNφ ◦ i ◦ pi],Nφ ) [ψ][p(ul)]] [p(ul)]
+ PN
φ˜
[
d|φ=φ˜
(
(pi],Nφ )
−1 ◦ (PNφ )−1) [ψ] ◦ JNφ˜ ◦ i ◦ pi],Nφ˜ [p(ul)]] [p(ul)] .
Now note that
PN
φ˜
[
(pi],N
φ˜
)−1 ◦
(
PN
φ˜
)−1 ◦ d|φ=φ˜ (JNφ ◦ i ◦ pi],Nφ ) [ψ][p(ul)]] [p(ul)]
=
∫
φ˜(Ω)
v2l divµdy,
(see also Proposition 5.4.18) and
PN
φ˜
[
d|φ=φ˜
(
(pi],Nφ )
−1 ◦ (PNφ )−1) [ψ] ◦ JNφ˜ ◦ i ◦ pi],Nφ˜ [p(ul)]] [p(ul)]
= −λ−1F d|φ=φ˜
(PNφ ◦ piNφ ) [ψ][ul][piNφ˜ (ul)].
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Using formula (5.4.5) we obtain
PN
φ˜
[
d|φ=φ˜
(
(pi],Nφ )
−1 ◦ (PNφ )−1) [ψ] ◦ JNφ˜ ◦ i ◦ pi],Nφ˜ [p(ul)]] [p(ul)]
= −λ−1F
∫
∂φ˜(Ω)
(|D2vl|2 + τ |∇vl|2)µ · νdσ + ∫
φ˜(Ω)
∇(v2l ) · µdy.
To conclude, just observe that∫
φ˜(Ω)
∇(v2l ) · µdy =
∫
∂φ˜(Ω)
v2l µ · νdσ −
∫
φ˜(Ω)
(v2l )divµdy.
Now we can state the analogue of Theorem 5.4.19 for problem (5.4.23).
Theorem 5.4.26. Let Ω be a bounded domain in RN of class C1. Let F
be a non-empty finite subset of N. Let V0 ∈]0,+∞[. Let φ˜ ∈ V (V0) be such
that ∂φ˜(Ω) ∈ C4 and λj [φ˜] have a common value λF [φ˜] for all j ∈ F and
λl[φ˜] 6= λF [φ˜] for all l ∈ N \ F . For s = 1, . . . , |F |, the function φ˜ is a
critical point for ΛF,s on V (V0) if and only if there exists an orthonormal
basis v1, . . . , v|F | of the eigenspace corresponding to the eigenvalue λF [φ˜] of
problem (5.4.23) in L2(φ˜(Ω)), and a constant c ∈ R such that
|F |∑
l=1
(
λF v
2
l − τ |∇vl|2 − |D2vl|2
)
= c, a.e. on ∂φ˜(Ω).
We observe that Lemma 5.4.22 holds for problem (5.4.23) as well, since in
the proof we have only used the rotation invariance of the Laplace operator.
Then, we are led to the following theorem.
Theorem 5.4.27. Let Ω be a bounded domain in RN of class C1. Let
φ˜ ∈ Φ(Ω) be such that φ˜(Ω) is a ball. Let λ˜ be an eigenvalue of problem
(5.4.23) on φ˜(Ω), and let F be the set of j ∈ N such that λj [φ˜] = λ˜. Then
ΛF,s has a critical point at φ˜ on V (V(φ˜)), for all s = 1, . . . , |F |.
5.5 The fundamental tone of the ball. An isoperi-
metric inequality
In the previous section we have shown that the ball is a critical point for
all the elementary symmetric functions of the eigenvalues of problem (5.0.1)
when ρ ≡ 1. In this section we prove that the ball is actually a maximizer
for the fundamental tone, that is
λ2(Ω) ≤ λ2(Ω∗), (5.5.1)
where Ω∗ is a ball such that |Ω| = |Ω∗|. Through all this section we consider
problem (5.0.1) whith ρ ≡ 1.
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5.5.1 Eigenvalues and eigenfunctions on the ball
We compute the eigenvalues and the eigenfunctions of (5.0.1) when Ω = B
is the unit ball in RN centered at the origin. It is convenient to use spherical
coordinates (r, θ) = (r, θ1, ..., θN−1) ∈ R+ × ∂B in RN .
The boundary conditions of (5.0.1) in this case are written as
∂2u
∂r2 |r=1
= 0, (5.5.2)
τ
∂u
∂r
− 1
r2
∆S
(∂u
∂r
− u
r
)
− ∂∆u
∂r |r=1
= λu|r=1 , (5.5.3)
where ∆S is the angular part of the Laplacian.
It is well known that the eigenfunctions can be written as a product of a
radial part and an angular part (see [28] for details). The radial part is given
in terms of ultraspherical modified Bessel functions and powertype functions
and the angular part is given in terms of spherical harmonics. We have the
following theorem.
Theorem 5.5.4. Let Ω be the unit ball in RN centered at the origin. Any
eigenfunction ul of problem (5.0.1) is of the form ul(r, θ) = Rl(r)Hl(θ) where
Hl(θ) is a spherical harmonic of some order l ∈ N and
Rl(r) = Alr
l +Blil(
√
τr),
where Al and Bl are suitable constants such that
Bl =
l(1− l)
τi′′l (
√
τ)
Al.
Moreover, the eigenvalue λ(l) associated with the eigenfunction ul is delivered
by the formula
λ(l) = l
(
(1− l)lil(
√
τ) + τi′′l (
√
τ)
)−1[
3(l − 1)l(l +N − 2)il(
√
τ)
− (l − 1)√τ(N − 1 + 2Nl + 2l(l − 2)l + τ)i′l(√τ)
+ τ
(
(l − 1)(l + 2N − 3) + τ)i′′l (√τ)
+ (l − 1)τ√τi′′′l (
√
τ)
]
, (5.5.5)
for any l ∈ N0.
Proof. Solutions to problem (5.0.1) in the unit ball are smooth (see e.g., [47,
Theorem 2.20]). We consider two cases: ∆u = 0 and ∆u 6= 0.
Let u be such that ∆u = 0. The Laplacian can be written in spherical
coordinates as
∆ = ∂rr +
N − 1
r
∂r +
1
r2
∆S .
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Separating variables so that u = R(r)Y (θ) we obtain the equations
R′′ +
N − 1
r
R′ − l(l +N − 2)
r2
R = 0 (5.5.6)
and
∆SY = −l(l +N − 2)Y. (5.5.7)
The solutions to equation (5.5.6) are given by R(r) = arl + br2−N−l if
l > 0, N ≥ 2, and by R(r) = a+ b log(r) if l = 0, N = 2. Since the solutions
cannot blow up at r = 0, we must impose b = 0. The solutions of the second
equation are the spherical harmonics of order l. Then u can be written as
u(r, θ) = alr
lYl(θ)
for some l ∈ N0.
Let us consider now the case ∆u 6= 0. We set v = ∆u and solve the
equation
∆v = τv.
By writing v = R(r)Y (θ) we obtain that R solves the equation
R′′ +
N − 1
r
R′ − l(l +N − 2)
r2
R = τR, (5.5.8)
while Y solves equation (5.5.7). Equation (5.5.8) is the modified ultras-
pherical Bessel equation that is solved by the modified ultraspherical Bessel
functions of first and second kind il(
√
τr) and kl(
√
τr). Since the solu-
tions cannot blow up at r = 0, we must choose only il(z) since kl(z) has a
singularity at z = 0. Then
v(r, θ) = bl1il1(
√
τr)Yl1(θ)
for some l1 ∈ N0. Now v = ∆vτ = ∆u, that is ∆(v/τ − u) = 0. This means
that
u(r, θ) =
bl1
τ
il1(
√
τr)Yl1(θ)− cl2rl2Yl2(θ) (5.5.9)
for some l2 ∈ N0.
Now we prove that the indexes l1 and l2 in (5.5.9) must coincide. This
can be shown by imposing the boundary condition (5.5.2), which can be
written as
bl1i
′′
l1(
√
τ)Yl1(θ)− cl2 l2(l2 − 1)Yl2(θ) = 0.
If the two indexes do not agree, the coefficients of Yli , i = 1, 2 must vanish
since spherical harmonics with different indexes are linearly independent on
∂Ω. Since i′′l1(
√
τ) > 0, this implies bl1 = 0 and therefore l2 = 0 or l2 = 1.
Thus we have
ul(r, θ) =
(
Alr
l +Blil(
√
τr)
)
Hl(θ), (5.5.10)
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with suitable constants Al, Bl. In the case l 6= 0, 1, again from the boundary
condition (5.5.2) we have
l(l − 1)Al + τi′′l (
√
τ)Bl = 0, (5.5.11)
hence Bl =
l(1−l)
τi′′l (
√
τ)
Al. Note that the formula holds also in the case l = 0, 1
since these indexes correspond to Bl = 0.
Finally, let us consider the boundary condition (5.5.3). Using in (5.5.3)
the representation of ul provided by formula (5.5.10), we get[(
− λ+ l((l − 1)(l +N − 2) + τ))Al + (− (3l(l +N − 2) + λ)il(√τ)
−√τ((N − 1− 2Nl − 2(l − 2)l − τ)i′l(√τ) + (N − 1)√τi′′l (√τ)
+ τi′′′l (
√
τ)
))
Bl
]
Hl(θ) = λ
(
Al +Blil(
√
τ)
)
Hl(θ).
Using equality (5.5.11) we get that the function ul given by (5.5.10) is an
eigenfunction of (5.0.1) on the unit ball. Moreover, as a consequence, we
also get formula (5.5.5) for the associated eigenvalue. This concludes the
proof.
We are ready to state and prove the following theorem concerning the
first positive eigenvalue.
Theorem 5.5.12. Let Ω be the unit ball in RN centered at the origin. The
first positive eigenvalue of (5.0.1) is λ2 = λ(1) = τ . The corresponding
eigenspace is generated by {x1, x2, ..., xN}.
Proof. By Theorem 5.5.4, 0 = λ(0) < τ = λ(1). We consider formula (5.5.5)
with l = 2. We have
λ(2) = 2
(
τi′′2(
√
τ)− 2i2(
√
τ)
)−1[
6Ni2(
√
τ)−√τ(5N − 1 + τ)i′2(
√
τ)
+ τ(2N − 1 + τ)i′′2(
√
τ) + τ
√
τi′′′2 (
√
τ)
]
. (5.5.13)
In order to prove that λ(2) > τ , we use some well-known recurrence relations
between ultraspherical Bessel functions (see [1, p. 376]),
i′l(
√
τ) =
l√
τ
il(
√
τ) + il+1(
√
τ),
i′′l (
√
τ) =
l(l − 1)
τ
il(
√
τ) +
l + 2
τ
il+1(
√
τ) + il+2(
√
τ),
i′′′l (
√
τ) =
l(l − 1)(l − 2)
τ
√
τ
il(
√
τ) +
l(2l + 1)
τ
il+1(
√
τ)
+
2(l + 2)√
τ
il+2(
√
τ) + il+3(
√
τ).
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Using these relations in (5.5.13), we obtain an equivalent formula for λ(2),
λ(2) = 2
(
5
√
τi3(
√
τ) + τi4(
√
τ)
)−1[
(10N − 2 + 2τ)i2(
√
τ)
+
(
2− 10N + (7 + 10N)√τ − 2τ + 5τ√τ)i3(√τ)
+ τ(8 + 2N + τ)i4(
√
τ) + τ
√
τi5(
√
τ)
]
.
By well-known properties of the functions Iν (see [1, §9]), it follows that
il ≥ il+1 for all l ∈ N0. This implies
(10N − 2 + 2τ)i2(
√
τ) +
(
2− 10N + (7 + 10N)√τ − 2τ + 5τ√τ)i3(√τ)
+ τ(8 + 2N + τ)i4(
√
τ) + τ
√
τi5(
√
τ) ≥
(
5τ
√
τi3(
√
τ) + τ2i4(
√
τ)
)
,
then
λ(2) ≥ 2τ > τ = λ(1).
Now it remains to prove that λ(l) is an increasing function of l for l ≥ 2.
We adapt the method used in [28, Theorem 3]. We claim that for any smooth
radial function R(r) the Rayleigh quotient
Q(R(r)Hl(θ)) =
∫
∂B
∫ 1
0
(|D2(R(r)Hl(θ))|2 + τ |∇(R(r)Hl(θ))|2) rN−1drdσ(θ)∫
∂B
R(r)2Hl(θ)2dσ(θ)
is an increasing function of l for l ≥ 2. Here and in the sequel we shall
denote by σ(θ) the (N −1)-dimensional measure element of the unit sphere,
which is given by
dσ(θ) = sin(θ1)
N−2 sin(θ2)N−3 · · · sin(θN−2)dθ1 · · · dθN−1
We consider the spherical harmonics to be normalized with respect to the
L2(∂B) scalar product. In particular, we have that the denominator of
Q(R(r)Hl(θ)), D[R(r)Hl(θ)] is R2(1). Now we need to write the numerator
of the Rayleigh quotient in a suitable way. We recall that the numerator of
the Rayleigh quotient of a function u ∈ H2(B) is given by
N [u] =
∫
B
|D2u|2 + τ |∇u|2dx,
We use the following pointwise identity to re-write the Hessian term:
|D2u|2 = 1
2
∆
(|∇u|2)−∇u · ∇(∆u). (5.5.14)
We also need to write the gradient in spherical coordinates
∇u = ∂u
∂r
~r +
1
r
∇Su, (5.5.15)
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where 1r∇Su is the tangential gradient of u on ∂B and ~r = xr is the unit
normal. We note that the two vectors in the right-hand side of (5.5.15) are
orthogonal. We recall that, since we considered the spherical harmonics to
be normalized with respect to the L2(∂B) scalar product, we have∫
∂B
|∇SHl(θ)|2dσ(θ) = l(l +N − 2). (5.5.16)
To simplify the notation, we set k := l(l + N − 2). Moreover, from the
Tangential Divergence Theorem, it follows that∫
∂B
1
r2
∆Sudσ(θ) =
∫
∂B
div∂B
(
1
r
∇Su
)
dσ(θ) = 0 (5.5.17)
We use (5.5.14) to re-write the integral of the Hessian as follows:∫
B
|D2u|2dx =
∫
B
1
2
∆
(|∇u|2)−∇u · ∇(∆u)dx. (5.5.18)
Now we choose in (5.5.18) u = R(r)Hl(θ). We have∫
B
|D2u|2dx
=
1
2
∫
∂B
∫ 1
0
(
∂2
∂r2
+
N − 1
r
∂
∂r
+
1
r2
∆S
)
(
(R′(r))2|Hl(θ)|2 + R(r)
2
r2
|∇SHl(θ)|2
)
rN−1drdσ(θ)
−
∫
∂B
∫ 1
0
(
R′(r)Hl(θ)~r +
R(r)
r
∇SHl(θ)
)
· ∇
(
(R′′(r) +
N − 1
r
R′(r)− k
r2
R(r))Hl(θ)
)
rN−1drdσ(θ)
=
∫
∂B
∫ 1
0
(
(R′′(r))2 +R′(r)R′′′(r) +
N − 1
r
R′(r)R′′(r)
)
|Hl(θ)|2rN−1drdσ(θ)
+
∫
∂B
∫ 1
0
(
(R′(r))2
r2
+
R(r)R′′(r)
r2
+
N − 5
r3
R(r)R′(r) +
4−N
r4
R(r)2
)
|∇SHl(θ)|2rN−1drdσ(θ)
−
∫
∂B
∫ 1
0
(
R′(r)R′′′(r) +
N − 1
r
R′(r)R′′(r)
−N − 1
r2
(R′(r))2 +
2k
r3
R(r)R′(r)
)
|Hl(θ)|2rN−1drdσ(θ)
−
∫
∂B
∫ 1
0
(
R(r)R′′(r)
r2
+
N − 1
r3
R(r)R′(r)− k
r4
R(r)2
)
|∇SHl(θ)|2rN−1drdσ(θ)
=
∫
∂B
∫ 1
0
(
(R′′(r))2 +
N − 1
r2
(R′(r))2 − 2k
r3
R(r)R′(r)
)
|Hl(θ)|2rN−1drdσ(θ)
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+
∫
∂B
∫ 1
0
(
(R′(r))2
r2
− 4
r3
R(r)R′(r) +
4−N + k
r4
R(r)2
)
|∇Hl(θ)|2rN−1drdσ(θ),
(5.5.19)
where in the first equality we have used the fact that −∆SHl = kHl and in
the second equality we have used the fact that∫
∂B
∫ 1
0
1
r2
∆S
(
(R′(r))2|Hl(θ)|2 + R(r)
2
r2
|∇SHl(θ)|2
)
rN−1drdσ(θ) = 0
which is a consequence of (5.5.17). Now, expanding the integrands in
(5.5.19) and using (5.5.16) and the orthonormality of Hl(θ) with respect
to the L2(∂B) scalar product, we obtain that∫
B
|D2u|2dx =
∫ 1
0
(
(R′′(r))2 +
N − 1
r2
(R′(r))2
+
2k
r4
(
rR′(r)− 3
2
R(r)
)2
+
k(k +N − 1/2)
r4
R(r)2
)
rN−1dr. (5.5.20)
As for the gradient term we have∫
B
|∇u|2dx
=
∫
∂B
∫ 1
0
(
(R′(r))2|Hl(θ)|2 + R(r)
2
r2
|∇SHl(θ)|2
)
rN−1drdσ(θ)
=
∫ 1
0
(
(R′(r))2 +
k
r2
R(r)2
)
rN−1dr (5.5.21)
Combining (5.5.20) and (5.5.21) we have that the numerator of the
Rayleigh quotient N [R(r)Hl(θ)] can be written in the following form
N [R(r)Hl(θ)]
=
∫ 1
0
(
2k
r4
(
rR′ − 3
2
R
)2
+
k(k −N − 1/2)
r4
R2 + τ
kR2
r2
)
rN−1dr
+
∫ 1
0
(
(R′′2) +
N − 1
r2
(R′)2 + τ(R′)2
)
rN−1dr.
The above expression is increasing in k for k ≥ N + 1/2 and since k is
an increasing function of l, we easily get that each term involving l is an
increasing function of l for l ≥ 2. Thus the claim above is proved.
For each l ∈ N0,
λ(l) = infQ(u) = inf
∫
B |D2u|2 + τ |∇u|2dx∫
∂B u
2dσ
, (5.5.22)
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where the infimum is taken among all functions u that are L2(∂B)-orthogonal
to the first m− 1 eigenfunctions ui and m ∈ N is such that λ(l) = λm is the
m−th eigenvalue of problem (5.0.1). The eigenfunctions ul are of the form
ul = Rl(r)Hl(θ), and ul realizes the infimum in (5.5.22). Then
λ(l) = Q(Rl(r)Hl(θ)) ≤ Q(Rl+1(r)Hl(θ)) ≤ Q(Rl+1(r)Yl+1(θ)) = λ(l+1),
where the first inequality follows from the fact that Rl+1(r)Hl(θ) is also
orthogonal with respect to the L2(∂B) scalar product to the first m − 1
eigenfunctions Ri(r)Yi(θ) for i = 1, ...m − 1, and then it is a suitable trial
function in (5.5.22). The second inequality follows from the fact that the
quotient Q(R(r)Hl(θ)) is an increasing function of l, for l ≥ 2. This con-
cludes the proof.
5.5.2 The isoperimetric inequality
In this subsection we prove the isoperimetric inequality (5.5.1). Actually, we
prove a stronger result, that is a quantitative version of (5.5.1). We adapt
to our case a result of [16], where the authors prove a quantitative version
of the Brock-Weinstock inequality for the Steklov Laplacian. We also refer
to [58, 84] where these kind of questions have been considered for the first
time (see also [17, 45]).
Throughout this section Ω is a bounded domain of class C1. We recall
the following lemma from [16].
Lemma 5.5.23. Let Ω be an open set with Lipschitz boundary and p > 1.
Then ∫
∂Ω
|x|pdσ ≥
∫
∂Ω∗
|x|pdσ
(
1 + cN,p
( |Ω4Ω∗|
|Ω|
)2)
,
where Ω∗ is the ball centered at zero with the same measure as Ω, Ω4Ω∗ is
the symmetric difference of Ω and Ω∗, and cN,p is a constant depending only
on N and p given by
cN,p :=
(N + p− 1)(p− 1)
4
N
√
2− 1
N
(
min
t∈[1, N√2]
tp−2
)
.
We also recall the following characterization of the inverses of the eigen-
values of (5.0.1) from [62] (see also [14]).
Lemma 5.5.24. Let Ω be a bounded domain of class C1 in RN . Then the
eigenvalues of problem (5.0.1) on Ω satisfy,
k+N∑
l=k+1
1
λl(Ω)
= max
{
k+N∑
l=k+1
∫
∂Ω
v2l dσ
}
, (5.5.25)
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where the maximum is taken over the families {vl}k+Nl=k+1 in H2(Ω) satis-
fying
∫
ΩD
2vi : D
2vj + τ∇vi · ∇vjdx = δij, and
∫
∂Ω viujdσ = 0 for all
i = k + 1, ..., k + N and j = 1, 2, ..., k, where u1, u2, ..., uk are the first k
eigenfunctions of problem (5.0.1).
For every open set Ω ∈ RN with finite measure, we recall the definition
of Fraenkel asymmetry
A(Ω) := inf
{‖χΩ − χB‖L1(RN )
|Ω| : B ball with |B| = |Ω|
}
. (5.5.26)
The quantity A(Ω) is the distance in the L1(RN ) norm of a set Ω from the
set of all balls of the same measure as Ω. This quantity turns out to be
a suitable distance between sets for the purposes of stability estimates of
eigenvalues. Note that A(Ω) is scaling invariant and 0 ≤ A(Ω) < 2.
We are ready to prove the following theorem.
Theorem 5.5.27. For every domain Ω in RN of class C1 the following
estimate holds
λ2(Ω) ≤ λ2(Ω∗)
(
1− δNA(Ω)2
)
, (5.5.28)
where δN is given by
δN :=
cN,2
2
=
N + 1
8N
(
N
√
2− 1
)
,
and Ω∗ is a ball with the same measure as Ω.
Proof. Let Ω be a bounded domain of class C1 in RN with the same mea-
sure as the unit ball B. We consider in (5.5.25) l = 2, ..., N + 1 and
vl = (τ |Ω|)−1/2xl as trial functions. The trial functions must have zero
integral mean over ∂Ω. This can be obtained by a change of coordinates
x = y − 1|∂Ω|
∫
∂Ω ydσ. Moreover, the functions vl satisfy the normalization
condition of Lemma 5.5.24. Then vl can be used as test functions in (5.5.25).
We get
N+1∑
l=2
1
λl(Ω)
≥ 1
τ |Ω|
∫
∂Ω
|x|2dσ.
We use Lemma 5.5.23 with p = 2. This yields
N+1∑
l=2
1
λl(Ω)
≥ 1
τ |Ω|
∫
∂B
|x|2dσ
(
1 + cN,2
( |Ω4B|
|Ω|
)2)
=
N |B|
τ |B|
(
1 + cN,2
( |Ω4B|
|Ω|
)2)
=
N
τ
(
1 + cN,2
( |Ω4B|
|Ω|
)2)
=
N+1∑
l=2
1
λl(B)
(
1 + cN,2
( |Ω4B|
|Ω|
)2)
. (5.5.29)
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Suppose now that λ2(Ω) ≥ τ2 , otherwise estimate (5.5.28) is trivially
true, since 0 ≤ A(Ω) < 2. Since λ2(Ω) ≤ λl(Ω) for all l ≥ 3, inequality
(5.5.29) and the definition of A(Ω) yield
λ2(Ω)
(
1 + cN,2A(Ω)2
) ≤ λ2(B). (5.5.30)
Therefore, since λ2(Ω) ≥ τ2 and λ2(B) = τ , from (5.5.30) we have
λ2(Ω) ≤ τ − λ2(Ω)cN,2A(Ω)2 ≤ τ
(
1− cN,2A(Ω)
2
2
,
)
which implies (5.5.28) with δN =
1
8 min{1, N+1N ( N
√
2 − 1)}. We note that
min{1, N+1N ( N
√
2−1)} = N+1N ( N
√
2−1). This concludes the proof in the case
Ω has the same measure as the unit ball.
The proof for general finite values of |Ω| relies on the well-known scaling
properties of the eigenvalues. Namely, for all s > 0, if we write an eigenvalue
of problem (5.0.1) as λ(τ,Ω), we have
λ(τ,Ω) = s3λ(s−2τ, sΩ).
This is easy to prove by looking at the variational characterization of λ(τ,Ω)
and λ(s−2τ, sΩ) and performing a change of variable x 7→ x/s in the Rayleigh
quotient (5.2.9). This last observation concludes the proof of the theorem.
The isoperimetric inequality (5.5.1) is an immediate consequence of The-
orem 5.5.27.
Corollary 5.5.31. Among all bounded domains of class C1 with fixed mea-
sure, the ball maximizes the first non-negative eigenvalue of problem (5.0.1),
that is λ2(Ω) ≤ λ2(Ω∗), where λ2(Ω) has been defined in (5.2.9) and Ω∗ is
a ball with the same measure as Ω.
5.5.3 Some remarks on the case τ = 0
Throughout this chapter we have only considered problems (5.0.1) and
(5.0.3) with τ > 0. If we set τ = 0, problem (5.0.1) reads
∆2u = 0, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
−div∂Ω
(
D2u · ν)− ∂∆u∂ν = λu, on ∂Ω, (5.5.32)
while problem (5.0.3) reads
∆2u = λu, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
div∂Ω
(
D2u · ν)+ ∂∆u∂ν = 0, on ∂Ω. (5.5.33)
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Problems (5.5.32) and (5.5.33) model free vibrating plates which are not
subject to lateral tension. These problems have a sequence of non-negative
eigenvalues of finite multiplicity and the corresponding eigenfunctions form
a orthonormal basis of H2(Ω). The coordinate functions x1, ..., xN and the
constant functions are eigenfunctions of both problems (5.5.32) and (5.5.33)
corresponding to the eigenvalue λ = 0, which has multiplicity N +1. There-
fore, the first non-zero eigenvalue is the (N + 2)-th eigenvalue.
As we did in Theorem 5.3.6, we can define the family of problems
∆2u = λρεu, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
div∂Ω
(
D2u · ν)+ ∂∆u∂ν = 0, on ∂Ω, (5.5.34)
where ρε is defined as in (3.1.20). We have the following theorem, whose
proof can be easily done adapting that of Theorem 5.3.6.
Theorem 5.5.35. Let Ω be a bounded domain in RN of class C2. Let ρε
be defined by (3.1.20). Let λj [ρε] be the eigenvalues of problem (5.5.34)
on Ω for all j ∈ N. Let λj, j ∈ N denote the eigenvalues of problem
(5.5.32) corresponding to the constant surface density M|∂Ω| . Then we have
limε→0 λj [ρε] = λj for all j ∈ N.
It is clear that a discussion similar to that of Section 5.4 can be carried
out for problems (5.5.32) and (5.5.33) as well, by means of a change of the
projections piSφ , pi
N
φ according to the kernel. In particular, all the formulas
in Section 5.4 remain true, by setting τ = 0. Then we have the following
theorem.
Theorem 5.5.36. Let Ω be a bounded domain in RN . Let φ˜ ∈ Φ(Ω) be
such that φ˜(Ω) is a ball. Let λ˜ be an eigenvalue of problem (5.5.32) (problem
(5.5.33) respectively) in φ˜(Ω), and let F be the set of j ∈ N such that λj [φ˜] =
λ˜. Then ΛF,s has a critical point at φ˜ on V (V(φ˜)), for all s = 1, . . . , |F |.
Moreover, for problem (5.5.32), it is possible to identify the fundamental
modes and the fundamental tone on the ball. We have the following
Theorem 5.5.37. Let Ω = B be the unit ball in RN . The eigenfunctions
of problem (5.5.32) are of the form
ul(r, θ) =
(
Alr
l +Blr
2+l
)
Hl(θ),
for l ∈ N0, where Al and Bl are suitable constants such that
Bl = − l(l − 1)
(l + 2)(l + 1)
Al.
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The eigenvalues λ(l) of problem (5.5.32) corresponding to the eigenfunctions
ul(r, θ) are delivered by the formula
λ(l) =
l(l − 1)(N + 2Nl + (l − 1)(2 + 3l))
1 + 2l
. (5.5.38)
The first positive eigenvalue is
λN+2 = λ(2) = 2
(
N +
8
5
)
, (5.5.39)
and the corresponding eigenfunctions are
u2(r, θ) =
(
6r2 − r4)H2(θ). (5.5.40)
Proof. The proof is similar to that of Theorem 5.5.4, from which it differs
only for the use of biharmonic functions on the ball as solutions of the
differential equation ∆2u = 0. Any smooth and bounded function u on
B which satisfies ∆2u = 0 can be written in spherical coordinates (r, θ)
as a linear combination of functions of the form
(
arl + br2+l
)
Hl(θ) with
l ∈ N0 (see also [6, 7, 90] for a complete characterization of biharmonic and
poly-harmonic functions on the unit ball). The rest of the proof follows the
same lines as that of Theorem 5.5.4. Then, once formula (5.5.38) has been
established, it is straightforward to identify the fundamental tone (5.5.39)
and the corresponding modes (5.5.40).
Now we have an explicit form for the fundamental tone and for the
corresponding eigenfunctions in the case of the unit ball which suggests how
to construct trial functions for the Rayleigh quotient of λN+2. If we want to
use a function of the form R(r)H2(θ) as a test function as we did in Theorem
5.5.27 we must impose that R(r)H2(θ) is othogonal to the constants and to
the coordinate functions with respect to the L2(∂Ω) scalar product and we
can no more obtain this just by translating the domain Ω.
We note that functions of the form R(r)H2(θ) are suitable trial functions
for the annuli centered at zero. We recall from formula (5.5.40) that the
radial part of an eigenfunction associated with the first positive eigenvalue
λN+2 of th unit ball is of the form 6r
2 − r4. We want to construct a test
function for the annulus centered at zero of the form R(r)H2(θ) in such a
way that the radial part R(r) equals 6r2 − r4 whenever r ≤ 1. Moreover
we want that the radial part is an increasing function of r, for r ∈ [0,+∞[.
We note that 6r2 − r4 is increasing for r ∈ [0, 1]. Note that test functions
must belong to H2(Ω). Therefore we choose R(r) = 8r − 3 for r > 1 which
is increasing and moreover, R(r) and R′(r) are continuous at r = 1. With
this choice of the test function it possible to compare the Rayleigh quotients
of the annulus and of the ball and prove that the first positive eigenvalue
of the ball centered at zero is bigger than the first positive eigenvalue of
an annulus centered at zero with the same measure. We need the following
preliminary lemma.
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Lemma 5.5.41. Let Ω be an open set in RN and Ω∗ be the ball centered at
zero with the same measure as Ω. Let F be a measurable and radial function
such that
F (x) > F (y) ∀x ∈ Ω∗, y /∈ Ω∗. (5.5.42)
Then ∫
Ω
Fdx ≤
∫
Ω∗
Fdx,
with equality if and only if Ω = Ω∗.
Proof. Since |Ω| = |Ω∗| we have that |Ω \ Ω∗| = |Ω∗ \ Ω|. Let F be a
measurable function satisfying condition (5.5.42). We have∫
Ω
Fdx =
∫
Ω∩Ω∗
Fdx+
∫
Ω\Ω∗
Fdx
≤
∫
Ω∩Ω∗
Fdx+ sup
x∈Ω∩Ω∗
|F (x)||Ω \ Ω∗|
≤
∫
Ω∩Ω∗
Fdx+ inf
x∈Ω∗\Ω
|F (x)||Ω∗ \ Ω|
≤
∫
Ω∩Ω∗
Fdx+
∫
Ω∗\Ω
Fdx =
∫
Ω∗
Fdx.
The second inequality follows from (5.5.42). Note that if |Ω \ Ω∗| > 0,
either the second inequality or the third is strict by the strict inequality in
(5.5.42).
We have the following theorem (see also Figure 5.1).
Theorem 5.5.43. Let B be the unit ball in RN centered at zero. Let ρ > 0
and Aρ be the subset of RN be defined by
Aρ :=
{
x ∈ RN : ρ < |x| < (1 + ρN) 1N} .
Then
λN+2(B) ≥ λN+2(Aρ)
for all ρ ∈]0,+∞[.
Proof. Let the function R(r) from [0,+∞[ to R be defined by
R(r) =
{
6r2 − r4, if r ∈ [0, 1],
8r − 3, if r ∈]1,+∞[.
We note that by construction, R ∈ C2([0,+∞[). We set v(r, θ) := R(r)H2(θ),
where H2(θ) is a spherical harmonic of degree 2 normalized by
∫
∂BH
2
2dσ =
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1. With this choice we also have that
∫
∂B |∇SH2|2dσ = 2N . Moreover, from
well-known properties of spherical harmonics, we have that it holds∫
∂Aρ
H2dσ = 0
and ∫
∂Aρ
xl
|xl|H2dσ = 0 , ∀l = 1, ...N.
We recall the following characterization of λN+2(Aρ)
λN+2(Aρ) = min
06=u∈H2(Ω)∫
∂Aρ
udσ=
∫
∂Aρ
xiudσ=0, ∀i=1,...,N
∫
Aρ
|D2u|2dx∫
∂Aρ
u2dσ
. (5.5.44)
Therefore, since v is a suitable test function for the Rayleigh quotient
(5.5.44) we have
λN+2(Aρ) ≤
∫
Aρ
|D2v|2dx∫
∂Aρ
v2dσ
. (5.5.45)
By following the same lines of the proof of formula (5.5.20) we compute the
integral of |D2v|2 on Aρ. We have∫
Aρ
|D2v|2dx
=
∫ (1+ρN ) 1N
ρ
(
R′′(r)2 +
5N − 1
r2
R′(r)2
−12N
r3
R′(r)R(r) +
2N(3N + 4)
r4
R(r)2
)
rN−1dr
=
1
NωN
∫
Aρ
F (|x|)dx, (5.5.46)
where in the last equality we have multiplied and divided the integral by∫
∂B dσ which equals NωN , and we have re-written the integral in cartesian
coordinates. The function F (r) is given by
F (r) := R′′(r)2 +
5N − 1
r2
R′(r)2 − 12N
r3
R′(r)R(r) +
2N(3N + 4)
r4
R(r)2.
As for the denominator of the Rayleigh quotient (5.5.45), from the normal-
ization of H2(θ) we have∫
∂Aρ
v2dσ = R(ρ)2 +R
(
(1 + ρN )
1
N
)2
. (5.5.47)
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From (5.5.46) and (5.5.47) we have
λN+2(Aρ) ≤
∫
Aρ
F (|x|)dx
NωN
(
R(ρ)2 +R
(
(1 + ρN )
1
N
)2) ,
From standard computations it follows that R(ρ)2 +R
((
1 + ρN
) 1
N
)2
is an
increasing function of ρ, for ρ ∈ [0,+∞[. Therefore it attains its minimum
at ρ = 0 and such a minimum is 25. As for the numerator, it is possible to
prove that the function F (r) is a decreasing function of r, for r ∈ [0, 1]. In
fact, when r ∈ [0, 1] we have
F (r) = 72N(3N + 2)− 24(8 + 3N(N + 2))r2 + 2(64 +N(3N + 20)),
and
F ′(r) = 8(64 +N(3N + 20))r3 − 48(8 + 3N(N + 2))r.
Since r ∈ [0, 1], r3 ≤ r. Then
F ′(r) ≤ 8(64 +N(3N + 20))r− 48(8 + 3N(N + 2)) = −8r(16(N − 1) + 15N2) < 0.
Now, let r ∈]1,+∞[. We set F˜ (r) := r4(F (1)− F (r)) for r ≥ 1. We have
F˜ (r)
= 2(5N+4)(15N−8)r4−64(6N2+N−1)r2+96N(3N+1)r−18N(3N+4).
We show that F˜ (r) > 0 for all r ∈]1,+∞[. Clearly F˜ (1) = 0. We compute
F˜ ′(1) = 8(16(N − 1) + 15N2) > 0. Moreover we have F˜ ′′(r) = 24(5N +
4)(15N − 8)r2− 128(6N2 +N − 1) > 8(N(129N + 44)− 80) > 0 since r > 1.
We have shown that F (|x1|) > F (|x2|) for all x1, x2 such that x1 ∈ B,
x2 /∈ B. Therefore, from Lemma 5.5.41 it follows that∫
Aρ
F (|x|)dx ≤
∫
B
F (|x|)dx = 10(8 + 5N)NωN .
From this it follows that
λN+2(Aρ) ≤ 10(8 + 5N)NωN
25NωN
= 2
(
N +
8
5
)
= λN+2(B).
The results contained in this subsection suggest that the ball should be
a maximizer also for problems (5.5.32) and (5.5.33). For what concerns
problem (5.5.33), unfortunately a characterization of the fundamental tone
is still unavaiable.
171
N=2
N=3
N=4
N=5
0.5 1 1.5
ρ012
3
4
5
6
36
5
46
5
56
5
66
5
λN+2(Aρ)
Figure 5.1
5.6 Neumann isoperimetric inequality in quantita-
tive form. Sharpness of Neumann and Steklov
inequalities
In this section, we consider problem (5.0.3) with ρ ≡ 1, namely problem
∆2u− τ∆u = λu, in Ω,
∂2u
∂ν2
= 0, on ∂Ω,
τ ∂u∂ν − div∂Ω
(
D2u · ν)− ∂∆u∂ν = 0, on ∂Ω.
(5.6.1)
We recall the following isoperimetric inequality for the fundamental tone of
problem (5.6.1) proved in [28]
λ2(Ω) ≤ λ2(Ω∗), (5.6.2)
where Ω is a bounded domain in RN of class C1, λ2(Ω) is the first positive
eigenvalue of problem (5.6.1) on Ω, and Ω∗ is a ball such that |Ω| = |Ω∗|.
The aim of this section is to improve inequality (5.6.2) in the following
quantitative form
λ2(Ω) ≤ λ2(Ω∗)
(
1− CA(Ω)2) , (5.6.3)
where A(Ω) is the Fraenkel asymmetry, defined in (5.5.26).
In this section, we also prove the sharpness of both inequality (5.6.3) and in-
equality (5.5.28) corresponding to the biharmonic Steklov problem (5.5.28).
We introduce now some preliminaries which are used throughout the
section, and we recall some results proved in [28]. Let B be the unit ball
in RN centered at zero. For a fixed τ > 0, we take positive constants a, b
satisfying a2b2 = λ2(B) and b
2 − a2 = τ . We then define the function
R(r) = j1(ar) + γi1(br),
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where
γ = −a
2j′′1 (a)
b2i′′1(b)
,
and j1(z) and i1(z) are the ultraspherical and modified ultraspherical Bessel
functions of the first species and order 1 respectively. We then define the
function ρ : [0,+∞[→ [0,+∞[ by
ρ(r) :=
{
R(r), if r ∈ [0, 1[
R(1) + (r − 1)R′(1), if r ∈ [1,+∞[.
Let uk : RN → R be the functions defined by
uk(x) := ρ(|x|) xk|xk| , (5.6.4)
for k = 1, . . . , N . The functions uk |B are in fact the eigenfunctions associated
with the eigenvalue λ2(B) of the Neumann problem (5.6.1) on the unit ball
B, which has multiplicity N (see [29, Theorem 3]). Moreover, we have (see
[28, p. 437])
N∑
k=1
|uk|2 = ρ(|x|)2;
N∑
k=1
|Duk|2 = N − 1
r2
ρ(|x|)2 + (ρ′(|x|))2;
N∑
k=1
|D2uk|2 = (ρ′′(|x|))2 + 3(N − 1)|x|4 (ρ(|x|)− |x|ρ
′(|x|))2.
We denote by N [ρ] the quantity
N [ρ] :=
N∑
k=1
|D2uk|2 + τ |Duk|2.
Finally, we recall some properties enjoyed by the functions ρ and N [ρ]
which were proved in [28].
Lemma 5.6.5. The function ρ satisfies the following properties.
i) ρ′′(r) ≤ 0 for all r ≥ 0, therefore ρ′ is non-increasing.
ii) ρ(r)− rρ′(r) ≥ 0 for all r ≥ 0, equality holding only for r = 0.
iii) The function ρ(r)2 is strictly increasing.
iv) The function ρ(r)2/r2 is decreasing.
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v) The function 3(ρ(r)− rρ′(r))2/r4 + τρ2(r)/r2 is decreasing.
vi) N [ρ(r1)] > N [ρ(r2)] for all r1 ∈ [0, 1[, r2 ∈ [1,+∞[.
vii) For all r ≥ 0 we have
N [ρ] = (ρ′′)2 +
3(N − 1)(ρ(r)− rρ′(r))2
r4
+ τ
(N − 1)ρ2(r)
r2
+ τ(ρ′(r))2.
viii) For all r ≥ 1, N [ρ] is decreasing.
5.6.1 Quantitative isoperimetric inequality for the Neumann
problem
In this subsection we state and prove the Neumann quantitative inequality:
Theorem 5.6.6. For every bounded domain Ω in RN of class C1 the fol-
lowing estimate holds
λ2(Ω) ≤ λ2(Ω∗)
(
1− ηN,τ,|Ω|A(Ω)2
)
, (5.6.7)
where
ηN,τ,|Ω| > 0
is a positive constant, and Ω∗ is a ball such that |Ω∗| = |Ω|.
Proof. Let Ω be a bounded domain in RN of class C1 with the same measure
as the unit ball B. We recall the variational characterization of the second
eigenvalue λ2(Ω) of (5.6.1) on Ω:
λ2(Ω) = inf
06=u∈H2(Ω)∫
Ω udx=0
∫
Ω |D2u|2 + τ |Du|2dx∫
Ω u
2dx
. (5.6.8)
Let uk(x), for k = 1, . . . , N be the eigenfunctions corresponding to λ2(B)
defined in (5.6.4). Clearly uk |Ω ∈ H2(Ω) by construction. It is possible to
choose the origin of the coordinate axes in RN in such a way that
∫
Ω ukdx = 0
for all k = 1, . . . , N . With this choice, the functions uk are suitable trial
functions for the Rayleigh quotient (5.6.8). Once we have fixed the origin,
let
α :=
|Ω4B|
|Ω| .
By definition of Fraenkel asymmetry we have
A(Ω) ≤ α. (5.6.9)
From the variational characterization (5.6.8), it follows that for each k =
1, . . . , N ,
λ2(Ω) ≤
∫
Ω |D2uk|2 + τ |Duk|2dx∫
Ω u
2
kdx
. (5.6.10)
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We multiply both sides of (5.6.10) by
∫
Ω u
2
kdx and sum over k = 1, . . . , N ,
obtaining
λ2(Ω) ≤
∫
ΩN [ρ]dx∫
Ω ρ
2dx
. (5.6.11)
The same procedure for λ2(B) clearly yields
λ2(B) =
∫
B N [ρ]dx∫
B ρ
2dx
. (5.6.12)
From (5.6.11) and (5.6.12) it follows that
λ2(B)
∫
B
ρ2dx− λ2(Ω)
∫
Ω
ρ2dx ≥
∫
B
N [ρ]dx−
∫
Ω
N [ρ]dx ≥ 0, (5.6.13)
where the last inequality follows from Lemma 5.6.5, vi) and [28, Lemma 14].
Now we consider the two balls B1 and B2 centered at the origin with
radii r1, r2 taken such that |Ω∩B| = |B1| = ωNrN1 and |Ω \B| = |B2 \B| =
ωN (r
N
2 − 1). Then |B2| = ωNrN2 , and by construction
1− rN1 =
α
2
= rN2 − 1.
This follows since |Ω| + |B| = |Ω4B| + 2|Ω ∩ B| and then 1 − rN1 = α/2.
Similarly, |Ω\B|+ |Ω∩B| = |Ω|, hence rN1 = 2−rN2 and then rN2 −1 = α/2.
Now we observe, again by Lemma 5.6.5, vi) and viii) that∫
Ω
N [ρ]dx ≤
∫
B1
N [ρ]dx+
∫
B2\B
N [ρ]dx.
From this and (5.6.13), we obtain
λ2(B)
∫
B
ρ2dx− λ2(Ω)
∫
Ω
ρ2dx ≥
∫
B
N [ρ]dx−
∫
Ω
N [ρ]dx (5.6.14)
≥
∫
B\B1
N [ρ]dx−
∫
B2\B
N [ρ]dx.
Since the function ρ(r)2 is strictly increasing by Lemma 5.6.5, iii), we have∫
Ω
ρ2dx ≥
∫
B
ρ2dx = NωN
∫ 1
0
ρ2(r)rN−1dr =: C(1)N,τ .
Therefore
λ2(B)
∫
B
ρ2dx− λ2(Ω)
∫
Ω
ρ2dx
= (λ2(B)− λ2(Ω))
∫
B
ρ2dx+ λ2(Ω)
(∫
B
ρ2dx−
∫
Ω
ρ2dx
)
≤ C(1)N,τ (λ2(B)− λ2(Ω)) . (5.6.15)
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Now we consider the right-hand side of (5.6.14). We write N [ρ] more ex-
plicitly in terms of ρ, obtaining:∫
B\B1
N [ρ]dx = NωN
∫ 1
r1
(
(ρ′′(r))2 +
3(N − 1)(ρ(r)− rρ′(r))2
r4
+ τ(ρ′(r))2 +
τ(N − 1)
r2
ρ(r)2
)
rN−1dr
≥ NωN
∫ 1
r1
(
3(N − 1)(ρ(r)− rρ′(r))2
r4
+τ(ρ′(r))2 +
τ(N − 1)
r2
ρ(r)2
)
rN−1dr
≥ ωN
(
3(N − 1)(R(1)−R′(1))2 + τR′(1)2 + τ(N − 1)R(1)2) (1− rN1 ),
(5.6.16)
where in the last inequality, we use the fact that the integrand is non-
increasing in r by Lemma 5.6.5, i) and v). Moreover,∫
B2\B
N [ρ]dx (5.6.17)
= NωN
∫ r2
1
(
3(N − 1)
r4
(R(1)−R′(1))2 + τR′(1)2
+
τ(N − 1)
r2
(
(R(1)−R′(1))2 + 2rR′(1)(R(1)−R′(1))
)
+
τ(N − 1)
r2
(
r2R′(1)2
))
rN−1dr
≤ NωN
∫ r2
1
(
NτR′(1)2 +
N − 1
r
(
(3 + τ)(R(1)−R′(1))2
+2τR′(1)(R(1)−R′(1))) )rN−1dr
= NωNτR
′(1)2(rN2 − 1) +NωN
(
(3 + τ)(R(1)−R′(1))2
+2τR′(1)(R(1)−R′(1))) (rN−12 − 1),
where we have estimated the quantities 1/r2 and 1/r4 by 1/r. We note that
r2 = (1 + α/2)
1/N and 0 ≤ α ≤ 2. Using the Taylor expansion up to order
1 and remainder in Lagrange form, we obtain
rN−12 = 1 +
N − 1
N
α
2
−
(N − 1)
(
1 + ξ2
)N−1
N
−2
8N2
α2 (5.6.18)
≤ 1 + N − 1
N
α
2
− (N − 1)2
N−1
N
−2
8N2
α2 = 1 +
N − 1
N
α
2
− cNα2,
for some ξ ∈ (0, α), where cN is a positive constant which depends only on
N . Using (5.6.16), (5.6.17), (5.6.18) and the fact that 1−rN1 = rN2 −1 = α/2
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in the right-hand side of (5.6.14), we obtain:∫
B\B1
N [ρ]dx−
∫
B2\B
N [ρ]dx (5.6.19)
≥ −NωN
(
(3 + τ)(R(1)−R′(1))2
+ 2τR′(1)(R(1)−R′(1))
)(N − 1
N
α
2
− cNα2
)
+ ωN
(
3(N − 1)(R(1)−R′(1))2 + τR′(1)2 + τ(N − 1)R(1)2) α
2
−NωNτR′(1)2α
2
=: C
(2)
N,τα
2,
where the constant C
(2)
N,τ > 0 is given by
C
(2)
N,τ = NωN
(
(3 + τ)(R(1)−R′(1))2 + 2τR′(1)(R(1)−R′(1))) cN .
From (5.6.9), (5.6.15) and (5.6.19) it follows
λ2(B)− λ2(Ω) ≥
C
(2)
N,τ
C
(1)
N,τ
A(Ω)2,
and therefore,
λ2(Ω) ≤ λ2(B)
1− C(2)N,τ
λ2(B)C
(1)
N,τ
A(Ω)2
 . (5.6.20)
The isoperimetric inequality is thus proved in the case of Ω with the same
measure as the unit ball. The inequality for a generic domain Ω follows
from the well-known scaling properties of the eigenvalues of problem (5.6.1).
Writing our eigenvalues as λ2(τ,Ω) to make explicit the dependence on the
parameter τ , we have
λ2(τ,Ω) = s
4λ2(s
−2τ, sΩ), (5.6.21)
for all s > 0. From (5.6.20) and taking s = (ωN/|Ω|)1/N in (5.6.21), it
follows that for every Ω in RN of class C1 we have
λ2(τ,Ω) = s
4λ2(s
−2τ, sΩ)
≤ s4λ2(s−2τ,B)
1− C(2)N,s−2τ
λ2(s−2τ,B)C
(1)
N,s−2τ
A(sΩ)

= λ2(τ,Ω
∗)
1− C(2)N,s−2τ
λ2(s−2τ,B)C
(1)
N,s−2τ
A(Ω)
 .
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We set ηN,τ,|Ω| :=
C
(2)
N,s−2τ
λ2(s−2τ,B)C
(1)
N,s−2τ
. This concludes the proof of the theorem.
5.6.2 Sharpness of the Neumann inequality
In this subsection we prove that inequality (5.6.7) is sharp, that is, the
exponent 2 for the Fraenkel asymmetry is optimal in the decay rate of
λ2(Ω
∗)− λ2(Ω). To do so, we exhibit a family of sets {Ωε}ε>0 approaching
the unit ball centered at zero such that A(Ωε) ∈ O(ε) and λ2(Ω∗)−λ2(Ω) ∈
O(ε2), as ε→ 0. We have the following.
Theorem 5.6.22. Let B be the unit ball in RN centered at zero. There exist
a family {Ωε}ε>0 of smooth domains and positive constants c1, c2, c3, c4 and
r1, r2, r3, r4 which do not depend on ε > 0 such that
r1ε
2 ≤
∣∣∣|Ωε| − |B|∣∣∣ ≤ r2ε2, (5.6.23)
c1ε ≤ c2A(Ωε) ≤ |Ωε4B||Ωε| ≤ c3A(Ωε) ≤ c4ε, (5.6.24)
and
r3ε
2 ≤ |λ2(Ωε)− λ2(B)| ≤ r4ε2, (5.6.25)
for all ε ∈]0, ε0[, where ε0 > 0 is sufficiently small.
In order to prove Theorem 5.6.22, we follow the same lines of [16], where
the authors consider the same issue in the case of the Steklov eigenvalue
problem for the Laplace operator.
First, we consider a class of domains satisfying suitable geometrical assump-
tions (see (5.6.26) and (5.6.27)). Under such assumptions, it is standard to
prove that (5.6.23) and (5.6.24) hold. In order to prove (5.6.25), we con-
struct suitable test functions for the Rayleigh quotient of λ2(Ωε) starting
from the eigenfunctions associated with λ2(B). We obtain an estimate for
λ2(B) − λ2(Ω) in terms of some error functions R1(ε), R2(ε) (see (5.6.38)).
Then we prove that a better estimates of R1(ε) and R2(ε) produces a better
estimates on λ2(B) − λ2(Ω), see Lemma 5.6.39. Then we prove Lemmas
5.6.40 and 5.6.52, which give us suitable estimates on R1(ε) and R2(ε), fi-
nally providing (5.6.25).
Let us define the family of domains {Ωε}ε>0 as follows:
Ωε :=
{
x ∈ RN : x = 0 or |x| < 1 + εψ
(
x
|x|
)}
, (5.6.26)
where ψ is a function belonging to the following class
P :=
{
ψ ∈ C∞(∂B) :
∫
∂B
ψdσ =
∫
∂B
(a · x)ψdσ =
∫
∂B
(a · x)2ψdσ = 0
}
,
(5.6.27)
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Figure 5.2: Domains Ωε defined by (5.6.26) with ψ ∈ P.
for all a ∈ RN . (Note that the class P is non-empty, in fact all spherical
harmonics Hl of degree l ≥ 3 belong to this class, see Figure 5.2).
Under this choice of Ωε, the existence of constants r1, r2, c1, . . . , c4 satis-
fying inequalities (5.6.23) and (5.6.24) follow immediately from [16, Lemma
6.2]. Thus, we need only to prove (5.6.25).
Let λ2(Ωε) be the first positive eigenvalue of the Neumann problem
(5.6.1) on Ωε, and let uε be an associated eigenfunction normalized by
‖uε‖L2(Ωε) = 1, so that∫
Ωε
|D2uε|2 + τ |Duε|2 dx = λ2(Ωε). (5.6.28)
By standard elliptic regularity (see e.g., [47, §2.4.3]), since Ωε is of class C∞
by construction, we may take a sufficiently small ε0 > 0 so that uε ∈ C∞(Ωε)
for all ε ∈]0, ε0[. Moreover, for all k ∈ N, the sets Ωε are of class Ck uniformly
in ε ∈]0, ε0[, which means that there exist constants Hk > 0 which do not
depend on ε such that
‖uε‖Ck(Ωε) ≤ Hk. (5.6.29)
Now let u˜ε be a C
5 extension of uε to some open neighborhood A of B∪Ωε.
Then, there exists KA > 0 which does not depend on ε > 0 such that
‖u˜ε‖C5(A) ≤ KA‖uε‖C5(Ωε) ≤ KAH5. (5.6.30)
From the fact that
∫
Ωε
uε dx = 0 and |B \ Ωε|, |Ωε \ B| ∈ O(ε) as ε → 0, it
follows that the quantity δ := 1|B|
∫
B u˜ε dx satisfies
δ =
1
|B|
∫
B
u˜ε dx =
1
|B|
(∫
B\Ωε
u˜ε dx−
∫
Ωε\B
uε dx
)
≤ cε, (5.6.31)
where c > 0 does not depend on ε ∈]0, ε0[. Now we set
vε := u˜ε|B − δ. (5.6.32)
179
The function vε is of class C
5(B),
∫
B vε dx = 0 and satisfies
‖vε‖C5(B) ≤ K1 (5.6.33)
for some constant K1 > 0 independent of ε ∈]0, ε0[. Therefore, vε is a suit-
able trial function for the Rayleigh quotient of λ2(B) (see formula (6.1.13)).
Thus,
λ2(B) ≤
∫
B |D2vε|2 + τ |Dvε|2 dx∫
B vε
2 dx
. (5.6.34)
We now consider the quantity
∣∣∫
B v
2
ε − u˜2ε dx
∣∣. We have∣∣∣∣∫
B
v2ε − u˜2ε dx
∣∣∣∣ = ∣∣∣∣∫
B
δ2 − 2δu˜ε dx
∣∣∣∣ = ∣∣∣∣∫
B
δ(−vε − u˜ε) dx
∣∣∣∣ (5.6.35)
=
1
|B|
(∫
B
u˜ε dx
)2
≤ K2ε2,
where K2 > 0 is a positive constant independent of ε ∈]0, ε0[. Moreover, we
have that by (5.6.30) and (5.6.33),∣∣∣∣∣
∫
B\Ωε
v2ε − u˜2εdx
∣∣∣∣∣ ≤
∫
B\Ωε
|v2ε − u˜2ε|dx ≤ K3
∫
B\Ωε
|vε − u˜ε|dx (5.6.36)
= K3
|B \ Ωε|
|B|
∣∣∣∣∫
B
u˜ε dx
∣∣∣∣ ≤ kε2,
where K3, k > 0 are positive constants independent of ε ∈]0, ε0[. Therefore,
from (5.6.28), (5.6.34), (5.6.35), and (5.6.36), it follows that
λ2(B) ≤
∫
B∩Ωε |D2uε|2 + τ |Duε|2dx+
∫
B\Ωε |D2vε|2 + τ |Dvε|2 dx∫
B u˜
2
εdx−K2ε2
(5.6.37)
≤
λ2(Ωε) +
∫
B\Ωε |D2vε|2 + τ |Dvε|2dx−
∫
Ωε\B |D2uε|2 + τ |Duε|2 dx
1 +
∫
B\Ωε v
2
εdx−
∫
Ωε\B u
2
εdx− (k +K2)ε2
.
We introduce now the two error terms R1(ε) and R2(ε) defined by
R1(ε) :=
∫
B\Ωε
|D2vε|2 + τ |Dvε|2dx−
∫
Ωε\B
|D2uε|2 + τ |Duε|2 dx
and
R2(ε) :=
∫
B\Ωε
v2εdx−
∫
Ωε\B
u2εdx.
Then inequality (5.6.37) can be rewritten as
λ2(B) ≤ λ2(Ωε) +R1(ε)
1 +R2(ε)−K4ε2 , (5.6.38)
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where K4 = k+K2. From the uniform estimates (5.6.29) and (5.6.33) on uε
and vε, it easily follows that R1, R2 ∈ O(ε) as ε → 0, which together with
(5.6.38) immediately yields λ2(B) ≤ λ2(Ωε) + Cε for some constant C > 0
which does not depend on ε ∈]0, ε0[ (taking ε0 > 0 smaller if necessary).
We observe that, due to the close relation of R1(ε) and R2(ε) with the
difference λ2(B)− λ2(Ωε), a better estimate for R1(ε) and R2(ε) provides a
better estimate for λ2(B) − λ2(Ωε). More precisely, we have the following
lemma.
Lemma 5.6.39. Let K4 be as in (5.6.38). Let ω : [0, 1] → [0,+∞[ be a
continuous function such that t
2
K4
≤ ω(t) ≤ K4t. If there exists a constant
C > 0 such that |R1(ε)| ≤ Cω(ε) and |R2(ε)| ≤ Cω(ε), then there exists a
constant C ′ > 0 such that
λ2(B) ≤ λ2(Ωε) + C ′ω(ε)
for every sufficient small ε > 0.
Proof. We refer to [17, Lemma 6.2] for the proof (see also [16, Lemma 6.7]).
We also need the following:
Lemma 5.6.40. Let ω be a function as in Lemma 5.6.39, and let vε be as in
(5.6.32). Suppose that there exists C > 0 such that for all ε > 0 sufficiently
small we have |R1(ε)| ≤ Cω(ε) and |R2(ε)| ≤ Cω(ε). Then there exists an
eigenfunction ξε associated with λ2(B) such that
‖vε − ξε‖C3(B) ≤ C˜
√
ω(ε),
for some C˜ > 0 which does not depend on ε > 0.
Proof. Let {ξn}n≥1 be an orthonormal basis of L2(B) consisting of eigen-
functions of the Neumann biharmonic problem (5.6.1) for Ω = B, with ξ1
constant. Note then that by our normalization, we have∫
B
|D2ξn|2 + τ |Dξn|2 dx = λn(B) ∀n ∈ N.
We may now write vε =
∑+∞
n=1 an(ε)ξn. Note that a1(ε) ≡ 0 since vε has
zero integral mean over B and ξ1 is a constant. We have
+∞∑
n=2
an(ε)
2 − 1 = ‖vε‖2L2(B) − 1 =
∫
B
v2εdx−
∫
Ωε
u2εdx
=
∫
B
(v2ε − u˜2ε)dx−
∫
B\Ωε
(v2ε − u˜2ε)dx+R2(ε),
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and then by using (5.6.35), (5.6.36) we obtain∣∣∣∣∣
+∞∑
n=2
an(ε)
2 − 1
∣∣∣∣∣ ≤ K4ε2 + Cω(ε) ≤ C1ω(ε). (5.6.41)
We may now write
λ2(Ωε) =
∫
Ωε
|D2uε|2 + τ |Duε|2dx
=
∫
B
|D2vε|2 + τ |Dvε|2 dx+
∫
Ωε\B
|D2uε|2 + τ |Duε|2dx
−
∫
B\Ωε
|D2vε|2 + τ |Dvε|2 dx
=
+∞∑
n=2
an(ε)
2λn(B)−R1(ε).
From Lemma 5.6.39 it follows that
|λ2(B)− λ2(Ωε)| ≤ C ′ω(ε),
therefore∣∣∣∣∣
+∞∑
n=2
an(ε)
2λn(B)− λ2(B)
∣∣∣∣∣ = |λ2(Ωε) +R1(ε)− λ2(B)| ≤ C2ω(ε). (5.6.42)
By the symmetry of the ball, the first nonzero eigenvalue λ2(B) has multi-
plicity N , and so λ2(B) = λ3(B) = · · · = λN+1(B) < λN+2(B). Therefore
C2ω(ε) ≥
∣∣∣∣∣
N+1∑
n=2
an(ε)
2λ2(B) +
+∞∑
n=N+2
an(ε)
2λn(B)− λ2(B)
∣∣∣∣∣
=
∣∣∣∣∣λ2(B)
(
+∞∑
n=2
an(ε)
2 − 1
)
+
+∞∑
n=N+2
an(ε)
2 (λn(B)− λ2(B))
∣∣∣∣∣
≥ (λN+2(B)− λ2(B))
+∞∑
n=N+2
an(ε)
2 − λ2(B)C1ω(ε),
which yields
+∞∑
n=N+2
an(ε)
2 ≤ C3ω(ε), (5.6.43)
hence by (5.6.41) ∣∣∣∣∣
N+1∑
n=2
an(ε)
2 − 1
∣∣∣∣∣ ≤ C4ω(ε). (5.6.44)
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Revisiting (5.6.42), we see
C2ω(ε) ≥
∣∣∣∣∣
N+1∑
n=2
an(ε)
2λ2(B) +
+∞∑
n=N+2
an(ε)
2λn(B)− λ2(B)
∣∣∣∣∣
=
∣∣∣∣∣λ2(B)
(
N+1∑
n=2
an(ε)
2 − 1
)
+
+∞∑
n=N+2
an(ε)
2λn(B)
∣∣∣∣∣
≥ λ2(B)
(
N+1∑
n=2
an(ε)
2 − 1
)
+
+∞∑
n=N+2
an(ε)
2λn(B),
which, together with (5.6.43) and (5.6.44) yields
+∞∑
n=N+2
an(ε)
2λn(B) ≤ C2ω(ε)− λ2(B)
(
N+1∑
n=2
an(ε)
2 − 1
)
≤ C5ω(ε).
(5.6.45)
Now set ϕ :=
∑N+1
n=2 an(ε)ξn = vε−
∑∞
n=N+2 an(ε)ξn and define the norm
‖ · ‖H2τ (B) by
‖h‖2H2τ (B) :=
∫
B
|D2h|2 + τ |Dh|2 + h2 dx, h ∈ H2(B).
This norm is equivalent to the standard H2(B) norm by coercivity of the
bilinear form.
We now estimate the quantity ‖vε − ϕ‖H2τ (B). We have
‖vε − ϕ‖2H2τ (B) =
∫
B
|D2(vε − ϕ)|2 + τ |D(vε − ϕ)|2 + (vε − ϕ)2dx
=
∫
B
+∞∑
n=N+2
an(ε)
2(|D2ξn|2 + τ |Dξn|2 + ξ2n)dx
=
+∞∑
n=N+2
an(ε)
2(1 + λn(B)) ≤ C6ω(ε), (5.6.46)
where the last inequality follows from (5.6.43) and (5.6.45). Thus the func-
tion vε is
√
ω(ε)-close to ϕ in the H2τ (B) norm.
Now we pass from the bound on the H2τ (B) norm to the bound on the
C3(B) norm. To do so, we use standard elliptic regularity estimates for the
biharmonic operator. We have that, in B ∩ Ωε,
∆2vε − τ∆vε = ∆2uε − τ∆uε = λ2(Ωε)uε = λ2(Ωε)(vε + δ).
Recall that δ ∈ O(ε) as ε→ 0 by (5.6.31). We set
fε := ∆
2vε − τ∆vε. (5.6.47)
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Note that in particular, fε = λ2(Ωε)(vε + δ) on B ∩ Ωε. Then defining the
functions g
(1)
ε and g
(2)
ε on ∂B by g
(1)
ε :=
∂2vε
∂ν2
and g
(2)
ε := τ
∂vε
∂ν −div∂B(D2vε ·
ν)− ∂∆vε∂ν , we see that the function vε uniquely solves the following problem:
∆2u− τ∆u = fε, in B,
∂2u
∂ν2
= g
(1)
ε , on ∂B,
τ ∂u∂ν − div∂B(D2u · ν)− ∂∆u∂ν = g
(2)
ε , on ∂B,∫
B udx = 0.
Now let f := λ2(B)ϕ. Then by definition the function ϕ is the unique
solution of 
∆2u− τ∆u = f, in B,
∂2u
∂ν2
= 0, on ∂B,
τ ∂u∂ν − div∂B(D2u · ν)− ∂∆u∂ν = 0, on ∂B,∫
B u dx = 0.
Finally, define the function w := vε − ϕ =
∑∞
n=N+2 an(ε)ξn, which is the
unique solution of
∆2w − τ∆w = fε − f, in B,
∂2w
∂ν2
= g
(1)
ε , on ∂B,
τ ∂w∂ν − div∂B(D2w · ν)− ∂∆w∂ν = g
(2)
ε , on ∂B,∫
B w dx = 0.
For every p > N we have (see e.g., [47, Theorem 2.20])
‖w‖W 4,p(B) ≤ C
(
‖fε − f‖Lp(B) + ‖g(1)ε ‖
W
2− 1p ,p(∂B)
+ ‖g(2)ε ‖
W
1− 1p ,p(∂B)
)
.
(5.6.48)
We consider separately the three summands in the right-hand side of (5.6.48).
We start from the first summand. Recall that for any x ∈ B ∩ Ωε we have
(see (5.6.47)) fε(x) = λ2(Ωε)(vε(x) + δ). Moreover, for any x ∈ B there
exists x˜ ∈ B ∩ Ωε such that |x− x˜| ≤ Cε. Therefore, from the regularity of
vε (see (5.6.33)), for x ∈ B we have, as ε→ 0,
fε(x) = ∆
2vε(x)− τ∆vε(x) = ∆2vε(x˜)− τ∆vε(x˜) +O(ε)
= λ2(Ωε)(vε(x˜) + δ) +O(ε) = λ2(Ωε)vε(x) +O(ε).
Thus, as ε→ 0, for all p > N , we have by Lemma 5.6.39 and by (5.6.46)
‖fε − f‖Lp(B) = ‖λ2(Ωε)vε − λ2(B)ϕ‖Lp(B) +O(ε) (5.6.49)
≤ |λ2(Ωε)− λ2(B)|‖vε‖Lp(B) + |λ2(B)|‖vε − ϕ‖Lp(B) +O(ε)
≤ C7ω(ε) + C8
√
ω(ε) +O(ε) ≤ C9
√
ω(ε).
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Now we consider the second summand in the right-hand side of (5.6.48).
From the fact that g
(1)
ε =
∂2vε
∂ν2
, the fact that vε is an extension of uε, the
regularity of both uε and vε (5.6.29), (5.6.33) and from the fact that
∂2uε
∂ν2
= 0
on ∂Ωε, we may conclude
‖g(1)ε ‖
W
2− 1p ,p(∂B)
≤ Cε. (5.6.50)
For the same reason, for the third summand in the right-hand side of (5.6.48)
we have
‖g2ε‖
W
2− 1p ,p(∂B)
≤ Cε. (5.6.51)
From (5.6.48) and the bounds (5.6.49), (5.6.50), and (5.6.51) on each
summand, it follows that for all p > N ,
‖vε − ϕ‖W 4,p(B) ≤ C10
√
ω(ε),
and thus, from the Sobolev embedding theorem,
‖vε − ϕ‖C3(B) ≤ C˜
√
ω(ε).
This concludes the proof of the lemma.
The next lemma gives us refined bounds on |R1(ε)| and |R2(ε)|.
Lemma 5.6.52. Let ω(t), vε be as in Lemma 5.6.39. Suppose that for all
ε > 0 small enough there exists an eigenfunction ξε associated with λ2(B)
such that
‖vε − ξε‖C3(B) ≤ C
√
ω(ε), (5.6.53)
for some C > 0 which does not depend on ε > 0. Then there exists C˜ > 0
which does not depend on ε such that |R1(ε)|, |R2(ε)| ≤ C˜ε
√
ω(ε).
Proof. It is convenient to use spherical coordinates (r, θ) ∈ R+ × ∂B in RN
and the corresponding change of variables x = φ(r, θ). We denote by D and
D˜ the sets D := ∂(Ωε \ B) ∩ ∂B and D˜ = ∂(B \ Ωε) ∩ ∂B. Observe ψ ≥ 0
on D and ψ ≤ 0 on D˜.
Thanks to the regularity of uε and u˜ε (see (5.6.30)), on Ωε \B we have
D2uε ◦ φ(1 + εψ, θ) = D2uε ◦ φ(1, θ) +O(ε),
Duε ◦ φ(1 + εψ, θ) = Duε ◦ φ(1, θ) +O(ε),
as ε → 0. Therefore, integrating with respect to the radius r and applying
our definition of vε (5.6.32), we see∫
Ωε\B
|D2uε|2 + τ |Duε|2dx = ε
∫
D
(∣∣D2uε∣∣2 + τ |Duε|2)ψdσ +O(ε2)
= ε
∫
D
(∣∣D2vε∣∣2 + τ |Dvε|2)ψdσ +O(ε2),
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as ε→ 0. Similarly,∫
B\Ωε
|D2vε|2 + τ |Dvε|2dx = −ε
∫
D˜
(∣∣D2vε∣∣2 + τ |Dvε|2)ψdσ +O(ε2),
as ε→ 0. From these and from hypothesis (5.6.53), we see
|R1(ε)| ≤ ε
∣∣∣∣∫
∂B
ψ
(∣∣D2vε∣∣2 + τ |Dvε|2) dσ∣∣∣∣+O(ε2)
≤ ε
∣∣∣∣∫
∂B
ψ
(∣∣D2ξε∣∣2 + τ |Dξε|2) dσ∣∣∣∣+ Cε√ω(ε) +O(ε2)
≤ C˜ε
√
ω(ε), (5.6.54)
as ε → 0, where in the last inequality we have used the following fact of
eigenfunctions of λ2(B):(∣∣D2ξε∣∣2 + τ |Dξε|2)∣∣∣
∂B
= (a · x)2, (5.6.55)
for some a ∈ RN (cf. (5.6.4)).
By following the very same scheme we can prove the analogue of (5.6.54)
for R2(ε). This concludes the proof of the lemma.
We can now proceed to complete the proof of Theorem 5.6.2.
Let ω0(ε) := |R1(ε)| + |R2(ε)|. This function is continuous in ε and,
moreover, has the property
ε2
K
≤ ω0(ε) ≤ Kε.
The first inequality follows from Theorem 5.6.6, while the second follows
from the fact that R1, R2 ∈ O(ε). By Lemma 5.6.40, it follows that there
exists an eigenfunction ξε of the Neumann problem (5.6.1) on B associated
with eigenvalue λ2(B) such that
‖vε − ξε‖C3(B) ≤ C
√
ω0(ε).
Now we apply Lemma 5.6.52, obtaining
ω0(ε) ≤ 2C˜ε
√
ω0(ε),
and therefore √
ω0(ε) =
|R1(ε)|+ |R2(ε)|√
ω0(ε)
≤ 2C˜ε.
From this it follows that ω0(ε) ≤ 4C˜2ε2, and hence both |R1(ε)|, |R2(ε)| ≤
4C˜2ε2. Finally, we apply Lemma 5.6.39 and obtain that
λ2(B) ≤ λ2(Ωε) + Cε2,
for a constant C > 0 which does not depend on ε ∈]0, ε0[. This concludes
the proof of Theorem 5.6.22.
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B
Ωϵ
Figure 5.3: The domain Ωε introduced in [17].
Remark 5.6.56. In [17], the authors provided an explicit construction of
a family {Ωε}ε in R2 suitable to show the sharpness of their inequality (see
Figure 5.3). This family turns out to be suitable to show also the sharpness
of inequalities (5.5.28) and (5.6.7). On the other hand, in [16] the authors
gave only sufficient conditions to generate a suitable family {Ωε}ε, which are
exactly those we apply in (5.6.27). We observe that the first two conditions,
namely ∫
∂B
ψdσ =
∫
∂B
a · xψdσ = 0, (5.6.57)
have a purely geometrical meaning, and are used to prove inequalities (5.6.23)
and (5.6.24) (cf. [16, Lemma 6.2]). In particular, the first one says that the
measure of Ωε is the same as the measure of B up to an error of order ε
2.
The second says that the baricenter of Ωε is the origin up to an error of
order ε2. This implies in particular that A(Ωε) is of order ε. The third con-
dition has instead a stricter relation with the problem, since any function ξ
belonging to the eigenspace associated with λ2(B) satisfies equality (5.6.55),
which is crucial in the proof of (5.6.25). This is due to the fact that it can be
factorized as a radial part times a spherical harmonic polynomial of degree
1. This also tells us that the correct conditions to impose are still (5.6.27)
when considering the Steklov problem. In particular, as pointed out in [16,
Remark 6.9], ellipsoids satisfy conditions (5.6.57), and hence inequalities
(5.6.23) and (5.6.24) hold, but miss the final condition, and therefore are
not a suitable family for this problem.
Remark 5.6.58. We note that λ2(B) has multiplicity N . Thus λ2(Ω) is not
differentiable at Ω = B. This implies that along some directions λ2(Ω) could
have a non-trivial super-differential. This is exactly what happens when
we consider the eigenvalues of nearly spherical ellipsoids (see Figure 5.4a).
In order to show that this does not happen for every direction, we build a
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family Ωε apporaching the ball such that the multiplicity of the eigenvalue is
preserved in a neighborhood of the ball. This is sufficient to ensure that along
such direction the eigenvalue is differentiable and therefore it converges with
the sharp exponent 2 (see Figure 5.4b). As already discussed, the conditions
given in (5.6.27) are sufficient to achieve the exponent 2 for the Fraenkel
asymmetry. The family of domains Ωε introduced in [17] (see Figure 5.3)
does not satisfy the second condition in (5.6.27) for all a ∈ RN , but the
eigenvalues converge with the sharp exponent 2. We also note that along
this direction the eigenvalue λ2(Ω) is not differentiable (see Figure 5.4c).
5.6.3 Sharpness of the Steklov inequality
In this subsection we prove the following result, that tells us that inequality
(5.5.28) is sharp. Due to the strong similarities between the two problems,
we shall maintain the same notation as in the previous subsection.
Theorem 5.6.59. Let B be the unit ball in RN centered at zero. There
exist a family {Ωε}ε>0 of smooth domains and positive constants c1, c2, c3, c4
and r1, r2, r3, r4, which do not depend on ε > 0 such that (5.6.23), (5.6.24)
and (5.6.25) hold for all ε ∈]0, ε0[, where λ2(Ω) denotes the first positive
eigenvalue of problem (5.0.1) with ρ ≡ 1.
To prove this theorem, we begin by defining the family {Ωε}ε>0 as in
(5.6.26). Thus it remains only to prove (5.6.25).
We recall the variational characterization of the first positive eigenvalue
of the Steklov problem (5.0.1) with ρ ≡ 1 on a domain Ω:
λ2(Ω) = inf
06=u∈H2(Ω)∫
∂Ω u dσ=0
∫
Ω |D2u|2 + τ |Du|2 dx∫
∂Ω u
2 dσ
. (5.6.60)
Let λ2(Ωε) be the first positive eigenvalue of the Steklov problem (5.0.1)
on Ωε, and let uε be an associated eigenfunction, normalized by∫
∂Ωε
u2εdx = 1.
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Then by (5.6.60), ∫
Ωε
|D2uε|2 + τ |∇uε|2dx = λ2(Ωε).
By standard elliptic regularity (see e.g., [47, §2.4.3]), since Ωε is of class C∞
by construction, we have that uε ∈ C∞(Ωε) for all ε ∈]0, ε0[. Moreover, for
all k ∈ N, the sets Ωε are of class Ck uniformly in ε ∈]0, ε0[, which means
that there exists a constant Hk > 0 independent of ε such that
‖uε‖Ck(Ωε) ≤ Hk.
Let now u˜ε be a C
5 extension of uε to an open neighborhood A of B ∪ Ωε.
Then, there exists KA > 0 which does not depend on ε > 0 such that
‖u˜ε‖C5(A) ≤ KA‖uε‖C5(Ωε) ≤ KAH5.
As in the Neumann case, take δ := 1|∂B|
∫
∂B u˜ε dσ to be the mean of u˜ε over
∂B. From the fact that
∫
∂Ωε
uεdx = 0 and |B \Ωε|, |Ωε \B| ∈ O(ε) as ε→ 0,
it follows that as as ε→ 0,
δ =
1
|∂B|
∫
∂B
u˜ε dσ ∈ O(ε).
(See also [16, formula (6.15)]). Now let us set
vε := u˜ε|B − δ (5.6.61)
This function is of class C5(B) and satisfies
∫
∂B vε dσ = 0 and
‖vε‖C5(B) ≤ K1
for a constant K1 > 0 independent of ε ∈]0, ε0[. Therefore, vε is a suitable
trial function for the Rayleigh quotient of λ2(B), and so
λ2(B) ≤
∫
B |D2vε|2 + τ |∇vε|2dx∫
∂B vε
2 dσ
.
On the other hand,∣∣∣∣∫
∂B
v2ε − u˜2ε dσ
∣∣∣∣ = ∣∣∣∣∫
∂B
δ2 − 2δu˜ε dσ
∣∣∣∣ ≤ K2ε2,
where K2 > 0 is a positive constant independent of ε ∈]0, ε0[. Therefore, we
may write
λ2(B) ≤ λ2(Ωε) +R1(ε)
1 +R2(ε)−K3ε2 ,
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where we have once again defined the error terms
R1(ε) :=
∫
B\Ωε
|D2vε|2 + τ |∇vε|2dx−
∫
Ωε\B
|D2uε|2 + τ |∇uε|2dx,
and
R2(ε) :=
∫
∂B
v2ε dσ −
∫
∂Ωε
u2ε dσ.
At this point, we note that the observations made in Subsection 5.6.2
remain valid here. Therefore, in order to conclude the proof of (5.6.25), we
need only the following lemmas, which are the analogues of Lemmas 5.6.39,
5.6.40 and 5.6.52 and which we recall here for the reader’s convenience.
Lemma 5.6.62. Let K3 be as in (5.6.3). Let ω : [0, 1] → [0,+∞[ be a
continuous function such that t
2
K3
≤ ω(t) ≤ K3t. If there exists a constant
C > 0 such that |R1(ε)| ≤ Cω(ε) and |R2(ε)| ≤ Cω(ε), then there exists a
constant C ′ > 0 such that
λ2(B) ≤ λ2(Ωε) + C ′ω(ε)
for every sufficient small ε > 0.
Proof. See [16, Lemma 6.7].
Lemma 5.6.63. Let ω be a function as in Lemma 5.6.62, and let vε be as in
(5.6.61). Suppose that there exists C > 0 such that for all ε > 0 sufficiently
small we have |R1(ε)| ≤ Cω(ε) and |R2(ε)| ≤ Cω(ε). Then there exists an
eigenfunction ξε associated with λ2(B) such that
‖vε − ξε‖C3(B) ≤ C˜
√
ω(ε),
for some C˜ > 0 which does not depend on ε > 0.
Proof. The proof is essentially identical to that of Lemma 5.6.40 and hence
the details are omitted.
Lemma 5.6.64. Let ω(t), vε be as in Lemma 5.6.62. Suppose that for all
ε > 0 small enough there exists an eigenfunction ξε associated with λ2(B)
such that
‖vε − ξε‖C3(B) ≤ C
√
ω(ε),
for some C > 0 which does not depend on ε > 0. Then there exists C˜ > 0
which does not depend on ε such that |R1(ε)|, |R2(ε)| ≤ C˜ε
√
ω(ε).
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Proof. Regarding the bound on R1, we refer to the proof of Lemma 5.6.52.
For R2, we refer to [16, Lemma 6.8], observing that if ξε is an eigenfunction
associated with λ2(B), then
div∂B(D
2ξε · ν) + ∂∆ξε
∂ν
= 0
on ∂B, and therefore the second boundary condition in (5.0.1) reads τ ∂ξε∂ν =
λ2(B)ξε.
Chapter 6
A few properties of the
eigenvalues of Neumann-type
problems
In this chapter we collect a number of results concerning the eigenvalues of
Neumann-type problems for the Laplace and biharmonic operators. This
chapter is divided in two sections where we consider two different prob-
lems. In Section 6.1 we discuss the eigenvalue problem for the biharmonic
operator subject to Neumann-type boundary conditions, with particular at-
tention to the dependence of the eigenvalues upon variations of the Poisson’s
ratio. In Section 6.2 we consider the eigenvalue problem for the Laplace and
biharmonic operators subject to Neumann boundary conditions on annuli,
and describe the behavior of the eigenvalues as the difference of the two
radii goes to zero. In particular, we obtain a counterexample to the domain
monotonicity of all the Neumann eigenvalues.
6.1 Neumann eigenvalues of the biharmonic oper-
ator
In this section we study the dependence of the eigenvalues of the biharmonic
operator subject to Neumann and Dirichlet boundary conditions upon per-
turbations of the Poisson’s ratio σ. In particular, we prove that the Neumann
eigenvalues are Lipschitz continuous with respect to σ ∈ [0, 1[ and that all
the Neumann eigenvalues go to zero as σ → 1−. Moreover, we show that the
Neumann problem defined by setting σ = 1 admits a sequence of positive
eigenvalues of finite multiplicity which are not limiting points of Neumann
eigenvalues with σ ∈ [0, 1[ as σ → 1−, and which coincide with the Dirichlet
eigenvalues of the Biharmonic operator.
Let Ω be a bounded domain in RN of class C4,α for some α ∈]0, 1[. Let
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σ ∈ [0, 1[. We consider the following Neumann problem for the biharmonic
operator with Poisson’s ratio σ ∈ [0, 1[
∆2u = λu, in Ω,
(1− σ)∂2u
∂ν2
+ σ∆u = 0, on ∂Ω,
∂∆u
∂ν + (1− σ)div∂Ω
(
D2u · ν)
∂Ω
= 0, on ∂Ω,
(6.1.1)
in the unknowns u (the eigenfunction) and λ (the eigenvalue). For N = 2
this problem is related to the study of the transverse vibrations of a thin
plate with a free edge and which occupies at rest a planar region of shape
Ω ⊂ R2. The coefficient σ represents the Poisson’s ratio of the material
the plate is made of. We refer e.g., to [31] for more details on the physical
interpretation of problem (6.1.1) and on the Poisson’s ratio σ. We also
mention the paper [39], where the author studies the dependence of the
vibrational modes of a plate subject to homogeneous boundary conditions
upon the Poisson’s ratio σ ∈ ]0, 12[, providing also a perturbation formula
for the frequencies as functions of the Poisson’s coefficient.
We recall that problem (6.1.1) admits an infinite sequence of non-negative
eigenvalues of finite multiplicity which depend on σ ∈ [0, 1[ and which we
denote here by
0 = λ1(σ) = λ2(σ) = · · · = λN+1(σ) < λN+2(σ) ≤ · · · ≤ λj(σ) ≤ · · · .
We note that λ = 0 is an eigenvalue of (6.1.1) of multiplicity N + 1, and a
set of linearly independent eigenfunctions associated with λ = 0 is given by
{1, x1, ..., xN}.
If we set σ = 1, problem (6.1.1) reads
∆2u = λu, in Ω,
∆u = 0, on ∂Ω,
∂∆u
∂ν = 0, on ∂Ω.
(6.1.2)
We note that the differential operator associated with problem (6.1.2) is
not a Fredholm operator. Indeed all the harmonic functions in Ω are eigen-
functions corresponding to the eigenvalue λ = 0, hence the kernel of the
associated operator is infinite dimensional. We also note that the boundary
conditions in (6.1.2) do not satisfy the so-called ‘complementing conditions’
(see [2, §10] and [47] for details), which are necessary conditions for the well-
posedness of a differential problem. Nevertheless, problem (6.1.2) admits a
countable number of positive eigenvalues of finite multiplicity diverging to
+∞, which we denote here by
0 < λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · · ,
see Theorem 6.1.11 below.
We show that λj(σ) → 0 as σ → 1− for all j ∈ N. Thus, the positive
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eigenvalues of problem (6.1.2) are not limiting points for the eigenvalues of
problem (6.1.1) as σ → 1−. Moreover, we show that the positive eigenvalues
λj of problem (6.1.2) coincide with the eigenvalues of the Dirichlet problem
for the biharmonic operator, namely problem
∆2w = µw, in Ω,
w = 0, on ∂Ω,
∂w
∂ν = 0, on ∂Ω.
(6.1.3)
We recall that the eigenvalues of (6.1.3) form an increasing sequence of
positive eigenvalues of finite multiplicity diverging to +∞, which we denote
here by
0 < µ1 ≤ µ2 ≤ · · · ≤ µj ≤ · · · . (6.1.4)
6.1.1 Eigenvalues of Neumann and Dirichlet problems
We consider problems (6.1.1), (6.1.2) and (6.1.3) in their weak formulation.
The weak formulation of problem (6.1.1) when σ ∈ [0, 1[ is∫
Ω
(1− σ)D2u : D2ϕ+ σ∆u∆ϕdx = λ
∫
Ω
uϕdx , (6.1.5)
for all ϕ ∈ H2(Ω), in the unknowns u ∈ H2(Ω), λ ∈ R, where we recall that
D2u : D2ϕ =
∑N
i,j=1
∂2u
∂xi∂xj
∂2ϕ
∂xi∂xj
denotes the Frobenius product.
Actually we will recast problem (6.1.5) in H2(Ω)/N , where N ⊂ H2(Ω) is
the subspace of H2(Ω) generated by the functions {1, x1, ..., xN}. To do so,
we set
H2N (Ω) :=
{
u ∈ H2(Ω) :
∫
Ω
udx =
∫
Ω
∂u
∂xi
dx = 0 ,∀i = 1, ..., N
}
.
In the sequel we will think of the space H2N (Ω) as endowed with the bilinear
form given by the left-hand side of (6.1.5). From the fact that |D2u|2 ≥
1
N (∆u)
2 for all u ∈ H2(Ω) and from the Poincare´-Wirtinger inequality, it
follows that such bilinear form defines on H2N (Ω) a scalar product whose
induced norm is equivalent to the standard one. We denote by piN the map
from H2(Ω) to H2N (Ω) defined by
piN [u] := u− 1|Ω|
∫
Ω
u+
1
|Ω|2
N∑
i=1
(∫
Ω
∂u
∂xi
dx
)(∫
Ω
xidx
)
− 1|Ω|
N∑
i=1
(∫
Ω
∂u
∂xi
dx
)
xi,
for all u ∈ H2(Ω). We denote by pi]N the map from H2(Ω)/N onto H2N (Ω)
defined by the equality piN = pi
]
N ◦ p, where p is the canonical projection of
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H2(Ω) onto H2(Ω)/N . The map pi]N turns out to be a homeomorphism. Let
F (Ω) be defined by F (Ω) :=
{
G ∈ H2(Ω)′ : G[1] = G[xi] = 0 , ∀i = 1, .., N
}
.
Then we consider the operator Pσ as an operator from H2N (Ω) to F (Ω) de-
fined by
Pσ[u][ϕ] :=
∫
Ω
(1− σ)D2u : D2ϕ+ σ∆u∆ϕdx , ∀u ∈ H2N (Ω), ϕ ∈ H2(Ω).
It turns out that Pσ is a homeomorphism of H2N (Ω) onto F (Ω). We denote
by J the continuous embedding of L2(Ω) into H2(Ω)′ defined by
J [u][ϕ] :=
∫
Ω
uϕdx , ∀u ∈ L2(Ω), ϕ ∈ H2(Ω).
Finally, we define the operator Tσ acting on H
2(Ω)/N as follows:
Tσ = (pi
]
N )
(−1) ◦ P(−1)σ ◦ J ◦ i ◦ pi]N ,
where i denotes the embedding of H2(Ω) into L2(Ω).
Lemma 6.1.6. The pair (λ, u) of the set (R\{0})× (H2N (Ω)\{0}) satisfies
(6.1.5) if and only if λ > 0 and the pair (λ−1, p[u]) of the set R×(H2(Ω)/N \
{0}) satisfies the equation
λ−1p[u] = Tσp[u].
We have the following theorem.
Theorem 6.1.7. The operator Tσ is a non-negative compact self-adjoint
operator in H2(Ω)/N , whose eigenvalues coincide with the reciprocals of the
positive eigenvalues of problem (6.1.5). In particular, the set of eigenval-
ues of problem (6.1.5) is contained in [0,+∞[ and consists of the image
of a sequence increasing to +∞ and each eigenvalue has finite multiplicity.
Moreover, the first eigenvalue is λ = 0 and has multiplicity N + 1, and a
set of linearly independent eigenfunctions corresponding to λ = 0 is given
by {1, x1, ..., xN}.
Proof. It is easy to prove that the operator Tσ is self-adjoint. The compact-
ness of the operator Tσ follows from the compactness of the embedding i.
The last statement is straightforward.
In an analogous way it is possible to show that the eigenvalues of (6.1.3)
are positive and of finite multiplicity. In fact, the weak formulation of prob-
lem (6.1.3) reads: find (u, λ) ∈ H20 (Ω) × R such that u solves equation∫
Ω ∆u∆ϕdx = λ
∫
Ω uϕdx for all ϕ ∈ H20 (Ω). We note that this this is equiv-
alent to find (u, λ) ∈ H20 (Ω) × R such that equation (6.1.5) holds for all
ϕ ∈ H20 (Ω). From the Poincare´ inequality it follows that the bilinear form
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given by the right-hand side of (6.1.5) defines on H20 (Ω) a scalar product
whose induced norm is equivalent to the standard one. Therefore the ana-
logue of Theorem 6.1.7 holds. Thus, the eigenvalues of problem (6.1.3) are
positive and can be represented by means of an infinite sequence diverging
to +∞ of the form (6.1.4), and the corresponding eigenfunctions form a
orthonormal basis of H20 (Ω).
Finally, we show that problem (6.1.2) admits an infinite sequence of
positive eigenvalues. We have already observed that all harmonic functions
in H2(Ω) are eigenfunctions corresponding to the eigenvalue λ = 0. We
start by recalling the following direct decomposition of the space H2(Ω) via
the biharmonic operator (see [15, Theorem 4.7] for details):
H2(Ω) = H2h(Ω)⊕∆(H4(Ω) ∩H20 (Ω)), (6.1.8)
where H2h(Ω) :=
{
u ∈ H2(Ω) : ∆u = 0} is the space of harmonic functions
in H2(Ω). The fact that the sum is direct follows since if f ∈ H2h(Ω) and
u ∈ H4(Ω) ∩H20 (Ω) with ∆u = f , then∫
Ω
(∆u)2dx =
∫
Ω
∆ufdx
=
∫
Ω
∆fudx+
∫
∂Ω
f
∂u
∂ν
dσ −
∫
∂Ω
∂f
∂ν
udσ
=
∫
Ω
∆fudx = 0,
thus ∆u = 0 and then f = 0.
In order to characterize the positive eigenvalues of problem (6.1.2) and
to get rid of the harmonic functions which are the eigenfunctions associated
with the eigenvalue λ = 0, we will obtain a problem in ∆(H4(Ω) ∩H20 (Ω)).
Thus, we consider the following weak formulation of problem (6.1.2) for
λ 6= 0. (In the case λ = 0, the solution of (6.1.2) are exactly the harmonic
functions in H2(Ω).)∫
Ω
∆2u∆2ϕdx = λ
∫
Ω
∆u∆ϕ , ∀u, ϕ ∈ H4(Ω) ∩H20 (Ω), (6.1.9)
in the unknowns u ∈ H4(Ω) ∩ H20 (Ω), λ ∈ R. In fact, assume we have a
solution u ∈ H4(Ω) to (6.1.2). For any ϕ ∈ H2(Ω) we have
λ
∫
Ω
uϕdx =
∫
Ω
∆2uϕdx
=
∫
Ω
∆u∆ϕdx+
∫
∂Ω
∂∆u
∂ν
ϕdσ −
∫
∂Ω
∆u
∂ϕ
∂ν
dσ
=
∫
Ω
∆u∆ϕdx.
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Thus ∫
Ω
∆u∆ϕdx = λ
∫
Ω
uϕdx. (6.1.10)
By (6.1.8) we have that
ϕ = ϕh + ∆ψ,
where ϕh ∈ H2(Ω) is harmonic and ψ ∈ H4(Ω) ∩H20 (Ω). Thus∫
Ω
∆u
(
∆ϕh + ∆
2ψ
)
dx = λ
∫
Ω
u (ϕh + ∆ψ) .
Now if λ 6= 0, then by (6.1.10) we have
0 =
∫
Ω
∆u∆ϕhdx = λ
∫
Ω
uϕh,
then
∫
Ω uϕhdx = 0. Hence∫
Ω
∆u∆2ψdx = λ
∫
Ω
u∆ψdx.
Similarly, u = uh + ∆v, where uh ∈ H2(Ω) is harmonic and v ∈ H4(Ω) ∩
H20 (Ω). Thus∫
Ω
∆ (uh + ∆v) ∆
2ψdx = λ
∫
Ω
(uh + ∆v) ∆ψdx
= λ
∫
Ω
∆v∆ψdx+ λ
∫
Ω
∆uhψdx+
∫
∂Ω
uh
∂ψ
∂ν
dσ −
∫
∂Ω
∂uh
∂ν
ψdσ
= λ
∫
Ω
∆v∆ψdx.
We note that there exists a constant C > 0 such that
∫
Ω ∆
2u∆2ϕdx ≤
C‖u‖H4(Ω)‖ϕ‖H4(Ω) and ‖u‖H4(Ω) ≤ C‖∆2u‖L2(Ω) for all u, ϕ ∈ H4(Ω) ∩
H20 (Ω) (the second inequality follows from standard elliptic regularity for
the Dirichlet problem for the biharmonic operator and from the regularity
assumptions of Ω, see [47, Theorem 2.20] for details). Therefore, the bilinear
form given by the left-hand side of (6.1.9) defines on H4(Ω)∩H20 (Ω) a scalar
product whose induced norm is equivalent to the standard norm of H4(Ω).
Thus, the analogue of Theorem 6.1.7 holds.
Theorem 6.1.11. The set of eigenvalues of problem (6.1.2) is contained in
[0,+∞[. The eigenspace corresponding to the eigenvalue λ = 0 has infinite
dimension and all harmonic functions in H2(Ω) are eigenfunctions associ-
ated with λ = 0. Moreover, the set of positive eigenvalues consists of the
image of a sequence increasing to +∞. Each positive eigenvalue has finite
multiplicity and the corresponding eigenfunctions form a orthonormal basis
of H4(Ω) ∩H20 (Ω).
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6.1.2 Dependence of the Neumann eigenvalues upon the Pois-
son’s ratio
In the first part of this subsection we consider the behavior of the eigen-
values of problem (6.1.1) as σ → 1−. In the second part, we show that
the positive eigenvalues of problem (6.1.2) and the eigenvalues of problem
(6.1.3) coincide. We start by proving the following lemma.
Lemma 6.1.12. The function which maps σ ∈ [0, 1[ to λj(σ) is Lipschitz
continuous.
Proof. We recall that for each σ ∈ [0, 1[ we have the following formula for
λj(σ)
λj(σ) = inf
E≤H2(Ω)
dimE=j
sup
06=u∈E
∫
Ω(1− σ)|D2u|2 + σ(∆u)2dx∫
Ω u
2dx
. (6.1.13)
Therefore, for each σ1, σ2 ∈ [0, 1[ and u ∈ H2(Ω) we have∣∣∣∣
∫
Ω(1− σ1)|D2u|2 + σ1(∆u)2dx∫
Ω u
2dx
−
∫
Ω(1− σ2)|D2u|2 + σ2(∆u)2dx∫
Ω u
2dx
∣∣∣∣
≤ |σ1 − σ2|
∫
Ω |D2u|2 + (∆u)2dx∫
Ω u
2dx
≤ (1 +N)|σ1 − σ2|
∫
Ω |D2u|2dx∫
Ω u
2dx
, (6.1.14)
then taking the infimum and the supremum in (6.1.14) yields
|λj(σ1)− λj(σ2)| ≤ (1 +N)λj(0)|σ1 − σ2|.
Then the function λj(σ) is Lipschitz in [0, 1[.
Remark 6.1.15. From Lemma 6.1.12 it follows that, since λj(σ) is Lips-
chitz on [0, 1[, then it is uniformly continuous in the whole of [0, 1]. Hence,
for all j ∈ N, there exist λj ∈ R such that limσ→1− λj(σ) = λj.
In the next theorem we show that limσ→1− λj(σ) = 0 for all j ∈ N.
Theorem 6.1.16. For all j ∈ N it holds limσ→1− λj(σ) = 0.
Proof. We recall that the space H2h(Ω) is closed in H
2(Ω) and therefore
it is a Hilbert space, endowed with the standard scalar product of H2(Ω).
Let {ui}∞i=1 be a set of linearly independent functions in H2h(Ω) such that∫
Ω uiuk = δik for all i, k ∈ N. Then, from (6.1.13) we have that for all j ∈ N
it holds
λj(σ) ≤ max
c1,...,cj∈R
(1− σ) ∫Ω ∣∣∣∑ji=1 ciD2ui∣∣∣2 dx∫
Ω
(∑j
i=1 ciui
)2
dx
,
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where we have chosen as j-dimensional space E in (6.1.13) the space gener-
ated by {u1, ..., uj}. Then we have
max
c1,...,cj∈R
(1− σ) ∫Ω ∣∣∣∑ji=1 ciD2ui∣∣∣2 dx∫
Ω
(∑j
i=1 ciui
)2
dx
≤ max
c1,...,cj∈R
j(1− σ)
∑j
i=1 c
2
i
∫
Ω |D2ui|2dx∑j
i=1 c
2
i
≤ j(1− σ) max
i=1,...,j
∫
Ω
|D2ui|2dx,
and therefore limσ→1− λj(σ) = 0 for all j ∈ N.
Thus, the positive eigenvalues of problem (6.1.2) are not limiting points
for the eigenvalues of problem (6.1.1) as σ → 1−.
Now we consider problems (6.1.2) and (6.1.3). We note that, under the
assumptions that Ω is of class C4,α, we have that the eigenfunctions w of
problem (6.1.3) are of class C4,α(Ω) (see [47, Theorem 2.20]). We have the
following theorem.
Theorem 6.1.17. All the positive eigenvalues of problem (6.1.2) coincide
with the eigenvalues of problem (6.1.3).
Proof. Let µ be an eigenvalue of problem (6.1.3) and let w ∈ H20 (Ω) be an
eigenfunction associated with µ . Let v0 ∈ H2(Ω) ∩ H10 (Ω) be the unique
solution of {
∆v0 = w, in Ω,
v0 = 0, on ∂Ω.
We set vh = v0 +h for some harmonic function h ∈ H2(Ω). Now we consider
the following problem: find a harmonic function h such that
∆2vh = µvh, in Ω,
∆vh = 0, on ∂Ω,
∂∆vh
∂ν = 0, on ∂Ω.
Clearly ∆vh|∂Ω =
∂∆vh
∂ν |∂Ω = 0 for all harmonic functions h. As for the
differential equation, we have ∆2(v0 +h) = µ(v0 +h) if and only if ∆(∆v0 +
∆h) = µ(v0 + h), that is ∆w = µ(v0 + h) and therefore h =
∆w
µ − v0,
which is clearly harmonic and belongs to H2(Ω). Therefore each eigenvalue
µ of problem (6.1.3) is an eigenvalue of problem (6.1.2) and a corresponding
eigenfunction is given by v = ∆wµ . On the other hand, suppose that λ >
0 is an eigenvalue of problem (6.1.2) and let u ∈ H4(Ω) ∩ H20 (Ω) be a
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corresponding eigenfunction. Then, the function w = ∆u is in H20 (Ω) and
solves 
∆2w = λw, in Ω,
w = 0, on ∂Ω,
∂w
∂ν = 0, on ∂Ω,
therefore, λ is an eigenvalue of problem (6.1.3) with corresponding eigen-
function ∆v.
6.1.3 Neumann and Dirichlet eigenvalues in the case of the
unit ball
In this section we consider problems (6.1.1), (6.1.2) and (6.1.3) when Ω = B
is the unit ball in RN centered at zero. In this case it is possible to perform
explicit computations which allow to recast the eigenvalue problems (6.1.1),
(6.1.2) and (6.1.3) into suitable equations of the form F (λ) = 0 and then
gather informations on the behavior of the eigenvalues.
It is convenient to use the standard spherical coordinates (r, θ) ∈ R+ ×
∂B. Recall that by Hl(θ) we denote a spherical harmonic of order l ∈ N0.
We also recall that for each l ∈ N0, Hl is a solution of the equation −∆SHl =
l(l +N − 2)Hl.
As customary, for l ∈ N0, we denote by jl and il the ultraspherical and
modified ultraspherical Bessel functions of the first species and order l re-
spectively.
We consider first problem (6.1.3) on B. We have the following lemma.
Lemma 6.1.18. Given an eigenvalue µ of problem (6.1.3) on B, a cor-
responding eigenfunction w is of the form w(r, θ) = Wl(r)Hl(θ), for some
l ∈ N0, where
Wl(r) = αjl( 4
√
µr) + βil( 4
√
µr), (6.1.19)
for suitable α, β ∈ R.
We refer e.g., to [29] for the proof of Lemma 6.1.18. We establish now
an implicit characterization of the eigenvalues of problem (6.1.3) on B.
Lemma 6.1.20. The eigenvalues µ of problem (6.1.3) on B are given im-
plicitly as zeroes of the equation
jl( 4
√
µ)i′l( 4
√
µ)− il( 4√µ)j′l( 4
√
µ) = 0. (6.1.21)
Proof. By Lemma 6.1.18, an eigenfunction w associated with an eigenvalue
µ is of the form w(r, θ) = Wl(r)Hl(θ), where Wl(r) is given by (6.1.19). We
recall that in spherical coordinates the Dirichlet boundary conditions are
written as
w|r=1 = ∂rw|r=1 = 0.
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By imposing such boundary conditions to w(r, θ) we obtain the following
homogeneous system of two equations in two unknowns α and β{
αjl( 4
√
µ) + βil( 4
√
µ) = 0,
αj′l( 4
√
µ) + βi′l( 4
√
µ) = 0,
which has solutions if and only if its determinant vanishes. This yields
formula (6.1.21).
Now we consider problem (6.1.1) on B. We have the following lemma
(see e.g., [28] for the proof).
Lemma 6.1.22. Given an eigenvalue λ of problem (6.1.1) with σ ∈ [0, 1]
on B, a corresponding eigenfunction u is of the form u(r, θ) = Ul(r)Hl(θ),
for some l ∈ N0, where
Ul(r) = αjl(
4
√
λr) + βil(
4
√
λr), (6.1.23)
for suitable α, β ∈ R.
We have the following lemma on the eigenvalues of problem (6.1.1) on
B.
Lemma 6.1.24. The eigenvalues λ of problem (6.1.1) with σ ∈ [0, 1] on B
are given implicitly as zeroes of the equation
detM(λ, σ) = 0, (6.1.25)
where M(λ, σ) is the 2× 2 matrix defined by

√
λj′′l (
4
√
λ)
√
λi′′l (
4
√
λ)
+(N − 1) 4√λσj′l( 4
√
λ) +(N − 1) 4√λσi′l( 4
√
λ)
−l(l +N − 2)σjl( 4
√
λ) −l(l +N − 2)σil( 4
√
λ)
4
√
λ3j′′′l (
4
√
λ) + (N − 1)√λj′′l ( 4
√
λ)
4
√
λ3i′′′l (
4
√
λ) + (N − 1)√λi′′l ( 4
√
λ)
+
4
√
λ (1−N + l(σ − 2)(N + l − 2)) j′l( 4
√
λ) +
4
√
λ (1−N + l(σ − 2)(N + l − 2)) i′l( 4
√
λ)
−l(l +N − 2)(σ − 3)jl( 4
√
λ) −l(l +N − 2)(σ − 3)il( 4
√
λ)

(6.1.26)
Proof. By Lemma 6.1.22, an eigenfunction u associated with an eigenvalue
λ is of the form u(r, θ) = Ul(r)Hl(θ), where Ul(r) is given by (6.1.23). We
recall that in spherical coordinates the Neumann boundary conditions are
written as {
(1− σ)∂2rru+ σ∆u|r=1 = 0,
∂r(∆u) + (1− σ) 1r2 ∆S
(
∂ru− ur
)
|r=1 = 0,
see [28] for details. By imposing boundary conditions to the function u
we obtain a system of two equations in two unknowns α and β, and the
associated matrix is given by (6.1.26). Thus the eigenvalues must solve
equation (6.1.25).
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We give now an alternative proof of Theorem 6.1.17 when Ω = B is the
unit ball in RN centered at zero based on the explicit representations of the
eigenvalues discussed in this section. We have the following theorem.
Theorem 6.1.27. Equations detM(λ, 1) = 0 and (6.1.21) admit the same
non-zero solutions.
Proof. We consider (6.1.26) with σ = 1. Let λ > 0 be a solution of
detM(λ, 1) = 0. We compute F (λ) = detM(λ, 1). We have
F (λ) = − 4
√
λl(l − 1)(N + l − 2)(N + l − 1)
(
jl(
4
√
λ)i′l(
4
√
λ)− il( 4
√
λ)j′l(
4
√
λ)
)
+
√
λl(N + 1)(l +N − 2)
(
jl(
4
√
λ)i′′l (
4
√
λ)− il( 4
√
λ)j′′l (
4
√
λ)
)
− λ3/4(N(N − 1) + l(N + l − 2))
(
j′l(
4
√
λ)i′′l (
4
√
λ)− i′l( 4
√
λ)j′′l (
4
√
λ)
)
+ λ3/4l(l +N − 2)(jl( 4
√
λ)i′′′l (
4
√
λ)− il( 4
√
λ)j′′′l (
4
√
λ))
− λ(N − 1)
(
j′l(
4
√
λ)i′′′l (
4
√
λ)− i′l( 4
√
λ)j′′′l (
4
√
λ)
)
+ λ5/4
(
j′′l (
4
√
λ)i′′′l (
4
√
λ)− i′′l ( 4
√
λ)j′′′l (
4
√
λ)
)
. (6.1.28)
We recall the well-known recurrence formulas for Bessel functions and their
derivatives (see [1, 9.1.27 and 9.6.26])
Jν−1(z) + Jν+1(z) = 2νz Jν(z), Iν−1(z)− Iν+1(z) = 2νz Jν(z),
Jν−1(z)− Jν+1(z) = 2J ′ν(z), Iν−1(z) + Iν+1(z) = 2I ′ν(z),
J ′ν(z) = Jν−1(z)− νzJν(z), I ′ν(z) = Iν−1(z)− νz Iν(z),
J ′ν(z) = −Jν+1(z) + νzJν(z), I ′ν(z) = Iν+1(z) + νz Iν(z).
(6.1.29)
We set C±l (z) = IN
2
+l(z)JN
2
−1+l(z)± IN
2
−1+l(z)JN
2
+l(z). We use (6.1.29) to
get
jl(z)i
′
l(z)− il(z)j′l(z) = z2−NC+l (z), (6.1.30)
jl(z)i
′′
l (z)− il(z)j′′l (z) = z1−N
(
2zIN
2
−1+l(z)JN
2
−1+l(z)
−(N − 1)C+l (z)
)
, (6.1.31)
j′l(z)i
′′
l (z)− i′l(z)j′′l (z) = z−N
(
z2C−l (z) + 2lzIN
2
−1+l(z)JN
2
−1+l(z)
−l(l +N − 2)C+l (z)
)
, (6.1.32)
jl(z)i
′′′
l (z)− il(z)j′′′l (z) = z−N
(
z2C−l (z) + 2(1−N + l)zIN
2
−1+l(z)JN
2
−1+l(z)
+(N(N − 1) + l(l +N − 2))C+l (z)
)
, (6.1.33)
j′l(z)i
′′′
l (z)− i′l(z)j′′′l (z) = z−1−N
(
−2z3IN
2
+l(z)JN
2
+l(z) + (1−N + 2l)z2C−l (z)
+2l(1−N + l)zIN
2
−1+l(z)JN
2
−1+l(z)
+l(l +N − 2)(N + 1)C+l (z)
)
, (6.1.34)
j′′l (z)i
′′′
l (z)− i′′l (z)j′′′l (z) = z−2−N
(
−z4C+l (z) + 2(N − 1)z3IN
2
+l(z)JN
2
+l(z)
−(N + 1)(2l + 1)z2C−l (z)
−2(N − 3)(l − 1)lzIN
2
−1+l(z)JN
2
−1+l(z)
+l(l − 1)(l +N − 2)(l +N − 1)C+l (z)
)
. (6.1.35)
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Thanks to (6.1.30)-(6.1.35), expression (6.1.28) simplifies to
F (λ) = λ5/4
(
jl(
4
√
λ)i′l(
4
√
λ)− il( 4
√
λ)j′l(
4
√
λ)
)
. (6.1.36)
Therefore by comparing (6.1.36) with (6.1.21) we see that the non-zero eigen-
values of problem (6.1.2) and the eigenvalues of problem (6.1.3) on the unit
ball coincide.
Remark 6.1.37. From Theorem 6.1.16 it follows that all the eigenvalues
λj(σ) → 0 as σ → 1−. This means that there are infinitely many branches
of solutions σ 7→ λ(σ) of equation (6.1.25) such that λ(σ) → 0 as σ → 1−.
Theorem 6.1.27 shows that there are also infinitely many branches σ 7→ λ(σ)
such that λ(σ)→ µ as σ → 1−, for some solution µ > 0 to equation (6.1.21)
(see Figure 6.1).
0.0 0.2 0.4 0.6 0.8 1.0
0
100
200
300
400
500
Figure 6.1: Solution branches of equation (6.1.25) with N = 2 for (σ, λ) ∈
]0, 1[×]0, 500[ . The color refers to the choice of l in (6.1.25): blue (l = 0),
red (l = 1), green (l = 2), orange (l = 3), purple (l = 4), pink (l = 5), cyan
(l = 6), yellow (l = 7), magenta (l = 8), brown (l = 9).
6.2 Neumann eigenvalues on annuli
In this section we consider the behavior of the Neumann eigenvalues both
for the Laplace and the biharmonic operator on the annulus of radii 1 − ε
and 1, for ε ∈]− ε0, 0[∪]0, ε0[, for a suitable ε0 > 0 small.
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We mention the paper [89], where the authors consider the Neumann
Laplacian on the annulus of radii 1− ε and 1 and prove that for N = 2 the
first positive eigenvalue converges to 1 as ε→ 0 and it is an increasing func-
tion of ε for ε ∈]− ε0, ε0[, for a suitable ε0 > 0. As a bypass product, they
obtain a counterexaple of the domain monotonicity for the first Neumann
eigenvalue of the Laplace operator. The proof of the results in [89] relies on
the use of the variational characterization of the first Neumann eigenvalue
and on estimates for the derivatives of the eigenvalues of suitable Sturm-
Liouville problems. In this section we consider the explicit characterization
of all the eigenvalues in terms of zeros of suitable combinations of Bessel’s
functions, as well as suitable Taylor’s expansions of such functions and es-
timates for the correspondig remainders. This technique allows to consider
all eigenvalues with arbitrary indexes and multiplicity, and can be used also
for the corresponding problem for the biharmonic operator.
Let ε ∈]−∞, 0[∪]0, 1[ and let Aε ⊂ RN be the set defined by
Aε =
{
x ∈ RN : 1− ε < |x| < 1, if ε ∈]0, 1[,
x ∈ RN : 1 < |x| < 1− ε, if ε ∈]−∞, 0[. (6.2.1)
We consider the Neumann eigenvalue problem for the Laplace operator in
Aε, namely { −∆u = λu, in Aε,
∂u
∂ν = 0, on ∂Aε.
(6.2.2)
It is convenient to use standard spherical coordinates (r, θ) ∈ R+ × ∂B in
RN . We recall that the eigenvalues of problem (6.2.2) have finite multiplicity
and can be represented by means of an increasing sequence diverging to +∞
of the form
0 = λ0(ε) < λ1(ε) ≤ · · · ≤ λl(ε) ≤ · · · .
We are interested in the behavior of the map ε 7→ λj(ε) as ε→ 0.
6.2.1 Eigenvalues of the Laplace operator on the annulus of
R2
In this subsection we consider the case N = 2. We have the following
theorem on the asymptotic behavior of the eigenvalues of (6.2.2) as ε→ 0.
Theorem 6.2.3. For N = 2, all the eigenvalues of problem (6.2.2) have the
following asymptotic behavior
λl(ε) = l
2 + εl2 +O(ε2), (6.2.4)
as ε→ 0. In particular, λ′l(0) > 0 for all l ≥ 1.
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Proof. In polar coordinates, the first equation in (6.2.2) reads
−∂2rru−
1
r
∂ru− 1
r2
∂2θθu = λu, (6.2.5)
for θ ∈ [0, 2pi[ and r ∈]1 − ε, 1[ (if ε > 0), or r ∈]1, 1 − ε[ (if ε < 0). The
boundary conditions read
∂ru(1, θ) = ∂ru(1− ε, θ) = 0, ∀θ ∈ [0, 2pi[. (6.2.6)
Moreover u(r, 0) = u(r, 2pi) for all r ∈]1 − ε, 1[ (if ε > 0) or r ∈]1, 1 − ε[ (if
ε < 0). As customary, by separating variables so that u(r, θ) = w(r)v(θ)
and using l2 as separation constant, with l ∈ N0, we have that v(θ) is a
solution of
−v′′(θ) = l2v(θ), (6.2.7)
that is v(θ) = A cos(lθ) +B sin(lθ) for l ∈ N0 and A,B ∈ R. Then u(r, θ) =
w(r) (A cos(lθ) +B sin(lθ)), for some A,B ∈ R. By using formula (6.2.7)
into (6.2.5), we obtain that w solves
w′′(r) +
1
r
w′(r) +
(
λ− l
2
r2
)
w(r) = 0. (6.2.8)
This implies that u is of the form u(r, θ) = wl(r) (A cos(lθ) +B sin(lθ)),
where
wl(r) = αJl(
√
λr) + βYl(
√
λr), (6.2.9)
where Jl and Yl are the Bessel functions of the first and second species
and order l respectively, and α, β ∈ R are suitable constants. By imposing
boundary conditions (6.2.6) we obtain that λ must satisfy the condition
detB = 0, where
B =
[
J ′l (
√
λ) Y ′l (
√
λ)
J ′l (
√
λ(1− ε)) Y ′l (
√
λ(1− ε))
]
.
Then λ is such that
J ′l (
√
λ)Y ′l (
√
λ(1− ε))− J ′l (
√
λ(1− ε))Y ′l (
√
λ) = 0 (6.2.10)
Now we expand the left-hand side of (6.2.10) in Taylor series around ε = 0
up to the second order, obtaining
−
√
λε
[
J ′l (
√
λ)Y ′′l (
√
λ)− J ′′l (
√
λ)Y ′l (
√
λ)
]
+
λε2
2
[
J ′l (
√
λ)Y ′′′l (
√
λ)− J ′′′l (
√
λ)Y ′l (
√
λ)
]
+R(λ, ε) = 0, (6.2.11)
where R(λ, ε) is given by
R(λ, ε) =
∞∑
k=3
(−1)kεk√λk
k!
(
Y ′l (
√
λ)J
(k+1)
l (
√
λ)− J ′l (
√
λ)Y
(k+1)
l (
√
λ)
)
,
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and is O(ε3) as ε→ 0. The fact that the remainder R(λ, ε) in (6.2.11) is of
order ε3 follows from the fact that for all m ∈ N0, the eigenvalues of (6.2.2)
which we denote here by λm(ε), are bounded away from zero and infinity
uniformly in ε, as ε → 0. Indeed, by the Rayleigh Min-Max Principle, we
have that
λm(ε) ≤ max
c0,...,cm∈Rm+1\{0}
∫
Aε
|∑mk=0 ck∇ϕk|2dx∫
Aε
(
∑m
k=0 ckϕk)
2 dx
,
where ϕk(r, θ) = r
k cos(kθ). We consider the case ε > 0 (the case ε < 0 is
analogous). From standard computations it follows that
λm(ε)
≤ max
c0,...,cm∈Rm+1\{0}
∫ 2pi
0
∫ 1
1−ε
(∑m
k=0 ckkr
k−1 cos(kθ)
)2
rdrdθ
pi
∑m
k=0 c
2
k
(1−(1−ε)2(1+k))
2(1+k)
+
∫ 2pi
0
∫ 1
1−ε
1
r
(∑m
k=0 ckkr
k sin(kθ)
)2
drdθ
pi
∑m
k=0 c
2
k
(1−(1−ε)2(1+k))
2(1+k)
≤ (m+ 1) max
c0,...,cm∈Rm+1\{0}
∫ 2pi
0
∫ 1
1−ε
(∑m
k=0 c
2
kk
2r2(k−1) cos(kθ)2
)
rdrdθ
pi
∑m
k=0 c
2
k
(1−(1−ε)2(1+k))
2(1+k)
+
∫ 2pi
0
∫ 1
1−ε
(∑m
k=0 c
2
kk
2r2(k−1) sin(kθ)2
)
rdrdθ
pi
∑m
k=0 c
2
k
(1−(1−ε)2(1+k))
2(1+k)
= (m+ 1) max
c0,...,cm∈Rm+1\{0}
∑m
k=0 c
2
kk
(
1− (1− ε)2k)∑m
k=0 c
2
k
(1−(1−ε)2(1+k))
2(1+k)
.
We note that, for all choices of (c0, ..., cm) ∈ Rm+1 \ {0},
lim
ε→0
∑m
k=0 c
2
kk
(
1− (1− ε)2k)∑m
k=0 c
2
k
(1−(1−ε)2(1+k))
2(1+k)
= 2
∑m
k=0 k
2c2k∑m
k=1 c
2
k
≤ 2(m+ 1)2.
Thus, for ε > 0 sufficiently small, λm(ε) is uniformly bounded from above,
as ε → 0. We now prove that all the positive eigenvalues are bounded
away from zero. In fact, given a positive eigenvalue λ of problem (6.2.2),
a corresponding eigenfunction is given by wl(r)(A cos(lθ) + B sin(lθ)), for
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some l ∈ N0, and wl(r) is as in (6.2.9). Then we have
λ =
∫ 2pi
0
∫ 1
1−ε rw
′
l(r)
2(A cos(lθ) +B sin(lθ))2drdθ∫ 2pi
0
∫ 1
1−εwl(r)
2(A cos(lθ) +B sin(lθ))2rdrdθ
+
∫ 2pi
0
∫ 1
1−ε
1
r
(
wl(r)
2l2(−A sin(lθ) +B cos(lθ))2) drdθ∫ 2pi
0
∫ 1
1−εwl(r)
2(A cos(lθ) +B sin(lθ))2rdrdθ
≥
∫ 2pi
0
∫ 1
1−ε
1
r
(
wl(r)
2l2(−A sin(lθ) +B cos(lθ))2) drdθ∫ 2pi
0
∫ 1
1−εwl(r)
2(A cos(lθ) +B sin(lθ))2rdrdθ
= l2
∫ 1
1−ε
wl(r)
2
r dr∫ 1
1−εwl(r)
2rdr
≥ 1, (6.2.12)
if ε ∈]0, 1[, while
λ =
∫ 2pi
0
∫ 1−ε
1 rw
′
l(r)
2(A cos(lθ) +B sin(lθ))2drdθ∫ 2pi
0
∫ 1−ε
1 wl(r)
2(A cos(lθ) +B sin(lθ))2rdrdθ
+
∫ 2pi
0
∫ 1−ε
1
1
r
(
wl(r)
2l2(−A sin(lθ) +B cos(lθ))2) drdθ∫ 2pi
0
∫ 1−ε
1 wl(r)
2(A cos(lθ) +B sin(lθ))2rdrdθ
≥
∫ 2pi
0
∫ 1−ε
1
1
r
(
wl(r)
2l2(−A sin(lθ) +B cos(lθ))2) drdθ∫ 2pi
0
∫ 1−ε
1 wl(r)
2(A cos(lθ) +B sin(lθ))2rdrdθ
= l2
∫ 1−ε
1
wl(r)
2
r dr∫ 1−ε
1 wl(r)
2rdr
≥ 1
4
, (6.2.13)
if ε ∈]− 1, 0[.
We note now that λ = 0 is an eigenvalue of problem (6.2.2) and the asso-
ciated eigenfunctions are the constant functions on Aε. In particular, λ = 0
is the first eigenvalue of (6.2.8) with l = 0 and with Neumann boundary
conditions (6.2.6). Moreover, all the non-zero eigenvalues of problem (6.2.2)
are bounded away from zero. Then in equation (6.2.11), we can assume
λ 6= 0. Dividing by ε and multiplying by piλ in (6.2.11), and recalling that
(see Lemmas 4.1.40 and 4.1.46)
J ′l (
√
λ)Y ′′l (
√
λ)− J ′′l (
√
λ)Y ′l (
√
λ) = − 2
pi
√
λ
(
l2
λ
− 1
)
(6.2.14)
J ′l (
√
λ)Y ′′′l (
√
λ)− J ′′′l (
√
λ)Y ′l (
√
λ) = − 2
piλ
(
1− 3l
2
λ
)
, (6.2.15)
equation (6.2.11) can be rewritten as
2
(
l2 − λ)− (λ− 3l2) ε+ R˜(λ, ε), (6.2.16)
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where R˜(λ, ε) = piλR(λ, ε)/ε ∈ O(ε2) as ε→ 0.
We consider equation (6.2.16) and apply the Implicit Function Theo-
rem. Equation (6.2.16) can be written in the form F (λ, ε) = 0, with F
of class C1 in ]0,+∞[×[0, 1[, and F (λ, 0) = 2 (l2 − λ), ∂λF (λ, 0) = −2,
and ∂εF (λ, 0) = 3l
2 − λ. Since F (l2, 0) = 0 and ∂λF (l2, 0) = −2 6= 0 for
all l ∈ N0, the zeros of equation (6.2.11) in a neighborhood of (λ, 0) are
given by the graph of a C1-function ε 7→ λ(ε) with λ(0) = l2. Moreover
λ′(0) = −∂εF (l2, 0)/∂λF (l2, 0) = l2 for l ∈ N0. Then λ(ε) = l2 + εl2 +O(ε2)
as ε → 0, for all l ∈ N. Moreover λ0(ε) = 0 for all ε ∈] −∞, 0[∪]0, 1[, thus
formula (6.2.4) holds also for l = 0. Moreover λ′l(0) > 0 for all l ≥ 1. This
concludes the proof of the theorem.
Remark 6.2.17. The limiting eigenvalues are the eigenvalues µ of −v′′(s) =
µv(s) on ]0, 2pi[ with periodic conditions v(0) = v(2pi).
Remark 6.2.18. We note that, by standard Sturm-Liouville theory, for all
l ∈ N0, equation (6.2.8) with Neumann boundary conditions (6.2.6) admits a
diverging sequence of non-negative and simple eigenvalues, which we denote
by λl,k(ε), k ∈ N0, with λl,k1(ε) < λl,k2(ε) if k1 < k2. In particular, λ0,0(ε) =
0 for all ε ∈] −∞, 0[∪]0, 1[, and λl,k(ε) ≥ 14 for all ε ∈] − 1, 0[∪]0, 1[ (this
follows from (6.2.12) and (6.2.13)) and for all l, k ∈ N0, (l, k) 6= (0, 0).
Moreover, as a consequence of Theorem 6.2.3, we have that λl,0 → l2 for all
l ∈ N0 and λl,k → +∞ for all l ∈ N0 and for all k ≥ 1, as ε→ 0.
Such behavior of the eigenvalues can be also explained as follows. Let us
recall that the k-th zero of the cross product
J ′l (z)Y
′
l (αz)− Y ′l (z)J ′l (αz) (6.2.19)
has a well-known asymptotic expansion. We set η = 4l2, β = kpiα−1 , p =
η+3
8α ,
q = (η
2+46η−63)(α3−1)
6(4α)3(α−1) , r =
(η3+185η2−2053η+1899)
5(4η)5(α−1) . Then the k−th zero of
(6.2.19) is given by
β +
p
β
+
q − p2
β3
+
r − 4pq + 2p3
β5
+ · · ·
We exploit all the computations by setting α = 1− ε and z = √λ in (6.2.19)
and collect the terms according to the powers of ε, obtaining
λl,k(ε) =
pi2k2
ε2
+ l2 + εl2 +O(ε2). (6.2.20)
Note that λl,0 = l
2 + εl2 + O(ε2) which converges to λl(0) = l
2 as ε → 0,
while for k > 1, λl,k(ε)→ +∞ as ε→ 0. See also Figure 6.2.
Remark 6.2.21. Problem (6.2.2) presents some analogies with the eigen-
value problem for the Laplace operator −∆u = λu on ]0, 2pi[×]0, ε[ with
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Neumann conditions at x2 = 0 and x2 = ε and periodic condition at x1 = 0
and x1 = 2pi. In this case, for each fixed ε the eigenvalues are given by
pi2k2
ε2
+ l2, with l, k ∈ N0, which are exactly the first two terms appearing in
formula (6.2.20).
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Figure 6.2: Solution branches of equation (6.2.10) for (ε, λ) ∈]−1, 1[×]0, 40[.
The color refers to the choice of l in (6.2.10). In particular l = 0 (blue),
l = 1 (red), l = 2 (purple), l = 3 (green), l = 4 (orange).
6.2.2 Eigenvalues of the Laplace operator on the annulus of
RN
In this subsection we consider the case N ≥ 3. We have the following
theorem on the behavior of the eigenvalues of (6.2.2) as ε→ 0.
Theorem 6.2.22. All the eigenvalues of problem (6.2.2) have the following
asymptotic behavior
λl(ε) = l(l +N − 2) + εl(l +N − 2) +O(ε2),
as ε→ 0. In particular, λ′l(0) > 0 for all l ≥ 1.
Proof. The proof follows the same lines as that of Theorem 6.2.3. We repeat
briefly it here for the reader’s convenience. As is customary, we separate
variables and look for solutions to problem (6.2.2) of the form u(r, θ) =
w(r)H(θ). We use l(l+N − 2) with l ∈ N0 as separation constant. It turns
out that H solves the equation
−∆SH = l(l +N − 2)H, on ∂B,
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for some l ∈ N0. Therefore H(θ) = Hl(θ), where Hl(θ) is a spherical har-
monic of some order l ∈ N0. The radial part w(r) solves the equation
w′′(r) +
N − 1
r
w′(r) +
(
λ− l(l +N − 2)
r2
)
w(r) = 0.
This implies that, given an eigenvalue λ of problem (6.2.2) on Aε, a corre-
sponding eigenfunction is of the form
u(r, θ) = (αjl(
√
λr) + βyl(
√
λr))Hl(θ),
where α, β ∈ R are suitable constants and jl and yl are ultraspherical Bessel
functions of the first and second species and order l respectively. Now we
impose Neumann boundary conditions. We obtain
αj′l(λ) + βy
′
l(λ) = 0,
αj′l(λ(1− ε)) + βy′l(λ(1− ε)) = 0.
Thus, the eigenvalues are implicitly given by the equation detB = 0, where
B =
[
j′l(λ) y
′
l(λ)
j′l(λ(1− ε)) y′l(λ(1− ε))0
]
.
From standard computations it follows that the eigenvalues of problem
(6.2.2) are solutions to the following implicit equation
(N − 2)2
(
JN
2
−1+l(
√
λ)YN
2
−1+l(
√
λ(1− ε))− YN
2
−1+l(
√
λ)JN
2
−1+l(
√
λ(1− ε))
)
+ 2(N − 2)
√
λ
(
Y ′N
2
−1+l(
√
λ)JN
2
−1+l(
√
λ(1− ε))− J ′N
2
−1+l(
√
λ)YN
2
−1+l(
√
λ(1− ε))
)
+2(N−2)(1−ε)
√
λ
(
YN
2
−1+l(
√
λ)J ′N
2
−1+l(
√
λ(1− ε))− JN
2
−1+l(
√
λ)Y ′N
2
−1+l(
√
λ(1− ε))
)
+4(1−ε)λ
(
J ′N
2
−1+l(
√
λ)Y ′N
2
−1+l(
√
λ(1− ε))− Y ′N
2
−1+l(
√
λ)JN
2
−1+l(
√
λ(1− ε))
)
= 0.
(6.2.23)
We expand the left-hand side of (6.2.23) in ε near ε = 0 up to the second
order. Then we divide both sides of the expansion of (6.2.23) by ε and use
formulas (6.2.14) and (6.2.15). From standard computations we obtain that
equation (6.2.23) can be re-written in the following equivalent form
8(l(l +N − 2)− λ) + 4(l(l +N − 2) + λ)ε+R(λ, ε) = 0,
where R(λ, ε) ∈ O(ε2), uniformly in λ > 0, as ε→ 0. Thus, by letting ε→ 0
we obtain that the following asymptotic expansion of the eigenvalues λl(ε)
of (6.2.2) holds
λ(ε) = l(l +N − 2) + l(l +N − 2)ε+O(ε2), (6.2.24)
as ε→ 0. This concludes the proof of the theorem.
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Remark 6.2.25. We note that in a neighborhood of ε = 0, the eigenvalues
of problem (6.2.2) behave like (6.2.24). In particular, we deduce that all the
eigenvalues of (6.2.2) are not monotonic with respect to the inclusion of sets
(this is shown in the case N = 2 for the first eigenvalue of problem (6.2.2)
in [89]). In fact, if 0 < ε1 < ε2 are sufficiently small (possibly depending
on l), then Aε2 ⊇ Aε1 and λl(ε2) > λl(ε1). Conversely, if ε2 < ε1 < 0, then
Aε2 ⊇ Aε1 and λl(ε2) < λl(ε1).
6.2.3 Eigenvalues of the biharmonic operator on the annulus
of RN
Let ε ∈]−1, 0[∪]0, 1[ and let Aε ⊂ RN be the set defined by (6.2.1). We con-
sider the following eigenvalue problem for the biharmonic operator subject
to Neumann boundary conditions on Aε
∆2u = λu, in Aε,
∂2u
∂ν2
= 0, on ∂Aε,
div∂Ω
(
D2u.ν
)
+ ∂∆u∂ν = 0, on ∂Aε.
(6.2.26)
We recall that in spherical coordinates we have ∆u = ∂2rru +
N−1
r ∂ru +
1
r2
∆Su. The boundary conditions in (6.2.26) are written in spherical coor-
dinates as 
∂rru|r=1 = 0,
∂rru|r=1−ε = 0,
1
r2
∆S
(
∂ru− ur
)
+ ∂r (∆u)|r=1 = 0,
1
r2
∆S
(
∂ru− ur
)
+ ∂r (∆u)|r=1−ε = 0.
(6.2.27)
By following [28], in order to find a solution to the differential equation
∆2u = λu , we factor the eigenvalue equation equation as
(∆ + a2)(∆− a2)u = 0,
where a > 0 is such that λ = a4. The eigenfunctions turn out to be linear
combinations of v1 and v2 where −∆v1 = a2v1 and ∆v2 = a2v2. It follows
that
v1 = (jl(ar) + yl(ar))Hl(θ) , v2 = (il(ar) + kl(ar))Hl(θ),
where jl, yl are the ultraspherical Bessel functions of the first and second
kind respectively, and il, kl are the ultraspherical modified Bessel functions
of the first and second kind respectively, and Hl is a spherical harmonic of
some order l ∈ N0. Then, it is standard to prove that, given an eigenvalue λ
of problem (6.2.26), a corresponding eigenfunction u has the following form
(see [28] for more details)
u(r, θ) = (Ajl(ar) +Byl(ar) + Cil(ar) +Dkl(ar))Hl(θ),
for l ∈ N0, where a > 0 is such that a4 = λ and A,B,C,D ∈ R are suitable
constants. Now we impose the boundary conditions (6.2.27). We obtain
212 Eigenvalues of Neumann-type problems
i)
a2
(
Aj′′l (a) +By
′′
l (a) + Ci
′′
l (a) +Dk
′′
l (a)
)
= 0,
ii)
a2
(
Aj′′l (a− aε) +By′′l (a− aε) + Ci′′l (a− aε) +Dk′′l (a− aε)
)
= 0,
iii)
A
(
3l(l +N − 2)jl(a) + a(1−N)j′l(a)
−2al(l +N − 2)j′l(a) + a2(N − 1)j′′l (a) + a3j′′′l (a)
)
+B
(
3l(l +N − 2)yl(a) + a(1−N)y′l(a)
−2al(l +N − 2)y′l(a) + a2(N − 1)y′′l (a) + a3y′′′l (a)
)
+ C
(
3l(l +N − 2)il(a) + a(1−N)i′l(a)
−2al(l +N − 2)i′l(a) + a2(N − 1)i′′l (a) + a3i′′′l (a)
)
+D
(
3l(l +N − 2)kl(a) + a(1−N)k′l(a)
−2al(l +N − 2)k′l(a) + a2(N − 1)k′′l (a) + a3k′′′l (a)
)
= 0,
iv)
A
(
3l(l +N − 2)
(1− ε)3 jl(a− aε) +
a(1−N)
(1− ε)2 j
′
l(a− aε)
−2al(l +N − 2)
(1− ε)2 j
′
l(a− aε) +
a2(N − 1)
1− ε j
′′
l (a− aε) + a3j′′′l (a− aε)
)
+B
(
3l(l +N − 2)
(1− ε)3 yl(a− aε) +
a(1−N)
(1− ε)2 y
′
l(a− aε)
−2al(l +N − 2)
(1− ε)2 y
′
l(a− aε) +
a2(N − 1)
1− ε y
′′
l (a− aε) + a3y′′′l (a− aε)
)
+ C
(
3l(l +N − 2)
(1− ε)3 il(a− aε) +
a(1−N)
(1− ε)2 i
′
l(a− aε)
−2al(l +N − 2)
(1− ε)2 i
′
l(a− aε) +
a2(N − 1)
1− ε i
′′
l (a− aε) + a3i′′′l (a− aε)
)
+D
(
3l(l +N − 2)
(1− ε)3 kl(a− aε) +
a(1−N)
(1− ε)2 k
′
l(a− aε)
−2al(l +N − 2)
(1− ε)2 k
′
l(a− aε) +
a2(N − 1)
1− ε k
′′
l (a− aε) + a3k′′′l (a− aε)
)
= 0.
This is a system of four equations in four unknowns, A,B,C,D ∈ R, which
has solution if and only if the determinant of the associated matrix is zero.
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For a fixed l ∈ N0, let Bl(λ, ε) be the matrix associated with the lin-
ear system. The eigenvalues are implicitly characterized by the equation
detBl(λ, ε) = 0. In principle, the equation can be handled in the same
way as for the second order case, by using a suitable Taylor’s expansion of
detBl(λ, ε) in ε = 0 and then simplifying by using suitable recurrence for-
mulas for cross products of Bessel functions and their derivatives. Actually,
the computations become very long and involved, and it seems quite diffi-
cult to obtain a simple closed formulas for the limiting eigenvalues and their
derivatives. We have used the software Mathematica to perform symbolic
computations in the case N = 2. The software was not able to handle the
case N ≥ 3, which has a larger number of terms and an additional symbolic
quantity N .
6.2.4 Symbolic computations for the eigenvalues of the bi-
harmonic operator on the annulus of R2
We have used the software Mathematica for symbolic computations in order
to expand and simplify the expression detBl(λ, ε) of Subsection 6.2.3.
As in the case of the Laplace operator, we have expanded in Taylor
series the function detBl(λ, ε) up to the third order around ε = 0. We
considered only the case N = 2. After a long computation time we obtained
the following expression
1
pi
(−8 (λ+ 2(λ− 1)l2 + 4l4 − 2l6) ε2 + 8 (λ+ 2(1 + λ)l2 − 4l4 + 2l6) ε3)
+O(ε4) = 0.
Using the same arguments as in the case of the eigenvalues of the Laplace op-
erator on the annulus, we find that near ε = 0 the behavior of the eigenvalue
λl(ε) is
λl(ε) =
2l2(l2 − 1)2
1 + 2l2
+
4l2(l2 − 1)2
1 + 2l2
ε+O(ε2),
as ε→ 0, for all l ∈ N0. See Figure 6.3
This shows that also in the case of the biharmonic operator and N = 2
there is no monotonicity of all the eigenvalues under inclusion of domains.
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Figure 6.3: Solution branches of equation detB(λ, ε) with N = 2 and (ε, λ) ∈
] − 1, 1[×]0, 500[. The colors refers to the choice of l in the equation. In
particular, l = 0 (blue), l = 1 (red), l = 2 (purple), l = 3 (green), l = 4
(orange). We also plotted the line 2l
2(l2−1)2
1+2l2
+ 4l
2(l2−1)2
1+2l2
ε with l = 2 (purple),
l = 3 (green) and l = 4 (orange).
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