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ABSTRAKT 
Předmětem této práce je vytvoření metody sloužící k identifikaci organismů 
z metagenomických dat. Doposud k tomuto účelu spolehlivě dostačovaly metody 
založené na zarovnání sekvencí s referenční databází. Množství dat ovšem s rozvojem 
sekvenačních technik rapidně roste a tyto metody se tak stávají díky své výpočetní 
náročnosti nevhodnými. V této diplomové práci je popsán postup nové techniky, která 
umožňuje klasifikaci metagenomických dat bez nutnosti zarovnání. Metoda spočívá 
v převedení sekvenovaných úseků na genomické signály ve formě fázových reprezentací, 
ze kterých jsou následně extrahovány vektory příznaků. Těmito příznaky jsou tři 
Hjorthovy deskriptory. Ty jsou dále vystaveny metodě maximalizace věrohodnosti směsi 
Gaussovských rozložení, která umožňuje spolehlivé roztřídění fragmentů podle jejich 
příslušnosti k organismu. 
KLÍČOVÁ SLOVA 
metagenom; klasifikace; bez zarovnání; genomický signál; Hjorthovy deskriptory; 
strojové učení 
ABSTRACT 
The objective of this thesis is to create a method for identification of organisms in 
metagenomic data. Until this point methods based on sequence alignment with reference 
database have been sufficient for this purpose. However, the volume of data grows rapidly 
with evolvement of sequencing techniques and the alignment-based methods became 
inconvenient due to computationally demanding alignment. A new technique is 
introduced in this master’s thesis, which allows alignment-free metagenomic data 
classification.  The method is based on transformation of sequences to genomic signals 
in form of phase representation, from which feature vectors are extracted. These features 
are three Hjorth descriptors, which are then subjected expectation maximization for 
Gaussian mixture model method allowing reliable binning of metagenomic data. 
KEYWORDS 
metagenome; binning; alignment-free; genomic signal; Hjorth descriptors; machine 
learning
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INTRODUCTION 
Metagenomics, the direct sequencing and analysis of all genomic material present in an 
environmental sample, is a rather new field which allows us to explore the diverse 
microbial world. One of the major challenges in metagenomics is identification of 
organisms in a sample. For many years targeted sequencing using mostly 16S rRNA 
(ribosomal RNA) gene served for this purpose. However, with the huge advancement in 
next generation sequencing, the single gene comparison has been replaced with the whole 
genome approach, which allows more complex analysis of the microbial sample. There 
are two main approaches to process metagenomic data obtained by whole genome 
shotgun sequencing. The first one is based on an alignment of the genomic sequences 
with a reference database. This approach has become inefficient with rapidly growing 
volume of the data in database, due to computationally demanding alignment. Another 
issue is that only a small portion of prokaryotic genomes has been sequenced so far, thus, 
the database is lacking reference data, which causes false alignment. Therefore, the trend 
has shifted to the alignment-free approach. 
A novel technique for alignment-free taxonomical binning is introduced in this 
master’s thesis. Unlike the previously introduced methods, which are mostly based on 
species specific oligonucleotide signatures, the technique introduced in this thesis is based 
on numerical representation of genomic sequences. This discrete genomic signal allows 
more comprehensive representation of genomic data and also use of tools for signal 
processing. The main issue lies within choosing the most suitable transformation method. 
The main idea of this study is transformation of reads obtained by third generation 
sequencing to signal representation. Vector of features is then extracted from each signal. 
Two set of features are tested in this thesis, both computable with linear time complexity. 
The first set is composed of Hjorth descriptors from DNA phase signals and the second 
set contains slopes of cumulated phase, unwrapped phase and DV-curve representation. 
Last part of the thesis is focused on testing various machine learning algorithms that 
would allow better interpretation of the huge volume of metagenomic data along with its 
binning. The best solution is reached when expectation maximization for Gaussian 
mixture models method is used in combination with Hjorth descriptors from phase 
representation.  
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1 METAGENOMICS 
In order to understand the concept of this thesis, it is important to introduce metagenomics 
and its main tasks. The term “metagenomics” was first used by Jo Handelsman in 1998 
in order to name a new arising field in microbiology that analyses genetic materials 
straight from environmental samples [1]. It represents the direct sequencing and 
characterization of genes and genomes present in complex microbial systems. These 
microbial systems (microbiomes) play important roles in diverse ecosystems like oceans, 
soil, forests, etc. On top of that, microbiome in human gastrointestinal tract was proved 
to be very important factor in maintaining the health of its host [2]. It is not possible to 
cultivate the whole complex microbial community; however, it is possible to isolate DNA 
or RNA from the community as a whole which is the base of metagenomics [3].  
Metagenomics is highly dependent on sequencing techniques. However, thanks to a 
huge progress in next generation sequencing (NGS) over the past few years, the collection 
of the metagenomic data is no longer an issue. Next generation sequencing moved us 
from kilo- and megabytes size files to the giga- and terabytes size world. This progress 
shifted the challenge from data collection to analysis of immense volume of metagenomic 
data [4]. Some of the main analysis tools are introduced in the next chapter. Such analysis 
should provide not only information about the metagenome composition (taxonomical 
binning, organism identification, etc.) but also the information about its function. Fig. 1 
shows complexity of metagenomics project compared to a traditional genomics project. 
 
Fig. 1 Comparison of basic steps in traditional genomics project (dark blue) and in 
metagenomics project (green) [5].  
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It is easy to see that metagenomic study is a very complex process that requires 
cooperation of many researchers from different fields, among which bioinformatics has 
become one of great importance.  
Currently there are over 56,000 sequenced genomes of prokaryotic organisms 
available at NCBI (National Center for Biotechnology Information) [6] compared to 
around 300 sequenced prokaryotic genomes ten years ago (in 2006) [7]. This great 
advancement in genome sequencing brought enormous growth in metagenomics. There 
are currently thousands of different metagenome projects [8] compared only two 
published metagenome projects in 2006. 
1.1 Prokaryotic genome 
As described above, metagenome is all genetic material found in sample extracted from 
a certain environment [9]. The samples consist of different mostly prokaryotic genomes. 
A prokaryotic genome is much simpler compared to a eukaryotic genome. It mostly 
consists of single circular DNA molecule packed into chromosome. Apart from this single 
chromosome, additional genomic information can be contained within smaller circular or 
linear DNA molecules called plasmids. Although plasmids can play an important role in 
phenotype, e.g. antibiotics resistance, they still appear to be dispensable, meaning that a 
prokaryotic organism can function without them normally [10]. An illustration of a 
typical prokaryotic cell with one circular DNA and one plasmid is showed in Fig. 2. 
 
Fig. 2 Prokaryotic cell [11]. 
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The huge progress in sequencing along with development of new bioinformatics 
tools has completely changed our view of prokaryotes. Before the revolution in 
sequencing, Escherichia coli (E. coli) was considered to be a typical representative of 
prokaryotic genome [10], this opinion changed already ten years ago, when already 20 
genomes of E. coli were known and showed broad variety [7]. By further sequencing (by 
2015 there were more than 2,800 sequenced E. coli genomes) it became obvious that 
prokaryotic species cannot be described by one single model organism that a huge 
diversity can be observed not only among, but also within species [12].  
To further analyze prokaryotic genome, it is necessary to realize what genome is. 
Genome is all genetic information of organism. It can be separated into two categories: 
gene coding regions and intergenic regions. The proportion of these two parts depends on 
organism. Genome of eukaryotes contain much larger percentage of intragenic regions 
(e.g. 85% of sequences in human genome are intragenic regions) compared to genome of 
prokaryotes (average 88% of sequences are gene coding) [12],[13].  
Metagenomic studies have brought several new conclusions about prokaryotic 
genome and prokaryotic world. It was discovered that genome size of bacteria can vary 
very broadly. The smallest genome yet discovered is genome of Nasuia 
deltocephalinicola with size 112,091 bp in comparison to the currently largest sequenced 
genome of Sorangium cellulosum, with size of 14,782,125 bp. It is easy to see, that the 
difference can be rather enormous. Even so, the size of an average bacterial genome was 
defined to be around 5 Mbp. Another monitored parameter is CG (cytosine, guanine) 
content. High CG content in genome is typical for gene coding regions, therefore it should 
be rather high in prokaryotic genomes with high portion of gene coding regions. It was 
described that content of CG also diverges among different prokaryotes with range from 
approx. 15% to 85%. Both size and CG content tend to reach higher values in prokaryotes 
from complex environmental habitats compared to those of host-associated [12], [14]. 
This conclusion, particularly the dependence of CG content on environment of studied 
organism, could prove to be very important in organism identification or at least in 
taxonomical binning. 
1.2 Targeted vs. shotgun sequencing 
There are two sequencing methods used in metagenomic studies: targeted, and shotgun 
sequencing. Visual comparison of these two methods is showed in Fig. 3. The first 
mentioned technique (Fig. 3 left) uses ribosomal RNA (rRNA) operons, mostly  
16S rRNA to distinguish different operational taxonomic units (OTUs) [15]. The main 
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advantage of this method is that its outcomes are not the whole genomes, but only genes, 
which lowers computational demands. On the other hand, it brings several disadvantages. 
The first one is that very similar 16S rRNA sequences can lead to low resolution in 
sequence identification at species level. Also genome sequences vary broadly within 
species, as already mentioned earlier, therefore by using 16S rRNA a large amount of 
information about genomic diversity of prokaryotes can be lost. Whole genome shotgun 
(WGS) sequencing (Fig. 3 right) in comparison with 16S rRNA (Fig. 3 left) efficiently 
eliminates these disadvantages. Therefore the paradigm in metagenomics shifted from 
one-gene based modeling to whole-genome [12]. 
 
Fig. 3 Two approaches in metagenome sequencing: (a-left) 16S rRNA sequencing (b-right) 
whole metagenome sequencing using shotgun [16]. 
This new trend in metagenomics demands rapid advancement in bioinformatics, 
since the volume of metagenomic data obtained by shotgun sequencing is rather 
enormous and it requires fast and thorough analysis.  
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2 METAGENOMIC DATA PROCESSING 
Objective of this thesis is processing of metagenomic data obtained by shotgun 
sequencing, thus this chapter focuses only on current methods of processing of 
metagenomic data acquired by WGS sequencing and methods for 16S rRNA data 
processing are omitted. Two approaches are distinguished in WGS data processing: 
alignment-based, and alignment-free approach. Both of them are introduced in this 
chapter. It is also important to mention that there are presently many available software 
tools for metagenomic data processing while only a portion of those are introduced in this 
thesis. 
2.1 Alignment-based classifiers 
This type of classification of metagenomics data belongs to the traditional methods. It is 
based on alignment of metagenome sequences to the known genomes from reference 
database. The sequence classification is then based on the highest reached alignment 
score. The main problem of this approach lies within a computational complexity of 
sequence alignment, therefore alignment-based classifiers have become rather ineffective 
with the huge volume of data in databases However, there are currently still many 
software tools available on-line allowing alignment-based classification. Some of those 
are introduced below [17]. 
2.1.1 MEGAN 
MEGAN (MEta Genome ANalyzer) originates from 2007, it was the first software 
available for metagenomics short-read data processing. MEGAN is regularly updated, 
current version is MEGAN5. MEGAN from 2007 initially provided tools for studying 
taxonomical content of a single dataset. Current version allows not only comparative 
taxonomical analysis of several datasets, but also functional analysis. Functional analysis 
was first provided by interconnecting MEGAN with GO ontology analyzer, which was 
later replaced by two functional methods: one based on SEED classification, and the other 
one based on KEGG (Kyoto Encyclopedia for Genes and Genomes) [18]. 
The procedure of data processing by MEGAN is visualized in Fig. 4. DNA reads 
obtained by WGS sequencing are first compared with reference database. The sequence 
comparison is done by use of appropriate alignment tool, since BLAST is 
computationally demanding, DIAMOND is recommended as replacement for BLASTX. 
MALT (MEGAN alignment tool) should replace all BLASTX, BLASTP, and BLASTN, 
 17 
this tool is, however, still under development. Reads and final BLAST file are imported 
to MEGAN program, which calculates taxonomic classification, and if desired also 
functional classification [18],[19]. 
 
Fig. 4 Block diagram of MEGAN pipeline [19]. 
The final results can be visualized by use of interactive tools. 
2.1.2 MG-RAST 
MG-RAST (Metagenomics Rapid Annotation using Subsystem Technology), introduced 
in 2007 is an open source server initially based in SEED framework. The current server 
version 3.6 is not entirely dependent on SEED technology, but uses the SEED subsystem 
as a preferred data source, to enable taxonomic and functional classification of 
metagenomes. MG-RAST 3.6 uses many reference datasets for annotation, besides SEED 
subsystem also COG (Clusters of Orthologous Groups), KEGG, SwissProt, GenBank, 
RefSeq, and some others. The server enables all phylogenetic, functional, metabolic, and 
comparative analyses of two or more metagenomes. MG-RAST is very user friendly and 
allows its users to publish their data openly, keep data private or share data among more 
users. Great analysis tools and privacy options make MG-RAST the most reviewed and 
explored metagenomics tool today [20],[21]. 
2.1.3 Genometa 
Genometa program is an extensive modification of the Integrated Genome Browser using 
Bowtie algorithm for sequence alignment instead of BLAST. Program was introduced in 
2012. It enables identification of bacterial species and gene content from datasets 
generated by high-throughput short read sequencing technologies. Compared to programs 
using BLAST, Genometa significantly improves speed of sequence alignment. 
Unfortunately the use of the software is convenient only for alignment of sequences with 
high similarity [22]. 
 18 
2.1.4 EBI Metagenomics 
EBI-Metagenomics is rather a new metagenomics resource developed by EMBL-EBI 
(European Molecular Biology Laboratory – The European Bioinformatics Institute). It 
has been publicly available since December 2011, becoming the first European 
metagenomics resource. The EBI Metagenomics allows both taxonomical and functional 
analysis. The great advantage is that user can straight submit raw sequencing reads from 
any NGS platforms through ENA’s (European Nucleotide Archive) Webin tool or 
through ISA creator [21],[23].  
2.2 Alignment-free classifiers 
Alignment-free methods are based on one or more sequence features, combined with 
machine learning algorithms, and are independent of reference databases. As mentioned 
before, alignment-based tools are becoming impractical with constantly growing amount 
of data, due to computationally time demanding alignment. Thus trend in metagenome 
analysis is slowly moving towards the alignment-free methods. Except for speed, 
alignment-free methods bring also another advantage, since not all genomes have been 
sequenced yet, alignment-based techniques are unable to connect sequences to non-
existing genome in reference database. Disadvantage of these methods is, however, that 
the do not allow gene or function identification [17],[24],[25]. There have already been 
many alignment-free classification algorithms introduced and only a part of those is 
presented below. 
2.2.1 VizBin 
VizBin is a new application for visualization, inspection and human-augmented binning 
of metagenomics datasets from single samples. Each sequence is represented by 
oligonucleotide signatures (normalized frequencies of k-mers) which can be represented 
by vectors in a high-dimensional Euclidian space. In case that k = 4, this space reaches 
136-dimensions. Thus dimensionality reduction (ideally to 2D or 3D) is needed for 
possible visualization and human interpretation. VizBin uses Barnes-Hut Stochastic 
Neighbor Embedding (BH-SNE) method for dimensionality reduction of center-log 
ration (CLR)-transformed oligonucleotide signatures of assembled sequence fragments. 
The exemplified workflow is illustrated in Fig. 5. Here we can see that short reads first 
need to be assembled to contigs before performing BH-SNE, since the BH-SNE method 
performed well only on longer sequences. It was observed after analysis that the length 
of sequence entering BH-SNE algorithm should be ideally at least 1,000 nt [24],[26]. 
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Fig. 5 VizBin workflow [24]. 
An example of outcome after performing BH-SNE on metagenomic data is showed 
in Fig. 6, where each organism is represented by one color.  
 
Fig. 6 Example of BH-SNE method outcome, where each color represents one organism present 
in the sample. Classification of organisms in form of red polygons, was done by 
human-augmented binning, i.e. visual classification with human input. [24]. 
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2.2.2 FOCUS 
FOCUS algorithm also uses oligonucleotide signatures for identification of organisms in 
a given sample. The classification of each short read sequence (algorithm was tested on 
sequences 100 nt long) is done by use of non-negative least squares (NNLS) with 
Tikhonov regularization to deal with genomes that have similar composition of 
oligonucleotide signatures. The main advantage of FOCUS compared to VizBin is that 
assembly is not needed prior to NNLS [27]. 
2.2.3 MetaBAT 
MetaBAT (Metagenome Binning with Abundance and Tetra-nucleotide frequencies) is a 
fully automated software tool capable of contig binning from great number of samples. 
Classification is accomplished by using combination of tetra-nucleotide frequency (k=4 
oligonucleotide signatures) and contig abundance probabilities. The whole process of 
MetaBAT method is illustrated in Fig. 7. The reads from different samples have to be 
assembled into contigs before they can be analyzed by MetaBAT. Distances between each 
pair of contigs, based on tetranucleotide frequency and abundance (i.e. mean base 
coverage) form distance matrix. Contigs are then iteratively classified by use of k-medoid 
clustering algorithm [28].  
 
Fig. 7 MetaBAT workflow [28]. 
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2.2.4 DectICO 
DectICO is a new algorithm based on previously introduced intrinsic correlation of 
oligonucleotides (ICO). Original ICO has been already proved to be more powerful tool 
for organism identification than composition based algorithms (where features are 
oligonucleotide signatures), by extracting more significant differences between genomic 
sequences. However, the use of oligonucleotides defines high-dimensional space, and 
with long oligonucleotides the dimensionality rapidly increases. This results in lowered 
accuracy caused by an excess of noise components in the high dimensional feature set, 
and in increased computational complexity. The solution to this problem is DectICO 
algorithm, which dynamically selects an optimal ICO feature set using kernel partial least 
square (kpls). The program uses a set of completely labeled samples for classifier training, 
and then classifies the unlabeled samples. Accuracy of classification is higher when 
longer oligonucleotides are used (e.g. 8-mers) [25]. 
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3 NUMERICAL REPRESENTATION OF 
DNA 
There are several possible numerical representations of DNA introduced in this chapter, 
but it is also essential to present the basic character DNA representation. Thus, the first 
part of the chapter focuses on this character representation and only afterwards numerical 
representations are introduced. 
3.1 Character representation of DNA 
A DNA sequence is represented by string of characters, in which each character is a letter 
of an alphabet. In case of DNA, the size of alphabet is 4 and consists of letters A, C, G, 
T representing 4 bases: adenine, cytosine, guanine and thymine respectively. Another 
type of DNA alphabet representing chemical and physical properties of DNA is a 2-letter 
alphabet, which distinguishes whether base is purine (R) or pyrimidine (Y), keto (K) or 
amino (M) and which type of hydrogen bond does the base form, weak (W) or strong (S) 
[29],[30]. All of the mentioned letters for DNA representation are official IUPAC (The 
International Union of Pure and Applied Chemistry) codes and their summary can be 
viewed in Tab. 1. 
Tab. 1 UIPAC codes for DNA 
IUPAC nucleotide code Base  Property 
A Adenine - 
C Cytosine - 
G Guanine - 
T  Thymine - 
R A or G Purines 
Y C or T Pyrimidines 
S G or C Strong hydrogen bonding 
W A or T Weak  hydrogen bonding 
K G or T Keto 
M A or C Amino 
. or - gap - 
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3.2 Numerical representation of DNA 
Biological information lying within character representation of genomic data is 
impossible for human to interpret. One of the major challenges in bioinformatics is 
visualization of this information. Transformation of DNA sequence into numerical 
sequence makes this visualization possible and since the outcome of such transformation 
is a digital signal, it also brings the possibility of using methods for digital signal 
processing (e.g. Fourier transform). There have been several schemes of mapping DNA 
into numerical sequence introduced, some of those are presented in this chapter. The 
problem lies within choosing the right mapping technique. Such technique should not be 
computationally demanding and the final numerical representation should not change the 
information in the DNA sequence (e.g. each nucleotide should have equal weight, and 
distances between pairs of nucleotides should be equal) [29],[30].  
Some of the existing techniques for DNA mapping into digital signal are introduced 
bellow. Whole genomes and random short 500 nt sequences from each organism in Tab. 
2 are visualized for illustration of given method. All the genome sequences with accession 
numbers stated in Tab. 2 were retrieved from NCBI GenBank database. 
Tab. 2 Table containing organisms used for demonstration of numerical representation of DNA 
Organism Accession number 
Escherichia coli U00096.3 
Vibrio cholerae AE003852.1 
Leifsonia xyli AE016822.1 
Candidatus Carsonella ruddii AE016822.1 
3.2.1 Integer representation 
Integer representation is maybe the most intuitive method for transformation of genomic 
sequence to numeric signal. Numerals {0, 1, 2, 3} are assigned to the four bases as T=0, 
C = 1, A = 2, G = 3 which, however, implies that purines (A, G) > pyrimidines (C, T). 
Another possible number assignment A = 0, C = 1, T = 2, G = 3 suggests that T > A and 
G > C. The method maps DNA sequence into 1D signal, which may, however, introduce 
some mathematical property that does not exist in a nucleotide sequence. 
A real number representation is also possible, where A = -1.5, T = 1.5, C = 0.5, and 
G = -0.5. This representation already bears complementary property, but it does not 
necessarily reflect the structure present in DNA [29]. 
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3.2.2 Voss mapping 
This 4D mapping technique maps the nucleotides A, C, G , T into four binary indicator 
sequences xA(n), xC(n), xG(n), and xT(n), where n is position of nucleotide in DNA 
sequence. Each base in DNA sequence is then represented by a 4D vector composed of 
either ‘0’ or ‘1’, where ‘1’ indicates presence of the given base. Since the final numerical 
sequence is 4D it is impossible to visualize, furthermore it does not define any 
mathematical relationship among bases, but only indicates their frequency of occurrence 
[31].  
3.2.3 Tetrahedron representation 
In order to reduce dimensionality of Voss indicator vectors, it is possible to assign each 
of the four letters to a vertex of a regular tetrahedron in space. The tetrahedron is shown 
in Fig. 8 (left), here we can see that all of the four bases are equally placed in 3D space 
and that the distances between each pair of nucleotides are also equal [32]. The major 
advantage of tetrahedron representation is that it preserves all the physical and 
biochemical features of the four nucleotides, where each feature is represented by an edge 
of tetrahedron. It is also possible to fit tetrahedron vertices into cube vertices by rotation 
of reference system as shown in Fig. 8 (right), in order to simplify mathematical 
description of the original tetrahedron from (3.1) [33]. 
  
Fig. 8 Tetrahedron representations: (left) original tetrahedron [29], (right) rotated tetrahedron 
fitted into cube [34]. 
If each of the four 3D vectors has magnitude of 1 and points from the center to the 
vertices of the unrotated tetrahedron, then we get the following: 
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(𝑎𝑟 , 𝑎𝑔, 𝑎𝑏) = (0,0,1), 
(𝑡𝑟 , 𝑡𝑔, 𝑡𝑏) = (
2√2
3
, 0, −
1
3
), 
(𝑔𝑟 , 𝑔𝑔, 𝑔𝑏) = (−
√2
3
, −
√6
3
, −
1
3
), 
(𝑐𝑟 , 𝑐𝑔, 𝑐𝑏) = (−
√2
3
,
√6
3
, −
1
3
). 
(3.1) 
In equations (3.1) a, c, g, t are the four nucleotides and r, g, b represent red, blue, and 
green indicator vectors respectively. This representation of nucleotides gives rise to three 
numerical sequences in (3.2) [29], [32]. 
 
𝑥𝑟(𝑛) =
√2
3
(2𝑥𝑇(𝑛) − 𝑥𝐶(𝑛) − 𝑥𝐺(𝑛)) 
𝑥𝑔(𝑛) =
√6
3
(𝑥𝐶(𝑛) − 𝑥𝐺(𝑛)) 
𝑥𝑏(𝑛) =
1
3
(3𝑥𝐴(𝑛) − 𝑥𝑇(𝑛) − 𝑥𝐶(𝑛) − 𝑥𝐺(𝑛)) 
(3.2) 
The numerical sequences from (3.2) allow transformation of DNA sequence into  
a color map (see Fig. 9). This representation gives already more understandable visual 
information about the contents of the DNA sequence. It is possible to see that each color 
map of different organisms really shows different information, however, its use in 
taxonomical binning of metagenomic data is not conceivable. 
 
Fig. 9 Color maps from short DNA sequences 
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3.2.4 Complex representation 
The dimensionality of tetrahedron can be further reduced to 2D by its projection on a 
plane. There are more options of tetrahedron projection on a plane, which conserve the 
symmetry of the representation and reflect biological properties in corresponding 
mathematical properties. And if the chosen plane is put into correspondence with a 
complex plane, complex representation of nucleotides is obtained [29]. An example is 
shown in Fig. 10, this representation conserves the most dichotomies of nucleotides, 
especially separation of purines and pyrimidines, and of weak and strong hydrogen 
bonding [35]. 
 
Fig. 10 Projection of tetrahedron on complex plane. 
The numerical sequence is then given by [29]: 
 𝑥(𝑛) = 𝑎𝑥𝐴(𝑛) + 𝑐𝑥𝐶(𝑛) + 𝑔𝑥𝑋(𝑛) + 𝑡𝑥𝑇(𝑛), (3.3) 
where according to Fig. 10, a = 1 + j, c = -1 – j, g = -1 + j, and t = 1 – j. The huge 
advantage of the complex representation is that it does provide biological information 
about the DNA sequence, however, this information is still not comprehensive for human 
from visual representation of the whole DNA sequence. This problem can be solved by 
use of phase signal representation introduced further. 
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3.2.5 Phase representation 
Phase 
The complex representation of nucleotides allows using the phase of a complex number 
for DNA numeric representation. The phase is a periodic magnitude, meaning that the 
complex number does not change by addition or subtraction of any multiple of 2. In 
order to eliminate ambiguity of such representation, the phase is limited to the interval (-
,] [34],[36]. Then the complex number representation from Fig. 10 results in values  
{-3/4, -/4, /4, 3/4} rad for the nucleotides C, T, A, G respectively. The result for 
short DNA fraction of genome of organisms from Tab. 2 is shown in Fig. 11, where it is 
possible to see that by using phase, the dimensionality was reduced from 2D to 1D. The 
signal from whole genome would not bring any visual information for human, however, 
when short reads shown in Fig. 11 would be further analyzed, it may be possible to 
classify the sequences when right set of parameters is chosen. 
 
Fig. 11 Phase representation of short DNA fragments 
Cumulated phase 
Visually more informative 1D representation can be obtained by cumulating the phases 
along the DNA sequence [36]. Such cumulative sum can be represented by [37]: 
 𝜃𝑐𝑢𝑚 =
𝜋
4
[3(𝑛𝐺 − 𝑛𝐶) + (𝑛𝐴 − 𝑛𝑇)]. (3.4) 
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In equation (3.4) nX stands for the number of nucleotide X from the beginning to the 
current position in the sequence. Cumulated phase illustration is shown in Fig. 12. This 
representation is 1D therefore suitable for further analysis without increasing 
computational complexity and furthermore carries all relevant biological information. 
 
Fig. 12 Cumulated phase (left) of the whole genome (right) of short DNA fragments 
It is easy to see from Fig. 12 (left) that every organism can be perfectly distinguished 
from the cumulated phase signal of it whole genome. The short fragments in Fig. 12 
(right) vastly overlap, however, a pattern of each signal is slightly observable, this pattern 
could be emphasized by subjecting the signals to further analysis.  
Another option for cumulated phase computation might be choosing a different 
projection plane from the one illustrated in Fig. 10. This step results in two more 
cumulated phase representation options presented by equations (3.5) and (3.6): 
 𝜃𝑐𝑢𝑚 =
𝜋
4
[3(𝑛𝐴 − 𝑛𝐶) + (𝑛𝐺 − 𝑛𝑇)], (3.5) 
 
𝜃𝑐𝑢𝑚 =
𝜋
4
[3(𝑛𝐴 − 𝑛𝐶) + (𝑛𝑇 − 𝑛𝐺)]. (3.6) 
The final outcome from these two new cumulated phase representations is plotted in Fig. 
13, where left is the representation computed by (3.5) and right is the representation 
computed by (3.6). It is clearly visible from Fig. 13 that choosing the right projection 
plane might be crucial for organism classification, especially from Fig. 13 (right), where 
organisms could be distinguished straight from slope of the cumulated phase 
representation. 
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Fig. 13 Cumulated phase of short DNA fragments from different complex plane projection. 
Unwrapped phase 
Unwrapped phase is another possible 1D representation by phase. In comparison with the 
cumulated phase, unwrapped phase does not give information about nucleotide 
composition of the DNA strand, but instead it gives information about the relative 
frequency of transitions between nucleotides. Supposing the complex representation in 
Fig. 10, the positive transitions are AG, GC, CT, TA. These transitions 
correspond with the trigonometry direction and lead to an increase of phase by /2. On 
the contrary the negative transitions AT, TC, CG, GA cause the decrease of 
phase by /2. The rest of the transitions are neutral. The neutral transitions either leave 
the phase unchanged, or can be further divided into three categories of neutral transitions.  
These transitions are CA, TG which increase the phase by , transitions AC, GT 
which decrease phase by  and transitions AA, CC, GG, TT which leave the 
phase unchanged. This representation of whole genome and short DNA fragments is 
illustrated in Fig. 14 (top and bottom left accordingly) [34].  
It is also possible to choose a different complex projection plane. An outcome for 
the plane, where {C, T, G, A} are represented by {-3/4, -/4, /4, 3/4} is shown in  
Fig. 14 (bottom right). 
From Fig. 14 it is easy to see that different organisms are greatly distinguishable 
from both unwrapped phase of the whole genome and unwrapped phase of short DNA 
fragments. By looking at the Fig. 14 ( bottom left) the originally proposed complex plane 
projection from Fig. 10 might be slightly more appropriate for organism classification 
from slope of unwrapped phase compared to projection proposed in the paragraph above, 
see Fig. 14 (bottom right). 
0 100 200 300 400 500
-400
-200
0
200
400
Cumulated phase - short 500 nt sequence
P
h
a
s
e
 [
ra
d
]
Nucleotide position n [-]
 
 
0 100 200 300 400 500
-500
0
500
1000
Cumulated phase - short 500 nt sequence
P
h
a
s
e
 [
ra
d
]
Nucleotide position n [-]
Cumulated phase - whole genome
Nucleotide position n [-]
P
h
a
s
e
 [
ra
d
]
  
E. coli
V. cholerae
L. xyli
Candidatus C. ruddii
 30 
 
Fig. 14 Unwrapped phase (top) of the whole genomes (bottom left and right) of short DNA 
fragments obtained from two different projection planes. 
3.2.6 DNA-walk representation 
There are two main methods of DNA-walk (aka. fractal land-scape), both of them 
introduced in this chapter. 
Four quadrant DNA walk 
The first DNA walk method uses walker which can move in four directions (up, down, 
left and right) within the four quadrant complex plane. The walker moves according to a 
DNA-walk map, an example of such map is shown in Fig. 15. The outcome of this 
representation is illustrated in Fig. 16.  
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Fig. 15 DNA walk map 
 
Fig. 16 Four quadrant DNA walk (left) of the whole genomes (right) of short DNA fragments. 
In Fig. 16 again both whole genome and short sequences form distinguishable 
objects, however the signal is 2D, which would require extraction of two sets of 
parameters, one for each direction.  
The dimensionality of DNA walk can be reduced to 1D, if walker moves only in two 
directions up and down in which case the shift along the x-axis represents the step 
incrementation along the DNA sequence. Two examples of this 1D representation are 
shown in Fig. 17, where walker in left figure moves up in presence of A, and down in 
presence of T, similarly in the right figure the walker moves up if C occurs, and down if 
G occurs at given position. These 1D signals represent relative content of AT, and CG 
respectively, therefore half of the biological information is lost in every representation, 
which makes them not really convenient to use for further analysis [29], [38],[39]. 
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Fig. 17 One dimensional DNA walk (left) illustrating relative content of A and T (right) 
illustrating relative content of C and G. 
First and fourth quadrant DNA walk 
The problem with the four quadrant DNA walk is that there are frequent overlaps in the 
signal, which cause loss of visual information (see Fig. 17). This issue can be solved by 
use of DNA walk method using only first and fourth quadrant of complex plane. DNA 
walk map of this technique is illustrated in Fig. 18, in which pyrimidines are situated in 
the first quadrant and purines in the fourth quadrant.  
 
Fig. 18 DNA walk map 1st and 4th quadrant 
The unit vectors of all the four nucleotides from Fig. 18 are then mathematically 
expressed according to following: 
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(
1
2
−
√3
2
𝑗) → 𝐴, 
(
√3
2
+
1
2
𝑗) → 𝐶, 
(
√3
2
−
1
2
𝑗) → 𝐺, 
(
1
2
+
√3
2
𝑗) → 𝑇. 
(3.7) 
Examples of this DNA walk representation are shown in Fig. 19. 
 
Fig. 19 1st and 4th quadrant DNA walk (left) of the whole genomes (right) of short DNA 
fragments. 
The representation in Fig. 19 is visually much closer to a biological signal compared 
to the outcome obtained by use of four quadrant DNA walk (Fig. 16). The numerical 
representation in Fig. 19 is, however, still 2D due to non-equidistant sampling, which is 
distinctly observable in the left figure of Fig. 19, where 500 nt long sequence is plotted 
with use of real axis shorter than 400 [39]. Furthermore the short signals are not so 
separable like when the four quadrant DNA walk was used. 
3.2.7 Z-curve  
Z-curve is 3D numerical representation of genomic data named after its zigzag shape. The 
Z-curve is composed of a series of nodes P0, P1, P2,…, PN with coordinates xn, yn, zn  
(n= 1, 2, …, N, where N is the length of DNA sequence), which are uniquely determined 
by Z-transform of a DNA sequence: 
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𝑥𝑛 = (𝐴𝑛 + 𝐺𝑛) − (𝐶𝑛 + 𝑇𝑛) ≡ 𝑅𝑛 − 𝑌𝑛, 
𝑦𝑛 = (𝐴𝑛 + 𝐶𝑛) − (𝐺𝑛 + 𝑇𝑛) ≡ 𝑀𝑛 − 𝐾𝑛, 
𝑧𝑛 = (𝐴𝑛 + 𝑇𝑛) − (𝐶𝑛 + 𝐺𝑛) ≡ 𝑊𝑛 − 𝑆𝑛. 
(3.8) 
In equations (3.8), the Xn stands for the cumulative occurrence number of nucleotide or 
biological property X at the nth position in the DNA sequence. From these equations it 
can be seen, that Z-curve is a reliable representation of genomic data carrying all the 
biological information contained within the DNA sequence. The xn component displays 
the distribution of purine vs. pyrimidine, if the content of purines is in excess at the nth 
position in the DNA sequence xn>0, if pyrimidines are in excess xn<0, and if the number 
of purines and pyrimidines is equal xn=0. The information about amino vs. keto 
distribution is carried analogously by yn component and the distribution of weak vs. strong 
hydrogen bonding by zn component [40]. The final Z-curve representation is shown in 
Fig. 20. Here it is possible to see, that both the whole genome representation and the short 
fragment representation form well distinguishable objects, which was expected, since the 
Z-curve carries all the biological information. However, the signal is 3D and the 
parameters would have to be retrieved from all the three directions, which increases 
computational complexity. 
         
 
 
Fig. 20 Z-curve (left) of the whole genomes (right) of short DNA fragments. 
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3.2.8  DV-curve 
Last method introduced in this chapter is DV-curve (Dual-Vector curve) representation 
method. In DV-curve is each nucleotide represented by two consecutive vectors as shows 
an example of possible vector combinations in Fig. 21. 
 
Fig. 21 DV-curve map [41]. 
The method is very intuitive. The example from Fig. 21 assigns two vectors to each 
nucleotide as follows:  
 
(1, 1), (1, 1) → 𝐴, 
(1, −1), (1, 1) → 𝐶, 
(1, 1), (1, −1) → 𝑇, 
(1, −1), (1, −1) → 𝐺. 
(3.9) 
The whole DV-curve is then constructed by connecting vectors from (3.9) one by one. 
The results shows Fig. 22. 
 
Fig. 22 DV-curve (left) of the whole genomes (right) of short DNA fragments. 
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DV-curve is a plotting method for visualization of genomic sequence in 2D space 
without loss of biological information. However, when the method is used for visual 
analysis of the DNA sequence, the distribution of only two nucleotides is visual. In case 
that vector representation from Fig. 21 is selected, the negative endpoint value along the 
y axis in Fig. 22 (left) indicates excess of G compared to A, whereas the positive endpoint 
value  along the y axis in Fig. 22 (right) indicates excess of A compared to G. The level 
of C and T in the sequence is visually indistinguishable, which is, however, not important 
if the signal is subjected to further mathematical analysis. 
Since DV-curve tends to have similar shape for closely related organisms, its use 
may be beneficial in sequence classification [41]. Even the signals from short sequences 
in Fig. 22 (right) are highly specific and could be proved very useful in further analysis.  
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4 FEATURE EXTRACTION 
The objective of this thesis is sequence comparison and organism identification in 
metagenomic data. The focus is on creating an alignment-free method, since the 
alignment-based techniques are becoming ineffective with rapidly increasing volume of 
metagenomic data due to computationally time demanding alignment. The whole 
workflow of the proposed method is shown in Fig. 23. Compared with alignment-free 
methods introduced in chapter 2.2, which use high-dimensional oligonucleotide 
signatures for sequence characterization, the approach introduced in this thesis is based 
on transformation of the sequences to suitable numeric representation (discrete signal 
representation). The sequences are then characterized by features extracted from this 
signal, which then form multidimensional feature vector. In order to reduce 
computational complexity to minimum, the final signal should have the lowest 
dimensionality possible, while still carrying enough information for reliable sequence 
binning. 
 
Fig. 23 Block diagram of the method proposed in this thesis. 
The features proposed for extraction from genomic signals are: the three Hjorth 
descriptors [42] and slope of unwrapped phase, cumulated phase [36], and DV-curve [41].  
4.1 Hjorth descriptors 
There are in total three Hjorth descriptors: activity, mobility and complexity. These 
parameters are capable of describing any signal (even a non-stationary signal like 
genomic signal) and its derivatives in both frequency and time domain, where time 
domain is in fact nucleotide position domain in case of genomic signals. Hjorth 
descriptors are based on spectral moments, but can also be calculated from time (position) 
variances of a given signal. This approach significantly lowers computational time, 
therefore only this computation method is described in (4.1): 
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𝐴 = 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 = 𝜎0
2, 
𝑀 = 𝑀𝑜𝑏𝑖𝑙𝑖𝑡𝑦 =
𝜎1
𝜎0
, 
𝐶 = 𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 =
𝜎2
𝜎1⁄
𝜎1
𝜎0⁄
. 
(4.1)  
Here 𝜎0
2 stands for the variance of genomic signal, and 𝜎1 with 𝜎2 are the standard 
deviations of the first and second derivatives of the signal respectively. Numerical 
differentiation is used for approximation of the signal derivatives [42]. 
4.2 Slope 
The second set of proposed features for feature vector consists of unwrapped phase slope, 
cumulated phase slope, and DV-curve slope. The slope su of the unwrapped phase 
variation along the DNA strand is computed as: 
 𝑠𝑢 =
𝜋
2
(𝑓+ − 𝑓−). (4.2) 
In (4.2) f+ represents the frequency of positive transitions and f- the frequency of negative 
transitions. Equation (4.2) is not suitable for the method that divides neutral transitions 
into transitions, which increase the phase by , decrease the phase by , or leave the phase 
unchanged. Therefore equation (4.3) is used for this type of unwrapped phase 
representations, where fn+ are neutral transitions increasing the phase, and fn- are neutral 
transitions leading to decrease in phase: 
 𝑠𝑢 =
𝜋
2
[(𝑓+ − 𝑓−) + 2(𝑓𝑛+ − 𝑓𝑛−)]. (4.3) 
Similarly can be calculated the slope of the variation of cumulated phase along the DNA 
strand sc: 
 𝑠𝑐 =
𝜋
4
[3(𝑓𝐺 − 𝑓𝐶) + (𝑓𝐴 − 𝑓𝑇)]. (4.4) 
The variables fx represent the frequency of occurrence of nucleotide X in given DNA 
sequence [36]. 
As it can be seen in chapter 3, even the DV-curve has a characteristic slope, which 
could be a useful parameter in further analysis. The slope sDV is calculated as follows: 
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 𝑠𝐷𝑉 =
𝑌𝑒𝑛𝑑
𝑁
. (4.5) 
The variable Yend is the end point of DV-curve and N is the length of the DV-curve. 
4.3 Simulated dataset 
In order to test the discriminative ability of the proposed method and to compare the 
method with already existing algorithms at the same time, simulated datasets identical to 
those presented by Laczny et al. in [24] were created. In total, there are three datasets 
reflecting properties of real microbial community such as (i) microbial community 
comprising of different taxa (EqualSet01), (ii) the organisms following a typical rank 
abundance (LogSet01), and (iii) the microbial community comprising of closely related 
organisms (EqualSet02). The whole genome sequences used in this thesis were retrieved 
from NCBI GenBank database. The list of genomes used in both EqualSet01 and 
LogSet01 along with information about the sequences is stated in Tab. 3. The information 
about the EqualSet02 is presented in supplementary material, specifically in 
Supplementary Tab. S1. 
Tab. 3 List of organisms in EqualSet01 and LogSet01 
Organism Accession number Genome size (bp) 
Leifsonia xyli subsp. xyli str. CTCB07 AE016822.1 2,584,158 
Escherichia coli UTI89 CP000243.1 5,065,741 
Candidatus Carsonella ruddii PV AP009180.1 159,662 
Haemophilus influenzae PittGG CP000672.1 1,887,192 
Bacillus amyloliquefaciens FZB42 CP000560.1 3,918,589 
Brachyspira hyodysenteriae WA1 CP001357.1 3,000,694 
Geodermatophilus obscurus DSM 43160 CP001867.1 5,322,497 
Rickettsia prowazekii str. Dachau CP003394.1 1,109,051 
Escherichia coli str. ’clone D i14’ CP002212.1 5,038,386 
Uncultured Termite group 1 bacterium AP009510.1 1,125,857 
 
In order to simulate real NGS or TGS (Third Generation Sequencing) data, the whole 
genome sequences were cut into fragments. By this step datasets composed of 500 nt, 
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1,000 nt or 5,000 nt long fragments were created. In EqualSet01 and EqualSet02 the 
number of fragments reflects the size of genomes presented in the complex, meaning that 
the number of fragments n was computed according to following equation: 
 𝑛 = 1.2
𝑔𝑒𝑛𝑜𝑚𝑒 𝑠𝑖𝑧𝑒
𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡 𝑙𝑒𝑛𝑔𝑡ℎ
. (4.6) 
The positions of fragments were generated randomly. The constant 1.2 in (4.6) 
ensures that the fragments at least partially overlap. The abundances for each organism 
from LogSet01 are given in Fig. 24. From this figure it is possible to see that by use of 
these abundances the organisms really follow logarithmic abundance rank. The colors in 
the bar plot correspond with colors representing each organism in the plots further in the 
text. 
 
Fig. 24 Abundances of fragments for logarithmic abundance dataset 
Until this point, the data comprise of only template strands, however, NGS and TGS 
raw reads (sequences produced by DNA sequencing) are formed by both template and 
complement strands. In order to simulate this property, 50% of the fragments are 
transformed into their reversed complement form. 
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4.4 Feature visualization 
Since both Hjorth descriptors and slopes represent three features, it is possible to use these 
features as coordinates in an imaginary space and visualize the fragments as points in this 
space. By this step it is possible to visually asses the discriminative ability of these 
features. In this section the EqualSet01 containing 5,000 nt long fragments was used for 
demonstration. 
4.4.1 Hjorth descriptors 
Since cumulated phase and unwrapped phase representations have already shown useful 
in organism description [36],[37] the Hjorth descriptors were first subtracted from 
fragments in these two forms of signals. From the results shown in Fig. 25 it is possible 
to see that the fragments from the same organism represented by the same color in the 
plot, developed distinct pattern specific for this organism. This kind of representation of 
metagenomic data may, be useful only for complexes containing a low number of 
organisms (e.g. 5), however, with increasing complexity of microbial community, the 
data would vastly overlap. Whereas the microbial complexes contain number of 
organisms higher than low, this representation of metagenomic data is not suitable. 
 
 
Fig. 25 (EqualSet01) Visualization of Hjorth descriptors extracted from (left) cumulated phase 
representation (right) unwrapped phase representation of 5,000 nt long fragments. 
Hjorth descriptors are most commonly used in EEG analysis. Shape of the phase 
representation of DNA fragments resembles the most to an EEG signal from all 
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representations listed in chapter 3. And since it also carries similar properties, like non-
stationarity of the signal, phase signals from DNA fragments were used as base for 
extraction of Hjorth descriptors. The final visualization of the simulated metagenomic 
sample can be seen in Fig. 26. Here, it is possible to see that Hjorth’s descriptors extracted 
from phase fragments representing the same organism form distinct clusters in the 
resulting 3D space. Only one of the clusters is formed by two different genomic 
sequences, but since these two sequences are different E. coli strands, the problem does 
not lie within the selection of right features as much as within the extreme similarity of 
these two genomic sequences. Therefore we can say that these features are suitable for 
use in further analyses. 
 
 
Fig. 26 (EqualSet01) Visualization of Hjorth descriptors extracted from phase representation of 
5,000 nt long fragments. 
The features were also tested on simulated data in which organisms follow 
logarithmic abundance rank- LogSet01, see Fig. 27. The results are highly similar to the 
ones obtained from EquaSet01, however, the organisms with extremely low abundances 
in this dataset represented by H. influenzae and R. prowazekii, are much harder to detect. 
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Fig. 27 (LogSet01) Visualization of Hjorth descriptors extracted from phase representation of 
5,000 nt long fragments. 
4.4.2 Slope 
The second set of parameters consists of slopes of cumulated phase, unwrapped phase 
and DV-curve. The cumulated phase is computed from equation (3.6), as Fig. 13 (right) 
shows that slope of this representation carries the most relevant information about short 
fragments. The unwrapped phase is computed from complex plane projection illustrated 
in Fig. 10. The dataset is again visualized in 3D space formed by the slopes. The results 
are shown in Fig. 28, where fragments from the same organism are again situated in close 
proximity to each other, which makes the features suitable for further analysis. 
 
 
Fig. 28 (EqualSet01) Slope visualization of 5,000 nt long fragments. 
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Slopes were also computed and visualized for LogSet01 with result illustrated in  
Fig. 29. The results are again very similar to the ones obtained from EqualSet01, which 
means that the set of features is suitable even for metagenomic data containing large 
amount of fragments and for data from unevenly distributed microbial communities. 
 
 
Fig. 29 (LogSet01) Slope visualization of 5,000 nt long fragments. 
More visualization results for both Hjorth descriptors and slopes can be observed in 
supplementary material. In Supplementary Fig. S1 one can observe results obtained from 
5,000 nt long fragments belonging to closely related taxa dataset (EqualSet02). After 
visual inspection it seems that Hjorth descriptors carry more relevant information about 
organisms in comparison with slopes, because each organism from the dataset forms 
slightly more distinct clusters. Therefore the Hjorth descriptors might be more suitable 
for classification of closely related taxa. Another monitored parameter, the influence of 
fragment length on descriptive ability of Hjorth descriptors, can be observed in 
Supplementary Fig. S2. Here, it is possible to see that the longer the sequence fragments 
are, the better the possibility of classification there is. Especially short fragments of length 
only 500 nt vastly overlap. 
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5 ANALYSIS 
The last section of the thesis is focused on finding the most suitable machine learning 
algorithm for improved data interpretation and for organism classification. In the first 
part, several dimensionality reduction algorithms are introduced. These algorithms should 
ideally combine information contained within the both feature sets in a way that the new 
set of features would be again viewable in 2D or 3D space and by the same time allow 
better visual analysis compared to the results presented in previous chapter. The second 
section of this chapter is then aimed on finding the best clustering method which would 
allow automated binning of metagenomic data.  
5.1 Dimensionality reduction 
Dimensionality reduction algorithms are used for data described by more than two or 
three features forming high-dimensional feature vector. Since such vectors cannot be 
visualized, it is impossible for human to interpret the data. Dimensionality reduction 
transforms the high-dimensional data into representation of reduced dimensionality. This 
representation should ideally have a dimensionality that corresponds to the intrinsic 
dimensionality of the data [43]. There are currently many methods for dimensionality 
reduction from which only a small fraction is introduced in this thesis.  
5.1.1 Principal Component Analysis 
Principal Component Analysis (PCA) is one of the most popular methods for dimension 
reduction. It is a linear dimensionality reduction technique, which means that the high-
dimensional data is embedded into a linear subspace of lower dimensionality. By doing 
so, PCA attempts to maintain as much variability from the data as possible. In n-
dimensional data, the linear subspace can be defined by d orthogonal vectors which form 
a new coordinate system called principle components. In order for PCA to work, the final 
output should be formed by d < n principal components and for visualization purposes d 
should not exceed the number of 3[43],[44]. 
Mathematically, PCA is finding a linear mapping M which maximizes to cost 
function trace (MTcov(X)M), where cov(X) is the sample covariance matrix of data X. The 
linear mapping M is formed by the d principal eigenvectors of the sample covariance 
matrix. PCA thus solves the eigenproblem in (5.1) for d principal eigenvalues λ.: 
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 𝑐𝑜𝑣(𝑋)𝑀 = 𝜆𝑀. (5.1) 
The new low dimensional data yi obtained from xi are then computed by their mapping 
onto the linear basis M according to following equation [44]: 
 𝑌 = 𝑋𝑀. (5.2) 
All the dimensionality reduction techniques were performed on features extracted 
from all of the three available datasets (EqualSet01, LogSet01, and EqualSet02). Since 
the datasets consisting of longer fragments seem to provide better distinctive information 
about organisms, as it can be seen from Supplementary Fig. S20, the results presented 
here are obtained from the datasets with 5,000 nt long fragments. The features extracted 
from fragments are composed of both phase Hjorth descriptors and slopes of cumulated 
phase, unwrapped phase and DV curve, forming space of 6 dimensions which is 
impossible to visualize. After PCA is performed and the first three components are chosen 
as carriers of the most information about the data, the space is reduced to 3D which 
enables the dataset visualization. 
The results of PCA performed on EqualSet01 are showed in Fig. 30. Here is possible  
 
 
Fig. 30 (EqualSet01) First three components from PCA performed on Hjorth descriptors and 
slope from 5,000 nt long fragments.   
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to see that the final visualization of data resembles more to the visualization of Hjorth 
descriptors presented in Fig. 26 rather than to the visualization of slopes from Fig. 28. 
Therefore, Hjorth’s descriptors might carry more valuable information about the short 
sequences compared to the information carried by slopes of signal. However, if the results 
from Fig. 26 (EqualSet01 Hjorth descriptors) are compared to the ones from Fig. 30 (PCA 
of all features) a slight improvement can be seen. Especially separation of 
B. amyloliquefaciens from E.coli and of H. influenzae from Uncultured Termite group 1 
bacterium seems to be easier. On the other hand, organisms represented by smaller 
amount of fragments, like Candidatus C. rudii in EqualSet01, are more sparsely 
distributed in the space formed by principal components and therefore in further 
classification might be classified as noise or outliers from bigger organisms in close 
proximity. 
The second dataset used for analysis by PCA was LogSet01 with results shown in 
Fig. 31. Even though the organisms with the lowest abundances- H. influenzae and  
R. prowazekii form relatively distinct clusters, in data where labels are not available, the 
sequences belonging to these organisms would most probably be falsely classified as part 
of another closely located taxa with higher abundance. 
 
 
Fig. 31 (LoqSet01) First three components from PCA performed on Hjorth descriptors and 
slope from 5,000 nt long fragments.   
Also the EqualSet02 was tested with results illustrated in Supplementary Fig. S3. 
When compared to the visualization with use of only Hjorth descriptors in Supplementary 
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Fig. S1 (top) it is possible to see a rather substantial improvement in taxonomical 
distinction. 
All in all, after a visual inspection it is possible to say that extraction of all the 
proposed features in combination with dimensionality reduction by PCA brings 
improvement in taxonomical identification compared to use of only Hjorth’s descriptors 
or slopes separately. 
5.1.2 Independent Component Analysis 
Independent Component Analysis (ICA) is a method for linear dimensionality reduction. 
Model for the method is called cocktail-party problem, where one is attempting to recover 
speech signals si from their weighted mixture represented by the observed data xi. The 
observed high dimensional data is then represented as following: 
 𝑋 = 𝐴𝑆, (5.3) 
where X is the observed data matrix, A is a weight matrix and S is the matrix containing 
independent components. Both A and S are latent variables, meaning that they cannot be 
directly observed and have to be estimated from the observed matrix X. After estimating 
matrix A, the independent components can be obtained simply by: 
 𝑆 = 𝐴
−1𝑋. (5.4) 
There are several approaches how to estimate the latent variables, the one used in 
this thesis is FastICA algorithm with Gaussian negentropy (negative entropy). The basic 
assumption in ICA is that the independent components have non-gaussian distribution, 
since matrix A is not identifiable for gaussian independent components. This assumption 
is also core of the algorithm, where measure of non-guassianity is negentropy, which is 
being maximized. Negentropy is slightly modified version of definition of differential 
entropy defined as following: 
 𝐻(𝑦) =  − ∫ 𝑓(𝑦) log 𝑓(𝑦)𝑑𝑦, (5.5) 
where H is the differential entropy of a random vector y with density function f(y). From 
This equation negentropy J is defined as: 
 𝐽(𝑦) =  𝐻(𝑦𝑔𝑎𝑢𝑠𝑠) − 𝐻(𝑦). (5.6) 
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In equation (5.6) the ygauss stands for a Gaussian random variable of the same covariance 
matrix as y. Negentropy J is always non-negative and is zero only if y has Gaussian 
distribution, which is why it needs to be maximized [45]. 
The drawback of this method is that the algorithm is based on maximization of 
certain variable and therefore with every run the same results are not obtained like with 
e.g. PCA method. 
Testing of the method was again performed on all of the three datasets, where both 
sets of features, Hjorth descriptors and slopes, were extracted from DNA fragments and 
subjected to ICA. The outcome for EqualSet01 can be seen in Fig. 32. It is easy to see 
from this plot, that ICA is not very suitable method for dimensionality reduction of the 
features proposed in this thesis. The method does not improve the data appearance on the 
contrary all of the organisms form one dense cluster, which makes the taxonomical 
identification almost impossible. 
 
 
Fig. 32 (EqualSet01) First three components from ICA performed on Hjorth descriptors and 
slope from 5,000 nt long fragments.   
Slightly better results are observable in Fig. 33, where ICA was performed on 
LogSet01. From this representation some of the organisms could be easily identified. 
However, H. influenzae and R. prowazekii with low abundances of fragments in the data 
get completely lost within clusters of other taxa. Furthermore, the fragments from 
Uncultured Termite group 1 bacterium, which were easily detected in previous cases, are 
now blended with the fragments from B. hyodysenteriae, thus also indistinguishable. 
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Fig. 33 (LogSet01) First three components from ICA performed on Hjorth descriptors and slope 
from 5,000 nt long fragments.   
The results for closely related organisms from EqualSet02 are illustrated in 
Supplementary Fig. S3 (middle). These results do not provide any useful information for 
organism classification. As already said, ICA is not deterministic method, thus with every 
run the results can significantly change. From all of the above it is possible to conclude 
that ICA in combination with features proposed in this thesis is not a suitable method for 
organism identification from metagenomic data. 
5.1.3 Barnes-Hut Stochastic Neighbor Embedding 
Barnes-Hut Stochastic Neighbor Embedding (BH-SNE) is a O(n log n) implementation 
of t-SNE embedding technique. t-SNE embedding is a non-linear method for visualization 
of high-dimensional data in scatter plots, which has the major drawback of quadratic time 
complexity O(n2). 
t-SNE technique is completely different from any of the existing dimensionality 
reduction methods. It does not determine the final low-dimensionality appearance of the 
data only from the high-dimensional data, but it compares the probability distributions in 
the original data space with the probability distributions in the embedding space. The final 
output is then based on minimizing the Kullback-Leibler divergence between the two 
probability distributions. 
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First conditional probabilities pi|j between two points xi and xj are computed as shown 
in (5.7), where d(xi,xj) computes a distance between a pair of points, e.g. Euclidian 
distance and σi represents Gaussian kernel, which optimal value varies per object. 
 𝑝𝑗|𝑖 =
𝑒𝑥𝑝 (−𝑑(𝑥𝑖 , 𝑥𝑗)
2
/2𝜎𝑖
2)
∑ 𝑒𝑥𝑝(−𝑑(𝑥𝑖 , 𝑥𝑘)2/2𝜎𝑖
2)𝑘≠𝑖
 𝑝𝑖|𝑖 = 0 (5.7) 
The joint probability used as measure of similarity between two objects xi and xj in the 
original space with total of N objects is then defined as follows: 
 𝑝𝑖𝑗 =
𝑝𝑗|𝑖 + 𝑝𝑖|𝑗
2𝑁
. (5.8) 
A heavy-tailed distribution is used as measurement of similarity qij of two points yi and yj 
in the low-dimension space: 
 𝑞𝑖𝑗 =
(1 + ‖𝑦𝑖 −𝑦𝑗‖
2
/2𝜎𝑖
2)
∑ (1 + ‖𝑦𝑘 −𝑦𝑙‖2/2𝜎𝑖
2)𝑘≠𝑙
, 𝑞𝑖𝑖 = 0. (5.9) 
Student t-kernel is used as measure of difference between high- and low-dimensional 
spaces. The ideal location of data points y in the reduced dimensionality space is then 
obtained by minimizing the Kullback-Leibler divergence between two joint distributions 
P and Q: 
 
𝐶(𝜀) = 𝐾𝐿(𝑃‖𝑄) = ∑ 𝑝𝑖𝑗 log
𝑝𝑖𝑗
𝑞𝑖𝑗
𝑖≠𝑗
. (5.10) 
The evaluation of both joint distributions P and Q is O(n2), which causes the quadratic 
time complexity of the t-SNE algorithm. By use of metric trees combined with Barnes-
Hut approximation for the gradient 
𝜕𝐶
𝜕𝑦𝑖
, the complexity of the algorithm can be improved 
to O(n log n) [46]. 
The main advantage of this method is that it forms very clearly separated clusters 
compared to e.g. PCA. This can be seen in Fig. 34, where results from BH-SNE analysis 
performed on features extracted from EqualSet01 are plotted. The problem with these 
results is that fragments belonging to one taxa are often shredded into more than one 
cluster. However, these clusters then tend to have a uniform composition, where majority 
of the fragments from one cluster belongs to one organism. Therefore the major issue of 
these results is that the number of clusters does not reflect the number of organisms 
present in the microbial community. Also not all the clusters are uniformly formed. For 
example distinction of Uncultured Termite group 1 bacterium or separation of 
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B. amyloliquefaciens from E. coli in the two clusters in the middle of the scatter plot in 
Fig. 34 might not be possible.  
 
 
Fig. 34 (EqualSet01) First two components from BH-SNE performed on Hjorth descriptors and 
slope from 5,000 nt long fragments.   
Results from the BH-SNE dimensional reduction of data obtained from LogSet01 
are plotted in Fig. 35. The problem where fragments from one organism form several 
clusters is mostly eliminated, the only exception represents E. coli which forms again 
more than one cluster. Therefore even with results from LogSet01 the number of clusters 
does not correspond to the number of organisms present in the mix. Also the taxa with 
low fragment abundances is not easily distinguished in the plot, especially H. influenzae 
gets completely lost within the fragments of Uncultured Termite group 1 bacterium.  
Although the BH-SNE seems to works almost perfectly, its use on closely related 
organism might be limited, as shown in Supplementary Fig. S3 (bottom). Five of the 
organisms from EqualSet02 form relatively distinct clusters, namely L. delbrueckii, 
L. gasseri, S. amazonenzis, S. thermophilus, and S. sius, whereas the remaining five 
organisms are impossible to distinguish from the mix.  
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Fig. 35 (LogSet01) First two components from BH-SNE performed on Hjorth descriptors and 
slope from 5,000 nt long fragments.  
5.1.4  Summary of dimensionality reduction techniques 
In previous sections visual analysis of three dimensionality reduction techniques was 
provided. So far BH-SNE seems to provide the best outcomes, which could be used for 
further analysis. However, it has several drawbacks. The first one is that the method does 
not provide the number of clusters which would correspond to the number of organisms 
present in the metagenomic data. The second drawback is that the method is stochastic 
and therefore provides different results with every run. And the third one can be found in 
form of significantly higher computational complexity. The comparison of runtimes of 
all the three methods is provided in Tab. 4. Here, it is possible to see that BH-SNE runs 
significantly longer compared to PCA or ICA. Therefore its use for large metagenomic 
datasets is questionable. 
PCA seems to also provide a slight improvement when compared to use of only three 
features. The question is, how significant is this improvement and whether the use of only 
Hjorth descriptors from phase is not sufficient.  
ICA analysis showed to be the least useful of all the presented methods. Even though 
the method is fast, as it can be seen in Tab. 4, it causes an impairment to the discriminative 
ability of the proposed features, Furthermore, the method is stochastic, providing different 
results in every run 
 54 
Tab. 4 Runtimes of the three dimensionality reduction techniques using Intel® Core™ i5-3330 
CPU @ 3.00GHz. 
Dataset No. of fragments 
Runtime (s) 
PCA ICA BH-SNE 
EqualSet01 7,017 0.37 0.93 65.07 
EqualSet02 7,670 0.94 0.93 72.81 
LogSet01 58,771 1.02 1.34 821.85 
5.2 Clustering 
Machine learning methods can be separated into several groups based on different 
criteria. One of the criteria separates them into supervised or unsupervised learning 
techniques. Since the main task of this thesis is to classify metagenomic data about which 
one does not have any closer information, the focus is on unsupervised learning methods. 
Clustering methods separate unlabeled data into groups called clusters. One cluster then 
contains only objects which are similar to each other while the rest of the data is classified 
into other clusters. 
5.2.1 K-means clustering 
K-means clustering is one of the simplest and most popular unsupervised clustering 
methods. The algorithm starts by defining k centroids, where k is the number of clusters. 
In the first step, centroids are generated either as random objects or as equally spaced 
objects in dataset or they can be set interactively by user. The second step includes 
assigning objects to groups based on their association with the closest centroid. New 
centroids are then generated as centers of the formed clusters and objects are again 
reassigned to groups. This process is then repeated until one of the convergence criteria 
is met. The convergence criteria are (i) there is no change in cluster composition in next 
iteration, (ii) the squared error was minimized to predefined threshold (iii) maximum of 
predefined number of iterations was reached. The squared error e2 for criterion (ii) is 
calculated as: 
 𝑒
2 = ∑ ∑‖𝑥𝑖
𝑗 − 𝑐𝑗‖
2
𝑛𝑗
𝑖=1
𝐾
𝑗=1
, (5.11) 
where xi
j is the ith object belonging to the jth cluster and cj is the centroid of the j
th cluster 
[47]. 
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K-means clustering is maybe the most intuitive clustering algorithm and for its simplicity, 
the technique became popular. In this thesis the k-means clustering method was tested on 
three sets of features extracted from EqualSet01 which showed as most promising. The 
first set comprised of Hjorth descriptors from phase, the second set was formed by the 
first three principal components after performing PCA introduced in previous section and 
finally the third set composes of the two SNE components after applying BH-SNE 
algorithm. Results for the first set can be seen in Fig. 36. On the left, the original scatter 
plot, where color labels correspond to the organisms can be seen. On the right, the same 
scatter plot is shown, however, in this case, the color labels correspond to the cluster 
numbers assigned by k-means algorithm. After comparing these two plots, it is easy to 
see that k-means algorithm is not a suitable technique for classification of metagenomic 
data in form of Hjorth’s descriptors from phase, since the clusters in both plots do not 
correspond.  
 
 
 
Fig. 36 (EqualSet01) K-means clustering performed on Hjorth descriptors from phase (left) the 
original labels according to organisms (right) labels according to cluster number. 
Very similar results to the ones observed in Fig. 36 can be seen in Supplementary 
Fig. S4, where k-means was performed on the first three principal components. In both 
of the cases the number of clusters was set to nine, since the EqualSet01 dataset comprises 
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of genomic information from ten organisms with two of them being sequences from two 
different strains of E. coli, whose DNA most probably does not carry enough information 
for them to be separated. The initial centroids were places both, randomly and manually 
by user, while the manual initiation did not bring any improvement. 
Results from the last set are showed in Supplementary Fig. S5. Since BH-SNE 
algorithm separated the data into more than ten or nine expected clusters, also the number 
of clusters set in k-means algorithm had to be higher. The value was set to k = 20. Even 
though the BH-SNE formed very distinct clusters, after comparison of clusters detected 
by k-means with the original space, it possible to say that k-means algorithm cannot be 
classified as a suitable algorithm for binning of metagenomic data transformed by 
workflow proposed in this thesis. 
5.2.2 Hierarchical clustering 
Hierarchical clustering methods can be divided into two major groups: agglomerative and 
divisive methods. At the beginning of agglomerative clustering each object of given 
dataset represents a single cluster. The two clusters which are closest according to some 
metric are agglomerated. This process is repeated until all of the points are merged into 
one hierarchically constructed cluster called dendrogram. Dendrogram is simply a tree 
which shows how the clusters were agglomerated at each step, an example is shown in 
Fig. 37, where it is possible to see that when the right metrics in combination with the 
right method is used, the tree structure enables to determine the appropriate number of 
groups present in the data and by cutting the tree at properly chosen level, the data can be 
divided into these groups [47],[48]. The process of tree cutting and data classification is 
illustrated by nine different colors used in the Fig. 37. Divisive methods proceed in the 
opposite direction to agglomerative methods and subdivide one cluster into finer groups. 
Agglomerative clustering is more commonly used and therefore only this technique is 
described more into detail further in the text. 
Agglomerative clustering 
There are several methods for similarity characterization between pair of objects. Their 
choice is crucial for the dendrogram appearance. The methods are [48]: 
 Single linkage- the distance between two clusters is given by the minimum cost 
edge between objects in these two clusters. 
 Complete linkage- the distance between two clusters is given by the maximum 
cost edge between objects in these two clusters. 
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 Average linkage- aka. UPGMA (Unweighted Pair Group Method 
with Arithmetic Mean) the distance between two clusters is the average of all edge 
costs between objects in these two clusters. 
 Centroid method- the distance between two clusters is given by the distance of 
centroids of these two clusters. 
 Ward’s method- the distance between two clusters is defined as the amount of 
increase in the sum of squared distances from each point to the center of its cluster 
that would be caused by agglomerating the clusters. 
 
 
Fig. 37 (EqualSet01) Dendrogram constructed by hierarchical clustering of Hjorth descriptors 
using Ward’s method in combination with Euclidian distance. 
Hierarchical clustering was tested on the same data like previously introduced k-
means. Two grouping methods which showed the most promising results are presented 
in this thesis, these are complete linkage and Ward’s method. The results for the first 
dataset are showed in Fig. 38. In this figure, again both, data labeled according to 
organisms as well as according to cluster numbers, are showed allowing assessment of 
the given technique. The dendrograms were cut in a way that nine clusters were formed. 
In Fig. 38, one can see that results from hierarchical clustering from both complete 
linkage (bottom left) and Ward’s method (bottom right) using Euclidean metrics resemble 
to the results obtained by k-means clustering. Only one of the organisms, namely 
Candidatus C. ruddii, was classified correctly as separate cluster. Such result is not 
sufficient enough in order to consider the method as successful.  
The results from when hierarchical clustering was applied on the first three principal 
components are illustrated in Supplementary Fig. S6. These results are almost identical 
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with the ones seen in Fig. 38. Again, only Candidatus C. ruddii was classified correctly 
with complete linkage method as separate cluster, leaving the combination of hierarchical 
clustering with PCA unsuccessful.  
In Supplementary Fig. S7 the results from hierarchical clustering in combination 
with BH-SNE are shown. The dendrogram in this case was cut in a way that twenty 
clusters were formed. As it is possible to see in the picture even this combination is not 
fully successful, since only few formed clusters in both of the metrics used, are 
represented by fragments from one taxa. Furthermore, the fragments belonging to 
organisms with shorter genomes like Candidatus C. ruddii or R. prowazekii would be 
completely falsely classified as part of genome of bigger organism with cluster in close 
proximity. 
 
 
  
 
Fig. 38 (EqualSet01) Hierarchical clustering performed on Hjorth descriptors from phase: (top) 
the original labels according to organisms (bottom left) labels according to cluster 
number after clustering using complete linkage method (bottom right) Ward’s 
method distance with Euclidean metrics. 
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5.2.3 Density-Based Spatial Clustering of Applications with Noise  
Density-Based Spatial Clustering of Application with Noise (DBSCAN) belongs to group 
of density-based clustering algorithms. The core idea of these algorithms is that objects 
which form a dense region should be clustered together. Two parameters need to be 
defined by user in DBSCAN algorithm: a radius value Eps based on used distance 
measure and MinPts, a minimal number of points which should be located within Eps 
radius. After these two parameters are defined, it is possible to classify objects into three 
categories: core points, border points, and noise, as shown in example in Fig. 39. 
 
Fig. 39 The three classes of points in DBSCAN algorithm [49]. 
The three classes of points are defined as follows: 
 Core point- if number of points within the radius Eps from point p is at least 
MinPts, then p is considered a core point. 
 Border point- if point p is not classified as core point, but is density-reachable 
from another core point, then p is a border point. 
 Noise- if point p is not a core point, nor a border point, then p is noise. 
The algorithm starts with the first point p in dataset and searches for objects within 
the radius Eps, if p is a core point a new cluster is created. Then it iteratively collects the 
neighbors within the Eps distance from core points. The process is repeated until all points 
have been processed and assigned to clusters. 
DBSCAN algorithm was first tested on Hjorth descriptor with outcome showed in 
Fig. 40, where the top plot shows the data labeled according to organisms and the two 
bottom plots show the formed clusters when DBSCAN with two sets of parameters was 
used. The major advantage of the method is that number of clusters does not have to be 
 60 
defined as an input of the algorithm, however, as it can be seen from Fig. 40, the method 
is extremely sensitive to the input parameters Eps and MinPts. The left plot shows seven 
clusters as result of DBSCAN run with parameters Eps = 0.15, MinPts = 43. The rest of 
the points are not plotted in the plot, as those were classified as noise. It is easy to see that 
the defined clusters resemble highly to the original scatter plot and could be used as cores 
for organism classification in combination with another method. The problem could be 
detection of organisms with shorter genomes which form sparser clusters and are the 
classified as noise, e.g. Candidatus C. ruddii in the example showed in Fig. 40. The 
second problem in this figure is separation of E. coli from B. amyloliquefaciens. The use 
of DBSCAN with another method would be possible only if the right parameters are 
chosen and the outcome would resemble to the one in Fig. 40 (bottom left). If the input 
parameters change slightly, the results will change fundamentally, see Fig. 40 (bottom 
right), where the input parameters were set to Eps = 0.12, MinPts = 40. 
 
 
 
Fig. 40 (EqualSet01) DBSCAN clustering performed on Hjorth descriptors from phase: (top) 
the original labels according to organisms (bottom left) labels according to cluster 
number with parameters set as follows: Eps = 0.15, MinPts = 43  
(bottom right) Eps = 0.12, MinPts = 40. 
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The plot in Fig. 40 (bottom right) differs greatly from the original scatter plot and 
majority of information is lost within noise. Since the nature of the metagenomic data is 
unpredictable, it is not possible to set initial parameters to constant values. This makes 
the DBSCAN method unsuitable for automatic evaluation of metagenomic data. 
The method was also tested on data obtained by applying BH-SNE. The results for 
two sets of initial values: Eps = 2, MinPts = 20 and Eps = 1.8, MinPts = 16, are showed 
in Supplementary Fig. S8. Although in both of the cases almost none of the points were 
classified as outliers, the final outcome differs greatly from original, which makes the 
combination of BH-SNE/DBSCAN unsuitable for classification of metagenomic data. 
5.2.4 Expectation-Maximization Gaussian Mixture Model 
Gaussian mixture model combined with expectation maximization algorithm (EMGM) is 
a powerful and widely used tool for clustering. The mixture density for a random vector 
x assuming k components is: 
 𝑓𝑘(𝑥) = ∑ 𝜋𝑗𝜙(𝑥|𝜇𝑗, 𝑆𝑗)
𝑘
𝑗=1 , (5.12) 
where πj are the mixing proportions (0 <  πj  < 1 for all j = 1,…,k and Σj πj =1) and where 
the jth component ϕ(x|μj,Sj) is the d-dimensional Gaussian density defined as follows: 
 𝜙(𝑥|𝜇𝑗, 𝑆𝑗) = (2𝜋)
−𝑑/2|𝑆𝑗|
−1/2
𝑒𝑥𝑝 [−0.5(𝑥 − 𝜇𝑗)
𝑇
𝑆𝑗
−1(𝑥 − 𝜇𝑗)]. (5.13) 
In (5.13) the Gaussian density is parametrized on the mean μj and the covariance matrix 
Sj. The mixture parameters {πj, μj, Sj} of the k components are estimated by maximizing 
the loglikelihood: 
 ℒ𝑘 = ∑ log 𝑓𝑘(𝑥𝑖)
𝑛
𝑖=1
. (5.14) 
The EMGM algorithm is often used for its simplicity and guaranteed monotone 
increase of the likelihood of the training set during optimization. However, the algorithm 
has its drawbacks which are similar to the ones from k-means algorithm: (i) the number 
of k components needs to be known, (ii) the uncertainty of setting initial parameters, and 
(iii) the algorithm can get trapped in local maxima of the loglikelihood function [51],[52]. 
The EMGM algorithm was first tested on Hjorth descriptors data. The result is 
available in Fig. 41, where left is the original scatterplot with labels according to the 
organisms and right is the same scatter plot, however, labeled according to EMGM cluster 
numbers. The number of clusters was set to nine and the initiation of the parameters was 
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done by several random initiations, where the one with the highest loglikelihood was 
chosen as an input to a function which ensured further convergence. As it is possible to 
see in Fig. 41, the final clusters significantly resemble to the original. The only 
imperfections are clustering Uncultured Termite group 1 bacterium together with 
R. prowazekii and formation of a new cluster out of scattered values from different 
organisms, see Clust 1 in Fig. 41. 
 
  
Fig. 41 (EqualSet01) EMGM clustering performed on Hjorth descriptors from phase (left) the 
original labels according to organisms (right) labels according to cluster number. 
The EMGM algorithm was also tested on PCA data, however, the initiation of 
parameters was running for more than 30 minutes compared to approximately 10 s when 
the method was tested on Hjorth descriptors. Since the goal is to find fast algorithms for 
metagenomic data processing, the algorithm was manually terminated and the results are 
not available. 
And finally the EMGM was tested on data obtained by applying BH-SNE. The 
number of clusters was set to twenty and the final result can be seen in Supplementary 
Fig. S9, where we can see that compared to the results previously showed in Fig. 41, the 
combination of BH-SNE/EMGM is not as successful as combination of Hjorth 
descriptors/EMGM. Keeping in mind that Hjorth descriptors are computed with linear 
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time complexity compared to O(nlogn) time complexity of BH-SNE algorithm, the results 
are not only better, but the algorithm runs much faster too. 
Since the EMGM clustering combined with Hjorth descriptors from phase showed 
to be the best combination, the statistics in form of sensitivity, specificity, precision and 
accuracy were computed according to the following equations: 
 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
, (5.15) 
 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃
𝑇𝑁 + 𝐹𝑃
, (5.16) 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
, (5.17) 
 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
. (5.18) 
In equations (5.15) - (5.18) the values TP, FP, TN, FN stand for true positive, false 
positive, true negative and false negative values respectively. 
The results are listed in Tab. 5, where values for Uncultured Termite group 1 
bacterium are omitted, since the fragments were falsely classified as part of the 
R. prowazekii cluster. When the fact that an automated method was used for identification 
of different taxa in metagenomic data is taken into account, the results stated in Tab. 5 
can be considered as success. The only observed drawback can be sensitivity values for 
R. prowazekii and B. amyloliquefaciens, which are considerably lower compared to the 
rest of the values. The lower value of identification sensitivity of R. prowazekii reflects 
the fact that after analysis the R. prowazekii sequences and Termite Group 1 bacterium 
sequences ended up classified as part of one cluster. 
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Tab. 5 Sensitivity, specificity, precision and accuracy values for EqualSet01 dataset. 
Organism 
Sensitivity 
[%] 
Specificity 
[%] 
Precision 
[%] 
Accuracy 
[%] 
L. xyli 86.50 99.40 93.88 98.16 
E. coli 96.84 86.94 71.93 89.48 
C. Carsonella ruddii 83.33 99.94 89.74 99.84 
H. influenzae 79.73 99.38 91.17 97.93 
B. amyloliquefaciens 57.91 97.77 86.72 89.77 
B. hyodysenteriae 90.24 99.12 92.37 98.19 
G. obscurus 99.24 98.34 92.41 98.49 
R. prowazekii 46.67 99.34 83.90 95.74 
Uncultured Termite group 1  - - - - 
5.2.5 Clustering conclusion 
Four clustering techniques were presented in this section. The methods were tested on 
three datasets in order to find the most suitable combination of features with potential 
dimensionality reduction technique and clustering method. The best solution out of the 
four presented clustering techniques was obtained when EMGM clustering method was 
used in combination with Hjorth descriptors from phase representation. As only Hjorth 
descriptors were needed without any other further features, the algorithm is simplified 
and since Hjorth descriptors can be computed in linear time and no further dimensionality 
reduction technique with high computational complexity is needed, the algorithm is 
fastened. Disadvantage of this combination is that EMGM algorithm needs number of 
clusters as an input and that the method works on expectation maximization principle and 
therefore is non-deterministic. The problem with the cluster number estimation could be 
solved by previous hierarchical clustering technique with Ward’s or complete linkage 
method. Despite the fact that the method does not grant nearly as good results like EMGM 
clustering, the dendrogram could provide approximate information about the number of 
clusters. The problem with the algorithm being non-deterministic could be solved by 
running it several times and result would be selected based on the highest loglikelihood 
value. 
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5.3 Summary and comparison to existing techniques 
In this section, the whole pipeline is summarized and compared with other existing 
techniques. The block diagram of the proposed method from Fig. 23 is updated below in 
Fig. 42. The DNA fragments are fist transformed into phase representation, from which 
features are extracted in form of Hjorth descriptors. Since there are three of Hjorth 
descriptors which can be computed with linear time complexity, they allow almost 
immediate visualization of metagenomic data. Hjorth descriptors are analyzed by using 
EMGM clustering method, which then allows metagenomic data binning. 
 
Fig. 42 Final workflow of the method. 
As was already said in theoretical part of the thesis, there are two approaches to 
metagenomic data binning. The original approach is alignment-based approach, which 
aligns all of the fragments to a reference database and based on the best hit the sequences 
are classified. These algorithms lack from computationally complex alignment and 
therefore it is obvious that alignment-free approach, such as one introduced in this thesis, 
is much better option. Also not all of the genomes have been sequenced yet, and therefore 
the alignment-based approach can lead to false classification. 
Some of existing alignment-free methods were introduced in chapter 2.2. These 
methods are based on transformation of sequences into oligonucleotide signatures 
forming high-dimensional space (in case of oligonucleotide length k = 4, the 
dimensionality is 136). Different methods are then used for fragment binning or 
visualization of these signatures. One of the advantages of algorithm proposed in this 
thesis is that it allows both visualization of metagenomic data and fragment binning. 
The major issue of most of current alignment-free methods is their time complexity 
of O(n2), where n is the number of fragments. Even though the techniques offer rapid 
improvement over alignment-based approach, the algorithms are still time demanding. 
An example of such algorithm is one of the methods introduced in theoretical section of 
this thesis- MetaBAT [28], which calculates the pairwise distances between all pairs of 
contigs before performing automatic clustering. Another example of such technique is 
BLSOM (batch-learning Self-Organizing Map) [53], which allows both metagenomic 
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data visualization and binning. Compared to both of these pipelines, the technique 
proposed in this thesis rapidly speeds up the metagenomic data analysis. 
Another advantage is that unsupervised learning technique can be used with the 
Hjorth descriptors for binning, which is advancement over DectICO [25] algorithm also 
presented in the theoretical part of this thesis.  
The last algorithm compared to the pipeline proposed in this thesis is VizBin. 
Comparison of these two is more detailed, since nature of this technique, with workflow 
introduced in Fig. 5, is very similar to the method introduced here. VizBin offers an 
improvement over the quadratic time complexity algorithms by using BH-SNE with 
complexity of O(n log n) for visualization of metagenomic data. However, compared to 
here proposed workflow, which allows visualization in O(n) time, the algorithm is still 
slow. Runtimes of processing three metagenomic datasets by BH-SNE method used in 
VizBin and by computing Hjorth descriptors used in this thesis are shown in Tab. 6. From 
this table it is possible to conclude that using Hjorth descriptors from phase signal instead 
of BH-SNE algorithm applied on genomic signatures, allows much faster metagenomic 
data visualization. Keeping in mind, that size of metagenomic dataset reaches gigabytes 
leaving us with millions of fragments to analyze, improvement in runtime can be rather 
significant. 
Tab. 6 Runtimes of the BH-SNE algorithm and of Hjorth descriptors computation using Intel® 
Core™ i5-3330 CPU @ 3.00GHz. 
Dataset 
 No. of 
sequences 
Runtime (s) 
BH-SNE  Hjorth descriptors  
EqualSet01 5000 nt 7017 119.74 12.7 
EqualSet01 1000 nt 35058 2092.69 22.3 
LogSet01 5000 nt 58771 2615.97 104.5 
 
When comparing statistical results from Tab. 5 to the ones listed in [24], where same 
dataset was used, it is possible to observe that results obtained in this thesis, especially 
sensitivity, are slightly worse. In [24] none of the values of sensitivity, specificity or 
precision fell under 90%. However, it is important to mention that these values were 
obtained as result of human augmented binning, where clusters were selected manually 
by human user, whereas values from Tab. 5 are results of automated clustering. Human 
augmented binning is not usable in combination with real metagenomic dataset, due to 
complex nature of microbial communities. 
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Furthermore, as already mentioned, BH-SNE algorithm suffers from stochastic 
nature, while computation of Hjorth descriptors is deterministic and therefore allows 
reliable visualization of metagenomic data. 
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6 CONCLUSION 
A new method for alignment free taxonomical binning of metagenomic data is introduced 
in this thesis. The method is based on conversion of raw read sequences to a suitable 
numeric representation, from which vectors of features are extracted. Two sets of features 
were tested- Hjorth descriptors, and slopes of cumulated phase, unwrapped phase and 
DV-curve. Hjorth descriptors, often used in EEG analysis, were chosen for their ability 
to describe any signal, even a non-stationary one like genomic signal, in both time 
(position) and frequency domain. Their other advantage is the possibility of simple 
computation from variances of signal and its first and second derivatives, which allows 
feature extraction in linear time. Also computation of slopes can be done with linear time 
complexity making both sets suitable for fast algorithm design.  
Several dimensionality reduction techniques were tested in order to combine the 
information from both feature sets and express it in form of new features which would 
carry more relevant information compared with the separate sets and which would be 
visualizable. However, when outputs from these techniques were presented to clustering 
algorithms, no improvement was observed in comparison with clustering techniques 
performed on Hjorth descriptors from phase representation. Therefore, the final form of 
proposed pipeline omits the dimensionality reduction step and works only with Hjorth 
descriptors. 
As already outlined, several unsupervised clustering techniques were tested for their 
ability to reliably perform binning of metagenomic data. The best results were obtained 
when expectation maximization for Gaussian mixture model was applied on Hjorth 
descriptors.  
The final outcome is a novel method that allows deterministic visualization of 
metagenomic data in linear time, which is a significant improvement over state of the art 
algorithms running with quadratic time complexity or in the best case scenario with O(n 
log n) time complexity. Furthermore, an unsupervised clustering technique for 
taxonomical binning is applicable to the data, allowing identification of different taxa 
within a microbial community. 
Component parts of the proposed method were implemented in MATLAB ® and R 
programming environment with final version of pipeline being realized in R. 
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LIST OF ABBREVIATIONS 
1D, 2D, 3D One-dimensional, two-dimensional, three-dimensional 
BH-SNE Barnes-Hut Stochastic Neighbor Embedding  
BH-SNE Barnes-Hut Stochastic Neighbor  
BLAST Basic Local Alignment Search Tool 
bp base pair 
COG Clusters of Orthologous Groups 
DBSCAN Density-Based Spatial Clustering of Application with Noise  
DNA Deoxyribonucleic acid 
DV-curve Dual-Vector curve 
EM Expectation Maximization 
EMBL-EBI  European Molecular Biology Laboratory – The European Bioinformatics Institute 
ENA European Nucleotide Archive 
ICA Independent Component Analysis  
ICO Intrinsic Correlation of Oligonucleotides 
IUPAC The International Union of Pure and Applied Chemistry 
KEGG  Kyoto Encyclopedia for Genes and Genomes 
kpls kernel partial least square  
MALT MEGAN alignment tool 
MEGAN MEta Genome ANalyzer 
MetaBAT Metagenome Binning with Abundance and Tetra-nucleotide frequencies 
MG-RAST Metagenomics Rapid Annotation using Subsystem Technology 
NCBI National Center for Biotechnology Information 
NGS Next Generation Sequencing  
NNLS Non-Negative Least Squares  
nt nucleotide 
OTU Operational Taxonomic Unit 
PCA Principal Component Analysis  
rRNA ribosomal ribonucleic acid 
UPGMA Unweighted Pair Group Method with Arithmetic Mean 
WGS Whole Genome Shotgun 
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 S1 
A SUPPLEMENTARY TABLES 
Supplementary Tab. S1 Table of closely related taxa for EqualSet02 dataset 
Organism Accession number Genome size (bp) 
Lactobacillus delbrueckii subsp. bulgaricus CR954253.1 1,864,998 
Lactobacillus brevis CP000416.1 2,291,220 
Lactobacillus paracasei CP000423.1 2,895,264 
Lactobacillus gasseri CP000413.1 1,894,360 
Shewanella amazonensis CP000507.1 4,306,142 
Shewanella putrefaciens CP000681.1 4,659,220 
Shewanella baltica CP000891.1 5,347,283 
Shewanella frigidimarina CP000447.1 4,845,257 
Streptococcus suis CP002570.1 2,038,409 
Streptococcus thermophilus CP000024.1 1,796,226 
  
 S2 
B SUPPLEMENTARY FIGURES 
 
Supplementary Fig. S1(EqualSet02) Visualization of (top) Hjorth descriptors from phase and 
(bottom) slopes of cumulated phase, unwrapped phase and DV-curve extracted from 
5,000 nt long fragments. 
 S3 
 
 
 
 
 
 
Supplementary Fig. S2 (EqualSet01) Visualization of Hjorth descriptors from phase of (top) 500 
nt long fragments (middle) 1,000 nt long fragments (bottom) 3,000 nt long 
fragments. 
 S4 
 
 
 
 
Supplementary Fig. S3 (EqualSet02) Visualization of dimensionality reduction techniques 
applied on Hjorth descriptors and slopes extracted from 5,000 nt long fragments: 
(top) PCA (middle) ICA (bottom) BH-SNE 
 S5 
 
  
Supplementary Fig. S4 (EqualSet01) K-means clustering performed on first three components 
obtained from PCA (left) the original labels according to organisms (right) labels 
according to cluster number. 
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Supplementary Fig. S5 (EqualSet01) K-means clustering performed on data obtained by BH-
SNE dimensionality reduction (left) the original labels according to organisms 
(right) labels according to cluster number. 
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Supplementary Fig. S6 (EqualSet01) Hierarchical clustering performed on first three 
components obtained from PCA (top) the original labels according to organisms 
(bottom left) labels according to cluster number after clustering using complete 
linkage method (bottom right) Ward’s method distance with Euclidean metrics. 
  
 S8 
 
 
  
 
Supplementary Fig. S7 (EqualSet01)  Hierarchical clustering performed on data obtained by 
BH-SNE dimensionality reduction (top) the original labels according to organisms 
(bottom left) labels according to cluster number after clustering using complete 
linkage method (bottom right) Ward’s method distance with Euclidean metrics. 
  
 S9 
 
 
 
 
 
Supplementary Fig. S8 (EqualSet01) DBSCAN clustering performed on data obtained by  
BH-SNE dimensionality reduction: (top) the original labels according to organisms 
(bottom left) labels according to cluster number with parameters set as follows:  
Eps = 2, MinPts = 20(bottom right) Eps = 1.8, MinPts = 16. 
  
 S10 
 
  
Supplementary Fig. S9 (EqualSet01) EMGM clustering performed on data obtained by  
BH-SNE dimensionality reduction (left) the original labels according to organisms 
(right) labels according to cluster number. 
