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Abstract—Motivated by the high data rate requirement, full-
duplex (FD) multiple-input multiple-output (MIMO) has at-
tracted much attention in both academia and industry. However,
FD and MIMO techniques require high power consumption.
To strike the balance between the data rate and power con-
sumption, we propose a novel hybrid duplexing strategy, in
which antennas are distributed across the service areas and are
capable of working in hybrid modes of FD, half-duplex (HD)
and sleeping mode, leading to higher energy efficiency (EE) than
FD mode only due to enhanced degree of freedom. Based on the
hybrid duplexing strategy, we maximize system EE by jointly
designing transmitting/receiving chains’ activation/deactivation
at DAs, downlink beamformer, and uplink transmission power.
Novel optimization algorithms are developed. Simulation results
confirm that the hybrid duplexing distributed antenna (DA) sys-
tem provides significant EE improvement over the conventional
centralized FD MIMO system, showing its green evolution and
applicability to future network deployment.
Index Terms—Hybrid duplexing, distributed antennas, energy
efficiency, nonconvex optimization
I. INTRODUCTION
To meet the exponential data rate increase in future wireless
communications, multiple-input multiple-output (MIMO) [1]
technique is regarded as a promising solution. The early stage
of MIMO adopts half-duplex (HD) mode, where uplink and
downlink transmission are decoupled into orthogonal time
slots or frequencies [2]. In an effort to further improve the
spectral efficiency (SE), full-duplex (FD) MIMO communica-
tion has been proposed, where uplink and downlink transmis-
sion are operated simultaneously over the same frequency [3]
[4], subject to effective self-interference cancellation (SIC).
The authors in [5] utilize transmitting/receiving diversities
in MIMO system to suppress the self-interference. In [6],
a FD MIMO precoding transceiver structure applicable for
orthogonal frequency division multiplexing (OFDM) systems
is presented to maximize SE, while the authors in [7] consider
a small cell FD system, where a FD base station (BS)
communicates with multiple single-antenna users in downlink
and uplink simultaneously. The authors in [8] study the power
adaptation in a co-located FD MIMO deployment, which are
limited in reducing path loss (PL) and blockage effect.
FD and MIMO techniques, however, both require higher
power consumption, which is against the green evolution
requirement for future communication systems [9]. This is
because MIMO increases the number of active transmit-
ting/receiving chains, leading to much higher power consump-
tion than single-input single-output (SISO) configuration. For
FD systems, additional power is consumed by SIC [3] in FD
systems. As a result, how to ensure high energy efficiency
(EE) transmission becomes a fundamental challenge in the
conventional centralized FD MIMO systems [10].
Motivated by the aforementioned outstanding issues, in this
paper, we investigate hybrid duplexing and resource allocation
to maximize EE performance of bi-directional distributed
antenna (DA) systems. Our work is different in the following
aspects.
1) We first propose a hybrid duplexing strategy for DA
system. Compared to the co-located FD MIMO system in [7]
and FD SISO in our previous work [3] [10], the advantages
of hybrid duplexing DA system are threefold: a) The hybrid
duplexing strategy allows DA to work in HD mode (transmit-
ting or receiving), which has only one active transmitting or
receiving chain and does not require SIC by HD DAs. As a
result, lower power consumption and higher EE is endorsed by
the hybrid duplexing. b) Because of the distributed deployment
of antennas and the reduced PL, the self-interference among
different DAs can be effectively mitigated in the propagation
domain, and active SIC (analog/digital cancellation) is only
needed within FD DAs, which becomes as easy as that in SISO
case. c) High PL and blockage can be significantly alleviated
by the geometrically located DAs.
2) We take EE maximization as optimization target, which
is essentially different from the existing optimization design
on SE maximization [1] or total power consumption mini-
mization [11]. To solve the problem with low complexity, a
DA clustering algorithm is first proposed to perform trans-
mitting/receiving chains activation/deactivation at DAs, and
then a distributed hybrid duplexing based EE maximization
(DHD-EE) algorithm is developed to concurrently allocate
beamformer at transmitting-chain-active DAs and transmission
power at uplink users.
3) To rationalize the system model, residual self-interference
at DAs, co-channel interference from uplink users to downlink
users and multiuser interference in both uplink and downlink
are taken into account. The power amplifier (PA) dissipated
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Fig. 1. The illustration of bidirectional hybrid duplexing DA system, where
DAs are capable of working in FD, HD and sleeping modes.
consumption, circuit power consumption and power consumed
by SIC operation are included into the power consumption
model, which is more accurate than existing power model
formulated for FD systems in [11] [12].
Notation: Matrices and vectors are represented by boldface
capital and lower case letters, respectively. ∣ ⋅ ∣ denotes the
absolute value of a complex scalar. ∣∣ ⋅ ∣∣ denotes the Euclidean
vector norm. 𝑨𝐻 and tr(𝑨) denote the Hermitian transpose
and trace of matrix 𝑨. Rank(𝑨) denote the rank of matrix
𝑨. diag (𝑨) returns a diagonal matrix with diagonal elements
from matrix 𝑨. 𝑨 ર 0 means 𝑨 is a positive semi-definite
matrix. Superscript 𝑘 or 𝑢 denotes the downlink/uplink user’s
index.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider a bi-directional DA system with one central
signal processing unit. All 𝐿 DAs ports are connected to
the central unit through a noise-free wired front-haul for
cooperative communications. The DAs can work in FD, HD
(transmitting or receiving) or sleeping mode, while the users
employ single-antenna HD for low hardware complexity. In
particular, there are 𝑈 uplink users and 𝐾 downlink users. We
assume that the channel state information is available, obtained
by the pilot assisted reciprocal channel estimation.
Define a receiving chain activation vector 𝒓 ∈ ℂ𝐿×1 , whose
𝑙 − 𝑡ℎ element 𝑟𝑙 is equal to 1 if the 𝑙 − 𝑡ℎ DA’s receiving
chain is activated, otherwise 𝑟𝑙 is equal to 0. Similarly, define
a transmitting chain activation vector 𝒕 ∈ ℂ𝐿×1, whose 𝑙 −
𝑡ℎ element 𝑡𝑙 is equal to 1 if the 𝑙 − 𝑡ℎ DA’s transmitting
chain is activated, otherwise 𝑡𝑙 is equal to 0. Define 𝒘𝒌 ∈
ℂ
𝐿×1
, as beamformer at DAs for downlink user 𝑘, ∀𝑘 ∈ 𝐾.
For each vector 𝒘𝒌, its element 𝑤𝑙𝑘 denotes the beamforming
weight of antenna 𝑙 for user 𝑘. Denote 𝑝𝑢 as transmission
power allocation at uplink users, for ∀𝑢 ∈ 𝑈 .
To maximize the system EE, we jointly optimize vectors
𝒓, 𝒕, beamformer 𝒘𝒌, for ∀𝑘 ∈ 𝐾, and transmission power 𝑝𝑢,
for 𝑢 ∈ 𝑈 . Define 𝜔(𝒓, 𝒕,𝒘𝒌, 𝑝𝑢) as the EE (in bits/Joule/Hz),
which is the ratio of the system total throughput 𝑇total to the
incurred total power consumption 𝑃total. Since the EE max-
imization involves with throughput and power consumption
in both downlink and uplink. In this section, we analyze the
downlink and uplink throughput in Subsection II-B and II-
C, respectively. Then the power consumption is presented in
Subsection II-D.
B. Downlink Throughput
In each time slot, the received signal at downlink user 𝑘 ∈
{1, ...,𝐾} is given by
𝑦𝐷𝐿𝑘 = 𝒉𝒌(𝒕 ∘𝒘𝒌)𝑑𝐷𝐿𝑘 +
𝐾∑
𝑘′ ∕=𝑘
𝒉𝒌(𝒕 ∘𝒘𝒌′)𝑑𝐷𝐿𝑘′
+
𝑈∑
𝑢=1
√
𝑝𝑢𝑒𝑢,𝑘𝑑
𝑈𝐿
𝑢 + 𝑧𝑘,
(1)
where the operator ∘ denotes the pair-wise product of two
elements of vectors or matrices. Vector 𝒉𝒌 ∈ ℂ1×𝐿 is
downlink channel between 𝐿 DAs and downlink user 𝑘, which
captures the PL and small scale fading. 𝑑𝐷𝐿𝑘 ∈ ℂ is the
transmitted data for downlink user 𝑘. 𝑒𝑢,𝑘 ∈ ℂ denotes the
channel from uplink user 𝑢 to downlink user 𝑘. 𝑑𝑈𝐿𝑢 ∈ ℂ is
the transmitted data from uplink user 𝑢. 𝑧𝑘 ∼ 𝐶𝑁(0, 𝜎2𝑘) is the
complex Additive While Gaussian Noise (AGWN) at downlink
user 𝑘. Without loss of generality, we assume the transmitted
data has unit power, that 𝔼{∣𝑑𝐷𝐿𝑘 ∣2} = 𝔼{∣𝑑𝑈𝐿𝑢 ∣2} = 1, for
∀𝑘 ∈ 𝐾 and ∀𝑢 ∈ 𝑈 .
For simplicity, we introduce the auxiliary matrices 𝑭𝒍 =
𝑑𝑖𝑎𝑔{0, ..., 0︸ ︷︷ ︸
l-1
, 1, 0, ..., 0︸ ︷︷ ︸
L-l
} to transform the pair-wise product 𝒕∘
𝒘𝒌 into a simple form 𝒕 ∘ 𝒘𝒌 =
∑𝐿
𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌, ∀𝑙 ∈ 𝐿.
Therefore, the received signal at downlink user 𝑘 can be re-
expressed as
𝑦𝐷𝐿𝑘 = 𝒉𝒌(
𝐿∑
𝑙=1
𝑡𝑙𝑭𝒍𝒘𝒌)𝑑
𝐷𝐿
𝑘 +
𝐾∑
𝑘′ ∕=𝑘
𝒉𝒌(
𝐿∑
𝑙=1
𝑡𝑙𝑭𝒍𝒘𝒌′)𝑑
𝐷𝐿
𝑘′ +
𝑈∑
𝑢=1
√
𝑝𝑢𝑒𝑢,𝑘𝑑
𝑈𝐿
𝑢 + 𝑧𝑘.
(2)
According to (2), the signal-to-interference-and-noise ratio
(SINR) of downlink user 𝑘 is calculated as
Γ𝐷𝐿𝑘 =
∣∣∣𝒉𝒌(∑𝐿𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌)
∣∣∣2
∑𝐾
𝑘′ ∕=𝑘
∣∣∣𝒉𝒌(∑𝐿𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌′)
∣∣∣2 +∑𝑈𝑢=1 𝑝𝑢 ∣𝑒𝑢,𝑘∣2 + 𝜎2𝑘
.
(3)
Therefore, the overall downlink throughput can be calcu-
lated by (4). To further simplify the mathematical expression,
we define matrices 𝑯𝒌 = 𝒉𝐻𝒌 𝒉𝒌 and 𝑾𝒌 = 𝒘𝒌𝒘𝐻𝒌 , and
transform the total downlink throughput into the structure
log(1 + 𝐴𝐵 ) = log(𝐴+𝐵)− log𝐵. Now the overall downlink
throughput is re-written as
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𝑇𝐷𝐿 =
𝐾∑
𝑘=1
log2
(
1 +
∣∣∣𝒉𝒌(∑𝐿𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌)
∣∣∣2
∑𝐾
𝑘′ ∕=𝑘
∣∣∣𝒉𝒌(∑𝐿𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌′)
∣∣∣2 +∑𝑈𝑢=1 𝑝𝑢 ∣𝑒𝑢,𝑘∣2 + 𝜎2𝑘
)
. (4)
𝑇𝐷𝐿 =
𝐾∑
𝑘=1
log2
( 𝐾∑
𝑘′=1
Tr(
𝐿∑
𝑚=1
𝐿∑
𝑛=1
𝑡𝑚𝑡𝑛𝑭𝒎𝑾𝒌′𝑭
𝐻
𝒏 𝑯𝒌)
+
𝑈∑
𝑢=1
𝑝𝑢∣𝑒𝑢,𝑘∣2 + 𝜎2𝑘
)
−
𝐾∑
𝑘=1
log2
( 𝐾∑
𝑘′ ∕=𝑘
Tr(
𝐿∑
𝑚=1
𝐿∑
𝑛=1
𝑡𝑚𝑡𝑛𝑭𝒎𝑾𝒌′𝑭
𝐻
𝒏 𝑯𝒌)
+
𝑈∑
𝑢=1
𝑝𝑢∣𝑒𝑢,𝑘∣2 + 𝜎2𝑘
)
.
(5)
C. Uplink Throughput
In uplink, define self-interference channel matrix 𝑯𝑺𝑰 ∈
ℂ
𝐿×𝐿
, and an SIC amount 𝛼, denoting the post-SIC self-
interference power over the pre-SIC self-interference power.
As a result, the residual self-interference vector after SIC
is given by 1√
𝛼
𝑯𝑺𝑰
∑𝐾
𝑘=1
∑𝐿
𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌𝑑
𝐷𝐿
𝑘 , and the uplink
received signal at the DAs is given by
𝒚𝑈𝐿 =
𝑈∑
𝑢=1
√
𝑝𝑢𝒈𝒖𝑑
𝑈𝐿
𝑢 +
1√
𝛼
𝑯𝑺𝑰
𝐾∑
𝑘=1
𝐿∑
𝑙=1
𝑡𝑙𝑭𝒍𝒘𝒌𝑑
𝐷𝐿
𝑘 + 𝒛,
(6)
where vector 𝒈𝒖 ∈ ℂ𝐿×1 is the uplink channel from user 𝑢
to 𝐿 DAs. Vector 𝒛 ∈ ℂ𝐿×1,∼ 𝐶𝑁(0, 𝜎2𝑰𝑳) is the AWGN
noise at DAs.
We assume that the central unit employs a linear maximum
ratio combining receiver [11], 𝒗𝒖 ∈ ℂ𝐿×1, for decoding of
the received 𝑢 − 𝑡ℎ uplink user information, which is given
by 𝒗𝒖 =
∑𝐿
𝑖=1 𝑟𝑖𝑭𝒊𝒈𝒖. It is obvious that 𝑟𝑖 = 0 means the
receiving chain of the 𝑖 − 𝑡ℎ DA is deactivated. As a result,
the equivalent SINR for uplink user 𝑢 is given by
Γ𝑈𝐿𝑢 =
𝑝𝑢∣𝒗𝐻𝒖 𝒈𝒖∣2
∑𝑈
𝑢′ ∕=𝑢 𝑝𝑢′ ∣𝒗𝐻𝒖 𝒈𝒖′ ∣2 +
∣∣∣𝒗𝐻𝒖𝑯𝑺𝑰∑𝐾𝑘=1∑𝐿𝑙=1 𝑡𝑙𝑭𝒍𝒘𝒌
∣∣∣2
𝛼
+ 𝜎′2
,
(7)
where 𝜎′2 = ∣∣𝒗𝒖∣∣2𝜎2. Define 𝑮𝒖 = 𝒈𝒖𝒈𝐻𝒖 and substitute
𝒗𝒖 =
∑𝐿
𝑖=1 𝑟𝑖𝑭𝒊𝒈𝒖 into (7), the overall uplink throughput is
finally given by (8).
D. Power Consumption
The power consumption model consists two main parts [10]
[12]: PA power and circuit power. In particular, the circuit
power can be further divided into a static power and a dynamic
part.
a) PA dissipated power is given by 1𝜂
(
Tr(
∑𝐾
𝑘=1𝑾𝒌) +∑𝑈
𝑢=1 𝑝𝑢
) [11], where 𝜂 is the drain efficiency (DE) of PAs.
Without loss of generality, we assume that all PAs (of DAs
and users) have the same DE performance.
b) Dynamic circuit power is proportional to the number of
active transmitting and receiving chains, including the power
consumed by digital/analogue (D/A) converter, filter, synthe-
sizer, electrical to optical (E/O) converter, etc. Dynamic circuit
power is given by
∑𝐿
𝑙=1
(
(1−𝑟𝑙)(1−𝑡𝑙)
)
𝑝𝑖𝑑𝑙𝑒+
∑𝐿
𝑙=1 𝑟𝑙𝑝𝑐,𝑟+∑𝐿
𝑙=1 𝑡𝑙𝑝𝑐,𝑡, where 𝑝𝑐,𝑡 and 𝑝𝑟,𝑡 denote the circuit power con-
sumed by active receiving and transmitting chain, respectively.
𝑝𝑖𝑑𝑙𝑒 denotes the circuit power consumption of each sleeping
DA. On the other hand, static circuit power 𝑝𝑓𝑖𝑥 includes
the power consumed by power supply, cooling, etc., which
is independent of the state of transmitting/receiving chains.
For the DAs working in FD mode, i.e., 𝑟𝑙 = 1 and 𝑡𝑙 = 1,
for ∀𝑙 ∈ 𝐿, additional power is required for SIC operation. The
power consumed by SIC is related to the specific operation,
and can be considered as a constant value [10]. Define 𝑝𝑐𝑎𝑛 as
the power required by SIC at each DA, and the overall power
consumed by SIC is given as
∑𝐿
𝑙=1 𝑟𝑙𝑡𝑙𝑝𝑐𝑎𝑛. At last, the total
power is given as
𝑃total =
1
𝜂
(
Tr(
𝐾∑
𝑘=1
𝑾𝒌) +
𝑈∑
𝑢=1
𝑝𝑢
)
+
𝐿∑
𝑙=1
𝑡𝑙𝑟𝑙𝑝𝑐𝑎𝑛
+
𝐿∑
𝑙=1
(
(1− 𝑟𝑙)(1− 𝑡𝑙)
)
𝑝𝑖𝑑𝑙𝑒 +
𝐿∑
𝑙=1
𝑟𝑙𝑝𝑐,𝑟 +
𝐿∑
𝑙=1
𝑡𝑙𝑝𝑐,𝑡 + 𝑝𝑓𝑖𝑥.
(9)
III. ENERGY EFFICIENCY MAXIMIZATION DESIGN
According to the throughput and power consumption anal-
ysis in Section II, the optimization problem is expressed as
𝑃1 : argmax
𝒓,𝒕,𝑾𝒌,𝑝𝑢
𝑇𝐷𝐿(𝒓, 𝒕,𝑾𝒌, 𝑝𝑢) + 𝑇𝑈𝐿(𝒓, 𝒕,𝑾𝒌, 𝑝𝑢)
𝑃total(𝒓, 𝒕,𝑾𝒌, 𝑝𝑢)
,
𝑠.𝑡. (𝐶1) :
𝐾∑
𝑘=1
Tr(𝑾𝒌𝑭𝒍) ≤ 𝑝𝐷𝐴, ∀𝑙 ∈ 𝐿,
(𝐶2) : 0 ≤ 𝑝𝑢 ≤ 𝑝𝑢,𝑚𝑎𝑥, ∀𝑢 ∈ 𝑈,
(𝐶3) : 𝑟𝑙 = {0, 1},∀𝑙 ∈ 𝐿,
(𝐶4) : 𝑡𝑙 = {0, 1},∀𝑙 ∈ 𝐿,
(𝐶5) :𝑾𝒌 ર 0,∀𝑘 ∈ 𝐾,
(𝐶6) : Rank(𝑾𝒌) = 1, ∀𝑘 ∈ 𝐾,
(10)
where constraint (𝐶1) denotes the transmission power at each
DA is upper bounded by 𝑝𝐷𝐴, for ∀𝑙 ∈ 𝐿. (𝐶2) denotes that
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𝑇𝑈𝐿 =
𝑈∑
𝑢=1
log2
( 𝑈∑
𝑢′=1
𝑝𝑢′Tr(𝑮𝒖′
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )+
1
𝛼
Tr
(
diag(𝑯𝑺𝑰(
𝐾∑
𝑘=1
𝐿∑
𝑚=1
𝐿∑
𝑛=1
𝑡𝑚𝑡𝑛𝑭𝒎𝑾𝒌𝑭
𝐻
𝒏 )𝑯
𝐻
𝑺𝑰)(
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )
)
+ 𝜎2Tr(
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗F𝑖G𝑢F𝐻𝑗 )
)
−
𝑈∑
𝑢=1
log2
( 𝑈∑
𝑢′ ∕=𝑢
𝑝𝑢′Tr(𝑮𝒖′
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )+
1
𝛼
Tr
(
diag(𝑯𝑺𝑰(
𝐾∑
𝑘=1
𝐿∑
𝑚=1
𝐿∑
𝑛=1
𝑡𝑚𝑡𝑛𝑭𝒎𝑾𝒌𝑭
𝐻
𝒏 )𝑯
𝐻
𝑺𝑰)(
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )
)
+ 𝜎2Tr(
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )
)
.
(8)
the transmission power allocated at each uplink user 𝑢 is non-
negative and upper bounded by 𝑝𝑢,𝑚𝑎𝑥, for ∀𝑢 ∈ 𝑈 . (𝐶3)
and (𝐶4) denote the status of the receiving and transmitting
chains of DA 𝑙, for ∀𝑙 ∈ 𝐿. (𝐶5) and (𝐶6) are imposed to
guarantee that 𝑾𝒌 = 𝒘𝒌𝒘𝐻𝒌 holds after optimization.
The problem in 𝑃1 is generally very difficult to solve.
It involves a) vectors 𝒓, 𝒕 with binary elements in the ob-
jective function and constraints. b) product of binary vari-
ables 𝑡𝑚, 𝑡𝑛, 𝑟𝑖, 𝑟𝑗 with continuous variables 𝑾𝒌, 𝑝𝑢, for
∀𝑘 ∈ 𝐾,𝑢 ∈ 𝑈 , ∀𝑚,𝑛, 𝑖, 𝑗 ∈ 𝐿. c) rank constraint in
(𝐶6). Besides, with 𝐿 DAs, there are 4𝐿 possibilities of DA
configurations. It is prohibitive to find the global optimum in
terms of computational complexity and thus a low-complexity
suboptimal algorithm is desirable. Therefore, in the Subsection
III-A, we first propose a DA clustering algorithm to reduce the
complexity significantly, which effectively removes the binary
variables in the objective function as well as in constraints
(𝐶3) and (𝐶4). Then a novel DHD-EE algorithm is proposed
to optimize beamformer 𝑾𝒌, for ∀𝑘 ∈ 𝐾 and transmission
power 𝑝𝑢, for ∀𝑢 ∈ 𝑈 , in Subsection III-B.
A. Transmitting/Receiving Chain Activation/Deactivation
Intuitively, if the channel condition between the 𝑙− 𝑡ℎ DA
and uplink users is good, while the channel condition between
the DA and downlink users is poor, the DA should work in
HD receiving mode. Since if the DA works in FD mode,
its downlink throughput contribution is poor for all downlink
users, while more power consumption is required. Also, the
downlink transmission corrupts its uplink reception due to the
introduced self-interference. Conversely, the DA should work
in HD transmitting mode, if the channel condition between
the DA and uplink users is poor while the channel condition
between the DA and downlink users is strong. Also, one
DA can work in FD mode if it has good channel condition
from uplink and downlink users, which contributes affordable
throughput in both uplink and downlink with additional power
consumption. At last, if one DA has poor channel condition
from all users, the DA can be turned-off to save power
consumption.
To implement the DA cluster algorithm, a threshold, i.e.,
𝜓, is needed for judgment. The threshold can be adjusted
according to different requirements and DA density. For exam-
ple, one can increase 𝜓 if power consumption requirement is
stringent. It means less antennas will be activated and therefore
power consumption is decreased. If users’ quality of service
requirement is stringent, one can decrease the value of 𝜓, it
means more antennas will be activated. Also, for a dense DA
deployment, the value of 𝜓 could be higher than a sparse
deployment. Then beamformer at DAs and transmission power
allocation at uplink users are ready to perform.
B. Design of Beamformer and Uplink Transmission Power
After the transmitting/receiving chains de-
activation/activation, we define a super matrix
𝑾 = {𝑾1,𝑾2, ...,𝑾𝑲}, including all beamformer
variables 𝑾𝒌, ∀𝑘 ∈ 𝐾, and a vector 𝒑 = {𝑝1, 𝑝2, ..., 𝑝𝑈},
including all uplink transmission power variables 𝑝𝑢, ∀𝑢 ∈ 𝑈 .
The feasible domain confined by the constraints is expressed
as Θ. For the rank constraint in (𝐶6), rank relaxation can be
applied [7]. In particular, with the condition that the downlink
channel vectors 𝒉𝒌, 𝑘 ∈ 𝐾, and the uplink channel vector
𝒈𝒖, 𝑢 ∈ 𝑈 , can be modeled as i.i.d variables, the solution
of original problem is rank-one [11]. In DA systems, the
channel can be modeled by independent and uncorrelated
[13], which is different from the co-located antennas systems.
Accordingly, we drop the rank-1 constraint (𝐶6) benefiting
from the DA deployment.
Then for total throughput 𝑇𝐷𝐿(𝑾,𝒑) + 𝑇𝑈𝐿(𝑾,𝒑), as
expressed by (5) and (8), we collect the positive parts into
𝑓1(𝑾,𝒑), and the negative parts into 𝑓2(𝑾,𝒑). Then the
total throughput can be expressed as 𝑓1(𝑾,𝒑) − 𝑓2(𝑾,𝒑).
Obviously, 𝑓1(𝑾,𝒑) and 𝑓2(𝑾,𝒑) are both jointly-concave
with respect to the variables 𝑾,𝒑 in the considered
domain. To find the maximum value of the difference
of two concave functions, FW method is adopted. The
FW method considers the first order majorazation of
the minus concave part −𝑓2(𝑾,𝒑) by its Taylor series,
and updates the variables at each iteration along the
direction that improves the objective value [7]. Suppose
the value of (𝑾,𝒑) at the 𝑛 − 𝑡ℎ iteration is denoted by
(𝑾 (𝒏), 𝒑(𝒏)), and 𝑓2(𝑾,𝒑) is approximated by 𝑓 (𝑛)2 (𝑾,𝒑)
at the 𝑛 − 𝑡ℎ iteration, which is given by (11), where
(𝑎
(𝑛)
𝑘 ) =
∑𝐾
𝑘′ ∕=𝑘 Tr(
∑𝐿
𝑖=1
∑𝐿
𝑗=1 𝑡𝑚𝑡𝑛𝑭𝒎𝑾
(𝑛)
𝒌′ 𝑭
𝐻
𝒏 𝑯𝒌) +
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𝑓
(𝑛)
2 (𝑾,𝒑) = 𝑓2(𝑾
(𝒏), 𝒑(𝒏))+
𝐾∑
𝑘=1
(𝑎
(𝑛)
𝑘 )
−1
𝐾∑
𝑘′ ∕=𝑘
Tr
( 𝐿∑
𝑚=1
𝐿∑
𝑛=1
𝑡𝑚𝑡𝑛𝑭𝒎(𝑾𝒌′ −𝑾 (𝒏)𝒌′ )𝑭𝐻𝒏 𝑯𝒌
)
+
𝐾∑
𝑘=1
(𝑎
(𝑛)
𝑘 )
−1
𝑈∑
𝑢=1
(𝑝𝑢 − 𝑝(𝑛)𝑢 )∣𝑒𝑢,𝑘∣2+
𝑈∑
𝑢=1
(𝑏(𝑛)𝑢 )
−1 1
𝛼
Tr
(
diag(𝑯𝑺𝑰(
𝐾∑
𝑘=1
𝐿∑
𝑚=1
𝐿∑
𝑛=1
𝑡𝑚𝑡𝑛𝑭𝒎(𝑾𝒌 −𝑾 (𝑛)𝒌 )𝑭𝐻𝒏 )𝑯𝐻𝑺𝑰)(
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )
)
+
𝑈∑
𝑢=1
(𝑏(𝑛)𝑢 )
−1
𝑈∑
𝑢′ ∕=𝑢
(𝑝𝑢′ − 𝑝(𝑛)𝑢′ )Tr
(
𝑮𝒖′
𝐿∑
𝑖=1
𝐿∑
𝑗=1
𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝑯
𝒋
)
,
(11)
∑𝑈
𝑢=1 𝑝
(𝑛)
𝑢 ∣𝑒𝑢,𝑘∣2 + 𝜎2𝑘,
and (𝑏(𝑛)𝑢 ) = 𝜎2Tr(
∑𝐿
𝑖=1
∑𝐿
𝑗=1 𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 ) +∑𝑈
𝑢′ ∕=𝑢(𝑝
(𝑛)
𝑢′ )Tr(
∑𝐿
𝑖=1
∑𝐿
𝑗=1 𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 ) +
1
𝛼Tr
(
diag(𝑯𝑺𝑰(
∑𝐾
𝑘=1
∑𝐿
𝑚=1
∑𝐿
𝑛=1 𝑡𝑚𝑡𝑛𝑭𝒎𝑾
(𝑛)
𝒌 𝑭
𝐻
𝒏 )𝑯
𝐻
𝑺𝑰)
(
∑𝐿
𝑖=1
∑𝐿
𝑗=1 𝑟𝑖𝑟𝑗𝑭𝒊𝑮𝒖𝑭
𝐻
𝒋 )
)
. Since the re-formulated total
throughput 𝑓1(𝑾,𝒑)− 𝑓 (𝑛)2 (𝑾,𝒑) is the lower bound of the
original one 𝑓1(𝑾,𝒑)− 𝑓2(𝑾,𝒑). In this way, the variables
𝑾 (𝒏), 𝒑(𝒏) are iteratively updated and the lower bound
of throughput increases after every iterations. Because of
the power consumption constraints, the iterative procedure
is guaranteed to converge. Now, the total throughput is re-
expressed as 𝑓1(𝑾,𝒑)−𝑓 (𝑛)2 (𝑾,𝒑), which is jointly-concave
with respect to the variables. It is because that 𝑓1(𝑾,𝒑) is
jointly-concave, and 𝑓 (𝑛)2 (𝑾,𝒑) is affine with respect to all
variables 𝑾,𝒑 ∈ {Θ}. The optimization problem can be
re-expressed as
𝑃2 : argmax
𝑾,𝒑∈Θ.
𝑓1(𝑾,𝒑)− 𝑓 (𝑛)2 (𝑾,𝒑)
𝑃total(𝑾,𝒑)
,
𝑠.𝑡. (𝐶1), (𝐶2), (𝐶5).
(12)
Now we introduce Theorem 1 to solve the problem.
Theorem 1: The reformulated EE, as shown in (12), is
jointly quasi-concave with respect to the variables 𝑾,𝒑.
Proof: The reformulated EE is the ratio of a concave
function over an affine function, and hence it is jointly quasi-
concave with respect to the variables [10]. □
For the quasi-concavity maximization problem in (12), the
fractional programming 𝛽 = 𝑓1(𝑾,𝒑)−𝑓
(𝑛)
2 (𝑾,𝒑)
𝑝total(𝑾,𝒑)
can be asso-
ciated with a subtract programming 𝑓1(𝑾,𝒑)−𝑓 (𝑛)2 (𝑾,𝒑)−
𝛽𝑝total(𝑾,𝒑) [1]. Assume that 𝛽∗ is the optimal value of
(11), it is obvious that maximizing (11) is equivalent to
finding the root of 𝑓1(𝑾,𝒑)− 𝑓 (𝑛)2 (𝑾,𝒑)− 𝛽∗𝑃total(𝑾,𝒑).
With the fixed value of 𝛽, the equivalent optimization prob-
lem is maximizing 𝑓1(𝑾,𝒑)− 𝑓 (𝑛)2 (𝑾,𝒑)− 𝛽𝑃total(𝑾,𝒑),
subject to (𝐶1), (𝐶2), (𝐶5). With a fixed 𝛽, maximizing
𝑓1(𝑾,𝒑) − 𝑓 (𝑛)2 (𝑾,𝒑) − 𝛽𝑃total(𝑾,𝒑) is a standard semi-
definite programming (SDP). Therefore, we can adopt the
CVX solver to solve the problem 1. Finally, a distributed
1The CVX contains multiples solvers for SDP optimization, e.g., SEDuMi,
SDPT3 and MOSEK. By claiming variables, objective function and con-
straints, the SDP optimization can be readily solved.
hybrid duplexing maximizing EE (DHD-EE) algorithm is
proposed to concurrently optimize 𝑾,𝒑.
Algorithm 1 DHD-EE algorithm
Input: Antenna configuration vectors 𝒓, 𝒕, left/right bounds
𝛽𝑙 and 𝛽𝑟, channel conditions and power consumption
parameters.
Output: Optimal beamforming weight 𝑾 ∗𝒌 , for ∀𝑘 ∈ 𝑘, and
optimal uplink transmission power 𝑝∗𝑢, ∀𝑢 ∈ 𝑈 .
1: Set accuracy factor 𝜖 > 0, and suppose ℱ(𝛽) is the
optimal value of 𝑓1(𝑾,𝒑)+𝑓 (𝑛)2 (𝑾,𝒑)−𝛽𝑃total(𝑾,𝒑).
Initialize left bound 𝛽𝑙 and right bound 𝛽𝑟 that ensure the
ℱ(𝛽𝑙) ⋅ ℱ(𝛽𝑟) < 0.
2: while 𝛽𝑟 − 𝛽𝑙 > 𝜖 do
3: 𝛽 = 𝛽𝑟+𝛽𝑙2 .
4: Solve the problem 𝑃5 with the FW method until
convergence.
5: if ℱ(𝛽𝑙) ⋅ ℱ(𝛽) < 0 then
6: 𝛽𝑟 = 𝛽.
7: else
8: 𝛽𝑙 = 𝛽.
9: end if
10: end while
IV. SIMULATION RESULTS
We present the simulated performance in this Section. The
central frequency is set to 2 GHz with 1 MHz bandwidth. The
AWGN power spectral density is -174 dBm/Hz. A 30 × 30
m2 square grid cell model is considered with 16 DAs. For
illustration purpose, the users are randomly positioned. DE of
all PAs is set to 25%. Power consumption parameters are set to
𝑝𝑖𝑑𝑙𝑒 = 10 mW, 𝑝𝑐,𝑟 = 100 mW, 𝑝𝑐,𝑡 = 100 mW, 𝑝𝑐𝑎𝑛 = 50
mW, 𝑝𝑓𝑖𝑥 = 500 mW, 𝑝𝐷𝐴 = 100 mW and 𝑝𝑢,𝑚𝑎𝑥 = 40
mW, respectively. The PL model in [7] is adopted, as PL =
145.4 + 37.5log10(𝑑/1000), where 𝑑 is the distance between
two nodes. The threshold 𝜓 is set to 5×10−8. Besides, the co-
located FD MIMO (CFD-SE) in [7] and distributed FD only
system (DFD-SE) in [11] are selected as benchmarks.
Fig. 2(a) demonstrates the EE performance among three
systems. The centralized antennas of CFD-SE are located in
the center of the map. It is seen that the proposed DHD-EE
algorithm outperforms others in EE at all SIC levels. It is
because the proposed hybrid duplexing system enjoys higher
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Fig. 2. (a) Average EE performance vs. different SIC amount. (b) An example
to show the convergence behavior, with initial left/right bound 𝛽𝑙 = 0, 𝛽𝑟 =
100.
degree of freedom, allowing DAs to work in hybrid modes
and reducing the power consumption significantly. Besides, the
distributed deployment of antenna suffers lower PL than the
centralized MIMO system. In addition, in CFD-SE system, all
antennas are activated and only work in FD mode, leading to
much higher power consumption. Its throughput performance
is poor due to the high PL. Second, higher EE can be achieved
with a higher SIC amount for all the three systems due to the
reduced residual self-interference. Fig. 2(b) demonstrates the
convergence behavior of the DHD-EE algorithm. It is seen that
at most 10 iterations are required to confirm the convergence,
showing the low complexity of the algorithm.
Fig. 3(a) shows an illustration of DAs’ configuration by the
DA clustering algorithm. The DAs far from users are turned-
off to save power. The DA close to uplink users whereas
far from downlink users work in HD (receiving) mode, and
vice versa. Only the DAs close to both uplink and downlink
users work in FD mode. Fig. 3(b) shows the probabilities
of DAs’ working modes. Benefiting from DA deployment,
the proposed hybrid duplexing strategy has higher degree of
freedom compared to the conventional FD MIMO system [7]
and FD only DA system [11].
V. CONCLUSION
In the paper, a novel hybrid-duplexing distributed antenna
(DA) system has been proposed, where the antennas are
geographically distributed and capable of working in half
duplex, full duplex or sleeping modes. Based on the developed
system, we have investigated energy efficiency (EE)-oriented
resource allocation by jointly designing transmitting/receiving
chain activation/deactivation, downlink beamformer and up-
link transmission power. We first present a DA clustering
algorithm to activate/deactivate the DAs, which significantly
reduces the total power consumption. Then a distributed hybrid
duplexing maximizing EE (DHD-EE) algorithm is proposed to
further perform downlink beamformer and uplink transmission
power concurrently. Simulation results show that the proposed
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Fig. 3. (a) An illustration of DAs’ configuration by the DA clustering
algorithm. (b) The probabilities of DAs’ working modes.
algorithms achieve twice as high EE as the benchmarking
systems, showing the advantages in cutting carbon footprint
in the future communication systems.
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