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In this paper, a method to design a decentralized 
controller is considered. The method is based on the BNA 
(block-Nyquist-array) method and the CL (characteristic-
loci) method. The BNA method is used for taking account 
the interaction from other subsystems. More precisely, it 
gives a bound of Hk(s) - Gkk(s), where Hk(s) is the 
transfer function matrix relating the k-th block input to 
the k-th block output in which the k-th block of loops are 
open but other loops are closed, and Gkk(s) is the 
transfer function matrix of the k-th isolated subsystem. 
To utilize the CL method in designing each subsystem 
controller, bounds of eigenvalues of Hk(s), and the 
misalignment angles of Hk(s), are provided using the bound 
of Hk(s) - Gkk(s). Moreover, a stability condition for 
the overall system, is presented in terms of 
characteristic loci. 
1. INTRODUCTION 
The NA (Nyquist-array) method proposed by 1 ) Rosenbrock , has 
evolved over past several years as one of the most effective 
tequniques for the design of controllers of linear multivariable 
systems. One of the reasons for this development is the fact that 
the controllers are designed decentrally resulting in a procedure 
of outstanding conceptual and numerical simplicity. The method is 
especially efficient for systems which consist of weakly coupled 
S1S0 (single-input-single-output) subsystems, where diagonal domi-
nance of the overall system can be obtained in a straightforward 
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manner. In case of MIMO (multi-input-multi-output) subsystems, 
even though they may interact weakly with each other, we can not 
expect to achieve diagonal dominance so easily by, for example, 
making MIMO subsystems diagonally dominant. The necessary additio-
nal efforts in designing precontroller and a postcontroller to 
establish diagonal dominance of the overall system may become 
quite difficult and time consuming. 
To circumvent this difficulty, Bennett and Baras 2 ), and Nwokah3 ) 
generalized the Rosenbrock's method. Subsequently, modifica-
tions and improvements of the method were proposed by Limebeer4 ) , 
and Ohta, Siljak, and Matsumot05 ). We call these generalization 
of the NA method to the block-wise decomposition as the BNA (block 
Nyquist array) method. The BNA method provides an interaction 
index, that is, a measure of strength of the interaction among 
subsystems, and requires the stability margin of subsystems is 
larger than the strength of the interaction. Since subsystems are 
MIMO subsystems, the remaining problem is to design subsystem 
controllers so that such a requirement is satisfied? A method 
using the NA method was proposed in the reference 5). This method 
requires to design precontroller to establish diagonal dominance 
of subsystems, which may become time consuming. Moreover, the 
norm used to evaluate interactions is restricted to either !l-norm 
or !oo-norm. 
In this paper, we consider a method using the CL (characteris-
tic-loci) method 6 ) in stead of the NA method. We call this method 
as the BNA-CL method, because the BNA method is used for taking 
account the interaction from other subsystems, and the CL method 
is applied to design subsystem controllers. This method has been 
studied by Nwokah 3 ) and Limebeer4 ). They showed stability 
criteria in terms of characteristic loci. The Nwokah's result 
requires 
G(s) is 
the condition that open loop transfer function matrix 
GBDD (generalized-block-diagonally-dominant) at any 
frequency, which may be too conservative. Limebeer showed a less 
conservative result by applying the CL method for the the closed-
loop transfer function matrix Hk(s) relating the k-th block input 
to the k-th block output when the k-th block of loops are open but 
other loops are closed. Since calculation of Hk(s) is not so 
easy, Limebeer derived a bound of characteristic value of Hk(s). 
However, his bound depends on the choice of controllers of other 
subsystems. 
controllers 
This means 
independently, 
that we can not design subsystem 
it is not attractive in view of the 
decentralized controller design. In this paper, we derive a bound 
105 
of characteristic value of Hk(s) which does not depend on the 
choice of controllers. Moreover, we show a bound of misalignment 
angles of Hk(s), which is required -in the application of the CL 
method. 
Notation. With obvious exceptions, lower case Roman letters 
denote vectors, and capital Roman letters denote matrices. As is 
customary, R(s) stands for the set of rational functions in s with 
real coefficients. We use 5 for the subset of R(s) consisting of 
proper rational functions whose poles are all in the open left 
half-plane. Thus 5 is the set of transfer functions of bounded 
input bounded output stable systems. Mat[R(s)] (resp. Mat(5» 
denotes the set of matrices with elements in R(s) (resp. 5). 
0(') denotes the spectral radius of a matrix, I I· I I is used to 
denote both a matrix norm and a vector norm. In this paper, we 
use spectral norm (~2-norm). For a 
2, ... , n}. A matrix A is denoted 
matrix, and the dimension of each 
positive integer n, N(n) {1, 
by A = [A .. ] when A is a block lJ 
block A .. is obvious from the lJ 
context. For a matrix A (aij ) (resp. a block matrix A 
[Aij ]), I = {ii' i 2 ,···, i r }, and J = {ji,j2"'" jm}' AIJ denotes 
a matrix whose (k,~)-element is aikj~ (resp. a block matrix whose 
(k,~)-block is Aikj~). If I = {k}, then we represent AIJ by AkJ . 
Similarly for an n-vector x and I = {i1 , i 2 , ... ,i r l, xI denotes an 
r-vector whose k-th component is xik' I stands for the identity 
matrix, and 0 represents everything that is zero. For matrices A 
and B, and vectors x and y, A B and x y means component-wise 
inequalities. Throughout the paper, an extensive use is made of 
tIle properties of M-matrices, which can be found, for example, in 
the references 7) and 8). Proofs of all theorems are given in 
Appendix. 
2. SYSTEM DESCRIPTION AND BLOCK NYQUIST ARRAY METHOD 
Let us consider a feedback systems S described by 
Plant P 
Controller C 
y( s) 
w( s) 
G( s) e (s) , 
K(s)z(s), 
(2.1 ) 
(2.2) 
Interconnection I e (s) des) + w(s), z(s) u(s) - yes), 
(2.3) 
where G(s) and K(s) are, mxm matrices in Mat[R(s)], that is, 
matrices whose elements are proper rational functions in s with 
real coefficients, {yes), e(s)} and {w(s), z(s)} denote, 
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respectively, Laplace transformations of outputs and inputs of the 
plant P and the controller C, and {d(s), u(s)} denotes Laplace 
transformations of external inputs. 
The system equation of S is represented by 
z(s) u( s) 
S (2.4 ) 
-K(s) e(s) d(s) 
Suppose that the feedback system S is well-posed, that is, 
det[I +G(s)K(s)] 1 O. Let H(G,K)(s) be the transfer function 
m 
matrix of S relating (u, d) to (z, e), that is, 
H(G,K)(s) 
I 
m 
-K(s) 
(2.5) 
We say that S is stable if H(G,K)(s) G Mat(S), where 5 denotes the 
subset of R(s) consisting of proper rational functions whose 
are all in the open left half of the complex plane. If 
stable, we say that C stabilizes P. 
pole 
S is 
For simplicity, in this paper, we assume that there is no 
poles on the imaginary axis. Moreover, we assume that matrices 
G(s) and K(s) are given by 
( 2.6) 
and 
(2.7) 
where G .. (s) and K .. (s)'s are, respectively, submatrices of G(s) 
~J ~~ 
and K(s), and there dimensions are, respectively, mixm j and mixmi . 
We decompose the system S as 
n 
P 
C 
I 
w. (s) 
~ 
e. (s) 
~ 
G .. (s)(s) + L G .. (s)e.(s), i G N(n), 
~~ jli ~J J 
di(s) + wi(s), zi(s) == ui(·s) - Yi(s), 
( 2.8) 
(2.9) 
i G N(n). (2.10) 
Relating with the decomposition of (2.8)-(2.9), the following 
result was presented 
(2.11)THEOREM. S ) Assume the following: 
(i) GD(s)K(s) and G(s)K(s) have the same number of poles in 
closed right half of the complex plane, where 
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(ii) 
GD(s) == Block Diag { Gll(s), G22 (s), ... , Gnn(s)}, (2.12) 
H(GD,K)(s) G Mat(5); 
(iii) d k ( s) < A~~[ C ( s) J, V k G N (n) , ( 2 .13) 
for all s = jw, where d.(s) is given/by 
~ 
dk ( s) == I I Gkk ( s ) Kkk ( s ) [ I +Gkk ( s ) Kkk ( s ) ] -1 I I , 
ApF[C(S)] denotes the Perron-Frobenius root, and C(s) 
is an nxn nonnegative matrix with components 
C •• ( 5) ~ ) 
1J ( 
0, i j 
i 1= j 
Then, S is stable. 
(2.14) 
c .. (s) 
~J 
(2.15 ) 
Theorem (2.11) is a generalization of the Nyquist array 
method1 ),9) to block-wise decomposition. Closely related, but 
different results are given in the references 2)-4). 
The problem to be considered in this paper, is how to design 
subsystem controllers K .. (s) so that (2.13), which guarantees the 
JJ 
stability of S, is satisfied, and that S has the desired charac-
teristic. In the next section, we will consider a method relying 
on the CL method6 ) . 
3. DECENTRIZED CONTROL USING CL METHOD 
In this section, we consider a decentralized controller 
design method using CL method. We derive bounds of characteristic 
values and the misalignment angles of Hk(s) at s = jw, where Hk(s) 
is the transfer function matrix relating ek(s) to Yk(s) in which 
the k-th block of loops are open but other loops are closed. More 
precisely, let d. (s) = 0 and u. (s) 0 for all i G N(n) in (2.10), 
~ ~ 
then from (2.8)-(2.9) we have 
Now, 
where 
y. (s) 
~ 
w. (s) 
~ 
n 
G .. (s)e. (s) + L GiJ.(s)eJ.(s), i G N(n), 
~~ ~ jl=i 
K .. (s)z. (s), i G N(n) : i 1= k, 
~~ ~ 
z.(s) = - y.(s), i G N(n) : i 1= k. 
~ ~ 
( 3.1) 
(3.2) 
(3.3) 
Hk(s) = [ h~ .(s) ] is defined by h~ .(s) = Yk. (s)/ek .(s), ~J J,~,J 
Yk . (s) and ek .(s) are, respectively, the i-th component of , ~ , J 
and the j-th component of ek(s). The misalignment angle 
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e~[Hk(s)] of Hk(s) is defined by 
e ~ [ Hk ( s ) ] := cos -1 { I < r ~ [Hk ( s ) ] ,e t > I / I I r t [Hk ( 5 ) ] I I } (3.4 ) 
where e t and r~[Hk(s)] denote, respectively, the t-th cordinate 
vector and the ~-th right eigenvector of Hk(s). 
Using (3.1)-(3.3), we have ( see Appendix) 
where M N(n) 
Q .. ( s) 
~J 
(3.5) 
{k}, and 
( 3.6 ) 
A bound of eigenvalues and approximate values of misalignment 
angles of Hk(s) at s = jw, are given by the following: 
(3.7)THEOREM. Given arbitrary k G N(n) and s = jw, w ~ R. 
Assume the following conditions: 
(i) (3.1)-(3.3) and (2.13) hold; 
(ii) Q .. (s) is nonsingular for all i ~ M : i ~ k; 
~~ 
(iii) Eigenvalues Aj[Gkk(s)] of Gkk(s) are all distinct and not O. 
Then, 
1) for any eigenvalue A of Hk(s) there exists a index-t G N(mk ) 
such that the circle with 
center A~[Gkk(s)], (3.8) 
and 
I A R, [Gkk ( s) ] I A PF [C ( s) ] • I IRk ( s) I I • I I P k ( s) I I / I ~k ~ ( s) I , , radius 
( 3.9) 
contains A, where Rk(s) and Pk(s) are mkxmk matrices whose j-th 
column and j-th row are rj[Gkk(s)] and Pj[Gkk(s)], respectively, 
where r.[Gkk(s)] and P.[Gkk{s)] are normarized right and left J J . 
eigenvectors of Gkk(s) corresponding to an eigenvalue Aj[Gkk(s)], 
that is, 
and 
and ~k,j(s) = Pj[Gkk(s)]rj[Gkk(s)]; 
I I r j [ Gkk ( s ) ] I I = 1, 
(3.10) 
I Ipj[Gkk{s)]1 I = 1, 
(3.11 ) 
2) approximately, a bound of the misalignment angles e~[Hk(s)] 
of Hk(s) are given by 
Bt[Hk(s)] .5. Bt[Gkk(S)] 
mk l~t[Gkk(s)]I·ApF[C(s)] 
1 - L 
-1 j/:-t 
I ~ I. [Gkk ( s) ] - ~ . [Gkk ( s ) ] I • I ~k . ( s ) I J ,J 
+ cos 
mk l~t[Gkk(s)]I·~PF[C(s)] 
1 + L 
j/:-t I A I. [ Gkk ( s ) ] - ~ . [Gkk ( s ) ] I • I ~k . ( s) I J ,J 
At this point, we note the following: 
(i) Because of the identity that 
-1 ] [ ]-1 G .. (s)G .. (s) = [G .. (s)K .. (s) G .. (s)K .. (s) 
~J JJ ~J JJ JJ JJ 
-1 Qij(s)Qjj(s), 
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. (3.12) 
(3.13) 
ApF[C(S)] is invariant with the choice of K(s) if it is given by 
the block diagonal form of (2.7). Moreover, bounds of eigenvalues 
and approximate values of the misalignment angles of Hk(s) does 
not affected by the choice of controller matrix K .. (s) of other JJ 
blocks as long as K .. (s) are chosen so that Q .. (s) is nonsingular JJ JJ 
and that (2.13) holds. In other word, under the above conditions, 
the choice of the individual subsystem controller K .. (s) does not JJ 
affects each other. 
(ii) The right eigenvector rt[Hk(s)] of Hk(s) corresponding to 
eigenvalue ~t[Hk(s)], is given by ( see Lemma (A.7) in Appendix 
rt[Hk(s)] = rt[Gkk(s)] 
mk Pt[Gkk(s)]{Hk(s)-Gkk(s)}rt[Gkk(s)] 
On the other hand, I IHk(s)-Gkk(s)1 I is majorized asS) 
I I Hk ( s ) -Gkk ( s) I I .5. A PF [ C ( s) ] I I Gkk ( s) I I . 
(3.14) 
(3.15 ) 
Therefore, Theorem (3.7) requires that ApF[C(S)] is small when 
I IGkk(s) I I is not small. Usaually, I IGkk(s) I I is large in low 
frequency, and hence, the decomposition (2.6) of G(s) should be 
chosen so that ApFCC(S)] is small at low frequency. 
(iii) Since any eigenvalue ~ of Hk(s) is contained in a circle 
with center At[Gkk(s)] and radius (3.9), we call this circle as 
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the generalized Gerschgorin circle at s = jw. When s goes around 
the standard Nyquist contour D, these circles sweep out a band. 
We call this band as the GGE (generalized-Gerschgorin-band). 
(iv) According to Lemma (A.23), eigenvalue At[Hk(s)] of Hk(s) is 
given by 
A,[Hk(s)] = A,[Gkk(s)] 
+ P,[Gkk(s)][Hk(s)-Gkk(s)]r,[Gkk(s)]/Pk,i(s) 
(3.16 ) 
It can be shown that if we ignore o( I IHk(s)-Gkk(s) I I), and 
approximate At[Hk(s)] by 
A,[Hk(s)] = A,[Gkk(s)] 
+ P,[Gkk(s)][Hk(s)-Gkk(s)]r,[Gkk(s)]/Pk,i(s), (3.17) 
then, it is contained in one of the generalized Gerschgorin 
circles. 
(v) Since norm of any column vector of Rk(s) is 1, I IRk(s) I I ~ 1. 
Similarly, I IPk(s)1 I ~ 1. Moreover, we note that l/IPk,j(s) I ~ 
1/( I I r j [Gkk ( s) I I • I I p j [Gkk ( s) ] I I) = 1. On the other hand, if the 
misalignment angles 0j[Gkk(s)] of Gkk(s) is small, then Rk(s) and 
Pk(s) are close to I, the identity matrix, and hence, I IRk(s)1 I, 
I IPk(s)! I, and l/IPk ,jl are very close to 1. Therefore, we can 
make the generalized Gerschgorin circles to be smaller, if we 
choose subsystem controller Kkk(s) so that Qkk(s) = Gkk(s)Kkk(s) 
has smaller misalignment angles. 
Finally, we show (2.13) holds if the GGB does not include the 
point -l+jO. 
(3.18)THEOREM. Given arbitrary 5 = jw, w G R. Let Rk(s) and 
Pk(s) be mkxmk matrices whose j-th column and j-th row are 
rj[Gkk(s)] and Pj[Gkk(s)], respectively, where rj[Gkk(s)] and 
Pj[Gkk(s)] are normarized right and left eigenvectors 
corresponding an eigenvalue Aj[Gkk(s)] of Gkk(s), and let Pk,j(s) 
Pj[Gkk(s)]rj[Gkk(s)]. 
Then, (2.13) holds if the GGB does not include the point -l+jO, 
or equivalently, 
max 
I A • [Gkk ( s) ] I / I ~k . ( s) I J ,J 
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1 
< , V k N(n). (3.19 ) 
ApF[C(S)J-1 IRk(s)1 I -I IPk(s)1 I 
Therefore, if the conditions (i) and (ii) of Theorem (2.11) are 
satisfied, and if the GGB does not include the point -l+jO, then S 
is stable. 
We end this section with the following remarks: 
Instead of IIPk(s}II/lll k .(s)1 in (3.9) and (3.19), we may 
-1 ,J 
use I IRk I I. At the present, it is not clear which value is 
smaller. 
(ii) In the reference 4), it is shown that S is stable, 
conditions (i) and (ii) of Theorem (2.11) are satisfied, 
the union of the circle with 
and 
does not contain the point -l+jO for all s = jw, 
[ c! .(s) ] is a nonnegative matrix with components 
~J 1 0, i = j 
c! . (s) = 
~J -1 
IIG .. (s) II-IIG .. (s) II, ~J JJ i 1= j . 
where 
if the 
and if 
(3.20) 
(3.21) 
C' (s) = 
(3.22) 
We note that c .. (s) ~ c! .(s), and, hence, ApF[C(s)J ~ ApF[C' (s)J, 
~J ~J -1 -1 
but IAj[Gkk(s)]1 > I IGkk(s)1 I . In this respect, we can 
not conclude that which result gives more critical bounds. 
However, we note the following: a) If there exist eigenvalues 
At[Gkk(s)] and Aj[Gkk(s)], such that the former is close to the 
origin and that the latter is very far from the origin, then it 
may cause that ApF[C'(s)J is very larger than ApF[C(s)]; 
b)Suppose that Gkk(s) is well conditioned, i.e., I IRk(s)1 I-
I IRk1 (s)1 I is nearly equal to 1 ( see (v) of the above remark ). 
Then, for the smallest eigenvalue At[Gkk(s)J ( IAt[Gkk(s)JI ~ 
IAj[Gkk(s)JI ), our radius of generalized Gerschgorin circle is 
approximately IAt[Gkk(s)]IApF[C(s)] and Limebeer's radius is 
nearly equal to IAt[Gkk(s)]IApF[C'(s)]. Therefore, for the 
smallest eigenvalue At[Gkk(s)], our radius is smaller than 
Limebeer's. 
(iii) If C(s) is reducible, then, by renumbering the blocks, C(s) 
can be transformed into the matrix of the form 
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C1 (1)I(1)(s) o o 
C(s) C1 (2)I(l)(s) C1 (2)I(2)(s) o (3.23) 
C1 (p)I(1)(s) C1 (p)I(2)(s) C1(p)I(p)(s) 
where I(j) is a subset of N(n) such that N(n) = ~(1) 1(2) 
I(p) and CI(j)I(j) is square and irreducible. If C(s) is 
irreducible, then p = 1 and 1(1) = N(n). If C(s) is reducible, 
then (2.13) can be replaced weaker condition that 
(3.24) 
In this case, the radius (3.9) of the generalized Gerschgorin 
circle is reduced to Ill[Gkk(s)]llpF[CI(j)I(j)(s)]-1 IRk(s)1 I 
-I IPk(s)1 1/IPk l(s)l, where j is the index such that k b I(j). , 
4. CONCLUSION 
In this paper, we considered a decentralized controller 
design method by applying the BNA methodS) and the CL method6 ). 
More precisely, the BNA method was used for ~aking account the 
interaction from other subsystems, and the CL method was applied 
to design controllers of subsystem. We showed stability criterion 
for the feedback system in terms of the CL method. Moreover, we 
derived bounds of the misalignment angles and eigenvalues 
(characteristic values). The bounds of the misalignment angles are 
new. The bounds of eigenvalues are closely related with those by 
Limebeer4 ), but different. When subsystems have modes whose time 
constants are very different, our bounds are more useful. 
Finally, we note that these bounds are not affected by the choice 
of controllers of other blocks, which is very useful in 
decentralized controller design. 
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APPENDIX. 
For simplicity, throughout this Appendix, we drops the 
argument s in all functions. 
Proof of (3.5). By (3.1) - ( 3 . 3) and (3.6), we have 
and 
n 
Yk = Gkkek - I Qk· Y·· j:~i J J 
We rewrite (A.1 ) and (A.2 ) as 
and 
Yk = Gkkek - QkMYM' 
By (A.3) and (A.4), it follows 
-1 Yk = Gkkek - QkM(I+QMM) GMkek , 
and, hence, 
which is (3.5). 
(A.1 ) 
(A. 2) 
(A. 3) 
(A.4 ) 
(A.5) 
(A.6) 
Q.E.D. 
The following results are used in the proofs of Theorem (3.7). 
(A.7)LEMMA. 
(2.13) holds. 
Assume that all G .. and Q .. are nonsingular and 
~~ ~~ 
Then, 
(A.8) 
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PROOF. Replacing ek by Gkkvk in (A.S), we have 
n 
~ r 
i~k 
where 
x. = ~ 
Replacing ek 
X. 1. 
-1 I I QkiQii II 
- QiiYi' i 
-1 by Gkkvk in 
and, hence, by (3.6), 
sup { I I xi I I / I I vk I I 
vk 1= 0 
~ k. 
(A.l ) and using (A.l0), 
} (A. 9) 
(A.l0) 
we have 
~ k 
(A.l1) 
I -1 ~ -1 Ilxill - IGiiKii(I+GiiKii) II{ L IIG .. G··II-llx·ll} j#i,k 1.J JJ J 
or equivalently, 
n 
I I x1.' I I - d. r c .. I I x . I I < d. c . k I I vk I I , 1. j #i,k 1.J J - ~ 1. 
where d. and c .. are defined by (2.14) and (2.15). 
J ~J 
(A.12) 
(A.13) 
In deriving (A.12) from (A.ll), we used the relation (3.13). Let 
T 
aM = [ a 1 , a 2 ,···, a k_1 , ak +i ,···, an ] , a i Ilxi II. 
(A .14) 
Then, (A.13) is represented as 
(A.iS) 
where 
(A.16 ) 
Since di < Ap~[CJ fO~l all i G M by (2.13), I-DMMCMM is 
an M-matrix as well as DMM - CMM . Therefore, (A.ls) implies 
aM ~ (I-DMMCMM)-lDMMCMkllvkll. (A.17) 
From (A.9), (A.13), (A.14), and (A.17), it follows that 
I IQkM(I+QMM)-lGMkGk~1 I ~ CkM(I-DMMCMM)-lDMMCMk' (A.iS) 
115 
By (2.13), we have 
-1 0 I ! I-DMMC~1M -DM.MCMk DMM 0 1 -CkM ApF[C] 
~ [ ApF[C]-CMM -CMk I (A.19) 
-CkM ApF[C]-ckk 
Since the right hand side matrix of (A.19) is an Mo-matrix by a 
property of Mo-matrix, we can conclude that the second matrix 
of the left hand side of (A.19) is an Mo-matrix. Therefore, 
we have 
Since I-DMMCMM is an M-matrix, (A.20) implies 
CkM(I-DMMCMM)-1DHMCMk ~ ApF[C], 
and, hence, by (A.1S), and (A.21), we have 
-1 -1 1IQkM(I+QMM) GMkGkkl I ~ ApF[C] 
From (A.22) and (A.6), we immediately have (A.S). 
(A.21) 
(A.22) 
Q.E.D. 
(A. 23 ) LEMMA. 10 ) Given an mxm matrix A. We assume that A has m 
distinct eigenvalues, and let { Al , A2 ", Am } be the spectrum of 
A. Moreover, we denote corresponding sets of normarized right and 
left eigenvectors of A by { r 1 , r 2 ,···, rm } and { P1' P2'" Pm }, 
respectively, that is, 
Note that 
A. (A+l1A) 
~ 
Pi's arl~ 
and right 
matrix A(l1) A + l1A, 
row vectors. Then, 
eigenvectors r. (A+l1A) 
~ 
where l1A is an mxm 
I Il1AI I is very small, are given by 
and 
A. (A+flA) 
~ 
r.(A+flA) = r. + flr. + o(llflAII), 
~ ~ ~ 
where flA. and flr. are given, respectively, by 
~ ~ 
l1A. 
~ p. I1Ar. Ill. , ~ l ~ 
the 
of the 
matrix 
eigenvalues 
perturbed 
such that 
(A.2S) 
(A.26) 
(A. 27) 
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and 
Proof 
6r. 
~ 
n 
= L [p.6Ar./{P .. -A.)1l.1]r., 
j~i ~ ~ J ~ J ~ 
of Theorem (3.7). 
. (A. 28) 
(A.29) 
Firstly, we show that the generalized Gershgorin circle contains 
any eigenvalue A1 [Hk ] lies inside a generalized Gershgorin circle. 
More precisely, we show any eigenvalue of Hk satisfies 
\A - Aj[GkkJI-llJk,jIlIAj[GkkJI ~ IIRkll-IIQkll-ApF[CJ, (A.30) 
for some j G N(mk ). Let A be an eigenvalue of Hk and v be the 
corresponding normarized eigenvector. For convenience, let E = Hk 
- Gkk = - Qkk(I+QMM)-l GMk . Then we get 
Gkk + E ) v = AV, 
and, hence, 
( AI - Gkk )v = Ev. 
(A. 31) 
(A.32) 
If A is an eigenvalue of Gkk , then (A.30) is automatic. Therefore, 
we assume that A is not the eigenvalue of Gkk , i.e., A ~ Aj[Gkk] 
for all j. Let us define diagonal matrices Ak , and Mk by 
Ak Diag A1 [GkkJ, A2[Gkk],···, Amk[Gkk ] 
and 
Mk = Diag { lJ k ,l' lJk ,2' ... , J.1 k,mk 
}. 
Premultiply -1 both sides of (A. 32) , have Rk on we 
-1 -1 -1 Gkkv = GkkRk(AI-Ak ) Mk Pk(EGkk ) (Gkkv). 
Since GkkRk = RkAk' (A.37) becomes 
-1 -1 -1 (Gkkv) = RkAk(AI-Ak ) Mk Pk(EGkk )(Gkkv), 
and, hence, we have 
} , (A.33) 
(A. 34) 
(A.35) 
(A.36) 
-1 
and use Rk 
(A. 37) 
(A.38) 
I I -1 -1 -1 I I Gkk v I I ~ Rk I I - II Ak (). I-Ak ) Mk II - II Pk I I - I I EGkk II - I I Gkk v I I . 
(A.39) 
Since Ak (AI-A k )-lMkl is diagortal, 
-1 -1 IIAk(AI-A k ) Mk I I 
= max { 
j 
From (A.39) and (A.40, it follows 
min 
j 
( I A-A . [ Gkk ] I • Illk . I ) / I A • [ Gkk ] I J ,J J 
-1 ~ I I Rk I 1 • I I EGkk I I • I I Pk I I , 
which means (A.30) by Lemma (A. 7). 
part. 
Secondly, we show (3.12) . 
majorized as follows: 
-1 + cos 
Therefore, 
Obviously, 
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(A.40) 
(A.41) 
we proved the first 
8
t
[Hk ] of Hk are 
} , 
(A.42) 
where 8~[Gkk] denote the misalignment angle of Gkk , and r2.[Hk J is 
right eigenvectors of Hk . Suppose that A and ~A in Lemma (A.23) 
are given, respectively, as 
and 
( -1 ~A = Hk - Gkk = - Qkk I+QMM) GMk · 
According to Lemma (A.23), rt[GkkJ is given by 
rt[Hk ] = rt[Gkk ] + flr t + o( II ~AII)· 
Obviously, we get 
and 
l<rt[HkJ,rt[Gkk]>1 
2 ~ I IrQ, [Gkk ] I I - I I fl r 2. I I • I I r 2. [Gkk ] I I + 0 ( I 1 ~A I I ) 
1 - II~rtll + 0(11 6 <\11), 
I I r 2. [ Hk ] I I ~ 1 + I I ~ r R, I I + 0 ( I I ~ A I I ) . 
(A.43) 
(A.44) 
(A.4S) 
(A.46) 
(A.47) 
Therefore, if I I~AI I is very small, the misalignment angles are 
approximately majorized as follows: 
-1 1 - I I ~ r Q, I I 
+ cos { }, (A.48) 
1 + II flr til 
To get I Iflrtl I, we need to calculate the value of Pt[GkkJ 
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lIAr,,(Gkk ] ( see (A.28) ). By (A.44)., we have 
and, hence, by Lemma (A.7), 
and, hence, by (A.28), we get 
mk 
(A.49) 
(A. 50) 
I I A r " I I ~ I I A" [Gkk ] I • A PF [ CJ / { I A . [Gkk ] -A t [Gkk ] I 111k . I }, (A. 51 ) j!=t J ,] 
where 
(A. 52) 
Therefore, by (A.51) and (A.48), we obtain 
mk IA",[Gkk]I'ApF[C] 
1 - I 
j!=t IA,,[GkkJ-A.[GkkJlll1k ·1 J ,J 
-1 
+ cos , (A.53) 
mk IA,,[Gkk]I'ApF[C] 
1 + L 
j!=t I At [Gkk ] -). j [Gkk] 1 111k, j 1 
which is (3.12). Q.E.D. 
Proof of Theorem (3.16). 
Firstly we show that the generalized Gershgorin band does not 
contain the point -l+jO if and only if (3.19 ) is satisfied. Let 
(l Re Aj[Qkk] } , (A. 54) 
a 1m { Aj[Qkk J } , (A.55) 
11 = I1k,j' (A.56) 
and 
r A P F [ C] • I I Rk I I • I I P k I I . (A. 57) 
Then (3.19) means 
a + jS I/I~I < 1 
1 + a + jS I r 
or equivalently, 
( a 2 + S2 ) (r/~)2 < (a+l)2 + S2. 
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(A.58) 
(A.59) 
The condition (A.59) means that the distance between a + jB 
Aj[Qkk] and -l+jO is greater than IAj[QKk]I·lr/~I, or 
equivalently, the generalized Gershgorin circle, which is the 
circle with center a + jB = A.[Q .. ] and radius IA.[QkkJlr/I~1 does J 11 J 
not contain the point -l+jO for all j G N(mk ). 
Let us define diagonal matrices Ak , Mk and Ak by 
and 
~k l' ~k 2"'" ~k }, 
" ,mk 
where 
6 j = (Aj[Qkk]/I~k,jl)/(l+Aj[Qkk])' 
-1 -1 _1 Since Qkk = RkAkRk and Rk = Mk-Pk , we calculate 
( -1 -1 -1 -1 Qkk I+Qkk) = RkAkRk (I+RkAkRk ) 
( -1 -1 -1 -1 = RkAk I+Ak ) Rk = RkAk(I+Ak ) Mk Pk 
and, hence, by (3.19), we obtain 
I 1Qkk(I+Qkk)-11 I 
< I I Rk I I • I I A k I I • I I P k I I 
max IAj[QkkJI/I~k,jl 
I I Rk I I • I I P k I I j G N(mk ) I 1 + Aj[QkkJ I 
< l/ ApF [C], 
which is (2.13). 
(A.60) 
(A.61) 
(A. 62) 
(A.63) 
(A.64) 
(A.6S) 
Q.E.D. 
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