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On hyperquadratic continued fractions
in power series fields over a finite field
by
A. Lasjaunias
(This note is a brief written account of a talk given at the conference on finite fields which
was held in Magdeburg in July 2013.)
The first part of this note is a short introduction on continued fraction expansions for certain
algebraic power series. In the last part, as an illustration, we present a family of algebraic continued
fractions of degree 4, including a toy example considered about thirty years ago in a pioneer work
in this area.
For a general account concerning the background of the matter presented in this note and
for more references, the reader may consult W. Schmidt’s article [8].
1 Formal power series over a finite field
The fields of power series over a finite field (or formal numbers) are known to be analogues of the
field of real numbers. We have the following analogy, where q is a power of the characteristic p of
the finite field Fq, having q elements and T is a formal indeterminate :
±1 F∗q
∩ ∩
Z ←→ Fq[T ]
∩ ∩
Q ←→ Fq(T )
∩ ∩
R Fq((1/T ))
Hence a real number expanded in base b
x =
∑
n≤k
anb
n ∈ R
is replaced by a formal power series in 1/T , with coefficients in a finite field Fq,
α =
∑
n≤k
anT
n ∈ Fq((1/T )).
In this note the field Fq((1/T )) will be briefly denoted by F(q). Following this analogy, the field
F(q) is the completion of the field Fq(T ) for the absolute value |α| = |T |
k where |T | > 1 is a fixed
real number.
As a trivial expansion for a rational element, we have in Fp(T )
1/(T − 1) = T−1 + T−2 + · · ·+ T−n + . . .
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Even though one can consider power series over an arbitrary base field, the case of a finite base
field, which we consider here, is of particular importance. Indeed this finiteness implies the following
analogue of a classical result.
α ∈ Fq(T ) ⇐⇒ (an)n≤k is eventually periodic.
2 Continued fractions in F(q)
Continued fractions in function fields have long been considered; however Baum and Sweet’s article
[1], in the frame of F(2), is fundamental in the developement of the subject discussed here.
Every α ∈ F(q) can be expanded as a continued fraction :
α = a0 + 1/(a1 + 1/(a2 + 1/(· · · = [a0, a1, a2, . . . ]
where the partial quotients ai ∈ Fq[T ] and deg(ai) > 0 for i > 0. As usual αn = [an, an+1, . . . ] ∈ F(q)
denotes the tail of the expansion.
This expansion is finite if and only if α ∈ Fq(T ).
For instance, in F13(T ), we have:
(T 2 − 1)4
2T 7 + 2T 5 + T 3 − T
= [7T, 10T, 5T,−T, 9T, 11T, T, 5T ].
Moreover, as in the real case, quadratic power series over a finite field have a particular expansion.
Indeed we have: [Fq(T, α) : Fq(T )] = 2 ⇐⇒ (an)n≥0 is eventually periodic.
We illustrate this with two examples. The first one is the analogue of the golden mean.
1) In F(p) : ω = [T, T, T, . . . , T, . . . ] implies ω = T + 1/ω.
2) In F(11) : α = [T, 2T, 3T, T, 2T, 3T, . . . , T, 2T, 3T, . . . ] satisfies the equation
(6T 2 + 1)α2 + (5T 3 + 9T )α+ 9T 2 + 10 = 0.
In the sequel we will use polynomials directly connected to continued fractions. Given an
infinite sequence (xn)n≥1 of variables, we define recursively the sequence of multivariate polynomials
< ∅ >= 1, < x1 >= x1 and
< x1, x2, . . . , xn >= x1 < x2, . . . , xn > + < x3, . . . , xn > for n ≥ 2.
These polynomials, which are called continuants, play a fundamental role in the continued fraction
algorithm. Indeed, for a finite continued fraction, we have the following basic formula :
[a1, a2, . . . , an] =
< a1, . . . , an >
< a2, . . . , an >
.
Finally we present an important statement concerning the growth of the partial quotients
for algebraic continued fractions (see for instance [8]). We have
t(α) = lim sup
n≥0
[deg(an+1)/
∑
0≤k≤n
deg(ak)] ≤ d− 2,
if α = [a0, a1, a2, . . . ] is algebraic over Fq(T ) of degree d ≥ 2.
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3 Hyperquadratic formal power series
In function fields over a finite field, the Frobenius isomorphism plays an important role. The notion
of hyperquadratic power series has emerged from the fundamental articles [1] and [7]. Note that
such algebraic power series were considered also and independently by Osgood (concurrently with
[1]) and Voloch (concurrently with [7]). Both authors were interested in rational approximation,
this matter will not be discussed here, but the reader can be referred to [8].
In the following definition p is the characteristic of Fq and r = p
t where t ≥ 0 is an integer.
We write α ∈ Hr(q), if α ∈ F(q)\Fq(T ) and there exists (A,B,C,D) ∈ (Fq[T ])
4 with
α = (Aαr +B)/(Cαr +D).
Hence Hr(q) is a subset of algebraic power series. One can show that an algebraic power series of
large degree d is rarely hyperquadratic, however we have the following statements:
1) α ∈ H1(q) ⇐⇒ α is quadratic over Fq(T ).
2) [Fq(T, α) : Fq(T )] = 3⇒ α ∈ Hp(q).
Unlike quadratic power series, the continued fraction expansion for an hyperquadratic el-
ement is generally difficult to establish. However, because of a certain proximity with quadratic
elements, in some particular cases, these hyperquadratic expansions can be explicitly described. We
give here three examples :
1) In Hr(p) : α = [T, T
r, T r
2
, . . . , T r
k
, . . . ] implies α = T + 1/αr.
2) In H2(2) : α = [T
2+1, T 3, T, T 5, T [3], . . . , T 2
n+1, T [2
n−1], . . . ] implies α3+(T 2+1)α2+T = 0.
3) In H4(4) : α = [uT, T
[3], uT, T [15], . . . , uT, T [4
n−1], . . . ] implies
T 3α5 + (uT 4 + T 2 + 1)α4 + 1 = 0.
The first example is trivial considering the action of the Frobenius isomorphism. Note that in this
case the growth of the partial quotients is easy to check and, according to the inequality stated at
the end of the previous section, we obtain r − 1 ≤ d− 2 and this implies d = r + 1.
For the second and third example, we use the notation T [m] = T, T, . . . , T (m times). Note that for
the second example we have t(α) = 1/2. In the last example the field F4 is F2(u) where u satisfies
u2 + u+ 1 = 0. It is also more tricky to prove that this last expansion satisfies the given equation
(see [3, p. 100]).
4 Hyperquadratic power series of degree 4
Since all algebraic power series of degree less than 4 are hyperquadratic, it is natural to try to
characterize, among the power series of degree 4, those which are hyperquadratic. In this direction,
in a joint work with A. Bluher [2], we could prove the following.
Theorem 1. Let p > 3 be a prime number. Let (A,B,C) ∈ Fq(T )
3 be such that 12A+C2 = 0. Set
P (X) = AX4 +BX3 + CX2 + 1 ∈ Fq(T )[X].
Then there exists a non-trivial polynomial H, such that P divides H, of the form
H(X) = UXr+1 + V Xr +WX + Z ∈ Fq(T )[X],
3
where r = p if p ≡ 1 mod 3 and r = p2 if p ≡ 2 mod 3.
In their article [7], Mills and Robbins introduced a particular algebraic power series of degree
4 in F(13), for which the continued fraction expansion had an apparent regular pattern. They tried
to conjecture the sequence of partial quotients. In several articles (see [4], [5] and [6]), starting
from this quartic equation and observing that the solution is hyperquadratic, we have developped
a method allowing us to describe a very wide family of such hyperquadratic expansions, in all odd
characteristic and arbitrary agebraic degree, including Mills and Robbins example. In the present
note, we are interested in a generalization of this quartic element, in all power series fields F(p)
where p > 3. The above theorem implies clearly the following.
Corollary 1. Let p > 3 be a prime. There exists a unique α ∈ F(p) solution of
P (X) = (9/32)X4 − TX3 +X2 − 8/27 = 0. (RQE)
We have α = (32/9)T − T−1 + .... and α ∈ Hpi(p) if p ≡ i mod 3.
The original equation, considered by Mills and Robbins, appeared in a much simpler form
and this explains its casual introduction. Indeed, for p = 13, if α is the root of (RQE) and β is
defined by 1/β(T ) = vα(vT ), where v2 = 5, then β is the unique root in F(13) of the equation:
X4 +X2 − TX + 1 = 0 (see [7, p. 404]).
We are now going to describe the continued fraction expansion for the root of (RQE) in
F(p), assuming that p is prime such that p ≡ 1 mod 3. To do so we need to work in a larger frame.
Here p is an odd prime and k is an integer, with 1 ≤ k < p/2. We define in (F∗p)
2k the
2k-tuple (v1, v2, . . . , v2k) such that v1 = 2k − 1 and
vi+1vi =
(2k − 2i− 1)(2k − 2i+ 1)
i(2k − i)
for 1 ≤ i ≤ 2k − 1.
For 1 ≤ m ≤ n ≤ 2k, we define in Fp[T ] the continuants:Km,n =< vmT, vm+1T, . . . , vnT > and
K1,0 = 1.
For an integer l ≥ 1, we introduce the subset E(p, k, l) of hyperquadratic power series defined,
via their continued fraction expansion α = [a1, a2, . . . , al, αl+1], in the following way
(a1, . . . , al) = (λ1T, . . . , λlT ) and α
p = u1K1,2kαl+1 + u2K1,2k−1
where (λ1, λ2, . . . , λl, u1, u2) is an arbitrary (l+2)-tuple in (F
∗
p)
l+2. These continued fractions have
been studied in [4] and [5]. They all satisfy an algebraic equation of degree p+1 and therefore have
an algebraic degree d ≤ p+ 1. It has been proved that under a particular condition on this (l+ 2)-
tuple, the continued fraction has a very regular pattern which can be described. This condition is
the following :
(∗) [λ1, . . . , λl−1, λl − 2k(u1/u2)(v2k/v1)] = k2
−2k+1
(
2k
k
)
u2.
When condition (∗) is fullfilled, we say that the continued fraction expansion is perfect. To describe
this expansion, we need to introduce the following sequence. Let (Am)m≥0 be the sequence in Fp[T ]
defined recursively by (here the brackets denote the integer part of the rational)
A0 = T and Am+1 = [A
p
m/(T
2 − 1)k] for m ≥ 0.
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Then for a perfect expansion α = [a1, . . . , an, . . . ] ∈ E(p, k, l), there exist a sequence (λn)n≥1 in F
∗
p
and a sequence of non-negative integers (i(n))n≥1 such that
an = λnAi(n) for n ≥ 1.
Both sequences (λn)n≥1 and (i(n))n≥1 are described in [5]. The sequence (λn)n≥1 is defined re-
cursively in a very sophisticated way involving the (l + 2)-tuple appearing in the definition. The
sequence (i(n))n≥1 is very regular and it depends only upon the integers k and l. Knowing this
last sequence, the growth of the degree of the partial quotients is controlled and this allows to
compute the quantity introduced at the end of Section 2. We have t(α) = (p − 2k − 1)/l, for a
perfect exansion α in E(p, k, l). When condition (∗) is not fullfilled, the continued fraction has
not been described. However, in such cases, it appears that the growth of the partial quotients is
more important. Consequently this prevents the algebraic degree of such an element from being too
small.
Now we turn to the root of (RQE) (the reader may consult [6, p. 30-33]). We assume that p
is a prime such that p ≡ 1 mod 3. Hence we can set j = (p− 1)/6. We set k = 2j and we consider
the 4j-tuple (v1, . . . , v4j) introduced above. For (ǫ, ǫ
′) ∈ (F∗p)
2, we define in Fp[T ][X] the following
polynomial :
H(X) = Kj+2,4jX
p+1 − ǫKj+1,4jX
p + ǫ′(K1,jX + ǫK1,j−1).
This polynomial has a unique irrational root α ∈ F(p), with |α| ≥ |T |. This root belongs to
E(p, 2j, 3j) and the (3j + 2)-tuple appearing in its definition is such that
u2 = (−1)
jǫ′, u1 = u2ǫ
(−1)j+1 and λi = vj+iǫ
(−1)i+1 for 1 ≤ i ≤ 3j.
We want to prove that, for a particular choice of the pair (ǫ, ǫ′) ∈ (F∗p)
2, this root of H is also the
root of (RQE). This will be obtained by proving that P divides H, since P has also only one root
in F(p). Since the integer part of the root of P is (32/9)T , while the integer part of the root of H is
ǫvj+1, we need to have ǫ = 32/(9vj+1). To guess the right value for ǫ
′, since the algebraic degree of
the root of P is 4 and, for this root, the beginning of the continued fraction, observed by computer,
matches to the pattern of a perfect expansion in E(p, 2j, 3j), we will assume that condition (∗)
holds. Hence we obtain
ǫ′ =
(−16)j+1
3vj+1
(
4j
2j
) [vj+1, vj+2, . . . , v4j−1, 3v4j/5].
Choosing the pair (ǫ, ǫ′) as indicated, the solution ofH, and consequently the one of P if P dividesH,
will be defined by a perfect expansion in E(p, 2j, 3j). Besides, this implies that we have deg(an) =
(pi(n)+2)/3 and t(α) = 2/3. Moreover, in this particular case, the sequence (i(n))n≥1 can be simply
described. For (m,n) ∈ N2, we define
vm[n] = max{k ∈ N such that m
k|n}
then we have
i(n) = v4j+1[4n − 1] for n ≥ 1.
At last, with these two values for the pair (ǫ, ǫ′) ∈ (F∗p)
2, we need to prove that P divides
H. This can be checked directly by computer for a given prime p with p ≡ 1 mod 3 and we have
done so for all primes up to p = 199. Of course we conjecture that this is true for all primes p with
p ≡ 1 mod 3.
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