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RelaxationThe ﬁeld of glass science is quickly maturing from a purely empirical science to one built upon rigorous
fundamental physics. These advancements offer an unprecedented level of understanding of the glass transition
and the glassy state, as well as the ability to design new glass compositions starting at the atomic level. As a non-
equilibrium material, the structure and properties of glass depend not only on its composition, but also on its
thermal and pressure histories. Since glass is thermodynamically unstable, it is continually relaxing toward the
metastable supercooled liquid state. Owing to this time dependence of glass properties and microstructure,
traditional reversible thermodynamics cannot be directly applied to study the glassy state. While some nonequi-
librium aspects of the glassy state can be estimated using irreversible thermodynamics, this approach has no
microscopic basis and hence cannot offer a rigorous physical description of either the glass transition or glass itself.
Alternatively, nonequilibrium statistical mechanics offers a framework in which the macroscopic properties of a
glass can be rigorously calculated from its microscopic structure. As such, statistical mechanics has many practical
applications in glass science and technology. The objective of this article is to provide an overview of various
statistical mechanical descriptions of the glassy state and their practical use in understanding glass physics and
in the design of new glass compositions. The relationship among these various descriptions is emphasized to
build a single uniﬁed picture of glass statistical mechanics synthesizing these various approaches.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-SA license
(http://creativecommons.org/licenses/by-nc-sa/3.0/).1. Introduction
Glass and the glass transition are widely considered as two of the
most challenging problems in condensed matter physics [1–3]. Glass is
challenging at a microscopic level due to its non-crystalline structure,
lacking the long-range order characteristic of crystalline solids [4,5]. At
a thermodynamic level, glass is difﬁcult since it is a nonequilibriumma-
terial [6,7]. As such, the properties of a glass are not a simple function of
composition, temperature, and pressure: the entire thermal history
(and pressure history, if applicable) of a glass must be considered
[8–10]. Furthermore, the properties of a glass evolve as it continually re-
laxes toward its corresponding metastable equilibrium liquid state
[11–13]. One of the main challenges of glass science is to capture this
complicated composition and time dependence of glass properties in a
manner that is physically rigorous and quantitatively accurate [14–16].
While the thermodynamics of equilibrium materials is well under-
stood, the same cannot be said for nonequilibrium systems such as glass
[17,18]. The ﬁeld of irreversible thermodynamics seeks to overcome
these limitations by introducing one or more additional parameters,
called “order parameters,” responsible for describing the nonequilibrium
state of the glass [19–24]. However, irreversible thermodynamics is phe-
nomenological by design and hence is not rooted in any fundamental. This is an open access article underphysics. Moreover, there is no direct connection to the underlyingmicro-
scopic physics of the system [25], e.g., the notion of atomic structure plays
no role in either reversible or irreversible thermodynamics.
The connection between microscopic and macroscopic physics is
provided by statistical mechanics [26,27]. Many processes that occur
on the atomic level are stochastic in nature, such as thermal ﬂuctuations
and transitions betweenmicrostates [28,29].While in classicalmechan-
ics these processesmay be considered deterministic, our lack of detailed
knowledge of the exact dynamics of each atom in the system requires
the use of a statistical approach [30,31]. Statistical mechanics addresses
this issue by using probability theory to determine expectation values
for macroscopic properties averaged over a suitable ensemble of micro-
states. However, the application of statistical mechanics to the glassy
state is not necessarily straightforward, since most statistical mechani-
cal approaches make an implicit assumption of ergodicity, i.e., the
equivalence of time and ensemble averages of the properties of interest.
Glass is nonergodic by its very nature and hence requires special care in
developing rigorous statistical theory [32–36].
The objective of this review paper is to provide an overview of the
statistical mechanics of glass, emphasizing both the underlying physics
and thepractical application of statisticalmechanical techniques toward
the design and understanding of new glasses. In this paper we seek to
synthesize the various statistical mechanical treatments of the glass
transition and the glassy state into one uniﬁed picture. For example,
the breakdown of ergodicity at the glass transition is fundamentallythe CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
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Fig. 1. (a) The glass transition can be observed by cooling a liquid to a sufﬁciently low tem-
perature, provided that crystallization is avoided. The Deborah number, D, is deﬁned in
Eq. (1). The glass transition involves a continuous breakdown of ergodicity as the ergodic
liquid at high temperature becomes trapped in a subset of conﬁgurational phase space in
the nonergodic glassy state at low temperatures. (b) The glass transition is termed a
partitioning process since conﬁgurational degrees of freedom are lost as the system be-
comes kinetically trapped in the nonergodic glassy state. The opposite process, structural
relaxation, involves the spontaneous lifting of this kinetic constraint, allowing the system
to explore additional conﬁgurational degrees of freedom. This is termed a unifying process.
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constraint theory. Both of these phenomena are intimately connected
with the imposition of an experimental observation time that constrains
the kinetics of the glass. The authors hope that additional connections
among the various statistical descriptions of the glass transition and
the glassy state should become apparent to the reader throughout the
article.
The particular organization of this paper ismeant to guide the reader
in this endeavor.We begin in Section 2with an overview of ergodic the-
ory, since the breakdown of ergodicity is the most fundamental feature
of the glassy state. This provides the basis for Section 3, where we re-
view the concept of an enthalpy landscape. By leveraging the broken
ergodic nature of glass, enthalpy landscape theory enables the accurate
calculation of glass properties and dynamics on long (experimental)
time scales. In Section 4 we turn our attention to the statistics of glass
structure, which provides the basis for the discussion of topological con-
straint theory in Section 5. Topological constraint theory allows for the
quantitative prediction of the composition and structural dependence
of glass properties. In Section 6 we focus on the statistics of glass relax-
ation, and in particular the stretched exponential decay function, which
is shown to be intrinsic to homogeneous glasses. Finally, in Section 7we
draw together some important insights gained from statistical mechan-
ics regarding general glass physics and the use of statistical methods in
the design of new glassy materials. Please note that it is not our objec-
tive to cover every statistical mechanical approach proposed to describe
glasses and glass-forming liquids. Rather we focus our attention on
those approaches with the greatest practical utility for designing
new industrial glass compositions and processes. Thorough reviews of
other statistical mechanical approaches not covered in this paper can
be found in several excellent monographs by other authors [37–39].
2. Ergodic theory
In statistical theory, the term ergodic refers to an equivalence of the
time and ensemble averages of the properties of a system. Ergodicity
is a common assumption in equilibrium statistical mechanics. However,
for nonequilibrium systems such as glass, the ensemble average of cer-
tain thermodynamic properties can be different from the corresponding
time average. For example, an ensemble average includes frozen-inﬂuc-
tuations that may not be present in a time average of the same property
[35,36]. For any experiment, the question of ergodicity is really a ques-
tion of time scale. Speciﬁcally, there are two relevant time scales of
interest: an internal relaxation time scale (τint) on which the system
loses memory of its preceding states, and an external observation time
scale (τext) on which properties are measured. Reiner [40] deﬁned the
ratio of these two time scales as the “Deborah number” of the experi-
ment,
D ¼ τint
τext
; ð1Þ
named in honor of the prophetess Deborah, who in the Old Testament
sings “…the mountains ﬂowed before the Lord…” (Judges 5:5). While
a theological interpretation of this statement is outside the scope of
the current article, from a physics perspective this passage underscores
the importance of time scale in measurement. For a human observer,
mountains are essentially static (τint≫ τext or D≫ 1). However, on a
geological time scale inaccessible to direct measurement by a human
being, the mountains do indeed ﬂow. The human observer therefore
sees just a small subset of the phase space, i.e., a frozen-in conﬁguration
of mountains.
A Deborah number greater than unity implies a nonergodic system,
since there is insufﬁcient time for the system to equilibrate during the
time ofmeasurement. On theother hand,D b 1 indicates that the system
has sufﬁcient time to relax to equilibrium during the observation time
window, implying that the condition of ergodicity can be satisﬁed. Thefundamental difference between a liquid and its corresponding glass is
that the liquid is ergodic (D b 1)while the glass is inherently nonergodic
(D N 1). As indicated in Fig. 1, the glass transition occurs at D= 1 and
constitutes a transition from an ergodic liquid state to a nonergodic
glassy state. Such breakdown of ergodicity is a type of partitioning
process [41] and results in no change in the enthalpy or volume of a
system, i.e., it is not a ﬁrst-order thermodynamic phase transition. How-
ever, the loss of ergodicity does entail a loss of conﬁgurational entropy
since the observation time constraint restricts the system to a subset
of the conﬁgurational phase space. In other words, the macrostate of
a nonergodic glass is determined by a fewer number of microstates
compared to that of an ergodic liquid system.
The inverse of the glass transition is structural relaxation, which in-
volves a restoration of ergodicity as a glass spontaneously approaches
the liquid state. This spontaneous relaxation process is termed a unifying
process and entails a net increase in entropy as the observation time
constraint is lifted [41].
Please be aware that the question of ergodicity is sometimes con-
fused with the so-called ergodic hypothesis, an assumption stating
that a system becomes ergodic in the limit of inﬁnite time [42]. A
glassy system is inherently nonergodic, but it obeys the ergodic hy-
pothesis since in the limit of long time it explores all of phase space
as it relaxes to the liquid state. However, the physics of the glassy
state itself must be described in terms of nonergodic statistical me-
chanics: it is never a reasonable assumption to treat the solid glass
with D N 1 as identical to the ergodic liquid state in the limit of inﬁ-
nite observation time (i.e., D→0).2.1. Broken ergodicity
The statistical mechanics of nonergodic systems were originally
derived by Palmer [43], who introduced the concept of broken ergodicity.
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Fig. 2. Schematic diagramof a conﬁgurational phase space divided into two components,α
and β, satisfying Palmer's conditions of internal ergodicity and conﬁnement. The
macroscopic properties of the system, such as the entropy in Eq. (5), are calculated based
on a weighted average of the property values arising from the individual components.
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into a set of disjoint components, {Γa}, where
Γ ¼ ∪
α
Γα : ð2Þ
The term “component”here refers to a region of conﬁgurational phase
space that meets the conditions of conﬁnement and internal ergodicity, as
shown schematically in Fig. 2. The condition of conﬁnement indicates
that transitions between components are too slow to occur on the obser-
vation time scale, i.e., a system that startswithin a given componentmust
remain within that component during the time τext. The condition of
internal ergodicity stipulates that the assumption of ergodicity is valid
within a given component, i.e., there is local equilibration over a
restricted ensemble of microstates within each component. The combi-
nation of these two conditions leads to a clear separation between intra-
and inter-component relaxation time scales, i.e., fast intra-component
relaxation (D b 1 within a component) and very slow inter-component
transitions (D≫ 1 between components). These conditions allow for
components to be individually in local equilibrium while the system as
awhole is not. In thismanner, ergodic statisticalmechanics can be applied
within each of the individual components, while themacroscopic proper-
ties of the nonergodic system can be computed using a weighted average
over these individual components.
The breakdown of ergodicity has a direct impact on the conﬁgura-
tional entropy of a system. Since the Gibbs deﬁnition of entropy
is valid for ergodic systems, it can be applied within each individual
component α as
Sα ¼−kB
X
i∈α
pi
Pα
ln
pi
Pα
; ð3Þ
where Pα is the probability of occupying component a. The compo-
nent occupation probability Pα is equal to the sum of the probabili-
ties of occupying the various microstates i within that component:
Pα ¼
X
i∈α
pi: ð4Þ
The conﬁgurational entropy of the system as a whole is given by the
expectation value of the Gibbs entropies of the individual components:
Sh i ¼
X
α
SαPα ¼−kB
X
α
X
i∈α
pi ln
pi
Pα
: ð5Þ
Since a system can occupy only one representative point in phase space,
any given instance of a glass can occupy one and only one component.
The expectation value in Eq. (5) does not imply that the glassy system
visits all of the components in phase space. Rather, it arises because a
priori we do not have knowledge of which component the system will
occupy after undergoing glass transition. We only have knowledge of
the probabilities associated with occupying a given component. Please
note that this lack of knowledge regarding the speciﬁc microstate of
the system does not contribute to its entropy [44]. It necessitates the
use of the statistical approach in Eq. (5), but use of the statistical
approach itself does not inﬂuence the thermodynamic properties of
the system.
The partitioning of the system at the glass transition involves a loss
of conﬁgurational entropy relative to the corresponding liquid state.
This amount of conﬁgurational entropy lost is called the complexity of
the system, I, and is given by
I ¼−kB
X
α
Pα lnPα : ð6Þ
While the glass transition involves a loss of conﬁgurational entropy,
the opposite process (structural relaxation) involves an increase of theconﬁgurational entropy. Since relaxation is a spontaneous process, this
result is anticipated by the Second Law of thermodynamics.
Finally, it should also be noted that conﬁgurational entropy is not a
measure of structural disorder [45]. For equilibrium states of matter,
the higher entropy systems do tend to have higher levels of structural
disorder (e.g., gas N liquid N crystal), but this correlation does not
reﬂect the physical deﬁnition of entropy, which is based on the number
of microstates that are averaged to yield a particularmacrostate. Hence,
the loss of conﬁgurational entropy at the glass transition does not imply
any change in the structural disorder of the system. It merely indicates
that the macroscopic properties of the solid glassy system are deter-
mined by visiting a fewer number of microstates compared to those of
the corresponding liquid system. If we consider the limiting case of
absolute zero temperature, all transitions are forbidden such that each
individual microstate of the system is its own component. In this limit,
Eq. (5) yields zero entropy, in agreementwith the Third Law of thermo-
dynamics. This result does not imply that a glass has an ordered, crystal-
line structure at absolute zero temperature. It merely indicates that the
macroscopic properties of the system at absolute zero are determined
entirely by the single microstate to which the glass is conﬁned [46–51].
2.2. Continuously broken ergodicity
Building on the work of Palmer [43], Mauro et al. [34] introduced a
generalized statistical mechanical framework that relaxes the assump-
tion of conﬁnement between components and hence is applicable to
the continuum of all systems from the ergodic liquid state through the
glass transition to the nonergodic glassy state. This statistical framework
of continuously broken ergodicity is based on deﬁning a set of conditional
probabilities, fi,j (t), which denote the probability of the system occupy-
ing microstate j after starting in microstate i and subsequently evolving
for some time t. The conditional probabilities satisfy the normalization
condition
X
j
f i; j tð Þ ¼ 1; ð7Þ
for any initial state i and for all time t. In the limit of zero time, fi,j (t)
reduces to a Kronecker delta function,
lim
t→0
f i; j tð Þ ¼ δi; j; ð8Þ
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from the initial microstate i. In the limit of inﬁnite time, the system is
ergodic and loses all memory of its original microstate, i.e.,
lim
t→∞
f i; j tð Þ ¼ peqj ; ð9Þ
where pjeq is the equilibrium probability of occupyingmicrostate j. With
the assumption of local equilibrium, the set of fi,j (t) values can be used
to calculate a time-dependent conditional entropy,
Si tð Þ ¼−kB
X
j
f i; j tð Þ ln f i; j tð Þ; ð10Þ
for a system starting in microstate i. This formula represents a general-
ization of the Gibbs entropy for one possible realization of the system
and corresponds roughly to Palmer's component entropy of Eq. (3).
However, in the framework of continuously broken ergodicity there is
no assumption about conﬁnement and no need to deﬁne components.
The expectation value of the conﬁgurational entropy over all possible
realizations of the system is calculated by
S tð Þh i ¼
X
i
piSi tð Þ ¼−kB
X
i
pi
X
j
f i; j tð Þ ln f i; j tð Þ; ð11Þ
where pi is the probability of starting in microstate i at the beginning of
the observation window. By considering all possible conﬁgurations of
the system and the actual transition rates between microstates, this
approach can be applied to any arbitrary system and for any tempera-
ture path. This approach is thus suitable for modeling systems in all
regimes of ergodicity: fully ergodic liquids, fully conﬁned glasses at low
temperatures, and the intervening glass transition regime inwhich ergo-
dic breakdown occurs.
At any nonzero temperature there is always some ﬁnite probability
of reaching a ﬁnal state j, and hence there is always some positive con-
ﬁgurational entropy at any nonzero temperature. This is the reasonwhy
the supposed Kauzmann entropy catastrophe, in which the conﬁgura-
tional entropy of a liquid is considered to vanish at some nonzero tem-
perature, cannot physically occur. This issue has already been addressed
in the prior literature [52–54]. For any nonzero observation time, the
transition probabilities become vanishingly small only in the limit of
absolute zero temperature, not in the limit of a Kauzmann temperature.
With the conditional probability formalism of Eq. (10), the entropy is
computed based only on the microstates visited by the system during
a speciﬁed observation time period, correctly accounting for the princi-
ple of causality and predicting zero entropy at absolute zero tempera-
ture. The zero entropy obtained in the two limiting cases of t→ 0 and
T → 0 is in agreement with Boltzmann's notion of entropy as the
number of constituent microstates that are visited to yield a given
macrostate, since in either of these limits the macrostate of a system is
determined by just a single accessible microstate [55–58].
3. Enthalpy landscapes
The previous section gave an overview of ergodic theory and
presented the statistical mechanical framework of continuously bro-
ken ergodicity. This completely general theory provides the basis for all
of the statistical mechanics of glass. Please note that in the previous sec-
tion therewasmuch discussion of conﬁgurationalmicrostates, butwith-
out yet deﬁning what this means in terms of any speciﬁc glass system.
We will now apply the concepts of the previous section toward an arbi-
trary glass-forming system in terms of its enthalpy landscape [59–63].
The enthalpy landscape description offers a powerful approach for
modeling the glass transition range behavior of realistic glass-forming
systems on experimental time scales.The enthalpy landscape of any N-atom system can be written as
H ¼ U r1; r2;…; rN ;Vð Þ þ PV ; ð12Þ
where the potential energyU is a function of the atomic position vectors
r1, r2,…, rN, and the volume V of the system. Here the pressure P of the
system is assumed to be constant, since most experiments on glass-
forming systems are performed under isobaric conditions. If instead
we considered an isochoric system, the enthalpy landscape would be
replaced by a potential energy landscape. Please note that the enthalpy
landscape, as deﬁned in Eq. (12) does not include any kinetic contribu-
tions to the enthalpy.
Given a system of N atoms, the enthalpy landscape of Eq. (12)
represents a (3 N + 1)-hyperdimensional surface with a complex
topography. The landscape contains a multitude of local minima, each
of which corresponds to mechanically stable conﬁgurations of atoms
known as an inherent structure [64–69]. The volume of the conﬁguration-
al phase space that drains to a particularminimumvia steepest descent is
called a basin. There is exactly one inherent structure locatedwithin each
basin. While the enthalpy landscape itself is independent of the temper-
ature of the system, the way in which the system samples the phase
space of the landscape depends on its available kinetic energy and
hence on the temperature of the system. At high temperatures, the
system can transition freely among basins, which corresponds to the
case of an ergodic, equilibrium liquid. As the system is cooled, the
inter-basin transitions occur less frequently owing to the loss of thermal
energy. Finally, the glassy state at low temperatures follows a breakdown
of ergodicity, whereby the system becomes trapped in a subset of the
overall phase space [32].
3.1. Factoring of the partition function
The key advantage of the enthalpy landscape approach lies in its
ability to separate the fast vibrations within a basin, i.e., the vibrations
about a particular inherent structure conﬁguration, from the slower
transitions between basins, i.e., the conﬁgurational transitions. This
separation of the dynamics into vibrational and conﬁgurational contri-
butions is based on an assumption that the partition function of the
landscape can be factored into independent vibrational and conﬁgura-
tion functions. Following the deﬁnition of the landscape in Eq. (12),
the partition function can be calculated as a (3 N + 1)-dimensional
integral over all position and volume coordinates:
Q ¼
Z ∞
0
Z V1=3
0
⋯
Z V1=3
0
Z V1=3
0
exp −H r1; r2;…; rN ;Vð Þ
kT
 
d3r1d
3r2⋯d
3rNdV ;
ð13Þ
where k is Boltzmann's constant and T is absolute temperature. Since
the enthalpy landscape itself does not include kinetic energy contribu-
tions, Eq. (13) does not include any integration over the momentum
degrees of freedom.
The ﬁrst step in factoring the partition function is tomap the con-
tinuous H hypersurface to a discrete set of basins, with each basin
containing a single enthalpyminimum corresponding to an inherent
structure [64–70]. Following this approach, the partition function of
Eq. (13) can be rewritten as a summation of integrals over each of
the individual basins i,
Q ¼
XΩ
i¼1
Z
ljl∈Lif g
3l2
Z
rjr∈Ri lð Þf g
exp −H r; lð Þ
kT
 
d3Nrdl; ð14Þ
where d3Nr = d3r1d3r2 ⋯ d3rN and Ri denotes the set of all position
vectors in basin i. Here we have introduced the length variable l =
V1/3 having the same dimensionality as r, where Li is the set of all
system lengths contained in basin i. The parameter Ω is the total
number of basins or inherent structures in the system. Denoting
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function can be rewritten as
Q ¼
XΩ
i¼1
exp −H ri; lið Þ
kT
 Z
ljl∈Lif g
3l2
Z
rjr∈Ri lð Þf g
exp − δHi r; lð Þ
kT
 
d3Nrdl; ð15Þ
where δHi(r, l) is the increase in enthalpy at any point in basin i relative
to the inherent structure enthalpy, i.e., δHi(r, l) = H(r, l)− H(ri, li).
To facilitate factoring of thepartition function, it is convenient to nor-
malize the atomic coordinates based on the volumeof their parent basin,
as in Mauro et al. [71] The volume of basin i in (3 N+ 1)-dimensional
space is given by
Bi ¼
Z
ljl∈Lif g
Z
rjr∈Ri lð Þf g
d3Nrdl; ð16Þ
which we use to introduce the dimensionless position vectors s1, s2,…,
sN as
s ¼ r
B1= 3Nþ1ð Þi
: ð17Þ
A normalized length parameter is also introduced, deﬁned similarly as
ℓ ¼ l
B1= 3Nþ1ð Þi
; ð18Þ
such that the partition function becomes
Q ¼
XΩ
i¼1
CiB
1þ2= 3Nþ1ð Þ
i exp −
H ri; lið Þ
kT
 
: ð19Þ
Here the integral
Ci ¼ 3
Z
ℓjℓ∈ℓif g
ℓ2
Z
sjs∈Si ℓð Þf g
exp − δHi s;ℓð Þ
kT
 
d3Nsdℓ ð20Þ
depends only on the shape of basin i and not on its volume in (3N+ 1)-
dimensional phase space. This is important because basin volume can
vary by many orders of magnitude [70] indicating greater or fewer
number of available vibrational states, while the shape itself is approx-
imately constant, i.e., Ci≈ C. In the limit of large N, Bi1+ 2/(3N + 1)→ Bi
and Eq. (19) becomes
Q ¼ C
XΩ
i¼1
Bi exp −
H ri; lið Þ
kT
 
¼ QvibQconf ; ð21Þ
where Qvib = C is the vibrational partition function of the enthalpy
landscape, and the conﬁgurational partition function is given by
Qconf ¼
XΩ
i¼1
Bi exp −
H ri; lið Þ
kT
 
: ð22Þ
It is this factoring of the partition function in Eq. (21) that enables
separation of the thermodynamic properties of a system, such as ther-
mal expansion coefﬁcient (α) and heat capacity (Cp), into vibrational
and conﬁgurational contributions such that α= αvib+ αconf. The neces-
sary assumption enabling this separation is the constancy of the shape
integral in Eq. (20). Thus, validation of Eq. (21) implies a veriﬁcation
of this assumption. This experimental validation was ﬁrst published
by Potuzak et al. [72].
3.2. Dynamic sampling of the landscape
With the factoring of the partition function into separate vibrational
and conﬁgurational contributions, we can now turn our attention tomodeling the dynamics of conﬁgurational transitions in the landscape.
As proposed by Mauro et al. [73–77], for an enthalpy landscape with
Ω inherent structures we can construct an Ω × Ωmatrix,
H ¼
H11 H12 ⋯ H1Ω
H21 H22 ⋯ H2Ω
⋮ ⋮ ⋱ ⋮
HΩ1 HΩ2 ⋯ HΩΩ
0
BB@
1
CCA: ð23Þ
Here the diagonal elements Hii represent the inherent structure
enthalpies of each basin i and the off-diagonal elements are the lowest
transition point enthalpies connecting two basins. The matrix H is
symmetric by construction since the transition points satisfy Hij = Hji
for all inherent structures i and j.
In order to accurately model the statistical mechanics of glass, it is
necessary to capture all memory effects by considering the full thermal
history of the system, startingwith the equilibrium liquid at a sufﬁcient-
ly high initial temperature, T0. From equilibrium statistical mechanics,
the initial probability of occupying any basin i is
pi 0ð Þ ¼
1
Qconf
Bi exp −
Hii
kT0
 
; ð24Þ
where Qconf is the conﬁgurational partition function deﬁned in Eq. (22).
The probabilities satisfy
XΩ
i¼1
pi tð Þ ¼ 1 ð25Þ
for all times t. To model the subsequent dynamics of the system along
any temperature path, T(t), a system of Ω coupled master equations
can be constructed as
dpi tð Þ
dt
¼
XΩ
j≠i
Kji T tð Þ½ pj tð Þ−
XΩ
j≠i
Kij T tð Þ½ pi tð Þ; ð26Þ
where the rate parameters Kij,ji[T(t)] are a function of the temperature
path T(t) and form the matrix:
K T tð Þ½  ¼
0 K12 T tð Þ½  K13 T tð Þ½  ⋯ K1Ω T tð Þ½ 
K21 T tð Þ½  0 K23 T tð Þ½  ⋯ K2Ω T tð Þ½ 
K31 T tð Þ½  K32 T tð Þ½  0 ⋯ K3Ω T tð Þ½ 
⋮ ⋮ ⋮ ⋱ ⋮
KΩ1 T tð Þ½  KΩ2 T tð Þ½  KΩ3 T tð Þ½  ⋯ 0
0
BBBB@
1
CCCCA: ð27Þ
Unlike H, K is not a symmetric matrix (Kij ≠ Kji) and also variable in
time. For the particular form of Kij, it is convenient to assume transition
state theory [29] such that
Kij T tð Þ½  ¼ νij exp −
Hij−Hii
 
kT tð Þ
2
4
3
5; ð28Þ
where νij is the vibrational attempt frequency. As the dynamics of the
system are calculated in T(t), the macroscopic properties of the system
can be calculated using the appropriate phase space average. For exam-
ple, the conﬁgurational enthalpy of the system can be calculated as
H T tð Þ½  ¼
XΩ
i¼1
Hiipi T tð Þ½ : ð29Þ
3.3. Accessing long time scales
With this theoretical framework in place for calculating the dynamics
of a glass-forming systemalong some arbitrary temperature path T(t), the
next question to address is thepractical issue of how to access experimen-
tally long time scales. The time step for direct integration of the master
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However, this time scale is typically many orders of magnitude faster
than the experimentally relevant time scales of interest. The solution to
this problem is to recognize the broken ergodic nature of the dynamics
in the landscape and leverage the disparity in time scales to our advan-
tage. This approach involves constructing a reduced set of master equa-
tions on the “natural” time scale of the experiment deﬁned by T(t),
rather than being limited by the fastest inter-basin transition rate [3,78].
This is accomplished by grouping the individual basins into
metabasins, which are chosen to satisfy the following two criteria [79]:
1. The inter-basin transition rateswithin ametabasin are fast compared
to the inverse of the time step. Themetabasin is deﬁned to satisfy the
condition of internal ergodicity as stipulated by Palmer [43] with his
deﬁnition of a component in Eq. (2). Hence, the probability distribu-
tion within a metabasin follows equilibrium statistical mechanics
within the restricted metabasin ensemble.
2. The inter-metabasin relaxation time scale is too long to allow for
equilibration on the observation time scale.
The objective here is to solve for the dynamics of the inter-metabasin
transitions rather than the fast basin-to-basin transitions within a
metabasin. This can be accomplished by writing the reduced set of
master equations [79],
df α
dt
¼
X
β≠α
wβα f β−wαβ f α
 
; ð30Þ1 2 3
4
5
6
7
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Fig. 3. Example partitioning of an enthalpy landscape into two metabasins, α and β, both sati
governed by a reduced set of master equations, given by Eq. (30).where
f α ¼
X
i∈α
pi ð31Þ
is the probability of occupyingmetabasin α and i∈ α denotes all basins i
withinmetabasin α. With Eq. (30), there is onemaster equation for each
metabasin, and the wαβ,βα parameters are the effective inter-metabasin
transition rates, computed by
wαβ ¼
nβ
f α
X
i∈α
Ki; j∈βpi; ð32Þ
where nβ is the number of basins contained in metabasin β.
The grouping of basins into metabasins needs to be dynamically
adjusted throughout the calculation such that the two conditions
above are always satisﬁed. At sufﬁciently high temperatures the entire
system consists of a single metabasin, governed by equilibrium statisti-
cal mechanics. As the system is cooled following T(t), the enthalpy
landscape is partitioned into metabasins chosen to satisfy the above
two criteria. The procedure for performing such partitioning has been
described in detail by Mauro et al. [79]. A simple illustration of this
partitioning is provided in Fig. 3.
By decoupling the inter- and intra-metabasin dynamics, we are
able to solve a reduced set of master equations on the “natural”
time scale of the experiment, i.e., the observation time scale deﬁned
by the inverse of the cooling rate. In other words, the integration
time step is governed by the cooling rate rather than by the fastest1 2 3 4 5
6
7
Metabasin Metabasin
ned by Master 
ion Dynamics
sfying the condition of internal ergodicity [79]. The slower inter-metabasin dynamics are
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quired for computing the system dynamics is largely independent
of the fastest inter-basin transition rate. Results from example calcu-
lations of selenium are shown in Fig. 4 for cooling rates covering
twenty-ﬁve orders of magnitude.
This approach has been shown to be of great practical value for
simulating the dynamics of glass-forming systems on laboratory
time scales [79,76]. It has previously been used to quantify the im-
pact of fragility on glass relaxation behavior [80] and assess the fun-
damental limitations of the concept of ﬁctive temperature [25].
Recently this approach has also been the basis for discovering the in-
herent nonmonotonic relaxation behavior of density ﬂuctuations and
enthalpy ﬂuctuations in glass-forming systems, which has been con-
ﬁrmed by in situ small-angle X-ray scattering experiments andmodulat-
ed differential scanning calorimetry experiments [81–83]. This approach
also forms the basis for the Mauro–Allan–Potuzak (MAP) model of non-
equilibrium viscosity, which has met with extensive experimental vali-
dation against beam-bending measurements below the standard glass
transition temperature [10].17.6
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Fig. 4. Following the metabasin partitioning approach of Section 3.3, the dynamics of a
glass-forming system can be solved on any arbitrary time scale. (a) Calculated volume-
temperature diagrams for selenium glass for different cooling rates, following Mauro and
Loucks [76]. (b) Calculated low-temperature molar volume of selenium glass as a function
of thermal history, covering twenty-ﬁve orders of magnitude in cooling rate. With the
approach of Section 3.3, the computational time involved is largely independent of the
particular cooling rate.4. Statistics of glass structure
The enthalpy landscape approach and master equation solver
described in the previous section are highly effective techniques for
calculating the detailed thermal history dependence of glass properties.
However, calculation of the enthalpy landscapeparameters (e.g., inherent
structure and transition point enthalpies) is based on having sufﬁciently
accurate interatomic potentials, most preferably originating from quan-
tum mechanical simulations. This is often not computationally feasible
on a time scale necessary for new glass development. Moreover, the
calculations involved with mapping the enthalpy landscape are them-
selves quite involved. It is therefore desirable to investigate other statisti-
cal mechanical techniques to address the composition dependence of glass
properties. The solution to this problem is to develop statistical tech-
niques based on the structure and topology of the glass network. In this
section, we focus on the statistics of glass structure as a function of com-
position and thermal history. These calculations then serve as input for
the topological constraint models described in Section 5.
A glass is a topologically disordered network of atoms lacking the
long-range order found in crystalline materials. Owing to this lack of
long-range order and the resulting lack of certainty in atomic positions,
the structure of glass is best described in statistical terms. For example,
the pair distribution function g(r) describes the probability density of
ﬁnding an atom at some distance r from any given origin atom. For a
typical glass, this function shows distinct peaks around the ﬁrst and
second coordination shells indicating the presence of short-range
order. At longer distances the pair distribution function becomes ﬂat,
indicating the lack of any correlation in atomic positions over larger
length scale [5]. Information for this statistical description of glass
structure can be obtained through diffraction experiments or through
atomistic simulations provided suitably accurate interatomic potentials.
Molecular dynamics simulations are particularly useful for quantify-
ing the statistics of glass structure. Since the exact positions of all atoms
are known, it is trivial to calculate bond angle distributions and higher-
order correlation functions [84–87]. It is also possible to calculate the
evolution of these statistics in time, at least over the short time scales ac-
cessible to molecular dynamics simulations. Simulations using classical
potentials are able to access both larger length scales and longer time
scales; however, the accuracy of the results are subject to the accuracy
of the interatomic potentials [88–92]. Ab initio simulations offer a
more accurate description of atomic interactions, but the additional
computational cost associated with these calculations makes them
impractical for especially large systems or long time scales [93–97].
While molecular dynamics simulations provide the greatest level of
detail related to glass structure, the details of bonding in a glass can also
be modeled analytically using hypergeometric statistics [98]. For exam-
ple, let us consider the problem of the mixed network oxide glasses, in
which alkali or alkaline earth cations can associatewith different network
formers such as silica or alumina. The particular structural role of the
modiﬁer depends on the statistics of thesemodiﬁer-network associations
[99–101].
Hypergeometric distributions are used in situations where there are
N number of draws from a ﬁnite population of size G, without replace-
ment after each draw. In the case of mixed network former glasses, N
represents the number of modiﬁer atoms and G represents the total
number of network former sites available for association with a modiﬁ-
er. With this description, a modiﬁer “draws” a network forming site
based on its relative probability, and once an association is made that
site is no longer available for interactionwith othermodiﬁer atoms [98].
In order to describe the modiﬁer statistics in mixed network former
glasses, we need a speciﬁc form of the hypergeometric distribution. In
particular, the distribution must be:
1. Multivariate for glasses with more than two network formers;
2. Noncentral owing to the generally unequal weights of the various
network former-modiﬁer interactions; and
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estimated through the ﬁctive temperature, Tf, of the glass.
In its central form, the multivariate hypergeometric probability can
be expressed as
p ¼
∏
Λ
i¼1
gi
ni
 
G
N
  ð33Þ
where gi is the population size (i.e., degeneracy) of species i, ni is the
number of successful draws of species i, and Λ is the number of distinct
species in the draw population. We deﬁne
G ¼
XΛ
i¼1
gi ð34Þ
as the total population size and
N ¼
XΛ
i¼1
ni ð35Þ
as the total number of draws. As a simple example, let us consider the
case of marbles drawn out of a bag. Suppose that the bag contains six
red, eight white, and ten blue marbles (i.e., gred = 6, gwhite = 8, and
gblue = 10), and we wish to calculate the probability of selecting three
red, four white, and two blue marbles in nine total draws (i.e., nred =
3, nwhite = 4, and nblue = 2). Direct application of Eq. (33) yields
p 3 red; 4 white; 2 blueð Þ ¼
6
3
 
8
4
 
10
2
 
24
9
  ≈0:048: ð36Þ
By analogy, we can consider each network forming site as a “mar-
ble,” with each type of network former having a different color. The
number of draws is equal to the number of network modiﬁer atoms,
and the act of “drawing” a marble is analogous to forming a structural
association between the network former andmodiﬁer atoms. However,
using a central hypergeometric distribution, each network forming site
is considered to have equal weight. This approach does not account for
the differences in enthalpy among the different types of network
former-modiﬁer associations, and therefore we must generalize to
account for unequal weighting factors using a noncentral hypergeometric
distribution.
With a noncentral hypergeometric distribution [98,102–104], the
probability of selecting a given species of type i at draw number λ is
given by
pi;ω ¼
gi−ni;λ−1
 
wiXΛ
i¼1
Xλ−1
j¼0
gi−ni; j
 
wi;
ð37Þ
where gi is the degeneracy of species i, ni,j is the accumulated number of
successful draws of species i after j number of attempts, and wi is the
probability weighting factor for species i. The double summation in
the denominator of Eq. (37) is over all species i and each draw j up to
(but not including) the current draw λ. The term (gi− ni,λ − 1) in the
numerator of Eq. (37) gives the count of species i that have not already
been drawn prior to step λ. With the central hypergeometric distribu-
tion, the probability of selecting a species i is independent of the draw
number. However, with the noncentral hypergeometric distribution
this probability changes after each individual draw, as captured in
Eq. (37). As the draws proceed, the various species will becomedepleted at uneven rates, with the more highly weighted species be-
coming depleted sooner. Owing to this complication, there is no rigor-
ous closed form solution for the expectation value of the pi values, i.e.,
〈pi〉. Themost convenient approach is to calculate 〈pi〉 values numerical-
ly using recursive methods or through Markov chain Monte Carlo [105,
106].
In the case of atomsmodifying the network formers in a mixed net-
work glass, the weighting factors wi in Eq. (37) depend on the thermal
history of the glass, e.g., as quantiﬁed by its ﬁctive temperature Tf. In
this description we assume that the structure of the glass corresponds
to the equilibrium structure of the liquid at Tf, e.g., as obtained through
rapid quenching of an equilibrium liquid from Tf to some low tempera-
ture below the glass transition range. The weighting factor is therefore
wi ¼ exp −
Hi
kT f
 !
; ð38Þ
where Hi is the enthalpy associated with a draw of species i and k is
Boltzmann's constant. With this weighting factor, the probability of
selecting species i at draw number ω is given by
pi;ω ¼
1
Qω−1
gi−ni;ω−1
 
exp − Hi
kT f
 !
; ð39Þ
where Qω − 1 is the path-dependent partition function calculated after
step ω− 1,
Qω−1 ¼
XΛ
i¼1
Xω−1
j¼0
gi−ni; j
 
exp − Hi
kT f
 !
: ð40Þ
With this formulation, the probability of selecting only species i
every time during N consecutive draws is
p N of species ið Þ ¼ gið ÞN exp −
NHi
kT f
 !
∏
N−1
j¼0
Q j
!−1
;
 
ð41Þ
where (gi)N represents a falling factorial given by
gið ÞN ¼ gi gi−1ð Þ gi−2ð Þ⋯ gi−N þ 1ð Þ: ð42Þ
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either recursively or using Monte Carlo. An example calculation is
shown here in Fig. 5 for a glass system having a mixture of three differ-
ent network formers.More detailed results ofMonte Carlomodeling are
provided in a previous paper on this topic [98].
This description of glass structure in terms of hypergeometric statis-
tics has been particularly useful to elucidate the microscopic origin of
the mixed network former effect in glasses, i.e., the nonlinear variation
of glass properties with a ﬁxed concentration of network modiﬁers
and a varying ratio of network formers [107–112]. The hypergeometric
description of the glass structure provides a natural explanation for this
effect, viz., that the mixed network former effect results from a compe-
tition among enthalpic and entropic effects in the bonding of the glass
network [98]. This is the same competition that also gives rise to a ther-
mal history dependence of modiﬁer speciation.
For a system with Λ number of distinct network formers, the above
statistical mechanical model has only Λ− 1 free parameters, viz., the
enthalpy difference between themodiﬁer's associationwith a reference
network former versus association with the other various network
formers. The values of these enthalpy differences can be determined
either through ﬁtting of experimental structural data (e.g., through
NMR spectroscopy [15,113]) or calculated through atomistic simula-
tions such as molecular dynamics, provided that sufﬁciently accurate
interatomic potentials are known. For compositional families having
mixed network formers and also more than one type of network modi-
ﬁer, the enthalpy associated with each pairwise combination of modiﬁ-
er and network former would have to be determined. Once these
enthalpy parameters are quantitatively established, they should be
transferable to other glass chemistries, including the effects of having
multiple types of modiﬁer species, some of which may have more
energetically favorable bonding compared with others. For future
work in this area, it would therefore be highly valuable to devote effort
toward building a database of these parameters for all combinations of
network formers andmodiﬁers of practical interest to aid in the quanti-
tative design of new glass compositions. Future work could also include
higher-order effects such as modiﬁer clustering, provided that the
energetics associated with such clustering can be determined.
5. Topological constraint theory
The enthalpy landscape approach discussed in Section 3 provides a
very detailed description of the thermodynamics and kinetics of glass
and glass-forming liquids. However, it is not necessarily practical to
compute a thoroughly detailed enthalpy landscape for each new glass
composition of interest. In the previous section, a completely general
model for the statistics of glass structure was presented. The next step
is to use this structural information to calculate themacroscopic proper-
ties of a glass.
Topological constraint theory is a coarse-grained approach formaking
this connection between the structure and properties of a glass. It is an
especially powerful tool since (a) it is quantitatively predictive and (b) it
is not computationally intensive (e.g., for simple systems many of the
calculations can be done by hand). Topological constraint theory was
originally proposed by Phillips in 1979 and extended in collaboration
with Thorpe [114–119]. The original Phillips–Thorpe approach is based
on comparing the number of atomic degrees of freedom in a system
with the number of interatomic force ﬁeld constraints [114]. If the num-
ber of degrees of freedom is greater than the number of constraints, the
network is “ﬂoppy.” On the other hand, if the network becomes
overconstrained, stressed-rigid structures will percolate throughout
the entire network. Phillips postulated that the tendency for glass
formationwould bemaximizedwhen the number of degrees of freedom
exactly equals the number of constraints [114].
In the Phillips–Thorpe approach, the number of constraints is deter-
mined by counting the number of rigid bond lengths and bond angles in
the glass. A mathematically equivalent approach has also been derivedby Gupta and Cooper [120–123], but treating the network in terms of
rigid polytopes connected at vertices. With both of these approaches,
the number of constraints for a given composition is not dependent
on the temperature of the system. In otherwords, the original constraint
models were formulated for zero temperature conditions, where there
is no thermal energy to overcome the radial or angular constraints.
Recently, Gupta and Mauro [124,125] have extended this theory
to account quantitatively for thermal effects by using a probability func-
tion of constraint rigidity, q(T). This function quantiﬁes the temperature
dependence of the number of rigid constraints; in the limit of low tem-
perature all constraints are intact (q=1), while they are broken by ther-
mal activation in the high temperature limit (q = 0). The onset
temperature (or onset temperature interval) of the rigid-to-ﬂoppy transi-
tion depends on the chemical nature of the speciﬁc constraint. For exam-
ple, the angular constraint around B–O–B, is weaker than that around O–
B–O and the former thus has a lower constraint onset temperature than
the latter [125].With the Gupta–Mauro temperature-dependent constraint
theory, where not all constraints are considered to be equal, it is possible
to analytically predict the composition dependence of macroscopic glass
properties by connecting the change in constraints as a function of com-
position and temperature with the property of interest. For example, the
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tribution to conﬁgurational entropy in glass-forming systems is the ﬂop-
py modes. This result enables a connection of the number of constraints
per atom with the shear viscosity via the Adam–Gibbs relation [127]. In
addition to glass transition temperature [124,125] and fragility [14], accu-
rate prediction of the compositional scaling of conﬁgurational heat capac-
ity [15] and hardness [15,128] has also been demonstrated. This
topological approach has been applied to derive analytical expressions
for some of these properties for a range of different glass-forming sys-
tems, including chalcogenides [124], borates [14,125], borosilicates [15],
phosphates [129,130], and borophosphates [131].
Such quantitative prediction of glass properties would currently be
impossible using traditional molecular dynamics (MD) simulations,
since they are unable to capture all of the structural features and are
too time consuming to be applied for compositional studies. However,
MD simulations can provide useful input for constraint calculations,
such as relevant structural information and the energies associated
with various types of constraints (e.g., ranking of different constraints
in terms of their relative onset temperatures) [132–135]. MD simula-
tions have also shown that the spatial distribution of constraints broken
by thermal activation is not homogenous throughout the system, but
instead display a percolative behavior of theﬂexible regions [136]. Finally,
we note that the functional form of q(T) and the atomic scale foundation
for applying topological constraint theory to complex oxide glasses have
been directly supported by MD simulations [137].
The predictive capability of temperature-dependent constraint the-
ory is illustrated in Fig. 6, in which the ternary diagrams for glass transi-
tion temperature and hardness in the Na2O− CaO− B2O3 system are
shown. However, such property prediction using analytical models is
difﬁcult for industrial oxide glasses, which typically contain a relatively
large number of oxide components. This compositional complexity also
makes the experimental study of composition-structure-property rela-
tions very time consuming. Therefore, a phenomenological model for
liquid viscosity for multicomponent glasses has been proposed and
validated against experimental viscosity measurements of 760 multi-
component silicate glass compositions [138]. Such phenomenological
model allows topological engineering of new industrial glasses, such
as Corning Gorilla® Glass 3 that was designed and topologically opti-
mized at the atomic level largely based on topological constraint theory
before ever being melted in the laboratory [139]. Topological constraint
theory has also found its use in understanding and optimizing low
dielectric constant materials that reduce the capacitive power losses in
semiconductors [140] and in explaining the origin of the boson peak
in glasses at low temperatures [141,142]. Constraint theory is also
intimately connected with the distinguishability of atoms in glass-
forming systems [143].
While the original Phillips–Thorpe constraint theory predicts a single
optimized composition, where the glass has the same number of bond
constraints as degrees of freedom (i.e., isostatic), laterwork by Boolchand
[144–148] found a ﬁnite width to these isostatic compositions. The exis-
tence of this intermediate phase between theﬂoppy and rigid phases is at-
tributed to a self-organization of the glassy network, where the network
attempts to achieve an isostatic condition even if thatmeans introduction
of defects in either the short-range or intermediate-range structures.
The existence of the stress-free intermediate phase has found its support
from numerous experiments [148–151] and theoretical consider-
ations [152–159] but has nonetheless been debated in the literature
[160–162]. Disregarding the ongoing controversies, it is interesting to
note that even though the original Phillips–Thorpe constraint theory
did not predict the existence of the intermediate phase, it did facilitate
its discovery and has led to important reconsiderations of the original
ideas regarding glass network topology.
Given that the necessary structural information is available, topolog-
ical constraint theory is a powerful tool for understanding and predicting
the composition and temperature dependence of macroscopic glass
properties. Much work remains in order to extend the theory to newcompositions andproperties of interest. This also includes understanding
the effect of pressure on glass network topology. In addition to tempera-
ture, pressure is another thermodynamic variable which can change the
interatomic distances and alter the bonding patterns of glasses and thus
affect macroscopic glass properties. In fact, it is important to determine
the link between the microscopic structure and macroscopic properties
of glasses under high pressure, since the glass structures frozen-in
under elevated pressure may give rise to properties unattainable under
ambient pressure [163]. MD simulations by Bauchy and Micoulaut
[164] have shown that constraint rigidity is indeed a function of pressure
in addition to temperature, but the relation is complex, as it depends on
the interplay between constraints broken by thermal activation and ad-
ditional constraints arising from the increase of network connectivity
under pressure.
6. Stretched exponential relaxation
A comprehensive understanding of glass relaxation behavior is of
critical importance for many high-tech applications of glass, including
optical ﬁber [165], glass substrates for liquid crystal displays [10,166,
167], and chemically strengthened cover glass for electronic devices
[168–174]. Glass relaxation is mathematically classiﬁed as an exponen-
tially complex problem, not solvable through standard algebraic means
[175–177]. While various distributions have been proposed to describe
the nonexponential character of glass relaxation [178], the stretched
exponential function originally proposed by Kohlrausch [179] is known
to provide the most universally successful description [175]:
f tð Þ ¼ exp − t=τð Þβ :
h
ð43Þ
The Kohlrausch function contains just two free parameters: the
relaxation time τ and the dimensionless stretching exponent β. The
upper limit of β=1 corresponds to simple exponential decay, whereas
values of β less than unity are indicative of a more complicated
nonexponential relaxation process. The physical basis of this empirical
formula remained a mystery for well over a century after introduction
by Kohlrausch and has been considered as one of the oldest unsolved
problems in science [175].
In 1982, Grassberger and Procaccia [180] derived a simple physi-
cal model of relaxation based on diffusion of excitations to randomly
distributed traps that act to annihilate the excitations. The excitations
located closest to the traps are annihilated ﬁrst, while the farther traps
take longer to disappear. In this manner, the stretched exponential
form is obtained [180,181]. This work was subsequently extended by
Phillips, who noted a topological origin of the dimensionless stretching
exponent [175–177]. Phillips derived the stretching exponent as
β ¼ d

d þ 2 ð44Þ
where d∗ is the effective dimensionality of the channels along which the
excitationsdiffuse in conﬁgurational space. This effective dimensionality
can be expressed as d∗= fd, where d is the dimensionality of the system
and f is the fraction of channels activated for a particular relaxation pro-
cess. In the simple case of a structural glass in three dimensions (d=3)
with all relaxation pathways activated (f = 1), the theory predicts a
stretching exponent of β= 3/5.
Another case of interest is the combination of d=3with f=1/2, in
which there is an assumed equipartitioning of the relaxation pathways
into short- and long-range contributions [177]. Balancing these short-
and long-range contributions according to the principle of entropymax-
imization yields f= 1/2, giving d∗= 3/2 for systems in which only the
long-range relaxation pathways are activated.With this effective fractal
dimensionality, one obtains a stretching exponent of β= d/(d+ 4) =
3/7 for relaxation governed by long-range interactions [177,182,183].
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Fig. 8.Room temperature relaxationof two1050×1050×0.7mmsheets of CorningGorilla®
Glass (code 2318) after being quenched from an initial 30-min heat treatment at 250 °C
[174]. The symbols show the individual linear strainmeasurements over a total experimental
time of 1.5 years. The solid blue line shows aﬁt of this strain data using a stretched exponen-
tial decay function with an exponent of β= 3/7, which is characteristic of relaxation domi-
nated by long-range pathways. A separately ﬁtted simple exponential decay curve is also
shown for comparison. For complete details of this experiment, please seeWelch et al. [174].
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is especially interesting since it represents two of the only “magic num-
bers” known in physics outside of quantum mechanics. This theoretical
result was recently conﬁrmed in a deﬁnitive experimental study by
Potuzak et al. [184] on industrial-quality glass samples, which were
manufactured using the fusion draw process to ensure sample homoge-
neity [166]. This experiment shows that stress relaxation, in which both
short- and long-range relaxation pathways are activated, follows β=3/
5. However, in the same glass composition at the same set of tempera-
tures, structural relaxation obeys β= 3/7, since only long-range forces
are in effect. The dominance of long-range pathways during structural
relaxation also leads to it having a signiﬁcantly longer relaxation time
compared to stress relaxation at the same temperature. The key results
of this experiment are summarized in Fig. 7 and present clear evidence
for the validity of the Phillips model regarding the topological origin
of stretched exponential relaxation. This result of β=3/7 for structural
relaxationwas again conﬁrmed in the subsequent experiment ofWelch
et al., who studied the relaxation of fusion-drawn Corning Gorilla®
Glass at room temperature over a time period of 1.5 years. The relaxa-
tion function obtained from this experiment, shown in Fig. 8, provides
further validation for the diffusion-trap model of stretched exponential
relaxation.
7. Conclusions
Statistical mechanics offers the opportunity to explain and predict
the macroscopic properties of a glass based on its microscopic physics.
Much of the statistical mechanics of glass and glass-forming liquids is
based on a partitioning of time scales, starting with a separation of the
vibrational and conﬁgurational dynamics. In addition to this separation,
the key to accessing long experimental time scales is to partition the
enthalpy landscape of the glass into metabasins based on a reference
observation time scale, where conﬁgurational transitions within a
metabasin occur quickly compared to the observation time and those
between metabasins occur more slowly. In this manner, a local equilib-
rium is achieved within a metabasin, and a reduced set of master equa-
tions describes the inter-metabasin dynamics on precisely the time
scale of interest to the experiment. This enthalpy landscape approach,
leveraging the broken ergodic nature of glass, is key to developing real-
istic models of glass transition and relaxation behavior.Fig. 7. Stretched exponential relaxation behavior of Corning Jade® glass [184]. Stress and
structural relaxation measurements are described in detail by Potuzak et al. [184] and
display the two characteristic values of the stretching exponent (β=3/5 and 3/7) predicted
by the Phillips diffusion-trap model for relaxation statistics.The separation of time scales is also critical for application of topo-
logical constraint theory, which is the most powerful tool for studying
the impact of glass composition on macroscopic properties. Following
temperature-dependent constraint theory, a bond may be considered
as either rigid or ﬂexible depending on the bond strength compared to
the available thermal energy. If the observation time is sufﬁciently
long to see the breaking of a particular bond, then that creates a ﬂoppy
mode, which contributes to the conﬁgurational entropy of the system.
Conversely, if insufﬁcient time is available for breaking of a particular
bond, that bond is considered rigid. The population of ﬂoppy modes
depends on the temperature and pressure of the system. Hence, when
applying topological constraint theory it is important to consider which
constraints are rigid at the particular conditions of interest to the exper-
iment. Self-organization of the glass network can occur when the num-
ber of rigid constraints is equal or nearly equal to the number of atomic
degrees of freedom.
The topology of the glass network also governs its relaxation behav-
ior. The empirical stretched exponential relaxation function, ﬁrst pro-
posed by Kohlrausch, can be derived for homogeneous glasses by
considering a random distribution of excitations that diffuse to traps in
the glass network. With this model, the dimensionless stretching expo-
nent is no longer a ﬁtting parameter, but rather exactly determined by
the dimensionality of these relaxation pathways. This leads to the
existence of certain “magic” values of the exponent, depending on the
particular type of relaxation under study.
The statistical mechanics of glass has broader implications for other
condensed systems such as proteins [185]. Indeed, the application of
topological constraint theory to protein design may prove to be a key
enabler in the ﬁght against cancer and other deadly diseases [186].
The techniques developed for glassy systems are also generally applica-
ble for other types of compact topologically disordered networks, as is
evident from thewide applicability of the stretched exponential relaxa-
tion function and its mathematically equivalent Weibull distribution
[187].
For glass scientists, the development of new statistical mechanical
models is especially exciting. From a purely scientiﬁc point of view,
the insights from statistical mechanics are key to resolving the apparent
contradictions of glasswith the second and third laws of thermodynam-
ics, conﬁrming that a nonequilibrium glass must obey these laws just as
every other material. More importantly, these statistical mechanical
techniques offer a rigorous approach for modeling the impact of glass
composition and thermal history on its structure and properties. Given
52 J.C. Mauro, M.M. Smedskjaer / Journal of Non-Crystalline Solids 396–397 (2014) 41–53the rigorous nature of the approach, the models are quantitatively
predictive without the need for empirical ﬁtting parameters. Clearly
the ﬁeld of glass science has advanced dramatically since the days
when all new discoveries were made through trial-and-error experi-
mentation. However, as discussed earlier, there are still many unsolved
problems in glass physics, many ofwhichmay be addressed through sta-
tistical mechanical techniques [188]. Considering these new opportuni-
ties for innovation, there has certainly never been a more exciting time
to be a researcher in the science of glass.
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