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We derive a non-Markovian master equation for the evolution of a class of open quantum sys-
tems consisting of quadratic fermionic models coupled to wide-band reservoirs. This is done by
providing an explicit correspondence between master equations and non-equilibrium Green’s func-
tions approaches. Our findings permit to study non-Markovian regimes characterized by negative
decoherence rates. We study the real-time dynamics and the steady-state solution of two illustra-
tive models: a tight-binding and an XY-spin chains. The rich set of phases encountered for the
non-equilibrium XY model extends previous studies to the non-Markovian regime.
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Out-of-equilibrium open quantum systems in contact
with thermal reservoirs are fundamentally different from
isolated autonomous systems. Thermodynamic gradi-
ents, such as temperature and chemical potential differ-
ences, may induce a finite flow of particles, energy or
spin, otherwise conserved quantities.
The interest in out-of-equilibrium processes has been
boosted in recent years by considerable experimental
progress in the manipulation and control of quantum sys-
tems under non-equilibrium conditions in as cold gases
[1, 2], nano-devices [3, 4] and spin [5, 6] electronic setups.
This renewed attention in non-equilibrium processes has
raised a number of new questions, such as the existence of
intrinsic out-of-equilibrium phases and phase transitions
[7–11], the definition of effective notions of temperature
[12–16], universality of dynamics after quenches [17–19]
and thermalization [20–22].
Among the set of theoretical tools available to
tackle non-equilibrium quantum dynamics [23, 24], the
Kadanoff-Baym-Keldysh non-equilibrium Green’s func-
tions formalism allows for a systematic derivation of the
evolution from the microscopic Hamiltonian of the sys-
tem and its environment. An alternative approach con-
sists on treating open quantum systems with the help of
master equations for the reduced density matrix ρ. The
formalism is generic as any process describing the evolu-
tion of a system and its environment can be effectively
described by a master equation of the form [25]
∂tρ = Ltρ = −i [H (t) , ρ] +∑
`
γ` (t)
[
L` (t) ρL
†
` (t)−
1
2
{
L†` (t)L` (t) , ρ
}]
(1)
where the L`’s are a suitable set of jump operators,
which, without loss of generality, satisfy tr [L` (t)] = 0
and tr
[
L†`′ (t)L` (t)
]
= δ``′ , and H is the system’s Hamil-
tonian [26]. The specific form of the L`’s is only known
for rather specific examples [27–29]. To use this ap-
proach on a practical level one has to rely on various ap-
proximations that restrict its application range [30, 31].
Trace preservation, which Eq.(1) respects, and positiv-
ity are essential in order for ρ (t) to represent a phys-
ically allowed density matrix. Generic conditions on
L`′ (t) and γ` (t) to ensure that the complete positiv-
ity of ρ (t) is maintained throughout the evolution are
yet unknown [29]. For the case where all decoherence
rates are non-negative (γ` (t) ≥ 0) positivity can be
proven [32, 33]. This condition implies that the op-
erator Et,t′ (ρ) = Te
´ t
t′ dτLτ ρ (where T stands for the
time-ordered product) is a completely positive map for
all t > t′ > 0. In this case Et,t′ is also contractive,
i.e. ∂tD [Et,t′ (ρ1) , Et,t′ (ρ2)] ≤ 0, for a suitable mea-
sure of distance (e.g. D [ρ1, ρ2] = tr |ρ1 − ρ2|, with
|A| =
√
A†A) [34]. For time independent processes, i.e.
γ` (t) = γ` ≥ 0 and L` (t) = L`, Eq.(1) reduces to the cel-
ebrated Lindblad form [25, 32, 33] which can be obtained
from the microscopic evolution assuming a small system-
bath coupling and a Markovian (memoryless) environ-
ment. The Markovian assumption has reveled extremely
fruitful with the Lindblad formalism being widely used
to model quantum optics and mesoscopic systems [35–
39] and, more recently, quantum transport [8, 40–42].
Master equations of the Lindblad form also allow for
efficient stochastic simulation techniques using Monte-
Carlo methods [25, 43]. Nonetheless, the evolution of
open quantum systems is generically non-Markovian with
some γ`’s assuming negative values. The Lindblad de-
scription fails whenever coherent dynamics between sys-
tem and environment are essential.
If some of the decoherence rates become negative, al-
though Et,0 is completely positive, Et,t′ for t′ > 0 might
not be so. Thus, not all initial density matrices are al-
lowed starting points for the evolution from t′ to t, im-
plying that the process has memory. Non-negative deco-
herence rates can thus be associated with memoryless en-
vironments [26, 34, 44, 45]. “Non-Markovianity”, i.e. the
presence of an environment with a finite memory time,
can be detected and measured using recently proposed
measures and witnesses [34, 44–49]. Here, we consider the
measure fnM (t) =
1
2
∑
` [|γ` (t)| − γ` (t)], strictly quanti-
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2fying the non-Markovianity [45].
In this letter we explicitly provide a master equation
for the class of quadratic fermionic systems coupled to
non-interacting reservoirs. This extends the knowledge of
the exact form of the jump operators of non-Markovian
processes to a wide and important class of models, used
to study spin and electronic transport in normal systems
and superconductors. After providing the explicit form
of the jump operators we show how our results can be
applied to treat non-Markovian dynamics in two exam-
ples: a tight-binding model and an open XY-spin chain.
Open quadratic models Consider a generic quadratic
fermionic system coupled to non-interacting fermionic
reservoirs (leads) labeled by ν = 1, ...,m. The fermionic
operators of the system and of the reservoirs are de-
noted ca=1,...,n and fνa=1,2,... , respectively. The to-
tal Hamiltonian is given by H = Hc +
∑
ν Hν +
Hc−ν where Hc = 12C
†HcC is the Hamiltonian
of the system, with Hc the single particle Hamil-
tonian and C =
{
c1, ..., cn, c
†
1, ...., c
†
n
}T
the Nambu
vector. Hν =
∑
i εν
(
f†νifνi − 12
)
is the Hamilto-
nian of the ν-th reservoir. The interaction Hamilto-
nian is given by Hc−ν = 12
∑
ν
(
F †νT
†
νC +C
†T νF ν
)
with F ν =
{
fν1 , ..., fνnν , f
†
ν1 , ..., f
†
νnν
}T
and T ν
the hopping matrix explicitly given by T ν =∑
l
(
tνl |νl〉 〈Ωνl | − t¯νl |νˆl〉
〈
Ωˆνl
∣∣∣) where |νl〉 is a single-
particle state of the system, coupled to the reservoir ν,∣∣Ωνl=1,2,...〉 = ∑εν Ωνl (εν) |εν〉 are single-particle states
of the reservoir ν and tνl is the hopping amplitude. |νˆl〉
and
〈
Ωˆνl
∣∣∣ denote the particle-hole transformed of |νl〉
and 〈Ωνl |.
After the coupling is turned on at t = 0, we consider
the joint system-reservoir evolution, taken to be initially
in a product state. Each reservoir, being a macroscopic
system, has its initial state specified by βν , the inverse
temperature, and µν , the chemical potential. The initial
density matrix of the system is taken to be of the generic
quadratic form ρ (0) = e−
1
2C
†Ω0C/Z with Ω0 a single-
particle operator.
The Dyson equation on the Keldysh contour is
derived by standard non-equilibrium Green’s func-
tions techniques [50] (the derivation is sketched in
the supplementary material for completeness). At
this point we make a crucial assumption respecting
the environment properties - the so called wide-band
limit - which amounts to say that the density of states
ρν (ε) =
∑
εν
δ (ε− εν) of the reservoirs and the am-
plitudes Ωνl (εν) are essentially constant with respect
to the energy scales of the system, i.e. ρν (ε) ' ρν ,
Ωνl (εν) ' Ωνl . Denoting gR/A/Kν (ω), the retarded,
advanced and Keldysh components of the bare Greens
Function of the reservoirs, the wide-band limit trans-
lates to 〈Ωνl | gR/Aν (ω)
∣∣Ωνl′ 〉 ' ∓ipiρνΩ¯νlΩνl′ and
〈Ωνl | gKν (ω)
∣∣Ωνl′ 〉 ' −2piiρνΩ¯νlΩνl′ tanh [βν (ω − µν)].
In this limit, the self-energy components are
ΣR/Ac (t, t
′) = ∓i∑ν (Γν + Γˆν) δ (t− t′) and
ΣKc (t, t
′) = −2i∑ν [ΓνFν (t− t′)− Γˆν F¯ν (t− t′)],
where Fν (t) =
´
dε
2pi tanh [βν (ε− µν)] e−iεt,
Γν =
∑
ll′ piρνΩ¯νlΩνl′ tνl t¯νl′ |νl〉 〈νl′ | . A differ-
ent set of assumptions leading to a similar ΣR/Ac
was used in [51] to study steady-state transport.
The retarded and advanced Green’s functions are
given by GRc (t, t
′) = −iΘ (t− t′) e−i(t−t′)K , and
GAc (t, t
′) = GRc (t
′, t)†, where K = Hc − iΓ and
Γ =
∑
ν
(
Γν + Γˆν
)
. The Keldysh component
is given by GKc (t, t
′) = e−itKGKc (0, 0) e
it′K† +´ t
0
dt1
´ t′
0
dt2e
−i(t−t1)KΣKc (t1, t2) e
−i(t2−t′)K† where
GKc (0, 0) = −i tanh (Ω0) is determined by the initial
condition of the system.
Master equation Under the evolution given by
Eq.(1), for a quadratic Hamiltonian and linear jump
operators L` (t) =
∑
i 〈` (t) |i〉Ci (with 〈` (t) |`′ (t)〉 =
δ`,`′), an initial Gaussian density matrix remains of
the Gaussian form: ρ (t) = e−
1
2C
†Ω(t)C/Z (t) and the
single-particle correlation matrix, given by χ (t) =〈
C (t) .C† (t)
〉
=
[
1 + e−Ω(t)
]−1
, fully encodes all the
equal-time properties of the system. Under the Lindblad
dynamics χ (t) evolves as (see [52] and supplementary
material for a derivation):
∂tχ (t) = −iQ (t)χ (t) + iχ (t)Q† (t) +N (t) (2)
with N (t) =
∑
` γ` (t) |` (t)〉 〈` (t)| and Q (t) = Hc (t)−
i 12
[
N (t) + Nˆ (t)
]
. Using χ (t) = 12
[
iGKc (t, t) + 1
]
and
deriving in order to t, we can identify the different ele-
ments of Eq.(2):
Q (t) = K; N (t) =
∑
ν
Nν (t) (3)
with
Nν (t) =
(
Γν + Γˆν
)
+ i
{
R [(K + µν) , βν , t] Γν − ΓνR [(K + µν) , βν , t]†
+R [(K − µν) , βν , t] Γˆν − ΓˆνR [(K − µν) , βν , t]†
}
(4)
where R [ω, β, t] = s [βω, t/β] + r [ωt], with
s [z, τ ] = − ´ τ
0
dτ ′ e−izτ
′ ´∞
0
dx (tanh [x]− 1) sin (xτ ′) /pi
and r [x] =
[
log (ix) + Γ (0, ix) + γ + log
(
4
pi
)]
/pi, are
obtained by a suitable regularization of the wide-band
limit (see supplementary material).
The decoherence rates γ` (t) and the vectors |` (t)〉,
characterizing the jump operators, can be obtained by di-
agonalizingN (t). Eqs. (3) show explicitly how to obtain
3Figure 1. (a) Sketch of the system coupled to thermal reservoirs. (b) Decoherence rates γ` (t) as a function of time computed
for M = 50,ΓL = 0.4, ΓR = 0.2, T = 0, and µR = 0.5 for different values of µL. The labels (p/h,L/R) refer to the particle or
hole nature of the single-particle state |` (t)〉 and to its localization with respect to the boundary. Negative eigenvalues with
the same labels as their positive counterparts are depicted in the same line-color. (c) Measure of non-Markovianity fnM for the
steady-state process computed for M = 50,ΓL = 0.6, ΓR = 0.2, TL = TR = T and µL = −µR = V/2 as a function of T and V .
(d) The same as in (c) for TL = TR = 0 as a function of µL and µR.
the master equation describing a non-Markovian process
and are the central result of this letter. The more gen-
eral case where the system Hamiltonian and the system-
environment couplings depend on time is straitforwardly
obtained and is given in the supplementary material.
Particularly simple cases yielding to the Markovian
dynamics arise for fully empty or fully filled reservoirs
[30, 31], i.e. µν → ±∞, for which Nν (t) = 2Γˆν and
Nν (t) = 2Γν respectively, and for the infinite tempera-
ture, βν → 0, for which Nν (t) = Γν + Γˆν .
In the asymptotic long time limit N (t) converges to a
time-independent matrix N∞. If a unique steady-state
exists, the single particle density matrix is given by χ∞ =
−i∑βγ |β〉 〈β′|N∞|γ′〉λβ−λ¯γ 〈γ| where |β〉 and 〈β′| are right and
left eigenvectors of K with eigenvalue λβ and 〈γ |β′〉 =
δγβ .
Tight-binding chain In order to demonstrate our ap-
proach let us consider a tight-binding one-dimensional
chain in Fig.1-(a), with Hc = diag
(
h,−hT
)
and h =
−∑M−2j=0 |j〉 〈j + 1| + |j + 1〉 〈j|, coupled to two leads at
positions 0 and M − 1 by the hybridization operators
ΓL = ΓL |0〉 〈0| and ΓR = ΓR |M − 1〉 〈M − 1|.
Fig.1-(b) shows the evolution of the decoherence rates
γ` (t), after the coupling to the reservoirs has been turned
on, for different values of µL. There are 8 non-zero
eigenvalues of N , arising in positive-negative pairs (see
code color). In the Markovian limit the negative eigen-
values tend to zero. The labels p/h refer to the par-
ticle or hole nature of the corresponding eigenvector of
N , and L/R to their localization near the left or right
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Figure 2. (a) Sketch of the XY model coupled to spin reser-
voirs with TL = TR = 0 and hL = −hR = ∆h. (b) Phase
diagram of the non-equilibrium steady-state in the hc −∆h
plane computed for γc = 0.5, Jc = 1. Regions I to IV are
described in the text. (c) Measure of non-Markovianity fnM
and energy current Je as a function of the spin unbalance
∆h computed for different values of hc and γc = 0.5. The
band-structure of the spin-less Jordan-Wigner fermions are
depicted in the insets.
lead. For M →∞ we observe that NR/L
∣∣`L/R (t)〉→ 0,
where Nν (t) |`ν (t)〉 = γ`;ν (t) |`ν (t)〉, i.e. for a large size
chain the contribution of both reservoirs factorizes and
the non-zero eigenvalues of N can be obtained by direct
sum of the spectrum of NL and NR. This factoriza-
4tion explains that in Fig.1-(b) the R-labeled eigenvalues
are unaffected by changes in µL. More generally, such
a factorization, arising when the special separation be-
tween the reservoirs is large, is to be expected for short-
range Hamiltonians Hc and allows to treat the decoher-
ence rates of each reservoir independently. In the present
example the structure of Nν is particularly simple:
Nν (t) = |ypν (t)〉 〈ν|+|ν〉 〈ypν (t)|+
∣∣yhν (t)〉 〈νˆ|+|νˆ〉 〈yhν (t)∣∣
with |ypν (t)〉 =
{
1
2 + iR [(K + µν) , βν , t]
}
Γν |ν〉 and∣∣yhν (t)〉 = { 12 + iR [(K − µν) , βν , t]} Γˆν |νˆ〉; yielding to
γ±(p,ν) =
1
2
{〈ν |ypν〉+ 12 〈ypν |ν〉 ± ((〈ν |ypν〉+ 〈ypν |ν〉)2 +
4 (〈ypν |ypν〉 − 〈ν |ypν〉 〈ypν |ν〉))1/2
}
and to a similar ex-
pression for their hole counterparts, corresponding to
the two positive and negative eigenvalue pairs in Fig.1-
(b). Note that γ−(p,ν) is zero only (Markovian case) if
|ypν〉 ∝ |ν〉. The fact that in Fig.1-(b) the particle or hole
nature of the L-labeled eigenvalues is interchanged upon
switching µL → −µL can be seen in the expressions of∣∣∣yp/hν 〉 together with the fact that K has no anomalous
terms.
Figs.1-(c) and (d) depict the non-Markovianity na-
ture of the steady-state as measured by the fnM =
fnM (t→∞). In Figs.1-(c.1,2,3) we set µL = −µR =
V/2; TL = TR = T and show fnM as a function of the
bias voltage V and temperature T . Figs.1-(c.1) and (c.2)
show how fnM varies as a function of T and V respec-
tively. Fig.1-(c.3) shows a logarithmic plot of fnM for
large values of V and T . The Markovian limit, obtained
for large values T or V , is attained differently along the
two axes: fnM ∝ V −1 for large V and fnM ∝ T−2 for
large T .
Figs.1-(d) shows the variation of fnM with µL and
µR separately at TL = TR = 0. Fig.1-(d.3) shows
clearly that the Markovian limit is attained only when
both chemical potentials are large. This can be under-
stood by the approximate factorization of the eigenval-
ues of N as a Markovian evolution can only arise when
both reservoirs behave as memoryless environments. For∣∣µL/R∣∣ ∣∣µR/L∣∣ one has fnM ∝ ∣∣µL/R∣∣−1.
XY spin-chain In the Markovian limit a number
of works have addressed spin and heat transport in
spin-chains [8, 37, 40, 41, 53, 54]. Here, we consider
a XY spin-chain with non-Markovian reservoirs, de-
picted in Fig.2-(a). The Hamiltonian is given by
H = −∑m J2 [(1 + γ)σxmσxm+1 + (1− γ)σymσym+1] −
h
∑
m σ
z
m, where J = Jc, γ = γc and h = hc within the
central region. Setting J = JL/R with JL/R/Jc  1
and γ = 0, the side chains act as wide-band gap-
less reservoirs with h = hL/R. In the following
we set hL = −hR = ∆h and work in units where
Jc = 1. The coupling Hamiltonian is given by Hint =
−J′L2
[
σxL,0σ
x
0 + σ
y
L,0σ
y
0
]
− J′R2
[
σxR,0σ
x
M−1 + σ
y
R,0σ
y
M−1
]
.
Employing a Jordan-Wigner mapping this model
can be transformed into a set of non-interacting
spineless fermions. For the central region one has
Hc =
(
h ∆
∆† −hT
)
with h = −Jc
∑M−2
j=0 (|m〉 〈m+ 1|+
|m+ 1〉 〈m|) − 2hc
∑M−1
m=0 |m〉 〈m| and ∆ =
Jcγc
∑M−2
j=0
[|m〉 〈 ˆm+ 1∣∣− |m+ 1〉 〈mˆ|]. Following
our wide-band treatment for the reservoirs (i.e.
JL/R/Jc → ∞) we obtain ΓL = ΓL |0〉 〈0| and
ΓR = ΓR |M − 1〉 〈M − 1|, where ΓL/R ∝ J ′2/JL/R
are constants that characterize the contacts, and
µL/R = 2hL/R.
In the Markovian limit (∆h → ∞) this model was
shown to exhibit a steady-state phase transition, where
the decay of the correlators Cl,m = 〈σzl σzm〉 − 〈σzl 〉 〈σzm〉,
as a function of r = |l −m|, passes from power law (for
hc/Jc < 1 − γ2c ) to exponential (for hc/Jc > 1 − γ2c ) [8].
We address the non-Markovian regime (finite ∆h) and
monitor the steady-state energy-current Je and fnM in
addition to Cl,m (the explicit forms of Je and Cl,m are
given in the supplementary material). Fig.2-(b) shows
the phase diagram in the hc −∆h plane and signals the
four different steady-state phases. The energy current
and fnM as a function of ∆h are given in Figs.2-(c.1-3)
for different values of hc. A numerical demonstration of
the exponential/algebraic decay of Cl,m within each re-
gion is provided in the supplementary material. In region
I both effective chemical potentials (µL/R) are below the
excitation-gap. This region shows a vanishing energy cur-
rent and an exponential decay of Cl,m. In region II there
is energy transport with a finite dJe/d∆h and an alge-
braic decay of Cl,m. In this region µR/L lay within the
excitation energy band. Region III and IV show a sat-
uration of the energy current and fnM behaves as 1/∆h
as the Markovian limit is taken. However, in III, Cl,m is
algebraically decaying whereas is IV the decay is expo-
nential.
These results show that the two Markovian phases re-
ported in [8] can be continuously connected to phases III
and IV. Moreover deep into the non-Markovian regime
phases I and II arise having no non-Markovian analog.
Discussion We provide an explicit construction of the
master equations for quadratic fermionic models coupled
to wide-band reservoirs by identifying the jump oper-
ators and the decoherence rates derived with the non-
equilibrium Green’s functions formalism. This approach
permits to study non-Markovian regimes characterized
by negative decoherence rates and to clarify the regimes
where the Markovian approximation yields a good ap-
proximation for the dynamics. We illustrate our findings
with two examples of non-Markonian evolution. The XY
model shows a particularly rich set of phases with distinct
physical properties.
Our results provide an explicit approach to study real-
time dynamics of a wide class of open systems. As
quadratic models are often used as starting points of per-
5turbative and variational approaches, our results might
also be of interest to study master-equations of interact-
ing models.
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6Supplementary Material
Preliminary considerations
Notation
For a generic fermionic system with n modes, obeying the anti-commutation relations
{
ca, c
†
b
}
= δa,b; {ca, cb} ={
c†a, c
†
b
}
= 0, (a, b = 1, ..., n), we define C =
{
c1, ..., cn, c
†
1, ...., c
†
n
}T
as the column vector of annihilation and creation
operators. For definiteness we take the indices a and b as labeling the position of a fermion on a finite lattice,
such that |a〉 (|aˆ〉 ) corresponds to a particle (hole) at position a. The indices i, j are used to label all single-
particle or hole states |i〉 ∈ {|a〉} ∪ {|aˆ〉}. With these definitions one has 〈a|C = ca, 〈aˆ|C = c†a or equivalently
〈i|C = Ci. In the following, the bold symbols are used for 2n × 2n matrices and 2n vectors. In this way a
generic single-body operator A =
∑
a,b(c
†
aA
pp
a,bca + caA
hh
a,bc
†
a + c
†
aA
ph
a,bc
†
b + caA
hp
a,bcb) can be written as A = C
†AC
with A =
∑
a,b(|a〉Appa,b 〈b| + |a〉Apha,b
〈
bˆ
∣∣∣ + |aˆ〉Ahpa,b 〈b| + |aˆ〉Ahha,b 〈bˆ∣∣∣) = ∑ij |i〉Ai,j 〈j| and trA = 0. We define the
particle-hole transform of a single-particle state |φ〉 = ∑a(φpa |a〉 + φha |aˆ〉) = ∑i φi |i〉 as ∣∣∣φˆ〉 = J |φ∗〉, where the
conjugate |φ∗〉 = ∑i φ¯i |i〉 is taken with respect to the basis |i〉 and J = ∑a (|a〉 〈aˆ|+ |aˆ〉 〈a|) transforms single-
particle (hole) states into their hole (particle) analog. A similar definition holds for the operators Aˆ = JATJ , with
AT =
∑
ij |i〉Aj,i 〈j|.
Green’s functions and single-body density matrix
We define the greater and lesser Green’s functions, containing both normal (i.e. c†acb and cac
†
b ) and anomalous (i.e.
c†ac
†
b and cacb) terms, as
G>i,j (t, t
′) ≡ −i
〈
Ci (t)C
†
j (t
′)
〉
(5)
G<i,j (t, t
′) ≡ i
〈
C†j (t
′)Ci (t)
〉
(6)
The retarded, advanced and Keldysh Green’s functions are defined in the standard way
GR(t, t′) ≡ Θ(t− t′) [G>(t, t′)−G<(t, t′)] (7)
GA(t, t′) ≡ −Θ(t′ − t) [G>(t, t′)−G<(t, t′)] (8)
GK(t, t′) ≡ G>(t, t′) + G<(t, t′) (9)
The single-body correlation matrix χ =
〈
CC†
〉
can be obtained as the equal time limit of the greater Green’s function
χij (t) =
〈
Ci (t)C
†
j (t)
〉
= iG>i,j(t, t) (10)
Noting that the greater Green’s function can be obtained as G> = 12
[
GKc +G
R
c −GAc
]
and GR (t, t)−GA (t, t) = −i
this quantity is simply related to the Keldysh Green’s function
χ (t) =
1
2
[
iGK (t, t) + 1
]
. (11)
χ (t) has the information about all equal time single-body correlations, for example:
〈
c†a (t) cb (t)
〉
= 〈aˆ|χ (t)
∣∣∣bˆ〉.
From the commutation relations among fermions and the definition of particle hole symmetry, χ respects:
χ† = χ (12)
tr (χ) = n (13)
χˆ = 1− χ (14)
7Closed quadratic models
A generic quadratic Hamiltonian can be written as
H =
1
2
C†HC (15)
where H = H† is the single-body Hamiltonian given by
H =
∑
a,b
(
|a〉hab 〈b| − |aˆ〉hba
〈
bˆ
∣∣∣+ |a〉∆ab 〈bˆ∣∣∣+ |aˆ〉 ∆¯ba 〈b|) (16)
where h and ∆ are n × n matrices with the properties h† = h and ∆T = −∆. Note that H fulfills the particle-hole
conjugation condition Hˆ = −H implying that if H |ε〉 = ε |ε〉 then H |εˆ〉 = −ε |εˆ〉.
For a non-interacting fermionic system in thermal equilibrium at t = 0 with the Hamiltonian H0 =
1
2C
†H0C,
temperature kBT = β
−1 and chemical potential µ, the density matrix is given by ρ = e−β(H−µN)/Z with Z =
tr
[
e−β(H−µN)
]
. Evolving the equilibrium condition under the Hamiltonian H (t) = 12C
†H (t)C, the Green’s functions
in Eq.(6) are explicitly given by
G> (t, t′) = −iU (t, 0) [1− nf (H0 − µN)]U (0, t′) (17)
G< (t, t′) = iU (t, 0)nf (H0 − µN)U (0, t′) (18)
whereU (t, t′) = Te−i
´ t
t′ dτH(τ) is the single-body evolution operator with T the time ordering operator, nf (z) =
1
eβz+1
the Fermi-function and N =
∑
a |a〉 〈a| − |aˆ〉 〈aˆ| corresponds to the second quantized operator N = 12C†NC + 12n
that counts the total number of particles in the system.
For the particular case of time independent Hamiltonian H (t) = H, the Green’s functions in Eq.(9) become
GR(t, t′) = −iΘ(t− t′)e−iH(t−t′) (19)
GA(t, t′) = iΘ(t− t′)e−iH(t−t′) (20)
GK(t, t′) = −ie−iHt [1− 2nf (H0 − µN)] eiHt′ (21)
Moreover, if H0 = H and H conserves the number of particles [H,N ] = 0, all these quantities depend on the difference
of times only: GR,A,K(t, t′) = GR,A,K(t− t′), and thus
GR/A(ω) = (ω −H ± iη)−1 (22)
GK(ω) = −2pii [1− 2nf (H − µN)] δ (ω −H) (23)
with GR,A,K (ω) =
´
dt eiωtGR,A,K (t).
Derivation of Dyson’s equation on the Keldysh contour
Consider the generating function on the Keldysh contour,
Z [η,η′] =
ˆ
DcDf ei
´
γ
dz 12ψ
†(z)[i∂z−H]ψ(z)e
´
γ
dz[η†(z).ψ(z)+ψ†(z).η′(z)] (24)
where ψ = (C,F ν1 ,F ν2 , ...), η and η
′ are Grassmanian sources and where the single-particle Hamiltonian H is given
by
H =

HC T ν1 T ν2 . . .
T †ν1 Hν1 0 · · ·
T †ν2 0 Hν2
. . .
...
...
. . .
. . .
 . (25)
Integrating out the fermions yields to
Z [η,η′]
Z [0,0]
= e
i
2
´
γ
dzdz′(η†−η′†)(z)G(z,z′)(η′−η)(z′) (26)
8with
G =
(
Gcc Gcfν
Gfνc Gfνfν′
)
(27)
and
Gcc =
[
g−1c −Σc
]−1
(28)
Gfνc = gfνT
†
νGcc (29)
Gcfν = GccT νgfν (30)
Gfνfν′ = δνν′gfν + gfνT
†
νGccT ν′gfν′ (31)
where
Σc =
∑
ν
T νgνT
†
ν (32)
Deriving both sides of Eq.(26) in order to the sources we can verify that [Gab]i,j (t, t
′) = Gaibj (t, t
′) are the path
ordered Green’s function Gaibj (t, t
′) = −i
〈
Tγai (t) b
†
j (t
′)
〉
and where Tγ is the path ordering operator on the Keldysh
contour. gfν and gc are the bare Green’s functions of lead ν and of the system respectively.
System self-energy
Self-energy
Using the results derived for closed quadratic models, the retarded, advanced and Keldysh Green’s functions of the
reservoirs, in frequency domain, are given by
gR/Aν (ω) =
∑
εν
(
|εν〉 1
ω − εν ± iη 〈εν |+ |εˆν〉
1
ω + εν ± iη 〈εˆν |
)
(33)
gKν (ω) = −2pii
∑
εν
Fν (ω) (|εν〉 δ (ω − εν) 〈εν | − |εˆν〉 δ (ω + εν) 〈εˆν |) (34)
with Fν (ω) =
[
1− 2 1
eβν (ω−µν )+1
]
. Using the Langreth’s rules we can then obtain the retarded, advanced and Keldysh
components of the system’s self-energy, due to the presence of the reservoirs:
ΣR/A/Kc (t, t
′) =
∑
ν,l
(
tνl t¯ν′l |νl〉 〈Ων | gR/A/Kν (t, t′) |Ων〉 〈νl′ |
+t¯νltνl′ |νˆl〉
〈
Ωˆνl
∣∣∣ gR/A/Kν (t, t′) ∣∣∣Ωˆνl′〉 〈νl′ |) .
Green’s functions
Properties of operators
To treat the generic time dependent case, we are going to assume in this section that the system Hamiltonian
Hc (t), the hopping amplitudes tνl (t) and the single-particle states |νl (t)〉 depend on time. In this way the matrices
Γν in the main text generalize to
Γν (t, t
′) = piρν (0)
∑
ll′
Ω¯νl (0) Ωνl′ (0) tνl (t) t¯νl′ (t
′) |νl (t)〉 〈νl′ (t′)| . (35)
It is easy to see that:
[Γν (t, t
′)]† = Γν (t′, t)
9Defining Γ (t) =
∑
ν
[
Γν (t, t) + Γˆν (t, t)
]
andK (t) = H (t)−iΓ (t), the particle-hole symmetric transformation yields
Hˆ (t) = −H (t)
Γˆ (t) = Γ (t)
Kˆ (t) = −K (t)
Retarded and advanced components
Within the wide-band approximation the retarded and advanced self-energies are local in time ΣR/Ac (t, t
′) ∝ δ (t− t′)
and GR/Ac (t, t
′) fulfills the differential equation
[i∂t −K (t)]GRc (t, t′) = δ (t− t′)
with boundary conditions
GRc (t, t
′) = 0 for t′ > t
Solving the differential equation gives
GRc (t, t
′) = −iΘ (t− t′)U (t, t′)
and thus
GAc (t, t
′) = iΘ (t′ − t)U† (t, t′)
with
U (t, t′) = Te−i
´ t
t′ dτK(τ)
U † (t, t′) ≡ [U (t′, t)]† = T¯ ei
´ t
t′ dτK
†(τ)
where T and T¯ are respectively the time-ordered and anti-time-ordered operators.
Keldysh component
The Dyson Keldysh equations for the Keldysh component states that[
GRc
]−1
GKc = Σ
K
c G
A
c (36)
GKc
[
GAc
]−1
= GRc Σ
K
c (37)
with
[
GRc
]−1
(t, t′) = δ (t, t′) [i∂t −K (t)] and
[
GAc
]
(t, t′) =
[
GRc
]†
(t′, t). In integral form we have
i∂tG
K
c (t, t
′) = K (t)GKc (t, t
′) + i
ˆ t
0
dτ ΣKc (t, τ)U
† (τ, t′) (38)
−i∂t′GKc (t, t′) = GKc (t, t′)K† (t′)− i
ˆ t
0
dτ U (t, τ) ΣKc (τ, t
′) (39)
The solution of these integral differential equations is given by
GKc (t, t
′) = U (t, 0)GKc (0, 0)U
† (0, t′) +
ˆ t
0
dt1
ˆ t′
0
dt2U (t, t1) Σ
K
c (t1, t2)U
† (t2, t′) (40)
where GKc (0, 0) is the initial condition that depends on the initial density matrix of the system.
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Quadratic Lindblad operators
Adjoint Lindblad equation
The Lindblad equation for the evolution of the density matrix is given by
∂τρ (t) = L [ρ (t)] (41)
L [ρ] = L0 [ρ] +
∑
µ6=0
Lµ [ρ] (42)
L0 [ρ] = −i [H, ρ] (43)
Lµ [ρ] = γµ
(
2LµρL
†
µ −
{
L†µLµ, ρ
})
(44)
where H is the Hamiltonian of the system and Lµ’s are due to the interaction with the environment.
Given the mean value of an observable O (t) = tr [Oρ (t)] we define Lad such that
∂tO (t) = tr {OL [ρ (t)]} (45)
= tr
{Lad [O] ρ (t)} (46)
were we find by invariance of the trace
Lad [O] = Lad0 [O] +
∑
µ6=0
Ladµ [O] (47)
Lad0 [O] = i [H,O] (48)
Ladµ [O] = γµ
{
L†µ [O,Lµ] +
[
L†µ, O
]
Lµ
}
(49)
This means that the mean values of operators can be computed also in the adjoint representation with
O (t) = tr [Oρ (t)] = tr [O (t) ρ(0)] (50)
∂tO (t) = Lad [O (t)] (51)
which is the analog of the Heisenberg representation in usual Hamiltonian dynamics.
Lindblad equation for χ (t)
For H = 12C
†.Hc.C and L` (t) =
∑
i 〈` (t) |i〉Ci, one obtains, using the fermionic commutation relations,
Lad0
[
CC†
]
= −i
(
HcCC
† −CC†Hc
)
(52)∑
µ6=0
Ladµ
[
CC†
]
= −MCC† −CC†M +N (53)
with
M =
1
2
(N + J .N∗.J) , (54)
N =
∑
µ
|`µ〉 γµ 〈`µ| . (55)
With the above expressions and for time dependentHc andN the evolution of the one body-density matrix: ∂tχ (t) =
tr
{
Lad
[(
CC†
)
(t)
]
ρ0
}
, can be written as
∂tχ (t) = −iQ (t)χ (t) + iχ (t)Q† (t) +N (t) (56)
with Q = Hc − iM . This equation should be compared with Eqs.(38, 39). It can be integrated similarly to Eq.(40)
yielding to
χ (t) = U (t, 0)χ (0)U† (0, t) +
ˆ t
0
dt′U (t, t′)N (t′)U† (t′, t) (57)
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Identification with the non-equilibrium Green’s functions approach
Setting t′ = t in Eq.(40)
i∂tG
K
c (t, t) = K (t)G
K
c (t, t
′)−GKc (t, t)K† (t) (58)
+i
ˆ t
0
dτ
[
ΣKc (t, τ)U
† (τ, t′) + U (t, τ) ΣKc (τ, t
′)
]
and identifying χ (t) by Eq.(11) we get
∂tχ (t) = −iK (t)χ (t) + iχ (t)K† (t) + i
2
[
K (t)−K† (t)
]
(59)
+
1
2
i
ˆ t
0
dτ
[
ΣKc (t, τ)U
† (τ, t′) + U (t, τ) ΣKc (τ, t
′)
]
and thus we may identify
Q (t) = K (t)
N (t) =
i
2
[
K (t)−K† (t)
]
+
i
2
ˆ t
0
dτ
[
ΣKc (t, τ)U
† (τ, t) + U (t, τ) ΣKc (τ, t)
]
Wide-band regularization
For the case of time independent quantities K (t) = K and Γν (t, t
′) = Γν considered in the main text the form of
the operator N (t) =
∑
νNν (t) can be obtained explicitly:
Nν (t) = Γν + Γˆν
+
{[ˆ t
0
dt′e−iK(t−t
′)Fν (t− t′)
]
Γν −
[ˆ t
0
dt′e−iK(t−t
′)F¯ν (t− t′)
]
Γˆν
+ Γν
[ˆ t
0
dt′Fν (t′ − t) eiK
†(t−t′)
]
− Γˆν
[ˆ t
0
dt′eiK
†(t−t′)F¯ν (t′ − t)
]}
(60)
To evaluate the integrals we use the regularization that amounts to subtract the zero temperature result at a finite
value of the reservoir bandwidth Λ:
ˆ t
0
dt′e−iK(t−t
′)Fν (t− t′) =
ˆ t
0
dt′
ˆ
dε
2pi
{tanh [βν (ε− µν)]− sgn [ε− µν ]} e−i(ε+K)t′
+
ˆ t
0
dt′
ˆ Λ
−Λ
dε
2pi
{sgn [ε]} e−i(ε+µν+K)t′ (61)
further simplifying we obtain
ˆ t
0
dt′e−iK(t−t
′)Fν (t− t′) = iR [(K + µν) , βν , t]− i
pi
log (Λt) (62)
where
s [z, τ ] = −
ˆ τ
0
dτ ′ e−izτ
′
ˆ ∞
0
dx
pi
(tanh [x]− 1) sin (xτ ′) (63)
r [x] =
log [ix] + Γ [0, ix] + γ + log
(
4
pi
)
pi
(64)
R [ω, β, t] = s [βω, t/β] + r0 [ωt] (65)
where Γ [a, z] =
´∞
z
dx xa−1e−x and γ is the Euler constant. Note that in the expression for Nν (t) the dependence
on Λ vanishes, and the wide band limit is well defined, yielding to Eq.(4) in the main text.
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Steady-state
The equation for the steady state correlation matrix is given by
0 = −iKχ∞ + iχ∞K† +N∞
This equation can be solved explicitly considering the right and left eigenvalues of K such that:
K =
∑
α
|α〉λα 〈α′|
K† =
∑
α
|α′〉 λ¯α 〈α|
with the properties ∑
α
|α〉 〈α′| = 1
〈α |β′〉 = δαβ
Inserting the partition of the identity into the equation for χ∞ we obtain
〈β′|χ∞ |γ′〉 = −i
〈β′|N∞ |γ′〉
λβ − λ¯γ
i.e.
χ∞ = −i
∑
βγ
|β〉 〈β
′|N∞ |γ′〉
λβ − λ¯γ
〈γ|
Some details of Example II
Jordan-Wigner Transformed Hamiltonian
Under a Jordan-Wigner transformation σ+m = e
ipi
∑m−1
j=−∞ c
†
jcjc†m the XY Hamiltonian becomes
H = −
∑
m
J
2
[
(1 + γ)σxmσ
x
m+1 + (1− γ)σymσym+1
]− h∑
m
σzm
= −
∑
m
J
2
[(
2γc†mc
†
m+1 + 2c
†
m+1cm + 2c
†
mcm+1 − 2γcmcm+1
)]
− h
∑
m
(
2c†mcm − 1
)
Observables
For two observables Oi =
1
2C
†.Oi.C we have that〈
ez1O1ez2O2
〉
t
=
√
det {χ (t) + ez1O1ez2O2 [1− χ (t)]}
varying with respect to z1 and z2
CO1,O2 = 〈O1O2〉t − 〈O1〉t 〈O2〉t
= ∂z1∂z2 ln
〈
ez1O1ez2O2
〉
t
∣∣
z1,z2=0
=
1
2
tr {O1χ (t)O2 [1− χ (t)]}
For the connected correlators along the z direction, we obtain
Cl,m = 〈σzl σzm〉t − 〈σzl 〉t 〈σzm〉t
=
1
2
tr {Slχ (t)Sm [1− χ (t)]}
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Figure 3. Upper panel: Non-equilibirum steady-state phase diagram in the hc −∆h plane. The red (blue) dots correspond to
algebraic (exponential) spacial decay of the spin-spin correlation function along the z direction. Lower panel: Logarithmic plots
of the averaged correlation amplitudes ¯|Cr| = 2M
∑M
m=M/2 |Cr+m,m| as a function of the distance between the spins, computed
for different values of h and ∆h. Note the clear distinction between the algebraic and exponential decaying cases.
with
Sm = |m〉 〈m| − |mˆ〉 〈mˆ| .
Fig.(3) shows the behavior of Cl,m for different values of h and ∆h used to obtain the phase diagram of Fig.(2) in
the main text.
Currents
Consider a partition Σ of the complete system under analysis with a finite range Hamiltonian and write the
Hamiltonian as
H = HΣ +HΣ¯ +H∂Σ
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where HΣ (HΣ¯ ) is the Hamiltonian restricted to Σ (the complement of Σ) and H∂Σ collects all the terms that are
not separable in terms of Σ and Σ¯ degrees of freedom. A local quantity Q is locally conserved if the restriction of the
observable Qˆ to the region Σ is conserved
[
HΣ, QˆΣ
]
= 0. The current of the conserved quantity Q, leaving region Σ,
is thus given by
JQ,Σ = − d
dt
〈QΣ〉 = −i
〈[
H, QˆΣ
]〉
= −i
〈[
H∂Σ, QˆΣ
]〉
.
Choosing Σ to be a finite segment of an one dimensional system, the boundary Hamiltonian is made of two disjoint
pieces H∂Σ = H∂ΣL + H∂ΣR corresponding to the left and right boundaries. The individual left and right currents
are thus given by
J L/RQ,Σ = −i
〈[
H∂ΣL/R , QΣ
]〉
.
For steady-state conditions J RQ,Σ = −J LQ,Σ.
For the energy current of the XY model, with Σ a segment of the central region of Fig.2-(a) , we have, in terms of
the Jordan-Wigner transformed fermions,
QΣ = HΣ = −
∑
m:(m,m+1∈Σ)
J
2
[(
2γc†mc
†
m+1 + 2c
†
m+1cm + 2c
†
mcm+1 − 2γcmcm+1
)]
− h
∑
m∈Σ
(
2c†mcm − 1
)
H∂ΣR = −
J
2
[(
2γc†mc
†
m+1 + 2c
†
m+1cm + 2c
†
mcm+1 − 2γcmcm+1
)]
with m ∈ Σ; m+ 1 ∈ Σ¯
and
J RQ,Σ =
1
2
C†
(
jpp jph
jhp jhh
)
C
with
jpp = −iJ2
(
1− γ2) (|m− 1〉 〈m+ 1| − |m+ 1〉 〈m− 1|)− 2ihJ (|m− 1〉 〈m| − |m〉 〈m− 1|)
jhh = iJ
2
(
1− γ2) (∣∣ ˆm+ 1〉 〈 ˆm− 1∣∣− ∣∣ ˆm− 1〉 〈 ˆm+ 1∣∣)+ 2ihJ (|mˆ〉 〈 ˆm− 1∣∣− ∣∣ ˆm− 1〉 〈mˆ|)
jhp = 2iγhJ
(|mˆ〉 〈m− 1| − ∣∣ ˆm− 1〉 〈m|)
jph = −2iγhJ
(|m− 1〉 〈mˆ| − |m〉 〈 ˆm− 1∣∣)
The mean value of the current operator can be computed as〈J RQ,Σ〉t = 12tr
{(
jpp jph
jhp jhh
)
[1− χ (t)]
}
.
