Abstract. The method of repeated trial and proofreading is generally used to the convention reducer design, but these methods is low efficiency and the size of the reducer is often large. Aiming the problems, this paper presents an adaptive particle swarm optimization algorithm with foraging behavior, in this method, the bacterial foraging process is introduced into the adaptive particle swarm optimization algorithm, which can provide the function of particle chemotaxis, swarming, reproduction, elimination and dispersal, to improve the ability of local search and avoid premature behavior. By test verification through typical function and the application of the optimization design in the structure of the reducer with discrete and continuous variables, the results are shown that the new algorithm has the advantages of good reliability, strong searching ability and high accuracy. It can be used in engineering design, and has a strong applicability.
Introduction
The gear reducer is the transmission between the prime mover and the working machine which can reduce the speed and increase the torque. It is widely used in industry, mining enterprises, transportation, construction and other departments of the mechanical parts [1] .
The traditional design method of cylindrical gear reducer is used to compare existing reducers and develop an initial design, which is according to a variety of information, literature and combined with the design experience, then the program will be checked, if the check results are passed, the program can be determined ,otherwise, the reducer will be redesigned. In order to reduce the cost of the reducer and improve design efficiency, optimized design of cylindrical gear reducer is imperative [2] Particle swarm optimization algorithm is a kind of stochastic optimization technique based on population, the basic idea is inspired by the behavior of birds with rapid and premature in the early stage. The other algorithm is the bacterial foraging, it is based on the foraging behavior model of Escherichia coli, which is not sensitive to the initial value and the parameter selection, and the local search ability is strong [3] . However, to combinate two algorithms can not only improve the optimization speed of complex problems, but also can solve the problem of premature convergence in engineer application.
Algorithm and improvement
Considering the advantages of the particle swarm optimization algorithm (PSO) and the bacterial foraging algorithm (BFA), the first is early rapidity and precocious puberty [4] , and the second is strong local search ability [5] . So the combination of two algorithms can not only improve the optimization speed, but also solve the premature convergence of the complex problems. This paper presents the particle swarm optimization algorithm based on bacterial foraging behavior(BFPSO). In this method, the bacterial foraging process is introduced into the adaptive particle swarm optimization algorithm(APSO) [6] , which can provide the function of particle chemotaxis, swarming, reproduction, elimination and dispersal, improve the ability of local search and avoid premature behavior. The flow chart of the proposed algorithm is as figure 1.
Function test
In order to verify the optimization performance of BFPSO, we use 5 classical test functions to compare BFPSO with the simple PSO and APSO. Test times is 200.
The test functions are: f1 Rosenbrock function, f2 Rastrigrin function, f3 Shubert function, f4 Ackely function, and f5 Griewank function [5] . The basic features of these test functions are shown in table 1.
In the MATLAB simulation calculation, respectively, the number of 5 test lines for the 200 calculation, the reliability of the test results shown in table 2, the results of the convergence process are compared in figure 2. The 200 reliability tests are shown in table 2, the accuracy of the improved algorithm is higher than the other two basic algorithms, and the accuracy requirements of the number is more, then the reliability and accuracy of the new algorithm are improved.
Compare to the convergence speed of the test functions f1,f2,f3, the new algorithm is significantly improved, the robustness is better.
For the test function f4, the convergence speed of the three algorithms is similar, because the f4 belongs to a single peak function and the extremum is at one point. The three algorithms can easily approch the extreme point, so the convergence speed is similar.
For the test function f5, the new algorithm converges slower than PSO and APSO, because the function f5 is uniform multi-peaked in the entire range of values, and the difference between the maximum absolute value point and the other extreme points is not obvious. When the PSO and APSO enter the local optimum, the BFPSO is still searching for the global optimal value. Therefore, the convergence speed of the BFPSO is slower than that of the PSO and the APSO, which shows that the global optimization capability of the BFPSO is stronger.
Optimization design of reducer

Design demand
This paper using the two-grade helical cylindrical gear reducer from references [7] as a analysis example. The design is to make sure the center distance is minimum in the require of bearing the design force.
Known conditions are: the input power of the high speed axle is R=6.2Kw, maximum rotate speed is n1=1450r/min, overall ratio is iΣ =31.5, the coefficient of facewidth of the gearwheel is φa=0.4, big wheel gear using No.45 steel, normalizing treatment, rigidity is ranging in(187~207)HBS, small wheel gear using No.45 steel, thermal refining rigidity is ranging in (228~255)HBS, total working time is designed not less than 10 years [7] [8] [9] .
Mathematical model
Using designing variable expression the center distance, the objective function is in Eq. (1).
The constraint conditions from references [7] shown as in Eq. (2-8). 
Where x 1 ,x 2 is the normal module of the high speed wheel gear and the low speed wheel gear, x 3 ,x 4 is the number of teeth of the high speed level wheel gear and the low speed level wheel gear, x 5 is the gear ratio of the high speed level, x 6 is the helical angle of the wheel gear.
Simulation
The operating parameters of BFPSO are: the initial number of particles m=80, the learning factor c 1 =2，c 2 =2, the Inertia weight w=0.729, the particle chemotaxis and swarming times N c =50, the reproduction times N re =4, the elimination and dispersal times N ed =2, the elimination and dispersal probability P ed =0.25.
In order to verify the effectiveness of BAPSO in the structural optimization design of reducer. Takes 10 times calculations and chooses the result ( m n1 =2, m n2 =4, z 1 =17, z 3 =16, i 1 =5.9, β=8.6334°, i 2 =5.339, z 2 =100, z 4 =85, center distance is 323.8160,then corrected the center distance to 324, the helix angle is adjusted to β=10.0788° ) which is the biggest center distance to compare with the [7] . The comparative results are shown in Table 3 , The convergence process of center distance varying with the number of iterations shown in Figure 3 .
The conclusion can be drawn in Table 3 :the optimization result about center distance using BAPSO in this paper decreases 31.06% compared to experienced design,and 4.71% compared to traditional optimization methods, which reflects its capability of solving complex optimization problems. This means that using the improved optimization algorithm in this paper for mechanical design can improve the design accuracy and design efficiency. At the same time, it shows that this optimization algorithm can effectively deal with the practical problems in the design after it is introduced into the design field. 
Conclusions
In this paper, a particle swarm optimization algorithm based on bacterial foraging behavior(BFPSO) is proposed.
