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Abstract
The current study presents the modelling of turbulent non-premixed or pre-
mixed flames over a range of combustion regimes using a variety of fuel
mixtures. A parabolic Finite Volume method is used for the flow solution
coupled to a joint-scalar transported Probability Density Function (PDF)
approach for the inclusion of the thermochemistry without approximation.
Finite chemistry effects were studied for two different cases. Moderate or
Intense Low Oxygen Dilution (MILD) combustion is quantified with ex-
cellent pollutant formation, showing a reduction in temperature gradients
and an increasing distributed reaction zone with dilution. High shear flows
with low Damko¨hler numbers are also investigated with the appearance of
a neck zone and distributed reaction at higher jet velocities. Transported
PDF methods produce good agreement with experimental results, where
discrepancies in the mixing model and flow field characterisation are ap-
parent. Molecular mixing is closed using the modified Curl’s model which
provides reasonable mixing behaviour. Further studies into improvements
upon the micro-mixing model are encouraged. Additionally, sensitivity to
boundary conditions is demonstrated. The cases studied contribute to the
understanding of emerging trends in practical combustion devices and por-
tray finite-chemistry effects such as extinction and re-ignition.
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To Pinki & Serdo
‘Caminante, son tus huellas
el camino y nada ma´s;
caminante, no hay camino,
se hace camino al andar.’
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Nomenclature
Roman Symbols
Aij Slow term in the pressure strain correlation
Ai Force per unit mass
A Pre-exponential factor
aαj Number of atoms of element j in a molecule of species α
A(n) Scalar coefficients for turbulence models
B,Di Diffusion and drift coefficients in the Fokker Planck equation
b Temperature-dependent exponent
bij Anisotropic Reynolds stress tensor
C0 Positive constant in Generalised Langevin approach
Cpα Specific heat capacity of species α
Cp Specific heat capacity of a mixture
C1, C
∗
1 , C2, C3 Reynolds stress closure constants
C∗3 , C4, C5, CR
CS , CS , C1, C2 Dissipation equation constants
Cµ Eddy viscosity constant
Cφ Turbulence scalar mixing constant
c Reaction progress variable
Dα Diffusion coefficient for species α
D Single diffusion coefficient
D Diameter
emji Permutation tensor
f body force
fφ probability density function (PDF) of scalar φ
Fφ Mass density function
Fuφ Joint velocity-scalar mass density function
Gij Second order tensor in Generalised Langevin model
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G Filter Function
gi Body force per unit volume
h Mixture enthalpy
hα Enthalpy of species α
h Random number [0,1] in scalar mixing
I0 Strain reduction factor
Jαi Molecular diffusion flux vector
Jhi Heat flux
k Turbulent kinetic energy per unit mass
kf Simplified Arrhenius expression constant
kfj Forward rate constant of reaction j
krj Reverse rate constants of reaction j
LT Integral turbulence length scale
lG Gibson scale
M Mean molecular weight
Mα Molar mass of species α
Mijkl Rapid term in the pressure strain correlation
N Number of flow realisations
N Number of grid points
N Number of stochastic particles
Nmix Number of particle pairs selected for mixing
Np Number of particles per cell
nsp Number of species
nreac Number of reactions
n Number of moles
p Static pressure
P1, P2, P3 Operators for the various PDF transport processes
Pij , Pic Reynolds stress and turbulence scalar flux production terms
PR Rection probability
qR Heat transfer from radiation
R Universal gas constant
Rc Scalar reaction rate
r Radial distance
Rα Net rate of formation of species α
Sij Mean strain tensor
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S∗ij Normalised mean strain tensor
Tij , Tic Turbulent transport of the Reynolds stresses and scalar flux
T (n)ij Deviatoric tensors used for the modelling of φij
T Heat release parameter
T Temperature
T0 Reference temperature
t Time
u0L Flame front speed
uL Local laminar burning velocity
U Bulk velocity
ui Velocity vector (u,v,w)
V Volume
V Velocity sample space
vK Local Kolmogorov velocity
vci Correction velocity
W (t) Weiner random walk process
Wij Mean vorticity tensor
Wj Molecular weight of element j
Xα Mole fraction of species α
xi Cartesian coordinate vector (x,y,z)
x Axial distance
Yα Mass fraction of species α
Z Mixture fraction (f also used at times)
Zj Mass fraction of element j
Greek Symbols
αk Acceleration vector
βφ Particle interaction model parameter
δL Flame front thickness
δij Kronecker delta
∆h0α Standard heat of formation of species α
ε Turbulent kinetic energy dissipation rate
εij , εic Viscous dissipation
N Statistical error from finite particle use
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ηk Kolmogorov scale
γ Ratio of specific heats
µ Dynamic viscosity
µt Turbulent dynamic viscosity
λ Thermal conductivity
ν Kinematic viscosity
να Stoichiometric coefficient of species α
ξi Standardised joint normal random vector
ξjα Concentration dependence for species α in reaction j
Ξjα Stoichiometric coefficient for species α
Πij Constant density pressure strain correlation
ρ Density
σt Prandtl number
σk, σε k – ε turbulence model constants
Σ Flamelet surface to volume ratio
τij Viscous stress tensor resulting from local deformation
τc Chemical time scale
τφ Scalar mixing time scale
τk Kolmogorov time scale
τT Turbulent integral time scale
Φi Net source of φ
Φij ,Φic Effect of mean pressure gradients
φij Pressure-strain correlation
φ Scalar random variable
φ Equivalence ratio
φl Molar concentration of species l
φf Filtered part of the instantaneous variable
φs Sub-grid part of the instantaneous variable
φij , φic Effect of mean pressure gradients
χ˜ Scalar dissipation rate
Ψ Permissible values in the (multidimensional) sample space
Ωm Rotation rate of the non-inertial frame relative to an inertial framing
ωij Rotation tensor
ω Wavenumber
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Acronyms
BL Binomial Langevin
C/D Coalescence/Dispersion
CMC Conditional Moment Closure
Da Damko¨hler number
Dafl Damko¨hler number relevant for the flame structure
Daext Extinction Damko¨hler limit
EMST Euclidian Minimum Spanning Tree
FLOX Flameless Oxidation
FLT Fu, Launder and Tselepidakis
HCCI Homogeneous Charge Compression Ignition
HiTAC High Temperature Air Combustion
IEM Interaction by Exchange with the Mean
ISAT In-Situ Adaptive Tabulation
JM Jones and Musonge
JHC Jet in Hot Coflow
JSR Jet Stirred Reactor
K Kelvin
Ka Karlovitz number
LES Large Eddy Simulation
LHS Left Hand Side
LIF Laser Induced Fluorescence
LMSE Linear Mean Square Estimation
LRR Launder, Reece and Rodi
MC Modified Curl’s
MDF Mass Density Function
MILD Moderate or Intense Low Oxygen Dilution
MMC Multiple Mapping Conditioning
PDF Probability Density Function
PPJB Piloted Premixed Jet Burner
PIV Particle Image Velocimetry
RANS Reynolds Averaged Navier Stokes
Ret Turbulent Reynolds number
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Re Reynolds number
RHS Right Hand Side
RMS Root Mean Square
Sc Schmidt number
SSG Speziale, Sarkar and Gatski
TDMA Tri-Diagonal Matrix Algorithm
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1 Introduction
For thousands of years, combustion has been a means of enhancing our
everyday lives. From earliest times, the controlled use of fire has had a dra-
matic impact on human evolution as it has provided a source of protection,
warmth, and sustainability through cooking, and ultimately has promoted
human endeavour. Combustion continues to be a fascinating subject that
has attracted a lot of discussion and observation. Modern society relies on
energy for its proper functioning, which drives the need for energy security
through increased efficiency, political regulations and economic adjustments.
This world energy demand is continuing to rise, with an expected increase
of 41% by 2035 [12]. Moreover, in recent decades the environmental im-
pact of our vast energy use has come to the fore with limits on emissions
being enforced through standards in transport, industry, housing, etc. An
example is the set of European emission standards for vehicles, which limits
exhaust emissions and is now on its sixth revision. This drives technology
forward to find solutions as pollutant emissions can have a detrimental im-
pact on life quality: Lewtas [119] reviewed the effects of air pollution from
combustion emissions, which include increased rates in various forms of can-
cer, cardiopulmonary and reproductive diseases. Another incentive is the
financial penalties imposed by governing bodies. Thus, there is great moti-
vation to alleviate these issues through combustion research, which strives
to establish detailed characterisation of practical fuels in realistic situations.
Power generation is provided mainly by combustion, which is still likely
to be the case for many decades with possible variations in fuel availability
and usage across the globe. The search for cleaner combustion technologies
is paralleled by the development of renewable energy sources; however, oil
still remains dominant with 32.9% of global energy consumption, followed by
coal reaching 30.1% and natural gas accounting for 23.7% [13]. Trends are
shifting towards lean, premixed burning modes coupled with engine down-
sizing, which introduce uncertainties in flame-stability and finite-rate chem-
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istry effects. Currently high hydrocarbon fuels control energy consumption,
which signifies that models must evolve to account for these. Simple fu-
els such as natural gas have been studied extensively; the use of surrogate
fuels also provides a good basis to investigate real combustion scenarios,
and requires further investigation. Complex turbulence and chemistry are
closely linked in power generation. Combustion modelling aims to simulate
combustion processes, hence predicting their behaviour in a variety of con-
ditions. The motivating factor is to validate and consequently substitute
expensive and sometimes impossible experiments, which can guide research
to improve the understanding and technology towards applications of com-
bustion processes.
Turbulence in itself is still not well understood and is one of the great un-
resolved problems in science, where turbulence models are sometimes seen
as more of an art due to their empirical reliance [168]. Turbulence char-
acterises the way in which fuel and oxidiser mix, which ultimately drives
combustion. Its description relies on a complex non-linear system of par-
tial differential equations that can be solved at a high computational cost,
although an exact solution is currently out of scope, despite increasing per-
formance of modern computing resources. The alternative is to model these
equations, which may alter the results obtained. In addition to this, the
complexity of chemistry representation adds a further computational bur-
den, which becomes dominant for more complex systems.
The work being presented here is driven by the effects of combustion on
the formation of pollutants such as NOx, CO and SOx, as well as improve-
ments in combustion efficiency, which are pressing issues at the present time.
Additionally, it must be noted that the structure of a fuel and its perfor-
mance are closely linked, creating a motivation to understand and optimise
this relation.
1.1 Objectives
The objective of the present research is to provide further understanding in
linking the structure of a fuel and its performance by applying transported
PDF methods to calculate turbulent non-premixed and premixed flames.
The structure of the fuel influences its reactivity or tendency to auto-ignite,
where a classic example is the different propensities to engine knock when
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using primary reference fuel components such as n-heptane and iso-octane.
The studied flames feature different fuel mixtures in relevant combustion
regimes for power generation, which include diluted combustion and lean
premixed combustion at low Damko¨hler numbers. The fuel structure is
here considered in the selection of the fuel and oxidant mixtures, to enable
the study of the evolution of the chemistry in such flows.
The detailed characterisation of the influence of turbulence on fuel per-
formance is a principal challenge in the optimisation of energy conversion
processes. Comprehensive experimental quantification is exceptionally chal-
lenging while only a limited set of parameters are typically accessible, and
such limitations make it difficult to understand this link. For predictive
tools the leading order difficulty is to provide an accurate temporal and
spatial resolution of the motion of the fluid, as well as a suitable closure
for the interactions of flow with chemical reaction. The problem is com-
plicated by the multitude of inherent chemical and physical time scales.
Current techniques, such as those embedded in commercial CFD codes, are
not equipped for such difficulties as computational challenges limit the ca-
pability to perform the simulation of all scales with a detailed chemistry.
Transported PDF methods are accordingly applied to explore different cases
with strong finite-rate chemistry effects, while elucidating the adequacy of
the method in a feasible manner.
The current work will make a contribution towards the understanding of
the difficulties described above, for cases of direct relevance to energy effi-
cient utilisation, by coupling a stochastic method for the thermochemical
field with flow field calculations. First and second moments of turbulence
and chemistry will be predicted, with special focus on pollutant forma-
tion, to determine the benefits of these combustion modes. The convolution
of chemistry and turbulence found in turbulent reacting flows, and conse-
quently in power production, necessitates accurate chemistry representation
in the solution process. The chemistry applied as part of the current work
will predominantly result from complementary activities, whilst including
influence on reaction pathways.
To extend the application limits of transported PDF methods, new physi-
cal scenarios are tested to identify shortcomings and suggest improvements.
A sensitivity analysis is appropriate to interrogate the method and establish
a better representation of turbulence and chemistry for model refinement.
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Additionally, the purpose is to assess the suitability of experiments and
provide guidance in the design of future experiments.
1.2 Outline
In Chapter 2 an overview of Fluid Mechanics theory relevant for combustion
is provided, and the equations for the evolution of velocity and scalar fields
are presented. Different solution techniques are introduced, with a focus on
Reynolds Stress closures. Second moment closure modelling strategies are
discussed for the unclosed terms that arise in the systems of equations to
be numerically resolved.
In Chapter 3 thermochemistry modelling is discussed, and the main chal-
lenges when modelling the mean turbulent reaction rate are explained. The
different combustion regimes and their respective modelling approaches are
also overviewed. Transported PDF methods, which are combustion regime
independent, are introduced, and the solution method using a stochastic
Lagrangian particle-based Monte Carlo approach is explained.
In Chapter 4 the modelling of a CH4/H2 jet flame [43] is discussed in the
context of Exhaust Gas Recirculation (EGR) by studying Moderate or In-
tense Low-oxygen Dilution (MILD) combustion. The flow is modelled using
a parabolic formulation of the transport equations and the thermochem-
istry is solved using the transported PDF approach. The effect of dilution
on the flame and product species, including the effect on NO predictions,
are presented. A sensitivity analysis on key parameters is also performed.
Chapter 5 describes recent efforts to predict a methane premixed jet flame
at high Reynolds numbers [53], which is used to assess finite-rate chemistry
effects in highly-turbulent lean premixed combustion with increasing jet
velocity. The high Reynolds number premixed flame moves experimental
investigation towards combustion regimes found in Homogeneous Charge
Compression Ignition (HCCI) or lean premixed gas turbine combustors,
and sets a good background for more complex cases. The same methodol-
ogy as in Chapter 4 is applied. The flame stabilisation mechanism ranges
from stable flame brushes at the lowest velocity to thickened reaction zones
featuring extinction/re-ignition.
Finally, Chapter 6 summarises the present work, with suggestions for
further research in turbulent reacting flows based on the present study.
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2 Flow Field Modelling
This Chapter provides an overview of the simulation of fluid flow, starting
with an outline of theory and a description of the governing equations of
fluid mechanics for turbulent reacting flows. The different approaches for
the application of these equations in the context of Computational Fluid
Dynamics (CFD) simulations are then explained.
2.1 Introduction
Fluid dynamics entails the study of fluids in motion. Fluids are present in
nature and industry, from the atmosphere and oceans to systems such as
engines and aircraft. An understanding of fundamental concepts is essential
to analyse such systems and to produce adequate models for further study.
Most flows are turbulent in part, or in the entirety of their domain; thus,
scientific research in this area has developed to predict a variety of flows via
simplified equations and assumptions.
Turbulent reacting flows feature in a large range of industrial applica-
tions, where turbulence is a means of increasing power output by enhancing
mixing (and thus the rate of chemical reaction), whilst reducing pollutant
formation and fuel consumption. Turbulence characterisation and the de-
velopment of chemical kinetics are essential to the prediction of these flows,
and the close interaction between the two increases modelling challenges.
For example, turbulence enhances mixing between the fuel and oxidiser in
diffusion (non-premixed) flames, and determines the propagation and thick-
ness of premixed flames. On the other hand, pollutant formation is usually
dominated by chemical kinetic effects. Turbulence and chemistry are cou-
pled as the heat release from a reaction affects the velocity and scalar fields
(and vice versa), as observed in engineering applications such as internal
combustion engines and gas turbines.
Flows become turbulent above a certain Reynolds number, as the ratio of
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inertia forces to viscous stresses over the surface of a fluid element increases.
In the turbulent regime the velocity and scalar profiles of a flow behave in a
chaotic, unsteady way in all three dimensions, even with steady boundary
conditions. A thorough explanation of how turbulence may be defined has
been provided by Tennekes and Lumley [203]. A flow can be described as
having eddies (vortices) of different sizes, representing the continuous trans-
fer of momentum across scales. Parcels of fluid with an initial separation
may move together by these eddying motions, transferring heat, mass and
momentum as a result. Additionally any interface between fluids of differing
properties is enlarged, which increases mixing by providing a larger surface
area for diffusion.
The energy hand-down from the large eddies is referred to as the ‘energy
cascade’ [185]. The largest eddies contain the most turbulent kinetic energy,
which is transferred to the smaller eddies as they break up, finally disap-
pearing due to viscous forces where all of the turbulent kinetic energy has
been converted to thermal energy. This process is illustrated in Fig. 2.1,
where the kinetic energy k is shown as a function of the wavenumber ω.
Turbulence is a state of fluid motion and is governed by the Navier-
Stokes equations, where the difficulty lies in the description of this complex
phenomenon to obtain a mathematical solution [56]. Within the irregular
regions and eddy distribution in space and time, repeatable structures are
observed.
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Figure 2.1: The energy cascade.
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2.2 Equations of Fluid Motion
All fluid flows are governed by the conservation laws of mass and momen-
tum, while chemically-reactive flows may also depend on the conservation
of internal energy or enthalpy, species mass conservation and the ideal gas
equation of state. All of these transport equations may be solved with the
introduction of initial and boundary conditions, as well as suitable approx-
imations. Conservation of mass is expressed as the continuity equation,
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 (2.1)
where ρ represents the density of the fluid, t is time, ui is the velocity vector
{u, v, w}, and xi is the Cartesian coordinate vector {x, y, z}, with implied
summation over repeated indices. Conservation of momentum is expressed
as the Navier-Stokes equation, which is a representation of Newton’s second
law,
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂p
∂xi
+ ρgi +
∂τij
∂xj
(2.2)
where the rate of change of momentum (first term, LHS) is equal to
the difference between momentum convection (second term, LHS) and the
forces acting on the fluid element (RHS). The surface forces are given by the
pressure p and the viscous stress tensor τij , while gi represents a constant
body force per unit volume (in this case, the force of gravity). Following this
description, for a Newtonian fluid the shear stress is related to the strain
rate by:
τij = µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
]
(2.3)
where δij is the Kronecker delta, which is equal to 1 for i = j and 0 otherwise,
and µ is the dynamic viscosity, which is a function of temperature and
composition.
For a full description of combustion in a flow, conservation laws for the
chemical field and energy must be formulated. The corresponding law for
the conservation of a species mass fraction Yα is:
∂(ρYα)
∂t
+
∂(ρuiYα)
∂xi
= −∂J
α
i
∂xi
+RαMα (2.4)
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where Jαi is the molecular flux and RαMα is the chemical reaction source
term (in which Rα is the net production and Mα is the molar mass), which
may be a creation or destruction of species α. The molecular flux is driven
dominantly by diffusion due to the viscosity of the fluid, with a secondary
contribution from temperature and pressure gradients [150]. Assuming Fick-
ian diffusion, and using the approximation of Hirschfelder and Curtiss [84]
for the leading order of the diffusive flux, yields the following:
Jαi = −ρDα
(
∂Yα
∂xi
− Yα 1
n
∂n
∂xi
)
− ρvciYα (2.5)
where Dα is the diffusion coefficient for species α and n is the mole number
(the inverse of the mean molecular weight). A correction velocity term
ρvciYα is included to ensure the sum of the diffusive fluxes is zero [95].
A commonly adopted form of the diffusion flux for a species where the
molecular flux is less significant (e.g. high Reynolds number flows) is the
simplified expression for Fick’s law of diffusion [121]:
Jαi = −ρD
∂Yα
∂xi
(2.6)
where D is a single diffusion coefficient. However, as apparent when com-
pared to Eq. (2.5), this formulation is not correct for cases with differential
diffusion and where there are substantial changes in the mole number.
The chemical reaction source term in Eq. (2.4) is a consequence of the
net production rate Rα of each species for each reaction step [95],
Rα =
nreac∑
j=1
Ξjα
[
kfj
nsp∏
l=1
φ
ξjα
l − krj
nsp∏
l=1
φ
ξjα
l
]
(2.7)
for reaction j out of nreac number of reactions, Ξjα denotes the stoichio-
metric coefficient for species α, kfj and k
r
j are the forward and reverse rate
constants, respectively, φl is the molar concentration of species l out of nsp
number of species, and ξjα is the concentration dependence for species α.
The reaction rate constant follows an Arrhenius dependence [111],
kf = AT bexp
(
− Ea
RT
)
(2.8)
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where only molecules with an energy greater than the activation energy
Ea will react leading to products, A is the pre-exponential factor includ-
ing the effect of collision terms, T is the temperature of the reactants, b
is the temperature-dependent exponent, and R is the universal gas con-
stant. Chemical reactions may proceed in the forward direction kf , yielding
products from the reactants, or in the reverse direction kr, reforming the
reactants from the products. These two reaction rate constants are related
through the equilibrium constant, as in thermodynamic equilibrium there
is no net change in composition.
The final conserved quantity of relevance is the energy of the system,
which may be defined as the internal energy or enthalpy. For flows with
low characteristic Mach number the preferred scalar to characterise the
conservation of energy is the mixture enthalpy h [97],
h =
nsp∑
α=1
Yαhα (2.9)
where hα is the enthalpy of species α,
hα = ∆h
0
α +
∫ T
T0
CpαdT (2.10)
in which ∆h0α is the standard heat of formation of species α at a reference
temperature T0, and Cpα is the specific heat of species α. The standard
heat of formation is defined as the change in enthalpy (i.e. heat released)
to form one mole of substance from its constituent elements under reference
conditions, usually taken as atmospheric pressure and temperature. The
conservation of enthalpy can be derived from the first law of thermodynam-
ics [168],
∂(ρh)
∂t
+
∂(ρuih)
∂xi
=
∂p
∂t
+ ui
∂p
∂xi
− ∂J
h
i
∂xi
+ τij
∂ui
∂xj
+ qR (2.11)
where the heat flux Jhi includes the effect of enthalpy transport by conduc-
tion, concentration gradients and diffusion, and body forces are ignored as
they are small compared to the thermal energy from chemical activity [97].
However, the effect of transport from concentration gradients, also known
as the Dufour effect, is often omitted in the treatment of turbulent combus-
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tion processes [213]. Furthermore, the pressure terms are also neglected as
their contribution is negligible under the assumptions of low Mach number
flow and constant pressure. Finally, the fourth term on the RHS, which
describes frictional heating, is omitted as it is typically small [168]; and qR
corresponds to the heat transfer from radiation. With these assumptions,
the general form of the conservation equation for enthalpy reduces to:
∂(ρh)
∂t
+
∂(ρuih)
∂xi
= −∂J
h
i
∂xi
+ qR (2.12)
The heat flux Jhi is defined as
Jhi = −λ
∂T
∂xi
+
nsp∑
α=1
hαJ
α
i (2.13)
where λ is the thermal conductivity and the RHS of Eq. (2.13) represents
contributions from heat conduction due to temperature gradients and dif-
fusion. The derivative of enthalpy with respect to temperature yields the
following relation,
∂h
∂T
=
nsp∑
α=1
(
hα
∂Yα
∂T
+ Yα
∂hα
∂T
)
(2.14)
Introducing the specific heat Cp of the mixture as,
Cp =
nsp∑
α=1
YαCpα =
nsp∑
α=1
Yα
∂h
∂T
(2.15)
results in the following expression for the temperature differential,
∂T =
1
Cp
∂h− 1
Cp
nsp∑
α=1
hα∂Yα (2.16)
which can be introduced into Eq. (2.13) to yield
Jhi = −
λ
Cp
∂h
∂xi
+
nsp∑
α=1
hα
(
Jαi −
λ
Cp
)
∂Yα
∂xi
(2.17)
Substituting this expression for the heat flux into the simplified energy equa-
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tion for low Mach number flows Eq. (2.12) leads to,
∂(ρh)
∂t
+
∂(ρuih)
∂xi
=
∂
∂xi
[
λ
Cp
∂h
∂xi
+
nsp∑
α=1
hα
(
Jαi −
λ
Cp
)
∂Yα
∂xi
]
+ qR (2.18)
The introduction of dimensionless numbers aids in the conceptual represen-
tation of phenomena in turbulent reacting flows. In this context it is useful
to apply the Schmidt number (Sc), which is the ratio of kinematic viscos-
ity to mass diffusivity, and the Prandtl number (σ), which is the ratio of
kinematic viscosity to thermal diffusivity. These can be incorporated into
Eq. (2.18),
∂(ρh)
∂t
+
∂(ρuih)
∂xi
=
∂
∂xi
[
µ
σ
∂h
∂xi
+ µ
nsp∑
α=1
(
1
Sc
− 1
σ
)
hα
∂Yα
∂xi
]
+ qR (2.19)
If the thermal diffusivity and mass diffusivity are equal (i.e. the Lewis num-
ber, which is a ratio of thermal diffusivity to mass diffusivity (Sc/σ), is
equal to 1) a further simplification exists, as the summation term on the
RHS of Eq. (2.19) reduces to zero.
Finally, the ideal gas law, which applies to pure components and mixtures,
is used to close the expressed set of instantaneous equations which represent
a mathematical description of reacting fluid flows [112],
p =
ρRT
M
(2.20)
2.3 Averaging Techniques
The governing instantaneous equations for a turbulent reacting flow include
irregular, time-dependent motions, a broad range of scales, and chemical
reactions. The direct solution of these equations requires vast computational
power, typically exceeding the capacity currently available, which calls for
an alternative statistical approach. Averaging techniques thus allow for a
manageable computational solution. An instantaneous quantity φ can be
decomposed into its mean and fluctuating parts, and this is known as the
Reynolds decomposition. The mean quantity φ can be defined through the
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time-averaging procedure,
φ = lim
∆t→∞
1
∆t
∫ t0+∆t
t0
φ(t)dt (2.21)
where t0 is the initial time and ∆t is the averaging interval (which should
be long enough for the integral to converge). The above definition is of
use only if the average is statistically stationary, i.e. if the time-average is
independent of time. If this is not the case, φ can be defined as an ensemble
average over a number N of flow realisations:
φ = lim
N→∞
1
N
N∑
i=1
φi (2.22)
According to ergodic theory, these two averages produce the same result in
homogeneous isotropic turbulence. The fluctuation of the variable about
the mean (φ′) is introduced as,
φ = φ+ φ′ (2.23)
where the average of the fluctuation is zero. However, Reynolds averaging
adds complexity when simulating flows as unclosed correlations are intro-
duced. For example, introducing the Reynolds decomposition into the mass
continuity equation (Eq. (2.1)),
∂ρ
∂t
+
∂(ρui)
∂xi
=
∂ρ
∂t
+
∂(ρui + ρ′u′i)
∂xi
= 0 (2.24)
The unclosed term ρ′u′i requires closure, but modelling of the correlation
between the density and velocity fluctuations may result in the mass flow
rate not being conserved in a steady flow [171]. Similarly, when the de-
composition is applied to other quantities in variable density flows, other
unclosed correlations appear in the form ρ′φ′.
Turbulent reacting flows feature high density fluctuations; therefore a
mass-weighted or ‘Favre’ average is favoured,
φ˜ =
ρφ
ρ
(2.25)
where the variable φ is density-weighted prior to averaging. The decompo-
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sition from Favre averaging is,
φ = φ˜+ φ′′ (2.26)
with
φ′′ = −ρ
′φ′
ρ
6= 0 (2.27)
In this case the average of the fluctuation is not zero. It follows that
ρφ′′ = 0 (2.28)
where the overbar denotes a Reynolds time-average or ensemble average, or
a filtering operation for Large Eddy Simulation (LES) [24]. Applying this
formulation to Eq. (2.1),
∂ρ
∂t
+
∂(ρu˜i)
∂xi
= 0 (2.29)
Unclosed terms still appear for other quantities in the conservation equa-
tions, as described in Section 2.4.3, although these terms are more easily
managed in comparison to those arising from Reynolds averaging. Finally,
the ensemble average for Favre-averaged quantities is defined as:
φ˜ =
1
ρ
lim
N→∞
1
N
N∑
i=1
ρiφi (2.30)
The mean can also be formulated in terms of the probability density function
(PDF) fφ of the variable φ, which is normally called the mathematical
expectation [176]:
φ¯ ≡
∫
Ψ
Ψfφ(Ψ)dΨ (2.31)
and for density-weighted quantities,
φ˜ ≡
∫
Ψ
Ψf˜φ(Ψ)dΨ (2.32)
where Ψ is the sample space for the random variable φ.
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2.4 Turbulence Modelling
Turbulent flows may be solved analytically by simplifying the system with
assumptions and by considering trivial systems which can be solved by hand.
However, such an approach can be applied to a very limited range of flows
only and the information from these solutions is minimal. More advanced
solution techniques require a computational solution of the governing equa-
tions with added modelling and formulations.
2.4.1 Direct Numerical Simulation
Direct Numerical Simulation (DNS) solves the governing equations for all
dimensions and time varying quantities using numerical methods. DNS
provides high-level accuracy (typically greater than that which can be mea-
sured by a high-resolution sensor in an experiment) and it thus requires
all scales of turbulence to be resolved both in the computational mesh and
over discrete points in time. The grid spacing is of the order of the small-
est dissipative scales, the Kolmogorov scales (ηk), while the computational
domain is large enough to capture the largest, integral scales of turbulence
(LT ). For homogeneous turbulence, the number of grid points required in
a given dimension can be expressed as:
N >
LT
ηk
=
LT
(ν3/ε)1/4
∼ Re3/4t (2.33)
which for all three dimensions becomes N > Re
9/4
t . Additionally, the num-
ber of time steps required to simulate a given interval increases as Re
3/4
t ,
leaving the overall computational expense to scale as approximately the
third power of the turbulent Reynolds number. Computational develop-
ments have allowed recent calculations to simulate flows approaching lab-
oratory turbulent Reynolds numbers of around 200 [56]. However, for in-
homogeneous flows, further computational developments are still needed as
the computational expense also depends on the efficiency of the solution
algorithm. DNS provides interesting insight into the behaviour of turbu-
lent flows which cannot be measured experimentally, and provides valuable
information for the development of turbulent combustion models; however,
it is very computationally expensive and its application is therefore limited
to flows with low Reynolds numbers. For higher Reynolds number flows
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of relevance to engineering applications, statistical methods are introduced
to extract sensible information with manageable complexity and computa-
tional cost.
2.4.2 Large Eddy Simulation
Large Eddy Simulation (LES) applies a time-dependent solution to the large
scale eddies which contain most of the energy, while using sub-grid models
to account for the smaller scales. Small-scale fluctuations are assumed to
have a universal behaviour, which depends on the molecular transport and
boundary conditions, whereas large scale motions, which contain the most
energetic eddies, are hard to quantify in a general manner [200]. LES is sim-
ilar to DNS in that the large-scale motions are fully resolved in both space
and time; however the smaller scales are not resolved, which reduces the
computational cost as the spatial and temporal resolution may be reduced.
LES solves the equations of motion with an added decomposition of the
instantaneous variables into their filtered (φf (xi, t)) and sub-grid (φ
s(xi, t))
parts,
φ(xi, t) = φ
f (xi, t) + φ
s(xi, t) (2.34)
where the filtered sub-grid field is not zero, i.e. (φs)f (xi, t) 6= 0. The filtered
part is defined as:
φf (xi, t) =
∫
G(x∗i , xi)φ(xi − x∗i , t)dx∗i (2.35)
where x∗i is a co-ordinate system local to xi, i.e. x
∗
i = 0 at xi. The filter
function G is defined as, ∫
V
G(x∗i , xi)dx
∗
i = 1 (2.36)
where V represents the entire flow domain [180]. Common LES filters are
the cut-off filter in spectral space, and the box and Gaussian filters in phys-
ical space. Favre filtering may also be introduced for variable density flows.
By avoiding the solution of the smaller more expensive scales [180], LES
becomes a viable method to simulate practical flows with available com-
putational resources. However, the choice of sub-grid model is a topic of
discussion as it ultimately drives the solution (particularly for combustion,
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which occurs at the unresolved scales); its numerical precision should not
be offset by numerical diffusion [171], where sharp changes in gradient are
smoothed out by the numerical convection scheme.
2.4.3 Moment Methods
The classical approach to the modelling of turbulent flows applies a de-
scription of the flow field by evaluating its moments, which is numerically
viable and efficient. The first moment (mean) equations are obtained by ap-
plying the Favre-averaged decomposition (see Section 2.3) to the governing
equations, followed by ensemble averaging [111].
∂ρ
∂t
+
∂(ρu˜i)
∂xi
= 0 (2.37)
∂(ρu˜i)
∂t
+
∂(ρu˜iu˜j)
∂xj
= − ∂p
∂xi
− ∂(ρu˜
′′
i u
′′
j )
∂xj
+
∂τ˜ij
∂xj
+ ρg˜i (2.38)
∂(ρY˜α)
∂t
+
∂(ρu˜iY˜α)
∂xi
= −∂(ρu˜
′′
i Y
′′
α )
∂xi
− ∂J˜
α
i
∂xi
+RαMα (2.39)
∂(ρh˜)
∂t
+
∂(ρu˜ih˜)
∂xi
=
∂p
∂t
− ∂(ρu˜
′′
i h
′′)
∂xi
− ∂J
h
i
∂xi
+ qR (2.40)
The first moment equations for mass, momentum, species mass fraction
and enthalpy have the same form as their instantaneous counter parts, with
added terms for the turbulent Reynolds stresses (u˜′′i u
′′
j ), scalar fluxes (u˜
′′
i Y
′′
α ,
u˜′′i h′′) and the mean turbulent reaction rate term (RαMα).These terms are
unknown and require modelling in order to close the set of equations.
2.5 Reynolds Stress Modelling
There are various ways of formulating closures to the first moment equations
presented above, of which the most widely used are based on dimensional
analysis arguments. The Reynolds stresses are modelled as [65, 93],
ρ¯u˜′′i u
′′
j =
2
3
δij ρ¯k˜ − µt
[(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
δij
∂u˜k
∂xk
]
(2.41)
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where µt is the turbulent or eddy viscosity, which is a property of the flow
and not the fluid. The Boussinesq approximation compares the movement
of turbulent eddies to molecular motion in a gas, thus introducing an eddy
viscosity which is analogous to the molecular viscosity. Therefore, the eval-
uation of the turbulent viscosity is key.
2.5.1 Turbulence Scale Models
Simple models use mean flow quantities to calculate the turbulent parame-
ters. A zero-equation model was formulated by Prandtl [183], relating the
turbulent viscosity to the velocity gradient, mean stress tensor and mixing
length scale. However, the mixing length scale depends strongly on the flow
geometry [171] and this approach is therefore limited to quasi-steady flows
with simple geometries. In Prandtl’s one-equation model [183] the conser-
vation equation for the turbulent kinetic energy k˜ is introduced as a means
of providing a general model of the turbulent viscosity,
µt = ρ¯CµLT
√
k˜ (2.42)
where the turbulent kinetic energy k˜ of a system is defined as k˜ = 12 u˜
′′
i u
′′
i , Cµ
is a model constant, and LT is a characteristic turbulent length scale, which
depends on the flow geometry. An extension of this is the two-equation
model, where transport equations for the turbulent kinetic energy k˜ and its
dissipation ε˜ are used for closure. The k-ε model [93, 94, 114] estimates
the turbulent time scale as k˜/ε˜ and the characteristic length scale as LT =
Cµ
k˜
3
2
ε˜ , which yields:
µt = ρ¯Cµ
k˜
ε˜
(2.43)
The standard eddy viscosity closure of Jones and Launder [93] features the
following transport equations:
∂(ρ¯k˜)
∂t
+
∂(ρ¯u˜ik˜)
∂xi
=
∂
∂xi
[
µ+
µt
σk
]
∂k˜
∂xi
+ Pk − ρ¯ε˜ (2.44)
∂(ρ¯ε˜)
∂t
+
∂(ρ¯u˜iε˜)
∂xi
=
∂
∂xi
[
µ+
µt
σε
]
∂ε˜
∂xi
+ Cε1Pk
ε˜
k˜
− Cε2ρ¯ ε˜
2
k˜
(2.45)
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The term Pk represents turbulent kinetic energy production and is given
by [200]:
Pk = −ρu′′i u′′j
∂u˜j
∂xi
− u′′i
∂p¯
∂xi
+ p′
∂u′′i
∂xi
(2.46)
and the constants of the standard model are usually [93],
Cµ = 0.09 σk = 1.0 σε = 1.3 Cε1 = 1.44 Cε2 = 1.92 (2.47)
Modifications to the dissipation rate equation were considered by Lindst-
edt et al. [124], including the extended model of Chen and Kim [34];
∂(ρ¯ε˜)
∂t
+
∂(ρ¯u˜iε˜)
∂xi
=
∂
∂xi
[
µ+
µt
σε
]
∂ε˜
∂xi
+
ε˜
k˜
[(
Cε1 +
Cε3Pk
ρ¯ε˜
)
Pk − Cε2ρ¯ε˜
]
with σk = 1.15 Cε1 = 1.15 Cε2 = 1.9 Cε3 = 0.25 (2.48)
and the suggestion of Yakhot et al. [219], which is based on renormalisation
and expansion with respect to the ratio of turbulent to mean strain (η):
∂(ρ¯ε˜)
∂t
+
∂(ρ¯u˜iε˜)
∂xi
(2.49)
=
∂
∂xi
[
µ+
µt
σε
]
∂ε˜
∂xi
+
ε˜
k˜
[(
Cε1 − η(1− η/η0)
1 + βη3
)
− Cε2ρ¯ε˜
]
with η =
k˜
ε˜
(2aijaij)
1/2 where aij =
1
2
(
∂u˜i
∂x˜j
+
∂u˜j
∂x˜i
)
Cµ = 0.085 σk = 0.719 σε = 0.719 Cε1 = 1.42
Cε2 = 1.68 η0 = 4.38 β = 0.012 (2.50)
The latter formulation was seen as promising in the context of second
moment closures, and thus subject to further evaluation [124].
The k-ε model provides a simple and tractable solution, which is the rea-
son for its widespread use [5, 6, 35, 46, 65, 89, 114, 115, 124, 173]. This
model performs well for simple flows; however, assumptions introduced in its
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derivation (such as high Reynolds number, and homogeneous and isotropic
turbulence) mean that large errors may be encountered in calculations of
more complex flows [56]. A variety of other extensions have been devel-
oped [77, 117], although the model developed by Jones and Launder is still
the standard [93].
2.5.2 Second Moment Closures
Representation of turbulence by a scalar, its kinetic energy, ignores the tur-
bulence anisotropy which exists in all real flows. Eddy viscosity models
represent the shear stress, which cannot capture normal stress anisotropy;
therefore a different closure is needed. Models for the unclosed terms ap-
pearing in the equations of the first moment methods also have various lim-
itations, and so, in second moment methods these terms are solved directly
through the introduction of their relevant transport equations. Second mo-
ment methods incorporate temporal relaxation between the stress and rate
of strain, while also capturing system rotation, flow direction skewness and
the effects of strong streamline curvature [56]. Second moment closure for-
mulations are capable of describing turbulent reacting flows with more fi-
delity, although the unclosed terms that arise do not have a general form
and depend on the assumed thermochemistry.
The Favre-averaged transport equation for Reynolds stresses can be de-
rived from the instantaneous conservation laws [111],
∂(ρ¯u˜′′i u
′′
j )
∂t
+
∂(ρ¯u˜ku˜
′′
i u
′′
j )
∂xk
= Tij + Pij + Φij + φij − ρ¯ε˜ij (2.51)
The terms on the left hand side, represent the change of Reynolds stresses in
time and their convection by the mean flow, respectively. These appear in
closed form, as well as the term Pij , and do not require modelling; however,
the remaining terms require models for their closure. The triple moment
term Tij represents the turbulent transport of the Reynolds stresses [67],
Tij = −
∂(ρ¯u˜′′i u
′′
ju
′′
k)
∂xk
(2.52)
46
The ‘production’ term Pij represents the effects of mean strain,
Pij = −ρ¯
(
u˜′′i u
′′
k
∂u˜j
∂xk
+ u˜′′ju
′′
k
∂u˜i
∂xk
)
(2.53)
The term Φij includes the effect of mean pressure gradients,
Φij = −
(
u′′i
∂p¯
∂xj
+ u′′j
∂p¯
∂xi
)
(2.54)
The term φij represents the turbulent pressure-strain correlation,
φij = −
(
u′′i
∂p′
∂xj
+ u′′j
∂p′
∂xi
)
(2.55)
The final term on the right hand side is the viscous dissipation [200],
ρ¯ε˜ij =
(
∂τjku
′′
i
∂xk
+
∂τiku
′′
j
∂xk
)
−
(
τjk
∂u′′i
∂xk
+ τik
∂u′′j
∂xk
)
(2.56)
Similarly, a transport equation for the turbulent fluxes of a general reacting
scalar c (i.e. reaction progress variable) can be derived,
∂(ρ¯u˜′ic′′)
∂t
+
∂(ρ¯u˜j u˜′′i c′′)
∂xj
= Tic + Pic + Φic + φic − ρ¯ε˜ic + ρ¯u˜′′i Sc (2.57)
where the terms on the right hand side have comparable physical inter-
pretations to those appearing in Eq. (2.51) (with an added term for the
turbulence-reaction rate correlation ρ¯u˜′′i Sc):
Tic = −∂(ρ¯u˜
′′
i u
′′
kc
′′)
∂xk
(2.58)
Pic = −ρ¯
(
u˜′′kc′′
∂u˜i
∂xk
+ u˜′′i u
′′
k
∂c˜
∂xk
)
(2.59)
Φic = −c′′ ∂p¯
∂xi
(2.60)
φic = −c′′ ∂p
′
∂xi
(2.61)
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ρ¯ε˜ic =
(
∂τikc′′
∂xk
+
∂Jcku
′′
i
∂xk
)
−
(
τik
∂c′′
∂xk
+ Jck
∂u′′i
∂xk
)
(2.62)
A decomposition of the fluctuating turbulent pressure-strain correlation
term (φij) into a deviatoric part (φ
R
ij), which transfers energy through the
Reynolds stress components and does not affect the total kinetic energy,
and an isotropic part (φIij), was proposed by Lumley [139],
φRij = −
[
u′′i
∂p′
∂xj
+ u′′j
∂p′
∂xi
− 2
3
δiju′′k
∂p′
∂xk
]
(2.63)
φIij = −
2
3
δij
∂p′u′′k
∂xk
+
2
3
δijp′
∂u′′k
∂xk
(2.64)
The isotropic part can also be split to represent the different effects of the
fluctuating pressures. A pressure transport term φTij accounts for spatial dif-
fusion, while a pressure dilatation term φDij corresponds to the contribution
to turbulent kinetic energy production and is of importance in premixed
combustion [134],
φTij = −
2
3
δij
∂p′u′′k
∂xk
φDij =
2
3
δijp′
∂u′′k
∂xk
(2.65)
The turbulent pressure-strain term can therefore be written as:
φij = φ
R
ij + φ
T
ij + φ
D
ij (2.66)
Similarly, for the turbulent scalar flux of the scalar c, the turbulent pressure-
strain term can be decomposed into a pressure transport term φTic and a
pressure scrambling term φSic,
φic = −∂p
′c′′
∂xi
− p′∂c
′′
∂xi
= φTic + φ
S
ic (2.67)
The terms that emerge from the Reynolds stresses and scalar flux, involving
average density-weighted fluctuations (u′′i , c′′) and the fluctuating velocity
mean formation/reaction rate correlation (ρ¯u˜′′i Sc), depend on the flow being
considered. However, models must be formulated for the terms representing
turbulent transport, pressure-strain correlation and viscous dissipation.
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2.5.3 Redistribution/Scrambling Modelling
Modelling of the redistributive (i.e. deviatoric, Eq. (2.64)) part of the
pressure-strain correlation is of great importance in second moment closure
methods. This part of the fluctuating pressure term redistributes energy
among the Reynolds stress components without changing the total kinetic
energy, and it therefore acts to minimise the anisotropy generated by the
production mechanism. Similarly, the scrambling part φSic for the corre-
sponding turbulent scalar fluxes must be considered. The procedure for
modelling the aforementioned terms is usually via the Poisson equation for
fluctuating pressure, which for variable density flows is expressed as [97]:
∇2p′ = − ∂
2
∂xi∂xj
(2ρu′′i u˜j + ρu′′i u
′′
j − ρu′′i u′′j ) +
∂2ρ′
∂t2
− ∂
2ρ′u˜iu˜j
∂xi∂xj
(2.68)
In the case of constant density flows, the two last terms are zero as there
is no density fluctuation. For inhomogeneous turbulent flows, however, the
density variations have a strong influence on pressure fluctuations [97]. The
fluctuating pressure field may be decomposed into a rapid part (p′r), which
is proportional to the mean strain, and a slow part (p′s), which involves
turbulence quantities [56]. For flows with spatially uniform mean velocity
gradients (i.e. homogeneous turbulent flows), the constant density pressure-
strain tensor Πij can be expressed as [194]:
Πij = Aij + 2Mijkl
∂u¯k
∂xl
(2.69)
where Aij is termed the slow component as it is responsible for the return
to isotropy from anisotropic turbulence,
Aij =
1
4pi
∫ ∫ ∫ ∞
−∞
1
|x− x∗|
∂u′∗k
∂x∗l
∂u′∗l
∂x∗k
(
∂u′i
∂xj
+
∂u′j
∂xi
)
d3x∗ (2.70)
while Mijkl is proportional to the mean flow strain and is termed the rapid
part, as in Rapid Distortion Theory a large mean velocity gradient is im-
posed on to the turbulence and the mean strain effects dominate its evolu-
tion,
Mijkl =
1
4pi
∫ ∫ ∫ ∞
−∞
1
|x− x∗|
∂u′∗k
∂x∗l
(
∂u′i
∂xj
+
∂u′j
∂xi
)
d3x∗ (2.71)
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If an isotropic turbulence field is distorted suddenly the rapid part will
become anisotropic in proportion to the mean strain, while the slow part will
undergo a gradual change as the turbulence adapts to the new strain [141].
The rapid term therefore has a great influence on the turbulence field and
adequate models are necessary for its proper quantification. Note that Aij
and Mijkl have been obtained by implementing a Green’s function solution
to Eq. (2.68) for an infinite flow domain.
An extension of the redistribution/scrambling model to variable density
flows is obtained by rewriting the constant density model in a density-
weighted form [194],
φij = ρ¯
(
ε˜
k˜Aij(b)
+Mijkl(b)∂u˜k
∂xl
)
k˜ (2.72)
φic = ρ¯
(
ε˜
k˜Aic(b)
+Mickl(b)∂u˜k
∂xl
)
u˜′′j c′′ (2.73)
where Aic and Mickl are functionals of the energy spectrum tensor [194]
and the anisotropy tensor b is defined as:
bij =
u˜′′i u
′′
k
u˜′′ku
′′
k
− 1
3
δij (2.74)
According to Lindstedt and Va´os [134], such a representation is insufficient
for premixed flames. Constant density-based models include a scaling of re-
distribution solely on the mean strain [133]. However, for premixed flames
anisotropy is caused by more than just the production of turbulence result-
ing from mean strain terms (as shown experimentally by Ferra˜o [59]), and an
additional term should be used to represent preferential acceleration effects.
Even so, the homogeneous form is used as the basis for the pressure-strain
correlation in many published models for inhomogeneous turbulent flows,
as the variable density terms in the Poisson equation Eq. (2.68) appear too
complex to be of use in variable density formulations. However, many mod-
els have been formulated for the two parts of the pressure-strain correlation,
and these can be used in the Eulerian or Lagrangian frameworks.
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Eulerian Models
An Eulerian frame of reference views a specific location in space across
which the fluid traverses with time. Eulerian models for the pressure-strain
correlation φij were first introduced by Launder et al. (LRR) [116]; many
other models have subsequently been proposed, including the FLT model of
Fu et al. [63], the JM model of Jones and Musonge [96] and the SSG model
of Speziale et al. [194]. A generic expression for these models was developed
by Pope [180],
φij = ρ¯ε˜
9∑
n=1
A(n)T (n)ij (2.75)
where A(n) are scalar coefficients depending on the scalar invariants of the
anisotropy tensor bij , the normalised rate of strain tensor S
∗
ij and the nor-
malised vorticity tensor W ∗ij , which for the aforementioned models are shown
in Table 2.1. Speziale [195] observed a dependency of the scalar coefficients
on the scalar invariant b′ of the anisotropy tensor, on the ratio of the pro-
duction rate to the rate of dissipation of turbulent kinetic energy, and on
the normalised rate of strain tensor S∗ij . The terms appearing in Table 2.1
are then
b′ = (b2kk)
1/2 (2.76)
Pkk = −ρu˜′′ku′′k
∂u˜k
∂xk
(2.77)
Q1 = b
2
klS
∗
kl −
2
3
bklS
∗
kl −
1
3
S∗ll (2.78)
The non-dimensional, symmetric, deviatoric tensors T (n)ij are defined as a
function of the anisotropy tensor bij , the normalised rate of strain tensor,
S∗ij =
k˜
˜
Sij (2.79)
in which
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.80)
and the normalised vorticity tensor,
W ∗ij =
k˜
˜
Wij (2.81)
51
Table 2.1: Coefficients A(n) for different pressure–strain correlation models.
Coefficients LRR JM SSG FLT
A(1) −2CR −2C1 −C1 − C∗1 (Pkkε˜ ) −C1Q1
A(2) 0 0 C2 0
A(3) 43C2 2(C4 − C2) C3 − C∗3b′ C2
A(4) 2C2 −3C2 C4 C3
A(5) 2C2 3C2 + 4C3 C5
26
15 + C4b
2
kkc2
A(6) 0 0 0 C2
A(7) 0 0 0 C2
A(8) 0 0 0 0.1C4
A(9) 0 0 0 −3C4
Model CR = 1.8 C1 = 1.5 C1 = 3.4 C1 = 2.4
Constants C2 = 0.6 C2 = −0.53 C∗1 = 1.8 C2 = 0.8
C3 = 0.67 C2 = 4.2 C3 = 1.2
C4 = −0.12 C3 = 0.8 C4 = 16
C∗3 = 1.3 c2 = 0.6
C4 = 1.25
C5 = 0.40
where the rotation tensor Wij is defined as:
Wij = ωij + emjiΩm =
1
2
[
∂u˜i
∂x˜j
− ∂u˜j
∂x˜i
]
+ emjiΩm (2.82)
where ωij is the mean vorticity tensor, emji is the permutation tensor and
Ωm is the rotation rate of the non-inertial frame relative to an inertial
framing [138]. In the case of irrotational flows the emjiΩm term disappears,
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and thus the tensors T (n)ij are defined as:
T (1)ij = bij
T (2)ij = b2ij −
1
3
b2llδij
T (3)ij = S∗ij −
1
3
δijS
∗
ll
T (4)ij = S∗ijblj + S∗jlbli −
2
3
δijS
∗
lmbml
T (5)ij = W ∗ilblj +W ∗jlbli (2.83)
T (6)ij = S∗ilb2lj + S∗jlb2li −
2
3
δijS
∗
lmb
2
ml
T (7)ij = W ∗ilb2lj +W ∗jlb2li
T (8)ij = bilS∗lmbmj −
1
3
δijS
∗
lmb
2
ml
T (9)ij = b2ikW ∗klblj + b2jkW ∗klbli
where b2ij denotes bilblj . The LRR model is widely used and discussed [78,
180, 102, 195, 194] as it has been successful in predicting benchmark turbu-
lent flows whilst retaining low computational expense. For complex flows
featuring rotation, more sophisticated models such as FLT, JM and SSG are
required for better results. Various studies using these models have been
performed (e.g. Craft and Launder [40], Kim and Rhee [102], Jones and
Kakhi [92], Lindstedt et al. [129, 134, 136] and Blouch et al. [10]), where
the favoured closure model is the SSG model of Speziale et al. [194] as it
produces good modelling results in homogeneous turbulent reacting flows
and self-preserving round jets [169]. Nevertheless, these models are unsuc-
cessful for turbulent flows away from equilibrium with strong vorticity (i.e.
elliptic). This shortfall can be alleviated by redefining the scalar coefficients
(A(n)) to express a dependency on the deformation rate and the state of tur-
bulence, as suggested by Girimaji [66] for elliptic flows including circulation.
In line with this discussion, the SSG model is selected for the present study.
Lagrangian Models
A Lagrangian frame of reference views fluid motion by following a fluid sec-
tion as it moves in space and time. The modelled Reynolds stress equations
can be described by a stochastic Lagrangian approach [177]. In this ap-
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proach the closure for the pressure scrambling term can be derived with few
assumptions, providing modelling for the fluctuating pressure correlations
which satisfies realisability. Additionally, Lagrangian models may be effi-
ciently used in conjunction with transported Probability Density Function
(PDF) calculations of turbulent flows. The Generalised Langevin Model
(GLM) of Haworth and Pope [80, 81] models the equation for Reynolds
stresses as,
∂
(
ρ¯u˜′′i u
′′
j
)
∂t
+
∂
(
ρ¯u˜ku˜
′′
i u
′′
j
)
∂xk
= Tij + Pij + ρ¯Giku˜
′′
ju
′′
k + ρ¯Gjku˜
′′
i u
′′
k + ρ¯C0ε˜δij
(2.84)
With reference to Eq. (2.51), the pressure-strain correlation model is now,
φRij − ρ¯ε˜ij = ρ¯Giku˜′′ju′′k + ρ¯Gjku˜′′i u′′k + ρ¯C0ε˜δij (2.85)
where C0 is a constant proportional to the square of the diffusion coefficient
and is typically defined as 2.1 [2]. Similarly, for the turbulent scalar flux
equation,
φSic − ρ¯ε˜ic = ρ¯Giku˜′′ku′′c − ρ¯
χ˜
c˜′′2
u˜′′i c′′ (2.86)
where χ˜ is the scalar dissipation rate. In the GLM a functional form is
proposed for Gij , which is linear in the mean velocity gradients and quasi-
linear in the anisotropy tensor bij ,
Gij =
ε˜
k˜
(α1δij + α2bij) +Hijkl
∂u˜k
∂xl
(2.87)
where
Hijkl = β1δijδkl + β2δikδjl + β3δilδjk
+γ1δijδkl + γ2δikδjl + γ3δilδjk (2.88)
+γ4δijδkl + γ5δikδjl + γ6δilδjk
The eleven coefficients of the model depend on the scalar invariants of bij , Sij
and Wij , six of which are eliminated by exact constraints deduced from the
Navier-Stokes equations [178]. The remaining five are adjusted by matching
experimental data [81]. Two versions of the model (HP1 and HP2) have been
proposed with different sets of coefficients: one for homogeneous flows [178]
54
and another for free shear flows, the latter of which is adopted in the current
study. The coefficients for the HP2 model are:
α1 = −
[
1
2
+
3
4
C0 + α2b
2
ij + (β2 + β3 +
1
3
γ∗)I1 + γ∗I2
]
α2 = 3.78 β1 = −0.2 β2 = 0.8 β3 = −0.2 (2.89)
γ1 = 0.0 γ2 = 1.04 γ3 = −0.34
γ4 = 0.0 γ5 = 1.99 γ6 = −0.76
where
γ∗ = γ2 + γ3 + γ5 + γ6
I1 = bijS
∗
ij (2.90)
I2 = b
2
ijS
∗
ij
According to Haworth and Pope a unique relationship between any stochas-
tic GLM Lagrangian model and conventional Eulerian second moment clo-
sures exists [80], which was further investigated by Pope [178] and Wouters
et al. [215]. The motivation for seeking a correspondence between the Eule-
rian and the Lagrangian coefficients is the fact that in stochastic Lagrangian
models realisability is assured, thus guaranteeing realisability in the deriva-
tion of the second moment closure.
2.5.4 Pressure Term Considerations
According to Jones, the pressure dilatation term (φDij ), which contributes
to turbulent kinetic energy production, is negligible in constant density
flows [92]. On the other hand, Zhang and Rutland [221] deemed this term
of importance for turbulence generation and proposed a suitable model
through a DNS study of premixed flames. Hu˚lek and Lindstedt [85] ob-
served an inconsistency in this model regarding the assumed thermochem-
ical conditions and proposed a self consistent alternative. Lindstedt and
Va´os [134] also commented on the model of Zhang and Rutland [221], sug-
gesting the need for further work, and the term has therefore been omitted
in the present study [85]. Turbulence production through preferential ac-
celeration in combusting flows with substantial heat release dominates over
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dilatation effects (associated with mean velocity gradients in strain-related
terms). In such flows, Bray et al. [19] suggested that turbulence produc-
tion is given by a buoyancy production mechanism from self-induced mean
pressure gradients. The production mechanism relates to preferential ac-
celeration effects as the mean pressure gradients act differently on areas of
dense unburnt gas and areas of light burnt gas, which is also responsible for
counter-gradient transport. Lindstedt and Va´os [134] suggested the inclu-
sion of an additional element in the redistribution term, as the rate at which
energy is redistributed is lower than the anisotropy production rate from
the coupling of preferential acceleration effects to mean pressure gradients.
Their proposed pressure redistribution (φRij) is,
φRij = φ
CD
ij + φ
A
ij (2.91)
where the constant density term φCDij is given in Eq. (2.75) and the accel-
eration redistribution tensor φAij is expressed as:
φAij = −(Aijk +Ajik)ρ¯αk (2.92)
where Aijk is a third rank isotropic tensor [134] and the acceleration vector
αk is introduced as:
αk = −1
ρ¯
∂p¯
∂xk
(2.93)
Another approach was adopted by Domingo and Bray [47] by decomposing
the pressure gradient into its mean and fluctuating parts. The fluctuating
part, or pressure strain, is modelled in the laminar flamelet regime of com-
bustion with an alternative decomposition into the reactant, product and
flamelet parts. However, this does not provide a general model, and so the
model of Lindtsedt and Va´os [134] is used in the present study.
2.5.5 Pressure and Turbulent Transport
Based on the analysis of quasi-homogeneous turbulence, Lumley [140] pro-
posed a model for the pressure transport term Eq. (2.65),
p′u′′i = C
T u˜′′i u
′′
ju
′′
k (2.94)
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where the constant CT is defined as 0.2. This model was successfully applied
to free shear flows by Pope [180].
The triple moments that appear in second moment closures represent tur-
bulent transport via divergence of the fluctuating velocity. There is no need
to derive complex models for the turbulent transport term as its contribu-
tion to the overall budget of the transport equation is low, as expressed by
Jones [97] and Lindstedt and Va´os [134]. Nevertheless, models have been de-
rived, and require further testing [113]. In the current work the well-known
gradient diffusion approach of Daly and Harlow [44] is applied,
∂Tijk
∂xk
+ φTij =
∂
∂xk
Csρ¯ k˜
ε˜
u˜′′ku
′′
l
∂u˜′′i u
′′
j
∂xl
 (2.95)
where the constant Cs is assigned the value of 0.22 [78].
2.5.6 Dissipation Closures
The dissipation rate tensor may be decomposed into an isotropic and devi-
atoric part (similar to the turbulent pressure-strain correlation decomposi-
tion [141]),
ε˜ij =
(
ε˜ij − 2
3
δij ε˜
)
+
2
3
δij ε˜ (2.96)
where ε˜ is the turbulent kinetic energy dissipation rate previously introduced
in Section 2.5.1. For constant density flows with high Reynolds number,
the anisotropic part (first term on the right hand side of Eq. (2.96)) is
negligible as the main contribution to dissipation comes from low length
and time scale eddies [97, 195]. This term is comparable to the deviatoric
part of the pressure-strain correlation, thus for moderate Reynolds number
flows, it should be included in the model for the rapid term of the turbulent
pressure-strain correlation [178, 180]:
φRij − ρ¯ε˜ij = Πij −
2
3
δij ε˜ (2.97)
where Πij represents the redistribution model of φ
R
ij . The deviatoric term
is traceless, representing energy transfer between components due to small
scale anisotropy and not an energy decay process [134]. This is analogous to
redistribution between Reynolds stress components for the pressure strain
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correlation. For variable density flows the transport equation for turbulent
energy dissipation is [134]:
∂ρ¯ε˜
∂t
+
∂ρ¯u˜iε˜
∂xi
=
∂
∂xi
[
CSερ¯
k˜
ε˜
u˜′′i u
′′
j
∂ε˜
∂xj
]
− Cε1ρ¯ ε˜
k˜
u˜′′i u
′′
j
∂u˜i
∂xj
−Cε2ρ¯ ε˜
k˜
ε˜− Cε3 ε˜
k˜
u′′i
∂p¯
∂xi
(2.98)
Standard values for the constants CSε, Cε1 and Cε2 are 0.18, 1.44 and 1.92
respectively. The standard value of Cε2 is adjusted to 1.8 to improve the rate
of spread of round jets as recommended by Speziale et al. [194]. The con-
stant Cε3 can take values from 0.95 to 1.20 in strongly stratified flows [97].
Lindstedt and Va´os [134] adopt a value of 1.20 in cases for counterflow
turbulent premixed flames, and in the present study a value of 0.95 is used
following from the work of Gkagkas [67] in the context of non-premixed bluff
body stabilised flames. The dissipation tensor found in Eq. (2.57) for the
transported turbulent scalar fluxes, in local isotropy is equal to zero. In the
general case, the deviatoric part is expressed as:
φSic − ρ¯ε˜ic = Πic (2.99)
where Πic is the scrambling model. The rate of dissipation of the scalar
fluctuations or mixing frequency can be derived with knowledge of ε˜,
τ−1c =
ε˜c
c˜′′2
=
Cφ
2
ε˜
k˜
=
Cφ
2
τ−1t (2.100)
where the introduction of a bimodal PDF leads to the standard Bray-Moss-
Libby (BML) model [16] as c˜′′2 = c(1− c) [136]. An extension to this model
includes a Damko¨hler dependence which is consistent with the experimental
study of O’Young and Bilger [161]. The extended form was derived by
Kuan et al. [109, 136],
τ−1c =
ε˜c
c˜′′2
=
Cφ
2
[
1.0 + C∗φ
ρu
ρ¯
uL
vK
]
ε˜
k˜
(2.101)
where uL is the local laminar burning velocity and vK is the local Kol-
mogorov velocity. The extended model ensures the scaling of turbulent
burning velocities for flames in the flamelet regime of combustion [136].
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More recent work has focused on the direct representation of the scalar
dissipation rate via the solution of its transport equation [28, 199]. Many of
the terms of this equation require modelling, and Swaminathan and Bray
have applied Order-of-Magnitude Analysis (OMA) to identify the most sig-
nificant terms for different flame types [200].
2.5.7 Parabolic Implementation
The present work includes turbulent jet flows which require specific treat-
ment for their numerical solution. A parabolic implementation is used for
the boundary layer flow, which typically refers to a region in a moving fluid
where there is a predominant direction of the mean flow, with significant
shear stresses only in directions perpendicular to the predominant direction.
Flows in which a turbulent high velocity jet issues into a lower velocity coflow
are considered. These are termed axisymmetric flows where fluid proper-
ties only vary in two of three space coordinates (two-dimensional boundary
layer). Therefore, the governing equations may be simplified and the fluid
flow may be described as a system of parabolic differential equations. The
third dimension in which the fluid properties are invariant is the angle of
rotation about the symmetry, thus, the pertaining equations are derived in
a polar cylindrical coordinate system. The general form can be expressed
for a scalar quantity φ as,
∂ρ¯u˜φ˜
∂x
+
1
r
∂ρ¯ru˜φ˜
∂r
=
1
r
∂
∂r
(
rRrr
∂φ˜
∂r
)
+ Sφ (2.102)
where Sφ is the source term for the scalar, and Rrr is given by the Daly
and Harlow [44] approximation for the closure of the turbulent fluxes of the
Reynolds stresses and the energy dissipation rate,
Rrr ∝ ρ¯ k˜
ε˜
v˜′′v′′ (2.103)
For the momentum transport equation (φ˜ = u˜) the modelled Reynolds
stresses term is included in the source term Sφ, and the term Rrr is set to
zero. The solution for these equations follows the work of Spalding [193],
where the equations are expressed in a non-dimensionalised stream-function
coordinate system, with subsequent discretisation. A ‘marching integra-
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tion’ is used in the dominant flow direction due to the parabolic nature
of the cases studied. Each step only takes upstream values into account
for the discretised partial differential equation system solution, and down-
stream values cannot influence those determined earlier so no iterative pro-
cedure is required. This method is computationally efficient [67]. The
SSG model [194] introduced earlier is used to model the unclosed turbulent
terms as it has been used successfully in the analysis of turbulent reacting
flows [68, 128, 129].
In order to characterise the cases being studied, boundary conditions
need to be provided to the system of equations. As the flow is assumed
to be parabolic, only inlet and lateral conditions for the flow are required.
These conditions are usually given from experimental studies or by assuming
standard turbulent flow properties and known geometry constraints. The
lateral conditions depend on the type of flow considered. Wall boundaries
are treated with conventional boundary conditions for flow quantities. For
flows bound by a flow with different properties, an entrainment condition
can be set with flow entering the computation through the boundary. Fi-
nally, in the case of axisymmetric flows, the gradients perpendicular to the
the axis of symmetry (taken as one of the sides bounding the flow) are set
to zero.
In the absence of detailed experimental mean profiles, a fully developed
turbulent pipe flow is assumed for the jet/coflow configuration [67]:
u˜(r) = u˜bulk
(
1− r
yE
) 1
n (n+ 1)(2n+ 1)
2n2
(2.104)
where ubulk is a mean bulk fluid velocity, yE is the boundary layer thickness
and n is set to 7 for turbulent pipe flows. Information on the Reynolds
stresses is not available from experiments, therefore a top hat profile is as-
sumed where velocity fluctuations are set as a percentage of the mean veloc-
ity component. Similarly, the turbulent kinetic energy boundary condition
is set as:
ε˜ =
(
2
3
) 1
2 k˜
2
3
LT
(2.105)
where k˜ is the turbulent kinetic energy and LT is the characteristic length
scale, here calculated using the Von Karman assumption LT = κy with a
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value for the Von Karman constant (κ) of 0.41.
2.6 Summary
Chapter 2 has provided an overview of fluid flow simulation as well as an
outline of fluid mechanics theory relevant to turbulence modelling and its
governing equations. The averaging techniques applied to these equations
to allow their solution by computational methods have been explained, and
the modelling approaches used to simplify the complex phenomenon of tur-
bulence in a numerical context are described.
In order to simulate turbulent reacting flows, an accurate depiction of
the thermochemistry is needed as well as its interaction with turbulence.
Therefore, combustion modelling will be reviewed in Chapter 3.
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3 Combustion Modelling
In Chapter 2 the governing equations that describe turbulent flows were
introduced as well as methods for obtaining solutions. As the name im-
plies, turbulent reacting flows include the interaction between turbulence
and thermochemistry. Therefore, in this chapter thermochemistry mod-
elling and its relationship with the flow will be discussed.
3.1 Introduction
Modelling of the mean turbulent reaction rate term introduced in Eq. (2.39)
is one of the most complex aspects of characterisation of turbulent reacting
flows as it includes highly non-linear chemical kinetics. If a simple bimolec-
ular reaction of fuel and oxidiser forming a single product is considered,
F +O
kf→ P (3.1)
In an idealised description where the backward reaction is of negligible im-
portance, the mean consumption of the fuel may be written as [120],
−RFMF = ρ˜kf
(
ρ¯Y˜F Y˜O + ρY ′′F Y
′′
O
)
+ ρ(ρkf )′′Y ′′O Y˜F
+ ρ(ρkf )′′Y ′′F Y˜O + ρ(ρkf )′′Y
′′
F Y
′′
O (3.2)
where the first term on the RHS is the result of mean quantities substituted
into the production term, which represents the mean chemical production
with no turbulence effects; and the remaining terms include the effects of
turbulence, which require modelling. The intricacy of turbulent reacting
flows is depicted as a myriad of effects unravel from this very simplified
case. The rate constant appears in a Favre-averaged form, which introduces
temperature fluctuation terms from the derivation of a power series to solve
the exponential nature of the equation. Borghi [11] found that too many
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terms were necessary for a good approximation when applying the trans-
port equations for the terms including the effects of turbulence. Libby and
Williams [120] note that this problem may be addressed by using probabil-
itydensity functions. For the same bimolecular case, and with reference to
Eq. (2.7), the average rate of consumption of fuel is,
−RFMF =
∫ ∫ ∫ ∫
ρ2kfYFYOfφ(ρ, T, YF , YO;x)dYFdYOdTdρ (3.3)
in statistically stationary flows where fφ(ρ, T, YF , YO;x) is the probability
density function. Thus, the mean rate of production can be obtained with
knowledge of the joint probability density function for temperature and
reactant concentrations. In real life applications, hydrocarbon combustion
features detailed chemical schemes with many species and reactions which
require careful consideration.
3.2 Combustion Regimes
A more practical approach to modelling the mean reaction rate is to use a
physical analysis, limiting the formulation to certain combustion regimes.
Turbulent reacting flows can be described by dimensionless parameters,
which depict the various time and length scales involved. The turbu-
lent Reynolds number compares turbulent transport to viscous forces and
has more relevance to the structures of turbulence than the conventional
Reynolds number. It is defined as,
Ret =
u′LT
ν
(3.4)
where u′ is a representative velocity fluctuation, LT is the integral length
scale, representing large eddies with long wavelengths and low frequen-
cies [120], and ν is the kinematic viscosity defined as µ/ρ. The Damko¨hler
number (Da) provides a comparison between the turbulent (τT ) and chem-
ical (τc) time scales for the largest eddies,
Da =
τT
τc
(3.5)
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From this definition, for very high Damko¨hler numbers, the chemistry is
faster than the turbulence; the turbulent flame can be taken as an ensemble
of laminar flames termed ‘flamelets’, since turbulence does not affect the
flame structure but acts to wrinkle the flame. For flows with low Damko¨hler
number the chemistry is slow and ‘well-stirred’ flows may occur where the
reactants are mixed prior to the reaction. These type of flows are completely
controlled by chemical kinetics.
The Karlovitz number (Ka) provides a similar relation for the smallest
eddies defined by the Kolmogorov scales (τK),
Ka =
τc
τK
(3.6)
A description of turbulent premixed combustion may be given as the interac-
tion between a flame front of thickness δL and speed u
0
L, and the turbulence
represented as an ensemble of eddies with characteristic length and speeds
ranging from the Kolmogorov (uK , LK) to the integral (u
′, LT ) scales [171].
For turbulent premixed combustion the dimensionless numbers may be writ-
ten as,
Ka =
uK/lK
u0L/δL
Da =
LT /u
′
δL/u0L
Ret =
u′
u0L
LT
δ
(3.7)
since the chemical time scale can be estimated as τc = δL/u
0
L. Two of
these dimensionless parameters are enough to describe premixed combustion
regimes as,
Ret = Da
2Ka2 (3.8)
The well known classical combustion diagram shown in Fig. 3.1 [171, 213]
presents a useful combustion regime delineation through values of unity for
the presented dimensionless parameters as a function of lengths (LT /δL)
and velocities (u′/u0L). A central difficulty here is to estimate δL, due to
the impact of temperature on viscosity. For example, Goh et al. [72] define
it as the region between the 5th and 95th percentile with reference to the
reaction progress variable or temperature.
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Figure 3.1: Classical turbulent combustion diagram using a log-log
scale [171].
The regime bounded by Ret = 1 is of laminar combustion. The area
to the right of this, bounded by Ka = 1 is the laminar flamelet regime
mentioned previously, which is further divided by the line of u′ = u0L. This
division includes wrinkled flamelets where the speed of turbulent motions is
not enough to affect flame interactions, and corrugated flamelets where the
speed of turbulent motions is high enough to wrinkle the flame up to flame
front interactions, leading to pockets of burnt/unburnt gases. As before, in
this area of Da > 1 and Ka < 1, the turbulent time scales are larger than
the chemical time scales, therefore the flame thickness is smaller than the
Kolmogorov scale, resembling a wrinkled/corrugated laminar flame. The
Klimov-Williams criterion [171] is defined by the line of Ka = 1, which
describes the transition from laminar flamelet to distributed reaction. In
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this regime where Da > 1 and Ka > 1, the inner structure of the flame is
perturbed by the small scales of turbulence, thickening the flame preheat
zone so the flame is no longer laminar. The well-stirred reactor regime is
where Da numbers are below unity and Ka numbers are high, where all
scales of turbulence enter the internal structure of the turbulent premixed
flame and no laminar structure remains.
For non-premixed combustion a different analysis is necessary as reactants
have to mix prior to reaction and chemical activity is limited by mixing. An
added complication is the fact that no characteristic scales exist as there is
no characteristic propagation speed and these depend strongly on flow con-
ditions. However, information on the mixture fraction variance (Z˜ ′′2) can
be used as an indication, as Bray and Peters [21] observed a flamelet regime
in mixture fraction space. If the variance is low around mean stoichiometry,
the reactions are fast enough to produce a connected reaction zone. If the
variance is large, there will be separate zones. Extinction is of importance
in diffusion flames, which is linked to a decrease in the Damko¨hler num-
ber. The effect can be observed in the top branch of the S-shaped curve for
diffusion flames where a critical value precipitates transition to the lower
branch [168]. The rate of strain (a) locally imposed by the flow field pro-
vides information on the combustion regime as it is defined as the inverse of
the characteristic chemical time. The extinction phenomenon is parallel to
the Klimov-Williams limit introduced for premixed flames, where extinction
occurs from an increase in the rate of strain as τc/τK < 1. Summarising
this analysis on a combustion diagram is more challenging than for pre-
mixed flames as the flame scales depend on local flow conditions. Figure 3.2
includes the main effects on the combustion regime from the Damko¨hler
number and the turbulent Reynolds number. A Damko¨hler number rele-
vant for the local flame structure is introduced as Dafl = 1/τcχ˜st, where
χ˜st is the stoichiometric value of the scalar dissipation rate. The flame is
assumed to have a laminar flame structure if the chemistry is fast where
the limit is given by DaLFA. On the other hand, if the chemistry is slow,
extinction takes place, with a limit at Daext [171].
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3.3 Premixed Turbulent Combustion
Premixed combustion consists of well mixed reactants prior to ignition. The
interface between reactants and products in the laminar flamelet regime has
a thickness lower than the Kolmogorov scale, and is effectively a strained
laminar flame. Flame surface density models (FSD) define mean reaction
rate as the reaction rate per unit flame area multiplied by the flame area
per unit volume of fluid [24, 16],
RαMα = ρuu
0
LI0Σ (3.9)
where the subscript u denotes unburnt reactants, Σ is the flamelet surface
to volume ratio and I0 is a strain reduction factor. The FSD model re-
quires closure of unknown terms which becomes computationally expensive,
nevertheless it has been applied to a range of problems and is still being
developed [202]. Gouldin [75] considered the turbulent flame as being of
fractal nature in an attempt to develop a model which represents the tur-
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bulent flame velocity,
Σ ∝ 1
Lo
(
Lo
Li
)Df−2
(3.10)
where the flame surface lies between the inner cutoff length scale (Li, usually
the Kolomogorov length scale) and outer cutoff length scale (Lo, usually the
integral length scale), and Df is the fractal dimension of the flame surface
derived to be ' 7/3 [101]. This led Lindstedt and Sakthitharan [132] to
develop a simple expression,
Σ ∝ 1
(νε˜)1/4
ε˜
k˜
PR =
1
uK
ε˜
k˜
PR (3.11)
where uK is the Kolmogorov velocity introduced in Section 3.2 and PR is
the reaction probability assumed to be proportional to the reaction progress
variable variance [134]. Thus, the mean reaction rate can be expressed as,
RαMα = CRρu
u0L
uK
ε˜
k˜
c˜′′2 (3.12)
where CR is a constant. Elaborate definitions of I0 have been developed [16],
but it is taken here as unity for simplicity. This mean reaction rate clo-
sure has produced best results out of a variety of closures as shown by
Bray et al. [18]. Additionally, Lindstedt and Va´os [134] observed the pro-
posed scaling behaviour in burning velocity calculations. The Eddy Break-
Up (EBU) model is one of the earliest and most established models for mean
reaction rate closures in turbulent premixed flames [190, 192]. This model
can be recovered if the Gibson scale lG = (u
0
L)
3/ε is used for the inner cutoff
length scale [167], thus the fractal analysis renders the following,
Σ ∝ 1
u0L
ε˜
k˜
PR (3.13)
The model relies on the assumption that chemistry is faster than turbulent
transport, so the rate at which turbulence brings fresh gases into contact
with hot combustion products controls the rate of reaction. Thus, it is
applicable at high Da and Re numbers. Due to its simplicity it has been
used extensively and may be expressed as,
RαMα = CEBU ρ¯τ
−1c˜′′2 = CEBU ρ¯
ε˜
k˜
c˜′′2 (3.14)
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where CEBU is the eddy break-up constant tuned for each case and τ is a
representative turbulent time scale for the rate of turbulent mixing between
reactants and products. This model represents a specific combustion sce-
nario, which does not encompass the reality of turbulent premixed flames. It
requires considerable tuning for each case and has known deficiencies which
lead to mathematical difficulties [24].
The level set approach or G-equation formulation introduced by Mark-
stein [146] and Williams [214] aims to obtain closure for the turbulent burn-
ing velocity uT . In this model a non-reacting scalar (G) represents the flame
surface as an iso-scalar surface propagating at the turbulent velocity. This
model can be found in commercial packages [165] even if it has been shown
that there is no solution for a steady planar turbulent premixed flame [168].
It is similar to the FSD approach, but uses different assumptions and closure
schemes.
Closures for premixed combustion also include second moment methods
for velocity and scalar statistics in the form of the Bray-Moss-Libby (BML)
equation under the flamelet regime assumption [20]. Bray [17] suggested a
replacement of the triple correlation by gradient transport models to yield
a tractable solution. The model is based on the reaction progress variable
c defined as 0 for unburnt reactants and 1 in burnt products. A PDF for c
is defined to aid in the closure of second moment correlations. The PDF is
presumed to have a bimodal shape based on the physical description,
f(c;xk) = α(xk)δ(c) + β(xk)δ(1− c) + γ(xk)fr(c;xk, t) (3.15)
where the terms on the RHS indicate the probability of finding reactants
and products through the Dirac delta functions, and of finding reacting gas
where the function fr(c;xk, t) includes the distribution of c that is not 0 or
1. The functions α, β and γ are functions that relate the three different
states in the mixture. Integrating over the progress variable yields, α(xk) +
β(xk) + γ(xk) = 1. The laminar flamelet assumption renders γ to be very
small as the reaction zone is thin, therefore α(xk)+β(xk)+O(γ) = 1. With
constant enthalpy and low Mach number, the link between the density and
the progress variable is,
ρ =
ρu
1 + T (3.16)
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where T is the heat release parameter defined as,
T = ρu
ρb
− 1 (3.17)
where the subscript b denotes burnt products. Bray et al. [20] thus evaluate
the remaining functions in terms of the Favre-averaged progress variable,
α(xk) =
1− c˜
1 + T c˜ +O(γ) (3.18)
β(xk) =
(1− T )c˜
1 + T c˜ +O(γ) (3.19)
To include velocity statistics, a joint presumed PDF of progress variable
and velocity is formulated,
f(c, uk;xk) = α(xk)δ(c)f(0, uk;xk) +βxkδ(1− c)f(1, uk;xk) +O(γ) (3.20)
Therefore, the average density weighted fluctuations of velocity and reaction
progress variable can be derived Eq. (3.21, 3.22), which provides closure for
the mean pressure gradient terms shown in Chapter 2.
u′′k = T
ρ
ρu
u˜′′kc′′ ∼=
T u˜′′kc′′
1 + T c˜ (3.21)
c′′ = T ρ
ρu
c˜′′2 ∼= T c˜
′′2
1 + T c˜ (3.22)
Since c follows a bimodal distribution, an algebraic expression for the vari-
ance is,
c˜′′2 = c˜(1− c˜) (3.23)
which removes the need of an additional transport equation. Additionally,
the turbulence-reaction rate is given by the BML model [20] as,
u˜′′kRc =
R˜c
c˜′′2
(Cm − c˜) (3.24)
where Rc is the scalar reaction rate. Similarly, the scalar dissipation is [15],
ε˜c
c˜′′2
=
R˜c
c˜′′2
(Cm − 1
2
) (3.25)
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which, combined with Eq. (3.24), yields closure for the scalar dissipation
and reaction rate correlation.
− ε˜c
c˜′′2
u˜′′i c′′ + u˜
′′
iR
′′
c =
R˜c
c˜′′2
(
1
2
− c˜)u˜′′i c′′ (3.26)
The Conditional Moment Closure (CMC) method was proposed for use
in the simulation of non-premixed flames by Bilger [8] and Klimenko [104]
and will be described in more detail in the following section. However, it is
worth mentioning here that it has been applied in the context of premixed
combustion [105] by using the progress variable as a conditioning scalar for
the conditional means of species mass fractions and temperature [200].
In this model transport equations are derived for conditional mean quan-
tities, where the conditioning variable may be the mixture fraction or other
representative scalars. First-order terms were initially considered, followed
by the addition of fluctuations around the mean by Kronenburg [108] and
Mastorakos [149] amongst others.
3.4 Non-premixed Turbulent Combustion
Non-premixed flames feature the same processes as in turbulent premixed
flames, with the added diffusion of reacting species to the flame front prior
to reaction. Many models assume fast chemistry (high Damko¨hler number)
compared to transport processes as expressed in Section 3.2, where the ther-
mochemical state can be defined by a unique scalar, and its presumed PDF.
The selected scalar is usually the mixture fraction as it provides information
on instantaneous mass fractions and temperature. A classic example was
first described by Burke and Schumann [22] who defined a flame sheet based
on a one-step reaction. The use of a presumed PDF of a conserved scalar
with known first two moments provides sufficient information to determine
the entire state of the gas. It is common to use the mixture fraction as
the conserved scalar and a beta function for the presumed PDF to charac-
terise the mixing of the fuel and oxidiser streams [121]. The mean reaction
rate is finite and determined from the average rate of molecular mixing at
the stoichiometric mixture fraction, even if the chemistry is assumed to be
infinitely fast. However, this assumption is too severe and in most cases
chemical time scales may be faster than the mixing time scales. Flamelet
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models may be used for such finite-rate chemistry cases [168], which include
realistic chemistry dependent upon the mixture fraction. The local mixture
fraction and scalar dissipation can be calculated from those found in a lam-
inar flame, following the description of the turbulent diffusion flame as an
ensemble of stretched laminar flamelets [168]. If the joint PDF of the latter
quantities is known, the mean properties of the flame may be deduced, de-
spite their variation in space and time. The mixture fraction (Z) is defined
in relation to the chemical elements as their mass is conserved even with
varying species mass due to chemical reactions. For complete combustion
of a hydrocarbon fuel, the chemical reaction is generally expressed as:
νFCxHy + νO2O2 = νCO2CO2 + νH2OH2O (3.27)
Where ν are the stoichiometric coefficients. If we define aαj as the number
of atoms of element j in a molecule of species α, and Wj as the molecular
weight of element j, the total mass of the system is,
mj =
n∑
α=1
aαjWj
Wα
mα (3.28)
and the mass fraction of element j is
Zj =
mj
m
=
n∑
α=1
aαjWj
Wα
Yα (3.29)
Since element mass is conserved during combustion, the chemical source
term is zero in the transport equation for the mass fraction of an element.
Assuming equal diffusivities for all species and Fickian diffusion, the trans-
port equation for the element mass fraction is written as [24]:
∂ρZj
∂t
+
∂ρukZj
∂xk
=
∂
∂xk
(
ρD
∂Zj
∂xk
)
(3.30)
The coupling function for hydrocarbon combustion (β),
β =
ZC
xWC
+
ZH
yWH
− 2 ZO
νO2WO2
(3.31)
will be zero at stoichiometric conditions, expressed in the original definition
of a conserved scalar by Burke and Schumann [22]. This function leads to
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the widely used definition for the mixture fraction provided by Bilger [7],
which is obtained by normalising the coupling function between zero and
one:
Z =
β − β1
β1 − β2
=
ZC/(xWC) + ZH/(yWH) + 2(YO2,2 − ZO)/(νO2WO2)
ZC,1/(xWC) + ZH,1/(yWH) + 2YO2,2/(νO2WO2)
(3.32)
where 1 and 2 correspond to the fuel and oxidiser streams respectively.
Eq. (3.32) serves to determine the mixture fraction from mass fraction data
determined from experiments or numerical simulations. Another definition
includes the mass flux (m˙) for both streams,
Z =
m˙1
m˙1 + m˙2
(3.33)
which provides a relation to the mass fraction of fuel and oxygen if equal
diffusivities are assumed.
YF,u = YF,1Z YO2,u = YO2,2(1− Z) (3.34)
Following from Eqs. (3.29, 3.30), the conservation equation for the mixture
fraction is,
∂ρZ
∂t
+
∂ρuiZ
∂xi
=
∂
∂xi
(
ρD
∂Z
∂xi
)
(3.35)
This formulation is convenient as it does not contain source terms, removing
the computational expense and complexity they impose. Assuming the
Lewis number to be unity, the transport equation for enthalpy will take
the same form as Eq. (3.35) if no source related to radiation is considered.
Therefore, the enthalpy is linearly related to the mixture fraction,
h = h1Z + h2(1− Z) (3.36)
The flamelet model requires the evolution of the first two moments of the
mixture fraction, which are solved in the same way as the Reynolds stress
equations described in Chapter 2. The conservation equations are recast
using the mixture fraction as a coordinate across the instantaneous flame
front attached at the stoichiometric mixture [166]. With the additional in-
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formation on the scalar dissipation which includes the stretch effect caused
by the velocity field [118], the stretched laminar flamelet approach may
be used to express mass fractions and enthalpy across the flame front. In
this method the relation between the mixture fraction and relevant thermo-
chemistry quantities is pre-computed using laminar flame calculations. Tab-
ulated quantities are used which decouples this calculation from that of the
flow field for the turbulent reacting flow solution, making it computationally
apt.
An alternative approach to obtain conditional values, the Conditional
Moment Closure (CMC), was proposed by Bilger [8] and Klimenko [104].
In this model transport equations are derived for conditional mean quanti-
ties, where the conditioning variable may be the mixture fraction or other
representative scalars. First-order terms were initially considered, followed
by the addition of fluctuations around the mean by Kronenburg [108] and
Mastorakos [149] amongst others. CMC provides a significant reduction
in computational cost when compared to the joint PDF method, but its
application to premixed flames has thus far been restricted due to the com-
plication of modelling the scalar dissipation rate. The inclusion of second
moments allows for the prediction of more complex flow phenomena such
as flame quenching and auto-ignition, but at the cost of an increase in com-
putational expense. This increase may, however, be mitigated by the use of
cross-stream averaged CMC equations [200], as implemented in the context
of non-premixed combustion by Klimenko [105].
The Multiple Mapping Conditioning (MMC) method was developed by
Klimenko and Pope [106], Klimenko [107] and Wandel and Klimenko [209].
The MMC method extends the CMC method by representing the mini-
mum set of variables necessary to define the turbulent reacting flow, which
includes a link between the conditioning variable and the physical veloc-
ity [211]. The approach of Wandel and Lindstedt [211] extends the MMC
by developing a stochastic hybrid binomial Langevin-MMC model which in-
cludes the effects of velocity-scalar interactions. This formulation has been
applied to model local extinction with good results [211].
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3.5 Combustion Regime Independent Closures
(Transported PDF Methods)
The transported PDF method solves a transport equation for the joint scalar
or joint velocity-scalar PDF. Transported PDF models make no assump-
tion on the shape of the PDF, which improves upon the aforementioned
combustion models that presume a PDF for the mixture fraction or a con-
served scalar. All potential realisations of temperature and species mass
fractions in the mixture fraction space can be reached depending on sub-
model closures. The main advantage of this method is the closed form of
the non-linear chemical source term, which alleviates complex modelling
whilst including finite chemistry effects [176]. Transported PDF methods
are able to predict extinction and auto-ignition phenomena as well as pol-
lutant formation, being suitable for premixed and non-premixed combus-
tion [68, 70, 125, 128, 131, 147, 176, 184, 187, 201, 218]. In the current work
the one-point joint scalar transported PDF method is implemented.
3.5.1 Transport Equation
The transport equation for the joint-velocity composition PDF was de-
rived by Lundgren [142] using a fine-grained density function originated
in fundamental turbulence studies. O’Brien used the latter methodology
to derive the joint-scalar transport equation [160]. Pope [176] derived the
joint-velocity composition using the instantaneous conservation laws as an
alternative starting point. The transport equation for the density weighted
Eulerian PDF (f˜φ) for a scalar φ (where Ψ is the sample space of φ defining
all its permissible values) in variable density flows is expressed as,
∂ρf˜φ
∂t
+
∂ρu˜if˜φ
∂xi
+
∂ρSαf˜φ
∂Ψα
=
∂
∂Ψα
[〈
1
ρ
∂Jαi
∂xi
∣∣∣∣Ψ〉 ρf˜φ]
− ∂ρ 〈u
′′
i |Ψ〉 f˜φ
∂xi
(3.37)
For inhomogeneous, variable-density flows, the natural dependent variable
is selected as the mass density function (MDF) [176], which is the Favre-
averaged PDF equation,
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Fφ(Ψ;x, t) = ρf˜φ(Ψ;x, t) = ρ(Ψ)fφ(Ψ;x, t) (3.38)
and therefore, the transport equation for the joint scalar MDF is,
∂Fφ
∂t
+
∂u˜iFφ
∂xi
+
∂SαFφ
∂Ψα
=
∂
∂Ψα
[〈
1
ρ
∂Jαi
∂xi
∣∣∣∣Ψ〉Fφ]− ∂ 〈u′′i |Ψ〉Fφ∂xi (3.39)
where all the terms on the LHS appear in closed form; representing respec-
tively the rate of change of Fφ with time, convection from the mean flow
in physical space and the convection in scalar space from chemical reac-
tions. The terms on the RHS contain conditional expectations, which are
unclosed and require modelling. The second term on the RHS represents
turbulent transport in physical space which requires modelling as the joint
scalar PDF does not include velocity information. The first term on the
RHS represents diffusion from mixing in composition space. The molecular
mixing in reacting flows is related to the scalar dissipation and may have an
inhibiting effect on chemical reactions. The challenge in closing this term
is the need of gradient statistics (two point) which are not available from
one point probability density functions. Despite this limitation, mean val-
ues can be calculated at all spatial points, which is why transported PDF
methods remain an attractive choice due to its ability to model complex
thermochemistry without approximation [200]. All scalar transport effects
are included in the solution of this equation, which effectively supersedes
the mass fraction transport equation Eq. (2.4). However, it does not con-
tain velocity information which is provided from the solution of the mass,
momentum and energy dissipation transport equations described in Chap-
ter 2. A full description is provided by the joint velocity-scalar PDF, which
incorporates velocity in the solution of the transported PDF and closes the
term for turbulent transport in physical space. The corresponding transport
equation for the joint velocity-scalar MDF is [176],
∂Fuφ
∂t
+
∂
∂xj
[VjFuφ] = − ∂
∂Vj
[〈Aj |V ,Ψ〉Fuφ]− ∂
∂Ψα
[〈Θj |V ,Ψ〉Fuφ] (3.40)
where (V ,Ψ) is the sample space for all the permissible values for the ran-
dom vector (u, φ); Aj is the force per unit mass and Θj is the net source of
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φ and are defined as
ρAj(x, t) ≡ ∂τij
∂xi
− ∂p
∂xj
+ ρgj ρΘk(x, t) ≡ −
∂Jαj
∂xj
+ ρSα (3.41)
The conditional expectations that appear in Eq. (3.40) require modelling,
which describe the effects of the mean viscous tensor and the fluctuating
pressure gradient as well as the mixing term. Solution techniques for the
presented methods were recently reviewed by Haworth [82], and the follow-
ing discussion is limited to the solution of the joint scalar PDF, which is of
relevance to the current work.
3.5.2 Stochastic Particle Methods
The PDF transport equation can be solved in the same way as the transport
equations presented in Chapter 2. However, this would limit the number
of scalars to be solved which is not the case for turbulent-reacting flows.
For this reason, the PDF evolution equation is solved using a Lagrangian-
particle-based Monte Carlo approach, which yields the same result as the
instantaneous conservation laws [176]. This ensures that the solution is
computationally viable. A number of α+1 solved variables is considered
(α species mass fractions and enthalpy) for the dimension of the mass den-
sity function which is modelled using a substantial collection of conceptual
particles. Theoretically, the solved equations evolve with the same PDF as
the particles. Every particle contains information of its position xL, veloc-
ity uL and composition φL, which fully defines the particle in time by its
state vector {xL, uL, φL; t}. The evolution of the particle is described by
the Lagrangian equations, with the velocity obtained externally,
∂xL
∂t
= UL
∂φL
∂t
= Θ (3.42)
where Θ is defined in Eq. (3.41) and represents the effect of mixing and
chemical reaction on the properties of the particle. The fine grained PDF
is represented by a large number of stochastic particles (N),
fNφ (Ψ, x; t) =
1
N
N∑
n=1
δ(Ψ− φ(n))δ(x− x(n)) (3.43)
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where (φ(n), x(n)) are simultaneously measured values of composition and
position. The discrete Monte Carlo sampling suffers from a slow conver-
sion rate which requires a fourfold increase in particles to obtain half the
statistical error as,
fφ(Ψ, x; t) = lim
N→+∞
fNφ (Ψ, x; t) (3.44)
which for the ensemble average of any function, say Q(φ, x), becomes:
〈
Q(φ, x)
〉
N
=
∫ ∫
Q(Ψ, x)fNφ (Ψ, x; t)dΨdx =
1
N
N∑
n=1
Q(φ(n), x(n)) (3.45)
by using the sifting property of the δ-function [14]. A statistical error N is
introduced as a finite number of particles is used,
N =
〈
Q(φ, x)
〉
N
− 〈Q(φ, x)〉 (3.46)
resulting in a standard deviation error of,
′N =
√
Q′2
N
(3.47)
Therefore, the discrete Monte Carlo sampling converges at a rate propor-
tional to N−1/2 [176], which calls for a large number of particles to reduce
this statistical error. This increases computational expense which can be
circumvented by the use of parallelisation [67]. An additional bias error is
introduced when using the Monte Carlo solution procedure [217] as a deter-
ministic approach is applied to a random system. This error has been shown
to be of less importance than the aforementioned statistical error, and to
arise from the particle mean velocity [217]. By calculating the mean veloc-
ity field externally, the bias becomes negligible as explored by Muradoglu et
al. [158]. For this reason, a similar implementation using a hybrid Finite
Volume/Particle method is adopted where the particle method is used solely
for the thermochemistry solution.
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3.5.3 Method of Fractional Steps
The PDF transport equation is solved with the Lagrangian-particle-based
Monte Carlo approach explained in the previous section, combined with
the fractional step method [220, 176] featuring a first-order (Euler) time
integration. The joint scalar MDF Eq. (3.39) is recast as,
∂Fφ
∂t
= (P1 + P2 + P3)Fφ (3.48)
where P1, P2, P3 are operators describing the different processes that take
place in the MDF transport equation. The operators include transport in
physical space, (the conditional velocity can be decomposed into an uncon-
ditional mean and a conditional fluctuation, 〈uk|Ψ〉 = u˜k + 〈u′′k|Ψ〉),
P1 = −〈ui|Ψ〉 ∂
∂xi
− ∂ 〈ui|Ψ〉
∂xi
(3.49)
transport in scalar space through molecular mixing,
P2 =
[〈
1
ρ
∂Jαi
xi
Ψ
〉]
∂
∂Ψα
+
∂
∂Ψα
[〈
1
ρ
∂Jαi
xi
Ψ
〉]
(3.50)
and transport in scalar space through chemical reaction,
P3 = −Sα ∂
∂Ψα
+
∂Sα
∂Ψα
(3.51)
The evolution of Fφ in a small time step (∆t) is considered by amounting
the effects of each transport process in a first-order approximation indepen-
dently and sequentially [176]. The method is defined by three fractional
steps:
F (1)φ (t) ≡ (I + ∆tP1)Fφ(t)
F (2)φ (t) ≡ (I + ∆tP2)F (1)φ (t)
F (3)φ (t+ ∆t) ≡ (I + ∆tP3)F (2)φ (t) (3.52)
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where I is the identity function and the subsequent relation for the MDF
after time ∆t is,
Fφ(t+ ∆t) ≡ (I + ∆tP3)(I + ∆tP2)(I + ∆tP1)Fφ(t)
= (I + ∆t [P3 + P2 + P1]
+∆t2 [P3P2 + P3P1 + P2P1]
+∆t3P3P2P1)Fφ(t)
= Fφ(t) + ∆t(P3 + P2 + P1)Fφ(t) +O(∆t2) (3.53)
An alternative expression for the first-order approximation of the MDF at
t + ∆t is obtained by applying a Taylor series expansion about the point
Fφ(t),
Fφ(t+ ∆t) = Fφ(t) + ∂Fφ
∂t
∆t+
∂2Fφ
∂t2
∆t2
2!
+ ...
= Fφ(t) + ∂Fφ
∂t
∆t+O(∆t2) (3.54)
which essentially yields the same expression as in Eq. (3.48) when equating
Eqs. (3.53) and (3.54),
P3 = −Sα ∂
∂Ψα
+
∂Sα
∂Ψα
(3.55)
and so Fφ(t) approximates to Fφ(t) with an added first order truncation
error.
3.5.4 Transport in Physical Space
A model is required for the turbulent transport of the PDF depicted by the
conditional expectation 〈u′′i |Ψ〉. A gradient-diffusion closure [160, 175] is
typically used,
ρ
〈
u′′i |Ψ
〉
Fφ = −µt
σt
∂Fφ
∂xi
(3.56)
where σt is the turbulent Prandtl or Schmidt number and µt is the turbulent
viscosity, obtained from the k − ε model [93],
µt = ρCµ
k˜2
ε˜
(3.57)
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where Cµ is a model constant, usually taken as 0.09 [93]. The turbulent
kinetic energy and energy dissipation are obtained from the computation
of the velocity field, in the current work through a second moment closure.
Introducing Eq. (3.56) into the joint scalar MDF transport Eq. (3.39) and
neglecting the effects of reaction and mixing as is the case for the first
fractional step yields,
∂Fφ
∂t
+
∂u˜iFφ
∂xi
= −∂ 〈u
′′
i |Ψ〉Fφ
∂xi
=
∂
∂xi
[
µt
σt
∂Fφ/ρ
∂xi
]
(3.58)
which has the same structure as the Fokker-Planck equation. The first
fractional step is modelled following the diffusion process described by the
Langevin equation [163],
dx = D(x, t)dt+ [B(x, t)]1/2dW (t) (3.59)
where dW (t) represents the Wiener process, D and B are the drift and
diffusion coefficients. The Fokker-Planck equation is derived from Eq. (3.59)
and depicts the evolution for the pdf in a diffusion process [176],
∂Fφ
∂t
+
∂
∂xi
[DiFφ] =
1
2
∂2
∂x2i
[BFφ]
∂Fφ
∂t
+
∂
∂xi
[
(Di − 1
2
∂B
∂xi
)Fφ
]
=
1
2
∂
∂xi
[
B
∂Fφ
∂xi
]
(3.60)
The stochastic evolution of Eq. (3.59) is solved using a Markov process which
satisfies the Fokker-Planck equation (3.60). Therefore, the first fractional
step is modelled with the latter equation, with parallels between the two
equations and so, the coefficients of drift and diffusion are defined as,
B =
2 (µt/σt)
ρ
Di = u˜i +
1
ρ
∂(µt/σt)
∂xi
(3.61)
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Thus, spatial transport takes place as a result of the independent stochastic
particle movement in the time interval ∆t,
x(t+ ∆t) = xi(t) + ∆t
[
u˜i +
1
ρ
∂(µt/σt)
∂xi
]
xi(t)
+
[
2 (µt/σt) ∆t
ρ
]1/2
xi(t)
ξi
(3.62)
where ξi is a standardised joint normal random vector with zero mean and
unit variance (a Wiener proess). This analysis includes the eddy diffusivity
model, which assumes isotropic viscosity and may arguably provide a less
rigorous closure to the velocity field in comparison to the joint velocity-scalar
PDF where the term appears in closed form [176]. However, further unclosed
terms are introduced, contributing to the added complexity of the solution.
Lindstedt and Va´os [135] investigated the effect of the closure of the first
fractional step in premixed flames by implementing the gradient diffusion
closure presented in this section, as well as a closure at the second moment
level [50, 174] and concluded that flame properties are strongly affected
by its closure in the context of burning velocity calculations. They showed
underprediction of burning velocity values when using the gradient diffusion
type closure. Other closures have been suggested for this term [44, 30], but
for the aforementioned reasons, the gradient diffusion closure is still suitable.
3.5.5 Transport in Scalar Space
For the second fractional step describing transport in scalar space, the joint
scalar transport equation can be simplified by omitting convection and re-
action to describe molecular mixing,
∂Fφ
∂t
=
∂
∂Ψα
[〈
1
ρ
Jαi
∂xi
∣∣∣∣Ψ〉Fφ] (3.63)
which can be reformulated by replacing the closure of the molecular mixing
term by the conditional scalar dissipation rate as shown by O’Brien [160],
∂Fφ
∂t
= − ∂
2
∂Ψ2α
[〈εφ|Ψ〉Fφ] (3.64)
Molecular mixing models are normally assessed in simple flow conditions [50,
51] as shortcomings are readily apparent. If a single conserved passive scalar
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φ is considered without chemical source term, only the effects of mixing will
affect the distribution evolution. The mean value of the passive scalar is
constant in time, and the rate of change of scalar variance can be derived
by simplifying the transport equation for the scalar variance Eq. (2.57),
which is positive, and so the variance will decay in time. As time progresses
the PDF tends to the mean and the variance to zero. The second moment
closure yields mean velocity and modelled turbulence fields, from which a
scalar mixing time-scale (τφ) can be drawn for the solution procedure of
the transported PDF. The standard expression for the velocity-scalar time-
scale ratio is given in Eq. (3.65), where ε˜φ is the scalar dissipation rate and
φ˜′′2 is the corresponding scalar variance, while k˜ is the kinetic energy of
turbulence and ε˜ is its dissipation rate. Cφ is the turbulent to mixing time
ratio constant, where a common value for Cφ is 2.3 as used by Lindstedt et
al. [128].
τ−1φ =
ε˜φ
φ˜′′2
=
Cφ
2
ε˜
k˜
=
Cφ
2
τ−1t (3.65)
An extension to this model was derived by Kuan et al. [109] based on a
fractal flame surface approach to account for flame propagation,
τ−1φ =
ε˜φ
φ˜′′2
=
Cφ
2
[
1.0 + C∗φ
ρu
ρ¯
uL
vK
]
ε˜
k˜
(3.66)
where uL is the local laminar burning velocity and vK is the local Kol-
mogorov velocity. The extended model features a scaling of the turbulent
burning velocities at high Damko¨hler numbers. It also suggests that par-
tial flame quenching is responsible for burning velocity reductions at high
Reynolds numbers rather than flame geometry effects [109]. A value of C∗φ
is taken as 1.2 as used in previous work [136, 130] from the calibration using
opposed jet geometry stabilised flames. More recent developments have es-
timated the scalar mixing time-scale from the modelled transported scalar
dissipation rate equation [73].
Molecular mixing is usually seen as the main weakness in transported
PDF methods and has induced abundant consideration as it is unclosed
in both joint scalar and joint velocity-scalar PDF approaches. Extensive
studies have been performed to demonstrate the sensitivity of the flame
structure to the choice of mixing model and constants as shown in the efforts
of many groups [201, 128, 218] to model the piloted–jet flame of Barlow and
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Frank [3]. A comprehensive review of existing models was performed by
Hu˚lek [86] and Ozarovsky [162], and an outline of relevant models will be
discussed, some of which were investigated by Ren and Pope [184] in the
modelling of partially stirred reactors.
Mixing models
In homogeneous turbulence the mixing of an inert passive scalar results in
the relaxation of its initial PDF towards a smooth bell shaped distribu-
tion, which can be described as a Gaussian distribution characterised by its
mean and variance [176]. This hypothesis was confirmed by Eswaran and
Pope [58] through a DNS study of an inert passive scalar in homogeneous
turbulence. Despite this, most scalar fields are bounded and so are their
PDFs, which means they cannot be exactly Gaussian [171]. The simplest
model is the Interaction by Exchange with the Mean (IEM) [207] or Linear
Mean Square Estimation (LMSE) [49], which initiated in different physical
concepts and results in the same equation. It uses the deterministic no-
tion that particle properties change in proportion to their distance from the
mean. Despite its simplicity and ability to mimic the essence of mixing, the
relaxation of the PDF from an initial field does not take place and remains
unchanged. Another type of mixing model represents the interaction of
stochastic particles via a Poisson process [176]. It features an extension of
Curl’s Coalescence/Dispersion model [41], where two particles (φ1, φ2) with
different scalar values are mixed and returned their average value 12(φ1+φ2),
producing an incorrect relaxation of the distribution. The modified Curl’s
(MC) model [51, 90] improves upon this and ensures relaxation of the ini-
tial distribution with a continuous PDF shape. For this reason it is widely
used [86], as well as for its high computational efficiency, even if it is not
capable of reproducing higher order moments [138]. In the MC model, Nmix
independent particle pairs (p and q) out of N interact for a time ∆t,
Nmix =
2βφN∆t
τφ
(3.67)
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where a value for constant βφ of 3 is chosen for a correct decay rate of the
scalar variance [129]. Their values change with mixing as follows,
φ(p)[t+ ∆t] = φ(p)[t] + h
φ(q)[t]− φ(p)[t]
2
φ(q)[t+ ∆t] = φ(q)[t]− hφ
(q)[t]− φ(p)[t]
2
(3.68)
where h is a uniform random variable between 0 and 1. The unselected
particles are not altered during the process. It can be seen that the origi-
nal model of Curl [41] is recovered when h is set to 1. Valin˜o and Dopazo
developed the binomial Langevin model, based on the Langevin equation
Eq. (3.59) to model mixing as a stochastic diffusion process. The classical
Wiener process is replaced with binomial random diffusion to accommodate
for bounded scalars and is able to model asymmetric distributions. However,
it cannot satisfy the localness property in composition space [86]. Appli-
cation of the binomial Langevin model in comparison to the DNS studies
of Eswaran and Pope [58] produces excellent results [206, 86]. However,
it is computationally expensive, reactive scalar bounds are not fixed and
extension to more than one scalar is not trivial [87]. An extension to this
was derived by Wandel and Lindstedt [210] as a hybrid binomial Langevin-
Multiple Mapping Conditioning (MMC) model for inhomogeneous flows,
which incorporates the binomial Langevin model and uses its PDF to se-
lect a reference variable for the MMC part. This removes the difficulties
of modelling scalars with non-elementary bounds as well as including lo-
cality in scalar space. Results evaluated in a chemically reacting scalar
mixing layer [210] show promising accordance for the first two moments of
the PDF at an affordable computational expense. A more accurate mixing
model featuring localness was proposed by Subramaniam and Pope [197].
The Euclidean minimum spanning tree (EMST) model takes the distance
between particles in composition space into consideration, by only allowing
particles which are close to each other to mix. This model has produced
excellent results [197] as mixing is modelled locally in composition space,
however its high computational requirement and violation of linearity and
independence as well as lack of relaxation to a Gaussian shape [181] renders
it less attractive.
A new model called the Shadow-Position Mixing Model (SPMM) has
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been developed by Pope [182] which models mixing as a relaxation of the
composition towards its mean conditional on a new variable referred to as
the ‘shadow position’. This new mixing model satisfies turbulent dispersion
theory, realisability and transformation properties and locality in composi-
tion space. It has been validated in both reactive and non-reactive cases
with good agreement in RANS and LES simulation.
3.5.6 Chemical Reaction
Transported PDF methods include stiff chemical mechanisms that allows
for accurate prediction of finite rate chemistry effects in turbulent reacting
flows, such as pollutant formation or extinction/auto-igniton. This is the
third fractional step Eq. (3.51) [176], and the largest load on the solution
process. The effect of chemical reaction on the PDF evolution is determin-
istic and scalar properties of the particles are updated after a time interval,
φα [t+ δt] = α[t] +Rα∆t α = 1...nsp (3.69)
where nsp is the total number of solved species and Rα was introduced in
Eq. (2.7). The stochastic Monte Carlo method facilitates the solution of the
transported PDF equation, and the computational efficiency (rising linearly
with the number of scalars) allows for detailed chemistry to be used where
normally solutions are limited to a reduced reaction mechanism.
Reaction mechanisms are constructed by observing the significance of dif-
ferent species and reactions in simplified flow conditions. The scalar space is
thus adapted [151, 122] by systematic reduction where steady state assump-
tions (i.e. rate of production is equal to the rate of destruction) for certain
species are introduced, as well as partial equilibrium assumptions if the for-
ward and backward reaction rates are equal. These reduced mechanisms
enable more efficient computations without loss of representation of the
physics of combustion, examples are the reduced mechanisms in methanol
combustion of Meyer et al. [151] and the reduced mechanism in methane/air
combustion of Smooke et al. [189].
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3.6 Summary
Chapter 3 has described the combustion regimes that must be considered in
the prediction of practical combustion applications. These may be generally
grouped into the premixed and non-premixed modes for which a variety of
models have been proposed. Examples of these are Flame Surface Density
(FSD) for premixed, flamelet models for non-premixed, and regime inde-
pendent approaches such as the transported PDF method.
Transported PDF methods have been selected for the study of the cases
to be analysed in the following chapters, the first of which will be presented
in Chapter 4.
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4 CH4/H2 Jet Flames in MILD
combustion
Chapters 2 and 3 have introduced the theoretical and practical aspects of
flow-field and combustion modelling that are required for the numerical
simulation of a turbulent reacting flow. Particular focus has been given to
the joint Probability Density Function (PDF) method, and in the present
chapter this method is applied to the simulation of low-oxygen concentration
jet flames.
4.1 Introduction
The evolution of combustion technologies is moving towards more efficient,
less polluting, systems due to pressing regulatory changes and design ad-
vancements. Thus, it is crucial to understand the modes of combustion
that will enable engineers to fulfil such requirements. Moderate or Intense
Low Oxygen Dilution (MILD) combustion is an attempt to reduce pollu-
tant emissions (NOx, SOx, CO and soot) from combustion systems whilst
improving their thermal efficiency. MILD combustion is characterised by an
oxidiser or reactant inlet temperature greater than the auto-ignition temper-
ature, which results in a low combustion temperature increase (as explained
by Cavaliere and de Joannon [27]). This mode of combustion has potential
for the optimised use of HCCI engines and gas turbines, as its ‘MILD’ nature
makes it a highly controllable process. It is therefore potentially of extensive
use in industrial applications, as discussed by Tsuji et al. [205]. Exhaust Gas
Recirculation (EGR) is used to dilute and raise the temperature of the oxi-
diser stream, to reduce oxygen concentration and achieve a low temperature
increase in the combustion process. This type of high dilution and high tem-
perature combustion has many variants: Plessing et al. [170] and Wu¨nning
and Wu¨nning [216] observed little or no luminescence, and therefore termed
88
it Flameless Oxidation (FLOX); meanwhile, Katsuki and Hasegawa referred
to it as High Temperature Air Combustion (HiTAC) [100]. An assessment
of the potential to achieve low pollutant emissions and fuel savings in indus-
trial systems requires a better understanding of the flame structure at low
oxygen levels, as well as the effects of turbulence. Goh et al. [72] explored
the transition of lean premixed turbulent JP-10 flames using a density seg-
regation based technique applied to Particle Image Velocimetry (PIV) in
an opposed jet configuration with combustion stabilised by hot combus-
tion products. A gradual change from flameless oxidation to a corrugated
flamelet regime was observed at an equivalence ratio of 0.80, as well as a
change in turbulent transport from gradient to counter-gradient mode for
the same transition. The transition to flameless combustion was found to
be consistent with the decreasing Damko¨hler numbers.
MILD combustion can be achieved when a cold jet emerges into a hot ox-
idiser stream with low oxygen levels. Such a configuration is similar to that
used in the study of more typical combustion modes where a jet issues into
a vitiated coflow such as the Cabra burner [23], which was predicted numer-
ically by Gkagkas and Lindstedt [68, 69] and Cao et al. [26, 25], amongst
others. The high coflow temperatures and the reduced oxygen levels affect
the mixing to produce lower reaction rates, reduced density gradients, and
a more distributed reaction zone. Thus, MILD combustion poses an inter-
esting challenge for computational combustion scientists, particularly in the
context of RANS/PDF simulations.
Another experimental set-up applying a similar configuration is the burner
of Markides and Mastorakos [143]. To summarise, the burner consists of a
2.24 mm diameter central jet issuing into an electrically-heated air coflow,
where the turbulence in the coflow is generated by passing the air through
a perforated plate upstream of the central jet exit. Markides and Mas-
torakos [143, 144, 145] used this burner in the investigation of auto-ignition
behaviours related to coflow temperature and velocity, and demonstrated
four ignition ‘regimes’ of: no ignition; ‘random spots’ of auto-igniting flu-
ids which are convected out of the domain; ‘flashback’, where the flame
propagates upstream from its point of ignition; and the stable anchored or
lifted flame. Their experimental data has been used for subsequent numer-
ical studies, particularly by Large-Eddy Simulation (LES) with the Condi-
tional Moment Closure (CMC) approach [98, 196, 204]. The Cabra [23] and
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Markides [143] burners both feature a diluted hydrogen fuel jet issuing into
a hot coflow, where the Cabra burner fuel jet has a higher dilution than
the Markides burner. The coflow in the Cabra burner is made up of hy-
drogen combustion products and is unconfined, thus having a tendency to
entrain air which increases variability in its downstream composition. The
Markides burner, on the other hand, produces more reliable and controllable
boundary conditions by using a confined, electrically-heated coflow, which
is beneficial for the use of experimental measurements in comparison to nu-
merical studies. However, the selection of optimal test cases is at present a
compromise between completeness in terms of scalar and velocity field data
and the desired accuracy of boundary conditions. Thus the present study
of the jet in hot coflow burner (described below) may be complicated by
uncertainties introduced from using combustion products in the hot coflow,
where temperatures and species concentrations may vary from those stipu-
lated, but benefits from the extensive previous efforts that are reported in
the literature. Studies of the Cabra and Markides burners [196] have shown
that the flame is stabilised by auto-ignition in the Markides burner, whereas
in the Cabra burner it is stabilised by this mechanism only at higher temper-
atures [164]. This results in a difference in sensitivity to different chemical
mechanisms, producing different auto-ignition delay times, as a consequence
of the hydrogen concentration being lower for the Cabra case by a factor of
five.
Dally et al. [43] introduced a simple experimental burner to recreate
MILD conditions. The burner consisted of a central fuel hydrogen/methane
mixture fuel jet issuing into a co-axial annulus of hot combustion products
produced by burning the fuel jet mixture at stoichiometry with nitrogen and
air dilution to control the oxygen concentration. An outer coflow of cold
air was also included to stabilise the flow. Three turbulent, non-premixed
flames at the same Reynolds number were measured, with differing oxygen
levels in the hot oxidiser stream. As the oxygen concentration in the hot
coflow was reduced, the flames became less luminous and concentration of
radicals such as OH were lowered.
MILD combustion has been studied numerically using a variety of meth-
ods. Coelho and Peters [38] studied the burner of Plessing et al. [170], suc-
cessfully predicting NO formation by applying an Eulerian particle flamelet
formulation. The burner of Dally et al. [43] was studied by Kim et al. [103]
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using a CMC model, modelling the three streams by a single mixture frac-
tion. However, Christo and Dally [36] found major discrepancies in species
predictions as a result of a single mixture fraction formulation. Several
combustion modelling strategies were applied by Frassoldati et al. [62] to
predict pollutant formation. LES of the same burner was considered by
Ihme et al. [88] to assess scalar mixing, it was concluded that the scalar
boundary conditions have a great impact on the flow throughout the entire
flame structure.
Recently, Minamoto et al. [152, 153, 154, 155, 156, 157] performed DNS
studies of MILD combustion. They identified the shortcomings of the com-
monly used canonical flamelet to represent MILD combustion, and sub-
sequently proposed a canonical MILD flame element (MIFE). Additionally,
the morphology of this type of flame was studied, concluding that the scalar
gradient is key to determine whether local conditions are controlled by re-
action or propagating flame activities.
The present work extends past efforts featuring transported PDF methods
for the simulation of highly diluted non-premixed flames; focussing on the
ignition behaviour, and hence on the shear layer between the fuel jet and the
hot coflow. The accuracy of the method is assessed against the experimental
results of Dally et al. [43] for first and second moments of species mass
fractions and temperature. Particular attention is given to the case with
highest dilution as this is where the effects of MILD combustion are most
significant.
4.2 Jet in Hot Coflow burner
The experimental burner of Dally et al. [43] consists of an insulated central
jet flowing at a Reynolds number of 9500, with a 4.25 mm inner diameter
and 0.4 mm wall thickness. A secondary burner is mounted upstream of
the jet exit, with an annulus of 82 mm inner diameter. A schematic of the
burner geometry is shown in Fig. 4.1. The case studied here features a fuel
jet of methane and hydrogen at a 1:1 ratio by volume. The secondary burner
supplies hot combustion products from the same fuel mixture, mixed with
nitrogen and oxygen to control the dilution for each case. The three cases
of 3%, 6% and 9% oxygen mass fraction in the hot coflow are referred to as
HM1, HM2 and HM3, respectively. Photographs with the same exposure
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Figure 4.1: Schematic of the experimental burner of Dally et al. [43] used
in this study.
time showing the different flames are shown in Fig. 4.2. The burner is sur-
rounded by air at room temperature flowing with the same velocity as the
coflow. A summary of the operating conditions is provided in Table 4.1. De-
tailed single-point Raman, Rayleigh, and Laser-Induced Fluorescence (LIF)
measurements were performed for temperature and mass fractions of CH4,
N2, O2, H2O, OH, CO, NO and CO2 [43].
4.3 Computational Details
A transported probability density function (PDF) approach closed at the
joint scalar level [68, 125, 128, 129, 134] is used to model the three cases
given in Table 4.1, which shows the boundary conditions as provided by
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Figure 4.2: Photographs of flames HM1 (a), HM2 (b), and HM3 (c) taken
with the same exposure time from Dally et al. [43].
the experimentalists [43]. As indicated in previous work [36, 62, 64, 88,
103], the complexity of the combustion process dictates that a thorough
representation of the chemistry is required for the current cases; the use
of transported PDF methods permits its inclusion without any additional
modelling assumptions. The method has been successful in predicting key
kinetic phenomena in different turbulent hydrocarbon flames [68, 125, 127,
128, 129, 131, 136].
Stankovic´ and Merci [196] showed that in the context of heated, diluted
hydrogen-air mixtures, the choice of chemical mechanism has a significant ef-
fect on auto-ignition times. Gkagkas and Lindstedt [69] also performed sen-
sitivity studies on a hydrogen-nitrogen lifted flame, but found that the mech-
anisms tested in their work generally exhibited similar behaviour (within the
experimental uncertainties associated with the boundary conditions). The
chemical mechanism can have an effect on the results obtained, however fol-
lowing the work of Gkagkas and Lindstedt [69], a validated mechanism was
deemed suitable for the present study. The 311 reaction C/H/O/N mecha-
nism of Lindstedt and coworkers [99, 127, 129, 188] with 49 solved species
(including H2, O2, H2O, H, O, OH, HO2, CO, CO2, CH4, CH3, C2H2, C2H4,
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Table 4.1: Operating conditions for the JHC burner [43].
Stream
U T Composition
(m/s) (K) (Mass fraction %)
Jet 60 305
YCH4 YH2
88.9 11.1
YO2 YN2 YH2O YCO2
HM1
3.2 1300
3 85 6.5 5.5
HM2 6 82 6.5 5.5
HM3 9 79 6.5 5.5
Air 3.2 294
YO2 YN2
23.2 76.8
C2H6, N2, N2O, NO, HCN, and NH3) was implemented with the updated
detailed H2/O2 chemistry of Sun et al. [198].
The flow field is closed at the second moment level using the Speziale-
Sarkar-Gatski (SSG) [194] pressure strain correlation introduced in Chap-
ter 2. The Reynolds stress model and the transported PDF equation for
composition are coupled using a Lagrangian particle–based Monte Carlo
method [176]. The transport of the joint PDF is modelled through a gradi-
ent diffusion approximation with a value for the turbulent Prandtl number
of 0.70 [186]. The second moment closure yields mean velocity and modelled
turbulence fields, from which a scalar mixing time-scale (τφ) can be drawn
for the solution procedure of the transported PDF. The standard expression
for the velocity-scalar time-scale ratio is given in Eq. (4.1), where ε˜φ is the
scalar dissipation rate and φ˜′′2 is the corresponding scalar variance, while
k˜ is the kinetic energy of turbulence and ε˜ is its dissipation rate. A value
for Cφ of 2.3 is chosen as used by Lindstedt et al. [128], and a sensitivity
analysis is performed using values in the range 1.5 ≤ Cφ ≤ 3.
τ−1φ =
ε˜φ
φ˜′′2
=
Cφ
2
ε˜
k˜
=
Cφ
2
τ−1t (4.1)
Molecular mixing is closed using the Modified Curl’s model of Janicka et
al. [91], following its good performance in previous work on piloted diffusion
flames [99, 127, 129, 125, 126, 188]. The scalar mixing time-scale is used in
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the mixing model. A 1/7th power law velocity profile is introduced on the
assumption of a fully developed profile for the jet stream, as no measured
flow field data is available. Following the suggestion of Dally et al. [43], mix-
ture fraction statistics are used as reference to assess the prediction of the
spread of the jet. The flow is assumed to be axi-symmetric with boundary
conditions based on the data provided in Table 1. For case HM1, a ‘recir-
culation zone’ was considered at the rim of the burner, between the jet and
coflow, to promote flame stabilisation [129]: an annulus of 0.6 mm width
(0.4 mm rim thickness plus 0.1 mm recirculation on each side) was included
with combustion products from chemical equilibrium at the stoichiometric
mixture of the fuel and oxidiser streams, to no significant effect. Further-
more, it can be seen from the experimental data (see e.g. Fig. 4.7) that the
flow within the burner upstream of the simulated domain has developed,
to produce a parabolic profile in temperature at the burner exit. However,
step boundary conditions were preferred for the individual reactant streams
so as to not bias the results. In a preliminary study, computations on dif-
ferent grids were analysed with varying numbers of cells and a variety of
cell distributions. In order to optimise the computational efficiency, 400
stochastic particles per cell (Np) and 110 computational cells in the radial
direction are used to provide a compromise between numerical accuracy and
computational cost; this yields a similar resolution to previous work on re-
lated CH4 flames [68]. The axial domain extends up to x = 120 mm and
the adaptive (density-weighted) radial grid initially extends to r/D = 15.
4.4 Computational Results
4.4.1 Centerline Profiles
Centreline profiles for the first two moments of Favre-averaged tempera-
ture and mixture fraction (calculated using Bilger’s formula, Eq. (3.32) in-
troduced in Chapter 3, to comply with experimental data) are shown in
Fig. 4.3 for the three different cases. Comparisons between measurements
and calculations of the mean and RMS show overall good agreement with a
delayed onset of mixing in the jet for all cases. This corresponds to the tem-
perature increase which lags by x/D = 5. Christo and Dally [36] commented
on the adjustment of turbulent quantities to provide best agreement of the
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jet spread and decay rates with the experiment by increasing the turbulent
kinetic energy by a factor of 3.75. However, for the case presented, standard
fully developed pipe flow conditions were assumed since no flow field data
was available experimentally.
The mixing process is dominant in the flow studied as the temperature
along the central axis (Fig. 4.3) rises slowly with corresponding low RMS
levels and with a gradual appearance of combustion products. This can be
seen in Fig. 4.4, where mean and RMS values for mass fractions of CH4, O2,
CO, CO2, H2 and NO along the centreline are shown. There is no distinct
ignition peak, but rather a progressive combustion behaviour as is expected
in MILD combustion with a distributed and moderate reaction zone. The
effect of dilution is apparent when observing the centreline mass fractions
for cases HM2 (Fig. 4.5) and HM1 (Fig. 4.6). A reduction in oxygen mass
fraction from 9% to 3% in the oxidiser stream results in a reduction of
CO at x/D = 50 by a factor of 2.5 in the experiments, and this reduction
is overestimated by a factor of 5 in the simulation. A discrepancy is also
observed in the CO2 mass fractions, which in the experiments seem to be
independent of the oxygen mass fraction, but a weak dependency is shown
by the computations. However, the trend in concentration of H2O with
varying O2 mass fraction is well matched.
4.4.2 Radial Profiles
Radial scalar profiles must be examined to understand the ignition process.
Comparisons of the Favre-averaged temperature for the different oxygen
dilutions in the coflow are shown in Fig. 4.7. The onset of chemical reaction
is arguably well represented for all flames as it takes place at the expected
radial (r/D ≈ 2) and axial (x ≈ 30 mm) locations, i.e. within the shear layer.
The onset is characterised by a moderate to small increase in temperature;
650 K in the 9% case and 25 K in the 3% at x = 60 mm, which exemplifies
the effects of dilution. Additionally, this shows the predominance of mixing
as fluctuations moderately increase and spread out.
In all three cases a peak in temperature RMS is observed both in the
shear layer between the jet and coflow (where there is a steep velocity and
temperature gradient), and in the mixing layer between the coflow and cold
air stream (where there is an abrupt temperature change, and therefore a
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Figure 4.3: Mixture fraction and temperature statistics along the centre-
line. Favre-averaged mean quantities (–) and RMS (--) with
increased axial distance for flame HM3 (a), HM2 (b), HM1 (c).
Experimental data for measured means (◦) and RMS (+) from
Dally et al. [43].
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Figure 4.4: Species mass fractions for flame HM3 along the centreline.
Favre-averaged mean quantities (–) and RMS (--) with increased
axial distance. Experimental data for measured means (◦) and
RMS (+) from Dally et al. [43].
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Figure 4.5: Species mass fractions for flame HM2 along the centreline.
Favre-averaged mean quantities (–) and RMS (--) with increased
axial distance. Experimental data for measured means (◦) and
RMS (+) from Dally et al. [43].
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Figure 4.6: Species mass fractions for flame HM1 along the centreline.
Favre-averaged mean quantities (–) and RMS (--) with increased
axial distance. Experimental data for measured means (◦) and
RMS (+) from Dally et al. [43].
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steep density gradient). The magnitude of the outer peak is consistently
over-predicted, which is symptomatic of the difference in conditions at the
jet exit between the experiments and simulations.
There is no flow field data for these flames, and therefore the mixture
fraction mean and RMS were used as a guide to predict the spread rate (as
suggested by Dally et al. [43]). Radial profiles of the mixture fraction are
shown in Fig. 4.8; the correspondence with experimental results suggests an
adequate representation, albeit with under-predicted spread. This is possi-
bly due to a disparity in initial conditions between the experiments and the
simulation, which is clearly in evidence from the temperature profiles shown
in Fig. 4.7. However, results remain within the experimental uncertainty
(as estimated from the variance in the experimental results). Radial profiles
for mass fractions of key species are shown in Figs. 4.9 to 4.13 for the case
with 9% oxygen in the coflow.
The radial profiles of oxygen are shown in Fig. 4.9, and suggest acceptable
agreement as the mass fraction magnitude is appropriately portrayed. How-
ever, RMS peaks are initially too pronounced translating to a low spread in
mean values, which is resolved further downstream. An encouraging obser-
vation is the appearance of oxygen on the centreline at downstream locations
where there is still fuel; at x/D = 30 there exists a methane mass fraction
of 0.25 in case HM3 (Figs. 4.4) which is compared to an oxygen mass frac-
tion of 0.02 at r/D = 0 in Fig. 4.9. Katsuki and Hasegawa [100] suggest
that this signifies extinction which is characteristic of MILD combustion,
and that in order to establish MILD combustion in a furnace environment
there must be extinction at the flame base by the shear motion of the high
velocity inlet air. The appearance of oxygen at the centreline suggests the
capability of transported PDF methods to capture this phenomenon. The
experimental results show a zero mean oxygen mass fraction towards the
centreline (0 < r/D < 3), but the non-zero (approximately 1%) variance in
the same region suggests a discrepancy in the experimental data. The CO2
radial profiles follow a similar trend (Fig. 4.10) with good representation of
the ignition process, albeit slightly over-predicted, which follows from the
initial step boundary condition. In the shear layer at r/D = 1 the absolute
boundary value is 1% higher than the experimental determination, which
may have an effect further downstream. The radial profiles of H2O are
shown in Fig. 4.11, with good agreement despite a slight under-prediction
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Figure 4.7: Temperature statistics at varying axial locations for flame HM3
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data for measured means (◦) and RMS (+) from Dally et al. [43].
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from the jet to the shear layer. Again, a shortage in mixing can be observed
as a consequence of the step profiles applied. The first and second moments
for the hydroxyl radical follow very good prediction with ignition accurately
reproduced as shown in Fig. 4.12. Mean and RMS profiles show the same
order of magnitude. At the first measuring station located 4 mm from the
burner, OH can be found at the shear layer between the jet and the coflow,
which suggests that reaction is taking place as the hydroxyl radical indicates
post-ignition chemical activity.
Values at 4 mm for OH and CO were interpolated from experimental data
on to the computational grid and applied at the inlet to observe sensitivities
to boundary conditions. The analysis was performed for flames HM3 and
HM1. As shown in Figs. 4.12–4.15 there is no significant effect on the
ignition behaviour, the interpolation of both CO and OH simultaneously
has been omitted as results were not improved. Furthermore, close to the
burner exit, a hump exists at r/D = 10 within the coflow for experimental
data, particularly noticeable for CO (Figs. 4.13 and 4.15), which could be
a product of cooling and extinction of the secondary flame near the burner
outer wall. Dally et al. [43] suggest that it should have minor effects on the
reaction zone.
However, in the main shear layer the statistics are well reproduced as is
apparent in the OH profiles (Figs. 4.12 and 4.14). The above observations
also apply for flame HM2, with a good characterisation of ignition based
on comparisons with the available experimental data. For the most diluted
case of 3% O2 (HM1), the onset of ignition is apparent at x = 30 mm with
the production of radical species such as OH (Fig. 4.14). Predictions show
lower magnitudes of OH mass fractions, possibly due to the limitations
of the implemented chemistry under high dilution conditions. Similarly,
CO production is under-predicted (Fig. 4.15), and given the difficulties in
defining accurate boundary conditions in the coflow, it is not possible to
establish the cause with certainty. Figure 4.16 shows the radial distribution
of NO mass fraction first and second moments. Note that experimental
data at x = 4 mm is omitted, as the magnitude of the measured values is
comparable to the precision of the measuring device. Flames HM3 and HM2
show good agreement, whereas for the HM1 case featuring high dilution an
under-prediction is observed. However, the measured levels are very low
and possibly subject to uncertainties. The reduction of NO with dilution
104
observed in Fig. 4.16, captures the beneficial effects of EGR addition to
combustion systems. The HM1 flame is, however very sensitive to the coflow
temperature and an increase by 150 K results in a significant improvement
as discussed below.
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Figure 4.9: Radial profiles of O2 Favre-averaged mass fraction (–) and RMS
(--) with increased axial distance for flame HM3. Experimental
data for measured means (◦) and RMS (+) from Dally et al. [43].
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Figure 4.10: Radial profiles of CO2 Favre-averaged mass fraction (–) and
RMS (--) with increased axial distance for flame HM3. Ex-
perimental data for measured means (◦) and RMS (+) from
Dally et al. [43].
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RMS (--) with increased axial distance for flame HM3. Ex-
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Figure 4.14: Radial profiles of OH Favre-averaged mass fraction (–) and
RMS (--) with increased axial distance for flame HM1. Ex-
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4.4.3 Sensitivity Analysis
The base case simulation described in the previous chapter shows overall
good agreement with experimental results and gives insight into interesting
aspects of the effects of dilution in the oxidiser stream. An investigation on
key parametric sensitivities is useful to understand and improve upon the
agreement obtained for the base case simulation. The effects of varying the
time-scale ratio constant, coflow chemical composition, coflow temperature
and turbulence intensities in both the jet and the coflow were studied, as
well as the impact of the more complete H2 chemistry of Gkagkas and Lind-
stedt [69] that includes the H2O2 species. In order to analyse the mixing
model, different values for the time-scale ratio constant Cφ were explored.
Values of 1.5, 2.3, and 3 were investigated as shown in Figs. 4.17–4.20. The
changes in time-scale ratio constant are proportional to the mixing in accor-
dance with Eq. (4.1) [125, 128, 201] and for the present case the “standard”
value of 2.3 appears adequate [128, 201]. The limited influence of Cφ on the
ignition behaviour is consistent with studies of the Cabra burner geometry
e.g. [68, 69].
A sensitivity of CO mass fraction to coflow temperature was observed
in Figs. 4.21 and 4.22, where an increase of up to 150 K provides better
agreement due to the high dependence of CO production on temperature.
Similar trends are observed for OH as seen in Figs. 4.23 and 4.24. However,
it is also evident that the boundary conditions are not correct as Dally et
al. [43] point out. This does not have a major impact on the reaction
zone as discussed by Dally et al. [43] and as apparent in Figs. 4.12–4.15.
Additionally, effects of changing the turbulent intensity of the jet and coflow
were studied to obtain better understanding of the most diluted case. As
shown in Figs. 4.25–4.28, the spread of the jet and coflow change marginally
without major effects.
As a final test the effect of radiation was accounted for in the present case
through the optically thin assumption [67, 76], but was not found to have
a significant impact on the trends observed.
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Figure 4.17: Effect of time-scale ratio constant on temperature. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM3. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
115
0
400
800
1200
1600
2000
T˜
[K
]
0
200
400
600
800
1000
T
′′ [
K
]
x = 4 mm
0
400
800
1200
1600
T˜
[K
]
0
200
400
600
800
T
′′ [
K
]
x = 30 mm
0
400
800
1200
1600
T˜
[K
]
 
 
Cφ = 2.3
Cφ = 3
Cφ = 1.5
0
200
400
600
800
T
′′ [
K
]
x = 60 mm
0 3 6 90
400
800
1200
1600
T˜
[K
]
r/D [-]
0 3 6 9 120
200
400
600
800
T
′′ [
K
]
x = 120 mm
r/D [-]
Figure 4.18: Effect of time-scale ratio constant on temperature. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.19: Effect of time-scale ratio constant on mixture fraction. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM3. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.20: Effect of time-scale ratio constant on mixture fraction. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.21: Effect of coflow temperature on CO production. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM3. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.22: Effect of coflow temperature on CO production. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.23: Effect of coflow temperature on OH production. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM3. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.24: Effect of coflow temperature on OH production. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM3. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.25: Effect of coflow turbulence intensity on temperature. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.26: Effect of coflow turbulence intensity on mixture fraction.
Favre-averaged mass fractions (–) and RMS (--) with increased
axial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.27: Effect of jet turbulence intensity on temperature. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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Figure 4.28: Effect of jet turbulence intensity on mixture fraction. Favre-
averaged mass fractions (–) and RMS (--) with increased ax-
ial distance for flame HM1. Experimental data for measured
means (◦) and RMS (+) from Dally et al. [43]. Np=100.
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4.4.4 Flame Analysis
The characterisation of the onset of chemical reaction for the three flames
was analysed by producing 2D surface plots of temperature, the hydroxyl
radical and intermediates that are relevant to the onset of chemical reac-
tion such as CH2O, HO2 and H2O2. The latter two species follow similar
concentration trends [68]. The transition in combustion mode with coflow
dilution is apparent when studying the HO2 radical shown in Figs. 4.30, 4.32,
4.34. For the 9% case (Fig. 4.34) the HO2 peaks close to the burner exit
marking the onset of reaction followed by a reduced concentration further
downstream following the onset of high temperature ignition. The more
diluted case, shown in Fig. 4.30, exhibits a radial spread of the hydroper-
oxyl radical, which marks pre-ignition and thus indicates a more distributed
reaction zone as expected in MILD combustion. Reduced oxygen levels in
the coflow translate to a reduction in high temperature radicals such as OH
(Figs 4.29, 4.31, 4.33), which is consistent with HO2 levels as OH formation
follows its decomposition [68]. MILD combustion occurs at lower temper-
atures and therefore the formation of CH2O is a key intermediate as it is
comparatively stable and produced from methane conversion at such tem-
peratures. The formaldehyde concentration is reduced by an order of mag-
nitude for the 3% case and the peak concentration appears far downstream
corresponding to the delayed onset of ignition. As observed by Dally et
al. [43], at around 100 mm downstream (x/D ≈ 25), entrainment from the
surrounding air starts to impact the flame which is most apparent in the
3% case (Fig. 4.29) and therefore the CH2O and HO2 radicals reappear.
Lift-off is observed for flames HM2 and HM3 which is consistent with the
findings of Dally et al. [43], as presented in Fig. 4.2. As the only experimen-
tal reference data available in this context, this image is used to estimate
lift-off heights for the visible flame of 7.2 mm for HM2 and 3.7 mm for HM3.
The limiting hydroxyl mass fraction for auto-ignition of YOH = 2.0 × 10−4
(as suggested by Cao et al. [26]) is used to establish lift-off heights in the
numerical results, which are found to be within 8% of the experimental es-
timates (7.6 mm for HM2 and 4.0 mm for HM3). No assessment of lift-off
height has been made for case HM1, as there is no distinct base to the flame
kernel in Fig. 4.2.
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Figure 4.29: Computed temperature (left) and OH (right) mass fraction for
HM1 (3% oxygen).
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Figure 4.30: Computed CH2O (left) and HO2 (right) mass fraction for HM1
(3% oxygen).
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Figure 4.31: Computed temperature (left) and OH (right) mass fraction for
HM2 (6% oxygen).
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Figure 4.32: Computed CH2O (left) and HO2 (right) mass fraction for HM2
(6% oxygen).
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Figure 4.33: Computed temperature (left) and OH (right) mass fraction for
HM3 (9% oxygen).
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Figure 4.34: Computed CH2O (left) and HO2 (right) mass fraction for HM3
(9% oxygen).
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4.5 Conclusions
In the present Chapter, the effect of MILD combustion on jet flames was
investigated using transported PDF methods closed at the joint scalar level.
Results show excellent agreement at the shear layer where the onset of
chemical reaction takes place. The effects of MILD combustion are well
characterised with a favourable reduction in NO with further dilution in
the hot combustion products stream. With higher dilution, difficulties in
capturing the OH and CO species were encountered and as Dally et al. [43]
suggest, a better understanding of the low temperature chemistry may be
necessary to interpret the HM1 case, though boundary conditions also exert
an influence.
Another trend towards efficient, non-polluting combustion technologies
is considered in the following chapter, where increased rates of mixing via
higher velocity jets portray distributed reaction zones. This is of relevance
in Homogeneous Charge Compression Ignition (HCCI) or gas turbine com-
bustors, where lean premixed combustion modes have potential to overcome
the existing issues of pollutant formation and efficiency concerns.
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5 Piloted Premixed CH4 Jet
Flames
In Chapter 4 the benefits of diluted combustion were illustrated with agree-
able predictions of first and second moments of temperature and relevant
species by the application of a transported joint Probability Density Func-
tion (PDF) method. This can be taken further by looking at lean, premixed
flames using the same method in order to assess their validity in the dis-
tributed combustion regime. This is achieved by having high mixing rates,
which is viewed as a particular challenge for combustion modelling [1].
5.1 Introduction
The purpose of turbulent combustion modelling is to simulate real life sit-
uations; to understand its behaviour, allowing predictions to be made and
improvements to increase efficiency and reduce emissions. For this reason
the present chapter considers a higher Reynolds number case, which better
approximates real life scenarios as increased mixing is portrayed. This al-
lows for further validation of transported PDF methods for more extreme
cases. Flame data for this case presents interesting challenges that provide
a new level of understanding of turbulent reacting flows.
An extensive sensitivity analysis for the Piloted Premixed Jet Burner
(PPJB) case of Dunn et al. [55] was carried out by Rowinski and Pope [187].
A joint velocity-turbulence frequency-composition PDF method was used
and provides a one-point statistical description of the turbulent reactive
flow field. In terms of the computational procedure, a parallel algorithm of
domain partitioning particles was used to facilitate efficient parallel com-
putation. Their computational study features a particle composition that
evolves by mixing and reaction. For the base case mixing model an Eu-
clidean Minimum Spanning Tree (EMST) was used with an In-Situ Adap-
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tive Tabulation (ISAT) chemical implementation [179]. As identified by
Rowinski and Pope [187], the shortcomings of the mixing models are the
likely cause for observed discrepancy in reaction progress for high-Reynolds
numbers. The exhaustive sensitivity analysis carried out shows that im-
proved calculation of this flame is only achieved through artificially slowing
down the chemistry by a factor of ten [187].
Amzin and Swaminathan [1] studied the PPJB for the development of
Conditional Moment Closure (CMC) methods in the context of premixed
combustion, and gained generally good agreement by considering the close
coupling of turbulence, chemistry and molecular diffusion and their influ-
ence on the conditional scalar dissipation rate. However, they also concluded
that a second order closure is required to accurately predict reaction inter-
mittency at higher velocities, which is consistent with the suggestions of
Rowinski and Pope [187].
Chen and Ihme [32] performed an LES for the three-stream piloted pre-
mixed burner using a three-stream flamelet/progress variable (FPV) and
considered the effects of non-uniform scalar inlet conditions and wall-heat
losses. Results show good agreement for the 100 m/s jet case. Velocity in-
flow conditions at the central jet were set from a turbulent inflow-profile and
velocity profiles in the pilot and coflow were modelled as tangent-hyperbolic
profiles. A sensitivity analysis was performed on the inlet temperature pro-
files and inhomogeneities in the pilot and coflow were found to affect the
region closest to the burner exit.
A similar investigation was presented by Duwig et al. [57] by using Implicit
LES to explore the importance of reaction mechanisms on simulation results.
Their analysis showed that a detailed chemical model is required to capture
the PPJB flame characteristics. It was also found that the stabilisation
of the flame is mainly affected by the small-scale mixing at the jet/pilot
interface, which coincides with conclusions put forward by Dunn et al. [55]
who indicate the importance of turbulence-flame interaction.
Transported PDF methods have been successfully applied to high Reynolds
number premixed flames and such work provides a solid basis for the present
case. Lindstedt and Vaos [136] investigated the piloted premixed stoichio-
metric methane-air flames of Chen et al. [31] with varying Reynolds numbers
(Re = 24,200 and 52,500). Using the transported PDF approach coupled
with a systematically reduced C/H/O mechanism, the dependence of the
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link between turbulence fluctuations and predicted turbulent burning ve-
locities on modelling closures for the scalar dissipation rate was investi-
gated. An extended scalar dissipation-rate closure and the modified Curl’s
model were found to produce good approximations for turbulent burning
velocities. Therefore the closure at the joint scalar level including de-
tailed chemistry shows an ability to reproduce premixed turbulent flames.
Lindstedt et al. [130] used a similar approach coupled with a systemat-
ically reduced H/C/N/O mechanism to study piloted partially premixed
CH4/H2/Air flames at high Reynolds numbers of 60,000 and 67,000. Ex-
perimental studies for these flames were performed at Sandia National Lab-
oratories, collecting data close to the burner which proves useful for heav-
ily extinguished flame characterisation. In this study the modified Curl’s
model failed to correlate with temperature results, which improved with an
increase in the Cφ constant and the extended closure for the scalar dissi-
pation rate. Similarly, Gkagkas et al. [70] modelled a bluff body stabilised
turbulent diffusion flame studied experimentally by Masri et al. [148]. The
flame features a jet velocity of 178 m/s, which is around 75% of the blow off
velocity and corresponding Reynolds number of 23,900, thus showing sig-
nificant local exctinction. A partial resolution of the unsteady flow motion
was included to represent experimentally identified instabilities at the up-
per shear layer. The transported PDF approach and systemically reduced
H/C/N/O mechanism produced good agreement and the extended scalar
time-scale shows improved predictions as it accounts approximately for the
local impact of chemical reaction [70].
5.2 Case Configuration
The PPJB is designed to investigate finite rate-chemistry effects in highly
turbulent lean premixed combustion. As shown in Fig. 5.1, the burner
consists of a high-velocity lean premixed central jet and low-velocity sto-
ichiometric premixed pilot, surrounded by a large-diameter coflow of lean
premixed hydrogen-air combustion products.
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Figure 5.1: Cross section of the PPJB burner [55].
The configuration is similar to a lean premixed gas turbine combustor
without the complications of swirl, recirculation and complex boundary
conditions. Data has been supplied by Dunn [53] for four flames in this
set with central jet velocities of 50, 100, 150, and 200 m/s (Fig. 5.2) corre-
sponding to Reynolds numbers of 12500 to 50000. The boundary conditions
for the case are presented in Table 5.1 and the different streams are shown
in Fig. 5.3. To quantify the spread of the different streams Dunn [52] for-
mulated a mixture fraction for the pilot, coflow and central jet based on its
elemental mass fraction and species measurements.
Table 5.1: Boundary conditions for the PPJB Burner [187].
Stream D (mm) U (m/s) T (K) φ Composition
Jet 4 50-200 300 0.5 CH4-air (unburnt)
Pilot 23.5 5.3 2280 1 CH4-air (burnt)
Coflow 197 4.0 1500 0.43 H2-air (burnt)
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Figure 5.2: Time averaged images taken with a conventional colour digital
camera of the selected flames [55].
Figure 5.3: Different streams of the PPJB burner
5.3 Numerical Procedure
The calculation of the PPJB cases follows the same approach of a trans-
ported PDF closed at the joint scalar level applied in Chapter 4.
The applied chemistry features the same mechanism as for the JHC work
with the omission of the species containing nitrogen as no experimental
measurements for these are available. Molecular mixing is closed using the
Modified Curl’s model of Janicka et al. [91] with an extended algebraic model
to account for the influence of the Damko¨hler and Karlovitz numbers on the
local scalar dissipation rate [109] as described in Chapter 3 and as used by
Lindstedt and Va´os [136]. This guarantees correct scaling behaviour of the
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turbulent burning velocity at high Damko¨hler numbers.
A parametric study was performed in order to understand the behaviour
of the flame and extinction at higher jet velocities, particularly to predict
the spread of the flame and the effects of the pilot. To rule out all possi-
bilities, any effects caused by the fact that the jet exit burner rim is not
chamfered (Fig. 5.4), were also investigated. This was done in a similar way
to Lindstedt and Ozarovsky [129], who modified boundary conditions to
include a ‘numerical pilot’ to represent the effect of the burner rim and its
associated recirculation zone. The turbulence-chemistry interaction was in-
cluded in the boundary conditions and the width of the numerical pilot was
approximated as the minimum required for flame ignition. The modification
did not alter the influence of the pilot.
As in Chapter 4, in order to optimise the computational efficiency, 400
stochastic particles per cell (Np) and 110 computational cells in the radial
direction are used to provide a compromise between numerical accuracy and
computational cost. The axial domain extends up to x = 240 mm and the
adaptive (density-weighted) radial grid initially extends to r/D = 5.
Edges without 
chamfer
ANNULUS
CENTRAL JET
Figure 5.4: Cross section of the PPJB burner [55].
140
5.4 Results and Discussion
5.4.1 Maximum Centreline Profiles
Predictions of maximum values of temperature and various scalars across
the entire diameter of the burner, plotted against downstream distance from
the nozzle exit, comply generally with experimental trends as shown in
Figs. 5.5 and 5.6. For CO (Fig. 5.5) the profile at the lowest velocity is
under predicted by approximately 30% even if the trend of initial onset of
chemical reaction and re-ignition downstream is captured. This follows from
the under-predicted temperature profile for the lowest velocity (Fig. 5.6).
The CO2 presents good correlation, as it shows maximum values from the
pilot.
Better agreement is observed for the 100 m/s with too prompt extinc-
tion at x/D = 40. The effect of increase in jet velocity is apparent in the
temperature gradient at x/D = 10 (Fig. 5.6) with further entrainment at
higher velocities creating a step-like profile for the 200 m/s case. For higher
velocities of 150 and 200 m/s over-prediction of CO and OH is apparent
possibly as the mixing is not affecting the reaction rate sufficiently. This
suggests that chemical reaction behaviour suffers a change for the higher ve-
locity cases. Results overall suggest that for the higher velocity cases, flame
extinction is under-predicted and re-ignition is too swift as an increase in
OH and CO is modelled. These effects are analysed further below.
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Figure 5.5: Comparison of experimental and computational data for the
maximum values of CO and CO2 in the axial direction for differ-
ent velocities, (a) 50 m/s (b) 100 m/s (c) 150 m/s (d) 200 m/s.
Circles indicate experimental data, and solid lines are simulation
results.
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Figure 5.6: Comparison of experimental and computational data for the
maximum values of T and OH in the axial direction for different
velocities, (a) 50 m/s (b) 100 m/s (c) 150 m/s (d) 200 m/s. Cir-
cles indicate experimental data, and solid lines are simulation
results.
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5.4.2 Radial Profiles
For better understanding of the flame behaviour, the radial profiles of the
various scalars are examined. The radial profiles of the Favre-averaged
temperature for the PDF calculations of the four flames PM1-50, PM1-
100, PM1-150 and PM1-200 are presented, where ‘PM1’ identifies the flame
being studied and the number which follows indicates the jet velocity.
5.4.3 PM1-50
Mean and RMS quantities for a variety of scalars were computed to allow for
assessment of the flame with a jet velocity of 50 m/s, as shown in Figs. 5.7–
5.13.
Mean temperature profiles show good agreement between experiments
and simulations with a maximum deviation of 10%. Results suggest strong
impact of the pilot gases at all axial positions. The drop in temperature
below the coflow temperature at around x/D = 3 is not captured as this is
due to the thermal boundary layer as a consequence of the stainless steel pi-
lot shroud [52]. This discrepancy follows for all velocity cases. A difference
of around 200 K in RMS is observed at x/D = 2.5 radially outwards, which
is inconsistent with the gradient in mean values, thus introducing uncer-
tainties in the experimental results. However, this is resolved downstream,
indicating the possibility that measurements were difficult to perform; pro-
ducing enough data to calculate first moments, but not enough to calculate
reliable second moment statistics.
The same observation can be made for all species mass fractions excluding
CH4; in other words, any quantity measured in experiments with a gradient
in its mean upstream of x/D = 15 within the region 2 < r/D < 3.5 does not
display an RMS (although such fluctuations are predicted in the simulation).
Additionally, a slight misalignment of around 0.4 mm is present and most
clearly seen in Fig. 5.12. This could be caused by the laser probe volume;
for the measurement of temperature and local radical pool concentrations,
a laser sheet of 13 mm high by 80 ± 12 µm thick was used [53]. This
misalignment is present in all four velocity cases, which reinforces the idea
that it was caused by the experimental set up.
The hydroxyl radical shown in Fig. 5.8 is under-predicted by 40% furthest
upstream, probably as a consequence of a too conservative temperature
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profile. The OH profile at the upmost position (x/D = 2.5) shows a peak in
the computational results at r/D = 1 followed by a rapid drop and a plateau,
whereas in the experiments the plateau at the initial peak is sustained. This
means that the release of heat is predicted to occur too quickly as the rate
of spread is too high compared to the actual flame.
Concentrations of methane (Fig. 5.9) show excellent agreement at all
points except x/D = 25. The fuel jet is clearly shown in Fig. 5.9 at
x/D = 2.5, with a radius of 2 mm (r/D = 0.5) and the mixing further
downstream is also apparent, spreading away from the centreline. The low
entrainment of pilot and coflow is satisfied as the shear rate at the interface
is low. However, far downstream the value for methane is too low by 40%,
which could indicate that the rate of spread requires further improvement.
It is most likely that the issue is related to the latter as the reduction oc-
curs downstream where mixing effects are prominent. This effect can be
observed in Fig. 5.10 where the mixture fraction as determined by Bilger’s
formula (Eq. (3.32)), spreads too quickly as the jet extends too far in the
radial direction and the pilot stream attenuates too rapidly.
Oxygen (Fig. 5.11) and carbon dioxide (Fig. 5.12) concentrations show
excellent agreement, with a maximum error of 15% at x/D = 2.5 as a
consequence of too high mixing. Carbon monoxide is highly temperature
dependent and any changes in the temperature will have a considerable
effect on CO mass fractions. According to Fig. 5.13, for x/D = 2.5 the
initial peak is under-predicted by 20% followed by a plateau which is less
pronounced in the experimental data. The shear layer between the jet and
pilot shows good ignition characterisation where the whole of the pilot is
not contributing to the reaction. Again, this may be a consequence of the
mixing model not capturing the three stream problem.
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Figure 5.7: Comparison of experimental and computational results of tem-
perature for PPJB PM1-50 (50 m/s) at different axial positions.
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5.4.4 PM1-100
Measurements and computations for the PM1-100 flame are shown in Figs.
5.14–5.20. For higher velocity cases, downstream data is shown at nor-
malised axial positions x/D = 7.5 and onwards. This allows for inspection
of the behaviour of the flame at the region most affected by the increase
in velocity, as mixing phenomena will play a major role. For the previous
case (PM1-50), data upstream was considered in order to explain the per-
formance at this position, which is similar for subsequent cases and thus is
omitted.
Temperature representation is generally good (Fig. 5.14) for this higher
velocity case, with a maximum difference of around 10% at r/D = 2.5 for the
upmost position. However, the temperature is too high by 100 K close to the
centreline at x/D = 30, which subsequently affects species concentrations.
As in the previous case, at x/D = 7.5 the computational RMS are greater
than those shown by the experimental data in the region r/D = 1.5 to
r/D = 3 by at least an order of magnitude. The discrepancy again disappears
further downstream, which gives further insight into possible difficulties in
obtaining substantial data close to the flame, as previously mentioned.
Trends for the OH radical shown in Fig. 5.15 bear a likeness to those for
the PM1-50 case, and are well predicted with 20% maximum over-prediction
in values for positions x/D = 7.5 and x/D = 15 at a radius r/D = 1.
However, values of OH levels three times greater than experimental values
at x/D = 30 are observed as a consequence of having too high temperatures
at this position. Additionally, at the last position (x/D = 45), simulations
are a factor of two lower than experiments, which corresponds to all the
fuel being consumed. In the experiments the flame brush moves towards
the coflow, as the entrainment is higher. However, this is not captured in
the model as the OH mass fraction values are higher towards the centreline.
Values for the mass fraction of CO at x/D = 30 are predicted to be around
10% smaller than measured in experiments, as shown in Fig. 5.16. Profiles
follow the right trend but with over-predicted attenuation due to excessive
mixing, which extinguishes the flame too early.
Fuel is well-predicted for x/D = 7.5 and x/D = 15, with values generally
within 5%, showing complete consumption at x/D = 45. However, mass
fraction of CH4 (Fig. 5.17) is 50% higher on the centreline at x/D = 30; as
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in PM1-50, this could be the result of inaccurate representation of the tur-
bulence in the flow field, resulting in an inaccurate rate of spread. However,
the mixture fraction trends are well reproduced, with slight over-prediction
in the jet and coflow as shown in Fig. 5.18.
In Fig. 5.19, oxygen concentrations show excellent predictions (with the
largest under-prediction of around 20% at a radius of approximately r/D = 1.5,
for both x/D = 7.5 and x/D = 15), with lower values for the simulation
at x/D = 30, which corresponds to having a higher rate of reaction due
to higher temperatures at this position. At x/D = 45, the oxygen mass
fraction tends to that of the coflow due to excessive mixing.
As shown in Fig. 5.20, for CO2 at x/D = 7.5 and x/D = 15, concentrations
lie within 30% of each other with good prediction of significant peaks to a
radial accuracy of half a millimetre. On the other hand, at the furthest
downstream position (x/D = 45) no CO is left (Fig. 5.16), in disagreement
with experiments. There is also lack of OH at the same position (Fig. 5.15),
which confirms the lack of chemical activity at this point.
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Figure 5.14: Comparison of experimental and computational results of tem-
perature for PPJB PM1-100 (100 m/s) at different axial posi-
tions. Circles indicate experimental means, crosses are experi-
mental variances, solid lines are simulation means and dashed
lines are simulation RMS.
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Figure 5.15: Comparison of experimental and computational results of OH
mass fractionfor PPJB PM1-100 (100 m/s) at different axial
positions. Circles indicate experimental means, crosses are
experimental variances, solid lines are simulation means and
dashed lines are simulation RMS.
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Figure 5.16: Comparison of experimental and computational results of CO
mass fraction for PPJB PM1-100 (100 m/s) at different ax-
ial positions. Circles indicate experimental means, crosses are
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Figure 5.17: Comparison of experimental and computational results of
methane mass fraction for PPJB PM1-100 (100 m/s) at dif-
ferent axial positions. Circles indicate experimental means,
crosses are experimental variances, solid lines are simulation
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Figure 5.19: Comparison of experimental and computational results of oxy-
gen mass fraction for PPJB PM1-100 (100 m/s) at different
axial positions. Circles indicate experimental means, crosses
are experimental variances, solid lines are simulation means
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Figure 5.20: Comparison of experimental and computational results of CO2
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5.4.5 PM1-150
Experimental measurements and numerical predictions for PM1-150 are
shown in Figs. 5.21–5.27. Temperatures (Fig. 5.21) are over-predicted by a
maximum of 15% for the upstream position x/D = 7.5 at a radius of r/D = 1,
which indicates that boundary conditions could be revised. The effect of
heat transfer towards the pilot shroud could be the cause. The temperature
is higher along the centreline at x/D = 30 by approximately 200 K, indicat-
ing issues with the rate of spread. This causes excessive burning along the
centreline at this position, which is then dispersed further downstream.
In Fig 5.22, measured OH concentrations are almost doubled in the simu-
lation for all axial positions, as is expected from the temperature profiles (as
previously discussed for case PM1-100). Peak locations are well predicted,
although peaks are a factor of two greater in magnitude, and misaligned
within half a millimetre at x/D = 7.5. For downstream positions measure-
ments increase radially outwards by 25% from x/D = 30 to x/D = 45. The
OH peaks move further towards the coflow and these would now correspond
more to the 100 m/s case as seen in Fig. 5.15. This suggests a disparity
between the velocity of the jet and the turbulence characteristic. This is not
captured in the simulation, which requires further investigation as oxidation
reappears at high velocities at this position in experiments.
Methane concentrations (Fig 5.23) at upstream positions x/D = 7.5 and
x/D = 15 are very well predicted, with a 5% maximum over-prediction near
to the centreline. However, further downstream, fuel concentrations appear
to be much lower than shown by the experimental results. At x/D = 30
computed values are five times smaller than the experimental data; thus,
too much consumption is taking place, which again suggests that the rate of
spread is too high as at the furthest position downstream the fuel is depleted.
This is confirmed in Fig. 5.24, which shows an excessive distribution from the
jet and coflow streams. Therefore, in the simulations an over-prediction of
the spreading rate is potentially coupled with a too high rate of consumption
of the fuel.
Oxygen concentrations (Fig 5.25) are consistent with predictions in tem-
perature as trends are well modelled with a maximum centreline over-
prediction of 15%. However, under-predictions are now present at upstream
locations around r/D = 1. This suggests an over-prediction of the onset of
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re-ignition, but may also be due to the effect of radiation to the pilot shroud,
which moves further into the centreline as the pilot is less prominent and
coflow entrainment dominates. However, as a further indication that the
rate of spread is too high, a flat oxygen profile is predicted downstream
whereas experiments show an outwards radially decreasing profile.
In the same way, CO profiles in Fig 5.26 show excellent agreement with
a 20% maximum over-prediction at upstream positions with the aforemen-
tioned misalignment. Further downstream (at x/D = 30), a 50% over-
prediction of CO near the centreline is apparent with a high gradient mov-
ing radially outwards. Subsequently, predicted RMS values are twice those
measured, from the centreline to r/D = 2. Experimental profiles show an
increase in CO furthest downstream (x/D = 45), which suggests an increase
in chemical activity as re-ignition takes place which is not captured in the
model.
In order to assess the products of the reaction, H2O was examined, and a
good correlation is observed (Fig 5.27) between experimental and numerical
values. An over-prediction of 20% is found close to the centreline further
downstream, however the magnitude and trend is well-predicted. Generally
good agreement is shown up to x/D = 15 with a deterioration downstream.
Overall, the computational results point to a difficulty in predicting the rate
of spread as well as an under-prediction of flame extinction. The results are
thus in accordance with Rowinski and Pope [187].
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Figure 5.21: Comparison of experimental and computational results of tem-
perature for PPJB PM1-150 (150 m/s) at different axial posi-
tions. Circles indicate experimental means, crosses are experi-
mental variances, solid lines are simulation means and dashed
lines are simulation RMS.
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Figure 5.22: Comparison of experimental and computational results of OH
mass fraction for PPJB PM1-150 (150 m/s) at different ax-
ial positions. Circles indicate experimental means, crosses are
experimental variances, solid lines are simulation means and
dashed lines are simulation RMS.
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Figure 5.23: Comparison of experimental and computational results of
methane mass fraction for PPJB PM1-150 (150 m/s) at dif-
ferent axial positions. Circles indicate experimental means,
crosses are experimental variances, solid lines are simulation
means and dashed lines are simulation RMS.
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Figure 5.25: Comparison of experimental and computational results of oxy-
gen mass fraction for PPJB PM1-150 (150 m/s) at different
axial positions. Circles indicate experimental means, crosses
are experimental variances, solid lines are simulation means
and dashed lines are simulation RMS.
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Figure 5.26: Comparison of experimental and computational results of CO
mass fraction for PPJB PM1-150 (150 m/s) at different ax-
ial positions. Circles indicate experimental means, crosses are
experimental variances, solid lines are simulation means and
dashed lines are simulation RMS.
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Figure 5.27: Comparison of experimental and computational results of H2O
mass fraction for PPJB PM1-150 (150 m/s) at different ax-
ial positions. Circles indicate experimental means, crosses are
experimental variances, solid lines are simulation means and
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5.4.6 PM1-200
The temperature profile shown in Fig. 5.28 suggests comparatively good
agreement, with a maximum over-prediction of 5% on the centreline between
experiments and simulations at x/D = 15. However, at positions x/D = 30
and x/D = 45 temperature values are too high by 20%, particularly closer
to the centreline, which suggests that chemical reaction is too quick; the
temperature profile in the last position is homogeneous throughout.
Hydroxyl concentrations are unexpectedly high (Fig. 5.29); with smaller
discrepancies for temperature (Fig. 5.28), CH4 (Fig. 5.30), CO (Fig. 5.31),
O2 (Fig. 5.32) and H2O (Fig. 5.33) predictions. The OH concentrations
should not exhibit such a large disagreement. At the upmost position the
values are a factor of four out, with the position of the peak well ap-
proximated. However, further downstream, experimental data shows an
inactivity of chemical reaction whereas computational results indicate that
OH concentrations are still moderate. In Fig. 5.29 the OH profiles show
an over-estimation of the experimental values. This corresponds to the
large initial concentrations resulting from an over-prediction of reaction
rate, which manifests itself as an over-predicted increase in temperature
(Fig. 5.28). Considering Fig. 5.38 it is apparent that extinction and re-
ignition are occurring in the region 35 < x/D < 40, which is not captured
in the computational results as it lies between the two stations at x/D = 30
and x/D = 45. Further work is attempted below to improve the approxi-
mation of the OH concentration profile at the first station (x/D = 7.5) and
to explore if the re-ignition is still present. The chemistry has been com-
prehensively tested [68, 69, 70, 110, 127, 128, 130] and it is thus likely that
the fault can be found in the mixing model or flow field simulation. How-
ever, reaction intermittency is not represented sufficiently as concluded by
Rowinski and Pope [187] without an artificial reduction in reaction rate, or,
as observed by Amzin and Swaminathan [1] in the case of CMC, a second
order closure.
Fuel concentrations are in good agreement with an over-prediction of 8%
near to the edge of the fuel jet (Fig. 5.30); however, excessive consumption
(by a factor of two) is predicted at x/D = 30 and no methane is left down-
stream. Experiments on the other hand show that a fuel mass fraction of
0.0075 should remain, which would cause re-ignition at the high tempera-
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tures of around 1500 K. The flame does not seem to be chemically active
for this case, thus, excessive combustion is likely to be a problem in the
simulation.
The CO profiles show reasonable agreement with a maximum difference
of 5% at the first position in Fig. 5.31. Further downstream, concentrations
are over-predicted by 60% at x/D = 15 and by a factor of two at x/D = 30,
which follows from the higher temperatures close to the centreline in the
computational simulation. Experimental profiles show a higher CO mass
fraction than predicted furthest downstream (around 20% at x/D = 45)
which indicates chemical activity in the experiments which is not captured
in the simulation. The transition from x/D = 30 to x/D = 45 shows a large
change in the simulation, which indicates a high sensitivity of the reaction
to the mixing model.
In Fig. 5.32, oxygen in the shear layer shows good agreement as the first
two moments (mean and RMS) are predicted to an acceptable degree with
a maximum difference of 25% at x/D = 45 on the centreline for both cases.
However, the gradient of oxygen concentration in the radial direction is
seen to change from an over-prediction around r/D = 1 at x/D = 15 to
an under-prediction at x/D = 30, before prematurely reaching homogeneity
upstream of x/D = 45. This observation suggests that the oxygen mass
fraction is mixing too rapidly in the simulation, as the experimental results
still display some gradient in oxygen concentration at x/D = 45.
Mass fraction profiles of H2O show good agreement in Fig. 5.33 with a
shift in correlation after x/D = 15 as the under-prediction (around 2% on
the centreline at x/D = 15) becomes an over-prediction (around 2% on the
centreline at and beyond x/D = 30).
At this position, the profiles flatten out too quickly which again suggests
that the rate of spread is too high. This is apparent in Fig. 5.34 for the jet
and coflow streams. Additionally, the reduced impact from the pilot with
higher velocity is shown which is consistent with the findings of Dunn et
al. [54].
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Figure 5.28: Comparison of experimental and computational results of tem-
perature for PPJB PM1-200 (200 m/s) at different axial posi-
tions. Circles indicate experimental means, crosses are experi-
mental variances, solid lines are simulation means and dashed
lines are simulation RMS.
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Figure 5.29: Comparison of experimental and computational results of hy-
droxyl mass fraction for PPJB PM1-200 (200 m/s) at different
axial positions. Circles indicate experimental means, crosses
are experimental variances, solid lines are simulation means
and dashed lines are simulation RMS.
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Figure 5.30: Comparison of experimental and computational results of
methane mass fraction for PPJB PM1-200 (200 m/s) at dif-
ferent axial positions. Circles indicate experimental means,
crosses are experimental variances, solid lines are simulation
means and dashed lines are simulation RMS.
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Figure 5.31: Comparison of experimental and computational results of CO
mass fraction for PPJB PM1-200 (200 m/s) at different ax-
ial positions. Circles indicate experimental means, crosses are
experimental variances, solid lines are simulation means and
dashed lines are simulation RMS.
176
0
5
10
15
20
25
Y˜
O
2
[%
]
0
1
2
3
4
5
Y
′′ O
2
[%
]
x/D = 7.5
0
5
10
15
20
Y˜
O
2
[%
]
0
1
2
3
4
Y
′′ O
2
[%
]
x/D = 15
0
5
10
15
20
Y˜
O
2
[%
]
0
1
2
3
4
Y
′′ O
2
[%
]
x/D = 30
0 1 2 30
5
10
15
20
Y˜
O
2
[%
]
r/D [-]
0 1 2 3 40
1
2
3
4
Y
′′ O
2
[%
]
x/D = 45
r/D [-]
Figure 5.32: Comparison of experimental and computational results of oxy-
gen mass fraction for PPJB PM1-200 (200 m/s) at different
axial positions. Circles indicate experimental means, crosses
are experimental variances, solid lines are simulation means
and dashed lines are simulation RMS.
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Figure 5.33: Comparison of experimental and computational results of H2O
mass fraction for PPJB PM1-200 (200 m/s) at different ax-
ial positions. Circles indicate experimental means, crosses are
experimental variances, solid lines are simulation means and
dashed lines are simulation RMS.
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5.4.7 Further Comments
The agreement obtained for mean and RMS values is adequate for the 50
and 100 m/s cases. Moreover, in some cases the RMS values are higher
in the computation where a gradient in the mean exists. By looking at
the different cases it can be observed that ignition occurs in a narrower
band as the jet velocity increases and the rate of spread is greater, reaching
a homogeneous temperature downstream which indicates high mixing as
expected.
In addition to this, it must be noted that the transition in behaviour
for the different cases is portrayed. However, the fact that discrete axial
positions are being compared may incur a loss in fidelity, as these flames
are highly sensitive and a change of a few millimetres may expose different
correlations. For this reason a 2D slice of the flame will be analysed to
qualitatively asses the different flames. The transition phenomena given by
the increase in turbulence intensity from an increase in the jet velocity is
apparent in Figs. 5.35–5.38.
For all scalar data, trends are generally well-predicted, with spreading out
of the scalars downstream at higher velocities due to enhanced mixing. As
the jet velocity increases, temperature gradients are reduced as a function of
downstream distance and the OH becomes more widely spread, indicating
a distributed flame front as discussed by Dunn [52]. There is an increased
sensitivity at the blow-off limit. The prediction for extinction shows low
correlation with experimental data, as found by Rowinski and Pope [187].
It could be suggested that large scale phenomena on the pilot side may be
causing a cooling down effect. The OH radical provides an indication of
post-ignition chemical activity. The presence of OH at PM1-200 indicates
excessive burning when there should be local extinction as seen in Fig. 5.29.
However, at lower velocities OH predictions are reasonable as seen in Figs.
5.8–5.22. The behaviour is complex with strong sensitivity to a number of
parameters as outlined in the discussion below. Hence, it could be suggested
that detailed experimental flow field data is required in order to narrow the
range of possible causes.
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Figure 5.35: Computed Favre-averaged temperature (left) and OH mass
fraction (right) for PPJB PM1-50 (50 m/s).
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Figure 5.36: Computed Favre-averaged temperature (left) and OH mass
fraction (right) for PPJB PM1-100 (100 m/s).
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Figure 5.37: Computed Favre-averaged temperature (left) and OH mass
fraction (right) for PPJB PM1-150 (150 m/s).
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Figure 5.38: Computed Favre-averaged temperature (left) and OH mass
fraction (right) for PPJB PM1-200 (200 m/s).
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5.4.8 Viscosity Analysis
In the standard 50 m/s case, the laminar viscosity is observed to be much
higher than the turbulent viscosity (Fig. 5.39) at larger radii and close to
the burner exit. The effective viscosity is used in the transport of the PDF,
see Eq. (3.57) in Chapter 3, with the laminar contribution included using a
power law relation.
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Figure 5.39: Turbulent viscosity (black) and laminar viscosity (red) at dif-
ferent axial positions (a) x/D = 2.5 (b) x/D = 7.5 (c) x/D = 15
(d) x/D = 25 for the PM1-50 case.
A better formulation for the calculation of the laminar viscosity of the
mixture of gases could be introduced, for example using the empirical formu-
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lation of Wilke [172]. However, the presence of an essentially laminar flow
may be the cause of the disagreement in RMS values closer to the burner as
discussed above. This laminarisation is a consequence of the burnt products
that constitute the pilot where there is a high viscosity due to the higher
temperature.
The RMS values in the pilot stream are very low throughout flames PM1-
50 to PM1-200. Together with the laminar and turbulent viscosity compar-
isons, this suggests that the flow in the pilot stream may not be turbulent
at the base and so, may need to be treated accordingly in the numerical
simulation.
5.4.9 Sensitivity Analysis
The presented results show arguably good agreement with increasing dis-
crepancies for the case with highest jet velocity (PM1-200), therefore a
sensitivity analysis including the effect of the burner rim, variations in pilot
and coflow temperature, changes in the jet turbulence intensity, an extended
chemistry, and variation in the time scale ratio was performed in order to
identify possible improvements.
The inclusion of the jet burner rim introduced in Section 5.3 is shown
in Figs. 5.40 and 5.41 with negligible effects. A slight difference in CO is
apparent. However, this does not have an effect on other species or the tem-
perature profile. The effect of reducing the pilot temperature by reducing
the stoichiometry has a large effect on the flame, showing better agree-
ment for temperature in Fig. 5.42 and subsequently in OH concentrations
in Fig. 5.43. This indicates that there may be cooling effects which translate
to a lower consumption of the fuel as shown in Fig. 5.45. The observation
is consistent with Dunn [54]. However, further downstream (x/D = 45), a
flat profile is still predicted as apparent in the O2 concentrations. A shift in
reaction peak away from the centreline is also apparent. The same reduc-
tion in temperature was applied to the coflow with similar trends (Figs. 5.46
and 5.47), showing a large impact on the hydroxyl concentration as well as
a shift in the peak towards the coflow stream as it progresses downstream.
The effects of an increase in turbulence intensity by means of increasing the
central jet velocity are of importance [55], therefore the effect of increasing
the turbulence intensity of the jet is included. As shown in Fig. 5.48, a
186
reduction in OH radical is apparent at upstream locations. However, the
profiles recover further downstream. The oxidation pattern is unaltered
(Fig. 5.49) which indicates that an artificial increase in the jet turbulence
intensity is not necessary.
The impact of the more complete H2 chemistry including the H2O2 species
of Gkagkas and Lindstedt [69] was implemented so as to isolate discrepancies
in the chemistry representation. No major change is apparent in OH and
CO radicals as observed in Figs 5.51 and 5.52 respectively. Additionally,
the mixing model was investigated by altering the time-scale ratio constant
Cφ. In the same way as for Chapter 4, and in accordance with previous
analyses [125, 201, 128], the time-scale ratio is proportional to the mix-
ing and has a low impact on the onset of chemical reaction (Fig. 5.54),
and a higher impact on the RMS (Fig. 5.53) in the correct configuration.
Thus, discrepancies probably arise from boundary conditions, the flow field
characterisation or the mixing model which is consistent with the findings
of Rowinski and Pope [187]. Similarly, Amzin and Swaminathan [1] con-
cluded that the turbulence, chemical reaction and molecular diffusion must
be interrelated in the conditional dissipation rate model for accurate char-
acterisation of premixed combustion.
The sensitivity analysis indicates that the flame structure is susceptible
to changes in parameters affecting mixing as well as near-field boundary
conditions. This is consistent with the extensive sensitivity analysis con-
ducted by Rowinski and Pope [187] who concluded that shortcomings were
due to the mixing model. However, Dunn and Masri [4] explored differ-
ent micro-mixing models such as modified Curl, EMST and IEM without
significant improvement. Therefore the development of a revised or new
micro-mixing model may be necessary for flames featuring highly turbulent
premixed conditions [4].
The chemistry used seems to characterise the occurrence of extinction
and re-ignition, and an extension to it has no significant effect. Therefore
the comprehensive chemistry is not the reason for discrepancies as explored
by Duwig et al. [57], who concluded that acceptable chemical mechanisms
must be larger than a 20-species skeletal mechanism. They also noted that
mixing in the smaller scales between the pilot and the jet is of crucial impor-
tance, which confirms the need for better flow field characterisation, and the
need for experimental measurements of diffusion statistics to identify further
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improvements in modelling techniques. Rowinski and Pope [187] comment
on the reduced shielding of the pilot with increasing velocity, which is ap-
parent in the sensitivity analysis performed above. They suggest further
experiments where the pilot velocity is increased in proportion to the jet,
thus maintaining the same velocity ratio as preformed in the Barlow-Frank
flames [3].
Inlet conditions have an important effect on the flame structure, espe-
cially for the higher velocity cases featuring extinction phenomena which
agrees with the analysis of Chen and Ihme [33] who concluded that inhomo-
geneities exist in the pilot stream by analysing the scalar inflow composition.
Duwig et al. [57] also emphasise the importance of boundary conditions on
turbulence/flame interactions.
Additionally, as expressed by Dunn et al. [55], radiation plays an im-
portant role in this burner which is consistent with the improvement when
reducing coflow or pilot temperatures. However, for the case studied the
addition of radiation through the optically thin assumption [67, 76] does
not show variations in the trends observed.
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Figure 5.40: Effect of the burner rim on temperature for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.41: Effect of the burner rim on CO for PPJB PM1-200 (200 m/s) at
different axial positions. Circles indicate experimental means,
crosses are experimental variances, solid lines are simulation
means and dashed lines are simulation RMS.
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Figure 5.42: Effect of pilot equivalence ratio on temperature for PPJB PM1-
200 (200 m/s) at different axial positions. Circles indicate
experimental means, crosses are experimental variances, solid
lines are simulation means and dashed lines are simulation
RMS.
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Figure 5.43: Effect of pilot equivalence ratio on OH for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.44: Effect of pilot equivalence ratio on O2 for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.45: Effect of pilot equivalence ratio on CH4 for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.46: Effect of coflow equivalence ratio on temperature for PPJB
PM1-200 (200 m/s) at different axial positions. Circles indi-
cate experimental means, crosses are experimental variances,
solid lines are simulation means and dashed lines are simula-
tion RMS.
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Figure 5.47: Effect of coflow equivalence ratio on OH for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.48: Effect of jet turbulence intensity on OH for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.49: Effect of jet turbulence intensity on O2 for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.50: Effect of jet turbulence intensity on CO2 for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.51: Effect of adding the extended H2 chemistry of Gkagkas and
Lindstedt [69] on OH for PPJB PM1-200 (200 m/s) at different
axial positions. Circles indicate experimental means, crosses
are experimental variances, solid lines are simulation means
and dashed lines are simulation RMS.
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Figure 5.52: Effect of adding the extended H2 chemistry of Gkagkas and
Lindstedt [69] on CO for PPJB PM1-200 (200 m/s) at different
axial positions. Circles indicate experimental means, crosses
are experimental variances, solid lines are simulation means
and dashed lines are simulation RMS.
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Figure 5.53: Effect of time-scale ratio constant on temperature for PPJB
PM1-200 (200 m/s) at different axial positions. Circles indi-
cate experimental means, crosses are experimental variances,
solid lines are simulation means and dashed lines are simula-
tion RMS.
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Figure 5.54: Effect of time-scale ratio constant on OH for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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Figure 5.55: Effect of time-scale ratio constant on CO for PPJB PM1-200
(200 m/s) at different axial positions. Circles indicate exper-
imental means, crosses are experimental variances, solid lines
are simulation means and dashed lines are simulation RMS.
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5.5 Conclusions
In the present work a transported PDF method closed at the joint scalar
level has been applied to compute premixed turbulent lean methane-air
flames with a hydrogen coflow at a wide range of Reynolds numbers. Results
and modifications show that the boundary conditions, as well as the flow
field, are key in this investigation. Computations of axisymmetric flames
with high Reynolds numbers have shown that the detailed flame structure
can be successfully reproduced using the joint scalar PDF approach.
Studies of the PPJB establish the dominant finite-chemistry effects as
the flames range from flamelet-like to distributed reaction zones which are
highly dependent on the physics of the flow. The mixing model appears
to be key in the characterisation of the highly turbulent premixed flames
and their sensitivity to reaction rate, which encourages further analysis and
development of a new or revised model. The greatest shortcoming in PDF
methods is the micro-mixing model, which is confirmed when analysing the
PPJB burner.
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6 Conclusions and Further Work
The final chapter of this thesis presents conclusions and suggestions for
further work in the context of the current study.
6.1 Present Contribution and Conclusions
The present work has analysed two turbulent flames of relevance to the
development of new power generation combustion technologies through a
modelling study of highly-diluted non-premixed flames, and premixed high
shear flames. The structure of the fuel in each case has been considered in
the selection of the fuel and oxidant mixtures to which numerical methods
are applied for the calculation of species mass fractions. The reactivity of the
fuel blend under different oxidative conditions has been extensively investi-
gated in order to provide a foundation for more detailed future studies that
consider fuels with different structures and clearly delineated performance
differences, such as n-heptane and iso-octane. The studied flames tend to-
wards more distributed reaction zones, which introduce strong finite-rate
chemistry effects in order to achieve higher efficiencies and lower emissions.
The prediction of such effects, coupled with the influence of turbulence on
combustion processes, presents a considerable challenge to the computa-
tional scientist: in particular the very wide range of chemical and physical
length and time scales typically increases the computational cost of the sim-
ulation. A two-dimensional parabolic formulation has been applied to the
two cases, using transported Probability Density Function (PDF) methods
coupled with closure at the second moment level, to provide the required
level of detail in the statistics of the chemical and physical aspects of the
computed flows.
Moderate or Intense Low Oxygen Dilution (MILD) combustion was in-
vestigated by modelling a hydrogen/methane jet issuing into a hot, diluted
coflow with the Jet in Hot Coflow (JHC) burner. This new combustion
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regime, which does not fall into the ‘traditional’ combustion modes stud-
ied previously, was successfully described using the present method. The
temperature increase as a consequence of combustion undergoes a reduction
with dilution from 650 K with 9% oxygen in the coflow to 25 K with 3%
oxygen, which was well captured in the simulations. The narrow tempera-
ture range in which chemical reaction takes place, as well as the spreading
of the reaction zone with higher dilution, were reproduced. The transition
in the flame with decreasing oxygen content in the coflow is clear by looking
at HO2 and CH2O species profiles, marking a constant pre-ignition phase
which shows the continuous combustion characteristic of MILD combus-
tion. A desirable NO reduction is also seen with accurate representation
for means and RMS values which has not, to the author’s knowledge, been
achieved before. Difficulties in the accurate description of hydroxyl and
carbon monoxide species were found at lower (3%) oxygen concentrations,
possibly due to the limitations of the implemented chemistry under these
conditions. However, an improvement in the prediction of CO and OH mass
fractions was achieved by an adjustment of the coflow temperature bound-
ary conditions, from 1300 K (stipulated in the experimental description) to
1450 K. It is possible that this increase lies within the variability of the
coflow conditions, which is a known disadvantage of using an unconfined,
vitiated coflow of burnt products in such burners as discussed by Markides
and Mastorakos [143]. Extensive analysis of the scalar fields provides further
understanding of conditions encountered in this type of combustion. The
study reveals a sensitivity to scalar boundary conditions which affects the
whole flame due to the nature of the MILD burner; however, flame struc-
tures are well characterised as far as the first and second moments of scalar
quantities are concerned. Apart from the changes in coflow temperature
mentioned above, this sensitivity has been investigated by varying turbu-
lence parameters in both the jet and the coflow, modifying the time-scale
ratio constant in the applied mixing model, altering the chemical coflow
composition, and including an additional radiation term in the enthalpy
equation. However, changing the coflow temperature has proved to be the
most effective method of ameliorating the prediction of intermediate species
mass fractions.
The same numerical approach was used for the calculation of a highly-
turbulent lean methane Piloted Premixed Jet Burner (PPJB). The moti-
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vation for this calculation was to improve the knowledge of lean premixed
combustion, in an area with strong finite-rate chemistry effects featuring
extinction and re-ignition. This burner features low Damko¨hler numbers
which broaden the reaction zone, reaching extinction, as well as a non-linear
coupling between turbulence and chemistry [53] which poses a challenge for
the implemented transported PDF method. The computations were per-
formed using the same method as in the previous study, with the omission
of NOx chemistry as experimental values were not available. Computations
for four flames with increasing jet velocity showed the transition in flame
structure from a conical flame brush, extending in flame length, with neck-
ing from the pilot and a reduction in OH concentrations. This revealed the
dominant finite-chemistry effects as the flames ranged from flamelet-like to
distributed reaction zones, which were highly dependent on the physics of
the flow. The effect of the pilot was reduced with an increase in velocity,
which relegated its importance relative to coflow entrainment, and this is
consistent with studies performed by other groups [57, 187]. Additionally,
the extent of reaction was over-predicted with increasing shear rate, which
is again consistent with the literature. A reduction in pilot and coflow tem-
peratures produced a large impact on the hydroxyl concentration, indicating
that there may be cooling effects in the burner which translate to a lower
consumption of the fuel. As in the JHC case the sensitivity to turbulence
parameters, the mixing model time-scale ratio and the inclusion of losses
due to radiation were studied, as well as an extension to the applied chem-
ical mechanism. However, by observing the mixture fraction correlation of
the three streams, the study indicated that the mixing model was key for
the characterisation of the highly-turbulent premixed flames and their sen-
sitivity to the chemical reaction rate. This encourages further analysis and
the development of a new or revised mixing model: the greatest shortcom-
ing in PDF methods is the micro-mixing model, which is confirmed when
analysing the PPJB burner. The laminarisation of the flow in the pilot at
upstream locations may also have a significant effect on the efficacy of the
applied modelling techniques, where the laminar viscosity exceeds the turbu-
lent (modelled) viscosity. Therefore a revision of the applied approach may
be required to accurately characterise the flame. Despite this, the trans-
ported PDF method provided useful insight into the finite-rate chemistry
effects encountered in the PPJB flames.
208
The work presented in this thesis has successfully applied transported
PDF methods to two different physical scenarios and has provided further
understanding of its application for turbulent flame interaction modelling.
The benefits and shortcomings of PDF methods when moving on to more
distributed combustion regimes, through either dilution or higher turbu-
lence, have been investigated. Most notably, the requirement of well-defined
and consistent inflow boundary conditions has been highlighted, as well as
the potential need for an improvement or extension of the applied molecular
mixing model.
6.2 Suggestions and Future Work
The present studies have outlined interesting aspects of the applied mod-
elling technique, which can be developed for analysis of the different cases
depicted. Transported PDF methods enable accurate chemistry represen-
tation with manageable computational expense. However, more accurate
and complete inlet flow field data would be valuable to narrow the possible
causes of disparity between the experiments and simulations.
Discrepancies have previously been identified in the experimental data
(for example, where non-zero variances are recorded in regions with zero
mean), which also suggests that future numerical investigations into these
flames would benefit from more accurate measurements of species concen-
tration. Essentially, an improvement in the initial framework is required to
allow more reliable conclusions.
Following conclusions drawn from the present work for highly turbulent
flows, the PDF method implementation – and more specifically, the micro-
mixing model – could be revised. The modified Curl’s model has been used
in the present work with adequate agreement. However, the evolution of the
scalar field is not accurately defined in some cases due to a too fast recovery
from extinction events. In some of the current modes of combustion the
mixing model is of key importance and thus, a revision or new development
could provide additional understanding. Also the inclusion of the scalar
dissipation rate transport equation to PDF methods may provide further
improvements in the numerical description of these cases.
Further insight into MILD combustion can be established by examining
the low temperature chemistry for the most diluted case. It may therefore be
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productive to implement the chemical mechanisms of other research groups,
to study the sensitivity of these cases to the applied mechanism.
Success in modelling these novel combustion modes by using transported
PDF methods encourages further work to study emerging fuels in these sce-
narios. Chemical mechanisms for dimethyl ether (DME) and ethanol are
already being implemented and could be included in jet flame configura-
tions, allowing changes in combustion behaviour with dilution in the oxidiser
stream to be observed. The experimental framework for such an investiga-
tion already exists with the possibility of using the Cabra burner [23] or a
similar set up.
The ultimate direction of the present work is towards the representation
of practical combustion applications, such as sections of a gas turbine com-
bustor or an internal combustion engine cylinder. This would require further
advancements in computational power, as well as an improved efficiency of
the solution algorithm. Moreover, a three dimensional representation would
also be required so as to quantify more complex flow phenomena.
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