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This paper proves that some useful commutivity relations exist among 
semigroup wreath product factors that are either groups or combinatorial 
“units” 17, , U, , or U, . Using these results it then obtains some characteriza- 
tions of each of the classes of semigroups buildable from Ui’s, U,‘s, and groups 
(“buildable” meaning “dividing a wreath product of”). 
We show that up to division Ui’s can be moved to the right and U,‘s moved 
to the left over other units and groups, if it is allowed that the factors involved 
be replaced by their direct products, or in the case of U, , even by a wreath 
product. From this it is deduced that U,‘s and U,‘s do not affect group com- 
plexity, that any semigroup buildable from U1’s, Uz’s, and groups has group 
complexity 0 or 1, and that all such semigroups can be represented, up to 
division, in a canonical form-namely, as a wreath product with all 23,‘s on the 
right, all U,‘s on the left, and a group in the middle. This last fact is handy for 
developing characterizations. 
An embedding theorem for semigroups with a unique O-minimal ideal is 
introduced, and from this and the commutivity results and some constructions 
proved for RLM semigroups, there is obtained an algebraic characterization 
for each class of semigroups that is a wreath product-division closure of some 
combination of U, , U, , and the groups. In addition it is shown, for i = 1, 2, 3, 
that if the unit U, does not divide a semigroup S, then S can be built using only 
groups and units not containing iJi Thus, it can be deduced that any semi- 
group which does not contain 17, must have group complexity either 0 or 1. This 
then establishes that indeed U, is the determinant of group complexity, since it 
is already proved that both Ui and U, are transparent with regard to the group 
complexity function, and it is known that with U, (and groups) one can build 
semigroups with complexities arbitrarily large. Another conclusion is a com- 
binatorial counterpart for the Krohn-Rhodes prime decomposition theorem, 
saying that any semigroups can be built from the set of units which divide it 
together with the set of those semigroups not having unit divisors. Further, one 
can now characterize those semigroups which commute over groups, showing 
a semigroup commutes to the left over groups iff it is “RI” (i.e., does not contain 
u i , i.e., is buildable form U,‘s and groups), and commutes to the right over 
groups iff it does not contain U, (i.e., is buildable from groups and U,‘s). 
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Finally, from the characterizations and their proofs one sees some ways in 
which groups can do the work of combinatorials in building combinatorial 
semigroups. 
1. INTRODUCTORY COMMENTS 
In this paper all semigroups considered are of finite order. We will 
assume the reader is familiar with the definitions, notation, and some of 
the results of [l, Chapters 1, 5-81. In particular, we call attention to the 
three especially simple combinatorial semigroups which are referred to 
as units and which are defined as U, g {a, b)‘, U, g {O}‘, and Ua g 
(a, b)‘? 
The additional notation used herein is given as follows. 
1.1 Notation. (a) We use “dzf” to denote definition; i.e., “A dz B” 
asserts that A is being defined as B, or vice versa. For a stronger sense 
dkf,, we use G as meaning identity; e.g., when making an abbreviation 
or a definition of symbols. 
(b) We say a semigroup N is nilpotent iff both 0 E N and for 
some n, N” dz {xi *** x 12 : xi E N} = (0). Further, if n is the smallest 
integer for which Nn = {0}, then N is said to be nilpotent of class n. 
(c) ‘3 will denote the class of all finite groups. 
For any set or semigroup X, we agree that 
(d) 1 X ] denotes the cardinality of X; 
(e) Xtkl denotes the direct product of X with itself K times; 
(f) X0 denotes X u (O), with context making clear whether 
or not “0” is already some element of X (and when so then X0 dz X). 
For any two semigroups S and T, we intend (as in [l]) that 
k) “T < S” means T is a subsemigroup of S; 
(h) “T tc S” means S maps homorphically onto S; i.e., S --t-f T 
is an epimorphism. 
On occasion we use Allen’s lemma, which ive state (together with 
two of its obvious consequences) as the following fact. 
EXTENSION OF FUNDAMENTAL THEOREM 161 
1.2. Fact (Allen). If (Y, T) is faithful, then 3 
(4 (T1, WY, T) x *+* x (Y, T) k times, some K. We note that 
(a) readily implies both 
(b) CT’> WY, T) ‘1 -0. 1 (Y, T) k times, some k; and 
(c) (Tl, T)I(YLkl, Tlkl) some k. 
We resolve the usual ambiguities in wreath product notation by making 
the usual appeal to right regular representations. And we incorporate 
this into the notation as follows. 
1.3 Notation. For two semigroups S, T we write SwT to abbreviate 
the semigroup wreath product (9, S) w(T1, T) (recalling that in general 
(ZS)w(Y,T) d eno es t the semigroup associated with the mapping 
wreath product (X, S) 1 (Y, T)), an d we will write S 1 T to abbreviate the 
mapping wreath product (Sl, S) 1 (T1, T). 
More succinctly, we define 
s 1 T def(Sl, S) ‘1 (T’, T) “zf (Sl x T1, SwT). 
We conclude with two short subsections, on reviewing the wreath 
product-division closure operation Y - W(9), and another specifying 
a uniform proof scheme for “construction” proofs. 
The Wreath-Product Division Closure W(9) 
For a given class Sp of semigroups we understand W(Y) intuitively 
to mean that class of semigroups which is the closure of the class 9’ 
under the operations of wreath product and division. This new class 
W(9) is defined exactly in several places already (see, for example, 
[l, 5.2.171). However, we include here some different though equivalent 
definitions and consequences (stated without proof) whose phrasing is 
better suited to our needs in the following sections. 
I .4 DEFINITION. W( 9) is the smallest class of semigroups that 
contains the class Y and is closed under division and wreath product. 
More precisely, W(9) is th e smallest class W,(Y) of semigroups which 
satisfies 
(a) S E 9 * S E W,(Y), 
(b) S 1 T and T E W,(9’) s- SE Wl(9). 
162 STIFFLER 
o(c) S, ,..., S, E W,(Y) a S,w --a wS, E W,(Y) (where in (c) we 
use wreath product as per Notation 1.3). Notice in the above that (b) 
and (c) together are equivalent to 
(b’) S ] S,w **a wS, and S, ,..., S, E W,(Y) 3 S E IV,(Y). 
We find extremely useful the equivalent definition. 
1.5 FACT. W(Y) is the class of all divisors of products of the form 
S,w -*a wS, where S, ,..., S,E~. That is, SE W(Y) a.31 S,w-**wS, 
for some n, and some S, ,..., S, E Y. 
1.6 Remark. Two well known facts are: 
(a) W(9) = 3, h w ere ‘9 denotes all finite groups, and 
(b) W({U,}) = all combinatorial semigroups. 
Line (a) is the easily provable fact that wreath products and divisors of 
groups are again groups. Line (b) is a result of the Krohn-Rhodes prime 
decomposition theorem [l, Theorem 5.3.3(6)]. 
In discussing and proving theorems we often find it convenient, 
for technical reasons, to talk about a corresponding class of mapping 
semigroups, which class we denote by W(Y) and which we understand 
to consist exactly of all those mapping semigroups generated from 
{(Sl, S): S E Y> by the operations of mapping division and mapping 
wreath product. This class w(Y) is also defined in [l, 5.2.171, but for 
the same reasons we rephrase that definition to read as follows. 
1.7 DEFINITION. w(Y) is the smallest class Fr(9) of mapping 
semigroups that satisfy 
(a) SE Y * (Sl, S) E iVr(Y). 
(b) (X WY, T) and (K T) E Fl(y) * (X s) E ads), 
(c) (Xl, &),...,(x?L, S,) E R(Y) +-(&u -l*** 1(X1, Sl) E R(=v* 
We observe that (b) and (c) together are equivalent to 
0-0 6% s)l(X, 9 &J 1 .-- ?. (4, 8,) and (Xl, s&, (A, &) 
E Fq9y a (X, S) E iqq. 
As before, a useful alternative definition is given by the following fact. 
1.8 FACT. (X, S) E w(Y) 0 (X, S)l S, 1 a-- 1 S, for some n, 
and some S, ,..., S, E 9. 
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It is illuminating to write down the exact relationship between the 
class of abstract semigroups W(Y) and its corresponding class of mapping 
semigroups W(Y). We find the following to be true. 
1.9 FACT. The abstract semigroups S which appear in the mapping 
semigroups (X, S) of W(Y) comprise exactly the class W(9). Conversely, 
for each S E W(Y) we have both (29, S) E W(Y), and also (X, S) E w(Y) 
whenever (X, S)l(Sl, S) or more generally whenever X is such that 
(X7 S)l 42 1 .-* 1 S, for some n and some other S, ,..., S, E W(9). 
Writing in formulas, we state 
(a) (X, S) E W(Y) * SE W(9). 
(b) SE W(9) + (Sl, S) E w(Y). 
(c) SE W(Y) * (X, S) E W(Y) if (X, S)l(Sl, S). 
(d) (X, S) E w(Y) o (X, S)l S, 1 -0. 1 S, for some n, some 
S 1 >“‘, s, E W(Y). 
From Fact 1.9 we deduce a fact appealed to indirectly by all the 
“construction” proofs of Section 3. 
1.10 FACT. To show that S E W(Y), it suffices to show, for some 
faithful (X, S), that (X, S)l(X, , S,) 1 **a 1 (Xl, S,) some n, some 
S 1 ,.**, S, E W(F), and where for each i, (Xi, Si)l(Sil, Si). 
d,IProof. (Xi, Si)l(Sil, SJ implies (X, S)l(S,l, S,) 1 e.9 1 (S,l, S,) 
FE s, -( a** 1 S, . Then use Fact 1.9 (a) and (d). 1 
This fact ends our discussion of wreath-product division closure, and 
leads naturally into the following. 
A Standard Proof Scheme for Construction Proofs 
We speak of a proof as being a “construction” proof if therein a thing 
is proved of some semigroup S by showing that 
for some suitable semigroups S, ,..., S, . It happens that many of the 
results in the following sections are proved by such “constructions” 
(often because they intend to appeal to Fact 1.10 above). It is easy then 
to understand that a great deal of time and writing can be saved in the 
end if we first whittle down the proof of the division (1.1) and adopt some 
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standard choices and notation and so come up with a single standard 
proof scheme that can be used henceforth in all of our construction 
proofs. 
We proceed to do just that, beginning from (1.1) by first setting 
(X’, S’) Zf (X, , S,) 1 *** 1 (X, , S,). (1.2) 
We then recall that we may assert 
(X, S) I (X’, S’) (1.1’) 
whenever there exists a mapping semigroup (Y, T), a map 8, and an 
epimorphism C$ that together satisfy 
(X, S) if2 (Y, T) < (X, S’). (1.3) 
We further recall, in (1.3) above, that (0, 4) being an onto homomorphism 
requires that both 8: Y + X and 4: T ++ S be onto and that (yt)13 = 
[y@(t), all y E Y, t E T. Also, (Y, T) being a mapping subsemigroup 
of (X’, S’) q re uires that Y C X’ and T < S’ (subsemigroup) and 
(Y)TCY.A d n so, we see that to say (1.1’) holds is to say that we can 
exhibit a subset Y C X’ and an onto map 0: Y + X together with a 
subsemigroup T < S’ and an epimorphism 4: T --++ S such that 
ytEY allyEY, tET; 
( yt)B = (ye) 4(t) all y  E Y, 2 E T. 
For our purposes in this paper we choose to dispense with any specific 
mention of T and $ hereafter by assuming T and 4 to be defined im- 
plicitly by an association rule from S. Precisely, on presuming that there 
be given a rule s - s” which associates to each element of S an element 
s” of S’, we will understand T to be that subsemigroup of S’ generated by 
all such f, and understand + to be defined on each t = fr **. S;, E T by 
461 *.- &) = s1 **- s, . (Note T, by definition, is the collection of all 
products fr ..a fk for various K, and various sr ,..., sk E S.) Under this 
presumption we can now say that (1 .l’) holds if there be some subset 
Y C X’ with onto map 8: Y + X and some rule s - s” taking s E S into 
s” E S’ such that 
ySE Y allye Y, sES; 
(yf)O = (ye) - s all y  E Y, s E S. 
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Since (1 .l’) relates to (1.1) by the equivalence (X’, S’) %r (X, , S,) 
.a. ?. (Xi , S,), we note that the above translates into a scheme for 
h.1) solely by appending the further requirement that all the s” E S’ act 
in wreath product form; that is to say, we need require in addition that 
(1) the action s’ must be triangular; i.e., if (xn ,..., xi)s” = (x’~ ,..., 
x’i) then each xi’ depends at most on xi-i ,..., xi (and on s); 
(2) the component action of s” must be in the proper semigroup; 
i.e., for each i the component action xi -s.l,_l,..,,Z1 xi’ must be an 
action in (Xi , Si). 
We summarize the above comments in the following. 
1.11 Proof scheme. The assertion (1.1) is proved if there exists some 
subset Y C X, x ... x X, with onto map 0: Y + X and some rule 
s -+ S taking s E S into a transformation s” on Y such that 
(1) YS”E Y ye Y, SE&s; 
(2) CyfP = (Ye) *Sal1 yE Y, sES; 
(3) the action 5 is in triangular form and has the proper component 
action; i.e., 
(a) if (xn ,..., x$ = (xn’ ,..., xi’), then each xi’ depends at most 
on xi-i ,..., xi (and on s); and 
(b) for each i the component action xi -s,s,_,,,.,,e, xi’ must be 
an action in (Xi , Si). 
It is the above scheme 1.11 whose format will be adhered to hereafter 
in proving all constructions of the form (1.1). Furthermore, we declare 
that we shall always use the symbols “Y”, ‘IO”, and “N” in the same 
context (and with the same meanings) as above. 
As a final remark we note that the definition of Y is most usually 
implicit in the definition of 0. That is to say, since 6’ is invariably defined 
by writing down its value for various elements of X, x ... x Xi , we 
should simply understand Y to be that subset of X, x ... x Xi which 
then comprises the domain of 0. 
2. COMMUTIVITY AMONG UNITS AND GROUPS 
This section is concerned with establishing certain facts about the 
permutability of group and unit factors in a wreath product. Basically 
we show that in a sense Ui’s can be moved to the right and U2’s moved 
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to the left over other groups or units. Several useful facts can be derived 
from these results-in particular, the fact that #G(S) < 1 for any 
s E W(29 u u, u U2)l, and that in general combinatorials in W(U,) 
and I%‘( U,) (and even in W( U, u U,)) can be ignored when cornputting 
#c . Also we see that semigroups S E I$‘(9 u U, U U,) can be written, 
up to division, in a simple “normal” form-namely, as a wreath product 
with all U2’s on the left, all Ul’s on the right, and a group in the middle. 
This property proves quite useful in Section 3 where we study properties 
of W(B u u, u U,) and of the various other classes built up from 
Ul’s, Us’s, and groups. 
We put the basic commutivity constructions together as the following 
lemma. 
2.1 LEMMA. Using the notational conventions 1.3, we have 
(a) If M is a monoid, then for any set A Ar 1 M 1 M 1 A” for 
some set A’. 
(b) If G is a group, and if 1 G / = k, then 
G 1 U, 1 Uikl 1 (G x G x U,). 
(c> u, 1 u2 I ui41 -I ( u3 x u3 x U,). 
(c’) For any k 
U[kl x 
3 
u , ~[4~d \ (@I x ,y[k] 
2 2 3 3 x U2)- 
In considering (a) above bear in mind that U, (and its direct products) 
are of the form A?, and that U2’s, U3’s, and groups (and their direct 
products) are monoids. 
Before proving the lemma, we should first observe (again in notational 
convention 1.3) the following fact. 
2.2 FACT. If T is a monoid, then 
(S x T, SwT) fc (SwT, SwT). 
Proof, Simply verify that defining 8: SwT + S x T by f3(f, t) = 
((l)f, t) makes (13, id) the required mapping semigroup homomorphism 
(where (f, t) E F( T, S) x r T N SwT, 1 is the identity of T, and id is 
the identity map on SwT). We intend to apply this fact only when 
(S, S), and, consequently, (SwT, SwT), is faithful. 1 
1 Note the notational abuse. W(9 u U, u U,) means W(9 u {VI} u {Us}), W( U,) 
means W({U,}), etc. 
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We now proceed to prove Lemma 2.1 by cases. 
Proof of Lemma 2.1. (a) Since ATwM dzf F(M, A’) x ,&I we take 
typical elements of A’wM to be of the form (f, s), where f E F(M, A’), 
s E M. Looking then at multiplication in A’wM we see that for (fi , So),..., 
(fn , s,) E A’wM we have 
since the fi’s are into a right zero semigroup. A construction is quickly 
suggested by (2.1) on noting that the pair (sl...sn-l fn , s1 ... sn) of (2.1) 
can be recovered from the pair (si -.- s,-r , (f, , sn)) by the map (s’, 
(f, s)) m-t (“‘f, s’s), and, h ence, it suffices to comp;$ (si **. s,-r , (fn , sn)) 
which clearly can be done in MwA” using A’ = A’wM. Accordingly, 
we establish 
(kwM, A?YLm) 1 (M, M) 1 (24’71, A”) 
by defining 0: Y ‘2 M x A’ + A’wM as 
(s’, (f, 4) L+ (” f, s’s) 
and, for (f, s) E A’wM, defining (f, s) - (z) by 
(2.2) 
(2.3) 
(f, (f’, q,(js> = (s” - s’, (f, 4. (2.4) 
In (2.3) 0 is onto, using s’ = 1, and in (2.4) the component action 
(. s’, -(f, s)) lies in the proper semigroups, is clearly triangular, and 
satisfies both (7)s”~ Y and (jC)O = (70) . s all YE Y, s E ArwM. Thus, 
(2.2) is proved according to proof scheme 1.1. Then applying Fact 2.2 
to line (2.2) gives us (A’, A’) 1 (M, M)I M 1 A”’ and from this Allen’s 
lemma can be applied to give us (AT1, A’) 1 (M, M)I M 1 A’+, some A”, 
thus, establishing part (a) of our lemma. 
The exact method for applying Allen’s lemma is as follows. Since the 
proof works for the (arbitrary) set A, it works also for the set ArkI and, 
thus, proves at the next-to-last step above that (AIklr, AtkIT) 1 (M, M)I 
M 1 A”’ for some set A” (in fact for A” = A[klrwM). Now by Allen’s 
lemma-Fact 1.2(c)-we know that (Apl, AT)((A~[~I, ArLkl), and 
we plug this into the above and get (AT1, A’) 1 (M, M)I M 1 A”‘. 
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(b) Similarly, for part (b) we represent elements of Gw U, as 
(h, x) EF( Us , G) x r U, and observe that for (h, , x1) ,..., (h, , x,) E 
Gw U, we have 
(h, x) “Af (h, , Xl) **a (h, , x,) = (hp$ *-a ~l-+-lhn ) x1 *** x,) 
= W, -a. h, , x1 *.+ x,) if x1 *** x, = 1 (2.7.1) 
= (4 ... hmoh,+, ..a Ohn , x1 0.. xn) if x1 *** xntml = 1 and x, = 0. 
(2.7.2) 
We, therefore, seek a construction based on formulas (2.7). 
First, we note that since h and the hj are functions on U, = (0, l} 
the formulas (2.7) can be restated as 
(1)h = (1) h, a.. (1) h,(l) h,,, ... (1) h, if x1 “+x, = 1 (2.8.1) 
= (1) h, -*a (1) h,(O) h,,, -** (0) h, if x1 **- x,,+~ = 1 and x, = 0. 
(2.8.2) 
while 
and 
(0)h = (0) h, .*a (0) h,(O) h,+l **a (0) h; (2.8.3) 
x = x1 -** x, . (2.8.4) 
Then, on comparing (2.8.2) with (2.8.3) we observe that since the hi’s 
are into a group, Eq. (2.8.2) can be written (1)h = [(l)h, *a- (l)hm] * 
[(W, .I* (0)Ll-l * (W, and, thus, the formulas (2.8) can be restated as 
(1)h = (1) h, **a (l)h,, if x1 . . . x, = 1 (2.9.1) 
= [(I) h, ..a (1) h,] . [(0) h, ... (0) h&l . (0)h 
if x1 a** x,-r = 1 and x, = 0, (2.9.2) 
(0)h = (0) h, ... (0) h, (2.9.3) 
and 
x = x1 *** x, . (2.9.4) 
At this point it is evident that under the correspondence (h, x) -+ 
((l)h, (O)h, x) E G x G x U, the product (h, x) can be computed 
correctly in the direct product G x G x U, as long as case (2.9.1) 
obtains, while to accomodate case (2.9.2) we must in addition be able 
to store the “correction factor” [(l)h, *-a (I)h,,] * [(O)h, *** (O)h,]-l on 
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seeing the first input X, = 0. This last matter can be accomplished by 
using a subsequent component semigroup L$!], where K = 1 G /. There 
we let the coordinates of U PI be indexed by elements of G and define 
i = (I,..., 1) (all l’s) and i, = (l,..., O,..., 1) (0 only in thegth coordinate 
g E G) and think of UpI as remembering nothing when in state i, and 
as remembering g E G when in state i, . Then 
(GwU,, GwU,) 1 (Up’, Us”‘) 1 (G x G x U,, G x G x U,) (2.10) 
is verified by defining Y and 8, where 
Up’xGxGx U,2Y~(GxG)xyU23r’F(U2,G)xyU2~GwUZ 
(2.11.1) 
bY 
(idl,go,l) J+k,,g,,l), (2.11.1) 
0, , gl 7 go ,o) z+ kg0 , go , lb (2.11.2) 
and for (h, X) E Gw U, defining (h, X) - (h>) by 
(i,g, ,g, , l)(G) = (i . i,g, . (l)h,g, . (O)h, 1 - X) if x = i (2.12.1) 
= (i .i,,g, - (l)h,g, -(O)h, 1 . X) ifx = 0, (2.12.2) 
where 
g = kl * (l)hl * [go * wrl, 
(i,, g, do, wC3 = 0, .i, g, - (u, A, go . w, 0 .x). (2.12.3) 
- 
Then clearly the action (h, X) is triangular and has the proper components, 
and one can check that (7)s” E Y and (jC)0 = (jX3)s all 7 E Y, s = (h, x) E 
Gw U, by comparing the appropriate lines in formulas (2.9), (2.11), and 
(2.12). This proves (2.10) by proof scheme 1.11, and case (b) follows by 
applying Fact 2.2 to (2.10). 
(c) As in (a) and (b) we have for (jr, x1),..., (f, , xn) EF( U, , U,) 
xyU, ‘v U,wU, that 
(f, x) “zf (fl ) x1) a*- (fn , x,) = (fl”‘fi ... “‘“‘““-‘fn ) x1 **. x,) (2.13.1) 
= (fifz --.f?t 9 Xl ... %J if x1 a-* x, = 1 (2.13.2) 
= (fi .-fmofm+l *.. ofn , Xl .*- 4 if x1 ...x,,-~ = 1 and x, = 0, 
(2.13.3) 
and we proceed to examine the implications of Eq. (2.13). 
170 STIFFLER 
First, we observe that according to (2.13)f E F( Us , Us) is computed as 
if x1 *e-x, = 1 (2.14.1) 
if x1 me* x,,+r = 1 and x, = 0, 
(2.14.2) 
w = (O).fl -** (O).f?r@)fm+, *** (O>fn - (2.14.3) 
Now the functions fi are into U, g (a, b)i, which fact we will utilize in 
case (2.14.2) as follows. If (0) fm+l *a* (0) f, = 1, then in (2.14.2) obviously 
(l)f = (l)fi --- U)fm - Wh ereas, if on the other hand, (0)fm+l -a* (O)f, E 
{a, b), then in (2.14.2) (l)f = (0)fm+l *** (O)f, E {a, b} since a and b are 
right zeros, and, moreover, (0)f = (0)fm+l -*-- (O)f, in (2.14.3) by 
the same reasoning, allowing us to conclude in this case that (1)f = (0) f. 
Thus, formulas (2.14) can be restated as 
(l)f = (l>fi *-* (l)fn if x1.*.x,= 1 (2.151) 
= (l).fi *** u>.fm if x1 *a* x,-r = 1, x, = 0, and (0)fm+r **a (0)fn = 1 
(2.152) 
= (0)f if x1 *** x,,-~ = 1, x, = 0, and (0)fm+r *em (0)fn E {a, b}, 
while still 
(2.15.3) 
(W = P)f, -** P)fn (2.154) 
and 
x = x, “‘X,. (2.15.5) 
Now by examining formulas (2.15) we see that under the correspond- 
ence (f, 4 -J(lM (O)f, ) x we can compute the product (f, X) directly 
in U, x U, x U, if case (2.15.1) obtains, while for cases (2.15.2) and 
(2.15.3) we need one device to store (l)fi *+* ( l)fm the first time x, = 0, 
and another to remember whether or not (0)fm+l *a* (O)f, falls into 
(a, b} thereafter. Now, we can store (1) fi --- ( l)fm E U, in a second 
component semigroup UpI, and can use’ still another U, to remember 
if(0)fm+l *** (0)fn falls into {a, b}. In particular, in Ui31 let 
i “zf (1, I, 1) and i, Ef(o, 1, 1) 
iadzf (i,o, I) (2.16) 
ibdAf(i, ~0). 
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Then we establish 
(UPU, , U&J,) I (U, x UP? u, x up, -l (U, x u, x u, ) u, x u, x U,) 
(2.17) 
by defining Y and 0, where 
U2x @lx U3x U3x U22Y:(U3x U,)xyU2ru(F(U,, U3)xyU2 
N u,wu, 
bY 
(1, i,.h ,yoy 1) 2+ (rl ,yo, I), (2.18.1) 
u,i, , y1 , y. ,o) L+ (Y, y. , oh (2.18.2) 
(o~i,jYl~Yo~o) ~((Y~,Y~~o)~ (2.18.3) 
and for (f, 2) E Uaw U, defining (f, X) - (f, x) by 
(~J,Y~,Y~, lxfL3 = (1 . l,i-i,~, ~(l)f,~~~(o)f, 1-q if x=1, 
(2.19.1) 
= (1 . 1, i - 1, ,yl - (l)f,yo . (0~ 1 a X) if x = 0, 
(2.19.2) 
and where y = yr * (1)f and 
(x, 1, , y1 , yo9 WE3 = (1 . dcof), 1, . i, y1 . (l)f, y. . (o)j, 0 . X) (2.19.3) 
where 
is given by 
7: U, ++ U, ‘v U,/K( U,) 
7(l) = 1, 7&z) = T)(b) = 0. 
This action (f, X) is clearly triangular and with the proper components, 
and one checks that (7)s”~ Y and (j%)O = (70) * s all 7 E Y, s = (f, X) E 
Use0 U, by comparing the appropriate lines in formulas (2.15), (2. IS), 
and (2.19). Case (c) now follows by applying Fact 2.2 to line (2.17). 
(c’) The proof of (c’) is like that for (c) except that the functions 
fi ,..., f, to be dealt with are now functions into Uik] instead of into U, . 
So the general idea for translating (c) into a proof for (c’) is simply to 
replace those semigroups needed to compute the U, values by their 
k-time cross products computing in parallel. Formally, we will suppose 
607/11/z-2 
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in each of the original factors (fi , xj), j = I,..., n that f,. EF(U~, Uikl) 
is represented by k component functions as 
where each fi,i EF(U~ , U,) i = I,..., k. 
Similarly, for the product (f, x) dz (fi , x1) *** (f, , xJ we suppose 
f to be composed of fi,, ,..., fkpp . Now we translate the (c) proof. 
Formulas (2.13) and (2.14) still hold as is. At (2.15) it is best to start 
interpreting things componentwise. Thus, by the reasoning of (c) 
formulas (2.14) are seen to imply, now for each i = l,..., k, that 
(l>fi., = (1)fi.l ‘*’ (1)fi.n ifx, I*. % = 1, (2.15.1’) 
= (l)fi,l *a* (I)fi,, if x1 *** xm-r = 1, x, = 0 and 
(O)fi.m+l ***  (0)fi.n = 1, (2.15.2’) 
= (0)fisz, if x1 -0. x,-~ = 1, x, = 0 and (0)fi,m+l -*- (0)fi,n E (a, b), 
(2.15.3’) 
while in any case still 
and 
(c9fi.9 = (0)fi.l * **  (O)fi,n (2.154’) 
x = x1 -** x, . (2.15.5’) 
We retain the definitions (2.16) and proceed to prove now 
(upw u, , U$dJ2) 1 (Up x up, up x up, 
‘I (U 6”l x lJ[“’ x u 3 uFkl x urkl 2, 3 3 x u3> (2.17’) 
by defining, for an appropriate PC u~‘“I x u!jkl x @?I x Uikl x U, , 
a corresponding 8: P+ @‘I x UikI x U, which agrees with (I com- 
ponent-wise, which is to say 
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where for each i = l,..., k the x~,~‘s are such that (zi,r , zi,2 , zi,a , 
xi.4 7 4 me (%A > %,7 > zs), 0 defined in (2.18). Likewise we then interpret 
(c) as acting in parallel on each of the K components in a manner 
specified by (2.19). With formulas (2.15’) we then verify (2.17’). Noting 
that a key fact which makes all this work is that in (2.15’), as multipli- 
cation progresses, it is true for all K components simultaneously that 
either (2.15-l ‘) does or does not hold. However, once (2.15.1’) fails, 
i.e., once an x, = 0 appears, then the decision as to whether (2.15.2’) 
or (2.15.3’) holds proceeds separately and in parallel for each of the k 
components. As before, (6) then follows from (2.17’) by Fact 2.2. 1 
In seeking some true statements regarding the interchange of group 
and unit factors in a wreath product, we see for one thing that Lemma 
2.1 implies the following corollary. 
2.3 COROLLARY. (a) U, 1 M / M 1 Up1 some k, where M is U, , 
77, , or a group; 
(b) G 1 U, 1 Uikl 1 U, 1 (G x G) where G is a group, and 
k=IGI; 
In other words, up to division, a U, can be “moved to the right” 
and a U, “moved to the left” over other units or groups, if we allow that 
the factors in question be replaced by their direct product or in some 
cases even by a wreath product. 
It seems likely that except for reductions in the “width” of the U, 
direct products in (b) and (c), Corollary 2.3 is probably the best that 
can be said regarding the interchange of invidual units and groups. 
However, the appearance of wreath products and direct products in this 
solution suggests that maybe the result is “really” a result about the 
interchange of “blocks” of wreath products of direct products. And in 
fact it is with such a phrasing that the result assumes its simplest form. 
We note first that, in terms of direct products Lemma 2.1 gives the 
following corollary. 
2.4 COROLLARY. (a) Ufkj 1 M ( M 1 .#“‘I some k’ given k, and 
where M is a direct product either of Uz’s, US’s, or groups. 
(b) G 1 U, 1 Uikl 1 U, 1 G’ G a group, k = j G /, G’ = G x G. 
(c) UJ”] 1 U, 1 UpkI 1 U, 1 Ui2k] any k. 
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(We state (b) b a ove using just a group, since a (mapping) cross 
product of groups acting on themselves is again a group acting on itself.) 
The main commutativity theorem we now state as follows. 
2.5 THEOREM (permutability of units and groups in wreath products). 
Let U1 be an abbreviation for an expression U:kl] 1 a** 1 IJfkn] for some 
n and some k, ,..., k, . In like manner let Uz , U3 , and G abbreviate similar 
expressions for wreath products of direct products of, respectively, Uz’s, 
US’s, and groups. Then the following divisions hold: 
(a) U1 1 (7 j (7’ 1 I7{ for some G’, .EJ1’, 
(b) D1 1 Da 1 Qa’ 1 or’ for some D,‘, aI’, 
(c) Dl I. iT2 / Us’ 1 D1’ for some CT,‘, 01’, 
(d) 0s 1 Da 1 Ua’ 1 U3’ for some D,‘, 03’, 
(e) G 1 OS 1 Us’ 1 G’ for some U,‘, G’, 
where, as above, U1’, US’, U3’, and C’ represent new wreath products of 
direct products of, respectively, U1’s, Uz’s, US’s, and groups. 
Thus, thinking in terms of “blocks” of wreath products of direct 
products, Theorem 2.5 says that, up to division, blocks of U1’s can be 
moved to the right and blocks of U2’s moved to the left across blocks 
of other units or groups. 
Proof of Theorem 2.5. The formulas follow as expected from a 
double induction on the formulas of Corollary 2.4. We first verify (a). 
Since mapping direct products of groups are again groups, we may 
suppose 
G = GI 1 G, 1 *a* 1 G, for some n, and groups GI ,..., G,, . (2.20) 
From (2.20) n applications of Corollary 2.4(a) give 
U[“’ 1 1 G 1 1 G 2 1 ...~GG,lG,~U~“~G,~...~G, forsomek,’ 
1 Cl 1 G, 1 Ups’] 1 -.* 1 G, for some k2’, 
lGl~G,~-~G,\U~l for some k,‘, 
which is to say 
for some k’. (2.21) 
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Next, supposing 
for some m, k, ,..., k, (2.22) 
we have by m applications of (2.21) to (2.22) 
using, of course, Ur’ = Uikm’l 1 -*- 1 Ujkl’]. Line (2.23) proves (a) of 
the theorem with c’ = c. 
With identical arguments we verify (b) and (c) of the theorem from 
Corollary 2.4(a) also, the appropriate substitutions for line (2.20) being, 
respectively, 
fJ2 G @I ‘1 . . . ‘I VpJ and ,fJ2 z VP’ 1 . . . 1 v[kn’ 2 
for some 12, k, ,..., k, . 
The proofs for (d) and (e) are only slightly different. Proving (e) we 
suppose as before that 
u 
2 
G ,$%I 1 . . . ‘I ,a--&’ 
2 2 for some tl, k, ,..., k, . (2.24) 
But since formulas (b) and (c) of Corollary 2.4 do not allow for direct 
products of Us’s we go one step further and note that, since 
(k, + a-- + k,) times, we, of course, have 
D2j V,\ *-*I V, #times, for some 71. (2.25) 
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(Note (2.25) also follows from Fact 1.8 since 0s E w(U,).) Looking then 
at wreath products of Uz’s, we have by Corollary 2.4(b) that 
G~U2~~~~~U21U~1~U2~Gl~U2~~~~~U2kl=IGI,Gl=GxG 
n n-1 
1 ?I@‘1 U,‘l UF’l U,\ G,l -.-I U, 
n-2 
k2=/GlI,G2=Gx Gl 
where G, = G x -I- x G (2” times). In other words, G 1 U, 1 -me 1 
U, 1 us’ 1 G’ some 0s’ and group G’, which by virtue of (2.25) means 
that 
G 1 u2 1 a2,’ 1 G’ some u2,‘, some group G’. (2.26) 
From here we proceed as before, supposing 
and applying (2.26) m times to (2.27), to get 
Gn 1 **a 1 (32 1 G 1 02 I Gm 1 **. 1 G, 1 (ti,,, 1 G,’ 
I Gm 1 -0. ‘I (02)2 1 G,’ 1 G,’ 
I (022>, 1 Gn’ 1 a-. ‘I ‘32’ 1 G’, (2.28) 
meaning 
e 1 a2 1 irr,’ 1 e for some tr,‘, el. (2.29) 
This proves (e). 
Formula (d) is proved in an analogous manner from Corollary 2.4(c), 
by proving U$‘l 1 a2 I u2’ 1 Up’] in line (2.26) and using OS s U$l 1 
-** 1 U$‘J for line (2.27). Note that in proving this U, counterpart of 
(2.26) we do need the U, ~1 1 U, result of Corollary 2.4(c). The simpler 
U, 1 U, result of Corollary 2.3(c) will not work. 1 
2.6 Remark. (a) It is obvious from the proof that all the indicated 
permutations will preserve the length (= number of wreath product 
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factors) of each of the blocks except the oa blocks of(d) and (e). This is 
interesting in itself and can also be used as a justification for keeping 
lines (b) and (d). Note that if we do not mention that 0, block lengths 
are preserved then (b) and (d) b ecome trivial, for in (b) for example 
U, ) Us implies o1 1 &, some U[, and so already o1 1 0s 1 0s’ is true 
simply by taking Us’ = 0: 1 0, . If, however, we retain (b) and (d), 
we can say, without exception, that both U, and U, blocks commute over 
blocks of all other units and groups. 
(b) We add that in the proofs of (a) and (e) of Theorem 2.5 the 
blocks G’ obtained differ from the original blocks G only in replacing 
groups by their direct products. Thus, no “new” groups appear, and we 
can conclude in both cases (a) and (e) that PRIMES(G) = PRIMES(G’), 
where PRIMES(G) is the set of primes (simple groups) dividing some 
wreath product factor of G. (Primes are discussed in [1, Section 5.31.) 
We now turn to the many consequences of Theorem 2.5. The first 
we should mention is that the theorem immediately extends to arbitrary 
semigroups in W(U,), W(U,), W(U,), or W(9). Thus, putting things 
in the most general terms, we have the following corollary. 
2.7 COROLLARY (general commutivity for W( U, ,) W(U,), W( U,), 
and W(9)). If (Xi , Si) E W(U,), i = 1, 2, 3 and (Y, G) E W(9), then 
there exists other (X,‘, A’,‘) E F( UJ and (Y’, G’) E W(9), as the case 
may be such tnat 
(a) (4 , S,) 1 (Y, WY’, G’) 1 (Xl’, h’), 
(b) (X, 3 S,) 1 (X, > &)1(X,‘, &‘I 1 (Xl’, &‘h 
Cc) (Xl > s,> 1 (X2 9 %)l(X,‘> S,‘) 1 (X1’> Sl’)> 
(4 (X, > W 1 (X, 3 &)I(&‘, S,‘) ‘1 (X3’, &I 
(e) (K G) 1 (X2 , UC-G’, &‘I 1 (Y’, G’). 
The proof, of course, is to incorporate Fact 1.8 into Theorem 2.5, 
i.e if (Xi, 8,) E W(U,) then (Xi, S,)i U, 1 -.* 1 U,, and we let 
u;‘g u, 1 ... 1 u, . The mapping semigroups (Y’, G’), (X,‘, S,‘) 
appearing on the right will be those of the form G’, Ui’ given by the 
theorem. Comments similar to Remark 2.6(a) apply likewise to (b) 
and (d). 
A second consequence concerns group complexity, the conclusion 
being that U1’s and U2’s are essentially transparent with regard to the 
group complexity function #c , which follows from the fact that U1’s 
and U,‘s can be moved to the outside of any wreath product. 
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2.8 COROLLARY (Ui’s and Us’s can be moved to the outside). Let 
s 1 ,‘.‘> S, be a sequence of semigroups in which each S, is either a nontrivial 
group or a combinatorial. Let S,’ ,..., S,’ be the subsequence of S, ,..., S, 
obtained by deleting those combinatorial Si which are in either W( U,), 
W( U,), or W( U, u U,). Then 
where for each i = l,..., m the factor Zi’ is of the form G’ if Si’ is a group, 
and of the form U,’ if Si’ is a combinatorial. (We understand the form 
G’, Uii’ as described in Theorem 2.5, and in writing (X, , Si) we understand 
(Xi ) Si) E W(Lq if si E 9) 
The proof of Corollary 2.8 is straightforward application of the 
Corollary 2.7 formulas (after first noting that any S E W(U, u U,) 
divides a wreath product of UI’s and LIZ’s). 
2.9 COROLLARY ( UI’s and Uz’s can be ignored in computing #G). 
Let S, ,..., S, be a sequence of semigroups for which each S, is either a 
nontrivial group or a combinatorial. Let P be determined by deleting from 
the sequence S, ,..., S, those Si E W(U,), W( U,), or W( U, u U,), and 
then in the subsequence so obtained counting the number of blocks of conse- 
cutive groups which are separated from each other by blocks of consecutive 
combinatorials. Then P is an upper bound for #o(S,w em* wS,). If further- 
more U, 1 S, for each Si that is combinatorial but not in W( U,), W( U,) 
or W( U, u U,), then P is also a lower bound, i.e., P = #o(Snw **. wS,). 
Proof. From Corollary 2.8 it is clear that P is an upper bound. If, 
on the other hand, we assume U, 1 Si for each S, that is combinatorial 
but not in W( U, u U,) (hence not in W( U,) or W( U,) since W( U,), 
W(u,) C W( u, u u,)), th en from the procedure for obtaining P it is 
evident that there are at least P nontrivial groups among the factors 
S 1 ,***, S, that are separated from each other by combinatorials con- 
taining U, . Hence, for some nontrivial groups G, ,..., G, we have 
But the above implies #c (G,wU,w *** wG,) < #c (S,w mm* wS,) while 
in [l (using Theorem 6.2.10 as noted in Corollary 6.2.12)] it is shown 
that #G (GpwU3w a*- wG,) = P. Thus, P is also a lower bound in this 
case, and #G (S,w *** wS,) = P. m 
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2.10 Remark. (a) Corollary 2.9 can be viewed as a #,-by-inspection 
result for wreath products with factors as described above i.e., whose 
factors are either nontrivial groups, combinatorials in W(U, u U,), or 
combinatorials having U, as a divisor. In this sense Corollary 2.9 can be 
viewed as a generalization of the result #G(Gn~Ua~ **. wG,) = n. 
(b) The assumption U, 1 Si is essential for the lower bound argu- 
ment. This becomes apparent in the following sections where we show 
that there are indeed combinatorial semigroups S (so that 5’ E W(U,)) 
for which U, ‘i S and yet S 6 W( U, u U,). We shall see that the use 
of such semigroups would in general give a complexity less than P. 
Also in the next section we shall characterize such S, and algebraically 
characterize the various classes W( U,), I%‘( U,), and W( U, u U,). 
One of our more interesting results is that we are now able to show 
that any semigroup built without the use of U3’s will be trivial with 
respect to group complexity. 
2.11 COROLLARY. If SE I+‘(% u U, u U,), then #o(S) < 1. This 
follows most directly from Corollary 2.9 since by Fact 1.5 any such S 
must divide a wreath product of groups, U1’s, and U2’s. Note that the same 
conclusion must also apply to W(‘3 u U,) and W(g u U,) since both these 
classes are contained in W(3 v U, v U,). 
Corollary 2.11 answers a conjecture posed in [2, Remark 2.13(a)]. 
Equally interesting is a very useful fact, deducible from Corollary 2.8 
(and Facts 1.8, 1.9, and 1.3(a)) which says that any semigroup built 
from UI’s, Uz’s and groups can be written, up to division, in a particu- 
larly elementary form, namely, as a wreath product with all UI’s on the 
right, all U2’s on the left, and a group in the middle. 
2.12 COROLLARY. 
(a) SE W(U,) * SI U,w*--wU,, 
(b) SE W(U,) + S 1 U,w .-- wU,, 
(c) SE W(U, u U,) => s 1 u,w ... wu,wu,w *** wu,, 
(d) S E W(‘3 u U,) - S 1 GwU,w ... wU, for some group G, 
(e) S E W(3 u U,) s S 1 U,w *a* wU,wG for some group G, 
(f) SE W(3u UIu U,) *Sl U,w~~~wU,wGwU,w~~~wU, 
for some group G. 
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These facts are very handy for investigating the algebraic properties 
of the above classes as we do in Section 3. We add the following remark. 
2. I3 Remark. The results of Corollary 2.12 are also true in a mapping 
sense; e.g. (X, S) E w(9 u U,) 3 (X, S)l U, 1 0.. 1 U, 1 G for some 
group G. 
Still another consequence that we should take time to mention 
specifically, is the important fact that the commuting-over-group property 
is true not only for W( U,) and W( U,) but also for W(9 u U,) and 
W(TY u U,). 
2.14 COROLLARY. (a) 1j SE W(59 U U,) and G is a group, then 
for some group G’ 
SwG 1 G’wU,w a.- wU, . 
(b) If SE W(% u U,) and G is a group, then for some group G 
GwS 1 U,w a.. wU,wG’. 
These, of course, are derivable by permuting groups with units and 
then combining the groups. More simply, in (a) for example, note that 
S E W(?9 u U,) implies SwG E W(9J u Cl,), and then use Corollary 
2.12(d). We remark that commuting-over-groups properties have been 
found important in several group-complexity proofs. We draw further 
consequences from Corollary 2.14 in Section 4. 
3. CHARACTERIZATIONS OF SETS BUILT FROM UI's, US’s, AND GROUPS 
In this section we establish some characterizations for each of the 
classes W( U,), W(U,), I%‘( U, u U,), IV(9? u U,), IV(‘9 u U,), and 
W(S u U, u U,). (R emember 9 denotes the class of all finite groups, 
and W means closure under wreath product and division.) With these 
and the Section 2 results, more light can be shed on the structure of the 
“simpler” semigroups, which include, for example, such semigroups as 
nilpotents, inverses, Abelians, and “Rl’s.” Also, as a main result here, 
we are able to prove that U, 7 S implies #JS) < 1. These and other 
consequences are discussed in Section 4. 
We begin this section with a basic embedding theorem which is 
derived from semilocal theory. Recall from semilocal theory that when- 
ever S has a unique O-minimal ideal 1, S can be recovered from its 
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quotient S/I and its right mapping action RM(S) on I by the division 
S 1 R-)w S/I, where “N” means throw in all the constant maps. 
Further, we know that the right mapping action RIM(S) factors into 
GwRLM(S), and we know that left letters (rows) can be coded with 
Ari’s. So, approximately, but not exactly, semilocal theory tells us that 
S 1 [AZ1 x (GwRLM(S))]w S/I, g ive or take a few resets (constant 
maps), O’s or 1’s. We pursue the details, get rid of extraneous constant 
maps, settle the O’s and l’s, and deduce as a true statement the following 
theorem. 
3.1 THEOREM (fundamental embedding theorem for unique O- 
minimal Ideals, hereafter referred to as “FETI”). Let S be a semigroup 
with a unique O-minimal ideal I. Let its distinguished $-class be denoted 
by J (so that either I = J OY I = Jo) and assume a (Rees matrix) coordina- 
tion of J which makes Jo N dO(G; A, B; C). Then we have 
(a) when J is regular or B 1 then 
(Sl, S) I (G, G) I (M, M) 1 (B*, f=WS)) 1 (s/I’, s/I) if S # I, 
OY 
(Sl, S) I (G, G) ‘I (M W I (B*, RLM(S)) 1 (u, u) if S=I; 
(b) when 1 B 1 = 1 then 
(Sl, S) I (G, G) 1 W, M) 1 (u, 9 u,) ‘1 (S/I’, S/I) if S # I, 
OY 
(Sl, S) I (G, G) X (M Ml 1 (u, 3 u,> 1 (U u) if S = I; 
where, in each of the above, B * = B or B” according to whether I = J or 
I = Jo, RLM is the right letter mapping homomorphism RLMJ [ 1, Section 
8.21, U may be chosen as either U, OY U, , and M may be chosen as any 
arbitrary monoid subject only to the requirement / M j 3 1 A I. 
We remark that for us the great utility of the above formulation lies 
in the fact that it uses only homomorphs of S (namely S/I and RLM(S)), 
the Schiizenberger group G, units U, and U, , and a left-letter coordinate 
M which can be chosen to be either a group or a direct product of Ui’s. 
We prove Theorem 3.1 as an embellishment of the following two 
lemmas. The first lemma probably deserves the name “fundamental 
embedding lemma for proper O-minimal ideals,” and it serves as a 
basic point of departure. 
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3.2 LEMMA. Let S be a semigroup with a unique O-minimal ideal I, 
and suppose I # S. Let J be the distinguished $-class of I coordinatixed 
so that Jo ‘v &O(G; A, B; C). Then 
(Sl, 9 I (G, ‘3 1 (M, M) 1 (B*, f=M(Sl) 1 (SP, S/I>, (3.1) 
where B* is B or B” according to whether I = J or I = Jo, RLM = RLM, , 
and M can be chosen as any arbitrary monoid subject only to the requirement 
IMI>IAI. 
Proof. Of course RLM(S) acts transitively on B, and so for each 
pair of letters b, b’ E B let us choose an &,I E RLM (9) such that 
@)&ii, = b’. In addition, if 0 E B* we choose jbo = RLM(O), so that 
(b)sao = 0. Next we let 6(b, s), $Js) be the functions given by semilocal 
theory that satisfy (g, a, b) - s = (g - V, 4, a, [blur), where (g, a, b) E I, 
and we adopt the convention of reading (g, a, 0) as 0 and requiring 
6(b, s) = e (the idempotent of G) whenever [b]h(s) = 0. Thus, 6 : B* x 
S ++ G and #R ‘H RLM,. Finally, for dealing with A we restrict ourselves 
to some subset of the monoid M that contains the identity 1 and has 
cardinality j A I, and we index this subset by A. 
The embedding (3.1) is then verified as follows (again referring to 
proof scheme 1,ll of Section 1). First choose a fixed 6 E B. Then define 
YCGxMxB*xS/P and O:Y++S by 
(e, l,b,s) As for s 6 Si - I, (3.2.3) 
(g, a, b, 0) Z+ gab E I (reading g,, as 0). (3.2.2) 
And for s’ E S define the action s”’ on Y by 
(e,1,6,s)S’=(e-g,l*a,(6)f6,,s*~(s’)) in case s $ I, 
where 7) is S -H S/I and where 
(*g, * a, %J = (* e, * 1, W if ss’ #I 
= c-g, * 6 &J if ss’ = gab E I - (0) 
= C-e, * 13 40) if ss’ = 0 E I; 
and 
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where 7 defined above and 6(b, s’), #Js’) are defined in the previous 
paragraph. Clearly the action is triangular and has the proper components 
and it is a straightforward matter to verify (y)3’ E Y and @‘)s”‘)e = ($)s’ 
allyEY,s’ES. 1 
It would be nice if the construction (3.1) were valid also when S = Z, 
but this will not be the case since S = Z makes S/Z’ = {O}l = {0}, and, 
hence, in (3.2.1) there will be no nonzero s E S/Z1 to map onto 1 E S1 = Il. 
Certainly this 1 can be crucial since in general (Z, I) is not faithful. We 
can, however, prove the following lemma. 
3.3 LEMMA. Suppose S has a unique O-minimal ideal Z and that 
Z = S (i.e., S is O-simple). Let J be dejined as in Lemma 3.2. Then 
(Sl, S) I (G, G) 1 (M M) 1 (B*, RLM(S)) 1 (u, u), (3.3) 
where M, B*, and RLM are as in Lemma 3.2, and where U may be chosen 
as either U, or U, . 
Proof. We note the product (3.3) differs from (3.1) only in the 
rightmost factor, and the essential assertion is that when S = Z we can 
use U to distinguish between Z and S - Z (i.e., between Z and (1)) as 
required by lines (3.2) By way of details, observe that for either U = U, 
or U = U, there exist elements x, y E U such that x # y and xy = yy = y. 
With this fact in hand, we write down a proof of (3.3) as a modification 
of that for (3.1) by defining 
YCGxMxB*xU and 8: y-451 by 
(e, 1, 6, X) : 1 
(g, 6 b, y) ’ gab E 1 (reading g,, as 0) 
and for s’ E S defining s”’ by 
(e, 1, 6, x) S’ = (e *g, 1 . a, (b) fbb , .x * y), 
where we mean 
(‘g, . a, pbb) = t-g, ’ ay fbb) if s’ = g,, E I - (0) 
= (. e, * 1, 80) if s’ = 0 E I, 
(g, a, b, Y) f’ = (g * W, 0 a . 1, PI #-(s’), y . y) 
with all symbols being defined as in the proof of Lemma 3.2. 1 
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We now embellish these two lemma proofs so as to obtain a proof of 
Theorem 3.1. The idea is to examine more closely the RLM(S1) com- 
ponent maps and show that in all cases either (1) we can use MM(S) 
instead of RLM(S1) (and this is crucial for inductions on S), or else (2) 
we have in fact RLM(S) ‘v U, . 
Proof of Theorem 3.1 To begin, we look at the definition of s”’ in 
the two lemmas and observe that the RLM(Sl) maps used there are 
either & , &,, , fbO , or #R(s’). We examine these one at a time to see if they 
are in RLM(S). First +R E RLM, and s’ E S, so that #R(s’) is always a 
map in RLM(S). Next, &, is used only when 0 E S, and then &,, = 
RLM(0) so that $,, E RLM(S). Next, if b # 6 let shr, E S be such that 
& = RLM(q,). N ow certainly sbb # 1 since (i;)& = b # 6. Hence, 
ssb E S and fb,, = RLM(s6,) E RLM(S). Thus, #Js’), &, , & (for b # 6) 
are always in RLM(S) and the only map that is possibly in RLM (29) 
and not in RLM(S) is & . We proceed by cases. 
First, suppose J is regular, and let Ls denote the Z-class with index 
6 E B. By regularity there is some idempotent e EL, such that Li; * e = Lb, 
and so we may choose fb6 = RLM(e), e E J C S. Secondly, suppose 
1 B / > 1. Then choose b E B with b # 6, and let sbb , ~~5 E S be such 
that fhb = RLM(ss,), & = RLM(Q). Note sbb , sb6 # 1 as before. Now 
define f55 = && = RLM(s6, * sb6), while observing that sha * sb6 E S 
follows since both ssa , sb6 E S (i.e., each is # 1). What this all shows that 
is that in case J regular or / B 1 > 1 we can choose &6 E RLM(S) also. 
By appending this fact and the results of the previous paragraph to the 
proofs of Lemmas 3.2 and 3.3, we obtain a proof of part (a)of the theorem. 
The final case is much simpler and we can dispense with the above 
considerations, for when / B 1 = 1 the only possible letter maps on B* 
are the identity and zero. Whether B* = B or B” we have at least 
(B*, RLM(S1))I(U, , Us), and, consequently, the lemma proofs now 
extend to prove part (b) of the theorem. 1 
We now proceed to establish characterizations, and we begin with the 
purely combinatorial classes. 
Algebraic Characterizations of W( U,), W( U,), and W( U, u U,) 
We first state the results. (A machine-land equivalent of Theorem 
3.4(a) is proved in [3] as Proposition 7.1 (h).) 
3.4 THEOREM. (a) W( U,) = th e set of all semigroups which are 
nilpotent extensions of a right zero kernel. 
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(b) W( U,) = th e set of all semigroups having trivial (i.e., l-point) 
&!-classes 
= the set of all combinatorial semigroups on which 
$ =Lz3?. 
(c) W( U, u U,) = the set of all semigroups whose every left ideal 
Se, for e2 = e E S, has trivial L&?-classes. 
We should point out that in (c) above it makes no difference which 
way we define the BY relationship, because we see the following fact. 
3.5 FACT. If e is an idempotent, then for elements of Se C S W-related- 
ness with respect to Se (as a semigroup) is equivalent to .%-relatedness with 
respect to S. 
Proof. Certainly g-relatedness in Se implies &Y-relatedness in S. 
Conversely, if two elements sr , a s E Se are g-related in S, and if s E S 
is such that srs = s2 , then for se E Se we see s,(se) = (s,s)e = sse = s2 
(since s2 E Se). 1 
As indicated by part (b) of the theorem, we have the following defini- 
nition. 
3.6 DEFINITION. A semigroup S all of whose g-classes are trivial 
(i.e., l-point) is said to be B-trivial. 
We now prove the theorem by parts. 
Proof of Theorem 3.4(a) This part is proven as an easy consequence 
of Lemmas 3.7-3.10. Here Lemmas 3.7 and 3.8 are stated as facts about 
arbitrary right-zero semigroups, i.e., those of the form A’. (Recall 
U, E {a, b)‘.) Also in these two lemmas we view A,‘w *** wAIr as a 
mapping semigroup on A2 x *a* x AI1 (as per Notation 1.3). Recall 
that K(S) denotes the kernel of S. We state the following lemma. 
3.7 LEMMA. K(A,‘w a.. WA,‘) = the set of all constant maps 
=(An x.*.x AJNA,~ x...x A,‘. 
3.8 LEMMA. oil ,..., Al, E A,rw ... wAlr * 01~ **a a, a constant map. 
3.9 LEMMA. The property “K(S) is right-zero and S/K(S) is nilpotent 
of class <n” holds under “<” and “t-” (i.e., under subsemigroup and 
epimorphism). 
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3.10 LEMMA. If K(S) is right zero and S/K(S) is nilpotent of class 
<n, then SE W( U,). (In fact, then (Sl, S) diwides (A, , A,‘) 1 a*- 1 
(A, , A,‘) for some A, ,..., A, .) 
The first half of part (a)-that all semigroups in W( U,) have the 
prescribed property-is then deducible from Lemmas 3.7-3.9. Note 
that from Corollary 2.12(a) ( or Fact 1.5) it is apparent that a result 
about W( U,) can be proved by showing it true for all products Urw *e-w U, 
(arbitrary lengths) and then showing it holds under “<” and “cc” 
(and, hence, under “I”). So Lemma 3.7 says that K(U,w *** WV,) is 
right-zero (being = U, x *-- x U,), and Lemma 3.8 asserts that 
( UP *** wU~)~ C K(U,w *a* wU,), which implies that U,w -a- wU,/ 
K( UP *.* wU,) is nilpotent of class <n. Lemma 3.9 then says this 
property holds under “<” and “M-“, and we are done with the first 
half. The second half-that conversely all semigroups with this property 
are in W( U,)-is exactly Lemma 3.10. 1 
We next prove the lemmas. 
Proof of Lemma 3.7. If (a, ,..., al) E A, x .** x A, and for each i 
Caj denotes the (component) constant map (on A:-_, x -** x A,‘) 
with value ai E Air, then (Can ,..., Cal) E Anrw *a* wAlr is a constant 
map (on A,’ x **a x A,l) with value (a, ,..., al) E A, ,X -a- x A, . 
Easily these are seen to be all the possible constant maps, and it is well 
known that when any mapping semigroup contains constant maps, then 
the set of all such constant maps comprises the kernel, which is right-zero 
(and in our case obviously N (A, x -*a x A,)‘). 1 
Proof of Lemma 3.8. We use induction on n. The case n = 1 is easy, 
for then a, = . a (right multiplication by a) for some a E A, . So we 
assume the result true for n and look at the case n + 1: Considering 
Al,,, wA,‘w **a wAlr as A’,,, w(Anrw *.* WA,‘) and writing typical 
elements as (f, a) where 01 E Anrw a** wAlr, we examine n + 1 length 
products and see that 
(fi 7 4 *.- (fn+1 > %+1) = Kw% ... al-'Tfn+l 9 a1 .*. %+1) 
= (al"'OLyn+l ) a1 ... a!,+l) 
since the f’s take values in the right-zero semigroup AL,, . But now 
CL1 *a- cx, is a constant map by induction, and, therefore, so is al”‘anfi+l 
and 01~ ... CII,+~ = (01~ *a* ~l,)i~,+~ . Hence, also the n + 1 length product 
(jr , 01~) *a* (fn+l , a,+i) = (OLl”‘a”fn+l , 01~ **a Oln+i) is a constant map. 1 
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Proof of Lemma 3.9. The case “fc” is easily since kernels map onto 
kernels. Also “<” is easy, for if T < S then Tn < 5’” = K(S) =z= Tn 
right-zero so that Tn C K(T). But, of course, K(T) < T” since T” an 
ideal. Hence, Tn = K(T) right-zero. 1 
Proof of Lemma 3.10. For such an S the relation 
%z * S,-l *-* s1 *so = Snwl”‘S1 *so (3.4) 
holds for arbitrary s,, , sr ,..., s, E s. This follows since S/K(S) nilpotent 
of class <n implies that any n-length product snP1 **a slsO is in K(S), and 
K(S) right-zero means K(S) consists of a single combinatorial W-class 
so that by semilocal theory the only possible left multiplication s, . 
on K(S) is the identity. With this we can prove 
(Sl, S) I (S, , 8,‘) 1 --* 1 (S, 3 S,‘) (n times) 
where S, = S u {*>. 
We define Y C S, x *+* x S, and 0: Y - S by 
(*,..., *) it+ 1, 
(* ,...) c, s, ,..., Sl) : s, e.0 s1 1<m<n, 
(sn )..., Sl) J+ s, .** s1 , 
(3.5) 
(3.6) 
and comparing (3.6) with (3.4) it is obvious we want to define s0 - $, by 
(sn ,**.> SJ &j = (Sn * s,-1 ,...) s1 * s(J 
= (h-1 ,***, so> all si E S, , s0 E S. 
This action is triangular and has the proper component actions (right- 
zero) and easily jG,, E Y, (jG)fI = ($)s, all s,, E S, 7 E Y. S E W( U,) now 
follows from (3.5) since, for some K, S,? < Ulkl E W( VI). 1 
Proof of Theorem 3.4(b). Similarly, with reference to Corollary 
2.12(b), we can establish part (b) with the following three lemmas. 
Easily having trivial 9Z’-classes is equivalent to being combinatorial 
with $ = 9. 1 
3.11 LEMMA. U,w -.- wU, (any length) has trivial W-classes. 
3.12 LEMMA. The trivial %-class property is preserved under “<” 
and “cc”. 
607/rrl2-3 
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3.13 LEMMA. If S is &?-trivial, then S E W( U,). 
Proof of Lemma 3.11, Of course, U, N {O}l has the trivial W-classes 
(0) and {I}. Hence, U, is W-trivial, as are all its direct products UpI. 
Now a general property of wreath products is that two members of a 
product (X, , S,) w +** w(X, , S,) are g-related only if for each k their 
two kth components are again s-related in the kth component semigroup 
F(X,-, x ... x X1 ) Sk) (all functions from X&i x “’ x X1 into Sk). 
In U,w .*. wU, these kth component semigroups are the semigroups 
F( Uhk-l’, U,) N Upk-1l and these semigroups are W-trivial as noted 
above. Hence, &Y-relatedness in U,w *** wU, implies identity, since 
W-relatedness implies identity in each component. Thus, U,w a** wU, is 
s-trivial. 1 
Proof of Lemma 3.12. Easily having trivial W-classes is preserved 
under “ <“, since a subsemigroup has fewer elements to act as multipliers 
and so in general its %?-classes are smaller. Now suppose T +L S, and 
the &?-classes of S are trivial. Suppose J is a $-class of T. Then $-l(J) 
contains some minimal $-class of S which maps onto J. But for onto 
maps 9-classes map onto 9&classes. Hence, the W-classes of T are 
trivial also. 1 
Proof of Lemma 3.13. We prove this by induction on the order of 
S. The case 1 S 1 = 1 is trivial. So suppose 1 S 1 > 1 and the lemma 
holds for all S’ with 1 S’ 1 < / S 1. There are two cases. 
Case 1. S subdirectly decomposable. (See [I, Section 81 for a 
discussion of subdirect product decomposability and unique O-minimal 
ideals). This means S < < S, x *** x S, , where S --++ S, and 1 Si j < 
1 S I for each i. In this case S g-trivial implies each Si s-trivial by 
Lemma 3.12, whence each Si E W( U,) by induction, giving S E W( U,) 
since W( U,) closed under direct product and subsemigroup. 
Case 2. S subdirectly indecomposable. Then S has a unique O- 
minimal ideal 1, and we apply the FETI (Theorem 2.1). If S is W-trivial 
then 1 B 1 = 1 and we consider just case (b) of the FETI. Here G = (1) 
since S is combinatorial, and we choose M to be the monoid UPI, where 
n = 1 A I. Furthermore, S/I E W( U,), again by Lemma 3.12 and 
induction, and we choose U = U, . Thus, G, M, S/I, U E W( U,), which 
gives then S E W( U,). 1 
Proof of Theorem 3.4(c). Once again the proof is established with 
three lemmas (following), and with reference to Corollary 2.12(c). We 
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remark that Lemma 3.16 below uses Lemma 3.32(b) whose proof is 
deferred until the end of Section 3. 1 
3.14 LEMMA. If S = U,w *** wU,wU,w a.0 wU, (arbitrary lengths), 
then Se is %-trivial for each e2 = e E S. 
3.15 LEMMA. The property “Se is B?-trivial for each e2 = e E S” 
is preserved under “<” and “cc”. 
3.16 LEMMA. If Se is 2X-trivial for each e2 = e E S, then 
s E W( u, u U,). 
Proof of Lemma 3.14. Using the associativity property of mapping 
wreath products let us represent elements s E S = U,w **. wU, as 
s = (f, a), where 01 E U,w ... wU, andf EF(U1 x **a x U,, U,w ... wU,). 
We know the projection (f, ) (Y mP LY is a homomorphism, so that if (f, a) =e 
is an idempotent of S then 01 = P(e) is an idempotent in U,w ... wU, and, 
hence, by part (a) must be in the kernel of U,w ... wU, . Moreover, 
since this kernel is right-zero we have even P(Se) = P(S)P(e) = P(e). 
That is to say, for all s’ E Se, e an idempotent, it follows P(s’) = P(e). 
Now, with e = (f, ) 01 an idempotent, let us look at any two elements 
s1 , s2 E Se for which si B? s2 . Representing s1 = (fi , aI), s2 = (f2 , a2) 
we have already 01~ = 01~ (‘01) since by the above P(s,) = P(e) = P(s,). 
For the f's we again recall the known property of wreath products which 
says that (fi , ai) B! (f2 , a2) requires already fi ?X f2 in the semi-group 
F(U, x ... x u,, u,w *** wU,) dg T, Notice that for us 
TN (u2w . . . wu2)[l~~x”‘x~,l] 
so that, consequently, T E W( U,) and, hence, T g-trivial by part (b), 
from which it follows that fi = f2 since fi 9 f2 in T. Thus, si = s2 since 
both fi = f2 and CX~ = 01~ , and, consequently, Se is g-trivial since we 
have shown si 3 s2 in Se implies si = s2 . 1 
Proof of Lemma 3.15. If T < S, then Te < Se. And, if T c+- S 
then each e2 = e E T is the image of some et2 = e’ E S so that Tecc Se’. 
Thus, each Te is a subsemigroup or homomorphism of some Se’, so 
that in either case if all Se’ have trivial BY-classes then so do all Te since 
by Lemma 3.12 g-triviality is preserved under “<” and “t+“. 1 
Proof of Lemma 3.16. Again we use induction on 1 S I, and note 
the result trivial if 1 S 1 = 1 and so assume that j S 1 > 1 and that the 
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lemma is true for all S’ with 1 S’ 1 < ] S I. Further we assume S fits 
the hypothesis; i.e., all Se are g-trivial. As before there are two cases. 
Case 1. S subdirectly decomposable. Again, this means S < < S, x 
+** ~Siwhereeach IS’,] <JSI andS-++Si.ThistimewegetS,E 
W( U, u Us) for each i by induction and Lemma 3.15. It then follows 
that S E W( U, u U,). 
Case 2. S subdirectly indecomposable. Then S has a unique O- 
minimal ideal. In case S is RLM the result S E W( U, u U,) is Lemma 
3.32(b) which we prove at the end of Section 3. In case S is not RLM 
we apply the FETI. Looking at the FETI formulas we first note that 
for our case G = {I>, since any subgroup of S with idempotent e is 
contained in Se which is combinatorial. Next, we choose M = @“I, 
where n = 1 A I, and choose U to be either U, or U, . Then we note 
S/I E W( U, u U,) by Lemma 3.15 and induction as before. And 
finally, we observe that RLM(S) E W( U, u U,) by Lemma 3.15 and 
induction also, since S not RLM implies I RLM(S)I < I S I. Thus, we 
have all of G, M, RLM(S), U, , S/I, U E W( U, U U,), so, consequently, 
s E W( u, u U,). 1 
We pause here to note that directly from the Theorem 3.4 characteriza- 
tions one can deduce the following. 
3.17 COROLLARY. (a) W(U,) contains: Ar’s, nilpotents. 
(b) W( U,) contains semigroups of the following types: A’, AlI, AzlO, 
nilpotent, combinatorial Abelian, and in general any semigroup with 
trivial W-classes. 
(c) W( U, u U,) contains semigroups such as: B*, combinatorial 
simples and 0-simples. 
(d) W( U,) r\ W( U,) = nilpotents. 
(e) The regular semigroups of W(U,) are the right-zeros (i.e., Ar’s). 
(f) The regular semigroups of W( U,) are commutative bands of 
A l’s. 
(g) In W( U,) and W( U,) “regular” = “union-of-groups.” 
In the above (f) follows most easily from(g) recalling that the f-class 
structure of a union-of-groups semigroup is a commutative band. In 
(b) remember that for Abelians we know even $ = z?. Again, for 
(a) one can refer to [3, Section 71 for machine-oriented treatment of 
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I+‘( U,). There it is shown that the corresponding machines are the class 
of “definite functions,” and that these can be built series-parallel1 from 
U, machines and delays. It should be pointed out that the relationship 
of delays to I%‘( U,) is fundamental for in fact a cascade of n reset machines 
is essentially an n-step delay machine. That is to say, the computing 
power of a cascade of n resets is exactly the ability to remember the last 
n inputs. (Note: “cascade of n resets” = “wreath product of n P’s.“) 
Algebraic Characterizations of the Classes W(9 U U,), W(% U U,), 
W(9 u U, u ?I,), and their Relation to Unit Divisors 
We proceed as before and first state the results. Again, recall that 3 
is the class of all finite groups. 
3.18 THEOREM. (a) 5’ E W(9 u U,) o U, f S o S a nilpotent ex- 
tension of its kernel. 
(b) SE W(‘3 u U,) o U, f S o S is “RI”; i.e., no two idem- 
potents of S are 96equivalent. 
(c) s E W(3 u u, u U‘J u U, z S o each principal left ideal 
Se, for e2 e, is “RI”. 
In (c) above we again call attention to Fact 3.5. In both (b) and (c) we 
make reference to the following definition (given as 2.1(a) in [2]): 
3.19 DEFINITION. A semigroup S is said to be “RI” iff no two 
idempotents of S are &?-equivalent. 
We remark that not all the results stated in (a) and (b) of Theorem 
3.18 are new. Already in [3, Section 71 it is proved that U, f S o S a 
nilpotent extension of its kernel, and proved that such S can be built 
series-parallel from groups, Ul’s, delays, and machine Lk. And in [2] 
Tilson proved that S E W(+? u U,) + S is R, 5 S 1 CwG * C(S) < 
(2, G). Our contribution here is mainly Lemma 3.22, where we prove 
that constructions can be accomplished using only the desired units 
as the combinatorials. This is in itself a nice result about constructions. 
Complexity results then follow from this and the commutivity results 
(Corollary 2.12) of Section 2, with a major new result being that, 
U, 7 S =P #G(S) < 1, which is derived from the construction of part (c). 
The proof of Theorem 3.18 is given by establishing 3.20-3.22. It 
happens that for these we will need to refer to two facts about units 
proved in [I, Lemma 5.3.61; namely, for i = 1, 2, 3, we know 
that (a) Ui / S o Ui < S, and that (b) lJi is irreducible (i.e., 
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ui IV2 9 S,W(Xl 9 Sl) implies either Ui 1 S, or Ui 1 S,). We first 
proceed to verify the following Lemma. 
3.20 LEMMA. (a) Ua f S o S a nilpotent extension of its kernel, 
(b) U, T S o S is “RI”, 
(c) U, r S o each Se, for e2 = e, is “RI”. 
Proof. (a) (Copied from [3, Lemma 7.61.) If there exists an idem- 
potent e in S - K(S), then S - S/K(S) > {e, O> N U, , so that 
U, 1 S. Conversely, U, 1 S * U, < S * there must exist an idempotent 
in S - K(S), f or otherwise U, < K(S) which is impossible since no 
two distinct idempotents in the kernel can commute. 
(b) (See also [2, Remark 2,1(b)].) If S is not “RI” and e, , e2 are two 
distinct $%-equivalent idempotents of S, then He, v He, < S (where 
H, = {s: s Z? e}) with Hei; He, = He, , and so defining 4 by Hei -* a( 
we have S 3 He, v He, -++ {al , a2)r E U, , so that U, 1 S. Conversely, 
17, 1 S * U, < S which clearly implies S is not “RI .” 
(c) Suppose, for an idempotent, e that Se is not “RI” and that 
e, , e2 are two W-equivalent idempotents in Se. For i = 1, 2 we find that 
ee, x ei since ei = eiei = (eie)ei = ei(ee,). Furthermore, eei is an 
idempotent since (ee,)2 = e(e,e)ei = eeiei = eei . It follows that ee, , 
ee2 are two distinct W-related idempotents in Se. So, for an obvious 4 we 
have S 3 Se 3 {Heel u He,2 u {e}} 2 (al, a2)r1 N U,, implying U, j S. 
Conversely, U, 1 S * U, < S * there exists two distinct g-equivalent 
idempotents in Se, where e is the idemponent of U, < S. 1 
Next, we note that irreducibility of units and Fact 1.5 immediately 
give us the following fact. 
3.21 FACT. 
s E W(% v U,) =s u, r s, 
s E W(% v U,) * u, z s, 
s E W(S v u, v U,) => u, z s. 
Finally, we do the hard part of Theorem 3.18 and prove the three 
constructions. 
3.22 LEMMA, 
(a) U, 7 S * SE W(Q V U,), 
(b) U, j- S + SE W(9 v U,), 
(c) u,~s~sEW(~vuU,vU2). 
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Proof. In all three cases we first effect a reduction of the problem 
to RLM semigroups by using the FETI. Then we prove the result 
directly for RLM semigroups (Theorem 3.4(a) and Lemmas 3.28 and 
3.22(a)). 
(a) By Lemma 3.20(a) U, + S implies S is a nilpotent extension 
of its kernel. Now, if this kernel is trivial then S is simply nilpotent, in 
which case 5’ E W(9 u U,) is true since already S E W( U,) by Theorem 
3.4(a). When it is not trivial the kernel will, of course, be a unique O- 
minimal ideal of S, and so we can apply the FETI. Furthermore, kernels 
are regular, and so we apply case (a) of the FETI using I = K(S). 
There we note first that S/I = S/K(S) is nilpotent, giving S/I E W( U,) 
by Theorem 3.4(a). Secondly, we observe that the homomorphism 
RLM (=RLM,) acts on the kernel I = J by identifying all elements 
within an Z-class, since by [l, Definition 8.2.81 we have RLM,(s,) = 
RLM,(s,) iff xsi 5?’ xsa for all x E J. Therefore, the kernel of RLM(S) 
must be right zero, and, consequently, RLM(S) must be a nilpotent 
extension of its right zero kernel, whence RLM(S) E W( U,) by Theorem 
3.4(a). Finally, we choose U = U, , and also choose M = 2, where 
n = 1 A ) and 2, is the cyclic group of order n. Then since in FETI(a) 
all factors G, 2, , RLM(S), S/I, U, are in W(g U CT,), it follows that 
s E W(9 u U,). 
(b) We proceed here by induction on 1 S /. The result is trivial 
for 1 S I = 1, and so we assume j S I > 1 and that the result is true for 
all S’ with / S’ / < [ S 1. There are two cases. 
Case 1. S subdirectly decomposable. Then S < < S, x **. x S, , 
where for each i we have S + Si and 1 Si I < j S I. In this case 
S E W(9 U U,) by induction and the fact that U, 7 S * U, 7 Si . 
Case 2. S subdirectly indecomposable. Then S must have a unique 
O-minimal ideal I. We assume S is “RI”. If S is RLM then SE W(9 u U,) 
by Lemma 3.28 which follows. If S is not RLM we apply the FETI. 
Here we choose M = Ui”], where n = / A 1, and choose U = U,. We 
note S/I E W(9 u U,) by induction, and also RLM(S) E W(+9 u U,) 
by induction since S not RLM implies I RLM(S)I < 1 S I and U, f S 
implies U, 7 RLM(S). Th us, S E W(Y u U,) since all the components 
are in W(9 U U,). 
(c) The proof for case (c) is an appropriate transliteration of that 
for case (b) above. In case 2 of (b) the assumption we make on S is that 
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Se is “RI” for each e2 = e E S. Also in case 2 the corresponding result 
for RLMsemigroups is Lemma 3.32(a) (also proved later). 1 
Now we still have some work to do in proving the RLM cases directly 
by construction (Lemmas 3.28 and 3.32). The first thing we must go 
through is to translate the so-called “linked” equation into results 
concerning “connected” columns.2 
3.23 DEFINITION. Let J be a x-class, with Jo N JZO(G; A, B; C). 
Let “=” denote transpose, so that Cr denotes the transpose of the B x A 
sandwich matrix C, whence Cr is an A x B matrix whose columns are 
indexed by B. We now remark that hereafter, because of their obvious 
relationships, we will use the term “column” to refer either to a column 
of CT, or to its corresponding index b E B, or to its corresponding 
Z-class L, in J. Also it serves economy in statements and proofs to 
regard 0 E B” as referring to an (imaginary) “column” of CT consisting 
of all 0’s. We then say that two columns b, , b, E B” are connected iff 
the corresponding columns of CT both have a nonzero entry in the same 
row. (Thus, for example, every nonzero column is connected to itself, 
and no column is connected to 0). Equivalently, in terms of idempotents, 
we see that two columns b, , b, are connected iff some idempotent in 
Lb, is g-related to some idempotent in L, . A set of columns B C B” 
is said to be disconnected iff no two distmct columns b, , b, E i? are 
connected. 
The last statement in the above definition is clearly equivalent to the 
following fact. 
3.24 FACT. A set of columns B C B” is disconnected ~$7 in the union 
of those 9’-classes indexed by B no two distinct idempotents are g-equivalent. 
Now let J be a combinatorial $-class of S coordinatized so that 
Jo N MO({l}; A, B; C). And, for b E B”, s E S write bs for the right 
letter action of s on b, and similarly for a E A0 write sa. Also, for s E S 
write R, for the right Schiitzenburger representation of s on J; i.e., 
R, is a B x B row monomial matrix. Similarly write L, for the left 
representation (A x A column monomial). The linked equation then 
requires R,C = CL, , or, in terms of transposes, LSTCT = CTRST. Now, 
a straightforward manipulation verifies the following relationships 
between LSTCST and CT, and between CTRST and CT. 
2 Tilson says “attached” instead of “connected.” 
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3.25 FACT (for combinatorial J). 
(a) row a of LsTCT = row sa of CT, 
(b) column b of CTRsT = column bs of CT, again where necessary, 
understanding the row or column “0” of CT as being an imaginary row or 
column consisting of all 0’s. 
Using this fact it is easy to show the following fact. 
3.26 FACT. Let J be a regular combinatorial $-class of S, with Jo E 
JZ!“({~}; A, B; C). Then, for any s E 5’ and columns b, , b, E B with b, , 
b, disconnected, we have b,s # 0 and b,s # 0 * bls, b,s disconnected. 
Proof. Contrariwise, suppose columns bIs, b,s are connected, i.e., 
columns bls, b,s of CT both have a 1 in some row a. Then by Fact 
3.25(b) it follows that columns b, and b, of CTR,r would both have a 
“1” in this same row a. Or, rowwise, this means row a of CTRST would 
have a 1 in both columns b, and b, . Now CTR,T = L,TCr and so by 
Fact 3.25(a) row sa of CT would have a 1 in columns b, and b, . However, 
this contradicts the disconnectedness of b, , b, . 1 
We shall use this fact in the following form. 
3.27 FACT. Let J be a regular combinatorial $-class of S. Let the 
columns of J be indexed by B, let B C B” be a disconnected set, and let 
s E S be arbitrary. Then 
(a) s is one-to-one on the set of those b E B for which bs # 0; 
(b) (B)s is again a disconnected set. 
Proof. Part (b) is a restatement of Fact 3.26 and the fact that 0 is 
not connected to any column. Part (a) follows directly from Fact 3.26 
and that bls, b,s disconnected implies b,s .# bg. 1 
Now we are ready to prove the first of our two construction lemmas 
for the RLM case, and this will complete part (b) of Theorem 3.18. The 
ingredients of the proof below are found in [2, 1.1, 1.3, and 2.21, where 
Tilson and Rhodes give a proof which holds even if S is only RM *. 
We streamline their proofs to our purpose here, showing again exactly 
where the group is involved, and also illustrating the use of “connected 
columns” in a manner which we will modify later to prove Lemma 3.32. 
3.28 LEMMA. If S is RLM and S is R, , then S E W(% u U,). 
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Proof. Let I denote the distinguished ideal of S. Note that I is 
regular and combinatorial, and we assume I # {0} for otherwise S = 
{0} E W(9 u Us) already. Let J C I denote the distinguished $-class 
of S coordinatized so that Jo N JIO({l}; A, B; C). 
We make two observations concerning the sandwich matrix transpose 
CT. First, S being R, means that no two distinct idempotents of J are 
W-equivalent, which in turn means that each row of CT has a 1 in 
exactly one column. Secondly, S being RLM then implies that all rows 
of CT with 1 in the same column have been identified (since S = 
RLM,(S), and it is easy to show that RLM, identifies all rows of J whose 
corresponding rows in CT are identical-see [I, Section 8.21). Hence, 
CT, under a suitable permutation of row and columns, is seen to be of 
the form 
1  ; 
i.e., each row and each column has exactly one nonzero entry. 
Translated into terms of disconnectedness, this fact means that the 
whole set B of columns is a disconnected set. So, on invoking Fact 
3.27(a) we get that 
(3.7) each s E S is one-to-one on the set of all those b E B for 
which bs # 0. 
Next we rephrase (3.7) in terms of permutations, saying that 
(3.8) for each s E S there is some permutation 7rs on B such that 
(b)rs = bs whenever bs # 0. 
And now, with (3.8), we easily verify the division (BO, S)/( U, , U,) \ 
(B, YB) where YB is the symmetric group on letters B; for, we define 
8: YdLfU2 x B-+B” by 
(1,b) ~JEB, 
(0, b) : 0 E B”, 
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and define s -. s” by (x, b)s” = (X * x’, (b)~,), where rs is defined in (3.8) 
and 
x’ = 1 if bs # 0 
=o if bs = 0. 
Then we see that all the necessary requirements are fulfilled (again 
referring to the proof scheme 1 .l 1 of Section 1). Hence, the lemma. 1 
Two corollaries can be mentioned at this point. 
3.29 COROLLARY (of the proof of Lemma 3.22(b)). If 2 = 2 on S, 
then S can be built using only U2’s andgroups which divide S. In particular, 
in this case S E W(PRIMES(S) v U,). 
Proof. If 3 = 5? on S then U1~ S and so Lemma 3.22(b) applies 
and gives already S E W(2? u 17,). We look now more closely to see 
exactly which groups do arise. As a preliminary we note that $ = 2 
holds under “++” (similar p roo as for Lemma 3.14), and, therefore, f 
$ = 2 holds on all homomorphs of S. Now, reviewing the proof of 
Lemma 3.22(b) in detail, we find that all groups which arise come in 
from two sources-those coming through induction on the (proper) 
homomorphs Si , S/I and RLM(S), and those given specifically as the 
group G of the FETI or the group YB of Lemma 3.28. Now $ = 2 
on all homomorphic images, and so if we assume by induction that the 
corollary holds on homomorphs, then the groups which arise there will 
divide the homomorphs and, consequently, divide S. Further, the group 
G in the FETI is a Schiitzenburger group and so divides S, and if 
f = dp then in Lemma 3.28 1 B 1 = 1 and the group YB there is 
trivial. Thus, all groups which arise divide S. And since G E W(PRIMES 
(G)) C W(PRIMES(S)) f or a 11 such groups G, this proves the corollary. 1 
Since $ = Z on Abelian semigroups, the above gives us the following 
corollary. 
3.30 COROLLARY. If S is Abelian, then S can be built from Abelian 
pieces, namely, from Us’s and Abelian groups dividing S. 
Preparatory to the final lemma, we note the following fact. 
3.31 FACT. If S is a RLM semigroup with distinguished ideal I, then So 
is also a RLM semigroup and has distinguished ideal IO. 
Proof. Easy. 
198 STIFFLER 
We now complete the proof of both Theorems 3.18(c) and 3.4(c) by 
proving the second of our two construction lemmas. 
3.32 LEMMA. (a) If S is RLM and Se is R, for each e2 = e E S, 
then S E W(3 u .!I, u U,). 
(b) If S is RLM and Se is W-trivial for each e2 = e E S, then 
SE W(U, u U,). 
Proof. We can assume in either case that 0 E S, for S 1 So and So 
again satisfies the respective hypotheses, since by Fact 3.31 So is still 
RLM, and since also Sse = Se0 and adding 0 does not disturb the 
property of being R, or of being B-trivial. 
Let I be the distinguished ideal of S. Then I is regular and combina- 
torial, and we can further assume I # {0}, else S = {0} and we are done 
already. In what follows let J Z I denote the distinguished $-class of S 
coordinatized as 1 = JO N AP({l}; A, B; C). 
We first prove part (a) of the lemma and then derive part (b) as a 
special case. 
(a) The proof of p ar a consists in establishing the division t ( ) 
where S, = S u (*}, Sp, is the symmetric group on some set 1 of 1 
letters, and the factor (S, , S,r) appears n times (n defined below). 
We begin by letting n be the least integer for which 
S” = p+1 = sntz = . . . , (3.10) 
where by superscripts in the above we mean Sn dzf {si *** s, : si E S}. 
We know then that S/P is the maximal nilpotent image of S and that 
for any nilpotent N we have 
S - N nilpotent =P S --tf S/P - N. (3.11) 
Next, we look at idempotents and define 
IEd2 U {SeS: e2 = e E S} (3.12) 
and observe that IE is an ideal. The key relationship between idempotency 
and nilpotency is then the equation 
sn = IE. (3.13) 
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To prove (3.13) note that the definition (3.12) of IE implies there 
are no idempotents in S - I, . Hence, S/I, is nilpotent, so that by 
(3.11) S * S/Sri + S/I, , implying Sn C IE . Conversely, for each 
e2 = e E S certainly e = en E S so that SeS C SPS = Sn+2 = Sn+i = Sn 
giving then IE = u, SeS C S”. 
Now we examine the left ideal Se, where e is an idempotent, and look 
at the intersection Se n J (J the unique O-minimal $-class). Since Se 
is a left ideal we know that Se n J is a union of s-classes of J. Letting 
B, denote the set of indices for these Se n J Z-classes we conclude from 
Facts 3.24 and 3.5 that since Se is R, the set B, must be disconnected. 
And, consequently, so is B,O disconnected (since no column is connected 
to 0). Note B,O = Se n Jo. 
Now look at e E Se as a (right letter) mapping on B”. A moments 
reflection shows that since Se n JO = Be0 then certainly rg e = Be0 
(where we, henceforth, use rg s to denote the range of s, considering 
s E S as a right letter map on BO). Thus, for e2 = e, we see that 
Se is R, 5 rg e is a disconnected set. (3.14) 
From (3.14) we note further that for si E S certainly rg sic C rg e so that 
rg sic is disconnected. Then from Fact 3.27(b) we deduce for s2 E S 
that even rg sles2 is disconnected. In other words, s E SeS implies that 
rg s is disconnected, and so, since Sn = IE = u, SeS, the important 
result 
SE Sn =2- rg’s is a disconnected set (viewing s as a right letter map on Bo). 
(3.15) 
Now, once an element s is in S”, then for arbitrary S’ E S ss’ is again 
in S”, and, hence, s’ acts by mapping the disconnected set .rg s into 
another disconnected set rg ss’. Moreover ,by Fact 3.27(a), this action s’ 
on rg s into rg ss’ is one-to-one on all elements not mapped to zero. This 
strongly suggests that at this point we can use permutations as we did 
in Lemma 3.28. And, indeed, this is possible, and we do it in the following 
way: First, put an ordering on the index set B. Then let the nonzero 
elements of rg s be represented as the initial elements of an I-tuple, for 
some suitably large I < 1 B I. That is, given 1, make the correspondence 
rgs ++ (b, , . . . , b, , 0,. .., 0) fZf (rg s), (3.16) 
where b, ,..., b, are the distinct nonzero columns of rg s ordered as in B, 
and where we include the trailing O’s only if m < 1. Let Y; denote the 
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symmetric group on the index set of I letters {l,..., Z} dzf 1. Then, looking 
at (3.15) and (3.16) and Fact 3.27(a) together we see that if s E Sn and 
s’ E S with 
and 
then certainly 
(rg s) = (b, ,..., b, , 0 ,..., 0) (3.17.1) 
(rg ss’) = (b,‘,..., bk, , 0 )..., 0) (3.17.2) 
(3.17.3) there exists some rr = rr(s, s’) E Yl such that his = 
b;i,wl whenever his # 0. 
These formulas (3.17) are the crux of the proof. However, they are not 
yet suitable for iteration since it turns out we need something related 
only to the last n factors (of the accumulating product s, ss’, ss’s”,...). 
So, we further note that, of course, rg s,s,-r *-* sr C rg s,-r --* sr , and, 
hence, if s0 ,..., s, E S with 
and 
(rg s,s,-1 * * - slso) = (bl’ )..., bk, , 0 I...) 0) (3.18.1) 
(VT %-1 - * * slso) = (b," ,..., bk" ) 0 ,..., 0) (3.18.2) 
then m’ < m” and {b,‘,..., bk,) C {b;l,..., bz”}, and so certainly 
(3.18.3) there exists some 7rTT2 = rs(sn ,..., s,,) E Yi such that 
b,’ = b;ijns , all 1 < i < m’. 
Combining now (3.18) with (3.17) we get 
if so ,..., s, E S with 
<rg v,-1 *** s1) = (b, )..., m , b o,..., O), 
<~~~n%-l -** s&J = (b,‘,...) b;, , 0 ,..., O), 
(3.19.1) 
and 
then 
(rg sn-l * ** s,s,) = (b; ,..., bk” , 0 )..., O), (3.19.2) 
(3.19.3) there exists some rr = rr(s, ,..., SJ E Sp (namely r = 
nrra) such that b,s,, = b;,,,, whenever b,s, # 0, and this is the form we 
shall use. 
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To be more specific about the number I, we note from (3.16) that 
m = 1 rg s - {O}] < I, and so evidently the least possible Z is obtained 
by defining 
1 = yg I yg s - m = yyyj I yg s - ml since S” = IE 
= max I yg e - {O}] since 
gq 
1 rg slesZ j < 1 rg e 1 
=maxIrgeI- 1. 
+x2=, 
(3.20) 
Now, we are finally in a position to verify (3.9). For let S, dg S U {*>, 
let (3.10) define n, let (3.20) define I and for 1 < k < I let (rg s)~ denote 
the kth element of the I-tuple (rg s). Then, with (S, , S,r) occurring n 
times, define 
Y C U, x I x (S, x ... x S,) x B and 8: Y-+B” by 
(1, 1, (* ,..., *I, 4 2+ b, 
(1, 1, (* )...) *, s, )..., SJ, b) z+ (b) s, .*a s1 if m<n, 
(1, 4 ($5 ,***, 44 2+ <yg &I **- %)k , 
(0, k, (sn >..., 4, 4 A 0, 
and define the action 5 , for so E S, by 
(1, 1, (* ,..., %I ,*a*, ~~),b)S,=(l~l,l*l,(* ,..., s, ,..., sI,so),b~l) ifm<n-1 
=(l*~,(l)~~,(s, ,..., sl,so),b*l) ifm=n-1, 
where rk E yr is such that (1)~~ = k, and where x and k are given by 
X=1 and (rg s, *** SO)k = (b) s, *** so if (b) s, 0.. so # 0, 
x=0 and k=l if (b) s, . . . so = 0; 
(x, k, (sn ,..., ~11, b) so = (x . x’, (f+, (~1 ,..., so), b * 1) 
where n = n(s, ,..., so) E Yl (see 3.19.3) and 
x’ = 1 if (rg s, *** s& . so # 0 
= 0 if (rg s, *** S& * so = 0. 
The component actions are in the proper semigroups and are triangular, 
and with the help of formulas (3.19) one can check that y$, E Y and 
(j$,)Z3 = (~0) * s,, all p E Y, s,, E S. This establishes (3.9) and, hence, 
part (a) (note RI1 E W( U,) by Corollary 3.17(b)). 
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(b) The proof of (b) consists of showing that the group 9, of 
(3.9) vanishes. So we assume S W-trivial and note this implies that S is 
R, , so that (3.9) still holds. But now stronger conditions apply when 
working with Se. In particular Se n J contains now at most a single 
LY-class of J, since otherwise Se n J would contain too distinct .%?- 
related elements, contradicting the W-triviality of S (again note Fact 
3.5). Since B, was defined as the index set for the Z-classes of Se n J 
line (3.14) becomes now 
Se is W-trivial * rg e C (0, b}, some by B. 
Therefore, according to (3.20), it suffices to take I = max, 1 rg e 1 - 1 = 
1, in which case 9, in (3.9) becomes trivial, and (b) follows. 1 
4. CONCLUSIONS AND DISCUSSION 
First, we put together what we consider three of the main results of 
this paper as follows. 
4.1 FACT. (a) Any semigroup built without Uis will haoe only a 
trivial complexity, i.e., 
SE W(9u u,LJ U,) =+ #c(S) < 1. 
(b) If S does not contain U, , then S has trivial complexity, i.e., 
U,TS=>#,(S)<l. 
(c) Divisibility by U, is equivalent to requiring U, for construction, 
i.e., 
Part (a) is Corollary 2.11, part (c) is Theorem 3.18(c), and part (b) 
follows from (a) and (c). 
4.2 Remark. (a) The above answers in the affirmative a conjecture 
of [2, Remark 2.13(a)]. 
(b) The above should now also be compared with the fact 
(a consequence of [l, 6.2.10 and 6.2.121) that 
#G(G,,wU3wG,~,wU,w .a- poG,) = n, (4.1) 
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for any nontrivial groups G, ,..., G, . For on comparing line (4.1) with 
Fact 4.1 above, we can see how in a strong sense it is indeed U, among 
the combinatorials which gives rise to complexity. 
To extend another idea referred to in [2, Remark 2.13(a) and Corollary 
2.121, we define, as in [2, Definition 2.11(b)] the complexity #c of a 
collection Y of semigroups to be #,(Y) = maxsEy #G(S) (so that 
#o(y) E [O, +a]). Th en we have the following. 
4.3 FACT. Let Y be any collection of (jinite) semigroups. Then exactly 
one of the .following is true of its wreath product-division closure W(9): 
(4 #GW(W = 0, 
(b) #J+‘(y) = 1, 
(4 #Gw(m = a* 
Of course, case (a) holds when all S E Sp are combinatorial. And 
when some 5’ E 9 is not combinatorial, then (b) holds if for all S E Y 
Us 7 S (Fact 4.1(c)), while (c) holds if U, / S for some S E 9’ (Eq. (4.1). 
We add the following remark. 
4.4 Remark. (a) Thus, a collection of semigroups which is closed 
under wreath product and division either has semigroups of arbitrarily 
large complexity or else consists of semigroups whose complexities are 
all bounded by 1. 
(b) The largest class of semigroups satisfying (a) and (b) of Fact 
4.3 are, respectively, W( Ua) and W(9 u U, u U,). 
Along a similar vein, note that our most general #c result could be 
stated as the following that. 
4.5 FACT. (a) If Se is R, , all e2 = e E S, then #G(S) < 1. And then 
from this it can be deduced: 
(b) [T&on] If S is R, , then #G(S) ,< 1; and further: 
(c) [T&on] If S is inverse, then #G(S) < 1; 
(d) If S is Abelian, then #c(S) < 1. 
And in regard to the other notion of complexity, the [2] results can 
now be expanded so as to state this fact. 
607/11/2-4 
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4.6 FACT. 
(a) U, z S * C(S) < (2, G), 
(b) U, z S 3 C(S) < (2, C), 
(c) u,r s 3 C(s) < (3, C). 
Next we will look at some interesting classes defined by intersections. 
We first note the following definitions. 
4.7 DEFINITION. Let V denote the class of all combinatorial semi- 
groups (whence V? = W( Ua)) and define 
d442 Ef wp u U,) n W(% u U,), 
NY “Zf W( 59 u U,) n W(9 u U,) n V, 
.K Ef W(U,) n W(Q). 
Then with the characterizations of Theorems 3.4 and 3.18 we can 
readily verify the following fact. 
4.8 FACT. (a) JV@ is exactly those semigroups which have no unit 
divisors, for by Theorem 3.18 S E: JtrG2 o U, z 5’ and U, 7 5’. Further, 
this class MC% can be characterized as those semigroups that are nilpotent 
extensions of a left-simple kernel. 
(b) J-9 is exactly those semigroups having no irreducible divisors, 
since similarly S E Jlr9 o U, -r S and U, r S and S combinatorial 
(combinatorial = no nontrivialgroup divisors). Algebraically S E JVY o S 
is a nilpotent extension of a left-zero kernel. 
(c) JV is the class of nilpotent semigroups. Hence, the nilpotents are 
exactly those semigroups which can be built either entirely from UI’s or 
entirely from Uz’s. 
(d) If U, 7 S and U, z S (i.e., S has no unit divisors) then 
C(S) < (2, CvG). 
We turn now to a different subject, and make some comments on the 
question as to when a certain type of semigroups can contribute to the 
building power of other given types. From the characterizations of 
Theorems 3.4 and 3.18 one thing we can say is that when certain units 
are “disallowed” then the addition of groups definitely does lead to a 
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larger class of combinatoriuls than would be obtainable otherwise (even 
though groups are not themselves combinatorials!). We deduce the 
following fact. 
4.9 FACT. (a) There exist combinatorials in W(3 u U,) that are 
not in W( U,). Example: AZ. 
(b) There exist combinatorials in W( 9 u U,) that are not in W( U,). 
Example: the inverse semigroup S dz ,at”((l); n, n; In) where n > 1 and 
I, is the identity matrix. 
(c) There exist combinatorials in W(9 u U, u U,) that are not in 
W( U, u U,). Example: T dzf S, S dejined in (b). (Note when e = 1 Se is 
not 92-trivial.) 
4.10 Remark. (a) Fact 4.9(c) provides an example promised in 
Remark 2.10(b) f o a combinatorial S such that U, r S yet S $ W( U, u 
U,). Note that for any such S we will have #,(GwSwGwSw **. wG) = 1 
since SE W[9 u U, u U,) will mean GwSw *** wG E W(9 v U, u U,). 
(b) We have seen two specific instances where the computing 
power of groups were used to replace that of combinatorials. One place 
was in the FETI where the monoid option allowed either a group or a 
UpI to compute the row coordinate. Another instance was in Lemma 
3.2.8, where (as in [2] for inverse semigroups) a permutation group was 
used to compute the column transformations. We conjecture that these 
are essentially the only means whereby groups can be used in place of 
combinatorials. A partial confirmation, at least for the first case, it to 
note that combinatorials in W(9 u U,) are all contained in W( U, U U,). 
We now remark on the relationships of the U, results of Theorem 
3.18 to the Krohn-Rhodes prime decomposition theorem (see [I, 
Section 51). Recall that Krohn-Rhodes ask if always there exists a 
solution of S 1 S,w *** wS, in which each Si is an irreducible semigroup 
that divides S, and recall that in answer they proved that a solution 
exists in which each Si is either U, or a simple group dividing S. It is 
to be noted that this answer is an affirmative answer in case U, 1 S. If 
on the contrary U, -r S then we have all the results developed in the 
previous sections of this paper at our disposal. In particular, if U, +’ S 
we know that there exists an embedding of the type Corollary 2.12(f), 
and since this embedding is of a particularly simple form we could set 
down the following as a comparison. 
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4.11 Remark. One answer to the problem of decomposing S into 
“simpler” semigroups is the following statement: For any semigroup S, 
either 
(a) (Krohn-Rhodes) th ere exists a solution of S 1 S,w *.a wS, in 
which each Si is an irreducible semigroup which divides S; or else 
(b) there exists a solution of S 1 Uaw me* wU,wGwU,w .** wU, 
for some group G. 
For case (b) we can put no condition on the group G other than to say 
PRIMES(S) C PRIMES(G). Further, in (b) neither U, 1 S not U, 1 S 
need to be true (although it will be true that U, f S). 
Another way of viewing the Krohn-Rhodes result S E W(PRIMES(S) 
u {U,}) is that it is certainly a “groups-are-important” type result, 
saying a decomposition can be accomplished using the “right” groups 
if we ignore the combinatorials which arise. One can also ask a converse 
question-can decomposition be accomplished paying attention to the 
combinatorials while ignoring the groups ? That is, since Krohn-Rhodes 
showed that SE W(PRIMES(S) u %), is it then true also that S E 
W(‘3 u UNITS(S))? W e p roceed to give an answer now to this question 
by again using the results of Section 3. First, we classify S according to 
its possible unit divisors, noting that 
UNZTS(S)={U,,U,,U,}~ U,~S~SsW(+9uU3) 
={u~,uz}* u,zs~ssw(~uu~uUz), 
={Uz}* u,zs=PsEW(~uu2), 
= (U,) 3 u,rs - SE W(9u U,), 
= empty 3 lJ,fS and U,ZS 3 SE&%, 
where &‘“a are given in Definition 4.7. 
Now evidently S E W(S u UNITS(S)) in all cases but the last, where 
UNITS(S) is empty and S E W(B) = 9 is false. However, in this 
case we do have S E W(A’%) = JV%, and, moreover, since J-92 1 $9 
it follows that in all other cases S E W(JV@ u UNITS(S)) is true also. 
To substitute Me for 5’ is still reasonable because Jlr% also enjoys 
a natural duality with V; i.e., JV@ is the class of semigroups without 
unit divisors and %? is the class of semoigrups without prime divisors 
(prime = simple group). Thus, we can state a nice result. 
EXTENSION OF FUNDAMENTAL THEOREM 207 
4. I2 Remark. A semigroup S can be built either (a) without using 
primes that don’t divide it, or (b) without using units that do not divide 
it. That is, although S E W(PRIMES(S) u UNITS(S)) is in general 
false, the following two one-sided results are true: 
(a’) (“groups-are-important”)(Krohn-Rhodes)SE W(PRIMES(S) 
u V), where V is all semigroups without prime divisors, i.e., the 
combinatorials. 
(b’) (combinatorials-are-important) S E I+‘(&“% u UNIT(S)), 
where N% is all semigroups without unit divisors, i.e., nilpotent exten- 
sions of a left-simple kernel. 
We conclude with some additional comments about the “commuting- 
over-groups” property. Let us define two classes which “commute 
over groups” as follows. 
4.13 DEFINITION. For a semigroup S, we say 
(a) S E %X9 o for any group G there exists a group G’ and a 
combinatorial C such that GwS / CwG’. 
(b) S E +?.9Z9 o for any group G there exists a group G’ and a 
combinatorial C such that SwG 1 G’wC. 
The class VY?? of part (a) is first introduced in [2], where it is called 
simply %%, and where it is proved that S E 5999 o S is R, . Also there 
noted was S E dp(59 u Ua) o S is R, , which, by 3.18(b), we now know 
to be an equivalence. In regard to part (b), Corollary 2.14 states that 
W(‘9 u U,) C %?99, and [I, Theorem 6.2.10(b)] yields that U,wG T 
G’wC’, and, hence, that U, j S * S F$ %‘9’9. Thus, all told, the following 
fact has been proved. 
4.14 FACT. For any semigroup S 
We make the following note. 
4.15 Remark. (a) Through the use of Corollary 2.14 with Fact 4.14, 
one now sees that in Definition 4.13(a) it can even be assumed that C 
consists of Uz’s, and likewise in (b) it can be assumed that C consists of 
Ul’s. That is to say, equivalently: 
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S E %.2Y o for any group G there is a group G’ such that 
GwS ) U,w a.’ wU,wG’. 
S E ‘3?92%9 o for any group G there is a group G’ such that 
SwG 1 G’wU,w .a. wU, . 
(b) In a similar vein, one could define W(‘3 u U, u U,) to be the 
class of semigroups which are, say, group “importing,” in that we have 
SE W(9 u u, u U,) o for each two groups G, , G, it is true that 
G,wSwG, 1 C,wGwC, for some group G’ and combinatorials C, E W( U,), 
Cl E W( Ul). 
(c) It may be observed in all of the above that commuting over 
groups is in no way dependent on the group itself; i.e., a semigroup 
commutes over a particular group iff it commutes over all groups (the 
trivial group excepted). 
As a final recap, we observe that the following have been established. 
4.16 FACT. (a) For any semigroup S, the following are equivalent: 
(i) U, T S. 
(ii) S is R, . 
(iii) SE W(S U U,). 
(iv) S 1 U,w -*- wU,wG for some group G. 
(v) SE~LEY. 
(vi) For each group G, there is a group G’ and combinatorial C 
such that GwS 1 CwG’. 
(vii) For each group G, there is a group G’ such that 
GwS 1 U,w -.- wU,wG’. 
And ;f S satisfies any of the above, then #o(S) < 1. 
(b) For any semigroup S, the following are equivalence: 
(i) U, 7 S. 
(ii) S is a nilpotent extension of its kernel. 
(iii) S E W(9 U U,). 
(iv) S 1 GwUIw * - - w U, for some group G. 
(v) SEWS~. 
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(vi) For each group G, there is some group G’ and combinatorial 
C such that SwG 1 G’wC. 
(vii) For each group G, there is some group G’ such that 
SwG 1 G’wU,w -0. wU, . 
And if S satisjies any of the above, then #c(S) < 1. 
(c) For any semigroup S, the following are equivalent: 
(i) U,TS. 
(ii) Se is R, for each idempotent e of S. 
(iii) SE W(9 U U, U U,). 
(iv) S / U,w .-a w U,wGw U,w . . . w U, for some group G. And 
if S satisfies any of the above, then #G(S) < 1. 
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