Given a matrix A = a ij ] ,de ne jAj = ja ij j]. Let jjj jjj 2 denote the spectral norm. We show (Theorem 2.6) that for any matrix A and determine the case of equality.
Introduction
The spectral norm of A 2 M m;n is de ned by j j jAj j j 2 maxfkAxk 2 : x 2 C n ; kxk 2 1g
(1. 1) or, equivalently, j j jAj j j 2 maxfky Ak 2 : y 2 C m ; kyk 2 1g:
(1.2) We call a vector that attains the maximum in (1.1) (respectively, (1.2)) a right (left) singular vector of A. If A is nonzero then such a vector is necessarily a unit vector and hence is nonzero. For any matrix A there is a relationship between the spectral norm and the spectral radius ( ): j j jAj j j 2 The maximum column sum norm j j j j j j 1 and the maximum row sum norm j j j j j j 1 For A = a ij ] 2 M m;n de ne jAj ja ij j]. Given x 2 C n de ne jxj jx i j] n i=1 as before. If x; y 2 R n are such that x i y i for all i = 1; : : :; n, then we write x y.
Using (1.1) and (1.2) one can calculate lower bounds on the spectral norm of a matrix. In this chapter we are interested in upper bounds on the spectral norm.
For any matrix A 2 M m;n we have the bound j j jAj j j 2 q j j jAj j j 1 j j jAj j j 1 :
This inequality is sometimes called Schur Proof: The norm j j j j j j 1 on M n is submultiplicative, because it is induced by the l 1 norm on C n , and hence the norm kXk j j jEXE ?1 j j j 1 is also submultiplicative 3, Theorem 5. ? 1 Ak = j j jEA (DE)E ?1 j j j 1 j j jE(DE) ?1 AE ?1 j j j 1 = j j jEA Dj j j 1 j j jD ?1 AE ?1 j j j 1 = j j jDAEj j j 1 j j jD ?1 AE ?1 j j j 1 :
The bound (1.3) and Proposition 1.1 are special cases of the following result, which is itself a special case of the inequality (3. Notice that the right-hand side of (1.6) is a function of jAj, so for general A 2 M m;n one would not expect equality to hold in (1.6). In the next section we will 1. Show that the inequality in line (1.7) is always an equality, and that the inequality in (1.6)
is an equality if and only j j jAj j j 2 = j j j jAj j j j 2 . 2. Find necessary and su cient conditions on A for the minimizers in (1.6) and (1.7) to be unique (up to scaling).
3. Determine the minimizers in (1.6) and (1.7).
Nonnegative Matrices
We will need some further de nitions and results involving nonnegative matrices. We call a matrix A 2 M n (n > 1) reducible if there is a permutation matrix P 2 M n and positive integers m 1 and hence kAxk 2 k jAjjxj k 2 for any x 2 C n . Thus j j jAj j j 2 j j j jAj j j j 2 .
Now let us consider the case of equality. It is clear that the stated conditions are su cient for equality. If A = A 1 0 0 A 2 then j j jAj j j 2 = maxfj j jA 1 j j j 2 ; j j jA 2 j j j 2 g, so it su ces to prove the necessity of the conditions when ?(A) is connected.
Let A 2 M m;n have a connected graph and suppose that j j jAj j j 2 = j j j jAj j j j 2 . Let x 2 C n be a unit vector such that kAxk 2 = j j jAj j j 2 . Then by (2.1) and the de nition of j j j jAj j j j 2 in (1.1) we have j j jAj j j 2 = kAxk 2 k(jAjjxj)k 2 j j j jAj j j j 2 = j j jAj j j 2 ;
and hence both inequalities must be equalities. Since kAxk 2 = k jAjjxj k 2 , in light of (2.1) we must have jAxj = jAjjxj: Because jxj > 0 and j(DAE) ij j = ja ij j, it follows from (2.3) and the triangle inequality that DAE 0 and hence DAE = jAj. Notice that the nonnegativity of both A T A and AA T is not su cient to guarantee that j j jAj j j 2 = j j j jAj j j j 2 and that the minimization problem in (2.7) has a unique solution given by (2.6), since it is clear that the minimization problems in (2.5) and (2.7) have the same set of solutions.
A standard compactness argument shows that the minimum in (2.7) exists. Let the minimum However, we have assumed that r 1 (B) = . Thus, whenever a ij = 0 we have b ij = 0; a similar argument using (2.14) shows that c ij = 0 as well. Next we will show that (2.9)-(2.14) imply (2.6) by showing that if u; v; ; t satisfy (2.9)-(2.14) then u and v are uniquely determined and hence, using (2.9) so are ij for i; j with a ij 6 = 0. Substituting (2.9) into (2.13) and (2.14) gives Let us now consider the implications of Theorem 2.6 for general matrices. We rst lift the assumption that ?(A) is connected, and then the assumption that A is nonnegative. For any matrix A, with no zero rows or columns, there are permutation matrices P and Q such that PAQ = A 1 A 2 A k and each A i has a connected graph. In this case j j jAj j j 2 = max i fj j jA i j j j 2 g; so if A is nonnegative, one can nd j j jAj j j 2 by applying Theorem 2.6 to each A i . The assumption that A has a connected graph does not seriously limit the applicability of Theorem 2.6.
For a general A 2 M m;n , the right hand side of (2.5) depends only on jAj, so one cannot hope that (2.5) holds for general, not necessarily nonnegative, matrices. However, we do have an upper bound on j j jAj j j 2 . Corollary 2. As the maximum of a nite number of convex functions, g is convex and B-dierentiable, a property that is stronger than directional di erentiability; see 7] for the de nition.
Using these properties of g we have implemented the ideas in 7] to produce an algorithm for j j jAj j j 2 that is globally quadratically convergent. Our current implementation does not not exploit the considerable structure of the indicated discrete minimax problem, and consequently it is not competitive with standard algorithms.
Related Results
We have already mentioned the inequalities j j jA Bj j j 2 r 1 (A)c 1 (B)g and j j jAj j j 2 q j j jDAEj j j 1 j j jD ?1 AE ?1 j j j 1 :
A result of the same form as (2.5) that also involves the Hadamard product is kAk H = minfr 1 (B)c 1 (C) : BC = Ag; (3.1) where k k H denotes the Hadamard product operator norm de ned on M m;n by kAk H maxfj j jA Xj j j 2 : j j jXj j j 2 1; X 2 M m;n g: (A) = min x>0 max
The identity (3.4) is an immediate consequence of Corollary 2.7. Both (3.4) and (3.5) can be proved directly using techniques similar to those used to prove (3.2) and (3.3). Theorem 2.5 is an analog for the spectral norm of the following result about the spectral radius due to Wielandt 11] We have shown that many results obtained for the spectral norm of a nonnegative matrix with a connected graph are analogs of results for the spectral radius of an irreducible nonnegative matrix.
We have also observed that a nonnegative matrix A has a connected graph if and only if both A T A and AA T are irreducible. One may wonder whether the results we have obtained for the spectral norm can be derived easily from the corresponding results for the spectral radius. This does not seem to be the case because the nonnegativity of both A T A and AA T does not guarantee that j j jAj j j 2 = j j jjAjj j j 2 .
