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ABSTRACT
Contact binary stars have been known to have a peculiar and somewhat mysterious
hydro- and thermodynamical structure since their discovery, which directly affects
the radiation distribution in their atmospheres.Over the past several decades, how-
ever, observational data of contact binaries have been modeled through a simplified
approach, involving the artificial concatenation of the two components of the contact
envelope and populating their respective surfaces with either blackbody atmospheres
or plane-parallel model atmospheres of single stars. We show the implications this
approach has on the reliability of the system parameter values and propose a method
to overcome these issues with a new generalized radiative transfer code, COBAIN
(COntact Binary Atmospheres with INterpolation). The basic principles of COBAIN
are outlined and their application to different geometries and polytropic stellar struc-
tures is discussed. We present initial tests on single non-rotating, uniformly rotating
and differentially rotating stars, as well as on simplified polytropic structural models
of contact binaries. We briefly discuss the final goal of this ambitious project, which
is the computation of model atmosphere tables under the correct assumptions for
contact binary stars, to be used in modern binary star analysis codes.
Keywords: stars: binaries: close, stars: binaries: eclipsing, stars: bina-
ries: spectroscopic, stars: atmospheres, radiative transfer,
methods: numerical
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21. INTRODUCTION
Contact binary stars are the consequence of a peculiar stellar evolutionary path in
which binary star components have reached, and spend most of their lifetimes in,
physical contact. They have very short orbital periods of 0.3 - 1 day (Webbink 2003),
that makes them easy to detect in photometric studies due to their characteristic light
curves. Thus, they comprise about ∼ 10− 20% of all binaries in current photometric
sky-surveys (Kirk et al. 2016; Soszyn´ski et al. 2016) and this number is expected to
increase with new data from large scale sky surveys (e.g., Gaia (Perryman et al. 2001),
LSST (Ivezic et al. 2008), TESS (Ricker et al. 2014), PLATO (Rauer et al. 2014)) that
favor shorter period binaries with prominent light curve variation (Kochoska et al.
2017). W UMa stars, the most prominent subgroup of eclipsing contact binaries, are
characterized by light curves exhibiting eclipses of almost equal depth and little color
variation, suggesting similar surface temperatures of the two components. As their
evolutionary phase and effective temperatures are similar, one would expect the two
components to also have similar masses, but spectroscopic analyses have shown that
the majority of contact binaries have mass ratios (𝑞) that deviate from unity, even
by a large amount – a typical value for W UMa systems is 𝑞 = 0.5, but can go as low
as 0.07-0.08 (Rucinski et al. 2001; Arbutina 2009). This in turn requires elaborate
modeling of the mass and energy transfer inside the common envelope to reproduce
the observed effects.
The hydro- and thermodynamical structure of contact binaries has been studied
in great detail over the last few decades and has shown to be rather complex and
does not necessarily fit the predictions of simple hydrodynamical models. In all
cases, a mechanism of stable mass and heat transfer is required, which in many
models leads to problems such as inconsistency with observations (Lucy 1968), cycles
between contact and detached phases (Flannery 1976), a representative sample of
which has not been identified observationally (Lucy 1976; Yakut & Eggleton 2005),
or complexity that surpasses the current computational capabilities, thus imposing
many a-priori assumptions (Ka¨hler 2002a,b, 2003; Ste¸pien´ 2009).
However, the sheer abundance of these objects has led to frequent analysis of contact
binary data and published models of the determined system parameters. This analysis
is usually done with binary star modeling software, like Wilson-Devinney (Wilson &
Devinney 1971; Wilson & Biermann 1976; van Hamme & Wilson 2003) or PHOEBE
(Prsˇa & Zwitter 2005; Prsˇa et al. 2016) in which the contact envelope surface is
populated with values derived from radiative transfer models of single stars, with
underlying assumptions that do not hold in contact binaries. Because of this, system
parameters computed with these models are not necessarily accurate and reliable and
can produce unphysical jumps in the surface temperature distribution of the model,
if the temperature ratio of the two components is not unity. This paper addresses the
current issues and deficiencies of the state of modeling contact binary atmospheres
and outlines the foundations of the new radiative transfer code COBAIN (COntact
3Binary Atmospheres with INterpolation). COBAIN is being developed with the main
goal to compute contact binary atmospheres that would replace the current single-star
atmosphere approximations used in eclipsing binary codes, in particular PHOEBE 2.
The paper is structured as follows: Section 2 is devoted to a brief overview of
problems with current modeling of contact binary atmospheres in Wilson-Devinney
(WD) and PHOEBE. Section 3 provides a detailed overview of the radiative transfer
code COBAIN. Section 4 demonstrates the code performance on non-rotating and
rotating single stars, while Section 5 showcases the results of gray radiative transfer
simulations on a set of various contact binary system geometries.
2. THE PROBLEM WITH CURRENT MODELING
Stars in WD and PHOEBE are represented by their surface meshes, where each
surface point is populated with radiative properties computed through analytical
formulae (limb- and gravity darkening laws) and interpolated from model atmosphere
tables. Meshes in WD and PHOEBE 1 are discretized in a set of spherical angles, with
corresponding radii computed from the Roche potential value of the surface (Wilson
& Devinney 1971; Prsˇa & Zwitter 2005). Each mesh point is the center of a trapezoid
that spans a portion of the surface of the star. Meshes in PHOEBE 2 are triangulated
grids computed with the marching algorithm (Hartmann 1998), where grid points are
represented by the vertices of the triangles, while the radiative properties of all vertices
are averaged to yield the emergent intensity and flux of each triangle. Unlike detached
stars, the meshing of contact binaries is handled differently by the two approaches: in
the trapezoidal approach, each component is created separately and populated with
radiative properties corresponding to its respective polar temperature. The two sides
of the contact binary envelope are then joined in the neck, which often leaves gaps in
the neck region and produces systematic effects in simulated light- and radial velocity
curves. The marching algorithm used by PHOEBE 2 produces the entire surface of the
contact envelope as one closed triangularized mesh, which efficiently avoids the gap
problem of the trapezoidal approach. However, the current computation of surface
radiative properties of the triangularized mesh retains the approach introduced in
trapezoidal meshes: both components receive their own polar temperature which
dictates the radiative distribution of each component individually.
WD and PHOEBE 1 split the two components by computing a boundary plane,
located at the position of minimum radius of the neck (Wilson & Biermann 1976). In
PHOEBE 2, the neck can be composed of triangles whose vertices are split between the
two components. To retain the completely separate treatment of the two components
as implemented in WD and PHOEBE 1, PHOEBE 2 currently assigns a weight to
each triangle that intersects the neck, based on the number of vertices that belong to
the primary and secondary component. If at least two of the vertices belong to one
component, the whole triangle is populated with radiative properties determined by
the effective temperature of that component. In this way, when the quantities over
4all vertices are averaged, there is no mixing of the two components (Figure 1). This
is clearly unphysical as it produces temperature jumps in the neck of the contact
systems out of thermal equilibrium, but it closely matches the current wide-spread
implementation of contact binary modeling in state-of-the-art software. We use it
primarily to demonstrate its deficiencies.
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Figure 1. Temperature distributions over the marching mesh of a contact binary in
PHOEBE 2.0. Left: contact binary with equal component temperatures. Right: contact
binary with different component temperatures.
To showcase the implications of the unphysical modeling of contact binaries with
unequal component temperatures, we have implemented an ad-hoc smoothing of the
temperature distribution and study its effects on the synthetic light curves of several
contact binary systems with published model solutions.
The smoothing algorithm takes several reference points from the WD temperature
distribution: the pole, the two equatorial points in the +𝑦 and −𝑦 directions, respec-
tively, and the closest point to the neck of each component. As the 𝑧 coordinate is
a parametric function of 𝑥 and 𝑦 described by the Roche potential, the temperature
distribution is fit as a function of the coordinates 𝑥 and 𝑦 of the reference points in
the 𝑥 = 0 and 𝑥 = 𝑎 planes of the stellar poles and the 𝑦 = 0 plane passing through
the stellar centers. If the neck temperatures are not equal, a weighted average value
of the two is computed and used in the new temperature distribution. This ensures
a smooth temperature transition over the neck of the contact binary.
The two-dimensional Gaussian functions used to recompute the neck region tem-
peratures are given by:
𝑇 (𝑥, 𝑦)𝑖 = 𝑇𝑝𝑜𝑙𝑒,𝑖 exp
(︂
−(𝑥− 𝑥0,𝑖)
2
2𝜎2𝑥,𝑖
− (𝑦 − 𝑦0,𝑖)
2
2𝜎2𝑦,𝑖
)︂
+ offset , (1)
where 𝑇 (𝑥, 𝑦)𝑖 is the temperature at coordinates (𝑥, 𝑦) for component 𝑖 = 1, 2, 𝑇𝑝𝑜𝑙𝑒,𝑖
is the corresponding polar temperature that is used to define the amplitude of the
5Gaussians, and 𝑥0,𝑖, 𝑦0,𝑖, 𝜎𝑥,𝑖, 𝜎𝑦,𝑖 are the Gaussian means and variances in the 𝑥 and
𝑦 direction, respectively. The back hemisphere of each component retains its original
temperature distribution, obtained from the gravity darkening law, while the two
hemispheres facing the neck are repopulated with the values from their corresponding
Gaussian functions. The points used for fitting the two Gaussian distributions are
summarized in Table 1.
The weighted average temperature 𝑇𝑎𝑣𝑔 is computed via:
𝑇𝑎𝑣𝑔 = 𝑤 𝑇𝑛𝑒𝑐𝑘,1 + (1− 𝑤) 𝑇𝑛𝑒𝑐𝑘,2 , (2)
where 𝑤 is a user-defined weight that determines the component with a higher con-
tribution to the neck temperature. In physical systems, the value of 𝑤 and the shape
of the temperature distribution of the neck would the depend on the hydrodynamical
model of the contact binary interior structure, as well as on any potential presence
and direction of mass and heat flows inside the envelope.
Table 1. Contact binary points used for the Gaussian fit of the temperature distribution.
primary component secondary component
(𝑥, 𝑦) 𝑇 (𝑥, 𝑦) 𝑇 point description
(0, 0) 𝑇𝑝𝑜𝑙𝑒,1 (𝑎, 0) 𝑇𝑝𝑜𝑙𝑒,2 pole of the star
(0, 𝑟𝑒𝑞,1) 𝑇𝑒𝑞,1 (𝑎, 𝑟𝑒𝑞,2) 𝑇𝑒𝑞,2 equatorial point in +𝑦
(0,−𝑟𝑒𝑞,1) 𝑇𝑒𝑞,1 (𝑎,−𝑟𝑒𝑞,2) 𝑇𝑒𝑞,2 equatorial point in −𝑦
(𝑥𝑛𝑒𝑐𝑘,1, 0) 𝑇𝑎𝑣𝑔 (𝑥𝑛𝑒𝑐𝑘,2, 0) 𝑇𝑎𝑣𝑔 closest point to the neck
Note again that this temperature smoothing is clearly ad-hoc and should not be used
as a replacement for any physical mechanism of mixing and temperature distribution
smoothing in contact binaries. It has been used here only to demonstrate the potential
effects that mixing and smoothing of the temperature distribution would have on
the synthetic light curves and model solutions obtained through current binary star
modeling software. For this purpose, we have computed the light curves of two
contact binary systems with published system parameters with unequal component
temperatures: BL Eri (Liu et al. 1996) and BL And (Kaluzny 1985). The published
model parameters of the two systems are given in Table 2.
∙ BL Eri
A photometric model solution of the contact binary BL Eri has been published
by Liu et al. (1996), with reported component temperatures that differ by about
∼ 400 K. This difference manifests itself in the model surface temperature
distribution as a discontinuous temperature jump (notable at 𝑥 ∼ 0.55 on the
left panel of Figure 2). A synthetic light curve is produced with PHOEBE 2.0 by
adopting the published model parameters and neglecting the presence of spots.
The right panel of Figure 2 shows the synthetic light curve that is obtained with
6Table 2. Model parameters for BL Eri and BL And. Adapted from the CALEB catalog,
with model solutions published in Liu et al. (1996) and Kaluzny (1985), respectively. The
parameters with uncertainties have been fitted to the light curve, while the ones without
uncertainties have been kept fixed or error estimates are not given in the cited sources.
Parameters BL Eri BL And
𝑞 0.546 ± 0.002 0.311 ± 0.008
Ω1 = Ω2 2.9108 ± 0.0030 2.394 ± 0.019
Teff,1 5980 7500
Teff,2 5603 ± 7 5370 ± 100
𝛽1 0.32 0.32
𝛽2 0.32 0.32
𝑥𝑙𝑑,11 , 𝑥
𝑙𝑑,1
2 0.55 0.632
𝑥𝑙𝑑,21 , 𝑥
𝑙𝑑,2
2 0.55 0.824
𝐴1 0.5 1.0
𝐴2 0.5 0.5
𝑙3 0.0 0.0
𝑖 89.8 ± 0.8 88.0 ± 1.7
this discontinuous temperature distribution model, which agrees reasonably well
with the observed light curve. However, the synthetic light curves produced
with smoothed temperature distribution (Figure 3) clearly do not agree with
the observations well. The largest difference is notable in the secondary depth,
which is significantly lower in the smoothed temperature model. A more subtle
temperature modification can be introduced by recomputing the temperature
distribution in a small area around the neck (Figure 4), where the difference in
eclipse depth becomes less notable.
The ratio of eclipse depths is proportional to the flux ratio of the two compo-
nents, therefore neglecting the physical requirement for some smoothing of the
properties at the boundary can lead to erroneous estimates of the flux contri-
bution of each component. On the other hand, contact binaries cannot really
be thought of in terms of components since we are dealing with only one sur-
face, thus a unique and smooth temperature distribution over the surface mesh
would be preferred for accurate modeling of these systems.
∙ BL And
A more extreme case of a published model of a contact binary with temperature
discontinuity is BL And (Kaluzny 1985). The reported model temperatures dif-
fer by ∼ 2000 K, which causes a large unphysical jump in the neck temperatures
(left panel of Figure 5). The published model with this discontinuity agrees well
with the observations, but the temperature-smoothed models change the syn-
thetic light curves drastically (Figure 6). The less pronounced temperature
modification localized in an area around the neck (Figure 7) still produces light
curves that differ greatly from the one computed with the published model.
7The amplitude of the maxima and minima changes in all cases, as well as the
width of the eclipses. This in turn influences the values of all reported system
parameters: mass ratio, surface potential, temperature ratio and inclination.
If radial velocity curves for the system are also available, these quantities can
be related to the physical parameters of the two stars, like masses and radii,
which are the key point of interest of modeling binary stars. This unphysical
model solution would without a doubt result in stellar parameters that differ
substantially from the true system parameters. Considering the large tempera-
ture difference and the drastic effects even localized smoothing has on the light
curves, this system is more likely a very close detached or semi-detached binary
and not a contact binary at all. The fact that it is possible to get a contact
binary light curve that is a good fit to the observations of a system like this
just further reinforces the need for better modeling of contact binaries. The
binary star model has inherent parameter degeneracies that render the task of
obtaining a perfect fit difficult in itself, however, improving the modeling of
contact binaries in binary star analysis codes would ensure that these solutions
are obtained through physically consistent underlying models.
In practice, this problem is not as pronounced for the majority of contact binaries
because of the similar surface temperatures of the components. This can be seen
by comparing the results on the smoothing of BL Eri, where ∆𝑇 ∼ 400 K, and BL
And with ∆𝑇 ∼ 2000 K. The light curves produced with smoothed temperatures in
a localized neck area fall within the observational error for BL Eri and their effect is
small, while their disagreement with the observations is still excessive for BL And.
Thus, we can conclude that the smaller the difference ∆𝑇 between the two com-
ponent temperatures, the smaller the effect of the smoothing on the light curve.
Nonetheless, this does not mean that the temperatures used to populate the com-
ponent surfaces are correct if they do not have a neck discontinuity. As mentioned
before, the computation of the light curves in binary star analysis software available
today uses atmosphere tables computed for single stars, under assumptions valid for
single stars, very often in local thermodynamic equilibrium, many of which do not
apply to contact binary stars. This in turn affects the determination of model pa-
rameter values, which are directly related to the physical properties of the system.
This fact alone, combined with the inflow of large quantities of high-quality data
that we have on hand and still expect from large scale surveys, calls for an imminent
action on developing a more consistent approach to modeling of contact binary at-
mospheres using hydrodynamical models of their peculiar structure. The COBAIN
(COntact Binary Atmospheres with INterpolation) code is the first step towards the
accomplishment of this ambitious goal.
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Figure 2. Left: the original WD temperature distribution of BL Eri along the 𝑥 axis of
the Roche coordinate system. Right: the corresponding observed (gray dots) and synthetic
(dashed line) light curves.
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Figure 3. Modified temperature distributions with different primary component weights
of the average neck temperature (left) and their corresponding light curves (right) for BL
Eri. The modified region spans the whole contact binary surface between the poles of the
two components.
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Figure 4. Modified temperature distributions with different primary component weights
of the average neck temperature (left) and their corresponding light curves (right) for BL
Eri. The modified region spans the stellar surface in the range (𝑥𝑛𝑒𝑐𝑘 − 0.4, 𝑥𝑛𝑒𝑐𝑘 + 0.4).
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Figure 5. Left: the original WD temperature distribution of BL And along the 𝑥 axis of
the Roche coordinate system. Right: the corresponding observed (gray dots) and synthetic
(dashed line) light curves.
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Figure 6. Modified temperature distributions with different primary component weights
of the average neck temperature (left) and their corresponding light curves (right) for BL
And. The modified region spans the whole contact binary surface between the poles of the
two components.
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Figure 7. Modified temperature distributions with different primary component weights
of the average neck temperature (left) and their corresponding light curves (right) for BL
And. The modified region spans the stellar surface in the range (𝑥𝑛𝑒𝑐𝑘 − 0.4, 𝑥𝑛𝑒𝑐𝑘 + 0.4).
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3. THE COBAIN (CONTACT BINARY ATMOSPHERES WITH
INTERPOLATION) RADIATIVE TRANSFER CODE
COBAIN is a free and open source code that currently supports radiative transfer
computation in gray atmospheres of spherical stars, rotating stars, differentially rotat-
ing stars and contact binaries whose interior structure is approximated by polytropes.
The radiative transfer computation alone is completely general and can be used with
any chosen structure model of stellar objects, preferably easily parametrized in spher-
ical or cartesian coordinates to ensure fast interpolation and convergence, while other
geometries can greatly affect its speed. In the current version of the code, the simula-
tions are carried out in nested-equipotential grids which allow for fast 3D interpolation
and each simulation is run on average 5-10 iterations. This Section is devoted to a
detailed overview of the capabilities and structure of the code, while initial results
follow in the subsequent Sections.
3.1. The nested-equipotential grid
In large optical depths in the stellar interior and deeper layers of the atmosphere the
radiation is in near-perfect thermodynamical equilibrium and closely follows Planck’s
law. However, as the optical depth decreases in the outermost layers of the atmo-
sphere, the mean free path of photons becomes larger and the effects of absorption
and scattering become more pronounced. Therefore, the points of interest in radiative
transfer computations are the ones located in a thin layer close to the stellar surface.
To account for this, the grids in COBAIN span only these atmosphere layers, while
the radiative properties of points deeper in the star are computed analytically through
the blackbody approximation.
The volume grid (Figure 8) of a star or a binary component is computed in a set of
equidistant potentials (Ω) discretized in equidistant colatitude (𝜃) and longitude (𝜑)
values. Currently supported potential functions are the Roche model for binary stars
and gravitational and rotating potentials of single stars (Table 3). All potentials are
dimensionless - the lengths in the Roche potential scale with the semi-major axis,
while in the gravitational and rotational potential for single stars they scale with the
radius of the star. The forms of the Roche potentials are adapted from Wilson (1979),
while the rotational form is adapted from Mohan et al. (1991). 𝑞 is the mass ratio,
𝑟 the radial distance, 𝜆 = sin 𝜃 cos𝜑 and 𝜈 = cos 𝜃 are the direction cosines, 𝑑 is the
instantaneous distance between the components of an eccentric binary and 𝐹 is the
synchronicity parameter in the case of asynchronously rotating components. In the
rotational potential, 𝑠 is the distance from the axis of rotation and (𝑏0, 𝑏1, 𝑏2) are the
differential rotation model parameters.
For each (Ω, 𝜃, 𝜙) combination, the corresponding radius vector is computed itera-
tively with the Newton-Raphson method (Wilson & Devinney 1971). The resulting
nested grid is thus not regular in (𝑥, 𝑦, 𝑧) nor (𝑟, 𝜃, 𝜙) but rather in (Ω, 𝜃, 𝜙) and can be
used in fast and efficient multidimensional interpolation of all structural quantities in
11
Table 3. Currently supported potentials for the nested-equipotential grid in COBAIN.
Potential Equation
Roche (circular, synchronous) Ω(r, 𝑞) = 1𝑟 + 𝑞
(︁
1√
1−2𝜆𝑟+𝑟2 − 𝜆𝑟
)︁
+ 12(𝑞 + 1)𝑟
2(1− 𝜈2)
Roche (eccentric, asynchronous) Ω(r, 𝑞, 𝑑) = 1𝑟 + 𝑞
(︁
1√
𝑑2−2𝜆𝑟𝑑+𝑟2 −
𝜆𝑟
𝑑2
)︁
+ 12𝐹
2(𝑞 + 1)𝑟2(1− 𝜈2)
Gravitational + rotational Ω(r, 𝜔) = 1𝑟 +
1
2𝑠
2𝜔2 = 1𝑟 +
1
2𝑠
2
(︀
𝑏0 +
1
2𝑏1𝑠
2 + 13𝑏2𝑠
4
)︀
multiple iterations. A disadvantage of this grid is the size required to cover the atmo-
sphere, which greatly cripples its resolution - grids of about (𝑁Ω, 𝑁𝜃, 𝑁𝜙) = (50, 50, 50)
per star/component are being used at the moment to avoid the creation of large grid
files and long CPU times for one iteration of the radiative transfer code. To further
reduce the computation time, a symmetry with respect to the 𝑥𝑦 and 𝑥𝑧 planes is
assumed:
𝑓(𝜃) = 𝑓(𝜋 − 𝜃) and 𝑓(𝜙) = 𝑓(−𝜙) (3)
and only a quarter of the mesh is built in the range 𝜃 ∈ [0, 𝜋/2] and 𝜙 ∈ [0, 𝜋].
The remaining values are populated utilizing the assumed symmetry of the grid. To
ensure a more accurate interpolation, the differences between the values of the regular
grid points need to be sufficiently small. As the range of spherical angles is already
predetermined, the toll on the size is paid in the range of possible potential values,
thus confining this grid to the outermost layers of the star.
The points corresponding to the (𝜃, 𝜙) values of the neck in contact binaries cannot
be covered because of their diverging Newton-Raphson solutions. They are nonethe-
less kept in the contact binary mesh with a zero value of the radius, to ensure the
regularity of the grid for interpolation (however, there is no interpolation in the di-
verging points, all radiative properties there are computed analytically through the
black body approximation instead).
3.2. Stellar structure
In order to compute the radiative transfer, the mesh first needs to be populated
with structural quantities (density, pressure, temperature, opacities, etc). As this
step is independent from the radiative transfer, the structure can be based on any
desired model that can be easily parametrized on a regular grid, which provides the
liberty to explore all available hydrodynamical models and test new models of contact
binaries. Due to their simple parametrization, polytropic solutions of differential
rotation models (Mohan et al. 1991) and tidally distorted stars (Mohan & Saxena
1983) are being used in this work.
The amount and complexity of the contact binary structure models make them
impractical to use at this point of the development of the code, and for that purpose
a simplified treatment of the structure of contact binaries is retained in the pilot phase,
using tidally distorted polytropic solutions (Mohan & Saxena 1983). This treatment
will be replaced by the results from hydrodynamical models of the contact binary
12
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Figure 8. The 𝑥𝑧 intersection of the nested equipotential grids of a uniformly rotating single
star (left) and a contact binary with mass ratio 𝑞 = 0.5 and fillout factor 𝐹𝐹 = 0.05. The
potential range of both is ΔΩ = 0.5 and the grid size per star is (𝑁Ω, 𝑁𝜃, 𝑁𝜙) = (50, 50, 50).
The color bars represent the logarithm of the density in solar units.
structure Lucy (1968); Flannery (1976); Ka¨hler (2002b,a, 2003); Ste¸pien´ (2009). The
mass of the primary star and mass ratio of the system are used to compute the
corresponding undistorted radii and effective temperatures under the assumption of
main-sequence stars:
𝑅
𝑅⊙
=
(︂
𝑀
𝑀⊙
)︂𝜁
𝑇
𝑇⊙
=
(︂
𝑀
𝑀⊙
)︂ 1
4(𝜂+
1
2𝜁 )
(4)
where
𝜁 = 0.8 , 𝑀 < 𝑀⊙
𝜁 = 0.57 , 𝑀 > 𝑀⊙
(5)
and
𝜂 = 2.5 , 𝑀 < 0.25𝑀⊙
𝜂 = 4 , 0.25𝑀⊙ < 𝑀 < 10𝑀⊙
𝜂 = 3 , 𝑀 > 10𝑀⊙
(6)
The structure of each star is then populated with the corresponding tidally distorted
polytropic solutions via:
𝑃𝜓 = 𝑃𝑐𝜃
𝑛+1
𝜓
𝜌𝜓 = 𝜌𝑐𝜃
𝑛
𝜓
𝑇𝜓 = 𝑇𝑐𝜃𝜓
(7)
where 𝑃𝑐, 𝜌𝑐 and 𝑇𝑐 are the central pressure, density and temperature, respectively,
while 𝑃𝜓, 𝜌𝜓, 𝑇𝜓, 𝑔𝜓 are the mean values of the pressure, density, temperature and
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surface gravity averaged over an equipotential. 𝜃𝜓 is the dimensionless Lane-Emden
variable in the polytropic solution. Currently, the structure of the two components of
a contact binary is populated separately based on the given stellar mass. Additional
smoothing in the neck region or weighted averaging of the structural values in the
equipotentials above the critical one can be introduced to account for the expected
mixing of the material. However, populating the structure of contact binaries with
tidally distorted polytropes is an over-simplified treatment and used for pilot purposes
and proof of concept only. Part of the main focus of future work will be replacing it
with a more complex hydrodynamical model of contact binary stars.
Once the grid is populated with a hydrodynamical model of the stellar interior, the
opacity of each grid point is computed with the use of OPAL (Iglesias & Rogers 1996)
opacity tables. COBAIN currently uses interpolation in the solar-type fixed chemical
composition tables.
3.3. Generalized radiative transfer in an arbitrary grid and stellar structure
When the assumptions of plane-parallel, one- or multi-dimensional spherically sym-
metric atmospheres are abandoned, all simplifications and analytical approximations
of the variation of the stellar parameters across the grid no longer hold and their true
distributions across the grid need to be taken into account in the propagation of radi-
ation. The core of COBAIN lies in the short characteristics method (van Noort et al.
2002), where the intensity in each grid point is computed by propagating discretized
rays in a predefined set of directions spanning the whole unit sphere around each
grid point and numerically integrating the formal solution of the radiative transfer
equation:
𝐼(𝑠) = 𝐼(𝑠0)𝑒
−Δ𝜏 +
∫︁ Δ𝜏
0
𝑆(𝑡)𝑒−(Δ𝜏−𝑡)d𝑡 . (8)
The short characteristics method propagates a ray until it intersects a side of a
grid cell. The values of the relevant properties in the intersecting points, like opacity,
source function and intensity, are interpolated from the neighbouring points of the grid
by assuming an analytical form of the property variation across the grid cell (most
typically quadratic, but more advanced forms are being used as well (Ibgui et al.
2013)). The formal solution is then integrated using three points (central point, in
which the intensity is being computed, downwind point, which is the intersection with
the cell the radiation propagates from, and upwind point, which is the intersection
with the cell where the radiation propagates to) and assuming an analytical form
of the source function variation with optical depth. This method works reasonably
well on single star atmospheres in simple geometries (cylindrical, spherical, 2D and
3D plane-parallel atmospheres), but is insufficient in the case of contact binaries due
to the complex geometry and potentially complex hydrodynamical models of their
structure. To overcome these issues, COBAIN chooses the propagation end-points
adaptively, instead of confining them to the grid cells, while the structural quantities
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are interpolated from the entire grid instead of only the neighboring points, in about
∼ 1000 points along the ray, instead of only three. This avoids the need to assume an
analytical form of the variation of the structural quantities along the ray, which can
introduce significant deviations from their true values. Numerical deviations can still
be present based on the choice of the grid interpolating function, but, in this case,
they can be easily decreased with a finer grid or controlled by a rescaling function
(Sect. 3.3.1).
The numerical integration of the formal radiative transfer solution for each point 𝑠
requires the knowledge of the intensity value in a starting point 𝑠0 and the values of the
source function in all discretized points along the ray from 𝑠0 to 𝑠. The initial values
of these quantities are computed through the gray approximation: 𝐼 = 𝑆 = 𝜎𝑇 4/𝜋.
In each subsequent iteration, the values of the previous iteration are used in the
integration of the formal solution. The solution of the intensity at point 𝑠 in iteration
𝑖 is then:
𝐼𝑖(𝑠) = 𝐼𝑖−1(𝑠0) +
∫︁ Δ𝜏𝑖−1
0
𝑆𝑖−1(𝑡)𝑒−(Δ𝜏𝑖−1−𝑡)d𝑡 , (9)
where
∆𝜏𝑖 =
∫︁ 𝑠
𝑠0
𝜌𝑖−1(𝑠′)𝜅𝑖−1(𝑠′)d𝑠′ . (10)
If we assume that the total energy flux is equal to the radiative flux, at each point
inside the star all emitted energy must equal all extinct energy flux (obtained through
the mean over all directions of intensity propagation). In gray atmospheres, where
the dependence on frequency of the quantities is replaced with a mean value, the
integral reduces to 𝐽 = 𝑆. Therefore, in the current gray treatment of atmospheres
in COBAIN, the source function after each iteration is computed through the mean
intensity value in each point:
𝑆𝑖 = 𝐽𝑖 . (11)
The radiative transfer computation is iterated until |𝐽𝑖 − 𝐽𝑖−1|/|𝐽𝑖| < 𝜀 in each grid
point, with the user-defined convergence threshold 𝜀.
The mean intensity and flux are computed through integration of the specific inten-
sity over the solid angle using Lebedev quadratures (Lebedev 1976). The choice of
Lebedev quadratures is not coincidental - they offer the most uniformly distributed
set of directions over the unit sphere, which is of major importance when the function
that needs to be integrated can vary greatly in different directions. In stellar atmo-
spheres this is especially true for points near the surface where the intensity drops
quickly in directions facing away from the surface normal. The uniform distribution
of quadrature directions is thus essential for consistent weighting of the significant
contributions to the mean intensity and flux integrals.
To further ensure that there is an equal number of directions facing inward and out-
ward, the quadrature directions are rotated with respect to the equipotential normal
?ˆ? in each grid point. The simplest way to achieve this is through the computation of
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the transformation matrix that rotates the coordinate system of the quadrature direc-
tions into the orthonormal coordinate system spanned by the normal and tangential
plane of the equipotential surface at point r.
The normal of the equipotential Ω at point r = (𝑥, 𝑦, 𝑧) is given by:
n = (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) =
1
|∇Ω|
(︂
dΩ
d𝑥
,
dΩ
d𝑦
,
dΩ
d𝑧
)︂
. (12)
The tangential plane is defined by two vectors orthogonal to the normal and to each
other:
t1 = (𝑡1𝑥, 𝑡1𝑦, 𝑡1𝑧) = (𝑛𝑦,−𝑛𝑥, 0) and t2 = (𝑡2𝑥, 𝑡2𝑦, 𝑡2𝑧) = n× t1 . (13)
The quadrature coordinate system is spun by the unit axis vectors (ˆ𝑖, ?ˆ?, 𝑘):
The transformation matrix from the quadrature to the normal equipotential coor-
dinate system is computed as:
𝑅Ω =
⎡⎢⎢⎢⎣
?ˆ? · t1 ?ˆ? · t2 ?ˆ? · n
?ˆ? · t1 ?ˆ? · t2 ?ˆ? · n
𝑘 · t1 𝑘 · t2 𝑘 · n
⎤⎥⎥⎥⎦
Each quadrature direction d𝑄 is then rotated into the coordinate system of the equipo-
tential surface:
dΩ = 𝑅Ωd𝑄 . (14)
This ensures that all directions with latitude 0 < 𝜃 < 𝜋/2 in the original quadrature
coordinate system are pointing outwards with respect to the equipotential surface,
while all directions with 𝜋/2 < 𝜃 < 𝜋 are pointing inwards.
The integrals of the mean intensity and flux are computed as:
𝐽 =
1
4𝜋
4𝜋
𝑁−1∑︁
𝑖=0
𝑤𝑖𝐼𝑖 =
𝑁−1∑︁
𝑖=0
𝑤𝑖𝐼𝑖 (15)
𝐹 = 4𝜋
⎛⎝𝑁/2∑︁
𝑖=0
𝑤𝑜𝑢𝑡𝑖 𝐼
𝑜𝑢𝑡
𝑖 −
𝑁−1∑︁
𝑖=𝑁/2
𝑤𝑖𝑛𝑖 𝐼
𝑖𝑛
𝑖
⎞⎠ (16)
where 𝑤𝑜𝑢𝑡𝑖 and 𝐼
𝑜𝑢𝑡
𝑖 correspond to the outward directions with colatitude 0 < 𝜃 < 𝜋/2,
while 𝑤𝑖𝑛𝑖 and 𝐼
𝑖𝑛
𝑖 correspond to the inward directions with colatitude 𝜋/2 < 𝜃 < 𝜋.
The blackbody temperature in each point of the grid is then recomputed as 𝑇 =
(𝜋𝐽/𝜎)1/4 and new OPAL opacities are interpolated from the value of density (which
is kept unchanged) and the new values of grid temperatures.
Once the quadrature directions are rotated into the normal plane of the equipoten-
tial surface at a given grid point r, the rays are discretized in a set of points in all
directions. A step size ∆𝑠 is computed and the discretized points are obtained via:
p𝑖 = r− 𝑖 ∆𝑠 dΩ for 𝑖 = 0, 1, 2, 3, ..., 𝑁 (17)
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The values of ∆𝑠 and 𝑁 are computed based on the position of the grid point inside
the star. Uniform or pre-determined step size can result in large numerical errors due
to deviations from the assumed local linearity of the structural quantities along the
ray (Figure 9).
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Figure 9. The effect of fixing the step size within different regions of the star: the more the
mean free path decreases (towards higher potentials deeper in the atmosphere), the larger
the numerical errors that arise due to the insufficient discretization of the ray because of
the deviations from the assumed local linearity of the absorption coefficient and source
function. Gray dashed lines mark the regions where the step size value decreases by one
order of magnitude.
The variation of all structural quantities near the atmosphere is very rapid and
the discretization needs to be optimized to be roughly equal in all points and all
directions. This is achieved through an empirical search of the step size equivalent to
a difference in optical depth of 1 in the following way:
∙ an array of log-equidistant step sizes is created as {𝑠|𝑠 ∈ 10𝑟𝑎𝑛𝑔𝑒(−10,−4,1000)},
where 𝑟𝑎𝑛𝑔𝑒(−10,−4, 1000) spans the array of exponential factors in 1000
points between −10 and −4;
∙ the values of density and opacity for each resulting radius vector p𝑠 = r− 𝑠 dΩ
are interpolated from the grid;
∙ assuming linear variation of the absorption coefficient 𝜒(𝑠′) = 𝜌(𝑠′)𝜅(𝑠′) from r
to p𝑠, an estimate of the optical depth is computed as ∆𝜏𝑠 = (1/2)𝜒𝑠𝑠;
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∙ the step size resulting in a value of the optical depth closest to 1 is chosen for
the ray propagation.
In some cases the variation of the absorption coefficient is extremely non-linear and the
resulting step size is overestimated. In these cases, the step size value is recomputed
after the first run in a way that achieves discretization in 𝑁 = 1000 points. This is
done by multiplying the initial step size by the ratio of the number of discretization
steps achieved with the initial step size and 1000:
∆𝑠new = ∆𝑠old
𝑁old
1000
. (18)
The computation is then rerun with ∆𝑠new.
The absorption coefficient and source function values in each ray point:
p𝑖 = 𝑟𝑖(sin 𝜃𝑖 cos𝜙𝑖, sin 𝜃𝑖 sin𝜙𝑖, cos 𝜃𝑖), (19)
can be obtained in several different regimes based on the corresponding value of the
Roche potential Ω𝑖:
∙ If Ω𝑖 < Ω𝑆, where Ω𝑆 is the Roche potential value at the surface, p𝑖 lies outside
of the star and 𝜒𝑖 = 𝑆𝑖 = 0.
∙ If Ω𝑆 < Ω𝑖 < Ω𝑚𝑎𝑥, where Ω𝑚𝑎𝑥 is the Roche potential value of the innermost
equipotential of the grid, 𝜒(p𝑖) and 𝑆(p𝑖) are interpolated in (Ω𝑖, 𝜃𝑖, 𝜙𝑖).
∙ If Ω𝑖 > Ω𝑚𝑎𝑥 or the point lies in the neck region of a contact binary not covered
by the mesh, the values of density and temperature are computed from the Lane-
Emden solution and used to interpolate the opacity. The absorption coefficient
is computed as 𝜒𝑖 = 𝜌𝑖𝜅𝑖 and the source function is computed through the gray
approximation as 𝑆𝑖 = 𝜎𝑇
4
𝑖 /𝜋.
Numerical integration of the absorption coefficient and source function integrals in
Eqs. 9 and 10 would involve assumptions on the variation of the absorption coefficient
and source function between successive ray points, which, in the case of large values
of these quantities, is a source of large numerical errors. To avoid this problem, a
spline function is fit through the points 𝜒(𝑠) and 𝑆(𝜏)𝑒−𝜏 and analytically integrated
to produce the corresponding integrals. Since the ray is propagated from the point
where we compute the specific intensity, the integral
∫︀ Δ𝜏
0
𝑆(𝑡)𝑒−(Δ𝜏−𝑡)d𝑡 is replaced
with the local integral
∫︀ 𝜏𝑖
0
𝑆(𝑡)𝑒−𝑡d𝑡. The final boundaries are also inverted: 𝜏 = 0 at
the point of interest p0 = r, while 𝜏 = ∆𝜏 at the point p𝑁 = r−𝑁 ∆𝑠 dΩ.
The ray is propagated until the exponential term 𝑒−𝜏 becomes numerically indistin-
guishable from 0. Double-precision floating points are used and the computation is
cut-off at the point where the cumulative optical depth along a ray reaches ∆𝜏 > 740.
𝑁 is then the number of points between 𝑒−𝜏 = 1 and 𝑒−𝜏 = 0 and, depending on the
step size, it ranges between 200 and ∼ 1000.
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The resulting intensity in point r and direction dΩ can then be written as:
𝐼(r,dΩ) = 𝐼(p𝑁)𝑒
−𝜏𝑁 +
∫︁ 𝜏𝑁
0
𝑆(𝑡)𝑒−𝑡d𝑡. (20)
The time for the specific intensity computation in one direction spans ∼ 109 CPU
cycles due to the large number of points that need to be interpolated along the ray
and scales with ∼ 𝒪(𝑁 ×𝑁𝑑), where 𝑁 is the number of points in the grid and 𝑁𝑑 is
the number of directions. The computation time can be decreased with the choice of
a larger step size, but that may significantly affect the accuracy of the integration, as
demonstrated in Figure 9, thus we retain the current choice of step size computation
and optimize the computation time with code parallelization.
3.3.1. Parallelization
As the intensities in each iteration are computed using the structural values of
the grid from the previous iteration, there is no inter-grid communication and the
grid points can be easily split for parallelization. The main function of the code
that handles radiative transfer computations takes as input an array of arguments of
the grid points and reads the stored grid quantities from the previous iteration for
interpolation. After the specific intensity, mean intensity and flux are computed in all
points per process for a given iteration, the values of the structural arrays are stored
in new files, which can be used for interpolation in the next iteration. The linear
interpolation in the grid with the choice of a ∆𝜏 ≈ 1 stepsize introduces a roughly
constant numerical error that causes an increase of ∼ 8% of the values in the deeper
layers where the solutions approach the black body approximation. Rescaling the
values after each iteration so that the structural quantities in the near-black body
regime stay approximately the same ensures that the intensities do not artificially
increase after each iteration due to this numerical error.
4. COBAIN GRAY ATMOSPHERE SIMULATIONS ON SINGLE STARS
All single stellar models are computed for a solar-type star of 𝑀 = 1 𝑀⊙, 𝑅 = 1 𝑅⊙,
and solar mean molecular mass 𝜇 = 0.6. The polytropic solutions are computed for
a radiative atmosphere with a polytropic index 𝑛 = 3 and model parameters adapted
from Mohan et al. (1991) (cf. Table 4). The resulting angular velocity functions and
geometrical configurations of the stellar surface are depicted in Figure 10. The nested
equipotential grids of the stars are constructed in (𝑁Ω,𝑖, 𝑁𝜃,𝑖, 𝑁𝜙,𝑖) = (100, 50, 50), and
the range of potentials covered with the grid is ∆Ω = 0.01 regardless of the surface
potential value.
We have chosen these particular polytropes to test whether the results of the ra-
diative transfer simulation match the expected outcome for the stable models - a
uniform normal emergent intensity and flux distribution for the non-rotating model
and a gravity-darkened distribution for the uniformly rotating star. The last model
(Model 15 in Table 4) is constructed with a choice of model parameters that yield
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Table 4. Differential rotation models of a non-rotating body, a solid body rotator and
an unstable differential rotator. Adapted from (Mohan et al. 1991) with the same model
numbers as in Table 1 of the paper.
Model No. (𝑏0, 𝑏1, 𝑏2) Model description Model stability
1 (0.0, 0.0, 0.0) Non-rotating model Stable
2 (0.1, 0.0, 0.0)
Solid body rotation
(𝜔2 = 0.1)
Stable
15 (0.04,−0.16, 0.16) Differential rotation model
(0.0 ≤ 𝜔2 ≤ 0.04)
Unstable
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Figure 10. The normalized angular velocity (left) and radius (right) as functions of co-
latitude in a non-rotating (solid line), uniformly rotating (dashed line) and an unstable
(dot-dashed line) differential rotation model.
an unstable differential rotator with a peculiar geometry - the angular velocity, and,
consequently, the radius, decrease half-way between the pole and the equator. This
model was used to test how well the radiative transfer code follows the geometry of
the grid. Results of the radiative transfer simulations are presented below.
4.1. Non-rotator
For a well-performing code the non-rotator is expected to yield a uniform distribu-
tion of the normal emergent intensity and its integrals. The right panels of Figures 11
- 13 show the normal outward, inward and mean intensity distributions over the sur-
face of the star. The differences are of the order of ∼ 10−14, hence purely numerical,
and the surface distributions are essentially uniform. The Left panelss of Figures 11
- 13 show the normal outward, inward and mean intensity distributions as functions
of the potential. As expected, deeper into the atmosphere, the solution approaches
the initial blackbody conditions, while in the upper layers of the atmosphere there
is a clear deviation from the blackbody solution. The initial decrease of intensity
with respect to blackbody is due to the break of symmetry of incoming radiation
(less propagates inward than outward), which can also be seen in Figure 12, where
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there is a steep decrease of inward intensity and reaches zero at the surface. On the
other hand, in the layers close to the surface, the outward intensity reaches an al-
most constant value due to the decrease in density and temperature that decrease the
optical depths and increase the mean free path of the rays. This behavior is visible
in all radiative transfer models computed with COBAIN, while differences arise in
the ranges of intensity values that are determined by the particular geometry of the
model equipotentials.
4.2. Rigid rotator
The shape of a uniformly rotating star is ellipsoidal, with a larger radius at the
equator than the pole, and consequently a gradient of the normal emergent intensity
is expected, from higher values near the pole, which is closer to the center, to lowest
values near the equator, where the same difference of optical depth corresponds to
smaller geometrical path lengths. The intensity distribution obtained for a rigid
rotating model with 𝜔2 = 0.1 with COBAIN shows precisely that. The gradient of
the surface distributions is evident from the right panels of Figures 14 - 16, while the
gradual convergence to blackbody values towards the deeper layers of the atmosphere
is visible in the functional dependence of the radiative properties with increasing
potential, given in the Left panelss of Figures 14 - 16.
4.3. Unstable differential rotator
The radiative transfer in the unstable differential rotator simulated with COBAIN
clearly demonstrates the performance of the code in different geometries and how
closely it follows the structure of the input model. The peculiar pattern that can be
seen on the surface distributions in Figures 17 - 19, especially in the mean intensity
distribution in Figure 19, comes directly from the variation of the radius length from
the pole to the equator (Figure 10). This result, although of limited physical signifi-
cance, confirms the reliability of the model to perform well in various structures and
geometries, without any substantial loss of accuracy. This puts it in a prime position
to compute radiative transfer in complex structural models of objects like contact
binaries with differential rotation, convection, flows, etc.
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Figure 11. The normal outward intensity as a function of the potential (top left) with
differences between successive iterations (bottom left) and its surface distribution (right)
for a non-rotating radiative polytrope.
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Figure 12. The normal inward intensity as a function of the potential (top left) with
differences between successive iterations (bottom left) and its surface distribution (right)
for a non-rotating radiative polytrope.
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Figure 13. The mean intensity as a function of the potential (top left) with differences
between successive iterations (bottom left) and its surface distribution (right) for a non-
rotating radiative polytrope.
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Figure 14. The normal outward intensity as a function of the potential (top left) with
differences between successive iterations (bottom left) and its surface distribution (right)
for a uniformly rotating radiative polytrope.
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Figure 15. The normal inward intensity as a function of the potential (top left) with
differences between successive iterations (bottom left) and its surface distribution (right)
for a uniformly rotating radiative polytrope.
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Figure 16. The mean intensity as a function of the potential (top left) with differences be-
tween successive iterations (bottom left) and its surface distribution (right) for a uniformly
rotating radiative polytrope.
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Figure 17. The normal outward intensity as a function of the potential (top left) with
differences between successive iterations (bottom left) and its surface distribution (right)
for an unstable differentially rotating radiative polytrope.
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Figure 18. The normal inward intensity as a function of the potential (top left) with
differences between successive iterations (bottom left) and its surface distribution (right)
for an unstable differentially rotating radiative polytrope.
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Figure 19. The mean intensity as a function of the potential (top left) with differences be-
tween successive iterations (bottom left) and its surface distribution (right) for an unstable
differentially rotating radiative polytrope.
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5. COBAIN GRAY RADIATIVE TRANSFER SIMULATIONS OF CONTACT
BINARIES
To demonstrate the performance of COBAIN on the peculiar geometry of contact
binary stars, we did initial tests on the simplified structural models with tidally
distorted polytropes. The default test system has the following parameter values:
𝑀1 = 1𝑀⊙, 𝑞 = 1, 𝐹𝐹 = 0.05, (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (50, 50, 50). The fillout factor 𝐹𝐹
determines the degree of contact and is used to compute the surface potential of the
contact envelope:
Ω = Ω𝐿1 − 𝐹𝐹 (Ω𝐿1 − Ω𝐿2) , (21)
where Ω𝐿1 and Ω𝐿2 denote the values of the first and second critical poten-
tial of the binary. The polytropic models all have a polytropic index 𝑛 = 3,
the mean molecular mass is 𝜇 = 0.6 and the range of potentials covered with
the grid is ∆Ω = 0.01 regardless of the surface potential value. Twelve sys-
tem configurations were built for three different values of each of these parame-
ters: 𝑞 ∈ {0.5, 0.75, 0.9}, 𝑀1 ∈ {0.75𝑀⊙, 1𝑀⊙, 5𝑀⊙}, 𝐹𝐹 ∈ {0.1, 0.45, 0.9} and
(𝑁Ω, 𝑁𝜃, 𝑁𝜑) ∈ {(50, 25, 25), (35, 75, 75), (75, 50, 50)}. In each different system, only
the respective parameter value is changed, while others are kept at their default val-
ues. A convergence test is performed by computing the mean difference between each
two successive iterations and the threshold |∆𝐽/𝐽 | = 0.01% is achieved after 5 itera-
tions in most cases. Results of radiative transfer simulations and the effects of various
parameter values are discussed below.
5.1. Grid dimensions
The default test system (𝑀1 = 1𝑀⊙, 𝑞 = 1, 𝐹𝐹 = 0.05) was build in three different
grid dimension configurations, besides the default one, to test the performance of grid
interpolation in different regimes:
∙ 50× 25× 25 - default potential sampling, lower spherical angle resolution
∙ 35× 75× 75 - lower potential resolution, higher spherical angle resolution
∙ 75× 50× 50 - higher potential resolution, default spherical angle sampling
A system in the other limit of the fillout factor: 𝐹𝐹 = 0.95, was also built in all
grid configurations, to test the potential differences between different geometries in
combination with different sampling.
The resulting distributions after five iterations (Figures 24-32) are similar for all
grid configurations and converge within the threshold of 0.01% after five iterations
(Figure 20), therefore it is safe to conclude that the interpolation works well enough
for the chosen default grid resolution of (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (50, 50, 50).
5.2. Mass ratio
The radiative transfer simulation results for different mass ratios are depicted in
Figures 33-38. The resulting distributions are predominantly smooth and all converge
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Figure 20. Convergence of the mean intensity in test systems with different grid dimen-
sions, for two different fillout factors. Top: 𝐹𝐹 = 0.05, bottom: 𝐹𝐹 = 0.95.
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within the threshold of 0.01% after five iterations (Figure 21), however there is a
notable ”break” in the potential-intensity distribution of 𝑞 = 0.5 (Figure 33). This is a
consequence of insufficient coverage in the neck area for that particular equipotential,
due to the diverging radii. Therefore, different mass ratios generally require different
grid sampling, to assure that the limits of all spherical angles are covered and there
are no gaps in an equipotential caused by the diverging radius points. The surface
distributions (Figures 34, 36 and 38) show that the secondary converges faster than
the primary in most cases, because of the grid sampling being better suited to the
secondary star. This points to the fact that, in cases of extreme mass ratios, different
grid resolutions for the two components might be necessary to ensure an optimal rate
of convergence.
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Figure 21. Convergence of the mean intensity in test systems with variable mass ratio.
5.3. Fillout factor
Simulation results for different fillout factors are given in Figures 39-44. The only
notable effect of a higher fillout factor on the radiative transfer simulations is the
large difference between the initial values and first iteration. However, the differences
between successive iterations after the first one tend to equalize and they all converge
within the threshold of 0.01% after five iterations (Figure 22).
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Figure 22. Convergence of the mean intensity in test systems with variable fillout factor.
5.4. Mass
COBAIN simulation results for different stellar masses are given in Figures 45-
50. In the tidally deformed polytropic approximation, the mass of the stars in a
contact binary determines its internal structure, radius and surface temperature. The
radiative transfer simulations of the three chosen mass values 𝑀1 ∈ {0.75, 1.0, 5.0}𝑀⊙
primarily show that the default potential range of ∆Ω = 0.01 only works well for the
default mass value of 𝑀1 = 1.0, while for higher masses it needs to be significantly
decreased in order to better sample the atmosphere layers. The unsuitable potential
range also greatly affects the convergence, where it is evident that convergence within
the threshold of 0.01% is achieved only in the case of the default mass 1𝑀⊙.
6. DISCUSSION AND FUTURE PROSPECTS
The short orbital periods and continuous variability of contact binaries render them
abundant in observational studies, with a substantial increase expected from current
and future large-scale all-sky surveys. However, there is a persistent gap between
the existing complex theoretical models of contact binary structure and the modern
tools used for their analysis, in which the contact binary envelope is treated as a
mere concatenation of two stars. In this paper, we have demonstrated that the
implications on the treatment of contact binaries with these simplified models can
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Figure 23. Convergence of the mean intensity in test systems with variable primary mass.
be substantial and lead to erroneous estimates of the model parameters. The new
generalized radiaitve transfer code COBAIN is being developed with the main purpose
to resolve this issue. We have outlined its fundamental principles and tested its
performance on a variety of models of single stars and simplified models of contact
binaries. We have shown that the code works well with any geometry and is not
limited to simple stellar models.
Differential rotation models clearly indicate that the resulting intensity distribution
closely follows the geometry and structure of the input model even after one itera-
tion, and matches the expected intensity distribution in the case of stable models, like
the non-rotating or a uniformly rotating star. The variety of contact binary systems
tested with COBAIN shows the need for a careful selection of the grid parameters with
respect to the physical parameteres of the system. We demonstrate that, in the cases
where these pre-requisites are fulfilled, the radiative transfer computation converges
to the chosen threshold within five iterations. A safer test of convergence would be
to iterate the computation until the successive iteration differences stop decreasing,
a method that will be implemented when computing atmospheres of more complex
hydrodynamical models. More advanced treatment is also required to compare the
results of the code simulations with other atmosphere models. This requires the com-
putation of true physical stellar models whose interior structure cannot be described
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by a polytropic solution only, in particular not with one differentially rotating model.
In addition, the gray atmosphere solutions do not allow for proper treatment of the
effects of absorption and scattering at different wavelengths, hence monochromatic
treatment is one of the key prospects for the future development of COBAIN. Com-
puting the radiative transfer at a large number of wavelengths simultaneously is not
a trivial task and would increase the computational expense of the code further, thus
acquiring sufficient computational power is essential for the success of this project.
Fortunately, the use and continuous upgrades of high-performance computing clusters
has become standard practice in modern astrophysics and allows for the execution of
complex and computationally expensive codes such as this one.
On the other hand, computing the atmosphere using COBAIN for every light curve
that needs to be analyzed is completely impractical. For this purpose, the computa-
tion of contact binary atmosphere tables for different structural models and different
values of the stellar properties, like mass ratio, potential, surface temperature, etc,
is foreseen for the future. The atmosphere tables are intended to replace the current
single star model atmospheres that are used in state-of-the-art binary star modeling
software, in particular PHOEBE 2.
The full development of the code into a tool for synthesizing multi-wavelength con-
tact binary atmospheres and contact binary spectra is an extremely ambitious un-
dertaking that requires a lot of computational time and power - a project intended
to be completed within several years, in time for the analysis of contact binary data
from missions like Gaia and LSST, as well as the data in current eclipsing binary star
catalogs, like Kepler and OGLE-4. This step is essential not only for uncovering the
true structure and range of properties of these systems, but also for studies of their
contribution to stellar populations, formation and evolution - the main scientific goal
of most modern large-scale sky surveys.
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Figure 24. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (50, 25, 25). Left panels: 𝐹𝐹 =
0.05, right panels: 𝐹𝐹 = 0.95. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 25. Surface distribution of the outward (top) and mean (bottom) intensity of
a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (50, 25, 25) and 𝐹𝐹 = 0.05 after the fifth iteration.
Right panels show differences in the surface distribution between the final and each previous
iteration.
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Figure 26. Surface distribution of the outward (top) and mean (bottom) intensity of
a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (50, 25, 25) and 𝐹𝐹 = 0.95 after the fifth iteration.
Right panels show differences in the surface distribution between the final and each previous
iteration.
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Figure 27. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (35, 75, 75). Left panels: 𝐹𝐹 =
0.05, right panels: 𝐹𝐹 = 0.95. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 28. Surface distribution of the outward (top) and mean (bottom) intensity of
a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (35, 75, 75) and 𝐹𝐹 = 0.05 after the fifth iteration.
Right panels show differences in the surface distribution between the final and each previous
iteration.
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Figure 29. Surface distribution of the outward (top) and mean (bottom) intensity of
a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (35, 75, 75) and 𝐹𝐹 = 0.95 after the fifth iteration.
Right panels show differences in the surface distribution between the final and each previous
iteration.
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Figure 30. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (75, 50, 50). Left panels: 𝐹𝐹 =
0.05, right panels: 𝐹𝐹 = 0.95. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 31. Surface distribution of the outward (top) and mean (bottom) intensity of
a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (75, 50, 50) and 𝐹𝐹 = 0.05 after the fifth iteration.
Right panels show differences in the surface distribution between the final and each previous
iteration.
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Figure 32. Surface distribution of the outward (top) and mean (bottom) intensity of
a contact binary with (𝑁Ω, 𝑁𝜃, 𝑁𝜑) = (75, 50, 50) and 𝐹𝐹 = 0.95 after the fifth iteration.
Right panels show differences in the surface distribution between the final and each previous
iteration.
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Figure 33. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑞 = 0.5. Left panels: primary, right panels: sec-
ondary component. The bottom panel of each plot shows the differences between successive
iterations.
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Figure 34. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝑞 = 0.5 after the fifth iteration. Right panels show the differences in
the surface distribution between the final and each previous iteration.
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Figure 35. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑞 = 0.75. Left panels: primary, right panels: sec-
ondary component. The bottom panel of each plot shows the differences between successive
iterations.
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Figure 36. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝑞 = 0.75 after the fifth iteration. Right panels show the differences in
the surface distribution between the final and each previous iteration.
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Figure 37. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑞 = 0.9. Left panels: primary, right panels: sec-
ondary component. The bottom panel of each plot shows the differences between successive
iterations.
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Figure 38. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝑞 = 0.9 after the fifth iteration. Right panels show the differences in
the surface distribution between the final and each previous iteration.
46
−1.5
−1.0
−0.5
0.0
0.5
lo
g
I o
u
t
(p
ri
m
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.1Iter.
0
1
2
3
4
5
0.93350.93400.93450.93500.93550.93600.93650.9370
R/R¯
3.696 3.698 3.700 3.702 3.704
Ω
0.0
0.5
i n
−
i n
−1
−1.5
−1.0
−0.5
0.0
0.5
lo
g
I o
u
t
(s
ec
on
d
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.1Iter.
0
1
2
3
4
5
0.93350.93400.93450.93500.93550.93600.93650.9370
R/R¯
3.696 3.698 3.700 3.702 3.704
Ω
0.0
0.5
i n
−
i n
−1
−8
−6
−4
−2
0
lo
g
I i
n
(p
ri
m
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.1
0.93350.93400.93450.93500.93550.93600.93650.9370
R/R¯
3.696 3.698 3.700 3.702 3.704
Ω
−5
0
i n
−
i n
−1
−8
−6
−4
−2
0
lo
g
I i
n
(s
ec
on
d
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.1
0.93350.93400.93450.93500.93550.93600.93650.9370
R/R¯
3.696 3.698 3.700 3.702 3.704
Ω
−5
0
i n
−
i n
−1
−1.5
−1.0
−0.5
0.0
0.5
lo
g
J
(p
ri
m
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.1Iter.
0
1
2
3
4
5
0.93350.93400.93450.93500.93550.93600.93650.9370
R/R¯
3.696 3.698 3.700 3.702 3.704
Ω
−0.1
0.0
0.1
i n
−
i n
−1
−1.5
−1.0
−0.5
0.0
0.5
lo
g
J
(s
ec
on
d
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.1Iter.
0
1
2
3
4
5
0.93350.93400.93450.93500.93550.93600.93650.9370
R/R¯
3.696 3.698 3.700 3.702 3.704
Ω
−0.1
0.0
0.1
i n
−
i n
−1
Figure 39. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝐹𝐹 = 0.1. Left panels: primary, right pan-
els: secondary component. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 40. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝐹𝐹 = 0.1 after the fifth iteration. Right panels show the differences in
the surface distribution between the final and each previous iteration.
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Figure 41. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝐹𝐹 = 0.45. Left panels: primary, right pan-
els: secondary component. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 42. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝐹𝐹 = 0.45 after the fifth iteration. Right panels show the differences
in the surface distribution between the final and each previous iteration.
50
−1.5
−1.0
−0.5
0.0
0.5
lo
g
I o
u
t
(p
ri
m
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.9Iter.
0
1
2
3
4
5
0.88750.88800.88850.88900.88950.89000.89050.8910
R/R¯
3.262 3.264 3.266 3.268 3.270
Ω
0.0
0.5
i n
−
i n
−1
−1.5
−1.0
−0.5
0.0
0.5
lo
g
I o
u
t
(s
ec
on
d
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.9Iter.
0
1
2
3
4
5
0.88750.88800.88850.88900.88950.89000.89050.8910
R/R¯
3.262 3.264 3.266 3.268 3.270
Ω
0.0
0.5
i n
−
i n
−1
−8
−6
−4
−2
0
lo
g
I i
n
(p
ri
m
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.9
0.88750.88800.88850.88900.88950.89000.89050.8910
R/R¯
3.262 3.264 3.266 3.268 3.270
Ω
−5
0
i n
−
i n
−1
−8
−6
−4
−2
0
lo
g
I i
n
(s
ec
on
d
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.9
0.88750.88800.88850.88900.88950.89000.89050.8910
R/R¯
3.262 3.264 3.266 3.268 3.270
Ω
−5
0
i n
−
i n
−1
−1.5
−1.0
−0.5
0.0
0.5
lo
g
J
(p
ri
m
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.9Iter.
0
1
2
3
4
5
0.88750.88800.88850.88900.88950.89000.89050.8910
R/R¯
3.262 3.264 3.266 3.268 3.270
Ω
−0.1
0.0
0.1
i n
−
i n
−1
−1.5
−1.0
−0.5
0.0
0.5
lo
g
J
(s
ec
on
d
ar
y
)
M1 = 1.0M¯, q = 1.0, FF = 0.9Iter.
0
1
2
3
4
5
0.88750.88800.88850.88900.88950.89000.89050.8910
R/R¯
3.262 3.264 3.266 3.268 3.270
Ω
−0.1
0.0
0.1
i n
−
i n
−1
Figure 43. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑓𝑓 = 0.9. Left panels: primary, right panels: sec-
ondary component. The bottom panel of each plot shows the differences between successive
iterations.
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Figure 44. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝐹𝐹 = 0.9 after the fifth iteration. Right panels show the differences in
the surface distribution between the final and each previous iteration.
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Figure 45. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑀1 = 0.75𝑀⊙. Left panels: primary, right pan-
els: secondary component. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 46. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with𝑀1 = 0.75𝑀⊙ after the fifth iteration. Right panels show the differences
in the surface distribution between the final and each previous iteration.
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Figure 47. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑀1 = 1𝑀⊙. Left panels: primary, right pan-
els: secondary component. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 48. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝑀1 = 1𝑀⊙ after the fifth iteration. Right panels show the differences
in the surface distribution between the final and each previous iteration.
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Figure 49. Top to bottom: outward, inward and mean intensity as a function of the
potential/radius of a contact binary with 𝑀1 = 5𝑀⊙. Left panels: primary, right pan-
els: secondary component. The bottom panel of each plot shows the differences between
successive iterations.
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Figure 50. Surface distribution of the outward (top) and mean (bottom) intensity of a
contact binary with 𝑀1 = 5𝑀⊙ after the fifth iteration. Right panels show the differences
in the surface distribution between the final and each previous iteration.
