We evaluate the twisted partition function of four-dimensional N = 1 supersymmetric Yang-Mills theory reduced to a point for all simple gauge groups. The partition function is expressed as a sum of residues. The types of residues that appear are classified by distinguished nilpotent orbits. Surprisingly, the multiplicity of residues of each type is proportional to their common value. The sum over residues has the same form as the Plancherel measure for Yang's system of particles. Intriguingly, the precise constants appearing in the Plancherel measure also appear in the formal degrees of unipotent discrete series representations of p-adic groups.
Introduction
Supersymmetric quantum field theory has served as an import proving ground for testing new techniques that elucidate the dynamics of general quantum field theories. A powerful tool for studying the dynamics of supersymmetric quantum field theories is supersymmetric localization. Supersymmetric localization reduces infinite-dimensional path-integrals to ordinary finite-dimensional integrals. For partition functions on flat space, supersymmetric localization can further reduce the partition function to a sum of residues.
The choice of integration contour is typically the most subtle aspect of supersymmetric localization. Recently, a systematic procedure to derive the contour for twodimensional gauge theories was derived from localization of the path-integral [1, 2] , expressing the supersymmetric partition function as a sum of Jeffrey-Kirwan residues. This derivation was adapted to quantum mechanics in [3, 4] .
In this paper, we will evaluate the partition function of four-dimensional N = 1 supersymmetric Yang-Mills theory reduced to a point. These matrix integrals have been extensively studied for over two decades, and many partial results have been obtained [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . We find a simple formula that extends these previous results to all simple gauge groups.
As the rank of the gauge group increases, the number and complexity of the residues present a combinatorial challenge. In this paper, we utilize the theory of nilpotent orbits to classify the combinatorial types of the residues that appear in the localization calculation. The residues naturally correspond to distinguished nilpotent orbits. We make an intriguing conjecture about their multiplicity, which suggest the existence of a natural contour of integration that is simpler than the one obtained in [2] .
One of the original motivations for studying supersymmetric matrix integrals comes from attempts to compute the Witten index of supersymmetric matrix quantum mechanics. M-theory predicts a unique bound state for SU (N ) N = 16 supersymmetric quantum mechanics [15, 5, 6] . This prediction can be tested by reducing the supersymmetric partition function -the Witten index -to a sum of matrix model integrals [14] . The M-theory prediction has been generalized to other classical gauge groups in [16] . The Witten index and the matrix model partition functions have been intensely studied by supersymmetric localization [9, 11, 12, 13, 14] , heat kernel methods [5, 7, 10] , the mass deformation method [17, 10] , and Monte Carlo simulation [8] .
While the partition functions computed by the various different methods are equal, the intermediate expressions are surprisingly different. In supersymmetric localization, the final result for the Witten index is related to a sum over nilpotent (or unipotent) orbits. In the heat kernel method, the final result is given as a sum over elliptic Weyl group elements [10] . As a result, we find a mathematical identity relating nilpotent orbits to Weyl group representations. Similar relations have previously been studied in the part of geometric representation theory known as Springer theory.
Remarkably, the same types of integrals play a prominent role in the theory of p-adic Lie groups and the Langlands program. The same residue calculations have previously appeared in determining the Plancherel measure on Yang's system of particles [18, 19] . This integrable system is one of the original examples of the BPS/CFT correspondence [20, 21, 22] where it was connected to a two-dimensional version of supersymmetric Yang-Mills theory with four supercharges. The Plancherel measure also has a natural p-adic version that [23] we expect to be related to the equivariant Witten index of supersymmetric quantum mechanics [12] .
In the next section, we will review the reduction of the matrix model partition function to a sum of residues by localization. We then describe our formula for the partition function as a sum over distinguished nilpotent orbits. In section 3, we recall some of the terminology for root systems. In section 4, we define semisimple and nilpotent orbits and explain how the classification of semi-simple orbits is used to classify nilpotent orbits. We then make use of the theory of nilpotent orbits to classify the poles that appear in the localization calculation. We list all of the relevant nilpotent orbit data used in the evaluation of the matrix model partition in Tables 2-10 .
Localization Computation
The aim of this paper is to evaluate the matrix integral:
is the action of four-dimensional N = 1 supersymmetric Yang-Mills theory with gauge group G reduced to a point. The normalization is by a factor Vol(G/Z(G)) where Z(G) is the center of G. Here, λ, A µ , and D are the reductions of the component fields in the four-dimensional N = 1 vector multiplet. The original four-dimensional fields are a two complex Weyl spinors, a four-component vector, and a scalar. Upon dimensional reduction, the fields of the vector become the four scalars A µ . The fields are all valued in the adjoint representation of the Lie algebra of G. We follow the normalization conventions in [11] .
Supersymmetric localization reduces the problem to an integral over a Lagrangian submanifold C of a Cartan subalgebra h of g:
where r is the rank of G, d r u is the volume form on h, ad(u) is the adjoint action of g, and |W G | is the order of the Weyl group of G. Here det (ad(u)) is the restriction of det(ad(u)) to g \ h [9, 11] . The normalization is by a factor Vol(T /Z(G)) where T is the maximal torus of G. The integrand arises as a ratio of one-loop determinants. The parameter can either be inserted as an ad-hoc regulator [9] , or be obtained as a limit of the S 1 -equivariant parameter in supersymmetric quantum mechanics on reduction to zero dimensions [14] .
There are two proposals for the contour of integration. The original contour proposal selects poles with positive imaginary part [9, 11] . More recently, a different contour of integration was derived in [1, 2] . The precise form of the contour depends on the choice of a Jeffrey-Kirwan covector. However, in this particular problem, the result is independent of the choice of covector. Once a contour is specified, the integral can be evaluated by summing the residues of the poles that are enclosed by the contour.
To determine the residues, consider the operator ad(u) + acting on an element φ of g. Poles potentially occur when
(2.4)
Thus, φ and u satisfy one of the relations of the sl 2 Lie algebra. The relation (2.4) implies that φ is nilpotent since g is finite dimensional. A nilpotent element of su n can be described by the sizes of the blocks in its Jordan block decomposition. However, only elements with a single Jordan block can have a non-zero residue [9] . For other groups, the classification of residues follows from the theory of nilpotent orbits. A textbook account of the theory of nilpotent orbits is given in [24] . We will summarize and apply it to the classification of residues in section 4.
The residues can be evaluated by expanding ad(u) + ,
where α s is a basis of simple roots and the product is taken over all roots α of g. The eigenvalues of ad(u) on g can be determined from the eigenvalues of ad(u) on the simple roots of g. This information is recorded in the weighted Dynkin diagram of the nilpotent orbit. On each representative φ O of a nilpotent orbit O, we consider the order of vanishing of the numerator and denominator. We will see that the order of the pole is bounded by the rank of g, with equality if and only if O is a distinguished nilpotent orbit. The residue simplifies to 6) and the symbol denotes the product of the non-zero terms. A(O) is the component group of the stabilizer of the orbit, and |A(O)| is its order. Rather surprisingly, the multiplicity of the residue is
where |W G | is the order of the Weyl group of G. Our main result is the following conjectural form of the supersymmetric Yang-Mills matrix model integral:
where the sum is over distinguished nilpotent orbits O. The formula is obtained from summing the residues with their corresponding multiplicity. The principle that fixed points with extra U (1) factors left unbroken do not contribute to Z G [9] gives another heuristic reason for why only distinguished nilpotent orbits contribute to the sum. Furthermore, a fixed point with an unbroken discrete symmetry group A(O) will have its contribution weighted by a factor of |A(O)| −1 . While this precise factor has checked against direct residue calculations, it remains an interesting challenge to give a rigorous derivation.
The remainder of this paper is devoted to explaining the ingredients appearing in equation (2.8) needed to compute Z G . Using the values of Res(O) and |A(O)| for the distinguished nilpotent orbits in Tables 2-10, we evaluate the matrix integral Z G and list the result for the rank four classical and exceptional Lie groups in Table 1 . The results for E 7 and E 8 are new and the other results agree with previous calculations [11, 14] . 
Root Systems
We now establish some notation for root systems. A Cartan subalgebra h of g is a maximal abelian subalgebra of g consisting of semisimple elements. Fixing a Cartan subalgebra, we have the root space decomposition
where Φ is a root system in h * . Root systems can be abstractly defined in terms of an arbitrary real vector space V . For us, V = h * . Let (·, ·) be a symmetric bilinear form on V . We choose an orthonormal basis e i of V with (e i , e j ) = δ ij .
A positive simple root system is a subset ∆ of a root system Φ that satisfies the following conditions:
• ∆ is a basis for the vector space V ,
where the m α are either all non-negative integers or all non-positive integers.
The elements of ∆ are called positive simple roots. From ∆, we can form the Dynkin diagram of g. The vertices are given by the elements of ∆, and the number of edges be-tween two vertices is determined by the angle between the two corresponding elements of ∆. The root systems for B n , C n , and D n are [24]
(3.5)
The root system for G 2 is shown in Figure 1 . The positive simple roots for B n , C n , and D n are:
. . , e n−1 − e n , e n } (3.6)
. . , e n−1 − e n , 2e n } (3.7)
D n = {e 1 − e 2 , e 2 − e 3 , . . . , e n−1 − e n , e n−1 + e n } .
(3.8)
The positive simple roots for G 2 are α and β.
Nilpotent Orbits
In this section, we define semisimple and nilpotent elements in a Lie algebra and their corresponding orbits. A linear operator X acting on a finite-dimensional vector space V can be viewed as an element of End(V ). It is a semisimple operator if every Xinvariant subspace has an X-invariant complement. It is a nilpotent operator if X r ≡ X • · · · • X r = 0. We adapt these notions to the case where V is a complex semisimple Lie algebra g. In a complex semisimple Lie group G, the adjoint representation is defined by the action ad : g → End(g) (4.1)
An element X ∈ g is nilpotent if ad X is a nilpotent endomorphism of the vector space g. Similarly, X ∈ g is semisimple if ad X is semisimple. These notions let us generalize the Jordan decomposition theorem to arbitrary semisimple groups. ). If g is semisimple, every element X ∈ g can be written uniquely in the form X = X s + X n , with X s is a semisimple element, X n is a nilpotent element, and [X s , X n ] = 0.
We can now define semisimple and nilpotent orbits under the adjoint action of G. Recall that the adjoint representation of G,
is defined by the derivative of the conjugation automorphism Ψ g : G → G, where Ψ x (y) = xyx −1 .
Definition 4.1 ([24, pp. 9]). The orbit though X is the set of elements
where G ad is the identity component of Aut(g).
The orbit O X is called a nilpotent orbit if X is a nilpotent element of g. Similarly, an orbit O X is called a semisimple orbit if X is semisimple. These definitions are independent of the choice of element X labeling the orbit.
Semisimple Orbits
The structure of semisimple orbits is much simpler than that of nilpotent orbits. The general strategy to classify nilpotent orbits is to relate them to semisimple orbits. We can therefore parameterize semi-simple orbits by a fundamental domain for h/W . One choice is given by the following: 
(α(x)) ≥ 0 and whenever (α(x)) = 0, then (α(x)) ≥ 0 for all α ∈ ∆ .
Classification of Nilpotent Orbits
To each nilpotent element we can associate a standard triple. It will allow us to use the previously discussed structure theory of semisimple orbits to classify nilpotent orbits. A fundamental result for the structure of nilpotent orbits is given by the following theorem. From this theorem it follows that there is a bijective correspondence:
Given a nilpotent element e and corresponding standard triple (e, h, f ), we can decompose g into its ad h eigenspaces.
where the sum is over the integral eigenvalues of ad h . Integrality follows from the representation theory of sl 2 .
We now apply the above structure theory to determine the poles in Equation (2.3) that contribute to the matrix integral Z G . Recall that the potential poles are described by elements φ and u satisfying Equation (2.4) that are part of a standard triple with φ nilpotent. The number of zeroes in the numerator is dim(g 0 ) − dim(h), and the number of zeroes in the denominator is dim(g 2 ). 2 Therefore the poles in the integrand with non-vanishing residues correspond to distinguished nilpotent orbits. While for our purposes we can take dim(g 0 ) = dim(g 2 ) to be the definition of a nilpotent orbit, the standard definition is: The Bala-Carter theorem reduces the classification of nilpotent orbits to the classification of distinguished nilpotent orbits. The factors in the numerator and denominator have interesting interpretations as well. The product of the degrees of the fundamental invariants equals the order of the Weyl group |W G |. The numerator equals the number of elliptic Weyl group elements |W ell G |. The final result is
Weighted Dynkin Diagrams
The multiplicity obtained from combining the previous equation and equation (2.7) is |W ell G |. It is naturally interpreted as the top-dimensional cohomology of the Orlik-Solomon algebra of the Coxeter hyperplane arrangement corresponding to G [25, 26] .
Distinguished Nilpotent Orbit Data
In this section, we describe the results of the classification of nilpotent orbits. For classical Lie algebras, the distinguished nilpotent orbits have a simple description in terms of partitions. ). For A n , only the principal nilpotent orbit is distinguished. In types B n , C n , and D n , nilpotent orbits correspond to partitions with distinct odd, even, and odd parts of 2n + 1, 2n, and 2n, respectively.
From the partition, the weighted Dynkin diagram, Res(O), A(O), and dim O can easily be obtained from the results in [24] . We give examples for the classical Lie algebras of rank four. We also lie a representative of the nilpotent element e in the standard triple. This is not needed to evaluate Z G , but it is useful to compare to the direct computation of residues. For the exceptional Lie algebras, standard triples are given in [27] . The unbroken gauge symmetry A(O X ) is obtained from [24, corollary 6.1.6]. It is either Z n 2 or a symmetric group S n on n letters. 
Conclusions and Further Speculations
We have evaluated the supersymmetric matrix partition function Z G for all simple Lie groups G. Our final result in Equation (2.8) suggests the existence of a natural contour of integration and connections to nilpotent and unipotent representations of p-adic groups. We hope that the existence of such a simple form of the result and contour will find applications in other supersymmetric localization calculations and allow for new calculations where the gauge group has large rank. In particular, it should help compute exact results in the limit of large rank.
There is a long history of partition functions that can be computed by either point counting over finite fields or by localization methods. For example, the cohomology of moduli spaces of vector bundles has been computed using Deligne's proof of the Weil conjectures [28, 29, 30] . It involves counting the number of points in the moduli space defined over a finite field. A different calculation by Atiyah and Bott used the Yang-Mills functional on a Riemann surface as a perfect Morse function and localized the computation to the critical set of the Yang-Mills functional [31] . The common theme is that the order of the finite field in the point-counting approach appears in the same form as the equivariant parameter in localization calculations. In revisiting the work of Atiyah and Bott, Witten developed non-abelian localization [32] . A mathematical formalization led to the notion of the Jeffrey-Kirwan residue [33, 34] , which plays a key role in evaluating the matrix model partition function Z G .
The tantalizing connection to our problem is the following correspondence of Lusztig. Given a simple group G and its Langlands dual group L G, there is bijection between a certain class of irreducible unipotent representations of G and the set of triples (s, N, ρ) where s ∈ L G is semisimple, N ∈ Lie(G) is nilpotent with Ad(s)N = qN, and ρ is an irreducible representation of the finite group ZL G (s, N )/Z 0 L G (s, N ) [35] . The condition Ad(s)N = qN is precisely the form of the poles in the equivariant supersymmetric quantum mechanics partition function. We plan to give a new computation of the supersymmetric Witten index in terms of unipotent orbits in a sequel. A previous calculation using heat kernel methods results in a sum over elliptic Weyl group elements [10, 14] . Thus, we expect a new relation between unipotent representations and elliptic conjugacy classes in the Weyl group. Let α 0 = i δ i α i be the highest root of g. Denote the affine Dynkin diagram of G by Γ G and let H i be the product group corresponding to removing vertex i from the affine Dynkin diagram. Then the equality between the heat kernel and localization calculations results in the following identity:
Perhaps it will shed new light on a similar correspondence of Lusztig [36] and lead to a new connection between number theory and physics. 
