ABSTRACT Visual saliency models aim to detect important and eye catching portions in a scene by exploiting human visual system characteristics. The effectiveness of visual saliency models is evaluated by comparing saliency maps with a ground truth data set. In recent years, several visual saliency computation algorithms and ground truth data sets have been proposed for images. However, there is lack of ground truth data sets for videos. A new human labeled ground truth is prepared for video sequences that are commonly used in video coding. The selected videos are from different genres including conversational, sports, outdoor, and indoor having low, medium, and high motion. Saliency mask is obtained for each video by nine different subjects, which are asked to label the salient region in each frame in the form of a rectangular bounding box. A majority voting criteria is used to construct a final ground truth saliency mask for each frame. Sixteen different state-of-the-art visual saliency algorithms are selected for comparison and their effectiveness is computed quantitatively on the newly developed ground truth. It is evident from results that multiple kernel learning and spectral residual-based saliency algorithms perform best for different genres and motion-type videos in terms of F-measure and execution time, respectively. INDEX TERMS Ground truth, saliency map, saliency models, video coding, visual attention.
I. INTRODUCTION
Recently human visual system (HVS) and mechanism of human perception has gained attention of researchers working in different domains like psychology, neurology and computer science. They have investigated the human visual system thoroughly by conducting experiments, which reveal that interesting objects present in an image and video draw human attention [1] . Psychologists have categorized human perception into stimulus-driven and task-driven categories and investigated the HVS in response to change in a scene [2] . The way HVS detects a change in the scene is thoroughly investigated in [3] using attention mechanism, eye movements, and visual memory. Neurophysiologists and psychophysicist have analyzed neural circuits to investigate the response of human visual system to a visual stimuli [4] , [5] . The visual stimuli simulates the working of HVS in order to model the mechanism of human attention. To simulate visual behavior in machines, computer scientists have utilized the techniques of image processing, pattern analysis, machine learning, and computer vision to build human vision and neural computational models. In general, visual saliency models extract image features to compute feature maps and integrate them to generate a saliency map [6] . Computational visual attention models based on HVS concepts attempt to identify a region of interest (ROI), which are applied in numerous domains. In several applications, obtaining visual saliency map is a core objective while in many other applications it is an intermediate step. Visual saliency models have been used in applications like locating defects in semiconductor chips [7] , activity recognition in crowd [8] , face detection [9] , [10] , image targeting [11] , perceptual video coding [12] - [15] , video phone applications [16] , and video summarization [17] .
A theoretical foundation of visual saliency models is provided by an early work on feature integration theory of attention (FIT) [18] , which is based on the hypothesis that image features are first registered in perception mechanism and then objects are identified through focused attention. FIT assumes that the information in a scene is coded in separable dimensions such as color, orientation, spatial frequency, brightness, and direction of motion. It is an exposition of fundamental question of how information is coded in a scene and how it can be extracted in HVS. Visual saliency models are generally categorized into top-down, bottom-up, and hybrid approaches [1] . Top-down visual saliency models are driven by volitional control, which exploits the fact that objects of current importance attracts an observer's attention. Human attention modeling based on bottom-up approach computes the impact of visual stimuli that pop-out from its surrounding. Physical salience and scene features accounts for the bottom up attention model. A hybrid approach incorporates both the techniques to compute a saliency map.
Inspired by feature integration theory the work of Koch and Ullman [19] has proposed a pyramid model of neural network, where feature detectors filtered the input image features to produce multi-resolution feature maps termed as early representation. The selective attention mechanism of HVS scans feature maps for most salient features and saliency information is fused to yield a saliency map. Itti et al. [20] proposed a visual saliency model based on the work of Treisman and Gelade [18] in which an intensity map is generated from red, green and blue components of input image. Feature maps are then produced through center-surround operation, which are combined into three conspicuity maps for color, intensity and orientation. Finally, a saliency map is generated by normalizing and summing three conspicuity maps. Visual saliency model of itti [13] is based on low-level features like color, flicker, intensity, and orientation in an image. Cheng et al. [21] considers contrast as the image feature that distinguishes between salient and non-salient image locations. Both the color and contrast are used [22] to separate foreground objects from background. Generally, bottom-up saliency computation algorithms consider the dominant object as salient object while disregarding the background. This is true for certain class of images, however objects in image background are as important as foreground objects. A saliency model proposed by [23] considers both the local and global surroundings of image regions and includes prominent objects as well as unique parts of background in a saliency map. The algorithm proposed in [24] computes a saliency map from quaternion representation of an image by using low-level features such as color, intensity, and motion features. The model considers both the spatial and temporal features and is tested on natural images, psychological patterns, and videos. Visual saliency models proposed for images are utilized extensively in video applications like surveillance [25] , crowd motion [26] , television advertisements, video games, indoor and outdoor scenes [27] , feature films [28] , sports, and entertainment videos [29] , [30] .
Ground truth serves as a reference for the evaluation and comparison of different visual saliency models. Various methods are employed to construct ground truth for the evaluation of visual saliency models. One method is to display images in front of subjects and record their eye fixation or eye-tracking data [27] , [31] . Another method is to show images to subjects on display and ask them to label the salient regions using a pointing device [32] . This labelling can be pixel based or box based but labeling of salient regions by rectangular bounding box is much easier than pixel-level marking [33] . Salient region represented as rectangular boxes is suitable for many applications such as image collage, adaptive image display and perceptual image and video coding. In the last two decades numerous visual saliency computation models have been proposed for images of various categories. Similarly, several type of image datasets and ground truths have been constructed [22] , [31] , [32] , [34] - [43] . These datasets comprise a variety of images that include one salient object, two salient-objects, obvious foreground and background separation and images with natural scenes. Moreover, their ground truth binary masks are also publicly available. These resources serve as an adequate ground truth for research efforts on visual saliency modelling for images. However, for videos different parameters and genres needs to be dealt with, which makes construction of a video based ground truth a challenging task. Different ground truths have been developed for video datasets for specific applications i.e., surveillance cameras [25] , TV program, video games and outdoor video [44] , film trailers, music videos and advertisements [45] , and eye-movement pattern tracking on outdoor scenes captured from movies [46] . To the best of our knowledge there is no ground truth available for test sequences, which are used for the evaluation of video coding systems.
In this paper, a new ground truth is constructed for the video sequences commonly used in video coding and comprise of different genres like conversational, sports, outdoor, and indoor videos having low, medium and high motion. Saliency mask is obtained for each video by nine different subjects, which are asked to label the region of interest in each frame in the form of rectangular bounding box by using a pointing device. The majority voting criteria is used to create ground truth saliency mask for each frame. The ground truth constructed is then used for the evaluation of visual saliency models. In this work, sixteen different state-of-the-art visual saliency algorithms are selected for the evaluation and comparison purpose. The main contributions of this research work are two-fold, 1) A new human labeled ground truth is constructed for video datasets, which are commonly used in video coding. 2) Performance of sixteen different visual saliency algorithms are evaluated and compared by using the newly developed ground truth. The rest of the paper is organized as follows: Section II deals with the procedure of ground truth construction. In Section III different visual saliency models used for comparison in this study are explained in detail. Results are discussed in Section IV followed by conclusion in Section V. 
II. GROUND TRUTH CONSTRUCTION
The two important factors in the evaluation of visual saliency models for images and videos are the selection of dataset, and the construction of ground truth database. Dataset is used to compute the saliency map from visual saliency algorithm and ground truth database serves as a baseline for the analysis and comparison of different visual saliency models. In this work, our aim is to identify a visual saliency algorithm, which gives best results when applied to videos. For this purpose, a new dataset is constructed, which consists of frames extracted from 24 video sequences comprising of 6610 frames in common interchange format (CIF) having 352 × 288 spatial resolution and a frame rate of 30 fps. The selected videos are commonly used test sequences in video coding having a variety of motion i.e., low, medium and high and belongs to different genres i.e., conversational, sports, indoor and outdoor. The details of video sequences used for ground truth construction are presented in TABLE 1.
A. HUMAN LABELING
As this work aims at identifying visual saliency model, which is best suited for video coding. Therefore labeling by rectangular bounding box approach is adopted to construct ground truth. The rectangular bounding box approach is consistent with video framework as in video coding block transform is applied and motion estimation is also performed based on rectangular blocks. To prepare human-labeled ground truth firstly, frames are extracted from 24 video sequences. Each frame is then shown to nine different subjects, which are asked to draw a rectangular bounding box around the salient region. Subjects participated in this study are undergraduate and graduate students of the university, with age ranging from 20 to 40 years. The ground truth preparation sessions are performed in laboratory environment under ambient light and free-viewing conditions. Computer systems used are desktop PCs with core i5 3.0 GHz processor, 4GB DDR3 RAM and 17 inch LCD screens. Subjects are seated at a distance of 184 − 210 cm from the 17 inch LCD screen according to the viewing conditions of ITU-R Recommendation BT.500-13. On average, a subject took 5 to 7 seconds to view a frame before drawing a rectangular bounding box around salient region with the help of a pointing device i.e., mouse. The whole process of labeling the video sequences by nine different subjects took two months.
Subjects have inconsistent opinion about salient region in a frame because saliency detection is a complex problem, which highly depends on subject's perception of the salient region in the frame under consideration. Labeling inconsistency is more obvious for the frames having more than one foreground objects. In this work, subjects are asked to draw a single bounded box representing the salient region within the frame, therefore, labeling inconsistency problem occurs in the construction of the ground truth for the video sequences. Fig. 1 shows examples of highly consistent and inconsistent labeling by nine subjects for videos bridge, city, container, highway and crew, soccer, flower, mobile respectively. Bounding box drawn by each subject is represented in a different color.
B. VOTING STRATEGY
In order to remove the labeling inconsistency among subjects, voting strategy is adopted to generate one aggregate ground truth saliency mask for each frame. Firstly, binary masks BM are created by each of the nine subjects for every input frame. A pixel value ''1'' at location {i, j} in binary mask corresponds to salient region inside the bounding box, whereas pixel values are ''0'' for rest of the image corresponds to nonsalient region i.e, BM i,j ∈ (0, 1). Saliency probability mask SP value at pixel location {i, j} is computed as,
Saliency probability mask is then thresholded to generate a ground truth binary mask in which pixel values are computed as,
where T is the threshold and a majority voting criteria i.e., T = 5 (5 votes out of 9) is employed to generate final ground truth binary mask. Fig. 2 shows representative frames of 24 video sequences, binary masks selected by nine different subjects, and overall ground truth obtained after applying the majority voting criteria.
III. COMPUTATIONAL VISUAL SALIENCY MODELS
In literature, different visual saliency models have been proposed, which are generally divided into three main classes i.e., bottom-up, top-down and hybrid approaches. The details of visual saliency models used in this work for comparison purpose on the newly developed ground truth are as follows.
A. ATTENTION BASED ON INFORMATION MAXIMIZATION (AIM)
AIM [27] is a bottom-up visual saliency model based on Shannon's theory and computes self-information at each location of an image. The model considers that the saliency of visual content is equal to the measure of information present locally within a scene as defined by its surrounding. To compute a saliency map, an RGB color image is decomposed into patches. A set of basis coefficients for the basis function are computed through independent component analysis (ICA) for every pixel location in the patch. Gaussian kernel based density estimation is performed to predict a likelihood of response of coefficients in the local neighborhood. The product of all likelihoods corresponding to a local region produces the joint likelihood, which represents RGB values in the local neighborhood of an image patch. A saliency map is generated by translating the joint likelihood to self-information using Shannon's measure.
B. VISUAL SALIENCY BASED ON SPECTRAL RESIDUAL (SR)
In [32] , an image is analyzed in frequency domain and saliency map is constructed from spectral residual. This 20858 VOLUME 6, 2018 FIGURE 2. Construction of ground truth binary masks (a) Candidate frame from each video in dataset (b) binary mask by subject 1 (c) binary mask by subject 2 (d) binary mask by subject 3 (e) binary mask by subject 4 (f) binary mask by subject 5 (g) binary mask by subject 6 (h) binary mask by subject 7 (i) binary mask by subject 8 (j) binary mask by subject 9 (k) final ground truth binary mask after voting criteria. VOLUME 6, 2018 model is based on the observation that the log spectra of different images contain considerable resemblance. Minimizing the redundant statistics present in an image results in information, which catch human attention. In saliency computation procedure, the real part of Fourier transform of an input image constitutes the averaged Fourier spectrum, while imaginary part constitutes the phase spectrum. Log spectrum representation of the image is computed from the averaged Fourier spectrum. Spectral residual is then computed by applying an averaging filter on log spectrum and the saliency map is generated by taking an inverse Fourier transform of the spectral residual.
C. SALIENCY USING NATURAL STATISTICS (SUN)
SUN [47] employs Shannon's self information measure to compute a saliency map of an image. Twelve feature maps are computed from the input image using difference of Gaussian (DoG) filters in the first stage of saliency computation process. Exponential power distribution filter is employed to estimate the probability distribution over feature maps and the saliency map is computed by fusing all filter responses.
D. LOW LEVEL VISION MODEL (LLVM)
In [48] , it is hypothesized that coefficients of a pyramid represent the estimate of local contrast. For this purpose, each channel of a given image is convolved with a bank of filters using wavelet transform, which contains Gabor like basis functions resulting in a pyramid of wavelet planes. Wavelet coefficients corresponding to local region are convolved with binary filters to obtain contrast energy around the wavelet coefficients. The contrast energies of center and surround are used to compute a center-surround energy measure. Extended contrast sensitivity function (ECSF) incorporates center-surround energy measure and wavelet planes to compute weighting functions for image locations. Saliency maps are generated by taking an inverse wavelet transform of the weighting functions and combining saliency maps of individual channels.
E. GLOBAL CONTRAST BASED VISUAL SALIENCY COMPUTATION (GC)
In [21] , the proposed visual saliency algorithm exploits a HVS characteristic that image regions, which have high contrast value as compared to their surrounding tend to attract human attention. In this model, image is partitioned into regions, partition boundaries are identified and color histogram is computed for each region. A color distance metric between the region and its neighbor is employed to compute the saliency value for each region.
F. INNER AND INTER LABLE PROPAGATION (IILP)
In [49] , the bottom-up visual saliency computation algorithm exploits the image color features to segregate image foreground regions from background. Image is partitioned into regions using a simple linear iterative clustering (SLIC) algorithm [50] . Similarity measure between the region and its neighboring region is computed by employing feature vectors, which is further utilized to compute regional saliency maps. Pixel-level saliency map is computed by a weighted linear sum of the regional saliency maps.
G. CONTEXT-BASED SALIENCY MAP (CB)
Visual saliency computation algorithm CB [51] utilizes two observed characteristics of salient objects to compute a saliency map of images. Firstly, the input image is fragmented into regions and the context saliency of a region as compared to its spatial neighbor is computed. Secondly, the object location prior is computed, which considers that the salient object is most probably located nearby image centers. Saliency values from multiple regions to image center are propagated to compute a pixel-level saliency map.
H. SALIENCY ESTIMATION BY INTEGRATING FEATURES USING MULTIPLE KERNEL LEARNING (MKL)
In [52] , a classifier based visual saliency computation algorithm is proposed, which employs multiple kernel learning framework. A classifier is trained from an image data set with human eye fixation data. Itti-Koch model [20] is used to extract intensity, orientation and color contrast features from training images. 3D histogram is computed for color channels (red, green and blue) to obtain eleven features. A center bias is incorporated in computations as it has been empirically investigated that humans tend to look towards image center. Pixel-level features are extracted from each input image and are rendered to a classifier, which generates the saliency map.
I. FAST AND EFFICIENT SALIENCY DETECTION (FES)
Center-surround approach is used in [53] for computing a saliency map of image. Saliency value for the image is computed by sweeping a window across the image. The window is divided into center and surround such that the pixels in center are considered as salient, while pixels in surround are non-salient. Saliency of a pixel is computed by a probabilistic analysis that the pixel belongs to the center of window. Pixellevel saliency is computed by convolving probability function with an averaging filter. An image can contain objects of different sizes, therefore multi-scale property is employed to produce the final saliency map.
J. MULTI-SCALE SUPERPIXELS (MSS)
MSS [54] is a bottom-up visual saliency detection technique, which considers center-bias and contrast to compute a saliency map. This method utilizes the principle that a region of higher contrast with neighbor has higher saliency. For this purpose, an input image is divided into regions, and saliency measure at a region with reference to its neighboring region is computed. Bayesian enhancement is employed to get more accurate and stable saliency value for each pixel as it makes optimal decision by considering prior probability and likelihood. The foreground is extracted and for each color channel pixel-wise histogram is used to compute the observation likelihood, that a feature of pixel falls in the 20860 VOLUME 6, 2018
foreground or the background. It follows the computation of observation likelihood of a pixel being salient or non-salient. Saliency map is computed by normalizing the Bayesian inference of observation likelihoods.
K. IMAGE SIGNATURE SALIENCY ALGORITHM (SIGSAL)
In [55] , a visual saliency computational model is presented in which an image descriptor, defined as sign function of the Discrete Cosine Transform (DCT) is used to separate salient regions in an image from the background. Foreground region in an image is taken as saliency object, while rest of the image is considered as background. Sigsal computes standard spatial basis of an input image, reconstructs the original image by taking DCT and saliency map for each color channel is obtained by smoothing the squared reconstructed image by a Gaussian kernel.
L. SIMPLIFIED SALIENCY ALGORITHM (SIMPSAL)
Simpsal is a Matlab implementation of the Itti's saliency model [20] by Harel et al. [56] . Itti's saliency computation algorithm computes image features through a linear centersurround operation. Intensity image is created from color channels of input image. Feature maps concerning intensity, orientation, and color channels are generated by performing a center-surround operation. Feature maps are combined to produce conspicuity maps corresponding to intensity, orientation and color. Map normalization operator is employed to boost salient regions in feature maps. Finally, the normalized conspicuity maps are summed to obtain the saliency map.
M. FREQUENCY TUNED SALIENT REGION DETECTION (FT)
Visual saliency detection model proposed in [40] employs color and luminance features to generate a saliency map. FT algorithm is designed on the hypothesis that low-frequency contents represent salient regions, high-frequency contents retain salient object boundaries and highest frequencies are removed as they contribute to noise. The image is passed through a bank of difference of Gaussian (DoG) filters to extract features. The parameters of DoG filters are tuned to retain desired spatial frequencies. A binomial kernel is employed to compute the mean image feature vector and the image pixel vector. A saliency map is computed by taking L 2 norm of the Euclidean distance between image feature pixel vectors.
N. GRAPH-BASED MANIFOLD RANKING (GBMR)
In [57] , an algorithm is proposed that employs foreground object segmentation from background region as a saliency detection approach. GBMR divides an input image into regions, where each partition is represented as a node in the graph. Relevance of a query node is figured out with all other nodes of image, where saliency of the query node is known a priori. GBMR employs the attention mechanism [58] to consider boundary nodes as a non-salient region. Firstly, an image is partitioned using SLIC alogrithm [50] . Those regions which belong to the boundary are assumed as image background. A ranking function, which measures relevance of a node to background queries, is utilized to classify a given region as a salient or non-salient region. Saliency maps are computed by taking complement of the ranking function.
O. MULTI-SCALE RARITY-BASED SALIENCY DETECTION (RARE)
RARE [59] is a bottom-up visual saliency computation algorithm, which employs color, orientation and texture features VOLUME 6, 2018 to compute the saliency map. Color information is transformed into three feature maps related to one luminance and three chrominance channels using principle component analysis. Feature maps are computed through the Gaussian pyramid decomposition at four scales and cross-scale occurrence probability of each pixel. As a result, salient regions stand out from background and rarity maps corresponding to each feature map are constructed. Saliency map is generated by intra-channel and inter-channel fusion of rarity maps.
P. SEGMENTING SALIENT OBJECTS FROM IMAGES AND VIDEOS (SEG)
In [60] , visually salient regions in an image are extracted based on image local feature information. A sliding window approach is used to compute pixel-level saliency. A saliency map for the whole image is determined by sliding the window at various scales over an entire image. Initially, a pixel-level normalized feature histogram of the feature maps inside the window is constructed. The feature space is divided into disjoint bins and probability density function for distribution of pixels for window is computed. Feature histogram and the probability density function of random variables in a window are taken into account to compute the pixel-level saliency value.
IV. EXPERIMENTAL RESULTS

A. EVALUATION PARAMETERS
In this work, quantitative evaluation is performed in order to find the correspondence between human labeled ground truth and saliency maps produced by different stat-of-theart visual saliency models. Visual saliency computation is a binary classification task, which classifies each pixel as salient or non-salient. Different quantitative measures have been used for the evaluation of visual saliency models. In this study, evaluation metrics i.e., precision, recall and F-measure are used to evaluate and compare saliency models. Precision quantifies how many pixels selected by a saliency algorithm are relevant and is defined as,
where TP represents true positive and FP represent false positive. Recall quantifies how good a saliency detection algorithm is in detecting relevant pixels and is defined as,
where FN represents false negative. TP are correct positive predictions i.e., count of pixels that saliency model classified as salient and they actually belong to ROI, FP are incorrect positive predictions i.e., count of pixels that saliency model marked as salient but they do not belong to ROI and FN are incorrect negative predictions i.e., count of pixels that saliency model did not ranked as salient but they actually belong to ROI. Precision and recall for a typical saliency computation algorithm are usually inversely related, with an increase in precision results in a decrease in recall and vice-versa. For analysis and comparison of visual saliency computation algorithms, precision-recall curve (PR curve) is a helpful visualization to achieve balance and observe tradeoff between precision and recall. Precision and recall provide performance insight of classification efficiency but often they are not adequate measures for evaluation. Saliency model comparison is not possible if one algorithm has higher recall but lower precision as compared to the other. F-measure is harmonic mean of precision 20862 VOLUME 6, 2018 and recall and is computed as,
It is a single number that describes both precision and robustness of a saliency algorithm. F-measure maintains a balance between precision and recall as precision and recall are evenly weighted.
B. PERFORMANCE COMPARISON
In this work, sixteen state-of-the-art visual saliency algorithms are selected for evaluation on newly developed ground truth dataset. The details of the algorithms selected are given in Section III. The saliency map generated by each visual saliency algorithm is thresholded at 16 threshold values between minimum and maximum pixel intensity values. The choice of threshold value is a decisive factor as it effects VOLUME 6, 2018 TP, FP and FN count. The threshold value is selected in such a manner that low values spot relatively large regions as ROI, while high values exclude uninteresting areas from ROI. For each selection of the threshold, a corresponding binary mask is generated and the equivalent precision and recall are computed. PR-curve is then obtained by plotting precision on x-axis and recall on y-axis. Performance of a visual saliency algorithm is considered as optimum when it selects most relevant regions that belong to ROI and neglects the irrelevant regions. In terms of binary classification task, both the false positive and false negative should be zero. Saliency computation algorithm in ideal condition discards all irrelevant pixels and picks all relevant pixels, which correspond to both recall and precision values of one representing the top right corner of the PR curve. As the top right corner of PR curve represents the ideal case therefore, any visual saliency algorithm that approaches the top right corner of the PR curve shows superiority. Fig. 3 and Fig. 4 shows the PR curves of different visual saliency algorithms for different genres and motion type of videos in the dataset respectively. It can easily be observed that all visual saliency algorithms show similar trend of PR curves i.e., recall varies from minimum value of 0 to maximum value of 1. A close observation reveals that relative to the recall value of 1, precision values of all saliency algorithms vary between 0.30 to 0.75. Recall value of 1 corresponds to the binary mask, which is obtained by a threshold value 10% below the maximum pixel values. Saliency algorithm avoided irrelevant pixels due to which FN count dropped to zero. But it left out significant portion of relevant pixels, consequently FP raised causing precision to drop well below the ideal value of 1. It is evident from Fig. 3 , that for conversational, indoor, and outdoor video sequences MKL performs better than the remaining visual saliency models. For sports category of videos AIM outperforms other algorithms. Similarly, it is evident from Fig. 4 that in case of low, medium, and high motion video sequences MKL performs better than all other algorithms. Moreover, the PR curve of MKL is superior than other visual saliency algorithms when all 24 video sequences are considered. Fig. 6 shows the overall precision, recall and F-measure of all videos in the dataset for different visual saliency algorithms. It is evident that MKL shows high precision, recall and F-measure values when compared with other visual saliency algorithms. The execution time of visual saliency algorithm has a significant importance. Therefore, average execution time of each visual saliency algorithm for all videos in the dataset is shown in Fig. 7 . To compute execution time all the simulations are performed on a personal computer with Intel Core i5-2400 processor at 3.10 GHz, 4 GB RAM. It is evident that the visual saliency algorithm based on spectral residual takes the minimum time to compute saliency map. On the other hand segmenting salient object algorithm takes the maximum time. The saliency estimation by integrating features using multiple kernel learning outperforms all other saliency algorithms in terms of precision, recall and F-measure but takes more time than spectral residual method. Based on the results shown in Fig. 6 and Fig. 7 one can choose the most suitable algorithm to detect saliency maps for videos according to application. Fig. 5 shows the qualitative comparison of salient regions detected by different visual saliency algorithms and ground truth for candidate frame from each video sequence in the dataset used. It can be observed that the MKL and FES visual saliency algorithms tend to produce much more precise ROI when compared with human labeled ground truth. 
V. CONCLUSION
In this paper, a new human labeled ground truth dataset is constructed for video sequences, which are commonly used in video coding. A total of 24 video sequences comprising of 6610 frames from four different genres i.e., conversational, sports, indoor and outdoor having low, medium and high motion are selected. Nine subjects participated in this study to select the salient region in each frame. A majority voting criteria is adopted to construct the final ground truth mask. The performance of sixteen state-of-the-art visual saliency algorithms are evaluated in terms of PR curve, F-measure and execution time. It is evident from results that MKL outperforms other visual saliency algorithms for conversational, indoor, and outdoor video sequences, whereas for sports videos AIM outperforms other algorithms. It is also observed from results that in case of low, medium, and high motion video sequences, MKL outperforms the remaining algorithms. The visual saliency algorithm based on spectral residual takes minimum execution time, when compared with other saliency algorithms, which make it suitable for real time applications but with less precision, recall and F-measure. In future, we intend to apply visual saliency algorithm for perceptual video coding. 
