In this paper, we study the loss surface of the over-parameterized fully connected deep neural networks. We prove that for any continuous activation functions, the loss function has no bad strict local minimum, both in the regular sense and in the sense of sets. This result holds for any convex and differentiable loss function, and the data samples are only required to be distinct in at least one dimension. Furthermore, we show that bad local minima do exist for a class of activation functions, so without further assumptions it is impossible to prove every local minimum is a global minimum.
Introduction
Recently, the application of deep neural networks [1] has led to a phenomenal success in various artificial intelligence areas, e.g., computer vision, natural language processing, and audio recognition. However, the theoretical understanding of neural networks is still limited. One of the main difficulties of analyzing neural networks is the non-convexity of the objective function, which may cause many local minima.
In practice, it is observed that when the number of parameters is sufficiently large, common optimization algorithms such as stochastic gradient descent (SGD) can achieve small training error [2] [3] [4] [5] . These observations are often explained by the intuition that more parameters can smooth the landscape [4, 6] . Among various definitions of over-parameterization, a popular one is that the last hidden layer has more neurons than the number of training samples. Even under this assumption, it is yet unclear to what extent we can prove a rigorous result. For instance, can we prove that for any neuron activation function, every local minimum is a global minimum? If not, what exactly can we prove, and what can we not prove?
Main Contributions
In this paper, we study the multi-layer feed-forward neural networks where the number of neurons in the last hidden layer is no less than the number of data samples. The loss function can be any convex and differentiable function, and the data samples are only required to be distinct in at least one dimension. The activation functions can be any continuous functions, which covers a wide range of practically used activation functions such as ReLU, leaky ReLU, sigmoid, etc.
Our main result is that for any fully connected deep neural networks and any continuous activation functions, the empirical loss is a weakly global function [7] . Weakly global functions are a class of continuous functions that admit no set-wise strict bad local minima, as illustrated in in Figure 1 . This implies that the loss surface is well-behaved in two-fold. First, there is no strict bad local minimum, and therefore any suboptimal local minimum can only lie in a plateau. Second, any sub-optimal plateau cannot be the bottom of a basin on the loss surface. In other words, "truly bad" local minima that are surrounded by barrier do not exist.
One natural question is whether over-parametrization can eliminate all bad local minima, not just strict bad local minima. Unfortunately, We provide examples to show that non-strict bad local minima exist for a large class of activation functions. Therefore, without further assumptions such as restricting to a smaller class of activation functions, it is impossible to prove every local minimum is a global minimum.
The analytical framework in this paper is sketched as follows. First, we establish the result for a specific class of analytic activation functions, which constitute a dense set in the space of continuous functions. That is, we can use a sequence of activation functions in the considered class to uniformly approximate any continuous function. Based on this approximation and a recent theoretical result of [7] , we manage to extend our result to all continuous activation functions.
Related Works and Discussions
The loss surface of single-hidden-layer neural networks has been extensively studied in recent years [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . These works provide sufficient conditions under which local search algorithms will converge to the global optimum of the empirical loss. It can be roughly divided into two categories: non-global landscape analysis and global landscape analysis. For the first category, the result do not apply to all local minima. One typical conclusion is about the local geometry, i.e., in a small neighborhood of the global minima no bad local minima exist [20] [21] [22] . Another typical conclusion is that a subset of local minima are global minima [13, [25] [26] [27] [28] [29] . The presence of various conclusions reflects the difficulty of the problem: while analyzing the global landscape seems hard, we may step back and analyze the local landscape or a "majority" of the landscape. There are also a few works directly studying the loss surface of deep neural networks, but they either require linear activation functions [30] [31] [32] [33] [34] , or require assumptions such as independence of ReLU activations [35] .
The study of over-parameterized non-linear neural networks can be dated back to 1990's (e.g. [36] ). Yu et al. [36] analyzed the landscape of over-parameterized single-hidden-layer neural networks 1 , and it motivates the analysis of our paper. It is worth noting that a recent work [37] has simultaneously addressed similar issues to our work, by identifying a class of over-parameterized deep neural networks with no spurious valleys. Their work covers a rather broad range of network structures, but only holds for a limited family of activation functions which do not include ReLU, leaky ReLU and the Swish activation recently proposed in [38] . In contrast, our focus is on the neuron activation function, and our result holds for any continuous activation function, which of course includes ReLU, leaky ReLU and Swish. Thus, [37] and our work can be regarded as complementary works to each other, and they together shed light on the loss surface of deep and over-parameterized neural networks.
Another interesting related work is [23] which aims to understand for which neural network architecture and data, the landscape is nice. It shows that ReLU and leaky ReLU can cause bad local minima Figure 1 : An example of a weakly global function (left) and a non-weakly-global function (right). Both functions have non strict bad local minima, consisting a plateau of (−3, −1). The plateau in the right figure is the bottom of a basin, entailing a strict bad local minimum in the sense of sets.
for certain data distributions, while smooth versions of ReLU (e.g. SoftPlus) can eliminate bad local minima under the same setting. This seems to suggest that ReLU and leaky ReLU are bad at least in terms of optimization landscape. In this paper, we prove that with over-parameterization, ReLU and leaky ReLU are not "truly bad" in the sense that they do not cause setwise strict local minima. More specifically, all bad local minima must lie in plateaus of the type shown in the left part of Figure  1 . Note that it is easy to verify that the local minima constructed in [23] lie in plateaus, but without the proof of this paper, it is not clear whether these plateaus are like the left part or the right part of Figure 1 .
Finally, landscape analysis is just one part of the deep learning theory, which includes representation, algorithm convergence, optimization landscape and generalization. In terms of algorithm convergence, there is much recent interest in analyzing algorithms that escape saddle points for generic non-convex functions [39] [40] [41] [42] , since escaping saddle points can help converge to local minima. Converging to local minima itself is not that interesting, but will be very interesting if the hypothesis that all local minima are close to global minima holds for certain problems. Our study takes advantage of the structure of the neural networks, and is orthogonal to the research on escaping saddle points. In terms of generalization, many recent works [5, 43] try to understand why over-parameteriztion does not cause overfitting. This is a very interesting line of research, but its underlying assumption that over-parameterization can lead to small training error still requires rigorous justification. Again, our study is orthogonal to the research on the generalization error analysis of over-parameterized networks.
Paper Organization
This paper is organized as follows. In Section 2, we specify the network model considered in this paper. In Section 3, we present the main results and provide the proofs of the main theorems. Conclusions are presented in Section 5. The proofs of all the lemmas and propositions are provided in Appendix.
Preliminaries
In this paper, we study the deep fully connected neural networks with H hidden layers. Assume that the i-th hidden layer contains d i neurons for 1 i H, and the input and output layers contain d 0 and d H+1 neurons, respectively. Given an input sample x of dimension d 0 , the output of the j-th neuron of the i-th hidden layer, denoted by t i,j , is given by
where w i,j,k is the weight from the k-th neuron of the (i − 1)-th layer to the j-th neuron of the i-th layer, b i,j is the bias added to the j-th neuron of the i-th layer, and σ is the neuron activation function. The i-th output of the network, denoted by t H+1,j , is given by
where w H+1,j,k is the weight to the output layer, defined similarly to that of the hidden layers.
Consider a training dataset consisting of N samples. Denote the s-th sample by (x s , y s ), s = 1, · · · , N , where x s ∈ R d 0 and y s ∈ R d H are the input and output patterns, respectively. In what follows, we rewrite all the training samples in matrix forms, which allows us to represent the input-output relation of the neural network in a more compact way. Specifically, let
[y 1 , y 2 , · · · , y N ] ∈ R d H+1 ×N as the input and output data matrices, respectively. Then, we define W i ∈ R d i−1 * d i as the weight matrix from the i − 1-th layer to the i-th layer, and b i ∈ R d i as the bias vector of the i-th layer, and T i ∈ R d i ×N as the output matrix of the i-th layer. The entries of each matrix are given by
Based on the above definition, we can immediately rewrite the output of each layer as
where Φ(·) is the operation that applies the activation function σ componentwise to the input matrix and outputs a matrix with the same size. That is, (Φ(A)) ij = σ(A ij ) for any input matrix A.
In the rest of this paper, we simplify the feed-forward operation (2) by ignoring all the bias neurons, yielding
We note that this simplification does not affect our analysis, and therefore the main results also hold for feed-forward deep neural networks with bias. Let W = (W 1 , · · · , W H+1 ) denote all the weights and define the empirical loss as
where l is the loss function. Then, the training problem of the considered network is to find W to minimize the empirical loss E(W ).
Main Results

Assumptions
In this section, we specify our assumptions on the training dataset, the loss functions, the overparameterization, and the activation functions.
Assumption 1
A1 There exists some k such that X ki = X kj , ∀i, j;
A2 The loss function l(Y, T H+1 ) is convex and continuous with respect to T H+1 ;
A4 The activation function σ is continuous.
Assumption A1 implies that the input data samples need to be distinguished with each other in one dimension. This can be always achieved if we allow an arbitrarily small perturbation on data. Assumption A2 is satisfied for almost all commonly-used loss functions, including quadratic, cross entropy, etc. Assumption A3 is the over-parameterization assumption, which only requires the last hidden layer to be wide. There is no assumption on the width of all other hidden layers. Assumption A4 is a very mild assumption on the neuron activation that it should be continuous.
Main Theorem
In this section, we present our main result on the absence of non-strict local minima for any fully connected deep over-parameterized networks. To this end, we first borrow some definitions from [7] .
Definition 1 (Setwise Strict Local minimum)
We say that a compact subset X ∈ S is a local minimum (respectively, strict local minimum) of f : S → R in the sense of sets if there exists ε > 0 such that for all x ∈ X and for all y ∈ S \ X satisfying x − y 2 ε, it holds that f (x) f (y) (respectively, f (x) < f (y)).
Definition 1 generalizes the notion of local minimum and strict local minimum from the sense of points to the sense of sets. Any strict local minimum must be setwise strict local minimum, but not vice versa. Strict local minimum is a single point that is strictly smaller than any points around it, and thus at the bottom of a basin. A simple way to eliminate a strict local minimium is to reparametrize the problem (e.g. replace z ∈ R by z 1 + z 2 ) so that this single point becomes a line or a plateau, but this pleateau may still be the bottom of a prolonged basin and cannot be easily escaped from. Such a plateau, which we call setwise strict local minimum, contains a set of truely bad local minima.
Definition 2 (Weakly global function)
We say that f : S → R is a weakly global function if it is continuous and all setwise strict local minima are setwise global minima.
Definition 2 introduces an important class of continuous functions, termed weakly global functions, which admits no strict bad local minima in the sense of sets.
We are now ready to present our main theorem. The detailed proof of the theorem will be given in Section 4 Theorem 1 Given a fully connected neural network with H hidden layers, activation function σ and empirical loss function E(W ) = l(Y, W H+1 T H ). Suppose that Assumptions 1 holds. Then, E(W ) is a weakly global function.
Theorem 1 states that the empirical loss function of an over-parameterized neural network is weakly global as long as the activation function is continuous. Note that the notion of weakly global function is distinct from that of "no bad local valleys" used in [37] , but they both guarantee non-existence of strict bad local minimum. Formally, we have the following corollary.
Corollary 1 (Non-Existence of Strict Bad Local Minimum) For the neural network considered in Theorem 1, there is no strict bad local minimum.
Note that in a simple problem min u,v∈R (uv − 1) 2 , it is easy to show no strict local minimum exists 2 , not to mention bad strict local minimum. For matrix factorization problems min U,V M − U V T 2 F , which can be viewed as 1-hidden-layer neural network problem, it is also easy to show no strict local minimum exists. However, non-linear neural networks are different from matrix factorization since the nonlinear activation functions eliminate a lot of freedom, and for most points there is no continuous symmetry. Discrete symmetry still exists as swapping two neurons do not change the output, but such symmetry only creates discrete copies of a point and thus does not eliminate strict local minimum. Thus, it is not very clear whether strict local minima exist. Consequently, the above result that there is no strict bad local minimum is nontrivial for a non-linear neural network problem.
Example of Non-strict Bad Local Minima
It is worth mentioning that our result does not guarantee non-existence of non-strict bad local minimum. In fact, for a large class of analytic activation functions satisfying Assumption 2, we can construct simple examples to show that non-strict bad local minimum can exist.
Proposition 1 Assume that Assumption 1 is satisfied. Suppose σ is an analytic function satisfying Assumption 2. Moreover, there exists t = 0 and δ such that σ(t) = 0 and σ(t ) 0 for t−δ < t < t+δ. Then there exists a network architecture with arbitrary width such that non-strict bad local minimum exists.
Proof: Consider a two-layer neural network with one input neuron, one output neuron and d hidden neurons. Assume that the loss function is quadratic, which is represented as l(w 1 , w 2 ) = (y − w 2 · σ(w 1 x)) 2 , where w 1 and w 2 are weight vectors in R d . Now, for any data pair x = 0, y = 0, let w * 1 = (t/x, t/x, · · · , t/x) and w * 2 = (sign(y), sign(y), · · · , sign(y)). Then l(w * 1 , w * 2 ) = y 2 . In addition, since w 2 · σ(w 1 x) is always non-positive in the neighborhood of (w * 1 , w * 2 ), l(w 1 , w 2 ) is always at least y 2 in the neighborhood of (w * 1 , w * 2 ), implying that (w * 1 , w * 2 ) is a local minimum. Proposition 1 implies that a neural network without strict local minimum can have non-strict local minimum even if it is arbitrarily wide. Note that the constructed counterexample satisfies Assumption 1, so l does not have strict local minimum. It is easy to see that (w * 1 , w * 2 ) is a non-strict bad local minimum since l(w * 1 , w * 2 ) = l(w * 1 , w 2 ) if w 2 has the same sign with w * 2 . This counterexample can also be generalized to neural networks with arbitrary N pairs of given data, given σ satisfying that there exists at least N points t 1 , · · · , t N such that σ(t i ) = 0 is a local maximum or minimum.
Proof of Theorem 1
Before presenting the proof, we briefly describe the proof sketch. First, we establish the result for a specific class of analytic activation functions. These analytic functions constitute a dense set in the space of continuous functions. In other words, for any continuous activation function, there exists a sequence of analytic functions in the considered class that uniformly converges to it. This also implies the compact convergence of the empirical loss function. Combining with the fact that the property of weakly global is preserved under compact convergence [7] , we extend our result to all continuous activation functions and prove Theorem 1.
Step 1: Prove the result for a specific class of activation functions.
Assumption 2 (Special Activation Functions)
The activation function σ is analytic, and its first n derivatives at 0, i.e., σ(0), σ (0), · · · , σ (n−1) (0), are all non-zero.
Assumption 2 covers many commonly used activation functions such as sigmoid and softplus, but it does not cover ReLU since it requires smoothness (as mentioned before, ReLU is covered by using the approximation trick). Based on this assumption, we have the following theorem, the proof of which is given in the next section. Step 2: Show that the activation function in Assumption 2 can approximate any continuous function.
In order to extend Theorem 2 to all continuous activation functions without dealing them directly, we use a mathematical trick that approximates the continuous activation by a class of analytical functions. Lemma 1 means that the analytic functions satisfying Assumption 2 constitute a dense set in the space of continuous function, which allows us to approximate a neural network with any continuous activation function by a sequence of neural networks under Assumption 2.
Step 3: Show that the the property of weakly global function is preserved under compact convergence.
Having built the relation between the the neural network with analytic activation functions and the neural network with continuous activation function, the last step is to show that the weakly global property is preserved under this relation. The following result is a modification of a result in [7] .
Proposition 2 Consider a sequence of functions (f k ) k∈N and a function f , all from S ⊂ R n to R. If,
and if f k are weakly global functions on S, then f is a weakly global function on S.
Proposition 2 is slightly different from its original version in [7] : here we assume that f k are weakly global functions instead of global functions. Nevertheless, we can still prove that f is weakly global by using similar techniques as in [7] . The detailed proof is provided in Appendix B.
Proof:(Proof of Theorem 1) We denote the considered network by N . From Lemma 1, there exists a sequence of activation functions (σ k ) k∈N that uniformly converges to σ. For each k ∈ N, we construct a neural network, denoted by N k , by replacing the activation function in N with σ k . For all N k , we assume the training dataset to be identical to that of N , i.e., X. We also denote the output matrix of the i-th hidden layer by T (k) i and the empirical loss by
From Theorem 2, E k is a weakly global function with respect to W , ∀k ∈ N.
Consider the sequence of the empirical loss functions (E k ) k∈N . In what follows, we prove that E k compactly converges to E. To this end, we first present the following lemma.
Lemma 2
Consider two continuous functions f : S → R n and g : R n → R, where S ∈ R m is a compact set. Suppose that there exists two sequences of functions (f k ) k∈N and (g k ) k∈N , such that f k uniformly converges to f on S, and g k uniformly converges to g on R n . Then, g k • f k converges to g • f uniformly on S.
Consider an arbitrary compact subset S in the space of W . For any W ∈ S, definet
That is, we rewrite the output of each neuron in the hidden layers as a function of W . We prove by induction that every sequence (t (k) i,j,s ) k∈N converges tot i,j,s uniformly on S.
Since σ k uniformly converges to σ,t
1,j,s also uniformly converges tot 1,j,s on S for all 1 ≤ j ≤ d 1 , 1 ≤ s ≤ N .
For i > 1, assume thatt (k) i−1,j,s uniformly converges tot i−1,j,s on S for all 1 ≤ j ≤ d i−1 , 1 ≤ s ≤ N . For the i-th layer, we havẽ
By the induction hypothesis, it is easy to show that 
As every component of T H converges uniformly to W H+1 T H on S. By Lemma 2, where we set both g k and g to the loss function l, we have that E k uniformly converges to E on S. Noting that S is an arbitrary compact subset in the space of W , the empirical loss E k converges to E compactly on the space of W . Since E k (W ) is a weakly global function for every k ∈ N, by Proposition 2, E(W ) is also a weakly global function. We complete the proof. .
Proof of Theorem 2
The proof of Theorem 2 consists of three steps. First, we show that for any W , we can perturb it to a point W whose corresponding T H is full rank. Second, we prove that starting from the perturbed point W , there exists a strictly decreasing path reaching the global infimum. Thus, we prove the first conclusion of Theorem 2. Finally, we show that the second conclusion is a natural consequence of the first one.
In order to present a rigorous proof, we introduce a useful lemma.
Lemma 3 Given a fully connected neural network with H hidden layers, activation function σ and empirical loss function E
If Assumption 1 and Assumption 2 hold, Ω is a zero-measure set.
Lemma 3 shows that the set of W that gives rise to a non-full-rank output matrix of the last hidden layer only constitute a zero-measure set. This result does not require any assumption on overparameterization. In fact, this nice property is introduced by non-linearity of the activation function.
Using this lemma, we now provide the formal proof of Theorem 2.
Proof:(Proof of Theorem 2)
We first prove that from any initial weight W o = (W o 1 , · · · , W o H+1 ), there exists a strictly decreasing path reaching inf W E(W ) after an arbitrarily small perturbation. According to Lemma 3, all W 's that entail a non-full-rank T H only constitute a zero-measure set. Therefore, for any initial weight W o and an arbitrarily small δ > 0, there existsŴ p = (W p 1 , W p 2 , · · · , W p H+1 ) ∈ B(W 0 , δ) such that the corresponding T p H is full rank. Since d H N , we have rank(T p H ) = N . In what follows, we show that starting from W p , there exists a strict decreasing path reaching inf W E(W ). DenoteŴ = (W 1 , · · · , W H ), i.e., the weights in the first H layers. By the feed-forward operation (4), T H is a function ofŴ . Thus, E(W ) can be rewritten as l(Y, W H+1 T H (Ŵ )). Since l(Y,Ŷ ) is convex toŶ , for any W 1 H+1 , W 2 H+1 and λ ∈ [0, 1], we have 
Therefore, the constructed path is strictly decreasing towards inf W E(W ). We complete the proof of the first conclusion. Consider an arbitrary point W o ∈ W. Since E(W ) is an analytic function, there exists δ > δ 0 > 0 such that for any W ∈ B(W o , δ 0 ), |E(W ) − E(W )| < ε/2. According to the first conclusion, we can find W p ∈ B(W o , δ 0 ) such that there exists a strictly decreasing path from W p to inf W E(W ) . Since W is a bad local minimum, inf W ∈W δ E(W ) > inf W E(W ). Therefore, the above strictly decreasing path starting from W p must pass through the boundary ∂W δ . However,
. This implies that the considered path can never be strictly decreasing, leading to a contradiction. Therefore, we conclude that there is no strict bad local minima in the sense of sets, and therefore E(W ) is a weakly global function. We complete the proof of the second conclusion.
Conclusions
In this paper, we studied the loss surface of over-parameterized fully connected deep neural networks. We show that for all continuous activation functions, there is no strict bad local minima, and the non-strict bad local minima cannot lie in bad local valleys. We also show that for almost all analytic activation functions, there exists a strictly decreasing path to the global infimum if we allow an arbitrarily small perturbation at the initial point. This provides an intuitive explanation on why local search algorithms usually converges to the global minimum. Future research directions include exploiting our results to design efficient training algorithms for practical over-parameterized neural networks.
A Proof of Lemma 1
The proof of Lemma 1 consists of two parts. In the first part we show that the function class specified by Assumption 2 is dense in the space of analytic functions. In the second part, following the fact that the space of analytic functions is a dense set in the space of continuous function, we prove that the function class specified by Assumption 2 is also dense in the space of continuous functions.
To prove the first part, we consider an arbitrary analytic function g : R → R, and then construct a sequence of functions (f k ) k∈N , all satisfying Assumption 2, such that f k converges to g uniformly.
Let
f k (x) = g(x) + 1 s(k + 1)
(sin x + cos x) .
Clearly, f k is analytic for any k ∈ N + and s = 0. Further, we have f (n)
We next show that there exists s = 0 such that all f k 's satisfy Assumption 2. Consider the following two cases: (1) g (n) (0) = 0 for all 0 ≤ n ≤ N ; and (2) g (n) (0) = 0 for some 0 ≤ n ≤ N .
Case 1: For any s = 0, since g (n) (0) = 0, we have f (n)
for all n = 0, 1, · · · , N . Thus, all f k 's satisfy Assumption 2.
Case 2: Since g (n) (0) = 0 for at least one n ∈ {0, 1, · · · , N }, we can define δ min = min |g (n) (0)| | 0 ≤ n ≤ N, g (n) (0) = 0 (19) i.e., the minimum non-zero absolute value of g (n) (0), n = 0, 1, · · · , N . Clearly, δ min > 0. Letting s = 2/δ min , we have f (n)
For g (n) (0) = 0, we have f (n)
where (22c) holds by the definition of δ min in (19) . Therefore, all f k 's satisfy Assumption 2.
We now prove the uniform convergence of f k for any s = 0. Specifically, for any > 0, we have
for all k > √ 2/( s) − 1 and x ∈ R. Therefore, f k converges uniformly to g.
We conclude that function class specified by Assumption 2 is dense in the space of analytic functions.
Now we come to the second part. By the Carleman Approximation Theorem [44] , the space of analytic functions is dense in the space of continuous functions. That is, for any continuous function f : R → R, there exists a sequence of analytic functions (g k ) k∈N such that g k converges to f uniformly. Following the idea of Cantor's diagonal argument, we can construct a sequence of functions satisfying Assumption 2, which also converges to f .
Note that each g k is an analytic function. By the analysis in the first part, for each k ∈ N, we can construct a sequence of functions (f (k) j ) j∈N , all satisfying Assumption 2, such that f (k) j converges to g k uniformly. Further, we can require that for each k ∈ N,
In fact, if (24) is not satisfied, we can always delete a finite number of functions at the beginning of the sequence, so as to produce a new sequence that meet the requirement. Now considered the sequence (f (k) k ) k∈N . Since g k converges to f uniformly, for any > 0, there exists a K 1 ∈ N such that |g k (x) − f (x)| ≤ /2 for any k ≥ K 1 and x ∈ R. Then, for any k > max{K 1 , 2/ − 1}, we have
Therefore, f
k converges to f uniformly. Noting that f is an arbitrary continuous function from R to R, We complete the proof.
B Proof of Proposition 2
Consider a sequence of weakly global functions f k that converge compactly towards f . Since S ⊂ R n and R n is a compactly generated space, it follows that f is continuous. We proceed to prove that f is a weakly global function by contradiction. Suppose X ⊂ S is a strict local minimum that is not global minimum. There exists > 0 such that the uniform neighborhood V := {y ∈ S | ∃ x ∈ X : x−y 2 } satisfies f (x) < f (y) for all x ∈ X and for all y ∈ V \ X. Since f is continuous on the compact set X, it attains a minimal value on it, say inf X f := α + inf S f where α > 0 since X is not a global minimum. Consider a compact set V ⊂ K ⊂ S such that inf K f α/2 + inf S f . Since f is continuous on the compact set ∂V , it attains a minimal value on it, say inf ∂V f := β + inf X f where β > 0 by strict optimality. Let γ := min{α/2, β}. For a sufficiently large value of k, compact convergence implies that |f k (y) − f (y)| γ/3 for all y ∈ K. Since the function f k is compact on V , it attains a minimum, say z ∈ V . Consider the compact set defined by Z :
Thus, z ∈ int(V ). So Z ⊆ int(V ). Since both Z and ∂V are compact, we have d(∂V, Z) > 0. We now proceed to show by contradiction that Z is a strict local minimum of f k . Assume that for all > 0, there exists y ∈ S \ Z satisfying d(y , Z) such that f k (z) f k (y ) for some z ∈ Z. We can choose < d(∂V, Z) to guarantee that y belongs to V since Z ⊆ int(V ). The point y then contradicts the strict minimality of Z on V . This means that Z ∈ V is a strict local minimum of f k . Now, observe that for any z ∈ Z,
Thus, Z is not a global minimum of f k . This contradicts the fact that f k is a weakly global function.
C Proof of Lemma 2
Let D ⊂ R n be the domain of f on S. Since S is compact and f is continuous, D is also compact.
Then, D is also compact.
Since g is continuous, its restriction on D is uniformly continuous. That is, for any > 0, there exits δ > 0 such that
Further, since f k converges to f uniformly on S, there exists K 1 ∈ N such that
Note that by the definition of D , (32) also implies f k (x) ∈ D for all k ≥ K 1 and x ∈ S. Also, as g k uniformly converges to g, there exists K 2 ∈ N such that |g k (z) − g(z)| ≤ /2 for all k ≥ K 2 and z ∈ R n .
For any k ≥ max{K 1 , K2} and x ∈ S, we have
where (33c) follows from (31), (32) , and the fact that
Therefore, we conclude that g k • f k converges to g • f uniformly on S. We complete the proof.
D Proof of Lemma 3
To prove Lemma 3, we first present several lemmas.
Lemma 4 If Assumption 2 holds, then for any x 1 , · · · , x n such that x i = x j , i = j, the following matrix
x n σ (0) . . . . . . . . .
is non-singular.
Proof: Notice that A is a Vandermonde matrix multiplied by σ j−1 (0) to the j-th row. Since σ j−1 (0) = 0 according to Assumption 2, A is a non-singular matrix.
Lemma 5 Let f (w) : R n → R be a real analytic function on R n . If f is not identically zero, then its zero set Ω = {w ∈ R n | f (w) = 0} has zero measure.
Lemma 5 is the main result of [45] . It states that the zero set of an analytic function is either R n or zero-measure.
Lemma 6 Suppose that σ is an analytic function satisfying Assumption 2. Given a, b ∈ R n , let
then Ω is of measure zero.
Proof: Assume that Ω is not of zero measure. Since σ(a w) − σ(b w) is an analytic function of w, Ω must be R n according to Lemma 5. In the following, we show that this leads to a contradiction.
If a = 0 or b = 0, assume a = 0 without loss of generality. Since b = 0, there exists some w 0 such that b w 0 = 1. Therefore, for any λ ∈ R, we have
Thus, σ is a constant function and therefore σ ≡ 0, a contradiction to Assumption 2.
If a = 0 and b = 0, then the set of w that satisfies a w = 0 or b w = 0 is of measure zero. Since a = b, the set of w that satisfies a w = b w is also of zero measure. Therefore, there exists some w 0 such that both a w 0 and b w 0 are non-zero as well as
Since Ω = R n , we conclude that for any λ > 0, σ(λa 0 ) = σ(a (λw 0 )) = σ(b (λw 0 )) = σ(λb 0 ). Note that a 0 b 0 = 0, a 0 = b 0 , and σ(a 0 ) = σ(b 0 ). Letting λ → 0, we have
where the second equality holds since σ is analytic. This also contradicts Assumption 2.
We conclude that for any a = b, Ω cannot be R n , and therefore must have zero measure.
In the following we will provide a somewhat "hierarchical" proof for Lemma 3. Specifically, we first consider a special case -a two-layer neural network with one input neuron and N neurons in the hidden layer. We prove that the output matrix of the hidden layer has full column rank for almost all W . Then, we generalize the proof to two-layer networks with arbitrary number of input neurons. Finally, we show that Assumption A1 can be preserved for the input of every hidden layer, which allows us to prove Lemma 3 by induction.
We start by investigating the easiest case.
Proposition 3 (Rank-1 Two-Layer Case) Consider a two-layer neural network with one input neuron and N neurons in the hidden layer. Given an activation function σ and x ∈ R n , let Ω = {w ∈ R N | det(σ(wx T )) = 0}. If Assumption A1-A2, and Assumption 2 hold, then Ω is a zero-measure set.
Proof: We prove this result by induction on N . The conclusion is obvious when N = 1.
Since f (w) det(wx T ) is an analytic function with respect to w, from Lemma 5 we know that Ω is either R N or a zero-measure set. We now prove that Ω cannot be R N .
Assume on the contrary that Ω = R N , i.e., f (w) = 0, ∀w ∈ R N . For k 0, denote the k-th order partial derivative with respect to w 1 as
Denote u k = [σ(w k x 1 ), · · · , σ(w k x N )] T , k = 2, · · · , N . We show there exist some w 2 , · · · , w N such that u 2 , · · · , u N are linearly independent. In fact, denoteû k = [σ(w k x 1 ), · · · , σ(w k x N −1 )] T , k = 2, · · · , N , andĜ = [û 2 , · · · ,û N ]. According to the induction hypothesis, the set {(w 2 , · · · , w N ) | det(Ĝ k ) = 0} is zero-measure in R N −1 , implying that there exist some w 2 , · · · , w N such thatû 2 , · · · ,û N are linearly independent. This also implies that u 2 , · · · , u N are linearly independent. Now we have found some w 2 , · · · , w N such that u 2 , · · · , u N are linearly independent. Fix w 2 , · · · , w N and let w 1 = 0. Denote the first row of G k as a k . Since det(G k ) = 0, a k must be a linear combination of u 2 , · · · , u N for any k 0, so all a k 's lie in a (N − 1)-dimension space. However, according to Lemma 4, the N vectors a 0 , · · · , a N −1 are linearly independent, which is a contradiction.
Therefore we have proved that Ω cannot be R N , so it must be a zero-measure set.
For general two-layer cases, we have the following result.
Proposition 4 (General Two-layer Case) Consider a two-layer neural network where X ∈ R m×N , W ∈ R d×m , and Y = Φ(W X). Let Ω 1 = {W ∈ R d×m | rank(Y ) < min{d, N }}. If assumption A1, A2, and 2 hold, then Ω 1 is a zero-measure set.
Proof: Let w i T and x j be the i-th row of W and the j − th column X, respectively. According to Assumption A1, we can assume without loss of generality that the first row of X has distinct entries, i.e., (x 1 ) 1 , · · · , (x N ) 1 are distinct from each other.
Notice that Y ∈ R d×N . If d < N , we select the first d columns of Y and obtain a sub-matrixŶ ∈ R d×d . Let Ω 1 = {W ∈ R d×m | rank(Ŷ ) < d}. We can show that Ω 1 is a zero-measure set by applying a similar analysis toŶ as in the proof of Proposition 3. The only change to make is that here we calculate the partial derivatives with respect to (w 1 ) 1 . Notice that for any W ∈ Ω 1 , any d-by-d sub-matrix of Y should be singular. Therefore Ω 1 is a subset of Ω 1 , so it should also be zero measure.
If d N , we select the first N rows of Y and obtain a sub-matrixŶ ∈ R N ×N . Similarly, letŴ ∈ R N ×m be the first N rows of W . Let Ω 1 = {Ŵ ∈ R N ×m | rank(Ŷ ) < N }. From Proposition 3 toŶ , Ω 1 is of measure zero in R N ×m . Note that for any W ∈ Ω 1 , the submatrix consisting of the first N rows is in Ω 1 . Thus, Ω 1 is of measure zero in R d×m .
Finally, we consider the general over-parameterized deep networks and accomplish the proof of Lemma 3.
Proof:(Proof of Lemma 3) Denote W (i) = (W 1 , W 2 , · · · , W i ), i.e., the weights of the first i hidden layers. Define
Ω i = {W (i) | ∀j = 1, · · · , d i , ∃k j , s j , s.t. (T i ) j,k j = (T i ) j,s j }.
Ω i is the set of W (i) such that the output matrix of the i-th hidden layer is not full rank, which generalizes Ω 1 defined in Proposition 4.Ω i is the set of W (i) such that there exist identical entries in every row of T i . That is, for any W (i) ∈Ω i , the resulting T i , if regarded as an input data matrix, violates Assumption A1.
In the following, we prove by induction that Φ i Ω i ∪Ω i is of measure zero for all 1 ≤ i ≤ H.
We first consider the case with i = 1. By Proposition 4, Ω 1 is of measure zero . Further, note that (T 1 ) j,k = σ((w 1 ) j x k ), where (w 1 ) T j and x k are the j-th row of W 1 and the k-th column of X, respectively. Noting that Assumption A1 guarantees that x 1 , · · · , x N are non-identical from each other, from Lemma 6,Ω 1 is of measure zero. As a result, Φ 1 = Ω 1 ∪Ω 1 is also of measure zero. Now assume that Φ i−1 is of measure zero. Then Φ i can be decomposed into
By the induction hypothesis, the first component of the set union in (36) has zero measure in the space of W (i) . Moreover, forŴ (i−1) / ∈Ω, the resulting T i−1 , if regarded as an input data matrix, satisfies Assumption A1. Following a similar procedure as in the case of i = 1, we obtain that the set of W i satisfying (Ŵ (i−1) , W i ) ∈ Ω has zero measure in R d i ×d i−1 . This implies that the second component of the set union in (36) also has zero measure in the space of W (i) . Therefore, Φ i is of measure zero for all 1 ≤ i ≤ H.
Noting that Ω = Ω H , we complete the proof of Lemma 3
