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ABSTRACT
Line matching plays an essential role in structure from motion (SFM) and simultaneous localization
and mapping (SLAM), especially in low-textured and repetitive scenes. In this paper, we present a
new method of using a graph convolution network to match line segments in a pair of images, and
we design a graph-based strategy of matching line segments with relaxing to an optimal transport
problem. In contrast to hand-crafted line matching algorithms, our approach learns local line segment
descriptor and the matching simultaneously through end-to-end training. The results show our method
outperforms the state-of-the-art techniques, and especially, the recall is improved from 45.28% to
70.47% under a similar presicion. The code of our work is available at https://github.com/mameng1/
GraphLineMatching.
1. Introduction
Finding corresponding line or point features in images
generally is the first step in many computer vision appli-
cations, such as structure from motion (SFM) and simulta-
neous localization and mapping (SLAM). Compared with
line matching, point matching has been well studied, and
many learning-based and hand-crafted methods have been
proposed in the past two decades, so it is widely used in the
fields of SLAM and SFM. In indoor scenes that lack tex-
ture, there may be very few feature points that can be de-
tected. Due to the lack of distinguishing characteristics, it
is challenging to match key points in these scenes. Unlike
the points, line segments are usually located at the intersec-
tion of planes and edges of an object, so they can be de-
tected more easily even in low-textured interiors. Besides,
the lines can easily reflect the outline of the indoor scenes, so
it is simpler to reconstruct the 3d structure of indoor scenes
using line segments instead of points. So some researchers
[18, 13, 17, 8] used line segments to reconstruct interiors and
improve the robustness of SLAM system in the past several
years.
However, there are inevitable difficulties in line segments
detection. The endpoints of a line segment cannot be accu-
rately located, and the line segments may appear fragmented
when the viewpoint changes. These defects may result in
variant descriptors for the corresponding line segments from
different images. Notably, in low-texture scenes, there is
no apparent distinguishable descriptor between the line seg-
ments. Therefore, it is challenging to use only the local line
segment descriptors to match the correlative line segments
from different perspectives. To deal with these challenges,
we introduce a novel line segments matching method utiliz-
ing graph neural network, which can use the intra-graph and
cross-graph convolution to efficiently aggregate global con-
textual information for robust matching. Fig. 1 shows the
results of our method on four image pairs.
We divided our network into three modules: A line fea-
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Figure 1: The results generated by our method of four chal-
lenging image pairs.
ture learning module is used to learn and compute the lo-
cal line descriptor. A graph convolution module, including
Graph architecture learning, Intra-graph convolution, Cross-
graph convolution, is used to learn the global contextual in-
formation by context aggregation. And an optimal transport
module is used to predict an assignment matrix of two sets.
The network is shown in Fig. 2.
The main contributions of this paper can be listed as fol-
lows. First, to the best of our knowledge, we are the first to
use the Convolutional Neural Networks and Graph Neural
Networks to learn the local line descriptor and the match-
ing in a unified end-to-end model to match lines. Second,
we design a new line feature extraction algorithm, which ex-
tracts the line features from a rectangle centered on the line
segment, minimizing the effect of inaccurate locations of the
line segment endpoints. Third, we introduce a new graph ar-
chitecture learning method based on top-k pooling, which is
robust to the dataset with unmatched lines.
2. Related work
Line segments matching algorithms have been well stud-
ied from different aspects during past decades. The early
methods used the geometric constraints to find the corre-
spondence. Schmid [20] utilized epipolar geometry and line
segments endpoints to find correlative line segments, and
computed the cross-correlation scores of points located on
the line segments to match the lines. Hartley [7] used trifo-
cal tensor to match lines between images. However, these
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Figure 2: Our network consists of three main modules: Line Feature Learning, Graph Convolution Network and Optimal Trans-
port. Line Feature Learning can learn and extract the line features, then exclude the distinct unmatched lines. Graph Convolution
Network includes Intra-graph convolution, Cross-graph convolution and graph architecture learning, which can generate discrim-
inative node embedding features. Optimal Transport computes the affinity matrix between two line sets and the assignment
matrix, and uses the assignment matrix to find matches and filter non-matches.
methods are sensitive to the changes of line segments end-
points. To acquire better performance, there are some meth-
ods grouping adjacent lines to match lines by exploiting the
geometry relationship between groups. Shahri [1] used lo-
cal homography transforms and coplanar relation of adjacent
line pairs to detect and verify the candidate correspondences.
Li [14] matched the line segments in groups constructed by
adjacent lines and then in individuals by the descriptor of
line segments. Wang [26] used the spatial proximity to group
line segments and then computed the signatures of groups
to match lines. Besides, some methods [15, 5] exploited
affine invariant and projective invariant between points and
line segments to boost line matching. However, the geo-
metric relationships were hand-crafted and, therefore, sub-
optimal. Some methods involve the descriptor of line seg-
ment. MSLD [28] computed the descriptors by exploiting
the mean and standard deviation of the gradients of pixels
in a local region of the line segments. SMSLD [25] was the
multi-scale version ofMSLD, it can compute scale-invariant
line segment descriptor. Bay et al. [2] used color histograms
to match lines and then eliminated non-matches by a topo-
logical filter. Zhang [30] used the statistical values of the
gradients of the pixels to compute line band descriptor of
the line segments and convert the line segments matching
problem to graph matching to find matches and eliminate
non-matches. Recently, the deep learning methods are used
in line segment matching. Vakhitov [23] and DLD [12] em-
ployed the convolution neural network to adaptively learn
the local descriptor of line segments and achieved state-of-
the-art results. However, they did not use the contextual in-
formation to match lines.
3. Proposed Approach
ProblemdescriptionConsider two images퐴 and퐵, and
two sets of line segments 퐒푎 and 퐒푏 belong to them, respec-tively. After the images pass through a convolutional neural
network 푓휃 , we obtain a stack of convolution maps, where
휃 is a trainable parameter. From the convolution maps, we
use a line feature extractor 푔 to extract two sets of line seg-
ments descriptors 퐅̃푎 = {푓1,⋯ , 푓푛′} = 푔(푓휃(A),퐒푎) and
퐅̃푏 = {푓1,⋯ , 푓푚′} = 푔(푓휃(퐵),퐒푏), where 푛′ and 푚′ de-note the sizes of the two sets, respectively. To reduce the
dimension of the line matching problem, some distinct un-
matched lines are excluded by a distance criteria between
line features. Thenwe can obtain two sets of filtered line seg-
ments descriptors 퐅푎 = {푓1,⋯ , 푓푛} and 퐅푏 = {푓1,⋯ , 푓푚}.In addition, we add an invalid line segment assigned to the
unfiltered unmatched line segments. The final two sets of
line segments descriptors are 퐅푎 = {푓1,⋯ , 푓푛, 푢} and 퐅푏 =
{푓1,⋯ , 푓푚, 푢}, where 푢 is the learnable feature descriptorof the invalid line segments, and the same to learn consis-
tent invalid line feature. So we can construct two graphs
퐺푎(퐅푎,퐀푎) and 퐺푏(퐅푏,퐀푏), in which nodes are lines withdescriptors 퐅푎 and 퐅푏 and the graph architecture 퐀푎 and 퐀푏
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Figure 3: The GLPooling can extract line segments features
from the convolutional feature maps. It first crops feature
based on the Line Support Region, and then mean or max
pooling operator is used to compute line descriptor.
are learned adaptively. Our overall goal is to find an optimal
assignment matrix 퐏, mapping the nodes from 퐺푎 to 퐺푏.
3.1. Line Feature Learning
3.1.1. Backbone Network
In this paper, we adopt a five-layer VGG-16 [21] net-
work to extract feature descriptors of line segments. In or-
der to obtain low-order and high-order information simulta-
neously, we extract features from layers 3rd and 5th of the
VGG network.
3.1.2. GLpooing
This module is used to extract line segments features
from the convolutional maps by Gaussian pooling, and we
call it GLpooing. To compute the line descriptor, the ex-
isting methods [23], [31] generally extract features from n
points located on a line segment, and then a max pooling
or mean pooling operator is used to obtain the line segment
descriptor. In this way, these methods are not robust to the
small changes of line endpoints. Unlike these methods, in
this paper, we extract features from Line Support Region by
Gaussian pooling.
The process is shown in Fig. 3. Given a line segment,
we can draw a rectangle centered on the line segment. Let
푚 be the length of the rectangle, which equals to the length
of line segment, and 푛 a hyperparameter reflects the width
of the rectangle. We call the rectangle Line Support Region,
and use it to crop a feature vector with size 푐 × 푚 × 푛 from
the convolution maps, where 푐 is the channel dimension of
the convolution maps from the backbone network and 푚 is
the height, 푛 is the width. Intuitively, the farther away from
the line segment, the fewer contributions of the region to the
line segment descriptor. To reduce the sensitivity of the line
segment descriptor to the small changes of the line segment
endpoints, a Gaussian weighting coefficient vector generated
by 퐺(푖) = 1√
2휋휎
푒−푑
2
푖 ∕2휎2 is used to entrywise multiply each
row of the feature vector, where 푑푖 is the distance of the posi-tion indexed 푖 to the center. Then, a mean pooling is applied
to the feature vector across the width, so the size of the fea-
ture vector becomes 푐 × 푚 × 1. Next, we uniformly divide
the feature vector into 푤 sub-vectors across the height and
max pool the values in each sub-vector to obtain a feature
vector of size 푐 ×푤×1. Finally, the line segment descriptor
is obtained by mean pooling the feature vector along with
the height. In this paper, we set 푛 to 7 and 푤 to 5.
3.1.3. Excluding Distinct Non-matches
For any line segment, we use the GLPooling to extract
the line feature 푓 , and regularize it by 푙2 normalization. Toobtain rich semantic descriptors of line segments, we extract
line features from the 3rd and 5th layers of VGG for seman-
tically weak and strong features, respectively. Explicitly, the
descriptor is 푓 = [푓 3||푓 5], where 푓 3 and 푓 5 are the line fea-
tures extracted from the 3rd and 5th layer respectively, and|| represents concatenation operation. In this way, we can
obtain two regularized line descriptors 푓푖 ⊂ 퐅̃푎 and 푓푗 ⊂ 퐅̃푏from images 퐴 and 퐵. However, some descriptors in one
set can not find the corresponding one from the other set ob-
viously. Let us define a distance 푑 = cos 휃푖푗 = 푓푇푖 푓푗 anda tolerance threshold 푑푠, where 휃푖푗 is the angle between the
descriptors. If the distances of 푓푖 in 퐅̃푎 with all 푓푗 in 퐅̃푏 areall bigger than 푑푠, 푓푖 is removed, and the line 푙푖 in image 퐴is not further considered. The same work is done for lines 푙푗in image 퐵.
3.1.4. Feature Learning Loss
We adopt Angular Margin Loss as lines feature learning
loss, which is a variant of softmax loss [4]. Due to differ-
ent layers of VGG have different semantic features, each of
the 3rd and 5th layer is associated with a feature learning
loss. For a given line segment 푙푖 ⊂ 퐴, and its correlativeline segment 푙푗 ⊂ 퐵, we use the GLPooling to extract theline features from the convolution maps of VGG, and reg-
ularize them by 푙2 normalization. The cross product of theregularized line feature 푓 푙푖 and 푓 푙푗 in layer 푙 is 푓 푙푇푖 푓 푙푗=cos 휃푙푖푗 ,
where 휃푙푖푗 is the angle between the features. To simultane-ously enhance the compactness of matched line segments
and the discrepancy of unmatched line segments. An an-
gular margin penalty 휂푙 is added between 푓 푙푖 and 푓 푙푗 . So theangular margin loss of between images 퐴 and 퐵 is defined
as
퐿푙퐴퐵 = −
1
푛
푛∑
푖=1
log 푒
푠푙 cos(휃푙푖푗+휂
푙 )
푒
푠푙 cos(휃푙푖푗+휂
푙 )
+
푚∑
푘=1,푘≠푗 푒
푠푙 cos 휃푙푖푘
(1)
where 푠푙 is a hyperparameter. The discriminability of the
Eq. (1) increases as the value of 푠푙 increases. In this paper,
we set 푠3 to 30 and 푠5 to 5. 휂3 and 휂5 are set to 0.5 and
0.2, respectively. To ensure the balance of two learned line
feature sets, the angular margin loss between퐵 and퐴 is also
computed. So the overall loss of the line feature learning is
퐿푓푒푎푡푢푟푒 =
∑
푙∈{3,5}
퐿푙퐴퐵 + 퐿
푙
퐵퐴 (2)
3.2. Graph Convolution Network
3.2.1. Graph Architecture Learning
Designing a graph structure representing node relation-
ships is important for graph convolution. At present, there
are few learning-based methods of line segment matching
using graph matching. Delaunary graph and GLMNet [9]
involved construction graph structure. However, the graph
structure designed by them inevitably establish invalid rela-
tionships between matched and unmatched line segments in
a graph if they are used in line segment matching, because
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any line segment will establish connections with all adja-
cency line segments. To overcome this issue, we learn the
graph architecture (known as adjacency matrix) 퐀푎 and 퐀푏by a top-k pooling to prevent invalid connections from being
established.
Given 푛 + 1 output data features 퐅푙 = {푓 푙1,⋯ , 푓 푙푛, 푢푙} ∈
ℝ(푛+1)×푝 of graph convolution networks from layer 푙. We
use a single-layer neural network motivated by [24] to com-
pute the relationship score of layer 푙 + 1. The relation score
between node 푖 and node 푗 in a graph is
푎푙푖푗 = 휎(퐚
푙푇 [훀푙푓 푙푖 |훀푙푓 푙푗 ]) (3)
where 퐚푙 is a learnable parameter, 훀푙 is a learnable weight
matrix and 휎 is an activation function, such as RELU. Ac-
cording to the scores, top ⌈푘푙+1푛⌉ adjacent nodes of node
i are selected, and the corresponding indices are idx푙+1푖 , inwhich 푘푙+1 ∈ (0, 1] is a hyperparameter. To further re-
duce the invalid pairwise relationships, only when the node
푖 and node 푗 are top ⌈푘푙+1푛⌉ nodes of each other, this rela-
tionship would be saved. We define a score matrix 퐀푙+1푠 ∈
ℝ(푛+1)×(푛+1) as
퐀푙+1푠 (푖, 푗) =
{
0, if푗 ∉ idx푙+1푖
푎푙+1푖푗 , if푗 ∈ idx
푙+1
푖
(4)
The adjacency matrix is computed by
퐀푙+1 = 1⌈푘푙+1푛⌉ tanh(퐀푙+1푠 퐀푙+1푠 푇 ) (5)
where ⌈푘푙+1푛⌉ is used to approximatively normalize each
row of adjacency matrix. Intuitively, there should be no re-
lationship between every detected line and invalid line, so
each value of the last row and the last column of A푙+1 is set
to zero.
Generally, compared with the higher layers, it is more
difficult for the lower layers to distinguish the matched and
unmatched nodes, so the lower layers should keepmore neigh-
bors. In this paper, the 푘푙 is computed by 푘푙 = max( 0.42푙 , 0.1).
3.2.2. Intra-graph Convolutional module
Intra-graph convolution aggregates features from the ad-
jacent unambiguous nodes and the node itself to generate
discriminative global embedding node features and discard
ambiguities. A large number of graph convolution operators
can be chosen from recent works [24, 11, 6, 19, 29, 27]. In
this paper, we use the graph convolution operator used in
[27] for its simple implementation
퐅푙+1 = 휎(퐀푙퐅푙횯푙1) + 휎(퐅
푙횯푙2) (6)
where 횯푙1 and 횯푙2 are learnable parameters, 휎 is the activa-tion function RELU.
3.2.3. Cross-graph Convolution Module
Cross-graph convolution further improves the similarity
of global embedding node features of the matched node by
aggregating features from nodes with similar features in the
other graph. Given the input features 퐅푎 and 퐅푏 of bothgraphs, we can obtain the output node embedding features
퐅푙푎 and 퐅푙푏 of layer 푙 from the shallow layer, then we can uti-lize this node embedding features to compute the soft assign-
ment matrix P푙푎푏 ∈ (푛+1)×(푚+1) by optimal transport layer, inwhich the 푖-th row vector of P푙푎푏 can be considered as corre-spondence scores between node 푖 in graph퐺푎 and each nodein graph퐺푏. The Cross-graph convolution can be conductedas
퐅푙+1푎 (1 ∶ 푛, ∶) = [퐏
푙
푎푏(1 ∶ 푛, ∶)퐅
푙
푏||퐅푙푎(1 ∶ 푛, ∶)]퐖푙 (7)
퐅푙+1푏 (1 ∶ 푚, ∶) = [퐏
푙
푎푏(1 ∶ 푚, ∶)
푇퐅푙푎||퐅푙푏(1 ∶ 푚, ∶)]퐖푙 (8)
퐅푙+1푎 (푛 + 1, ∶) = 퐅
푙
푎(푛 + 1, ∶) (9)
퐅푙+1푏 (푚 + 1, ∶) = 퐅
푙
푏(푚 + 1, ∶) (10)
Where퐖푙 is the trainable weight matrix. Invalid nodes do
not aggregate embedding features from another graph be-
cause all unmatched line segments from the other graph are
assigned to it.
3.3. Optimal Transport Layer
After obtaining the embedding features of nodes via the
graph convolution layer, the matching of two graphs can be
interpreted as the node-to-node affinity metric. So the opti-
mal transport layer can simultaneously perform thematching
and filtering process. Given the output embedding features
퐅푎 and 퐅푏 of two graphs, the affinity matrix퐌 can be calcu-lated by
퐌 = exp(퐅푎퐂퐅
푇
푏
훿 ) (11)
Where퐂 is a learnable weight matrix, 훿 is a hyper parameter.
The discrimination of퐌 increases with the decrease of 훿.
The linematching problem has two constraints: First, the
matched lines should have exactly single correspondence in
the other image. Second, the invalid line will be assigned
to all unmatched lines in the other image. The soft assign-
ment matrix 퐏 ∈ [0, 1](푛+1)×(푚+1), representing the corre-
spondences of two line segments sets, will be computed by
solving the optimization problem max
푛+1∑
푖=1
푚+1∑
푗=1
퐌푖푗퐏푖푗 under
these two constraints.
퐏ퟏ푚+1 = 퐚 (12)
퐏푇 ퟏ푛+1 = 퐛 (13)
Where ퟏ푚+1 and ퟏ푛+1 are vectors with dimensions푚 + 1 and
푛 + 1, respectively, and their elements are 1, the vector 퐚 and
퐛 are [ퟏ푛, 푚] and [ퟏ푚, 푛], respectively.
This constrained optimization problem can be consid-
ered as an optimal transport problem [16]. The soft assign-
ment matrix 퐏 can be solved in differentiable, parallel ways
by the Sinkhorn algorithm [22] on GPU.
We use the negative log-likelihood loss as the matching
prediction loss. The ground truth is  , which includes all
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(a) The results of effect of rotation, blurring and scale on presicion
(b) The results of effect of rotation, blurring and scale on recall
Figure 4: The comparison of the presicion and recall between our method and LJL. We rotate two images in opposite directions
at the same time. The presicion and recall with respect to the Relative angles between two images are shown in the left. The
presicion and recall with respect to the standard deviation of gaussian blur are shown in the middle, where Sigma is from 0.5 to
3. The presicion and recall with respect to the Scale of images shown in the right, where scale is changed from 0.4 to 1, and the
image size is 1024*764 when scale is 1.
matched lines index tuples (푖, 푗), ,  are index sets of un-
matched line segments of images퐴 and퐵, respectively. The
matching prediction loss is
퐿푔푟푎푝ℎ = −
∑
(푖,푗)∈
log퐏푖,푗 −
∑
푖∈
log퐏푖,푚+1
−
∑
푗∈
log퐏푛+1,푗 (14)
So, the overall loss of the network is
퐿 = 휆퐿푓푒푎푡푢푟푒 + (1 − 휆)퐿푔푟푎푝ℎ (15)
Where 휆 balances two terms and is set to 0.5 in our experi-
ments.
4. Experiments and Results
4.1. Training details
To train proposed network and evaluate its performance,
vast amounts of data with ground truth labels are needed. We
collect large quantities of images from ScanNet [3], which is
a large-scale indoor dataset with color images, depth images
and poses from different indoor scenes. Manually labeling
ground truth labels for a pair of images is inefficient and te-
dious. To solve this problem, in this paper, we use a method
to find line segments matches from a pair of images. In short,
we use LCNN [31] to detect line segments from both im-
ages. Then, for any line segment 푙푎 in one image 퐴, we backproject it to the depth image to locate a 3D line segment퐿푎.And project 퐿푎 to the other image 퐵 as line segment 푙′푎. If
푙′푎 is near to a line segment 푙푏 on the image 퐵, the angle be-tween 푙′푎 and 푙푏 is less than a threshold, and the overlap ofthem is greater than another threshold, we label 푙푎 and 푙푏 isa pair of matches. However, since the value of the depth im-
age is not very accurate, we can only guarantee the ratio of
matches to non-matches is from 0.5 to 1.5. We also discard-
ing some pairs of images with too small matches or too large
overlap. Finally, the training set includes top 590 scenes of
Scannet and 25000 pairs, the left is test set, which includes
6000 pairs. In this paper, we use the Adam optimizer [10] to
train network with initialing learning rate 1e-3 and decay the
learning rate by 10 on each epoch. The batch size is set to 4,
we stop the training at 10 epochs as the loss converges. The
training spends 4 hours on a single NVIDIA GTX 2080Ti
GPU. During the training, images are randomly resized and
rotated.
4.2. Performance evaluation
Quantitative comparison To evaluate the performance
of our network, we compare the performance of our method
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Figure 5: Qualitative evaluation of our line segments matching method. We compare our method with LJL. Left: ground truth.
Middle: our prediction. Right: the prediction of LJL. Our method finds more matches and works well in the scenes of view point
changes, scale changes, low texture, illumination changes and blurring.
with several line matching methods (MSLD [28], LPI [5],
LJL [14]) with outstanding performances, which also have
no special requirements for line extraction algorithms. We
quantitatively evaluate the performance of different meth-
ods using Presicion (P), Recall (R) and Fmeasure = 2RPR+P . Dueto the implementation of LJL provided by its authors cannot
find matches in some images in the test set, for a fair compar-
ison, we compare the performance on the images which can
be found matches by LJL, and the results are shown in Table
1. From the table, we can conclude that our method achieves
significantly better performance compared with these line
matching methods. The presicion of our method is slightly
higher than LJL. Better, our method achieves 70.47% recall,
which is 25%more than that of LJL. It represents our method
can produce more correct matches and is more robust to var-
ious indoor scenes.
We also select and process some images from the test set
to compare the robustness of our proposed algorithm with
LJL in terms of image transformation, including rotation chang-
ing, scale changing, and image blurring. The reason we
don’t compare with LPI and MSLD is their presicion and
recall are much lower than LJL and our method. The results
are shown in Fig.4. We rotate two images in opposite direc-
tions at the same time. The presicion and recall with respect
Table 1
The presicion, recall and Fmeasure of four methods.
Methods Presicion (%) Recall (%) Fmeasure (%)
LJL 85.46 45.29 59.20
LPI 69.28 20.12 31.18
MSLD 69.29 29.22 41.11
Our Method 86.12 70.47 77.51
to the relative angles between two images are shown in the
left. The presicion and recall with respect to the standard
deviation of Gaussian blur are shown in the middle, where
Sigma is from 0.5 to 3. The presicion and recall with re-
spect to the scale of images shown in the right, where scale
is changed from 0.4 to 1, and the image size is 1024*764
when scale is 1. From the perspective of presicion, rotation
and blurring have little effect on LJL and our method. Both
methods have good results for scale changes. But in detail,
the presicion of ourmethod is slightly better than that of LJL.
However, the recall of our results are much better than that
of LJL no matter in rotation changing, scale changing or im-
age blurring. In Fig. 4(c), we notice that the recall of LJL at
the small scale is higher than that at the large scale. The rea-
son is that the LJL generates more junctions to match lines
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Table 2
Result of ablation studies on entire test dataset.
Feature Learning
Loss
Graph learning
by top-k pooling GLpooling P R√ √ √
81.27 69.46√ √
× 80.78 68.06√
× × 79.27 66.83
× × × 76.83 57.73
through groups in small scale by using the same threshold.
Ablation studies In order to evaluate the performance of
three main components: Feature learning loss, Graph learn-
ing by top-k pooling and GLpooling in our network, we de-
sign ablation experiments with different components com-
bination. The scale is set to 0.5 in the experiments. If the
Graph learning by top-k pooling is absent, the method pro-
posed in [9] is used. If the GLPooling is absent, the points
located on line segments is used to compute the line descrip-
tors. The results are reported in Table 2. We can notice that
the proposed graph architecture learning method improves
the performance of the results, which indicates that it can
prevent establishing some invalid relationships and is more
beneficial for the dataset with unmatched lines. GLpooling
ismore robust to the small changes of line segment endpoints
and is useful for computing invariant line descriptors. And
the added feature learning loss improves the performance
of line segments matching by simultaneously enhancing the
compactness of matched line segments and the discrepancy
of unmatched line segments.
Qualitative analysis Some visualized results of ourmethod
and LJL are shown in Fig. 5. In the figure, we mark matched
lines in blue and unmatched lines in yellow. Green lines
identify correct pairs and red lines are incorrect pairs. It can
be seen that our method generates more correct matches and
successfully copes with view point changes, scale changes,
low texture, illumination changes and blurring.
5. Conclusion
We introduce a novel line segments matching model by
exploiting the convolutional neural networks and graph neu-
ral networks, our method can learn the local line descrip-
tor and the matching in a unified end-to-end model. In this
paper, a new line feature extraction algorithm is introduced
to extract line features with considering the inaccurate loca-
tions of the line segment endpoints, a new learnable graph
architecture based on top-k pooling is used to prevent to es-
tablish invalid connections, and adding the invalid line seg-
ments feature is used to deal with the unmatched lines. Ex-
periments show that the method can achieve satisfactory and
robust performance compared with the state of the art meth-
ods.
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