Stroke is a major cause of disability and health care expenditure around the world. Existing stroke rehabilitation methods can be effective but are costly and need to be improved. Even modest improvements in the effectiveness of rehabilitation techniques could produce large benefits in terms of quality of life. The work reported here is part of an ongoing effort to integrate virtual reality and machine vision technologies to produce innovative stroke rehabilitation methods. We describe a combined object recognition and event detection system that provides real time feedback to stroke patients performing everyday kitchen tasks necessary for independent living, e.g. making a cup of coffee. The image plane position of each object, including the patient's hand, is monitored using histogram-based recognition methods. The relative positions of hand and objects are then reported to a task monitor that compares the patient's actions against a model of the target task. A prototype system has been constructed and is currently undergoing technical and clinical evaluation.
INTRODUCTION
As the proportion of elderly people in the population continues to rise, common age-related illnesses such as stroke and dementia account for an increasing share of the world's healthcare expenditure. Over 1 million suffer a stroke each year in the European Union (EU) alone. There are over 2 million stroke survivors in the EU, of whom 1 million are significantly disabled [1] . Stroke is the most common cause of severe disability in the European community [2] , and accounts for 5-6% of health care costs in the UK [3] .
Stroke is a broad term used to describe a sudden focal neurological insult. The effect a stroke has is dependent upon a number of contributing factors including severity and location within the brain. Common effects include weakness and paralysis of one side of the body; speech and language problems; aphasia (memory loss) and reduced vision. In the early stages following a stroke, perceptual deficits are a barrier to learning. As these recover, however, the occupational therapist (O.T.) becomes increasingly important in helping the patient towards maintaining a full and independent life. To achieve this, the stroke survivor must be capable of demonstrating an ability to perform everyday tasks safely. In hospital or transitional rehabilitation this may involve periodic sessions during which the patient is accompanied by the O.T. and performs various activities of day-to-day living such as dressing, making a drink or preparing a meal.
The stroke care and rehabilitation provided in stroke units is known to be effective in improving functioning. Stroke units are also cost saving [4] . Stroke rehabilitation, however, remains expensive and needs to be improved; even modest improvements in the effectiveness of rehabilitation techniques could produce large benefits in terms of quality of life.
learning. Most such work, however, considers single tasks in a laboratory setting. The work reported here is part of an ongoing effort to integrate virtual reality and machine vision technologies to produce innovative rehabilitation methods that can be applied in real situations to support both patients and therapists A key question facing those developing VR systems for rehabilitation is how can stroke (and similar) patients, many of whom are unable to use a standard PC independently, gain access to the system? Cobb et al [7] have conducted progressive studies to examine alternative methods of interfacing to a virtual environment, the ultimate objective being to support real task learning by using real objects interfaced to the computer. They describe and evaluate keyboardmounted and tethered tangible interface devices and raise the possibility of employing machine vision techniques.
Vision provides the opportunity to create untethered interfaces. To achieve this requires a system capable of identifying and interpreting the patient's actions in the context of the target task. Stroke rehabilitation tasks typically involve the manipulation of physical objects. The vision interface must identify those objects, along with (at least) the patient's hands, monitor their movement over time, detect key interactions between patient and object and compare such events against a model of the target task. It is also important to remember that patients would not be the only users of such a system. The aim of this work is to support, rather than replace the therapist. O.T.s would need a quick and easy way of adding/deleting objects from the system, specifying, and ideally varying the difficulty of the task to be performed. The vision interface itself requires an appropriate interface.
An effective vision interface also raises the possibility of providing rehabilitation in the real, rather than a virtual world. This can be achieved by simply removing any visible display of the virtual environment and encouraging the patient to focus on the objects s/he is manipulating, rather than their virtual counterparts. The series of interfaces proposed by Cobb et al therefore provides a way to move rehabilitation across the virtual/real boundary.
Hybrid, or mixed reality, methods are also possible. A stroke patient might begin rehabilitation by attempting a simplified version of the target task within the safety of a suitable virtual environment. S/he might then move to a corresponding real environment and practise the given task using real objects. Real world performance would be monitored and corrected, as in the virtual environment. The patient might switch between increasing levels of complexity of the virtual and real task until eventually the task is performed both safely and independently in the real world. While some consideration has been given to the use of vision systems as aids for the disabled [8] [9], we are not aware of any attempt to create the type of vision-based rehabilitation technologies that are the goal of the present project.
In the current paper we describe initial work in the form of a prototype colour object recognition and task modelling system designed to provide real time feedback to stroke patients performing the everyday kitchen tasks necessary for independent living e.g. making a cup of coffee. The chosen task and rehabilitation scenario we wish to create are discussed in Section 3. A prototype system has been created and is under evaluation. The colour object recognition component of this system is considered in Section 4, the event detection sub-system is presented in section 5. preliminary results are discussed in Section 6 and conclusions are drawn in Section 7.
VISUAL MONITORING OF STROKE REHABILITATION TASKS
Attention is currently focused on improving performance and safety in kitchen skills. These are important rehabilitation targets and necessary for independent living. In the UK, stroke patients cannot leave hospital until they have demonstrated basic abilities in this area. Kitchen skills also comprise a number of key sub-tasks; object recognition, simple object manipulation, recall and re-learning of sequences of actions, etc. A focus on kitchen tasks therefore allows the possibility of creating a set of rehabilitation tasks and tools of varying levels of complexity. A number of virtual environments have already been developed to allow stroke patients to practice making a cup of coffee in a virtual kitchen [10] [11] [12] .
We envisage a situation in which a stroke patient stands at a standard kitchen work surface and makes a cup of coffee in the usual way ( Figure 1 ). The position and movement of the patient's hands and the objects he/she manipulates are extracted from the sequences of images captured by overhead cameras and key events (e.g. picking up a cup) are recognized and interpreted in the context of a model of the coffee-making task. Audio/visual feedback is then given to the user via embedded speakers and a computer screen.
Full monitoring of worktop tasks is a challenging problem. The objects involved may be quite complex; the patient's hands at the very least can adopt a wide range of three-dimensional shapes. Although the environment can be controlled to a reasonable degree (for example, objects can be chosen to have significantly different colours), the patient or O.T. may introduce unexpected background objects or wear clothing of a similar colour to the objects they manipulate. Although it is natural to think of objects being moved on the worksurface, in practice most movements will be threedimensional. Objects may cast shadows across, touch and/or occlude each other. Multiple cameras may be needed to provide depth information and resolve such situations. Cups, kettles, etc., will almost certainly be occluded by the patient's hand, and the patient's body may cast shadows across the worksurface. Motion modeling could also be problematic; the movements of stroke patients are likely to be much less smooth and predictable than is usually the case in human body tracking.
The aim of the current project is, however, not to solve hard problems in machine vision for their own sake but to develop an improved set of rehabilitation tools. This may not require full solutions to all of the problems outlined above. We adopt a usercentred design methodology [13] , in which each in a succession of prototype systems is evaluated with and by groups of users. The results of each evaluation step influence the next design/development step. This process iterates until a stable and successful system is produced. Given the user-centred approach, the goal of the initial work reported here is to produce a system with which to begin user evaluation. Both patients and therapists will be consulted, as in related work on tangible interfaces [14] [15] . The initial configuration and vision system therefore incorporate a number of simplifications:
• only image plane movements will be considered; the workplace will therefore be monitored by a single stationary camera positioned a distance of 2 to 3 metres above the worktop, facing directly downwards
• objects will be (reasonably) carefully chosen to be recognisable from colour cues in a single image (Figure 2 ).
• lighting variation will be kept to a minimum during initial evaluation; the system only needs to cope with small changes in illumination, but should be able to deal with the lighting conditions present in a hospital room.
• feedback will be visual and text-based in the first instance.
Therapists must, however, be able to assess the ease with which they might use the proposed system; there is a clear need to include an interface through which O.T.s can specify the task and objects to be used in its execution. 
RECOGNISING OBJECTS
Object recognition is a classic topic in machine vision. Methods based on search and/or graph-based matching of rigid two-and three-dimensional models to geometric image features [16] have more recently been superceded by statistical models of deformable shapes [17] , many of which also take local intensity variations into account [18] . In the initial work reported here we follow Swain and Ballard [19] in basing recognition on colour histograms. This approach fits well with a semi-controlled environment; as Swain and Ballard note "It may not be helpful to model coffee cups as being red and white, but yours may be." Histogram-based algorithms have the further advantage of high speed of execution and, though 3D rotation and translation in depth can distort the histogram arising from a given object, it will generally vary only slowly with these transformations. Illumination changes similarly disrupt histogram-based methods, but in the initial scenario considered here illumination can and will be controlled.
Two operators are applied to an 8x8x8 bin histograms of RGB space (512 bins). The first, a histogram containment operator, determines whether model M is present in image I. The second, histogram sub-component location, determines the location of the object M within the image I. Model histograms are created interactively by acquiring a number of training images of each object within the rehabilitation environment and marking object pixels with a standard drawing package; the system then computes and stores model histograms. Similar image histograms are computed as each frame becomes available.
As objects can be chosen to be fairly colourful in this environment, each model histogram will contain peaks at certain chromaticities; the image histogram should contain similar peaks if the object is present. We might, however, expect a given bin of the image histogram to contain more pixels than the corresponding model histogram bin. These extra pixels are not part of the model, and so should be discounted. Note that this operator only works perfectly when the background image contains no pixels in any of the bins occupied by pixels of the model, and vice versa. However, since we can choose objects which for the most part are different in colour to the background, it is possible to get within a workable distance of this limitation.
Once an object is found in the current image, its image plane position must be estimated. If p ij (x,y) is the location of pixel j, in bin i of the image histogram, the average location of pixels in bin i will be L i (x,y). 
EVENT DETECTION
The proposed system is intended to allow therapists to specify and patients to experience a range of rehabilitation tasks with a broadly similar task structure. Tasks are made up of actions. To complete a task, a set of actions must be performed in an acceptable order. There may exist more than one acceptable ordering of actions and the objects to be used may vary from task to task. The required flexibility is provided by incorporating an explicit task model, generated interactively by the supervising therapist. The current task model specifies:
• The objects being used;
• The events (interactions taking place between different objects) that must happen if the task is to be completed,
• Constraints on the order in which those interactions must occur.
Constraints between actions are expressed by associating a prerequisite set with each event -a set of interactions that must be complete before that event can be performed. Associated with each prerequisite is an error message that the system will relay to the patient if the action is attempted before its prerequisites have been completed. An event is recognised when two or more objects remain in close proximity (within threshold distance) over a specified number of frames. Hence, holding a kettle close to a cup for a supra-threshold time period will be recognised as an action involving the kettle and the cup. The system will mark that action as having occurred, allowing the user to continue on with other actions involved in the task. The objects to be used are specified by choosing from a set of pre-stored models.
To facilitate the use of this system by occupational therapists, a friendly user interface has been developed ( Figure 4 ). This Windows-based interface allows:
• input of a task model in the form of an XML (Extensible Markup Language) file.
• identification and input of the model of the objects that will be used.
• task parameters to be set and records of the interactions completed by and required of the patient to be viewed.
• feedback on task performance in the form of text messages. the system will be extended to provide audio feedback.
<ACTION> <ACTIONNAME> Pour water from Kettle to Cup </ACTIONNAME> <USEDOBJECTS> <USE>Cup</USE> <USE>Kettle</USE> </USEDOBJECTS> <PREREQUISITE> <ACTIONID> Put Coffee into Cup </ACTIONID> <ERRORMESSAGE> You must put coffee in the cup before the water </ERRORMESSAGE> </PREREQUISITES> </ACTION> While XML task files are more rigid than the probabilistic behaviour modelling techniques employed elsewhere in the literature e.g. [20] , the task models they support correspond to those currently employed in virtual reality rehabilitation systems. This eases the process of creating matched pairs of virtual and real world task monitoring systems. The construction of probabilistic models of the movement of stroke patients may be also be problematic, and so will be postponed until more experience of and data on patients behaviour in this environment is available. Perhaps more importantly, however, task models must be determined as far as possible by the therapist. While XML models are restrictive they do offer the possibility of training O.T.s to use this standard syntax to create the models they desire. Figure 3 shows a small section of the XML model for the coffee-making task. 
RESULTS
The majority of the testing to date was done using a 900 MHz PC and Sony digital cameras (DXC-LS1P and Cybershot DSC-P50). An image resolution of 320x240 pixels proved to be an effective compromise between image detail and processing speed. At this resolution the system can be run smoothly with up to 4 objects in the scene. The histogram of an average sized cup will, however, contain 2000-3000 pixels, providing a reasonable level of colour information. Figure 5 shows a sample of the objects employed during evaluation. If polished metallic and other highly reflective objects are avoided, interactively setting a fixed threshold on the histogram containment operator provides effective recognition in most cases, though in future work consideration will be given to adapting these thresholds over time. As might be expected, the simpler items shown in figure 5 .a-c were recognised and located more reliably than the more complex objects of figure 5 .d-g, though positive results were obtained across the test set.
g. Figure 5 . Some of the objects used during evaluation..
A variety of illumination conditions were examined; daylight, fluorescent, tungsten and halogen lamps were incorporated into the system and informal evaluation carried out. Ambient lighting generally provided the most reliable recognition performance. Ambient light sources also gave considerably better location performance than spotlight type sources, mainly because they produced fewer clipped specularities. As most model histograms incorporate some clipped (ie white) pixels, specularities in the scene can distort the output of the sub-component location operator. Ignoring high intensity pixels reduced this problem to some degree. Shadows can have a similar effect, but are harder to deal with in the software. Cast shadows can introduce background pixel values (specifically blue-end pixels, as shadows have a large blue component) that appear in model histograms and so disrupt sub-component location. Concave (selfshadowing) objects are especially prone to this. Their model histograms are particularly likely to contain low intensity values similar to those generated when shadows are cast over the background and other objects. Careful choice of background material can help here. One clear requirement is that the background be significantly different in colour to the target objects. Shadows are, however, more apparent against lighter backgrounds. A black background provided the most effective recognition and location. Even under 100W tungsten bulbs shadows were not a significant problem, and the background did not interfere with any of the objects in the scene. Figure 6 summarises a sequence in which a pink cup is placed on a matt black background and "filled" with water from a kettle. The objects are of very different colours that are also distinct from the background. The positions calculated by the system are marked with circular dots. It is interesting to note that, despite the obvious image noise, the dot marking the cup remains stable throughout. The dot marking the kettle also stays fixed over the rectangle on the top of its lid and the two items are considered to come progressively closer together until the pouring action begins. Three-dimensional rotation of the kettle shifts its position estimate away from the cup, but this effect occurs only slowly.
e. f. g. Figure 6 . Distinct, uniformly coloured objects recognised and located against a matt black background.
(The white arrow points to the red dot mark and the grey arrow points to the yellow dot mark)
The sequence illustrated by figure 7 was captured against a slightly lighter background upon which illumination gradients and shadows can clearly be seen. As it is moved through the illumination gradient, specularities arise from both a ridge around the jar (figure 7c-f) and its lid (figure 7.g). While the (yellow) cup is clearly distinguishable from the background, many background pixels, particularly those in the lower right of the image, are similar to those arising from the jar's wooden lid. Note that the characteristic colour of the cup allows its reported position to remain reasonably stable even when significantly occluded by the user's arm (figure 7.d and 7.f).When a previously identified object can no longer be recognised (as in figure 7 .e) the system reports its last known position. While the tall wooden jar is correctly recognized throughout, its position (the light dot) is less reliably estimated; 3D rotation of this tall, thin object affects the reported position as in figure 6 . The similarity between object and background pixels further disrupts the sub-component location operator, though the effect is not a problem.
a.
e. f. g. Figure 7 . Object recognition and location against a more realistic background.
(The grey arrow points to the yellow dot mark) Figure 8 illustrates a sequence taken against a much lighter background and in which the kettle is less distinct from that background than in figures 6 and 7. Here the user is performing the task specified by the XML fragment shown in figure 3 . The feedback text generated by the task monitor is shown in figure 4 . Note that the distinctive green lid of the jar allows it to be recognized and located even after severe 3D rotations ( figure 8.b) . The cup is also reliably recognized, and located stably despite the kettle occluding a significant proportion of it. The position of the kettle, however, varies noticeably; 3D rotation and background pixels of similar colour clearly affect the sub-component location operator. Despite these difficulties, the task monitor can support the user in performing the task. Consider the GUI shown in figure 4 . The user (patient) first clicks on the "What can I do?" button. This compares the actions already performed to the task model and generates the next action "Put the coffee into the cup" in the text window to the right of the GUI. The user then begins to manipulate the objects, first bringing the kettle over the cup (not shown). This is interpreted as an attempt to fill the cup with water, which generates the message "Sorry! You must put the coffee in the cup before the water". The kettle is then put down (figure 8.a) and the coffee jar picked up and tilted towards the cup (figure 8.b) and moved on it; the act of putting coffee into the cup is recognised and an "Action Complete" message results (figure 4). The user then picks up the kettle and "pours" water into the cup (figures 8c-g). When in the position shown in figure 8 .f the second "Action Complete" message is generated. As the user puts the kettle back it passes close to the coffee jar, causing a warning message "No action requires use of Kettle and Coffee Jar" to appear ( figure 4) . Later, the user or therapist can view the list of actions already completed by clicking on the "Complete Actions" button. This produces the response shown at the bottom of the text window in figure 4.
CONCLUSION
We have described a prototype system for visual monitoring and guidance of stroke patients engaged in rehabilitation tasks. A user-centred design methodology is adopted, in which each in a succession of such prototypes is evaluated with and by groups of users. The initial configuration and vision system reported here are based on histogram containment operators and XML task models. Although the vision techniques used are somewhat restrictive, and less powerful in general than other approaches reported in the literature, they are well suited to the task at hand and sufficient to allow user-centred evaluation to begin.
