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Contagion, broadly construed, refers to anything that can spread infectiously from peer to peer.
Examples include communicable diseases , rumors, misinformation, ideas, innovations, bank failures,
and electrical blackouts. Sometimes, as in the 1918 Spanish flu epidemic, a contagion mutates at
some point as it spreads through a network. Here, using a simple susceptible-infected (SI) model
of contagion, we explore the downstream impact of a single mutation event. Assuming that this
mutation occurs at a random node in the contact network, we calculate the distribution of the
number of “descendants,” d, downstream from the initial “Patient Zero” mutant. We find that the
tail of the distribution decays as d−2 for complete graphs, random graphs, small-world networks,
networks with block-like structure, and other infinite-dimensional networks. This prediction agrees
with the observed statistics of memes propagating and mutating on Facebook, and is expected to hold
for other effectively infinite-dimensional networks, such as the global human contact network. In a
wider context, our approach suggests a possible starting point for a mesoscopic theory of contagion.
Such a theory would focus on the paths traced by a spreading contagion, thereby furnishing an
intermediate level of description between that of individual nodes and the total infected population.
We anticipate that contagion pathways will hold valuable lessons, given their role as the conduits
through which single mutations, innovations, or failures can sweep through a network as a whole.
INTRODUCTION
The concept of contagion began in epidemiology, where
it was used to describe the spread of disease between
people in close contact. Nowadays contagion has taken
on a broader meaning; it refers to any sort of process
that can spread infectiously from node to node through
a network [1–7]. Along with communicable diseases [8–
15], examples of contagions include rumors [16], misin-
formation [17], ideas [18], innovations [19–21], bank fail-
ures [22], and electrical blackouts [23].
When a contagion spreads, it propagates from one or
more “parent” nodes to a number of “descendant” nodes.
Enumerating the descendants in all the paths stemming
from a parent can reveal important and useful informa-
tion. In particular, suppose a contagion mutates into a
more pernicious form as it travels. Then counting its
descendants would tell us how many nodes will be con-
fronted by this nastier strain. A mutation event of this
sort occurred in 1918, and gave rise to the Spanish flu
epidemic that killed millions of people worldwide [24].
Similar (but less consequential) mutations happen online
when users modify memes to make them funnier or stick-
ier before sharing them with their peers [25].
Here, we derive exact results for the impact of a sin-
gle mutation event, assuming the contagion dynamics are
governed by the so-called susceptible-infected (SI) model.
Our goals are to understand, in a statistical sense, how
many nodes will ultimately get infected by the mutant
strain, and to clarify how the results depend on the struc-
ture of the underlying contact network.
DESCENDANT DISTRIBUTIONS
To make analytical progress, we consider an extremely
simplified model in which each node is either susceptible
or permanently infected (Fig. 1). This SI model effec-
tively assumes infinite transmissibility of the contagion,
and ignores the possibility of recovery, death, migration,
vaccination, temporary immunity, latency periods, het-
erogeneity of susceptibility and infectiousness, and many
other realistic considerations. All of these would make
for interesting extensions of our work.
As the contagion spreads (Fig. 1(a)), we record which
nodes caught it from which, and plot the resulting paths
of infection as an epidemic tree (Fig. 1(b)). Then we
count how many nodes would be affected by a mutation
occurring at a random “Patient Zero” node. In the ex-
ample shown in Fig. 1(c), the mutant infection occurs
at node B and is passed along to the two nodes below
it. Of course, if the mutation had occurred elsewhere, it
could have produced either more descendants (e.g., three
descendants, had the mutation occurred at A) or fewer
(zero descendants, had it occurred at C). Thus, the nat-
ural statistical quantity to study is the distribution of
the number of descendants, aggregated over all possible
Patient Zero nodes.
In one sense, the dynamics assumed here are trivial:
one node after another gets infected until no susceptibles
remain. But what is not trivial are the descendant dis-
tributions implied by the model, as they also depend on
the network’s structure.
One limiting case is already understood. In a com-
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FIG. 1. Simple SI model of contagion spreading on a network and its corresponding epidemic tree. Black filled
circles denote susceptible nodes; red filled circles, infected nodes; red open circles, nodes infected by a mutant strain of the
infection. a) Starting with a single infected seed O at time t = 0, another node gets infected at random at the next time step.
Any edge between an infected node and a susceptible node has an equal chance of being the next edge over which the contagion
spreads. We keep track of which nodes transmitted and received the infection at every time step, until ultimately every node is
infected. b) The epidemic tree shows who infected whom in the contagion process depicted in a). We draw this tree with the
seed on top. The nodes that the seed infected are drawn in the second layer, and so on. A descendant of node i is defined as
any node that directly or indirectly received the infection from node i. Such a descendant node j can be reached by starting at
node i and following a sequence of directed edges downward through the epidemic tree until the path ends at j. c) If a mutant
infection occurs at some node (B, in the example shown here), that node passes the mutated strain on to all its descendants
(two descendants, in this example).
pletely structureless, well-mixed population, the impact
of a single mutation can be quantified by the classical
stochastic process known as the Yule process. In that
case, the probability that a mutant generates exactly d
descendants is
Pd =
1
(d+ 2)(d+ 1)
. (1)
To the best of our knowledge, however, it has been an
open problem to extend this result to structured popula-
tions.
To learn what to expect, we first compute descen-
dant distributions numerically from Monte Carlo sim-
ulations [26]. For a given random realization of the SI
contagion process on a given network, like the one shown
in Fig. 1(b), we count the number of descendants of each
node and compile a histogram. This histogram, however,
merely gives the descendant distribution for one realiza-
tion of the stochastic dynamics. To extract a more robust
statistical measurement, we average over the random lo-
cation of the initially infected seed node, as well as the
random decisions of whom to infect at each step, to ob-
tain an average descendant distribution.
Figure 2 shows the average descendant distribution
for the simplest possible network structure: a complete
graph, in which each node is connected to all the oth-
ers. The downward slope of the plot indicates that many
nodes have few descendants, and a few nodes have many
descendants. Of course, the seed O has every other node
as its descendant, as an artifact of the assumed initial
conditions. Its corresponding data point in Fig. 2 lies off
the curve for this reason.
The most striking feature of the descendant distribu-
tion in Fig. 2 is its apparent power-law decay for d 1.
To explain this scaling law intuitively, recall that one
way of getting power-law distributions is through rich-
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FIG. 2. Descendant distribution for the SI contagion
process on a complete graph. We simulated the SI model
on complete graphs of N = 104 nodes, and averaged the re-
sulting descendant distributions over 103 realizations of the
random contagion process, each of which started with a sin-
gle seed node. Filled circles show the numerically computed
distribution of the number, d, of descendants of each node in
the network. This distribution quantifies the impact that a
mutant infection would have on the rest of the population,
had it started at a random “Patient Zero” node. The dashed
line shows the analytical result (2). For large values of d, the
descendant distribution declines proportional to d−2.
get-richer effects [27–30], and observe:
(i) If node i infected node j, the ancestors of j will be
i and all the ancestors of i.
(ii) A node i can acquire a new descendant j if it passes
the infection on to j, or if one of its descendants
passes the infection on to j.
The first point means that our model contagion process is
equivalent to a network that grows by node copying [31].
The second point suggests that the probability of a node
acquiring more descendants should grow, loosely speak-
ing, in proportion to the number of descendants it already
has, thereby making the rich richer.
To sharpen this intuition, we calculate the descendant
distribution Pd analytically for some exactly solvable net-
works [32]. First, for a complete graph in the limit
N →∞, we recover the classical result of Yule,
Pd =
1
(d+ 2)(d+ 1)
. (2)
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FIG. 3. Descendant distributions for the SI contagion
process on random networks. We simulated the SI pro-
cess on z-regular configuration models, Erdo˝s–Re´nyi (ER)
networks, and networks with block structure of N = 104
nodes. The block network has 4 equally-sized Erdo˝s–Re´nyi
blocks and parameters z = 8.25 and p = 0.002. The
descendant distributions have been rescaled to collapse on
the analytical solution (3). This rescaling involved adding
x˜(z) = (z − 1)/(z − 2) to d, and multiplying Pd by x˜(z)−1,
the inverse of the scaling factor of Pd.
This result was also found by Krapivsky and Redner for
the in-degree distribution of networks growing by node
copying [31]. Figure 2 shows that this result agrees well
with our simulation data. For further discussion of the
connection between the Yule process and rich-get-richer
effects, see Ref. [33].
Likewise, for several classes of random networks, the
descendant distributions can be derived in the limit of
infinite network size. For z-regular configuration models
and Erdo˝s–Re´nyi random graphs with average degree z,
we obtain [32] the infinite-N solution
Pd =
z − 1
z − 2B
(
z − 1
z − 2 + d, 2
)
, (3)
where B(a, b) denotes the beta function. Importantly,
this expression reduces to the complete-graph solution
for large values of z.
More complicated network structures yield similar
results [32]. For networks consisting of Erdo˝s–Re´nyi
“blocks” with mean degree z, and with probability p of
connecting each node to a node chosen uniformly at ran-
dom from nodes located in other blocks, we obtain the
4solution
Pd =
z − 1 + p
z − 2 + pB
(
z − 1 + p
z − 2 + p + d, 2
)
. (4)
Figure 3 shows the simulation results for z-regular
configuration models, Erdo˝s–Re´nyi random graphs, and
modular networks with block structure, all of size N =
104. When plotted in a manner suggested by Eqs. (3)
and (4), the simulation data for the different random
networks collapse onto a single curve (Fig. 3), consistent
with the analytical approximation.
Finally, for a small-world network created by inserting
random shortcuts in a ring lattice, with probability p
of connecting a node with a node chosen uniformly at
random [34], the analytical solution [32] is
Pd =
2p+ 1
2p
B
(
2p+ 1
2p
+ d, 2
)
. (5)
This result agrees well with simulations; see Fig. 1 in the
Supplemental Material [32].
SCALING LAW FOR THE TAIL
All the descendant distributions we have calculated so
far turn out to decay asymptotically according to the
same power law:
Pd ∝ d−2 (6)
for d  1. Further analysis [32] indicates that this
inverse-square scaling follows from a property that the
complete graph shares with the random networks: they
all become infinite dimensional as N → ∞. (Here, we
consider a network to be infinite dimensional if the area
and volume of a ball of radius s grow equally fast with
s; in this context, a ball of radius s is defined as the set
of all nodes within s hops of a given node. See Section V
in Supplemental Material for details [32] as well as Refs.
[37, 38]) for further discussion of the concept of network
dimension.)
On this basis, we expect that the same d−2 scaling
should hold for other infinite-dimensional networks, but
not for one-dimensional chains, two-dimensional grids,
three-dimensional lattices, or other networks whose di-
mensionality remains finite and sufficiently small as the
number of nodes tends to infinity. In some sense, this
expectation is natural: there are well-known analogies
between epidemic models and percolation models, and
for many of these, the critical properties vary with di-
mension for a range of intermediate dimensions and then
agree with mean-field theory above some upper critical
dimension [1, 13, 39]. Simulations of the model contagion
on two-dimensional square grids support this predicted
dependence on dimension: descendant distributions de-
viate significantly from the d−2 scaling [32]. Interestingly,
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FIG. 4. Descendant distributions of an SI process sim-
ulated on a Facebook subgraph. We ran simulations of
the SI contagion process on a network of merged Facebook
ego networks [35, 36]. Taken together, this subnetwork con-
tains 4039 nodes and 88234 edges. We started a contagion at
a random seed node, and ran the simulation until exactly a
predefined number of nodes were infected. Then we stopped
the spreading, obtained the descendant distribution for the
realization, and started a new simulation with a seed chosen
uniformly at random. The descendant distributions shown
here have predefined cascade sizes 100, 400, and 2000, and
are averaged over 103 simulations for each cascade size. The
smallness of the subnetwork gives rise to conspicuous finite-
size effects in the tail of the distribution. Apart from these
effects, the descendant distribution falls on the curve expected
for highly connected infinite-dimensional networks, here illus-
trated with the analytical solution for the descendant distri-
bution for contagion on the complete graph.
scale-free networks also show a departure from the scal-
ing predicted above, but their descendant distributions
merge with our predictions past a crossover, producing
the same inverse-square decay in the tail [32].
Conveniently, many real-world networks are effectively
infinite dimensional. Consider the social network Face-
book, which as of June 2019 had more than 2.4 billion
active users. In a fascinating study, Adamic et al. [25]
examined memes spreading from friend to friend on the
Facebook social graph. Typically, memes would prop-
agate from one user to another without being altered,
but occasionally a user would change the content of the
meme before resharing it. This would make a new variant
of the meme, which would then spread on the network
along with previously existing copies. Adamic et al. [25]
examined the frequency of different variants of rarely-
5changing memes, and found that the frequency distri-
bution of the most widely shared variants followed an
inverse-square law. Specifically, they found the exponent
to be −2.01±0.15. This exponent matched the prediction
of a mean-field model (the Yule process), but it remained
unclear why a model without any underlying network
structure could account for the exponent obtained from
the actual Facebook network.
Our work suggests that the observed exponent of −2 is
a consequence of the approximate infinite-dimensionality
of the Facebook network. Indeed, Fig. 4 shows that when
we simulate our simple contagion process on a small sub-
network of Facebook [35, 36], the resulting descendant
distributions match what we would expect for highly-
connected infinite-dimensional networks. In particular,
apart from effects caused by the small size of the subnet-
work, an approximate power-law tail with a slope close
to −2 emerges.
DISCUSSION
The epidemic trees analyzed in this paper, along with
their associated pathways of contagion, have been studied
previously in diverse disciplines. They have been called
adoption paths [20], dissemination trees [40, 41], spread-
ing patterns [42], causal trees of disease transmission [43],
diffusion structure patterns [44], the structure of diffusion
events [45], and epidemic trees [46]. We have chosen to
adopt the term “epidemic trees,” although it comes with
a significant caveat: Generally the graph of the propa-
gation paths for a contagion need not be a directed tree;
in the case of a complex contagion [47], where each child
node has two or more parents, the graph could be a di-
rected graph with no cycles. But for the simple conta-
gions studied here, where each child is assumed to have
only one parent, the graph of the propagation paths is
always a tree.
Although epidemic trees have been examined previ-
ously in specific data sets, their statistical properties have
not been analyzed theoretically until now. We regard our
results in that direction as among the main contributions
of this paper.
In a wider context, our approach suggests a possible
starting point for a mesoscopic theory of contagion, in
which infection pathways, epidemic trees, and descendant
distributions would play the leading role, operating at a
scale in between the local level of individual nodes and
the global level of the entire network.
To clarify these distinctions among the microscopic,
mesoscopic, and macroscopic scales, consider the tran-
sition to a giant component in a susceptible-infected-
removed (SIR) model of contagion on a network [1, 13].
Above the transition, there exists a giant infected com-
ponent of size proportional to N . Such macroscopic phe-
nomena have been extensively and fruitfully studied in
the literature on network contagion [1, 2, 7, 13]. But giant
component sizes and other macroscopic quantities lump
all infected nodes together, and thus discard information
about which nodes infected which. Such causal informa-
tion is retained in epidemic trees, which show the trans-
mission pathways of contagion and thereby shed light on
phenomena operating at the mesoscopic level.
These mesoscopic considerations inescapably come
into play (at least for mutant contagions on infinite-
dimensional networks) because the descendant distribu-
tion is a beta function with a d−2 tail, as we have shown
above. A consequence of this inverse-square scaling is
that the expected size of the mutant infected component
is of mesoscopic size comparable to logN for N  1, and
hence is intermediate in a precise sense; it is large com-
pared to the O(1) scale of individual nodes, but small
compared to the O(N) scale of the network itself, and of
the giant infected (but non-mutated) component. Note,
however, that the variance of this smaller mutant infected
component also diverges as N → ∞. Hence its mean
and variance do not adequately summarize the overall
distribution of the number of mutant descendants, un-
derscoring that one should rely only on the descendant
distribution itself, as calculated here. As a first step, the
work presented here shows that descendant distributions
are going to have an inverse-square tail on many real
networks, even in the extreme limit where the SI model
applies; away from this limit, if transmissibility is finite
but still above the epidemic threshold, we expect descen-
dant distributions to be this heavy tailed or even more
so. One practical implication is that we should expect
mutant strains of contagion to infect large fractions of
network nodes occasionally.
We expect that notions like contagion pathways, epi-
demic trees, and descendant distributions are just the
beginning of a mesoscopic theory of contagion. Much re-
mains to be discovered about the geometry and statistics
of these and other quantities, both empirically for real
contagions, and theoretically for a wide range of infec-
tion dynamics and network structures. Understanding
this middle ground might also have practical benefits for
the control of contagion processes, in contexts ranging
from vaccination strategies for communicable diseases to
methods for combating the spread of misinformation on
social media.
But before such practical benefits can be realized, any
future mesocopic theory will also need to incorporate sev-
eral realistic features that we have left out of the current
model and analytical treatment. These include the ex-
tension to heterogeneities in degree, susceptibility, infec-
tiousness, latency period, and so on. Such heterogeneities
have shown themselves to be important in the COVID-
19 outbreak [48, 49], and are also thought to play a
crucial role in the spread of many other infectious dis-
eases [50, 51]. Handling these heterogeneities theoreti-
cally will require extending the analytical treatment to a
6more sophisticated framework, like quenched mean-field
theory [8, 15].
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1COMPLETE GRAPH
In this section, we calculate the descendant distribu-
tion for a susceptible-infected (SI) process spreading on
complete graph of N nodes, with N  1.
Suppose that nodes are infected one at a time, and
that the descendant distribution after t nodes have been
infected is given by Pd,t. We wish to calculate the equi-
librium distribution of descendants, Pd := limt→∞ Pd,t.
Note that when a new node is infected, a number of
already-infected nodes will gain this node as a descen-
dant. If, say, 14 nodes acquire this node as a descen-
dant, let us refer to this as introducing 14 descendants in
the epidemic tree and then distributing these 14 descen-
dants among the infected nodes. With this terminology
in place, we proceed with the calculation.
First, because any edge that connects a susceptible and
infected node is equally likely to be the next edge over
which the infection is transmitted, and because the graph
is complete, the expected fraction of newly introduced
descendants that nodes with d descendants get is
(d+ 1)Pd,t∑
d(d+ 1)Pd,t
=
(d+ 1)Pd,t
(mt + 1)
, (S1)
where
mt :=
∑
d
dPd,t (S2)
is the mean number of descendants in the epidemic tree
at time t. The numerator in Eq. (S1) expresses point (ii)
in the main text, and the denominator is a normalisation
factor. Next, to go from the expected fraction in Eq. (S1)
to the expected number of new descendants that a node
with d descendants gets in the following time step, we
must multiply the expected fraction (S1) by the total
expected number of new descendants, aggregated over
nodes with any number of descendants, that are added
during the time step.
To find this total, we observe that every infected node
has equal probability of being the next to pass on the
infection, and there are t infected nodes at time t. Thus
the probability that nodes with d descendants will get
a new descendant is (d + 1)Pd,t/t. Summing over all d
then gives us the expected fraction of the infected nodes
in total that will get a new descendant in the following
time step; multiplying by t gives us the corresponding
expected number. This argument tells us, then, that
t
∑
d
(d+ 1)Pd,t
t
= mt + 1 (S3)
is the expected number of infected nodes, in total, that
will get a new descendant in the following time step. Note
that the underlying network did not influence this last
part of the calculation.
By combining Eqs. (S1) and (S3) we find that, for the
complete graph, the expected number of new descendants
that a node with d descendants gets in time step t is
(d+ 1)Pd,t
(mt + 1)
(mt + 1) = (d+ 1)Pd,t. (S4)
This result leads us to the following master equation,
which expresses the expected gain and loss of nodes with
d descendants between time steps t and t+ 1:
(t+1)Pd,t+1−tPd,t =
{
1− P0,t for d = 0,
dPd−1,t − (d+ 1)Pd,t for d ≥ 1.
(S5)
The case d = 0 is different from other values of d since
the newly infected node will have no descendants when
it is added to the epidemic tree, thereby making the gain
term in the master equation equal to 1. An equilibrium
distribution must satisfy Pd,t = Pd,t+1 =: Pd. Applying
this condition and solving for Pd, we get:
P0 =
1
2
, Pd =
d
d+ 2
Pd−1. (S6)
From this we conclude that the distribution of the ex-
pected number of descendants on the complete graph is
Pd =
d!
(d+ 2)!
=
1
(d+ 2)(d+ 1)
. (S7)
As mentioned in the main text, keeping track of descen-
dants can be mapped to growing a network by node
copying. For the complete graph, this mapping means
that Eq. (S7) is identical to the formula for the in-degree
distribution calculated by Krapivsky and Redner [31].
In their paper on network growth with node copying,
Krapivsky and Redner derive geometrical properties of
the grown networks. We refer the interested reader to
the paper, and continue with calculating descendant dis-
tributions for other classes of networks.
CONFIGURATION MODEL AND
ERDO˝S–RE´NYI RANDOM NETWORKS
Next we analyze two families of random networks:
configuration-model networks, and Erdo˝s–Re´nyi random
graphs.
In the configuration model that we consider, each of N
nodes has a certain number of “half edges” (or “stubs”)
sticking out of it, with the number of stubs being chosen
at random from a prescribed degree distribution. The
network is then generated by connecting pairs of stubs,
chosen uniformly at random from the list of all stubs, to
make the full edges of the resulting network.
The Erdo˝s–Re´nyi networks are constructed by consid-
ering each pair of nodes independently and, with proba-
bility p, connecting that pair with an undirected edge.
2To calculate the descendant distribution for these ran-
dom networks, we use the method of the previous section.
At an arbitrary time step t ≥ 1, an infected node with de-
gree k has at least one infected neighbor (its “parent”).
If the infected node (denoted I ), or one of its descen-
dants, infects a neighbor on the next time step, then I
loses one edge over which it could infect another node.
By doing this, however, it gets a new descendant, which
might have a number of edges connecting it to suscepti-
ble nodes. If we assume that every one of the k−1 edges
that could connect an infectious degree-k node with a
susceptible node has equal probability of doing so (equal
to 1 in the infinite-network limit), and if we assume that
this probability is the same for every infected node, then
an infected node has on average (z − 2)d+ (z − 1) edges
which could connect it to susceptible nodes. Here z is
the mean degree of the network.
So the mean number of new descendants that a node
with d descendants gets when a new node is infected is
[(z − 2)d+ z − 1]Pd,t
(z − 2)mt + z − 1 (mt + 1) . (S8)
Using this result, we can write down a master equation as
we did when calculating the descendant distribution for
the spreading process on the complete graph, and solve
for a steady-state descendant distribution Pd, in the limit
of infinite network size. After some algebra (see Section
below for details, we find that
Pd =

z−2
2z−3 for d = 0,
z−2
2z−3
[
B
(
z−1
z−2 , 2
)]−1
B
(
z−1
z−2 + d, 2
)
for d ≥ 1.
(S9)
Here B(a, b) is the beta function, which declines as a−b
as a→∞ for fixed b. In our case, this means
Pd ∝ B
(
z − 1
z − 2 + d, 2
)
,
∝ d−2,
(S10)
for d  1. By invoking identities for the beta function,
we can rewrite the expression (S9) for the descendant
distribution as
Pd =
z − 1
z − 2B
(
z − 1
z − 2 + d, 2
)
, (S11)
which is the expression we list in the main text. Figure 3
in the main text collapses the simulated data on the curve
B(d˜, 2), where
d˜ := x˜(z) + d =
z − 1
z − 2 + d. (S12)
Given a simulated data point (d, Pd), this collapse is
made by plotting the data point at (d+ x˜(z), [x˜(z)]
−1
Pd)
instead.
A RING AND A SMALL-WORLD NETWORK
In both families of networks considered in the previ-
ous section, the edges are created according to a ran-
dom procedure, and the resulting descendant distribu-
tions show the inverse-square scaling mentioned in the
main text: Pd ∝ d−2 for large d. The question naturally
arises whether this scaling law holds in complete gener-
ality, or whether it is restricted to certain networks, and
if so, what conditions imply it.
It is easy to see that simple non-random graphs can
display different limiting behavior for Pd. For example,
consider a one-dimensional ring in which every node has
only two neighbors, one to its left and one to its right.
Then we can write down the descendant distribution im-
mediately. Starting the contagion at a single seed, in
each time step there will be exactly one possibility for
the process to spread on the right hand side of the seed,
and one possibility to spread on the left hand side. The
resulting distribution of descendants in a ring consisting
of N nodes is
Pd = N
N∑
L=0
[
Θ (d ≤ L− 1)PL + Θ (d ≤ N − L+ 1)PL
]
,
(S13)
where N is a normalization constant, Θ(x) is the Heavi-
side function equal to 1 if x ≥ 0 and 0 otherwise, and PL
is the probability of the contagion process spreading ex-
actly L times to the left along the periphery of the ring,
given by
PL =
(
N
L
)(
1
2
)N
. (S14)
Another natural question to ask is then: How random
does a network have to be to show the limiting behav-
ior Pd ∝ d−2 seen earlier? In the rest of this section
we analytically estimate the descendant distribution for
the contagion process on small-world networks. Specif-
ically, suppose the small-world networks are Newman-
Watts small-world networks in which all nodes are con-
nected to their two immediate neighbors on a ring lattice,
and each node gets a shortcut to a neighbor chosen uni-
formly at random with probability p.
First, we must estimate the expected number of new
descendants that a node with d descendants gets when a
node gets infected. If the underlying network was sim-
ply a ring and no shortcuts had been added, every node
would have equal chance of getting new descendants.
This changes when the shortcuts are inserted: For each
descendant a node has, the chance that one of its descen-
dants has a shortcut increases. If the infection traverses
such a shortcut link successfully, it can spread both to the
right and to the left in this newly discovered part of the
network. Hence, two more boundaries between infectious
nodes and susceptible nodes have been created, and ev-
ery node that has descendants on this boundary now has
3a higher chance of getting more descendants. This effect
alters the expected number of descendants received by a
node with d descendants when a new node gets infected.
The expected number now becomes
Pd,t(1 + 2p(d+ 1))
1 + 2p(mt + 1)
(mt + 1). (S15)
Here the first term represents the shortcut-independent
probability that every node has to get a new descendant,
and the terms that are proportional to p correspond to
the increased probability of getting new descendants that
nodes get via shortcuts. With this, we can write down
the master equation as for the complete graph and the
random graphs of the section above. After some algebra
(see Section below for details), we find
Pd =

2p
1+4p for d = 0,
2p
1+4p
[
B
(
2p+1
2p , 2
)]−1
B
(
2p+1
2p + d, 2
)
for d ≥ 0.
(S16)
For large d, this analytical solution declines as
Pd ∝ B
(
2p+ 1
2p
+ d, 2
)
, (S17)
∝ d−2. (S18)
In Fig. 1 of this Supplemental Material, we see that
the analytical solution is indeed in qualitative agreement
with the simulations.
NETWORKS WITH BLOCK STRUCTURE
In the previous section, we provided analytical results
for the descendant distribution arising from spreading in
small-world networks. In the small-world network, the
probability of a nodes having a shortcut, p, was crucial
– with probability p, a newly infected node would open
two new fronts of contagion transmission in another part
of the network.
The same idea lets us calculate the descendant distri-
bution arising from contagion in networks with a block-
like structure. The network we consider consists of
“blocks”. In each block, nodes are connected to each
other and have average degree z. The blocks could for
example be Erdo˝s–Re´nyi graphs or configuration-model
graphs. In each of these n blocks, every node has proba-
bility p of receiving an additional edge leading to a node,
chosen uniformly randomly, from the set of nodes located
in other blocks.
We have already established that in a network with
mean degree z, an infectious node with d descendants
has on average (z − 2)d + z − 1 edges which could con-
nect itself or its descendants to susceptible nodes. This
expression came from the fact that a node getting one
additional descendant trades one edges potentially lead-
ing to susceptible nodes, while it gains z − 1 new such
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FIG. S1. Descendant distributions of an SI contagion
process on Newman-Watts small-world networks. The
networks are created by starting out with a ring in which
every node is connected to its two nearest neighbors, and
then connecting each node with probability p to another node
chosen uniformly at random [34]. The resulting descendant
distributions, plotted here for networks of size N = 104 nodes,
show the same scaling behavior discussed in the main text:
the distribution Pd decays in proportion to d
−2 for large d,
followed by a finite-size cutoff. We simulate the system for
two values of p and plot the resulting descendant distributions
Pd along with the analytical approximation (S16) derived in
Section .
edges. In the network with block-like structure, this is
still true for spreading constrained to a single block.
If each node has probability p of having an edge leading
to a different block, infections traversing such an edge
would provide, on average, z edges to susceptible nodes
in the new block. This is one more edge than would be
gained by spreading internally in the block. Because a
node with d descendant could gain access to trans-block
edges through itself or one of its descendants, such a node
with d descendants has on average (z−2)d+z−1+p(d+1)
edges which could connect itself or its descendants to
susceptible nodes.
By repeating our calculating from Eq. (S8), we get the
following expression for the descendant distribution in
the network with blocks,
Pd =
z − 1 + p
z − 2 + pB
(
z − 1 + p
z − 2 + p , 2
)
. (S19)
One again, the tail of the descendant distribution follows
an inverse-square law.
4SCALING LAW AND ITS BREAKDOWN
We have studied the descendant distributions for sim-
ple contagion on various classes of networks: complete
graphs, configuration-model networks, Erdo˝s–Re´nyi net-
works, and small-world networks. In each case we proved
that the descendant distributions decline as a power law
with exponent −2 for large d. What structural feature
accounts for this scaling law?
One thing that is true for all these graphs is that the
probability of a node getting more descendants is linearly
proportional to the number of descendants the node al-
ready has. In other words, the expected number of de-
scendants received by a node with d descendants, when
a new node gets infected, is of the form
Pd,t (c+ fd)∑
d Pd,t (c+ fd)
(mt + 1) =
Pd,t (c+ fd)
c+ fmt
(mt + 1) ,
(S20)
for c, f > 0. We will now show that this condition, along
with mt →∞ as t→∞, is sufficient to make the result-
ing distribution of the number of descendants decline as
a power law with exponent −2 for large d. The con-
dition mt → ∞ is true for all the classes of random
graphs we have examined, since the decreased number
of edges compared to the complete graph decreases the
interface between susceptible and infectious nodes. This
makes the probability of nodes with many descendants
getting additional descendants increase compared to the
spreading process on the complete graph. Because mt
diverges for the complete graph, mt also diverges for
the random graph in question by the comparison test.
As mt → ∞, the right hand side of equation (S20) ap-
proaches Pd,t(c/f + d).
As in Section 1, this line of reasoning leads us to the
master equation, which expresses the expected gain and
loss of nodes with d descendants between time steps t
and t+ 1:
(t+1)Pd,t+1−tPd,t =

1− Pd cf for d = 0,[
Pd−1,t
(
c
f
+ d− 1
)
−Pd,t
(
c
f
+ d
)] for d ≥ 1.
(S21)
Looking for steady-state solutions Pd,t+1 = Pd,t =: Pd,
we obtain
P0 =
f
f + c
, Pd =
c/f − 1 + d
1 + c/f + d
Pd−1, (S22)
where the expression for Pd is valid for d ≥ 1. Denoting
c/f − 1 =: α, we can use the recursive nature of the
expression to rewrite Pd as follows:
Pd = P0
d∏
λ=1
α+ λ
α+ 2 + λ
= P0
Γ(α+ 3)Γ(α+ d+ 1)
Γ(α+ 1)Γ(α+ 3 + d)
. (S23)
If we increase the terms of the fraction by a factor of
Γ(2), and use the relation between gamma functions and
beta functions, Γ(x)Γ(y)/Γ(x+ y) = B(x, y), we get
Pd =
f
f + c
[B(α+ 1, 2)]
−1
B(α+ d+ 1, 2), (S24)
=
c
f
B
(
c
f
+ d, 2
)
. (S25)
The final step was made by inserting the value of α and
evaluating B(c/f, 2) = f2/[c(c + f)]. The asymptotic
behavior for large d is
Pd ∝ (c/f + d)−2
∝ d−2. (S26)
Therefore, if the probability of getting more descendants
increases linearly with the number of descendants a node
already has, the descendant distribution will decline as
d−2 for large d. If we interpret the number of descen-
dants of an infected node as a volume, and the interface
separating infectious and susceptible nodes as a surface
area, the descendant distribution will show the observed
scaling if the surface area and the volume increase equally
fast (proportional to d); in other words, if the network is
infinite dimensional.
On this basis, we also expect that the d−2 scaling
should break down for networks whose dimensionality
remains finite as the number of nodes tends to in-
finity. Such networks include one-dimensional chains,
two-dimensional grids, and three-dimensional lattices.
Indeed, simulations of the model contagion on two-
dimensional square grids support this prediction: descen-
dant distributions deviate significantly from the d−2 scal-
ing, as shown in Fig. 2 in this Supplemental Material.
SCALE-FREE NETWORKS
Networks with heavy-tailed degree distributions have
received much attention [30, 52–54]. These heavy-tailed
degree distributions can give rise to interesting dynam-
ics in relation to contagion, for example a disappearing
epidemic threshold [8]. We simulate 104 instances of the
simple SI contagion process spreading on three different
configuration-model scale-free networks. We drew be-
tween 11, 000 and 13, 000 degree values from probability
distributions declining proportional to k−α (with cutoff
at k = 3 · 104). We then selected a seed uniformly at
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FIG. S2. Descendant distributions of an SI conta-
gion process on two-dimensional square grids with
periodic boundary conditions. The networks consist of
N = 992 nodes, and 103 random realizations of the spread-
ing process were simulated. Because the underlying network
is two-dimensional rather than infinite-dimensional, the re-
sulting descendant distributions do not show the scaling law
discussed in the main text: the distribution Pd does not decay
in proportion to d−2 for large d.
random from the nodes located in the largest connected
component, let 2, 000 nodes become infected, recorded
the descendant distribution, and repeated this process
103 times. For the values α ∈ {−1.5,−1.7,−1.8} the
largest connected component consisted of no less than
104 nodes. Figure S3 compares the resulting descendant
distributions to the analytical solution obtained for the
complete graph.
Interestingly, the descendant distributions look qual-
itatively different from those studied in the main text,
where all the networks lacked hub-like structure. Here,
for the three scale-free networks, all three distributions
seem to decline slowly for small values of d before eventu-
ally declining more rapidly. Furthermore, as the degree
exponent α becomes more negative, it takes longer for
the distribution to converge to the faster decline, and the
transition seems to happen close to where the simulated
distributions intersect with the analytical solution for the
complete graph. Understanding this seeming crossover
behavior in detail would be an interesting future direc-
tion for research. How exactly does hub structure de-
crease the effective dimension of networks?
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FIG. S3. Descendant distributions for an SI process on
scale-free networks with different exponents in the de-
gree distribution. We constructed scale-free networks with
degrees drawn from power-law probability distributions with
three different exponents (see figure legend). We started a
contagion at a random seed node, and let exactly 2000 nodes
get infected. Then we stopped the spreading, obtained the
descendant distribution for the realization, and started a new
simulation with a seed chosen uniformly at random. The de-
cline in the distribution occurs slowly at first, and then more
rapidly, revealing an apparent crossover. The resulting de-
scendant distributions take longer to cross over to the inverse-
square decline if the degree exponent is more negative.
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