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ABSTRACT 
 
 This paper presents an integrated framework to design a flexible multi-stage 
telecommunication satellite configuration deployment strategy considering the uncertainties in 
the evolution of the areas of interest over time. The constructed stochastic demand model 
considers multiple possible scenarios for the evolution of the areas of interest with probabilities 
based on the market share growth in each area. The optimization aims to find each stage’s design 
with minimum expected lifecycle cost considering all possible scenarios. Each stage of the 
constellation, assumed to be Flower constellation with circular orbits, provides a regional 
coverage of the current area of interest as well as additional coverage for the potential future 
areas of interest. The proposed multi-stage satellite constellation enables the constellation 
designer to react flexibly and efficiently to the uncertain future expansion of the areas of interest. 
A case study reveals a reduction in the expected lifecycle cost for an optimized system compared 
with the all-in-single-stage system and global coverage constellation.  
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CHAPTER 1 
INTRODUCTION 
 
Recently, many plans have been paroposed to provide global broadband services with 
hundreds and even thousands of satellites in non-geostationary orbit (NGSO) beyond the 
conventional satellite services. OneWeb has proposed to set up a constellation with 720 
satellites in low Earth orbit (LEO) and aims to provide a low latency broadband access as 
early as 2019. Moreover, SpaceX and Boeing have filed a frequency licensing with the 
Federal Communications Commission (FCC) for their planned telecommunication services 
with 4,425 and 2,956 satellites, respectively. In the traditional approach, system engineers 
aim to deploy mega-constellations to provide a global coverage and meet a predicted 
demand. However, this strategy requires having tremendous financial resources and can 
reveal risky, as the conceptualization and the development of satellite constellation system 
usually extend for a long period of time, increasing the likelihood for the market and the 
business to undergo changes. As seen in the cases of Iridium and Globalstar, which each 
filed for bankruptcy in 1999 and 2002, respectively, deploying for the full-operational-
capability configuration for a global coverage within a relatively short period of time could 
lead to economic failure. A flexible approach of staged deployment of telecommunication 
satellite constellation has been proposed by de Weck et al.;1 however, this study aimed to 
achieve a global coverage which may result in inefficiencies caused by potentially 
unprofitable service to the areas where demand is highly uncertain. 
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This paper aims to propose a more cost-effective staged deployment strategy for 
telecommunication satellite constellation by considering the uncertainties in the evolution 
of the areas of interest. Starting from a particular area of interest with a constant high 
demand, the system can be further upgraded with the introduction of new stages of satellites 
to cover new areas of interest as more information about the demand becomes available; 
thus, the system adapts to the evolution of the spatial demand. The initial stage is designed 
with consideration of adaptability to the future areas of interest that are uncertain by the 
time of the first stage design. This strategy is expected to provide flexibility to the system 
against the uncertain evolution of the areas of interest. 
 
1.1 Literature Review 
Many past studies have been conducted on the topic of systematic patterns of satellites. 
Classical NGSO constellation types include polar constellations and Walker-Delta 
patterns, which are designed based on the relative positions of the satellites in the Earth-
Centered Inertial frame (ECI). 2  Mortari et al. introduced the concept of Flower 
Constellations which constrain all the satellites to be on the same 3D trajectory in the Earth-
Centered Earth-Fixed frame (ECEF).3 Recent studies have explored the possibility of 
Flower Constellations for multiple applications, including telecommunications for global 
and regional coverage. 
Uncertainties in demand have been a driving factor for new types of constellation 
design. De Weck et al. proposed a concept of “architecture paths” to the final configuration, 
in which the system is deployed with an initial configuration with low capacity and 
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gradually expands as the uncertainties in the demand are resolved. This approach considers 
a staged deployment with built-in flexibility to adapt the system to the demand evolution. 
However, de Weck et al. considered a global coverage for all stages, including the initial 
stage providing a uniform low capability. This does not appear to be the most profitable 
deployment strategy considering the non-uniform and uncertain demand over the globe; 
some areas may be highly concentrated with a constantly high demand, whereas others 
may have a low or largely uncertain demand. A more profitable strategy would be to launch 
each stage of the constellation to provide service over different areas, starting from the 
regions with a high and least uncertain demand. 
Another relevant concept was proposed by Paek regarding the reconfigurable satellite 
constellation between the global and local modes to consider different areas of interest for 
Earth observation.4 This concept can provide a flexible constellation for different areas of 
interest. However, the reconfigurability of satellite constellation highly relies on the 
maneuvering capability of the satellites and the fuel consumption can be prohibitive if 
multiple reconfigurations are required over the lifecycle.5 
Chan et al. tackled the idea of a hybrid constellation design, using multiple layers and 
mixed circular-elliptical orbits, to make up for the asymmetry lying in the demand. Starting 
from a backbone LEO constellation, the system further adapts to growing demand areas by 
adding elliptical constellations. 6  Nonetheless, the optimization of the backbone 
constellation has not been addressed to integrate into the overall hybrid model. 
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Figure 1. Multi-Stage Satellite Constellation Problem and the Problem of Interest 
In response to the above background, this paper proposes an integrated framework to 
perform an optimization of a staged deployment strategy without reconfiguration (see 
Figure 1). The satellites are assumed to be fixed at their initial orbit and cannot be 
reconfigured when the new stage of the constellation is introduced. The framework 
accounts for the uncertainties lying in the areas of interest and optimizes the expected 
lifecycle cost over multiple possible scenarios of evolution of areas of interest. The 
resulting optimization can provide a flexible design of the telecommunication constellation 
deployment strategy under the uncertainties in the areas of interest. The expected form of 
the system is an asymmetric multi-layered constellation. 
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CHAPTER 2 
SYSTEM FRAMEWORK 
 
2.1 Overview 
The optimization problem considered in this framework optimizes the constellation 
staged deployment strategy considering all possible demand scenarios. The objective 
function is to minimize the expected lifecycle cost over all possible scenarios considering 
the manufacturing and the launch cost of the system. The design vector comprises of design 
variables of all stage-scenario combinations to concurrently optimize the system under the 
demand uncertainty. The scenarios are defined based on possible evolutions of areas of 
interest derived from the stochastic demand variation. The areas of interest are the local 
areas above which continuous full coverage is required. Each stage satellites form a 
specific constellation and guarantee a continuous coverage over the specified area of 
interest of the same stage. More areas of interest can be added over time as the demand in 
those areas grows; however, we do not know the exact evolution of areas of interest because 
the demand variation over time is uncertain and thus assumed to be a stochastic process. 
The aim is to find the constellation design that is flexible enough to effectively respond to 
all possible demand scenarios. 
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Figure 2. System Framework with Corresponding Work Environment 
The system framework integrates a demand model along with constellation coverage 
computation and propulsion modules to account for an uncertain expansion in the areas of 
interest. The interactions between the different modules are described in Figure 2. The 
demand model is established to geographically segment the broadband market based on a 
stochastic forecast of demand and outputs the most desired service area of interest in the 
form of low-resolution grids. The constellation module designs the architecture of the 
system in the form of a multi-layered Flower constellation. The first stage configuration is 
arranged to provide a high flexibility to face underlying uncertainties in the subsequent 
stages. The second stage takes advantage of satellites in the first-stage configuration, and 
new satellites to launch serve as a complement of the first stage satellites to provide 
 7 
continuous coverage over the second area of interest. The nth stage finally relies on satellites 
launched from stages 1 to n to design the nth launch system architecture. For this paper, a 
two-stage non-reconfigurable satellite constellation deployment problem is explored as a 
simplified version of the multi-stage limited-reconfigurable problem. Finally, the 
propulsion module determines the necessary ∆V to perform the mission given a specific 
system’s configuration. It further serves to determine the related cost adjoining the 
deployment of the constellation. 
For the purpose of this paper, the main focus is put on achieving continuous coverage 
over areas of interest and other mission-driven factors are neglected. Although the 
communication performances (e.g. capacity, data rate, etc.) are typically coupled with 
orbital and constellation configuration, this paper does not consider communication 
performance as an objective function. 
 
2.2 Demand Model 
The demand model, as illustrated in Figure 3, is composed of both the static (spatial) 
and dynamic (temporal) modeling of the demand. The static modeling is responsible for 
the identification of the areas of interest with high demand at the time of the first stage 
deployment. In addition to the static modeling of demand, the dynamic modeling 
stochastically forecasts the demand of these regions via Geometric Brownian Motion 
(GBM). The demand model then performs the Monte Carlo simulation to generate the 
probability distribution of different scenario outcomes. 
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Figure 3. Overview of Demand Model 
The static demand model, identified in the left gridded box in Figure 3, takes gridded 
geospatial economic data that are processed to provide insights into the demand 
distribution of broadband market by the time of the first stage deployment. To generate the 
demand distribution, the gridded world population and gross domestic product adjusted for 
purchase power parity (30"-by-30" and 1˚-by-1˚ in latitude-by-longitude resolution, 
respectively) are reduced to 10˚-by-10˚ low-resolution and combined to construct the static 
demand model.7,8,9 These open-licensed data are obtained from Socioeconomic Data and 
Applications Center (SEDAC). The low-resolution static demand model, shown in Figure 
4, provides a rational estimation of the main regions of high demand to national and sub-
continental levels. 
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Figure 4. Static Demand Distribution Model 
The demand distribution model estimates the demand within the latitude range of 70˚S–
70˚N and the longitude range of 180˚W–180˚E; the retrieved purchase power parity data 
were unavailable beyond ±70˚ latitude and thus were omitted. The demand distribution 
map shown in Figure 4 is normalized and therefore the summation of all demand grids (in 
a total of 504 grids) is one.9 
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� 𝐷𝐷𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 1504
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺=1
 (1) 
For this paper, Japan (four main islands–Hokkaido, Honshu, Shikoku, and Kyushu, but 
excluding other smaller and distant islands) is selected as the first stage’s area of interest. 
This selection does not only provide a case study for a business starting in a small area and 
expanding it to larger areas but also reflects a reasonable real-life example starting from 
one of the constantly high demand regions in the world. 
There are three other regions of high demand, Contiguous United States (CONUS), 
European Union (here we will simply refer to it as Europe as the boundary of European 
Union covers most of the European continent excluding European Russia), and India, are 
identified as suitable considerations for the subsequent stages. At the time of the first stage 
deployment, these three regions share approximately 43% of the total market demand 
distribution. Moreover, the selection of these three regions provides a few interesting 
features from a geographical perspective. The centroids of CONUS and Japan share about 
the same latitude of 37˚N. Europe has its centroid location farthest from Japan and is 
positioned at a higher latitude than Japan. Meanwhile, India is the closest to Japan and 
located more closely to the equator. 
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Figure 5. Staged Deployment Scenarios 
Figure 5 illustrates a possible combination of scenarios based on the output from the 
static demand model. There are six scenarios in total, from scenario 1 to 6, in five stages. 
The uncertainties lie between the first and the third stage; beyond the third stage, the rest 
of areas of interest become certain. Thus, the staged deployment problem identified in this 
paper consists of the uncertainties in the early phase (first two stages) and the certainties in 
the later phase (last three stages). This paper focuses only on the uncertainty phase and 
introduces a stochastic optimization methodology by considering the first two stages. The 
two-stage problem provides a simpler but yet full representation of the optimization 
methodology. 
The computational scalability of this model depends on two major factors—the number 
of areas of interest and the number of stages. The number of scenarios grows as the factorial 
of the number of regions. For example, given the current assumption of three uncertain 
areas of interest, there exist total six scenarios possible as depicted in Figure 5. The number 
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of stages is equal to the total number of areas of interest plus the last global stage. However, 
the number of stages can be arbitrarily chosen as it depends on the user definition of stage 
(e.g. one may choose not to provide a global coverage at the last stage). 
The dynamic model, in the right gridded box in Figure 3, takes the initial demand in 
each of area of interest, which is quantitated by the static model, and uses the discrete-time 
Geometric Brownian Motion to forecast the demand by the time of second stage 
deployment, which is set to 5th year in this paper. The GBM is commonly used to model 
stock price as illustrated by Eq. (2). 
∆𝑆𝑆
𝑆𝑆
= 𝜇𝜇∆𝑡𝑡 + 𝜎𝜎𝜎𝜎√∆𝑡𝑡 (2) 
In this paper, the stock price is replaced with the demand: S is the demand for 
communication services, µ is the expected return, σ is the volatility, ε is the random 
variable, and ∆𝑡𝑡  is the discrete-time step, which is set to one month. The volatility 
parameter scales the uncertainty in the market, whereas the random variable models the 
unpredictable events occurring in the market following the normal distribution. 
The GBM parameters for stochastic demands of each area of interest can be determined 
based on the World Bank data on telephony such as Internet usage including mobile 
cellular subscriptions, individuals using the Internet, fixed broadband subscriptions, and 
fixed telephone subscriptions.* In our analysis, these parameters are defined as follows: the 
data for CONUS  (µ=0.08, σ=0.4 per annum) is based on de Weck et al’s setting.1 Europe 
ranks the highest in all World Bank data indices and thus identified as a low-volatile market 
                                                     
* http://data.worldbank.org/indicator/IT.CEL.SETS.P2?view=map&year_high_desc=false. Accessed 1 May 2017 
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with the low expected return for the new service due to the existing infrastructure for 
communications (µ=0.04, σ=0.2 per annum). However, India shows the lowest usage of 
voice communications and Internet and has a growing potential; meaning that high return 
is expected once the service is established, but highly volatile as the demand for 
communication service is highly uncertain compared to CONUS and Europe (µ=0.10, 
σ=0.6 per annum). 
Each scenario, designated as A (Japan–CONUS), B (Japan–Europe), and C (Japan–
India), has a probability of being selected based on the Monte Carlo simulation of the 
stochastic process via Geometric Brownian Motion. In order to grant the probability to 
each scenario, the Monte Carlo analysis of 10,000 simulations is conducted, resulting in 
the demand shares within the confined market. The result of the simulations indicates that 
scenario A, B, and C have scenario selection probabilities of 31%, 40%, and 29%, 
respectively. 
 
2.3 Constellation Coverage Computation Module 
This paper considers a Flower constellation configuration for each stage-scenario 
combination, thus the overall outcome of the optimization would form a multi-layered 
Flower constellation. The effectiveness of the Flower constellation has been demonstrated 
for both global and regional services thanks to its capability to construct a common 
repeating ground track.3 
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The Flower constellation is defined as a set of 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠 satellites following the same (closed) 
trajectory with respect to a rotating frame. For this paper, ECEF frame is considered. The 
three conditions to construct the Flower constellation are as follows:3,10,11 
CONDITION 1. The orbital period of each satellite is a rational multiple of the period 
of rotating frame. 
CONDITION 2. The semi-major axis, eccentricity, inclination, and argument of 
perigee are identical for all the satellite orbits. 
CONDITION 3. The mean anomaly, 𝑀𝑀𝑘𝑘, and the right ascension of ascending node 
(RAAN), 𝛺𝛺𝑘𝑘, of each satellite (𝑘𝑘 = 1, … ,𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠) satisfy 
𝑁𝑁𝑃𝑃𝛺𝛺𝑘𝑘 + 𝑁𝑁𝐷𝐷𝑀𝑀𝑘𝑘 = constant mod(2π) (3) 
where 𝑁𝑁𝑃𝑃 is the number of revolutions in a given period and 𝑁𝑁𝐷𝐷 is the number of sidereal 
days completed by the Earth during the same period. 
In this paper, we assume to utilize only the circular orbits, thus the eccentricity and the 
argument of perigee are set to zero. Moreover, the semi-major axis and the inclination are 
assumed to be identical within each stage. These assumptions ensure that each stage 
satisfies CONDITION 2 of the original Flower constellation theory. 
The ground track of a satellite is defined as its path (or the projection of its orbit) on the 
surface of the Earth. Repeating ground track (RGT) orbits, or also known as compatible 
(or resonant) orbits in the original Flower constellation theory, offer a special pattern in the 
orbit design that will allow the ground track to repeat exactly periodically. This type of 
orbit is particularly of interest to revisit a target area on Earth on a regular basis and has 
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shown to provide better coverage performance with a fewer number of satellites than non-
repeating ground tracks orbits for regional coverage.12 Considering the ECEF frame, an 
RGT orbit is achieved when the nodal period of the satellite (𝑇𝑇𝑆𝑆) is matched with the nodal 
period of Greenwich (𝑇𝑇𝐺𝐺):4 
𝑁𝑁𝑃𝑃𝑇𝑇𝑆𝑆 = 𝑁𝑁𝐷𝐷𝑇𝑇𝐺𝐺 (4) 
The RGT period ratio, τ, defined as a ratio of 𝑁𝑁𝑃𝑃/𝑁𝑁𝐷𝐷, can be deduced from the elements 
of the orbit: 
𝜏𝜏 =  𝑁𝑁𝑃𝑃
𝑁𝑁𝐷𝐷
=  𝑇𝑇𝐺𝐺
𝑇𝑇𝑆𝑆
=  ?̇?𝜔 + ?̇?𝑀
𝜔𝜔𝐸𝐸 − Ω̇
 (5) 
where 𝜔𝜔𝐸𝐸  is the rotation rate of the Earth, ?̇?𝜔 is the drift rate of the argument of perigee, ?̇?𝑀 
is the perturbed mean motion, Ω̇  is the nodal regression rate. Considering the 𝐽𝐽2 
perturbations caused by the non-spherical nature of the Earth, each term in Eq. (5) can be 
derived as follows: 
?̇?𝑀 = 𝑛𝑛 �1 + 𝑐𝑐𝑚𝑚
𝑎𝑎2
� (6) 
Ω̇ = 𝑛𝑛 𝑐𝑐Ω 𝑎𝑎2 + 𝑐𝑐𝑚𝑚𝑎𝑎4  (7) 
?̇?𝜔 = 𝑛𝑛 𝑐𝑐𝜔𝜔 𝑎𝑎2 + 𝑐𝑐𝑚𝑚𝑎𝑎4  (8) 
with the following parameters: 
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𝑛𝑛 = �𝜇𝜇𝐸𝐸
𝑎𝑎3
 (9) 
𝑐𝑐𝑚𝑚 =  3 4 � 𝐽𝐽2 � 𝑅𝑅𝐸𝐸1 − 𝑒𝑒2�2 (2 − 3 sin2 𝑖𝑖 ) �1 − 𝑒𝑒2 (10) 
𝑐𝑐Ω =  −3 2 � 𝐽𝐽2 � 𝑅𝑅𝐸𝐸1 − 𝑒𝑒2�2 cos 𝑖𝑖 (11) 
𝑐𝑐𝜔𝜔 =  3 4 � 𝐽𝐽2 � 𝑅𝑅𝐸𝐸1 − 𝑒𝑒2�2 (5 cos2 𝑖𝑖 − 1) (12) 
In those equations, 𝑖𝑖 and 𝑒𝑒 are the inclination and eccentricity, respectively, 𝜇𝜇𝐸𝐸 is the 
standard gravitational parameter for Earth (𝜇𝜇𝐸𝐸 = 398,600.4418 km3/s2), 𝐽𝐽2 is the zonal 
harmonic coefficient describing the Earth’s oblateness (𝐽𝐽2 = 0.001086269), and 𝑅𝑅𝐸𝐸  is the 
radius of Earth (𝑅𝑅𝐸𝐸 = 6378.137 km). 
Using Eqs. (5)–(12), for a given set of 𝑁𝑁𝑃𝑃,𝑁𝑁𝐷𝐷 , 𝑒𝑒, and 𝑖𝑖, the semi-major axis, a, of an 
RGT orbit can be derived using the Newton-Raphson method presented by Bruccoleri.13 
By substituting Eqs. (6)–(12) into Eq. (5), we can define the following function. 
𝑓𝑓(𝑎𝑎) = 𝑁𝑁𝑃𝑃𝜔𝜔𝐸𝐸 − 𝑛𝑛 �𝑁𝑁𝐷𝐷 + 𝑁𝑁𝑃𝑃𝑐𝑐Ω + 𝑁𝑁𝐷𝐷𝑐𝑐𝜔𝜔𝑎𝑎2 � �1 + 𝑐𝑐𝑚𝑚𝑎𝑎2� = 0 (13a) 
The function has its first derivative: 
𝑓𝑓′(𝑎𝑎) = 𝑛𝑛2𝑎𝑎  �3𝑁𝑁𝐷𝐷 + 7𝑁𝑁𝑃𝑃𝑐𝑐Ω + 𝑁𝑁𝐷𝐷𝑐𝑐𝜔𝜔 + 𝑁𝑁𝐷𝐷𝑐𝑐𝑚𝑚𝑎𝑎2 + 11 𝑐𝑐𝑚𝑚(𝑁𝑁𝑃𝑃𝑐𝑐Ω + 𝑁𝑁𝐷𝐷𝑐𝑐𝜔𝜔)𝑎𝑎2 � (13b) 
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In the Newton-Raphson method, an initial guess for calculating the RGT orbit’s semi-
major axis is taken neglecting the 𝐽𝐽2  perturbation, and the semi-major axis, a, is then 
computed iteratively until desired tolerance is achieved: 
𝑎𝑎0 = �𝜇𝜇𝐸𝐸  𝑁𝑁𝐷𝐷2𝑁𝑁𝑃𝑃2𝜔𝜔𝐸𝐸23  (14a) 
𝑎𝑎𝑛𝑛+1 = 𝑎𝑎𝑛𝑛 −  𝑓𝑓(𝑎𝑎𝑛𝑛)𝑓𝑓′(𝑎𝑎𝑛𝑛) (14b) 
For each stage-scenario, there are four independent variables that dictate the shape and 
the location of the common ground track of the constellation. These variables are the 
repeating ground track period ratio, τ, inclination, i, RAAN, Ω, and mean anomaly, M, of 
a seed satellite. This seed satellite is considered as the first satellite of the constellation, 
and all other satellites (𝑘𝑘 = 2, … ,𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠) in the constellation inherit the period ratio and the 
inclination from the seed satellite, but hold independent [𝛺𝛺𝑘𝑘, 𝑀𝑀𝑘𝑘] pairs that are determined 
by the Eq. (3) given a first satellite condition of [𝛺𝛺1, 𝑀𝑀1].11 
In order to construct the constellation, the number of satellites, 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠, must be defined in 
addition to the four orbital variables introduced above. The coverage computation module 
is constructed to compute the minimum number of satellites required to provide a 
continuous coverage over the entire area of interest (100% coverage) given a set of seed 
satellite’s orbital elements. The coverage computation module implements a while-loop-
based iterative method for this computation—starting from one satellite, the coverage 
computation module increments the number of satellites by one and computes the overall 
percentage coverage over the target. The iterative method halts as soon as 100% coverage 
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is achieved and outputs the minimum number of satellites required for that given set of 
seed satellite orbital elements. There is no maximum number of satellites set for the 
iterative method and the only case where the coverage computation module throws an 
infeasible result is when the seed satellite has no access with at least one target point, 
meaning adding more satellites on the same ground track as the seed satellite ground track 
will not make the target accessible. 
For our simulation, 𝑁𝑁𝐷𝐷  is assumed to be 1, meaning that the RGT will repeat every 
sidereal day if all other perturbations than 𝐽𝐽2  are ignored. This assumption was made 
because of the computational efficiency for simulation; the constellation coverage 
computation only needs to propagate all the satellites for one sidereal day to simulate the 
whole lifecycle. Moreover,  𝑁𝑁𝐷𝐷 = 1 captures a fair amount of altitude diversity when it is 
compared with real-life NGSO systems. For example, OneWeb proposed an altitude of 
1,200 km for their satellite constellation; this approximately corresponds to 𝑁𝑁𝑃𝑃/𝑁𝑁𝐷𝐷 =13/1 ≈ 1,248 km. O3b’s constellation is currently operating at an altitude of 8,000 km 
and this also approximately corresponds to 𝑁𝑁𝑃𝑃/𝑁𝑁𝐷𝐷 = 5/1 ≈ 8,041 km. Note that 𝑁𝑁𝐷𝐷 can 
be easily extended beyond the value of 1 for a greater altitude diversity. 
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Figure 6. Designated target points vs. actual areas of interest. 
An efficient computation of the coverage over the areas of interest usually requires the 
areas to be transformed into a set of gridded target points with a particular 
latitude/longitude resolution. The more the number of target points, the more the accuracy 
of the coverage estimation, but the longer the computation time. In order to achieve 
sufficient fidelity in coverage computation with reasonable computation time, the areas of 
interest are gridded out with target points in a 4˚-by-4˚ resolution. This has resulted in a 
total of 75 target points—Japan, CONUS, Europe, and India each having 2, 41, 20, and 12, 
target points, respectively. Figure 6 shows the areas of interest and the target points used 
in the simulation. When all the target points within the area of interest are continuously 
covered by the satellites, then the whole area of interest is considered to be continuously 
covered. The results from this approximation methods are validated against the higher-
fidelity results from the Systems Tool Kit (STK) by AGI, Inc.; the difference in the average 
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percentage coverage between the developed coverage computation module and the STK 
coverage definition tool is within 1%.  
In the process of the coverage computation, the accesses between the satellites and the 
target points are computed in a discretized simulation period with a time step of 60 seconds. 
For every time step, the position of the satellite is calculated in ECI coordinates (x, y, z) 
based on the orbital elements and is converted into geodetic coordinates (𝜙𝜙, 𝜆𝜆,ℎ). The 
module then determines the local elevation angle of the satellite as viewed from the target 
point; if the satellite is above the minimum elevation angle, the satellite is in an ‘access’ 
with the target point at that certain time step. When there are more than one target points 
in an area of interest, we need all the target points to be in an access with one or more 
satellites for its coverage. The coverage computation module computes access profile for 
every satellite-target-point combination and constructs an integrated access profile per area 
of interest. 
As the above methods compute the minimum number of satellites to cover an area of 
interest of the current stage, we also need to consider the evolution of areas of interest by 
computing the minimum number of additional satellites required to continuously cover the 
areas of interest of the subsequent stages. Thus, for each possible evolution scenario, when 
a new area of interest is added in the second stage, the module calculates current stage 
satellites’ coverage contribution to the new areas of interest. When there is a gap in 
coverage from the prior stage, the subsequent stage takes advantage of previous stage’s 
access profile and places additional satellite(s) to fill up the gap. 
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2.4 Propulsion Module 
The propulsion module is mainly responsible for the satellite design by estimating the 
satellite dry mass based on a constructed scalable parametric model and the required 
propellant mass based on the ∆V budget analysis. The scalable data-driven parametric 
model, derived via fitting a second order power function to the retrieved data points from 
Springmann and de Weck, 14 takes a single input of satellite altitude, h, and then outputs 
the satellite dry mass, 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑  (see Eq. (15)). Although the model poses a limitation in 
estimating the satellite dry mass by being solely dependent on the altitude, which in reality 
depends on many other system parameters such as payload power, antenna size, etc., the 
parametric model is sufficient to provide a general trend in the satellite dry mass as a 
function of altitude. 
𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑 =  325.4ℎ0.255 − 1339.9 (15) 
The ∆V budget estimation is based on the following orbital concept of operations. All 
system satellites are assumed to be launched from Cape Canaveral, Florida, USA and 
separated from the launch vehicle at a circular parking orbit altitude of 185 km and 
inclination of 28.5˚. To insert the satellite into the desired orbit, an upper stage apogee kick 
motor (AKM) is used and jettisoned after the insertion. The orbital insertion maneuvers by 
the AKM includes multiple Hohmann transfer burns and a single impulse burn for an 
inclination change to finalize the destined orbit. Please note that the following Hohmann 
transfer ∆V budget calculations are generalized to both circular and elliptical orbits. 
 22 
∆𝑉𝑉ℎ𝑜𝑜ℎ𝑚𝑚𝑠𝑠𝑛𝑛𝑛𝑛 = ��𝜇𝜇𝐸𝐸 � 2𝑅𝑅𝐸𝐸 + ℎ0 − 1𝑎𝑎𝐻𝐻1� − � 𝜇𝜇𝐸𝐸𝑅𝑅𝐸𝐸 + ℎ0�
+ ��𝜇𝜇𝐸𝐸 � 2𝑅𝑅𝐸𝐸 + ℎ𝑝𝑝 − 1𝑎𝑎𝐻𝐻2� − �𝜇𝜇𝐸𝐸 � 2𝑅𝑅𝐸𝐸 + ℎ𝑝𝑝 − 1𝑎𝑎𝐻𝐻1�� 
(16) 
∆𝑉𝑉𝐺𝐺𝑛𝑛𝑖𝑖𝑖𝑖𝐺𝐺𝑛𝑛𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛 = �2� 𝜇𝜇𝐸𝐸𝑅𝑅𝐸𝐸 + ℎ𝑝𝑝 sin �𝑖𝑖 − 𝑖𝑖02 �� (17) 
∆𝑉𝑉𝑠𝑠𝑘𝑘𝑚𝑚 = ∆𝑉𝑉𝐺𝐺𝑛𝑛𝑠𝑠𝑖𝑖𝐺𝐺𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛 = ∆𝑉𝑉ℎ𝑜𝑜ℎ𝑚𝑚𝑠𝑠𝑛𝑛𝑛𝑛 + ∆𝑉𝑉𝐺𝐺𝑛𝑛𝑖𝑖𝑖𝑖𝐺𝐺𝑛𝑛𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛 (18) 
where 𝑖𝑖0 is the initial inclination of 28.5˚, ℎ0 is the altitude of the parking orbit, 𝑖𝑖 is the 
inclination of the desired orbit, 𝑎𝑎𝐻𝐻1 is the semi-major axis of the first Hohmann transfer 
orbit, 𝑎𝑎𝐻𝐻2 is the semi-major axis of the desired orbit, and ℎ𝑝𝑝 is the perigee altitude of the 
desired orbit. 
Once the AKM delivers the satellites to the intended operation orbit, the satellites 
consume their onboard propellant for decommissioning only. The stationkeeping due to 
atmospheric drag is essentially ignored as the altitude of interest primarily lies in the 
medium Earth orbit (MEO); this is also constrained by a minimum perigee altitude in the 
optimization setting. The decommissioning of the satellites can happen in two different 
strategies—a controlled de-orbiting of the satellites to Earth via a series of multiple 
Hohmann transfers or a transfer to a circular disposal orbit of radius being 1.1 times higher 
than the apogee of the operation orbit for collision avoidance with other space systems. 
The selection of the appropriate decommission strategy is primarily dependent on the 
altitude of the satellite operational orbit. For satellites above 1,500 km of altitude, the 
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satellites are encouraged to be placed in a higher disposal orbit, while the satellites under 
1,500 km are assumed to de-orbit to avoid potentially hazardous interference with other 
satellites in LEO band.15 
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖 = ��𝜇𝜇𝐸𝐸( 2𝑅𝑅𝐸𝐸+ℎ𝑎𝑎 − 1𝑠𝑠𝐻𝐻3) −�𝜇𝜇𝐸𝐸( 2𝑅𝑅𝐸𝐸+ℎ𝑎𝑎 − 1𝑠𝑠𝐻𝐻2)� + �� 𝜇𝜇𝐸𝐸𝑅𝑅𝐸𝐸+ℎ𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑 −
�𝜇𝜇𝐸𝐸( 2𝑅𝑅𝐸𝐸+ℎ𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑 − 1𝑠𝑠𝐻𝐻3)�  (19) 
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑜𝑜𝐺𝐺𝑑𝑑𝐺𝐺𝑠𝑠 = ��𝜇𝜇𝐸𝐸 � 2𝑅𝑅𝐸𝐸 + ℎ𝑠𝑠 − 1𝑎𝑎𝐻𝐻2� − �𝜇𝜇𝐸𝐸 � 2𝑅𝑅𝐸𝐸 + ℎ𝑠𝑠 − 1𝑎𝑎𝐻𝐻4�� (20) 
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛 = �∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖, ℎ𝑝𝑝 ≥ 1,500 km∆𝑉𝑉𝐺𝐺𝑖𝑖𝑜𝑜𝐺𝐺𝑑𝑑𝐺𝐺𝑠𝑠, ℎ𝑠𝑠 < 1,500 km (21) 
∆𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠 = ∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛 (22) 
where, ℎ𝑠𝑠  is the apogee altitude of the operation orbit, 𝑎𝑎𝐻𝐻3 and 𝑎𝑎𝐻𝐻4 are the semi-major 
axes of the Hohmann transfer orbits to the disposal orbit and for deorbiting, respectively, 
and ℎ𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖 is the altitude of the disposal orbit. 
Based on the concept of operations described above, the ∆V budget for the satellite and 
the AKM are derived in Eq. (22) and Eq. (18), respectively. Thus, the required propellant 
masses for the satellite and the AKM are further computed using the rocket equation as 
shown in Eq. (23) and Eq. (24). 
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑(𝑒𝑒∆𝑉𝑉𝑑𝑑𝑎𝑎𝑠𝑠 𝑣𝑣𝑒𝑒,𝑑𝑑𝑎𝑎𝑠𝑠� − 1) (23) 
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𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚 = (𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑)(𝑒𝑒∆𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 𝑣𝑣𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎� − 1) (24) 
The satellites are assumed to utilize the hydrazine monopropellant specification based 
on Iridium satellite propulsion system with a specific impulse (𝐼𝐼𝑠𝑠𝑝𝑝) value of 220 s, which 
results in an exhaust velocity 𝑣𝑣𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠 = 𝐼𝐼𝑠𝑠𝑝𝑝𝑔𝑔 = 2.15 km/s. Similarly, for the AKM, the 
specific impulse value is set to 320 s, which corresponds to the usage of a bipropellant 
motor. This results in 𝑣𝑣𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚 = 𝐼𝐼𝑠𝑠𝑝𝑝𝑔𝑔 = 3.13 km/s.* The structure mass of the AKM is 
neglected in this paper. 
 
2.5 System Framework Assumptions and Summary 
Table 1. Baseline Satellite and Constellation Design Parameters 
Parameter Value 
Satellite Life Time 15 Years 
First Stage Deployment 0th Year 
Second Stage Deployment 5th Year 
Minimum Elevation Angle 10˚ 
Discount Rate 10% 
 
Several baseline assumptions are included as part of the problem definition for this 
paper and are summarized in Table 1. 
One of the main system parameters that dictates the performance (both constellation- 
and communication- wise) and the number of satellites is the minimum elevation angle. 
                                                     
* http://www.space-propulsion.com/spacecraft-propulsion/apogee-motors/. Accessed 1 March 2017 
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The minimum elevation angle is defined as a minimum elevation angle for a user or a 
ground station (anywhere around the globe) to detect the satellite, which depends on the 
antenna hardware and the link budget.16 For this paper, the minimum elevation angle is 
considered as an independent system parameter. A minimum elevation angle of 10˚ is 
considered as a baseline case and is selected based on current communication 
constellations (Iridium, Globalstar, O3b, etc.). 
A two-stage constellation deployment strategy is investigated; the first stage 
deployment’s time set to be the 0th year and the second stage deployment’s time is assumed 
to be the 5th year. The concept of the risk-adjusted discount rate is applied to illustrate the 
potential return on funds expected from delaying the launch of subsequent stages and to 
account for the uncertainties.17 It allows to calculate the present value of expenditures, 
𝑃𝑃𝑉𝑉(𝑆𝑆), for a given sum, 𝑆𝑆, a discount rate, 𝑟𝑟, and for a time period, 𝑡𝑡 (see Eq. (25)). 
𝑃𝑃𝑉𝑉(𝑆𝑆) = 𝑆𝑆(1 + 𝑟𝑟)𝑠𝑠 (25) 
Finally, a summary of the framework is outlined in Table 2, including the description 
of its core and customizable elements. The framework is built around the core concept of 
the non-reconfigurable staged deployment strategy and the stochastic optimization of 
scenarios due to uncertainties in demand. Note that while flower constellation does provide 
a great computational efficiency in the framework, the flower constellation is not a core 
element, but rather a customizable element of the framework. Any user of the framework 
may choose to utilize their own constellation module with other types of constellations. 
Moreover, the propulsion module and the objective function used for the optimization are 
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also customizable elements. These elements are modular and thus can be easily replaced 
by other models. 
Table 2. Core and Customizable Elements of the Framework 
Core Elements Customizable Elements 
A concept of non-reconfigurable staged deployment Constellation type  
A stochastic optimization of scenarios due to 
uncertainties in demand  
Propulsion module 
 Objective function 
 
The validation of the framework is thus focused on presenting the value of the non-
reconfigurable staged deployment strategy while considering uncertainties in the area of 
interest for the subsequent stage against the single stage constellation with no consideration 
of uncertainties. 
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CHAPTER 3 
OPTIMIZATION 
 
3.1 Optimization Design Vector 
The formulated satellite constellation deployment problem is a mixed-integer nonlinear 
problem. The design vector comprises total sixteen design variables, among which four 
clusters of four variables are designated to each stage-scenario. For each cluster, there are 
three continuous and one integer variables. The altitude range of interest lies in the NGSO 
and the inclination range considers both prograde and retrograde orbits. Because all stage-
scenario design variables are concurrently being optimized, the optimization result reflects 
the best flexible first stage deployment strategy considering all stage-scenario 
combinations. An overview of those decision variables can be found in Table 3 and Table 
4 along with their valid range of values, while Eq. (26) depicts the overall design vector 
structure. 
Table 3. Design Variables Definition and Ranges 
Variable Range Unit Type 
Period Ratio (τ) 2 ≤ 𝜏𝜏 ≤ 15 - Integer 
Inclination (i) 0 ≤ 𝑖𝑖 ≤ 180 deg Continuous 
RAAN (Ω) 0 ≤ 𝛺𝛺 < 360 deg Continuous 
Mean Anomaly (M) 0 ≤ 𝑀𝑀 < 360 deg Continuous 
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Table 4. Chromosome Repartition of Variables Per Stage-Scenario 
Stage Scenario Variables 
1 - 𝒙𝒙1 = [𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4]T =  [𝜏𝜏1, 𝑖𝑖1,𝛺𝛺1,𝑀𝑀1]T 
2 
A 𝒙𝒙2𝐴𝐴 = [ 𝑥𝑥5, 𝑥𝑥6, 𝑥𝑥7, 𝑥𝑥8]T  =  [𝜏𝜏2𝐴𝐴, 𝑖𝑖2𝐴𝐴,𝛺𝛺2𝐴𝐴,𝑀𝑀2𝐴𝐴]T 
B 𝒙𝒙2𝐵𝐵 = [𝑥𝑥9, 𝑥𝑥10, 𝑥𝑥11, 𝑥𝑥12]T  =  [𝜏𝜏2𝐵𝐵, 𝑖𝑖2𝐵𝐵 ,𝛺𝛺2𝐵𝐵,𝑀𝑀2𝐵𝐵]T 
C 𝒙𝒙2𝐶𝐶 = [𝑥𝑥13, 𝑥𝑥14, 𝑥𝑥15, 𝑥𝑥16]T  =  [𝜏𝜏2𝐶𝐶 , 𝑖𝑖2𝐶𝐶 ,𝛺𝛺2𝐶𝐶 ,𝑀𝑀2𝐶𝐶]T 
 
𝒙𝒙 = [𝒙𝒙𝟏𝟏,𝒙𝒙𝟐𝟐𝟐𝟐,𝒙𝒙𝟐𝟐𝟐𝟐,𝒙𝒙𝟐𝟐𝟐𝟐]𝐓𝐓= [𝝉𝝉𝟏𝟏, 𝒊𝒊𝟏𝟏,𝜴𝜴𝟏𝟏,𝑴𝑴𝟏𝟏, 𝝉𝝉𝟐𝟐𝟐𝟐, 𝒊𝒊𝟐𝟐𝟐𝟐,𝜴𝜴𝟐𝟐𝟐𝟐,𝑴𝑴𝟐𝟐𝟐𝟐, 𝝉𝝉𝟐𝟐𝟐𝟐, 𝒊𝒊𝟐𝟐𝟐𝟐,𝜴𝜴𝟐𝟐𝟐𝟐,𝑴𝑴𝟐𝟐𝟐𝟐, 𝝉𝝉𝟐𝟐𝟐𝟐, 𝒊𝒊𝟐𝟐𝟐𝟐,𝜴𝜴𝟐𝟐𝟐𝟐,𝑴𝑴𝟐𝟐𝟐𝟐]𝐓𝐓 (26) 
 
3.2 Optimization Objective Function 
This paper considers two major possibilities regarding the satellite design. The first case, 
termed as the unique satellite design case, reflects when a company is willing to design 
and operate unique satellites for each stage-scenario. This allows companies to utilize 
different types of satellites for each stage-scenario. On the other hand, the second case, the 
same satellite design case, exemplifies when a company is willing to design and operate 
the same kind of satellites for all stage-scenarios. 
The optimization consists of minimizing the expected lifecycle cost: 
min 𝐽𝐽(𝒙𝒙) = � 𝑃𝑃𝐺𝐺 𝐽𝐽𝐺𝐺
𝐺𝐺=𝑠𝑠𝑖𝑖𝑖𝑖𝑛𝑛𝑠𝑠𝐺𝐺𝐺𝐺𝑜𝑜 (𝒙𝒙) (27) 
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where 𝑃𝑃𝐺𝐺 is the probability of scenario i, based on the market demand model and  𝐽𝐽𝐺𝐺 is the 
associated cost function for scenario i. Because of the difference in the approach to the 
satellite dry mass, there are two scenario cost functions associated with each satellite design 
case. 
The scenario cost function for the unique satellite design case, 𝐽𝐽𝐺𝐺(𝒙𝒙)𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖, is: 
𝐽𝐽𝐺𝐺(𝒙𝒙)𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖 = ∑  1(1+𝐺𝐺)𝑠𝑠𝑎𝑎 �𝑐𝑐𝑖𝑖𝑠𝑠𝑓𝑓𝑛𝑛𝑖𝑖ℎ�𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑,𝑘𝑘𝑑𝑑 +𝑘𝑘=𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,sat, 𝑘𝑘𝑑𝑑+ 𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚, 𝑘𝑘𝑑𝑑� 𝑁𝑁sat, 𝑘𝑘𝑑𝑑 +  𝑐𝑐𝑚𝑚𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑,𝑘𝑘𝑑𝑑  𝑁𝑁sat, 𝑘𝑘𝑑𝑑  �  (28) 
where 𝑡𝑡𝑘𝑘 is the time period of the launch of stage k, r is the discount rate per year, 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑,𝑘𝑘𝑑𝑑 
is the satellite dry mass for stage k of scenario i, 𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,sat, 𝑘𝑘𝑑𝑑+ 𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚, 𝑘𝑘𝑑𝑑 is the required 
propellant mass for stage k of scenario i, and 𝑁𝑁sat, 𝑘𝑘𝑑𝑑 is the required number of satellites for 
stage k of scenario i. Note that each 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑,𝑘𝑘𝑑𝑑 is computed from the altitude using Eq. (15). 
Whereas the scenario cost function for the same satellite design case, 𝐽𝐽𝐺𝐺(𝒙𝒙)𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖, is: 
𝐽𝐽𝐺𝐺(𝒙𝒙)𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖 = ∑  1(1+𝐺𝐺)𝑠𝑠𝑎𝑎 �𝑐𝑐𝑖𝑖𝑠𝑠𝑓𝑓𝑛𝑛𝑖𝑖ℎ�𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑 +𝑘𝑘=𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,sat, 𝑘𝑘𝑑𝑑+ 𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚, 𝑘𝑘𝑑𝑑� 𝑁𝑁sat, 𝑘𝑘𝑑𝑑 +  𝑐𝑐𝑚𝑚𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑 𝑁𝑁sat, 𝑘𝑘𝑑𝑑  �  (29a) 
𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑 = max (𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑,𝑘𝑘𝑑𝑑)   � ∀𝑘𝑘 = {1, 2}∀𝑖𝑖 = {1, 2, 3} (29b) 
where in this case, the satellite design, 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑, is fixed by the maximum 𝑀𝑀𝐺𝐺𝐺𝐺𝑑𝑑,𝑘𝑘𝑑𝑑 values out 
of all stage-scenario combinations as shown in the Eq. (29b). 
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Table 5. Probability and Cost Coefficients of Objective Function 
Probability and Cost Signification Value Unit 
𝑃𝑃𝐴𝐴 Scenario A 0.31 - 
𝑃𝑃𝐵𝐵 Scenario B 0.40 - 
𝑃𝑃𝐶𝐶 Scenario C 0.29 - 
𝑐𝑐𝑖𝑖𝑠𝑠𝑓𝑓𝑛𝑛𝑖𝑖ℎ Launch cost 0.007* 
US$ M / kg  
Fiscal Year 
2010 
𝑐𝑐𝑚𝑚𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓 
Manufacturing 
cost 0.09
† 
US$ M / kg  
Fiscal Year 
2010 
 
The cost per stage is defined by a weighted sum with coefficients {𝑐𝑐𝑖𝑖𝑠𝑠𝑓𝑓𝑛𝑛𝑖𝑖ℎ, 𝑐𝑐𝑚𝑚𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓} to 
account for two aspects of the constellation budget: the manufacturing cost of the satellites (𝑐𝑐𝑚𝑚𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓), which consists of a price per satellite dry mass kilogram and the launch cost of 
the satellites and the AKM’s (𝑐𝑐𝑖𝑖𝑠𝑠𝑓𝑓𝑛𝑛𝑖𝑖ℎ), which refers to a price per kilogram to launch. All 
scenario probabilities and cost coefficients are summarized in Table 5. 
 
                                                     
*  https://spaceflightnow.com/2016/07/13/iridium-satellites-rolling-off-assembly-line-in-arizona/. Accessed 15 April 
2017 
† https://engineering.tamu.edu/media/4257847/Estimating-the-Cost-of-Space-Systems_2014a.pdf. Accessed 1 February 
2018 
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3.3 Optimization Constraints 
The optimization problem is subject to the following constraints which are derived 
based on conceptual assumptions and high-level requirements made for the problem 
definition. 
1. The purpose of the constellation is telecommunications; therefore, a maximum 
latency is set according to the International Telecommunication Union (ITU) 
recommendation for the mouth-to-ear delay for high-quality speech. Travel time is 
the only delay source considered here, and thus a margin of 20 ms is applied to the 
ITU recommendation to account for any other potential delay factors that are not 
considered in this paper. The value for maximum latency is set to 130 ms.18 c is the 
speed of light (𝑐𝑐 = 299792.458 km/s). 
2(𝑅𝑅𝐸𝐸+ℎ𝑎𝑎)
𝑖𝑖
≤ 130 ms    (30) 
2. A minimum perigee altitude of 500 km is set to avoid a significant amount of 
atmospheric drag. 
𝑅𝑅𝐸𝐸 + ℎ𝑝𝑝 ≥ 500 km    (31) 
Note, although not listed here, another implicit constraint is the continuous (100%) 
coverage over the designated target points over the area of interest as introduced in the 
Constellation Coverage Computation Module. 
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3.4 Optimization Algorithm Selection and Settings 
The tradespace of the formulated problem with sixteen design variables is vast and thus 
is computationally challenging to be explored by a discrete full factorial search. Therefore, 
a single objective genetic algorithm (GA), a heuristic evolutionary algorithm, is used to 
perform the optimization of the satellite constellation deployment problem. The GA 
settings used can be found in Table 6. Note that, in general, GA is not guaranteed to reach 
the optimal solution, and the optimization performance is sensitive to its randomly 
generated initial population and settings. However, GA has been shown to provide an 
effective performance for a general mixed-integer nonlinear problem formulation and thus 
found to be suitable for this problem. For the optimization simulations in this paper, no 
initial population nor initial range were provided to GA. 
Table 6. Single Objective Genetic Algorithm Settings 
Option Value 
Individuals/Generation 160 
Elite Count (Reproduction) 8 
Crossover Fraction (Reproduction) 0.8 
Creation, Crossover, and Mutation 
Functions 
Built-in MATLAB 
functions19 
Maximum Number of Generations  
(Stopping Criterion) 1600 
Stall Generations (Stopping Criterion) 50 
Function Tolerance (Stopping Criterion) 1e-6 
Constraint Tolerance (Stopping Criterion) 1e-3 
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3.5 Limitations 
There are several limitations exist in the introduced framework. The Constellation 
Coverage Computation Module only considers 𝐽𝐽2 perturbation and ignores others such as 
radiation, third body, and atmospheric drag perturbations. Because the satellite lifetime is 
set to 15 years in this paper, the access profile repeatability assumed in this paper may not 
be consistent with the actual coverage performance under various perturbations. 
The satellite design based on the parametric model and the ∆V budget analysis depends 
on a few assumptions to simplify the problem. The satellite dry mass does not provide a 
high-fidelity modeling of a wide spectrum of satellites as it actually depends on many other 
disciplines such as communications. It is important to note that in reality, different 
methodologies and philosophies are adopted for each specific mission. The absence of the 
satellite maneuverability for stationkeeping would also affect the actual satellite modeling. 
The absence of the AKM structure mass would also affect the cost of the launch. 
The fundamental issue of the framework lies in the objective function. The objective 
function is only formulated to minimize the expected lifecycle cost but not the expected 
profit earned by the constellation system. The only communication aspects considered in 
this framework are the continuous coverage and the maximum latency constraint. However, 
in order to fully examine the framework under the assumption of satellite constellation for 
communications, one would need to additionally consider the capacity, link budget, and 
routing, etc. as figures of merit. These additional considerations would drive the number 
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of satellites and the orbit altitude differently and thus would reveal a hidden solution-space 
in the trade study. 
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CHAPTER 4 
RESULTS 
 
The framework proposed in this paper is applied to the particular case of a two-stage 
problem with uncertainties lying in the second stage area of interest. Three different 
scenarios are contemplated, all starting with Japan as the first stage area of interest and 
having CONUS (scenario A), Europe (scenario B) and India (scenario C) as a possible 
region of interest for the second stage. Each scenario probability is given accordingly by 
the demand model. A set of seed satellite’s initial RAAN and mean anomaly, (𝛺𝛺,𝑀𝑀)𝑠𝑠=𝑠𝑠1, 
is referenced to the epoch 15 Feb 2017 12:00:00.000 (Greenwich Hour Angle of 325.69˚). 
Note that all costs are adjusted to US$ in fiscal year 2010. 
The optimized constellation’s coverage performance is validated via comparing with 
the actual coverage performance from the Systems Tool Kit (STK) from AGI, Inc. The 
STK’s coverage definition and access tools provide high-fidelity and high-precision 
coverage calculations. The comparison shows that the coverage percentage of the 
optimized solution is within 1% difference from the STK’s J2 propagator simulation when 
the coverage definition is set to 1-degree latitude/longitude resolution. Thus, the 
comparison validates the result of the optimization. 
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4.1 Results of the Genetic Algorithm Optimization 
4.1.1 Unique Satellite Design Case 
The best individual reached by the GA for the staged deployment optimization with the 
unique satellite design case has an expected lifecycle cost of US$ 1,420.09 M. Its optimized 
design vector and the cost breakdown is shown in Table 7. 
𝐽𝐽∗�𝒙𝒙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝐺𝐺,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖∗ � = US$ 1,420.09 M 
 
Figure 7. 3D and Ground Track Views of the Optimized Constellation (Unique 
Satellite Design Case) 
The first stage constellation consists of six satellites at an altitude of 8,034.2 km with 
an inclination of 40.61˚. This first stage alone provides CONUS (A), Europe (B) and India 
(C) with 99.72%, 97.42%, and 96.60% average percentage coverage, respectively. 
Regarding the second stage, all scenarios require one additional satellite to fill up the 
coverage gap left by the first stage. For each second stage scenario, CONUS (A) has an 
altitude of 5,128.7 km with an inclination of 28.86˚, Europe (B) has an altitude of 6,383.4 
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km with an inclination of 74.70˚, and India (C) has an altitude of 5,128.7 km with an 
inclination of 27.89˚. The optimized two-stage constellation forms an asymmetric multi-
layered constellation. 
A visualization of this two-stage configuration can be found in Figure 7—white orbits 
refer to first stage constellation, a red orbit refers to second stage scenario A, a green orbit 
refers to second stage scenario B, and a blue orbit refers to second stage scenario C. 
Table 7. Solutions for Design Variables for GA Staged Deployment Optimization 
and Cost Breakdown per Stage-Scenario (Unique Satellite Design Case) 
Stage Scenario Optimal Design Vector and Required Number of Satellites Cost Breakdown 
Value 
[US$ M] 
1 - 
𝒙𝒙1 = � 𝜏𝜏1 𝑖𝑖1𝛺𝛺1
𝑀𝑀1
� = � 540.61˚106.25˚134.43˚� 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,1 = 6 
Total Cost 
Launch Cost 
Manufacturing 
Cost 
1,295.20 
273.35 
1,019.86 
2 
A 
𝒙𝒙2𝐴𝐴 = � 𝜏𝜏2𝐴𝐴 𝑖𝑖2𝐴𝐴𝛺𝛺2𝐴𝐴
𝑀𝑀2𝐴𝐴
� = � 728.86˚133.36˚177.09˚� 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,2𝐴𝐴 = 1 
Total Cost 
Launch Cost 
Manufacturing 
Cost 
99.96 
13.95 
86.01 
B 
𝒙𝒙2𝐵𝐵 = � 𝜏𝜏2𝐵𝐵 𝑖𝑖2𝐵𝐵𝛺𝛺2𝐵𝐵
𝑀𝑀2𝐵𝐵
� = � 674.70˚110.46˚103.93˚� 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,2𝐵𝐵 = 1 
Total Cost 
Launch Cost 
Manufacturing 
Cost 
162.20 
66.94 
95.26 
C 
𝒙𝒙2𝐶𝐶 = � 𝜏𝜏2𝐶𝐶 𝑖𝑖2𝐶𝐶𝛺𝛺2𝐶𝐶
𝑀𝑀2𝐶𝐶
� = � 727.89°188.91˚60.54˚ � 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,2𝐶𝐶 = 1 
Total Cost 
Launch Cost 
Manufacturing 
Cost 
100.08 
14.06 
86.01 
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The cost for deploying the first stage is US$ 1,295.20 M of which its majority of the 
cost, US$ 1,019.86 M (78.7%), is dedicated to the manufacturing of six 1,888.6-kg-class 
satellites. On average, the cost of deploying the second stage is US$ 120.74 M, which is 
significantly less than the cost of the first stage. The expensive cost of the first stage can 
be interpreted as a cost for the flexibility of uncertain scenarios. 
The following are the list of intermediate variable vectors, 𝑰𝑰, for each stage-scenario. 
𝑰𝑰1,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
8,034.21,888.6226.64,440.6
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖⎦
⎥
⎥
⎥
⎤    
⎣
⎢
⎢
⎢
⎡
altitude
𝑀𝑀𝐷𝐷𝐺𝐺𝑑𝑑
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛⎦
⎥
⎥
⎥
⎤  [km][kg][kg]
[kg]
[-]
 
𝑰𝑰2𝐴𝐴,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
5,128.71,539.2208.21,461.6
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖⎦
⎥
⎥
⎥
⎤    
⎣
⎢
⎢
⎢
⎡
altitude
𝑀𝑀𝐷𝐷𝐺𝐺𝑑𝑑
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛⎦
⎥
⎥
⎥
⎤  [km][kg][kg][kg][-]  
𝑰𝑰2𝐵𝐵,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
6,383.51,704.6218.213,479.0
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖⎦
⎥
⎥
⎥
⎤    
⎣
⎢
⎢
⎢
⎡
altitude
𝑀𝑀𝐷𝐷𝐺𝐺𝑑𝑑
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛⎦
⎥
⎥
⎥
⎤  [km][kg][kg][kg][-]  
𝑰𝑰2𝐶𝐶,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
5,128.71,539.2208.21,487.7
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖⎦
⎥
⎥
⎥
⎤    
⎣
⎢
⎢
⎢
⎡
altitude
𝑀𝑀𝐷𝐷𝐺𝐺𝑑𝑑
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛⎦
⎥
⎥
⎥
⎤  [km][kg][kg]
[kg]
[-]
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4.1.2 Same Satellite Design Case 
A two-stage optimization with the same satellite design case is conducted by enforcing 
the same satellite design condition as defined by the Eq. (28b). The expected cost for the 
staged deployment configuration with the same satellite design for all stage-scenarios is 
US$ 1,607.95 M. 
𝐽𝐽∗�𝒙𝒙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝐺𝐺,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖∗ � = US$ 1,607.95 M 
 
Figure 8. 3D and Ground Track View of the Optimized Constellation (Same 
Satellite Design Case) 
In Figure 8, the white orbits refer to first stage constellation and the green orbits refer 
to the second stage scenario B constellation. The optimized two-stage constellation consists 
of five satellites for the first stage and five satellites for the second stage scenario B. While 
the first stage alone provides 100% continuous coverage over CONUS (A) and India (C), 
the first stage only provides 73.62% average coverage over Europe (B). Thus, the 
optimized constellation does not require to launch any new satellite for both second stage 
scenario A and scenario C. 
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Table 8. Solutions for Design Variables for GA Staged Deployment Optimization 
and Cost Breakdown per Stage-Scenario (Same Satellite Design Case) 
Stage Scenario Optimal Design Vector and Required Number of Satellites Cost Breakdown 
Value 
[US$ M] 
1 - 
𝒙𝒙1 = � 𝜏𝜏1 𝑖𝑖1𝛺𝛺1
𝑀𝑀1
� = � 47.16˚171.63˚74.78˚ � 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,1 = 5 
Total Cost 
Launch Cost 
Manufacturing Cost 
1,297.99 
351.03 
946.97 
2 
A 
𝒙𝒙2𝐴𝐴 = � 𝜏𝜏2𝐴𝐴 𝑖𝑖2𝐴𝐴𝛺𝛺2𝐴𝐴
𝑀𝑀2𝐴𝐴
� = �~~~~� 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,2𝐴𝐴 = 0 Total Cost 0 
B 
𝒙𝒙2𝐵𝐵 = � 𝜏𝜏2𝐵𝐵 𝑖𝑖2𝐵𝐵𝛺𝛺2𝐵𝐵
𝑀𝑀2𝐵𝐵
� = � 444.09˚161.14˚120.64 � 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,2𝐵𝐵 = 5 
Total Cost 
Launch Cost 
Manufacturing Cost 
774.88 
186.89 
587.99 
C 
𝒙𝒙2𝐶𝐶 = � 𝜏𝜏2𝐶𝐶 𝑖𝑖2𝐶𝐶𝛺𝛺2𝐶𝐶
𝑀𝑀2𝐶𝐶
� = �~~~~� 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠,2𝐶𝐶 = 0 Total Cost 0 
* The variables that do not participate in the objective function is marked inapplicable with 
tilde (~). This is due to the number of satellites (𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠) being zero. 
 
As shown in the intermediate variable vectors, these two stages share identical 2,104.4-
kg-class satellite design, which is constrained by the first stage system. Although these 
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two-stage satellites share nearly identical altitude, their difference in the inclination leads 
to a large difference in the AKM propellant mass. 
The intermediate variables are shown as follows: 
𝑰𝑰1,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
10,352.02,104.4233.47,691.5
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖⎦
⎥
⎥
⎥
⎤    
⎣
⎢
⎢
⎢
⎡
altitude
𝑀𝑀𝐷𝐷𝐺𝐺𝑑𝑑
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛⎦
⎥
⎥
⎥
⎤  [km][kg][kg]
[kg]
[-]
 
𝑰𝑰2𝐵𝐵,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
10,350.02,104.4233.46,261.8
∆𝑉𝑉𝐺𝐺𝐺𝐺𝑠𝑠𝑝𝑝𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖⎦
⎥
⎥
⎥
⎤    
⎣
⎢
⎢
⎢
⎡
altitude
𝑀𝑀𝐷𝐷𝐺𝐺𝑑𝑑
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠
𝑀𝑀𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑠𝑠𝑘𝑘𝑚𝑚
∆𝑉𝑉𝐺𝐺𝑖𝑖𝑖𝑖𝑜𝑜𝑚𝑚𝑚𝑚𝐺𝐺𝑠𝑠𝑠𝑠𝐺𝐺𝑜𝑜𝑛𝑛⎦
⎥
⎥
⎥
⎤  [km][kg][kg][kg][-]  
 
4.1.3. Comparison between Unique Satellite Design Case and Same Satellite Design Case 
The major difference between the unique satellite design case and the same satellite 
design case is in the first stage altitude and inclination. Since the same satellite design 
constrains the satellite design between the stages, the optimizer prefers to have fewer stages. 
Unlike the unique case, the same satellite design case result has its first stage altitude 
(10,352.0 km) located higher than that of the unique case, 8,034.2 km. Because of the high 
altitude, the first stage satellites have a bigger coverage area per satellite, which then allows 
a continuous coverage over both CONUS and India so that we do not need to launch the 
second stage for those scenarios. However, the chosen low inclination 7.16˚ (as opposed 
to the unique case 40.61˚) leaves much more coverage gap over Europe than the unique 
case due to unreachable access in the high latitude target points. Consequently, the second 
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stage scenario B constellation consists of five satellites inclined at 44.09˚. The cost for 
implementing the scenario B greatly exceeds the expected cost of the system by 
US$ 464.92 M; the optimization solver decided to invest on scenario A and C, but in turn, 
placed a heavier cost burden on the scenario B. 
 
4.2 Comparison with Existing Methods 
Two comparisons are performed for the optimization results: a comparison with a global 
coverage constellation and a comparison with an all-in-single-stage constellation. Table 9 
summarizes the results. 
Table 9. Summary of Comparisons 
Constellation type Expected cost [US$ M] 
Staged Deployment 
(Unique) 1,420.09 
Staged Deployment 
(Same) 1,607.95 
Global Coverage 1,997.92 
All-In-Single-Stage 1,773.94 
 
4.2.1 Comparison Study I: Global Coverage 
In order to evaluate the flexibility provided by the core element of the framework, the 
non-reconfigurable staged deployment strategy, a comparison is made between the staged 
deployed constellation result and the optimal global coverage constellation, using the same 
metrics and constraints. An optimal global coverage constellation is found based on an 
 43 
optimization simulation with only considering a single area of interest, a globe. Although 
the constellation is optimized to provide a global continuous coverage, it can be an option 
for a company that is willing to provide a service to only a selected number of regions on 
account of the global coverage inclusivity as shown in Figure 5. Thus, it can be fairly 
compared with the other results presented in this paper. For the coverage estimation, the 
globe is gridded out with 302 target points in a 12˚-by-12˚ resolution. 
The global coverage constellation found by the GA optimization is composed of total 
seven 2,372.7-kg-class satellites distributed in seven orbit planes at an altitude of 13,889.9 
km with an inclination of 43.79˚. The design vector and the cost for this global coverage 
constellation are: 
𝒙𝒙𝑠𝑠𝑖𝑖𝑜𝑜𝑑𝑑𝑠𝑠𝑖𝑖
∗ = [𝜏𝜏, 𝑖𝑖,𝛺𝛺,𝑀𝑀]T = [3,43.79˚, 252.26˚, 96.85˚]T 
𝐽𝐽∗�𝒙𝒙𝑠𝑠𝑖𝑖𝑜𝑜𝑑𝑑𝑠𝑠𝑖𝑖
∗ � = US$ 1,997.92 M 
Note that one interesting tradeoff in this result is between the inclination and the altitude 
for global coverage. To achieve the global coverage, the constellation must be highly 
inclined in order to reach the target points located in North and South poles. However, this 
leads to massive fuel mass for the system because of the required inclination change by the 
AKM’s. The higher the altitude, the larger the coverage area per satellite—this allows 
satellites to reach high latitude target points at a lower inclination than the satellites at a 
lower altitude. Given this tradeoff, the optimization decided to place all satellites at the 
highest altitude possible given the valid range of period ratio, which is 𝜏𝜏 = 3, and lowered 
the inclination instead. 
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Figure 9. 3D and 2D views of the global coverage constellation 
From this result, a significant reduction of US$ 577.83 M (28.9%) and US$ 389.97 M 
(19.5%) in the expected lifecycle cost is observed when using the flexible multi-stage 
constellation for the unique and same satellite design cases, respectively. The reason 
behind these reductions is due to the consideration of the uncertainties in the areas of 
interest and the deployment of a satellite constellation dedicated to those areas rather than 
providing a global coverage. 
 
4.2.2 Comparison Study II: All-In-Single-Stage Constellation 
For this comparison study, an optimization is set to design a single-stage constellation 
covering all four areas of interest (Japan-CONUS-Europe-India). The all-in-single-stage 
(AISS) configuration is a fairer comparison to the optimal staged deployment configuration 
than the global coverage constellation because of its unnecessity in global coverage 
consideration given our original problem formulation of providing regional services. The 
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result consists of nine 1,704.2-kg-class satellites at an altitude of 6,380.2 km with an 
inclination of 44.48˚. 
𝒙𝒙𝑠𝑠𝐺𝐺𝑠𝑠𝑠𝑠
∗ = [𝜏𝜏, 𝑖𝑖,𝛺𝛺,𝑀𝑀]T = [6,44.48˚, 226.76˚, 90.85˚]T 
𝐽𝐽∗(𝒙𝒙𝑠𝑠𝐺𝐺𝑠𝑠𝑠𝑠∗ ) = US$ 1,773.94M 
 
Figure 10. 3D and 2D views of the all-in-single-stage constellation  
A cost-driven comparison of the staged deployment strategy with this all-in-single-stage 
constellation is shown in Table 9. The all-in-single-stage satellites are placed at higher 
inclination than the first stage satellites of the optimal staged deployment constellation 
(both unique and same satellite design cases) to reach the high-latitude target points of 
Europe. Although the staged deployment constellation’s scenario B for the same satellite 
design case costs more than the all-in-single-stage constellation, a high probability of 
Europe not being selected (60%) in the second stage greatly decreases the expected cost 
of the two-stage constellation. Thus, a reduction of US$ 353.85 M (19.9%) and US$ 166.02 
M (9.3%) of the expected lifecycle cost is observed when applying the staged deployment 
strategy for unique and same satellite design cases, respectively. 
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4.3 Corner Cases 
To further validate the framework under the extreme probability distribution, three 
corners cases with the delta probability distribution and one case with a uniform probability 
distribution are examined. 
Table 10. Lifecycle Costs for Corner Cases 
Probability 
Distribution 
Unique Satellite Design 
[US$ M] 
Same Satellite Design 
[US$ M] 
𝑃𝑃𝐴𝐴:𝑃𝑃𝐵𝐵:𝑃𝑃𝐶𝐶 = 1: 0: 0  𝐽𝐽∗�𝒙𝒙100,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖∗ � = 1,297.51 𝐽𝐽∗�𝒙𝒙100,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖∗ � = 1,297.49 
𝑃𝑃𝐴𝐴:𝑃𝑃𝐵𝐵:𝑃𝑃𝐶𝐶 = 0: 1: 0 𝐽𝐽∗�𝒙𝒙010,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖∗ � = 1,390.02 𝐽𝐽∗�𝒙𝒙010,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖∗ � = 1,390.00 
𝑃𝑃𝐴𝐴:𝑃𝑃𝐵𝐵:𝑃𝑃𝐶𝐶 = 0: 0: 1 𝐽𝐽∗�𝒙𝒙001,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖∗ � = 1,198.47 𝐽𝐽∗�𝒙𝒙001,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖∗ � = 1,199.51 
𝑃𝑃𝐴𝐴:𝑃𝑃𝐵𝐵:𝑃𝑃𝐶𝐶 = 13 : 13 : 13 𝐽𝐽∗�𝒙𝒙𝑈𝑈,𝑓𝑓𝑛𝑛𝐺𝐺𝑢𝑢𝑓𝑓𝑖𝑖∗ � = 1,415.94 𝐽𝐽∗�𝒙𝒙𝑈𝑈,𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖∗ � = 1,556.48 
 
Each case out of the first three corner cases as indicated in Table 10, assigns a 100% 
probability to one scenario and 0% probabilities to the rest of scenarios (e.g. 100% 
probability of scenario A and 0% probabilities of scenarios B and C). The comparison with 
the original probability distribution (𝑃𝑃𝐴𝐴:𝑃𝑃𝐵𝐵:𝑃𝑃𝐶𝐶 = 0.31: 0.40: 0.29) shows that all three 
corner cases reveal cost reduction in the lifecycle cost. Such cost reduction in the lifecycle 
cost is due to the certainty in the demand, which the first stage does not have to pay 
additional cost for the flexibility for the uncertain evolution of demand in the subsequent 
stage. 
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The corner case with the uniform probability distribution also reveals the cost reduction 
in the lifecycle cost when compared with the original probability distribution. However, as 
shown in Table 11 and Table 12 in the Appendix, the optimized vectors for both the original 
and the uniform probabilities distributions are alike, which is expected because the original 
probability distribution is close to a uniform distribution. This result demonstrates that the 
optimal solution highly depends on the probability distributions. 
 
4.4 Sensitivity Analysis: Discount Rate 
One key parameter for the analyzed constellation optimization problem is the discount 
rate. In order to observe the effects of the discount rate on the optimized solution, a 
sensitivity analysis is conducted by varying discount rate in 10% decrement/increments. 
The optimized staged deployment results for both unique and same satellite design cases 
are represented in Figure 11. The comparison references, the optimal global coverage and 
all-in-single-stage constellations, are visualized in dashed-dotted lines. 
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Figure 11. Sensitivity analysis of staged deployment configuration by varying 
discount rate 
 
Figure 12. Sensitivity Analysis for Unique Satellite Case 
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Figure 13. Sensitivity Analysis for Same Satellite Case 
The sensitivity analysis depicts a few important findings. First, the higher the discount 
rate, the more value the staged deployment provides, which is consistent with what has 
been found in the literature.1 The trend in the expected cost indicates that as the discount 
rate gets higher, the optimization solver tends to utilize less of the first stage constellation 
for the flexibility but more of the second stage constellation for a discounted cost. This is 
clearly shown in Figure 12 and Figure 13, where the first stage cost decreases as the 
discount rate increases; note that the first stage cost is not affected by the discount rate. 
Also, even at the zero discount rate, we can still observe the reduction in the expected 
lifecycle cost. This shows an advantage of using staged deployment strategy. 
Note that even though the optimized staged deployment solution can lead to a lower 
expected cost regardless of satellite design, the all-in-single-stage case achieves a lower 
cost for certain scenarios with same satellite design case (e.g., scenario B for discount rate 
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0%, 10%, and 20%). Thus, for a company willing to utilize the same set of satellites for all 
stage-scenarios, the company may prefer to launch all at once in one stage to avoid the risk. 
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CHAPTER 5 
CONCLUSION 
 
This paper introduces an integrated framework design for a flexible multi-stage satellite 
configuration considering the uncertainties in the areas of interest. Multiple scenarios are 
generated based on the possible evolution of areas of interest for demand and the design of 
each stage is optimized so that the expected lifecycle cost considering all possible scenarios 
is minimized. Each stage of the constellation is assumed to a circular Flower constellation. 
At each new stage to launch, the constellation takes advantage of previously deployed 
satellites and optimally introduces new satellites to provide additional regional coverage 
over the area of interest and flexibility regarding possible further stages, given a set of 
possible scenarios. 
A case study compares the optimized two-stage deployment strategy with a global 
coverage constellation and an all-in-single-stage constellation. The expected lifecycle cost 
for the optimal two-stage configuration is shown to be 28.9% and 19.5% less than the 
optimal global-coverage constellation for unique and same satellite design cases, 
respectively. Moreover, by utilizing the optimal two-stage constellation providing 
coverage over all areas of interest considered for the case study, one can observe a cost 
reduction of 19.9% (unique case) and 9.3% (same case) less than the all-in-single-stage 
constellation. This shows the value provided by the proposed satellite constellation by 
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dedicating itself to the current area of interest while providing flexibility for later stages 
with other areas of interest. 
A sensitivity analysis is conducted by varying a discount rate. With a higher discount 
rate, the value provided by the staged deployment constellation is also larger in terms of 
the expected lifecycle cost compared with the those of optimal global coverage 
constellation and the all-in-one-single-stage constellation. 
The original source of this research is referenced to Lee et al. (2018).20 
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APPENDIX: SIMULATION RESULTS FOR CORNER CASES 
 
Table 11. Optimized Design Vector for Corner Cases (Unique Satellite Design) 
Probability Distribution Stage 1 Stage 2 – Scenario A Stage 2 – Scenario B Stage 2 – Scenario C 
!"/!#/!$: 1/0/0 %& = (
)&	+&,&-&. = (
47.21˚163.73˚102.98˚. :;"<,& = 5 
%?@ = ( )?@	+?@,?@-?@. = A
~~~~C :;"<,?@ = 0 ~ ~ 
!"/!#/!$: 0/1/0 %& = (
)&	+&,&-&. = (
550.85˚185.53˚215.09˚. :;"<,& = 6 ~ 
%?D = ( )?D	+?D,?D-?D. = A
~~~~C :;"<,?D = 0 ~ 
!"/!#/!$: 0/0/1 %& = (
)&	+&,&-&. = (
51.87˚28.00˚78.56˚. :;"<,& = 5 ~ ~ 
%?E = ( )?E	+?E,?E-?E. = A
~~~~C :;"<,?E = 0 
!@: !D: !E = 13 : 13 :13 %& = (
)&	+&,&-&. = (
540.61˚106.25˚134.43˚. :;"<,& = 6 
%?@ = ( )?@	+?@,?@-?@. = (
728.83˚133.36˚177.09˚. :;"<,?@ = 1 
%?D = ( )?D	+?D,?D-?D. = (
674.69˚110.44˚103.93˚. :;"<,?D = 1 
%?E = ( )?E	+?E,?E-?E. = (
727.88˚188.91˚60.54˚ . :;"<,?E = 1 
* The variables that do not participate in the objective function is marked inapplicable with tilde (~). This is due to the number of 
satellites (:;"<) being zero or probability being zero. 
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Table 12. Optimized Design Vector for Corner Cases (Same Satellite Design) 
Probability Distribution Stage 1 Stage 2 – Scenario A Stage 2 – Scenario B Stage 2 – Scenario C 
!"/!#/!$: 1/0/0 %& = (
)&	+&,&-&. = (
47.21˚170.28˚75.29˚ . :;"<,& = 5 
%?@ = ( )?@	+?@,?@-?@. = A
~~~~C :;"<,?@ = 0 ~ ~ 
!"/!#/!$: 0/1/0 %& = (
)&	+&,&-&. = (
550.85˚260.23˚201.33˚. :;"<,& = 6 ~ 
%?D = ( )?D	+?D,?D-?D. = A
~~~~C :;"<,?D = 0 ~ 
!"/!#/!$: 0/0/1 %& = (
)&	+&,&-&. = (
51.77˚301.59˚13.86˚ . :;"<,& = 5 ~ ~ 
%?E = ( )?E	+?E,?E-?E. = A
~~~~C :;"<,?E = 0 
!@: !D: !E = 13 : 13 :13 %& = (
)&	+&,&-&. = (
47.17˚161.13˚112.97˚. :;"<,& = 5 
%?@ = ( )?@	+?@,?@-?@. = A
~~~~C :;"<,?@ = 0 
%?D = ( )?D	+?D,?D-?D. = (
444.30˚218.12˚255.19˚. :;"<,?D = 5 
%?E = ( )?E	+?E,?E-?E. = A
~~~~C :;"<,?E = 0 
* The variables that do not participate in the objective function is marked inapplicable with tilde (~). This is due to the number of 
satellites (:;"<) being zero or probability being zero. 
 
