Abstract. In this note, we establish certain regularity estimates for the spinor flow introduced and initially studied in [AWW16] . Consequently, we obtain that the norm of the second order covariant derivative of the spinor field becoming unbounded is the only obstruction for long-time existence of the spinor flow. This generalizes the blow up criteria obtained in [Sch18] for surfaces to general dimensions. As another application of the estimates, we also obtain a lower bound for the existence time in terms of the initial data. Our estimates are based on an observation that, up to pulling back by a one-parameter family of diffeomorphisms, the metric part of the spinor flow is equivalent to a modified Ricci flow.
Introduction
In [AWW16] , in order to study certain interesting special spinors, in particular parallel and Killing spinors, and related geometric structures, for example special holonomy metrics, from a variational point of view, Ammann, Weiss and Witt introduced the spinorial energy functional defined as (1.1) E : N → R ≥0 ,
where N is the union of pairs (g, φ) of a Riemannian metric g and a gspinor of constant length one φ ∈ Γ(Σ g M) over a closed spin manifold M.
In (1.1), ∇ g denotes the connection on the spinor bundle Σ g M induced by the Levi-Civita connection of g, and | · | g the pointwise norm on T * M ⊗ Σ g M and dv g the volume form induced by g. For the simplicity of notations, in the following, we will omit the superscript and subscript g in ∇ g and | · | g once no ambiguity is caused.
Note that to compare spinor bundles induced by two different metric spin structures and then to calculate the variation of (1.1), one needs a connection on the Fréchet vector bundle N → M, where M is the space of Riemnnian metrics on M. A natural one is the BourguignonGauduchon (partial) connection introduced in [BG92] (also see [AWW16] for details). The evolution of the spinor φ is taken to be the vertical part with respect to this connection. In [Wan91] , Wang studied the deformation of parallel spinors under variation of metrics in a different manner, where the spinor bundle is fixed and the variation of metrics reflects as a variation of spinor connections.
The variation formula of the functional (1.1) has been derived in [AWW16] . Consequently, in dimension of M ≥ 3, they obtained that the critical points of (1.1) are metrics with parallel spinors, and metrics with Killing spinors are certain critical points of (1.1) subject to the constraint of fixed volume. Moreover, the negative gradient flow of (1.1) called the spinor flow is given by the coupled system is the divergence over the first variable of the following 3-tensor
It has been proved in [AWW16] that (1.2) is a weakly parabolic system whose degeneracy is caused by spin-diffeomorphism invariance, and the short-time existence of the initial value problem can be shown by pulling it back to a stricly parabolic system. Behaviour of this flow on surfaces, on Berger spheres and on homogeneous spaces have been studied in [AWW16(2)], [Wit16] and [FSW18] respectively, stability of the flow has been studied in [Sch17] . Moreover, a variational approach of investigating special metrics on 7-manifolds has already been carried out in an earlier work [WW12] .
To study the long time behaviour of this flow, a fundamental question is to find a criteria for finite time singularities occurring. In has been proved in [Sch18] that on a closed 2-dimensional surface, if |∇ 2 φ| stays uniformly bounded, then no finite time singularity will occur. We show that this result is true in general dimensions.
Our approach is to pull-back a solution of (1.2) by a family of diffeomorphisms to an equivalent system which looks like a modified Ricci flow coupled with an evolving spinor (see (3.2) below). Then it is sufficient to do estimates for (3.2). We obtain the following Bernstein type estimates in L 2 -integral form.
Theorem 1.1. Let (M n , g(t), φ(t)) be a solution of the spinor flow. For any constants K > 0, a > 0, suppose |Rm| ≤ K, |∇ 2 φ| ≤ K and |∇φ| 2 ≤ K on B g(0) (p,
], then for any integer k ≥ 0 there exists a constant C(n, a, k, r) such that
denotes the geodesic ball centered at p with radius
with respect to the initial metric g(0), dv(t) denotes the volume form associated to the Riemannian metric g(t), and as usual ffl denotes the average, e.g.
Pointwise estimates then follow from standard embedding theorems. In view of the similarity of (3.2) to the Ricci flow, we can adapt a method of [KNM16] to control the norm of the Riemann tensor in terms of the initial data and the first two derivatives of the spinor, see Lemma 4.1 below. Hence as our first application of the estimates in Theorem 1.1, we have Theorem 1.2. Let (g(t), φ(t)) be a solution to (1.2) or (3.2) on a closed manifold M and on time interval [0, T ), for some T < ∞, if sup
|∇ 2 φ| < ∞, then the flow can be extended to a larger time interval.
Note that in Theorem 1.2 we do not need to assume uniform bounds for |∇φ| along the spinor flow, since it is controlled by |∇ 2 φ| by Lemma 7.1 below.
As another application of Theorem 1.1, we also obtain a lower estimate for the existence time in terms of initial data. Theorem 1.3. Let g(t), φ(t) be a solution of (3.2) on a closed manifold M n with n ≥ 3. Suppose sup
there are constants Λ and δ depending on n, L and
),
] + 1, such that the existence time interval contains [0,
δ K ], and we have
The rest of the note is organized as follows. In §2, we recall some basic facts in spin geometry that we may need in the note. In §3, we describe how to pull back the spinor flow system in (1.2) to an equivalent system in (3.2), in which the metric evolving equation behaves similarly to the Ricci flow equation. Therefore, in §4, we are able to obtain C 0 estimate for Riemannian curvature tensor along the flow in (3.2) by adapting the technique developed in [KNM16] for Ricci flow to this spinor flow. Furthermore, in §5 we prove Theorem 1.1. Then as applications of Theorem 1.1, we prove Theorem 1.2 in §6 and Theorem 1.3 in §7. Finally, in the appendix §8 we recall some interpolation inequalities that we need in preceding sections.
Preliminaries on spin geometry
In this section, we will briefly review some basic facts on spin geometry. Throughout this note, M n will be a connected closed spin manifold of dimension n ≥ 2, and M is the space of Riemannian metrics on M.
2.1. Metric spin structure and spinor bundle. For more details about this subsection, we refer to e.g. [BFGK91] , [Fri00] , and [LM89] .
Fix a Riemannian metric g ∈ M on M, let P SO (g) denote the orthonormal frame bundle with respect to g. A metric spin structure with respect to g is a spin(n)-principal bundle P Spin over M together with an equivariant two-sheeted covering map ξ : P Spin → P SO (g), which restricts to a non-trivial double covering map ρ : Spin(n) → SO(n) on each fiber. This is said to be equivalent to another metric spin structure ξ ′ : P ′ Spin → P SO (g) with respect to g, if there exists a principal Spin(n)-bundle isomorphism χ : P Spin → P ′ Spin such that there is the commutative diagram
The complex Clifford algebra Cl n of the standard Euclidean vector space (R n , g R n ) may be classified as
where " ∼ =" means algebra isomorphism, and Σ n is a complex vector space of complex dimension 2
[n/2] . The spin group Spin(n) is a subgroup of the group of invertible elements in Cl n . Thus the inclusion Spin(n) ֒→ Cl n together with the algebra isomorphism in (2.1) gives the spin representation of the spin group Spin(n) on Σ n , and which is referred as µ : Spin(n) → End(Σ n ). Then the spinor bundle is defined to be the associated bundle
The (complex) Clifford bundle Cl(g) is referred to be the union of complex clifford algebras of (T x M, g(x)) for all x ∈ M. This bundle may be viewed as an associated bundle as
where Ad : Spin(n) → Aut(Cl n ) is given by Ad(g)(ϕ) = gϕg −1 for g ∈ Spin(n) and ϕ ∈ Cl n . By this characterization of Cl(g), one can easily check that the Clifford bundle Cl(g) acts on the spinor bundle Σ g M. In particular, the tangent bundle T M ⊂ Cl(g) acts on Σ g M, i.e. a vector field X acts on a spinor φ, written as X · φ and this is called Clifford multiplication. In terms of a local representation [ẽ,φ] of φ, where for an open set U ⊂ M,φ : U → Σ n , andẽ : U → P Spin covers a local orthonormal frame e = (e 1 , · · · , e n ) : U → P SO (g), we have
where {E 1 , · · · , E n } is the standard basis of R n , and E i ·φ is the Clifford multiplication induced by the algebra isomorphism in (2.1).
The Clifford multiplication naturally extends to actions of tensor algebras. For example, for any p-form α,
In particular,
Here we identify T M and T * M by using the Riemannian metric g. The Levi-Civita connection on the orthonormal frame bundle P SO (g) naturally induces a connection on P Spin and further on Σ g M. In a local expression as above, the spinor covariant derivative of φ in the direction of a vector field X can be written as
In other words,
Here and also in the following the Einstein summation convention is used. Define the spinor curvature operator as
Using the first Bianchi identity one can derive a formula for the Ricci curvature as
Recall that there is an inner product on the spinor bundle Σ g M which is invariant under Clifford multiplication by unit vectors and compatible with the spinor covariant differentiation, i.e.
Using this inner product we get a formula for the Ricci tensor (2.2)
Hence the Ricci curvature tensor can be completely determined by the second covariant derivative of any unit spinor field, we will keep this fact in mind in the following of this note.
2.2. Topological spin structure and universal spinor bundle. In order to compare spinors with respect to different Riemannian metrics, one needs to gather all spinor bundles Σ g M for all g ∈ M together into a single bundle, which will be the so called universal spinor bundle. For defining a universal spinor bundle, one needs a topological spin structure without referring to any specific Riemannian metric. For more details about these materials, see e.g. [AWW16] , [BG92] , and [Swi93] .
Fix an orientation for the manifold M n . Let P GL + be the oriented frame bundle over M, which is a principal GL(n) + -bundle over M. Then a topological spin structure is a principal GL(n)
together with an equivariant two-sheeted covering map
which restricts to a non-trivial double covering map GL(n) + → GL(n) + on each fiber. This is said to be equivalent to another topological spin structure θ
+ such that there is the commutative diagram
It was shown in [Swi93] that for any fixed metric g the equivalent metric spin structures with respect to g one-to-one correspond to equivalent topological spin structures.
The bundle of positive definite bilinear forms can be viewed as the associated bundle
where p is the natural left action of GL(n) + on the quotient space GL(n) + /SO(n). Now we choose and fix a topological spin structure θ : P GL + → P GL + throughout the rest of the notes. Then the bundle ⊙ 2 + T * M can also be viewed as
where p and p ′ are natural left actions of GL(n) + on GL(n) + /SO(n) and GL(n) + /Spin(n), respectively. Thus the projection P GL + → ⊙ 2 + T * M is a principal Spin(n)-bundle. The universal spinor bundle is then defined as the associated vector bundle π : ΣM :
By composing π with the projection of the bundle projection ⊙ 2 + T * M → M, one can also view ΣM as a fiber bundle over M with fiber ( GL + × Σ n )/Spin(n). Then a section Φ ∈ Γ(ΣM) of this bundle over M determines a Riemannian metric g Φ and a spinor φ Φ ∈ Γ(Σ g Φ M) and vice versa. Therefore, we identify sections of the universal bundle ΣM → M with the corresponding pairs (g, φ).
The Bourguignon-Gauduchon (partial) connection (or horizontal distribution) in [BG92] , or equivalently generalized cylinder construction in [BGM05] , produces the decomposition
, where (g, φ) ∈ ΣM has base-point x ∈ M, and Σ g,x M is the fiber of the spinor bundle Σ g M with respect to the metric g over x ∈ M. In the decomposition (2.3), the first factor is the horizontal part and the second factor the vertical part. For details of the decomposition (2.3), we also refer to [AWW16] and references therein.
The universal bundle of unit spinors S(ΣM) is given by
As in [AWW16] , let F and N denote respectively the spaces of smooth sections F := Γ(ΣM) and N := Γ(S(ΣM)). They can been considered as Fréchet fiber bundles over M. Then it follows from the decomposition (2.3) that
and
Again the first factor in the decomposition is the horizontal part, and the second factor the vertical part. As mentioned in Introduction, in the spinor evolving equation in the spinor flow system,
∂ ∂t
φ takes values in the vertical part.
Pull-back to a modified Ricci flow
In this section, we will pull-back the spinor flow (1.2) to a modified Ricci flow coupled with an evolving spinor as in (3.2). This helps us eliminate the term involving the second order derivative of spinor on the right hand side of the metric evolving equation in (1.2), and so that we can apply the technique developed in [KNM16] to do C 0 -estimate for Riemann tensor in §4.
For simplicity we denote the covariant derivative in the direction of e i as ∇ i . Using the fact that |φ| ≡ 1 we have (recall tensorsT and T defined in (1.4) and (1.3), respectively,)
Hence for any vectors X and Y , we can write T as
Let D be the Dirac operator defined by
Lemma 3.1. For any tangent vectors X and Y , we have
Proof. For simplicity we use the standard trick to choose an orthonormal frame e i , i = 1, 2, ..., n, and calculate at a point where ∇ i e j = 0.
First group e i · and ∇ i whenever possible to introduce the Dirac operator to the expression of
Differentiating |φ| ≡ 1 twice yields
Note that
We can rewrite the formula of T as
Now define a vector field
Let F (t) be the 1-parameter family of diffeomorphism generated by X, i.e.
d dt
F (t) is a family of spin diffeomorphisms since they are isotopic to the identity. Suppose (g(t), φ(t)) is a solution to (1.2), pull-back g(t), φ(t) by F (t), for simplicity we denote F * g and F * φ still by g and φ. By the formula for the Lie derivative and the metric Lie derivative obtained in Proposition 17 in [BG92] (also see (8) 
Hence by pulling back the flow (1.2) by a 1-parameter family of diffeomorphisms we simplified the evolution equation of the Riemmanian metric, at the expense of complicating the evolution equation of the spinor field by introducing a new second order term 1 32
φ, e i · ∇ j Dφ e j ∧ e i · φ.
Recall that under a smooth deformation of the metric
Under the flow (3.2) we have
Here and in the rest of the notes, " * " is allowed to involve three types of operations: contraction by the metric g, clifford multiplication by unit vectors, and contraction by the spinor inner product. By the second Bianchi identity we can derive the heat-type evolution equation of the Riemann curvature tensor. ∂ ∂t Rm = 1 16 ∆Rm + Rm * Rm + Rm * ∇φ * ∇φ
(3.4)
After tracing we have the evolution equation of the Ricci tensor ∂ ∂t Ric = 1 16 ∆Ric + Rm * Ric + Rm * ∇φ * ∇φ + ∇ 3 φ * ∇φ + ∇ 2 φ * ∇ 2 φ.
For covariant derivatives of the Riemann tensor we have evolution equations
where ∇ k denote the k-th covariant derivative. For the spinor we have
Estimates of the Riemann tensor
In this section we show that the first two derivative of φ controls the growth of |Rm| along the flow (3.2). Since this is trivial in dimension ≤ 3, we can assume here the dimension is n ≥ 4. We use the method of [KNM16] .
Lemma 4.1. Let (g(t), φ(t)) be a solution of (3.2) with |∇φ| 2 , |∇ 2 φ| ≤ K on B(r) × [0, T ], where we can take B(r) to be a geodesic ball with respect to g(0) with radius r. Then we have
|Rm|(g(0))).
Proof. We use C to denote constants that may depend on n, K, r
and p. For simplicity, we allow C to vary from term to term. Let η be a cut-off function independent of t, and |∇η|
where we used integration by part to deal with V(Ric) and ∇ 3 φ. In this section we can allow the constants to depend on p.
By the heat type equations we have
+ C|Rm| 2 + Rm * ∇ 3 φ * ∇φ,
Note that |∇ 2 φ| ≤ K implies |Ric| ≤ nK. We need to deal with the following (other terms are easy to handle)
By the Cauchy inequality the above implies
The first term in the above iŝ
after integration by part we can derivê
For the last term in the above estimate of I, we havê
where we have used |∇Ric| ≤ (n − 1)|∇Rm|. Therefore
Now we estimate the term
Similarly as above we derivê
by similar arguments as before. Clearly
Therefore we have shown
Using Gronwall's inequality, and use Young's inequality to interpolate will yield an estimate of´|Rm| p dv(t),
where the constant C depends on n, p, K and sup η −1 |∇η| 2 . Then the Nash-Moser iteration will give us pointwise estimate,
|Rm|(g(0)) .
Note the only non-standard step here is to use integral by part and absorption arguments to get rid of ∇ 3 φ . See for example [Li12] for details of Nash-Moser iteration and Theorem 1.2 of [LT91] where the initial value was taken into account.
L 2 estimates of derivatives
In this section we use the L 2 method to obtain derivative estimates for (3.2). We assume |∇ 2 φ|, |∇φ| 2 , |Rm| ≤ K in the support of a cut-off function η, with |∇η| 2 ≤ Lη.
Lemma 5.1. For each integer k ≥ 0 and m ≥ 2k, there exists a constant C depending on n, k, m, K, L, such that
Proof.
To handle the term´η m−1 |∇ k Rm| 2 , we use integration by parts to get
then iterate the above inequality to get
Then we can choose ǫ properly to get
Then we estimate
Moreover, as before,
first integrate by part to lower the order of ∇ 3+k φ, then use Cauchy inequality and the interpolation lemma in the appendix to get
where we used the same argument as in the estimate of I 1 to control the term´η m−1 |∇ k Rm| 2 . By the above estimates we have the lemma.
Lemma 5.2. For any integer k ≥ 1, m > 2k, there exists a constant
By commuting covariant derivatives and the Dirac operator, we have
Then integration by part yields
Then similarly as before we can derive
The last term
where we used integral by part in the equation above (hence lost a copy of the cutoff function η). Similarly we can estimate
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We can rescale the flow parabolically such that |Rm| ≤ 1, |∇ 2 φ| ≤ 1 and |∇φ| 2 ≤ 1 on B g(0) (r) × [0, a], for simplicity we still denote it as (M, g(t), φ(t)). It is easy to see the volume can be controlled under the flow
where V can be taken as V ol g(s) (B g(0) (r)) for any fixed s ∈ [0, a].
Choose a cut-off function η supported on B g(0) (3r/4), with η = 1 on B g(0) (r/2) and |∇η| ≤ 4/r. We will prove the theorem by induction on k. When k = 0 it is trivial. Without loss of generality we can suppose the result hold for k on a larger ball with radius . Take m = 2k + 4. Define
for some constant α, i = 0, 1, 2, ..., k + 1. By Lemma 5.1 and 5.2 we can choose α large enough such that
for constants β k and C k depending on n, a, r and k. Then let
where γ can be properly chosen such that k + 1 + aC k+1 − (k + 1)γ < 0, hence by induction hypothesis we have
We can integrate the above inequality, and rescale the flow to obtain the desired estimates.
Long time existence
In this section, we will show that the norm of the second order covariant derivative of the spinor field becoming unbounded is the only obstruction of long-time existence of the spinor flow by proving Theorem 1.2. We will assume that the dimension of the manifold n ≥ 3, since the result on 2-dimensional surfaces has been shown in [Sch18] .
6.1. Convergence of metrics. Let (g(t), φ(t)), t ∈ [0, T ), for some T < ∞, be a solution to the system (3.2) on a closed manifold M n satisfying sup
Then by the equation (2.2), we have
By Lemma 7.1 below, we also have
Hence by Lemma 4.1 the norm of Riemannian curvature tensor is bounded sup
Therefore the left hand side of the metric evolving equation in (3.2) is uniformly bounded, i.e. we have
Thus there exists a constant C < ∞ such that
on M for all t ∈ [0, T ). Moreover, as t ր T , the metrics g(t) converge uniformly to a continuous metric g(T ) such that
As direct consequences of the equivalence of metrics in (6.1), we have the following uniform Sobolev inequalities. For any given 1 ≤ p < n, there exists a constant C independent of t, such that
, and all t ∈ [0, T ). Furthermore, for any given p ≥ 1 satisfying 1 − n p > 0, there exists a constant C independent of t, such that
for any smooth function f ∈ C ∞ (M × [0, T )) and all t ∈ [0, T ). From the L 2 -estimates in Theorem 1.1, by using the uniform Sobolev inequality in (6.2) certain times with f := |∇ k Rm| and f := |∇ 2+k φ|, and also by Kato's inequality, we can obtain
for certain p satisfying 1 − n p > 0. Then the following pointwise estimates follows from the Sobolev inequality in (6.3).
Lemma 6.1. Let (g(t), φ(t)), t ∈ [0, T ), for some T < ∞, be a solution to the system (3.2) satisfying sup
|∇
2 φ| < ∞. Then for each nonnegative integer k, there exists a constant C k , such that
From these pointwise estimates, we can obtain the following metrics convergence result, by using essentially the same argument as showing blow up condition for Ricci flow (see details in e.g. §7 in Chapter 6 in [CK04] ), except replacing −2Ric by − 1 8
Dφ, e j · ∇ e k φ + e k · ∇ e j φ , which and whose derivatives are uniformly bounded by Lemma 6.1. Proposition 6.2. Let (g(t), φ(t)), t ∈ [0, T ), for some T < ∞, be a solution to the system (3.2) satisfying sup
6.2. Convergence of spinors. Now in order to extend the solution (g(t), φ(t)), t ∈ [0, T ), crossing the time t = T , we also need to choose a spinor φ(T ) ∈ Γ(Σ g(T ) M), which will be the limit of φ(t) in certain sense as t ր T . Let P SO (t), t ∈ [0, T ] denote orthonormal frame bundles with respect to the metric g(t). For each t ∈ [0, T ], there exists a unique A(t) ∈ End(T M) that gives a principal SO(n)-bundle isomorphism A(t) : P SO (t) −→ P SO (T ) e = (e 1 , · · · , e n ) −→ A(t)e = (A(t)e 1 , · · · , A(t)e n ).
In particular, A(T ) = id T M .
Let ξ t : P Spin (t) → P SO (t), t ∈ [0, T ], be metric spin structures with respect to the metric g(t) corresponding to a fixed topology spin structure on M. Then the isomorphism A(t) can be lifted to be an isomorphismÃ(t) : P Spin (t) → P Spin (T ), for each t ∈ [0, T ), and such that there is the following commutative diagram
Furthermore,Ã(t) induce isometries, which are still denoted by A(t), between spinor bundles given by
by ∇ t and ∇ t , respectively. Then by the formula for the induced spinor connections, we have
Then combining with equations (6.6) and (6.7), we have
Lemma 6.3. Let (g(t), φ(t)), t ∈ [0, T ), for some T < ∞, be a solution to the system (3.2) satisfying sup
|∇ 2 φ| < ∞, and g(T ) be the limit smooth metric obtained in Proposition 6.2. Then for each nonnegative integer k, there exists a constant C k independent of t such that
In above steps the constants C may vary along steps but all of them are independent of t. The first inequality follows from the uniform equivalence of metrics g(t) and g(T ) for all t ∈ [0, T ]. The second inequality follows from the expression (6.8) and the fact |(
−1 g(t)) 1 2 and all partial derivatives of g(t) are uniformly bounded (this shall be shown while proving the convergence of metrics). Finally, the last inequality follows from L 2 estimates in Theorem 1.1.
From the L
2 estimates in Lemma 6.3 and standard Sobolev inequality with respect to metric g(T ), one immediately obtains uniform pointwise estimates. Furthermore, we have Proposition 6.4. Let (g(t), φ(t)), t ∈ [0, T ), for some T < ∞, be a solution to the system (3.2) satisfying sup
|∇
2 φ| < ∞, and g(T ) be the limit smooth metric obtained in Proposition 6.2. Then there exists a spinor
Now one can solve the system (3.2) with the initial data (g(T ), φ(T )) obtained in Propositions 6.2 and 6.4 to extend the flow crossing the time t = T . This completes the proof of Theorem 1.2.
Lower bound estimate for the existence time
First we show the easy fact that |∇φ| is naturally controlled by |∇ 2 φ| under the normalization |φ| ≡ 1. Hence to obtain a lower bound for the existence time, we only need to control |∇ 2 φ|. + 1, and set
where the constants are from (5.2). By (5.2) we have
Moreover, by setting k = 0 in (5.2), dropping the term −β 0 F 1 on the right hand side of the inequality, and then solving the differential inequality, one can easily get
In particular,ˆ|
Since the Sobolev constants are uniform along the flow up to a factor e C(n,L,Λ)t , we can use Lemmas 8.1 and 8.3 to get pointwise estimate for |∇ 2 φ| as follows. In the rest of the proof, we use C to denote constants only depending on n, C 1 only depending on n and the initial metric g(0), and C 2 also depending on Λ. In the following derivations, constants C, C 1 , and C 2 may vary along steps.
By setting i = 1, η ≡ 1, and A = ∇φ in Lemma 8.1, we have
2k α −2 (P k (0) + P k−1 (0) + F 0 (0) + C 2 V t + (e C 0 t − 1)V + nV e C 2 t ).
Then dividing by (|∇ 2 φ| ∞ (t)) 2k α −2 , we have (|∇ 2 φ| ∞ (t)) 2 ≤ C 1 e C 2 t (1 + e C 2 t )(C S (g(t))) 2k V 1 m ( 2k α −2k) (P k (0) + P k−1 (0) + F 0 (0) + C 2 V t + (e C 0 t − 1)V + nV e C 2 t ).
Recall that C S (g(0)) = C 1 V − 1 n , Sobolev constants C S (g(t)) are uniform along the flow up to a factor e C 2 t , and
n (P k (0) + P k−1 (0) + F 0 (0) + C 2 V t + (e C 0 t − 1)V + nV e C 2 t ) ≤ C 1 e C 2 t (1 + e C 2 t )V −1 (P k (0) + P k−1 (0) + F 0 (0) + C 2 V t + (e C 0 t − 1)V + nV e C 2 t ) ≤ C 1 e C 2 t (1 + e C 2 t )(V −1 P k (0) + V −1 P k−1 (0) + V −1 F 0 (0) + C 2 t + (e C 0 t − 1) + ne C 2 t )
Now choose a sufficiently large Λ such that Λ 2 > max{4C 1 (V −1 P k (0) + V −1 P k−1 (0) + V −1 F 0 (0) + n), 4}.
Then we can take δ such that Λ 2 = C 1 e C 2 δ (1 + e C 2 δ )(V −1 P k (0) + V −1 P k−1 (0) + V −1 F 0 (0) + C 2 δ + (e C 0 δ − 1) + ne C 2 δ ).
This complete the proof.
Appendix: Interpolation lemma
The following interpolation lemma was proved in the Appendix of [KS02] .
Lemma 8.1. For integers k > 0, 1 ≤ i ≤ k and m ≥ 2k we have the inequality
where the constant C depends only on n, m, k and |∇η| ∞ .
As a corollary we have the following lemma which is needed in our derivation of L 2 derivative estimates. (|∇u| 2 + r −2 u 2 ), for any C 1 function compactly supported on a geodesic ball B(r), where µ = n when n ≥ 3 and 2 < µ < ∞ when n = 2. Using this Sobolev inequality we can prove a multiplicative version by the same argument as in [KS02] (Theorem 5.6). )m + 1, there is a constant C depending only on n, m, p such that
where C S = C(n) 
