Abstract-In this paper, a new method for power system stability analysis is introduced. The method is based on injection of a small voltage or current in an arbitrary point of a power system. The apparent impedance is then defined as the ratio between the voltage and current at the injection point. It is shown that the apparent impedance can be used to estimate the eigenvalues of the system that are observable from the injection point. The eigenvalues are obtained by applying system identification techniques to the measured set of apparent impedances. The method is similar to the well-established impedance-based stability analysis based on source and load impedance models. However, while the source/load impedance ratio is viewed as the minor-loop gain, the apparent impedance can be viewed as a closed-loop transfer function. It can also be expressed as the parallel connection of the source and load impedance. It is shown, in this paper, how the system eigenvalues can be extracted based on a set of apparent impedance values. The apparent impedance holds, therefore, complementary information compared with the existing impedance-based stability analysis. The method can also be used as a tool to validate analytically derived state-space models. In this paper, the method is presented as a simulation tool, while further work will extend it to include experimental setups. Two case studies are presented to illustrate the method: 1) a dc case with a buck converter feeding a constant power load and 2) a three-phase grid-connected voltage source converter with a current controller and a phase lock loop. The estimated (apparent) eigenvalues of the studied systems are equal to those obtained from the analytic state-space model. Index Terms-Impedance-based analysis, power system stability analysis, state-space modeling, vector fitting (VF).
the system with moderate to large size. The impedance-based method is an alternative method, which decomposes the system into a source and load impedance equivalent [1] - [3] . Stability can be analyzed by applying the Nyquist criterion to the ratio between source and load impedances. The main advantage of the impedance-based method is that the stability can be analyzed from measurement/simulations in a single point in the system. Hence, this can be viewed as a black-box approach. In order to perform such analysis, a disturbance or perturbation must normally be injected into the system. A drawback of the impedance-based method is that the stability margin depends on the interface point location, i.e., the point which defines the source and load subsystem.
This paper proposes a new method for stability analysis called the apparent impedance method. The approach is based on measurements in a single point similar to the abovementioned impedance-based analysis. However, instead of obtaining the source and load impedances separately, only the equivalent impedance seen from the injection source must be identified. This impedance is defined as the apparent impedance and represents a closed-loop transfer function in the system. Consequently, the system state-space model can be estimated based on sampled values of the apparent impedance. Since this is a closed-loop transfer function, the eigenvalues of the estimated state-space model are independent of injection location. Well-established system identification tools can be used for the estimation. In this paper, the vector fiting (VF) and matrix fitting (MF) methods are applied [4] .
It is remarked that the term apparent impedance is also used within relaying theory as the impedance seen from the relay. Although the definition is similar, the methodology presented in this paper is unrelated to the relaying application with the same name.
The method is integrated with the existing impedancebased stability analysis techniques and will provide additional information and visualization. The following four applications of the method are identified, while additional applications can be identified by further work: 1) estimate the system state-space model when parts of the system are only expressed by numerical data/black-box equivalents; 2) validate analytically derived state-space models through eigenvalue-by-eigenvalue comparison; 3) extend impedance-based stability analysis to also include eigenvalue plot; this can provide additional information and visualization; 4) obtain a continuous impedance model from a discrete set of impedance values. The presented method will give an accurate validation by comparing each eigenvalue individually, and this will also give hints toward where, in the modeling, the error is located.
The last application is useful when interpreting Bode and Nyquist plots obtained from the simulated or measured impedance values. The state-space model obtained from vector and MF methods can be recalculated into a continuous impedance model, which will give smooth curves. This will make it easier to accurately identify resonances and to accurately evaluate the behavior close to the (−1, 0)-point in the Nyquist plot.
In this paper, the apparent impedance method is presented mainly as a simulation tool. However, it can be extended to also perform online identification of state-space models in experimental setups. Assuming that accurate impedance measurement equipment is available, the implementation will be simple and with low computational requirements. This paper extends a previous work by Rygg et al. [5] . Here, the method was defined for dc systems, and it was proved that both the shunt current and series voltage injections are applicable. Furthermore, a case-study analysis demonstrated that the apparent impedance eigenvalues do not depend on injection location. This paper extends the method to include three-phase systems, and the dq-domain is utilized for this task. Only shunt current injection is assumed, but the same results can be obtained by series voltage injection.
II. APPARENT IMPEDANCE DEFINITION
The definition of the apparent impedance assumes an injection of voltage or current at some point in the power system. In Fig. 1 , an injection is applied to a dc system composed by two subsystems. The injection point separates the system into two subsystems (1 and 2), here represented by their frequencydependent Thevenin and Norton equivalents. The apparent impedance is defined as
where V inj and I inj are defined in Fig. 1 . Uppercase letters are used to indicate Laplace domain and frequency domain in this paper. The following expressions can then be obtained for Z a by circuit analysis applied to Fig. 1 :
Note that, these expressions do not depend on the type of subsystem equivalent (Thevenin versus Norton), since we are disregarding the impact of the voltage and current sources during small-signal analysis.
III. STABILITY ANALYSIS BY THE APPARENT IMPEDANCE
Apparent impedance stability analysis is a small-signal method. The objective is to estimate all eigenvalues of the system based only on sampled values of Z a . The stability analysis follows directly by evaluating these eigenvalues in the complex plane. A flowchart of the methodology is presented in Fig. 3 .
A. DC Systems
In the small-signal analysis of dc systems, it is assumed that the entire system can be represented by a linearized state-space model
where x is the vector of n states and u is the single input to the system, while y is the single output. A is the n × n state matrix, B is an n × 1-vector, and C is a 1 × n-vector, while D and E are scalars. The term E is required to represent nonproper transfer functions (see Section V and Appendix B for a related discussion). Note that (3) assumes a single-inputsingle-output (SISO) system, which is the case for a dc system. In control theory, an impedance represents a transfer function between current and voltage. With reference to the general state-space model (3), the apparent impedance Z a (s) can be expressed by considering the current i inj as input and the voltage v inj as output in Fig. 1 . The Thevenin and Norton sources (v T and i N ) can be disregarded in this step, since they can be viewed as constant under the small-signal assumption. This gives the following state-space model:
This is the key point in the derivation process: the apparent impedance represents a closed-loop transfer function in the system. The matrix A will contain the system eigenvalues that are observable from the injection point.
B. Extension to Three-Phase Systems
In this paper, the work from [5] is extended to three-phase systems. In this case, the SISO structure cannot be applied as for dc systems. State-space modeling in three-phase systems is often carried out in the dq-domain, since the variables at fundamental frequency are transformed into constants within this domain [6] - [8] . The zero sequence is normally disregarded, which implies that the system can be represented by 2×2 matrices. Early works and contributions on impedance modeling in the dq-domain are [2] and [9] - [12] . More recent contributions can be found in [13] and [14] . The apparent impedance in three-phase systems can be defined by a 2 × 2 matrix Z a,dq in the dq-domain as
By inspecting Fig. 2 , the apparent impedance matrix Z a,dq can be expressed by the subsystem matrices Z 1,dq and Z 2,dq as the parallel connection. The Thevenin source v T ,dq and Norton source i N,dq can be disregarded due to the small-signal assumption in the same way as in (5) . Z a,dq is the matrix equivalent of (2), and can be derived as follows:
where the last equality is obtained by comparing the third equation with the definition (6). The three-phase system can also be expressed on state-space form by considering the injection current i inj,dq as input and the injection point voltage v inj,dq as output
where A is an n × n matrix, where n is the number of states, B has dimension n × 2, and C has dimension 2 × n, while D and E have dimension 2 × 2. The state-space model can be reorganized to obtain an expression for the apparent impedance matrix Z a,dq
where the last equality is obtained by comparing (9) with (6). The matrix equivalent of (5) is then obtained, and can be used as input to the system identification method (MF). It is then possible to extract the system state-space model and eigenvalues from measured values of the apparent impedance matrix. An example of this method for a grid-connected voltage source converter (VSC) is included in Section VII.
IV. OBTAINING APPARENT IMPEDANCE FROM SIMULATIONS
Obtaining impedance values by simulation can be achieved by the most time-domain analysis tools. The idea is to inject a small disturbance in the interface point as shown in Fig. 1 . The disturbance can contain a single frequency (single tone), or be composed by several frequencies (multitone). In this paper, only multitone is applied, but identical results can be obtained by single-tone analysis.
The methodology is shown by the flowchart in Fig. 3 . Both the dc and three-phase systems are considered. The methodology is based on selecting a frequency vector f tab = [ f 1 f 2 . . . f n ] for which the apparent impedance should be estimated. The next step is to synthesize an injection signal as the sum of sinusoids at these frequencies
where ω tab = 2π f tab . For three-phase systems, the apparent impedance is a 2 × 2 matrix in the dq-domain. Impedance measurements by frequency sweeps are well established in previous work [15] . Both the dq-domain and sequence domain are applied for this task, while this paper is focusing on the dq-domain. A comparison of different injection techniques is out of the scope of this paper, and it is remarked that all techniques will give the same result when the assumption of a time invariant (TI) system is satisfied.
The currents and voltages are transformed into the dq-domain by applying Park transform with phase angle equal to θ(t) = θ 1 + ω 1 t. The initial condition θ 1 is set equal to the phase A fundamental voltage angle. This angle is identified during postprocessing by taking the fast fourier transform (FFT) of the voltage v inj . Consequently, a phase lock loop (PLL) is not needed to perform the injection. The method for calculating the impedance matrix is based on the work in [15] , and it is necessary to combine two linear independent injection signals as explained in [15] and [16] . A possible combination of injection signals is
where ω 1 is the fundamental frequency and the three elements in the vector are the a, b, and c phase components. will not be zero during postprocessing, since the d-axis is aligned to a different angle. The next step is to simulate the system with the abovedefined injection signals applied. Time-domain response of v inj and i inj is then stored and transformed into frequency domain by the FFT. For the three-phase case, the responses are transformed to the dq-domain before applying the FFT. The apparent impedance can then be calculated based on the frequency domain data. For the dc case, this is simply the ratio of injection point voltage by injection current (1) . For the three-phase case, it is necessary to combine the responses from the two injection signals as derived in [15] . The following equation can be used to find the impedance matrix (see [15, eq. (19) ]):
After this step, the apparent impedance is identified at all frequencies in f tab , and this is the required input data for the system identification process described in Section V.
V. ESTIMATING STATE-SPACE MODELS BY VECTOR FITTING AND MATRIX FITTING
VF is a well-established method for rational approximation in the frequency domain using poles and residues [4] , [18] , [19] . The method is able to estimate a state-space model to a measured or computed transfer function based on curve fitting. VF is widely applied in many engineering fields, from high-voltage power systems to microwave systems and high-speed electronics. A MATLAB implementation of the method is available online [20] .
The input to the VF algorithm is as follows: 1) a set of measured/simulated apparent impedance values function values Z a1 , Z a2 ...Z an taken at the frequencies f 1 , f 2 ... f n ; 2) the order of the resulting state-space model. The maximum possible value is the number of impedance values (n). The output of VF is then the state-space model represented by A, B, C, D, and E (3). The model is also expressed on the pole-residue form (see Appendix C for details).
The fitting algorithm will identify the system eigenvalues with high accuracy when the system under study is TI. Still, it must be remarked that the resulting state variables cannot be related to any physical quantities in the system when a pure black-box approach is adopted. This is a consequence of having a black-box approach in general, and not a weakness of the specific method.
Three important options can be selected when running the VF algorithm: 1) stability enforcement; 2) passivity enforcement; 3) include D and/or E in the fitting. When obtaining the apparent impedance by simulation, it can be assumed that the system is stable. Otherwise, it would not be possible to identify the apparent impedance due to the lack of a stable operation point. The stability enforcement can, therefore, be selected. However, if the apparent impedance is obtained by analytical calculations, e.g., by (2), stability enforcement should not be selected.
Generally, it is important to not force the system to be passive during fitting. Power electronic converters can inject energy to the system at certain frequencies. Such behavior is the definition of a nonpassive system. Passivity enforcement should only be applied in the modeling of passive components, such as transformers and cables. Recent research is focusing on stability analysis through passivity assessment (see [21] - [23] ). See Appendix E for more information on passivity.
Finally, it is important to include both D and E in the fitting. D is required in order to properly model series resistance in both the impedance and admittance models. The physical interpretation of E is a series inductor in an impedance model and a shunt capacitor in an admittance model. Without the term E, these elements cannot be accurately described by state-space representation.
While VF is applied to SISO-systems, another implementation is able to extract models for multiple input multiple output (MIMO) systems. This is called MF, and is also available online [20] . In this paper, VF is applied for dc systems, while MF is applied for three-phase systems in the dq-domain. The above-mentioned three options can also be selected for MF. In addition, the following symmetry condition is enforced by default:
where * denotes complex conjugate transpose. This condition is normally not met for power electronic systems. Therefore, it has been disabled, allowing each element in the impedance matrix to be independent of the others. More information on MF can be found in Appendix D.
A. Selecting the Model Order
An important parameter in the system identification process is the model order. An mth order model will give m states and m eigenvalues. The number of states in the system is unknown by the apparent impedance method, since this is a black-box approach. A methodology presented in Fig. 4 is proposed to identify insignificant states and eigenvalues. It is known that when the residue R i divided by eigenvalue λ i has small absolute value for the state i, this state does not contribute to the measured response [4] . Consequently, by gradually reducing model order until all eigenvalues are significant, the correct number of states will be identified. A threshold must also be selected for this detection. In this paper, |(R i /λ i )| > 10 −4 is used as a condition for defining λ i as significant. Note that the initial model order n cannot be selected higher than the number of measured apparent impedances.
In the case of the three-phase system, the residue R i becomes a 2×2 matrix R i,dq . In order to evaluate the significance of this matrix, it is proposed to use the 2-norm ||R i,dq || 2 divided by eigenvalue λ i . Other matrix norms can also be used.
It is remarked that the above-mentioned discussion assumes perfect input data and a fully observable system. In cases where this is not met, the method for selecting model order is also very useful in sorting out eigenvalues that are not estimated with sufficient confidence.
VI. DC CASE STUDY EXAMPLE A. Case Overview: Buck Converter Feeding CPL
A case study has been defined in Fig. 5 . This is a dc system where a CPL to the right is fed by a Buck converter. The CPL consumes constant power P * by drawing a current I L that is inversely proportional to its terminal voltage v C2 . The CPL dynamics are represented by the filter time constant τ used to low-pass filter the measured voltage v C2 . The Buck converter has a constant duty cycle D, switching frequency f sw , and an output filter represented by R 1 , L 1 , C 1 , and R c1 . Series impedance R 2 , R 3 , and L 3 separates the source and load from each other. Note that the model is nonlinear due to the term i L = (P * /ṽ 2 C2 ). The system is represented in MATLAB Simulink Simscape Power Systems using a switched (detailed) model. The simulation time step is fixed and equal to T sim = 1 μs.
B. Analytical State-Space Model
By circuit analysis, the state-space model of the system in Table I s 
The eigenvalues λ analytic of the state matrix A have been calculated in MATLAB using the data in Table I . They are compared with the eigenvalues obtained by the proposed method in Section VI-D.
C. Illustration of Methodology
In this paper, a multitone signal composed by eight frequencies is injected. 
A time-domain simulation of the steady-state operation is presented in Fig. 6 . The injected current i inj and the intersection point voltage v inj are indicated in the plot. The amplitude of each injected frequency component is 0.5 mA, giving a total rms of (1/ √ 2) · 8 = 2.8 mA. This is approximately 0.5 % of the average load current.
As highlighted in Fig. 3 , the signals in Fig. 6 are the only information needed to perform the stability analysis. First, FFT is applied to v inj and i inj , and the result is presented in Fig. 7 . Since shunt current is applied to this example, the current magnitudes are equal for all injected frequencies, while the voltage depends on the circuit parameters. Apparent impedance is defined in (1) as the ratio between v inj and i inj in the frequency domain.
The resulting impedance plots are presented in Fig. 8 . The impedances are estimated for the eight frequencies in f tab , while the VF algorithm is used to obtain the fit line. Only the impedance magnitudes are presented, but it has been verified that the angles are consistent with the conclusions. The subsystem impedances Z 1 and Z 2 defined in Fig. 1 are also presented in the same plot. They are corresponding to the left (Buck) and right (CPL) subsystem impedances in Fig. 5 , respectively.
The impedance plots can be explained as follows. It is clear that the simulated apparent impedance Z a complies with (2) . It represents the parallel connection of the subsystem impedances Z 1 and Z 2 . When the two subsystem impedances have large difference in magnitude, Z a ≈ min[Z 1 , Z 2 ]. A resonance peak occurs at f max = 45 Hz, where Z 1 and Z 2 have equal amplitude but opposite phase. The angle of Z a is close to 180°here. At low frequencies, Z a ≈ Z 1 , since the inductive path through the buck converter has significantly lower impedance than the capacitive path through the CPL.
D. Eigenvalue Comparison
The next and final step in the stability analysis is to apply VF to estimate the system state-space model, and to evaluate the eigenvalues of the matrix A. The input to VF is the set of simulated values for Z a along with the frequency vector f tab (17) .
The VF directly outputs the state-space model and eigenvalues based on the sampled values of apparent impedance. The estimated (apparent) eigenvalues are presented in Table II . The difference between apparent eigenvalues and the analytical ones is less than 0.01 %. The eigenvalues are visualized in a (Table II) . Fig. 9 . The most critical eigenvalue has an imaginary part equal to 282.8, which is equivalent to an oscillation frequency of (282.8/2π) = 45.0 Hz. This is the same frequency as the apparent impedance resonances in Fig. 8 . In general, a resonant point in the apparent impedance plot will have an equivalent eigenvalue with poor damping ratio ζ , that is, a low ratio between real and imaginary parts.
VII. AC THREE-PHASE CASE STUDY EXAMPLE
A three-phase case has been defined in Fig. 10 . This is a grid-connected VSC equipped with the dq-domain current control. A PLL is used to synchronize with the grid, and it also includes an output LC filter. The dc link voltage is assumed constant. The grid is represented by a Thevenin equivalent. This is a relatively simple model with 16-state variables, and it is considered suitable for testing the apparent impedance method for three-phase systems. The analytic statespace model has been derived in Appendix A along with the parameter values. The current controller and PLL are tuned based on the principles in [24] . The current controller bandwidth is set to 200 rad/s, while the PLL bandwidth is set to 10 rad/s. When deriving the small-signal model, an equivalent second-order pulse-width modulation (PWM) delay transfer function is used to represent the effect of modulation and switching. T c is the time delay parameter. The time delay can be model by several other techniques as well, e.g., by Pade approximation or Taylor series.
The apparent impedance matrix is extracted from simulation by the methodology in Fig. 3 . The resulting impedance matrix is presented in Fig. 11 . The crosses represent simulated frequencies, while the solid lines are the fit results from the MF method. It is difficult to accurately interpret the (18) impedance matrix by visual inspection, but a few resonance frequencies can be identified by inspecting the matrix elements individually, one at ≈ 15 Hz and one at ≈ 600 Hz.
Based on the estimated impedance crosses from Fig. 11 , the MF routine will approximate a state-space model with associated eigenvalues. Average converter model is used during this simulation, and the simulation model is then based on the same equations as the analytical state-space model. These eigenvalues are shown in Fig. 12 , along with the analytical eigenvalues derived from (18) , shown at the top of the page. The match is very good for all 16 eigenvalues. Two small differences exist. The eigenvalue pair at −5932± j 150.6 is estimated as a single eigenvalue at −5451, while the eigenvalue pair at −20.08 ± j 2.398 is estimated as a real pair at −21.04 & − 18.89. Both of these pairs have very low imaginary part, and hence, the practical implication of this estimation inaccuracy is negligible. The eigenvalues are also presented in Table III , along with their damping ratios and oscillation frequencies. The eigenvalues with lowest damping ratio have imaginary parts corresponding to 22.1, 588, and 704 Hz. These frequencies are the same as the resonant peaks in the impedance plot (Fig. 11) . The eigenvalues at 588 and 704 Hz appear as a combined resonance frequency at ≈ 670 Hz in the impedance plot. The close relation between eigenvalue imaginary parts and apparent impedance resonances can be explained by considering the impedance matrix on pole-residue form as discussed in Appendix D. 
VIII. SENSITIVITY ANALYSIS INCLUDING UNSTABLE CONDITIONS (AC CASE)
The methodology presented in Fig. 3 is only able to analyze the system in stable conditions. This is due to the fact that a frequency sweep is only applicable to a stable system. However, the concept of apparent impedance analysis is also applicable to unstable conditions if some parts of the system are represented with either analytical or numerical data obtained from another source than the frequency sweep. It is also possible to completely avoid the sweep if the subsystem impedance data are known from other sources. The apparent impedance is calculated as the parallel connection of subsystem impedance by utilizing (7). In the following example, the grid inductance is gradually increased until the stability limit is reached (and beyond). The apparent eigenvalues are then compared with the Nyquist plot obtained by using the generalized Nyquist criterion [25] .
The main assumption in this example is that the converter impedance matrix does not change when the grid inductance changes. Then, this matrix is established once, and the apparent impedance matrix can be calculated for any grid impedance as the parallel connection of converter and grid impedance matrices (7) without running additional frequency sweeps. This assumption is only 100 % accurate if the converter operates in no-load condition. Otherwise, the interface point voltage will change due to increased grid impedance and its associated voltage drop, and this will change the converter impedance. If this effect is significant, additional sweeps need to be performed during the sensitivity analysis. The values are selected to give marginally stable and unstable conditions. It is seen that the stability conclusion is identical Fig. 13 .
Nyquist plot and apparent eigenvalue plot for varying grid impedance. Bottom subplots represent a close-up of the top plots. with the eigenvalues and the Nyquist plot, as instability is predicted when the grid inductance is 0.21 and 0.22 p.u.
A time-domain validation of this analysis is presented in Fig. 14. Note that, a switching converter model is used for this investigation, and therefore, the waveforms are not smooth in the stable cases. The grid inductance is changed in the same steps, and it is observed whether the system is stable or unstable. The d-axis voltage is selected as the observed state variable, and it is clear that the system is unstable when L th is 0.22 and 0.23 p.u. This validates the stability analysis in Fig. 13 . Even though the time-domain simulation in Fig. 14 is using a switching converter model, instability occurs at the same grid impedance as the apparent impedance analysis, which is based on an average converter model. This is explained from the fact that a first-order time delay is sufficient to analyze this specific instability issue. It is expected that stability issues at higher frequencies could require a more advanced representation of switching and modulation.
IX. DISCUSSION AND FURTHER WORK
In this section, the applicability of the method is discussed with respect to the following questions. 1) How large scale and complex systems can be analyzed with the apparent impedance method? 2) Can meshed systems be analyzed? 3) Can switching converter models be used? 4) Can the method be applied in experimental setups? 5) How will the method tackle unbalanced systems? In principle, there is no upper limit on the number of state variables in the system to be analyzed. Still, it will clearly be hard to identify accurately all eigenvalues in a system with several thousand state variables. It is hard to give specific guidelines on how large systems that can be analyzed, but it is suggested that the method can be used for all systems where the conventional impedance-based analysis is used. This claim is justified by the fact that the same information is needed by both methods. Hence, the method is applicable to large systems, but dynamics that are not observable at the interface point may be overlooked. By performing the analysis in different injection locations, this problem can be overcome.
The hypothesis is that the method would also work for meshed systems, since it is not strictly required to define a source or load subsystem (only the apparent impedance). However, the analytical proof behind this hypothesis has not been derived at present. This will be investigated in the further work.
This paper uses average converter models in order to have a TI simulation model. This enables the accurate match with the eigenvalues from the analytical model. Furthermore, a systemlevel stability analysis is normally conducted with average models, regardless of technique. The exception is when the frequency range of the stability issues of interest approaches the switching frequency. In this case, the method is considered less accurate.
Experimental setups for the impedance-based stability analysis have demonstrated high accuracy in previous work [15] , [17] . Assuming that an impedance measurement system with high accuracy is available, the vector and MF algorithms will also estimate accurately the system state-space model. An important question to clarify is how the fitting step will be influenced by inaccuracies in the impedance measurement.
An unbalanced system will result in a time variant dq-domain model. In other words, the system cannot be modeled accurately with a dq-domain impedance matrix. In this case, another modeling domain is required, for instance, the harmonic state space (HSS) [26] . By defining the apparent impedance in the HSS, it is expected that effects, such as unbalances and power electronic switching, can be captured accurately. The drawback of this extension is a more complicated procedure for impedance measurement. These investigations are left for further work.
X. CONCLUSION
The apparent impedance stability analysis method has been introduced and defined in this paper for the dc and three-phase power systems. It has been shown that the apparent impedance can be used to estimate the eigenvalues of the system based on injection and measurements in a single point. The eigenvalues are directly obtained by applying a system identification algorithm to the measured set of apparent impedances. The method is proposed as an extension to the well-established impedancebased analysis based on source and load impedance models, and will provide additional information. Another application of the method is to validate analytically derived state-space models.
The case studies illustrate that the method is able to accurately identify the eigenvalues in both the dc and three-phase power systems. Further work needs to evaluate the robustness of the method in case of larger and more complex systems. A possible challenge when analyzing large system is that polezero cancellation inside one of the subsystems can occur. Then, the corresponding eigenvalues cannot be identified from the injection point unless the analysis is performed at multiple locations.
APPENDIX

A. Analytic State-Space Model of the AC System
The state-space model of the three-phase system in Fig. 10 has been derived in (18) , as shown at the top of the next page, while the parameter values and operation point are given in Table IV . The state-space model is without any elements B, C, D, and E, since only the eigenvalues of matrix A are relevant for the stability analysis. Note that superscript 0 indicates the steady-state operation point. Superscripts s and c in the state variables indicate system and converter reference frame, respectively, as defined in [14] . The state variables and parameters can be identified in Fig. 10 . Note specifically that γ The symbols are explained as follows (see Fig. 10 ). V DC is the converter dc link voltage, and V th , R th , and L th represent the grid Thevenin equivalent. L c , C c , and R c represent the filter on the converter ac terminals. K p and T i are the current PI-controller parameters. τ v is the voltage feedforward filter time constant. K p,PLL and K i,PLL are the PLL PI-controller. T c is the combined switching, modulation, and analog to digital converter time delay. K ad is the active damping gain. ω 1 is the fundamental frequency, while f sw is the switching frequency. The converter operation point is given by I 0 cd , I 0 cq , V 0 pd , and V 0 pq .
B. Pole-Residue Representation of Transfer Functions and Matrices
The vector and MF algorithms are based on the pole-residue representation of transfer functions [27] . For the SISO case, this can be viewed as the partial fraction expansion of a real transfer function H (s)
where r i is the residue corresponding to eigenvalue (or pole) λ i . The parameter D is nonzero whenever m ≥ n, while E is nonzero whenever m > n. Additional terms, such as s 2 F, may be needed if the transfer function satisfies m > n + 1, but this is a very rare property in actual systems.
In the MF toolbox (MIMO case), the residue r i is replaced by a residue matrix R i as follows:
As seen in (20) and elaborated in [27] , each element in the transfer matrix H(s) is fit to the same set of eigenvalues. It is the residue matrices, as well as D and E that gives the difference between different elements in the transfer matrix H(s).
If the system has a poorly damped eigenvalue λ i = α i + j ω i , the corresponding fraction 1/(s − λ i ) will become very large at s = j ω i . For the SISO case, this will give a resonance peak in the transfer function at ω i . For the MIMO case, it is clear from (20) that all elements in the transfer matrix H(s) will have a resonance peak at this frequency. The only exception is when a certain element of the residue matrix R i is either zero or very small.
C. Additional Details on the Vector Fitting Method
The state-space representation in (5) can also be expressed as a sum of partial fractions
where λ i is the i th pole and R i is the i th residue. It is seen that the residue is a measure of the observability of the i th eigenvalue in the transfer function Z a (s). The ratio (R i /λ i ) is, therefore, proposed in Section V-A as the parameter for identifying if an eigenvalue is significant or not.
If the state-space model is expressed by a diagonal A-matrix, the residues can be related to vectors B and C as R i = b i c i (22) where b i is the i th element of the vector B and c i is the i th element of the vector C.
D. Additional Details on the Matrix Fitting Method
The equations from Appendix C are extended to MIMO systems in order to be applicable to the MF method. Assuming the 2×2 dq impedance matrix Z dq is the transfer function, which yields
where R i is the 2×2 residue matrix corresponding to the i th eigenvalue λ i . When defining a norm to evaluate if an eigenvalue is significant or not, the following condition is proposed:
where ||(·)|| 2 is the 2-norm of a matrix (other matrix norms can also be applied).
E. Definition of a Passive System
The definition from [27] is adopted in this paper. A passive system is defined as a system that is not able to generate energy on its own. Mathematically, this can be formulated by representing the system with transfer matrix H(s) [e.g., the 2×2 impedance matrix Z dq (s)]. If the system is passive, the following condition holds:
where H( j ω) H is the conjugate transpose (Hermitian transpose) of H( j ω). The condition is that all eigenvalues of H( j ω) + H( j ω) H are positive for all frequencies ω. For an SISO system H ( j ω), the condition is simplified to requiring −90°≤ H ( j ω) ≤ 90°. This is a more intuitive definition of passivity, since a negative real part of the terminal characteristic is associated with the production of energy.
