Modeling approach RBF neural network. neural networks (nns) are powerful modelling tools that have the ability to extract the underlying complex dependencies from measured data. Anns have gained success in a wide range of applications (7, 16) . the most frequently used Ann is a radial basis function (RBF) neural network as a type of feed-forward neural network that learns using a supervised training technique (32). An RBF neural network is structured by embedding a radial basis function with a two-layer feed-forward neural network. Such a network is characterized by a set of input and a set of outputs. in between the inputs and outputs there is a layer of processing units called hidden units. each of them implements a radial 
Introduction
Solid state fermentation (SSF) is a process of microorganism growth on or within solid substrates or supports, in the absence of free water (21, 31) . SSF has been used for many centuries, some of the traditional uses being the production of fermented foods, pigments, and Koji in the Far east. Within the last decade, SSF has also been used for the production of other, higher value microbial metabolites such as antibiotics (21) , biopesticides (24) , aromas (24) , gibberellic acid (14) , and citric acid (13) .
the performance of fermentation processes depends on many factors including temperature, moisture content, agitation, inoculum level, carbon, and nitrogen sources (11, 17) . to achieve the best performance of fermentation processes, various process optimization strategies have been developed. the most frequently used one is the Response Surface Methodology (RSM), which is based on factorial design and regression analysis, and aims to identify and optimize significant factors in order to maximize the response (cell density, high yields of desired metabolites or enzyme levels). Another aim of RSM is to identify and optimize significant factors, with the purpose of determining what levels of these factors maximize the response (product yield productivity). it uses statistical experimental designs to develop empirical models that relate a response (dependent variable) to some factors (independent variables). the most widely used simulating models are second order polynomials (3, 4) , and now RSM is widely applied in the bioprocess optimization (19, 23, 30) .
in recent years, a limited number of studies have investigated the possibility of using non-statistical techniques, such as artificial intelligence methods (AI), for developing nonlinear empirical models. the most commonly used methods are artificial neural networks (ANNs). ANNs are superior to RSM in that they are more accurate modeling techniques and represent the non-linearities in a much better way (9) . indeed, accurate models of SSF have an important role in its optimization. evolutionary algorithms (eAs), such as genetic algorithm (GA) and particle swarm optimization (PSo), are applied and compared with the statistical techniques such as response surface methodology (RSM). the novelty of the present work is the adaptation of such approaches for the solid state fermentation problem. basis function. the architecture of an RBF network is shown in Fig. 1 .
Mathematically speaking, an RBF neural network can be formulated as,
where m is the neuron number of a hidden layer, which is equal to the cluster number of the training set; ||x i -c k || represents the distance between the data point x i and the RBF center; c k .λ k is the weight related with the RBF center c k . therefore, the output of an RBF neural network is a weighted sum of the hidden layer's activation functions. Different functions have been tested as activation functions for RBF networks. here we adopt the most commonly used Gaussian RBF as basis functions shown in eq. 2:
in eq. 3, σ k indicates the width of the k th Gaussian RB function. one of the σ k selection methods is shown as follows:
here θ k is the k th cluster of the training set, and M k is the number of sample data in the k th cluster.
Optimization approaches
During the last decades, the genetic algorithm (GA) and Particle Swarm optimisation (PSo) have experienced widespread use with great success to solve problems involving large search spaces (26, 29) . Both methods are issued from artificial intelligence which makes it possible to handle highly non-linear problems based on efficient stochastic optimization formalisms. Selection of both algorithms in the present work is justified by the fact that our problem of concern (SSF optimization problem) is characterized generally by inherent input-output non-linearity. GA algorithm. Artificial intelligence (AI) has become an attractive approach for developing non-linear empirical models, especially in cases where the development of conventional empirical models would be impractical. A popular Ai technique is the genetic algorithm (GA), as it is a powerful stochastic search and optimization technique.
GA is a search technique applied in computer science to find approximate solutions to optimization and search problems. GAs implement operations inspired by evolutionary biology, such as inheritance, mutation, and recombination. each element of the population is first represented by a vector of real-valued numbers; recombination (cross-over) is performed by picking a point, and mutation, by perturbing parameter values is such a way that the amount of the perturbation decreases over the course of the run; and finally, a point is only evaluated if it is not too close to a previously generated point that proved to be bad.
in order for a genetic algorithm to be used to search for a solution for a given problem, two elements are required. First, there has to be a method of representing a solution in a way that can be manipulated by the algorithm. A solution can usually be represented by a string of bits, numbers or characters. in this study each point in the domain space of the search is called a "gene" and strings of genes make up each solution called a "chromosome" ( Table 1) . Second, there has to be a method of measuring the quality of any proposed solution, using a fitness function.
TABLE 1 chromosome structure

Gene 1
Gene 2 Gene 3 8 < x 1 < 16 8 < x 2 < 16 1 < x 3 < 2 the detailed optimization procedure using GA is described as follows:
• Step 1: Generate an initial population randomly.
• Step 2: calculate the objective function value using an RBF model of each solution (chromosome).
• Step 3: Sort the population in descending order of the fitness function. • Step 4: Select two parents (chromosomes) randomly.
• Step 5: Apply crossover operation in two points from the selected parents with a probability P c , and generate two children.
• Step 6: Perform the mutation process for both children with a probability P m . • Step 7: calculate the objective function value using an RBF model of the two children.
• Step 8: Add the children in the population.
• Step 9: When the executed generation number is equal to the maximum generation number, the "algorithm" ends. PSO algorithm. Recently, this algorithm has been proved useful in diverse engineering design applications such as control design (20) , logic circuit design (6), and power systems design (25) . Stochastic in nature, the particle swarm process updates the position of each particle in the swarm using the velocity vector. this vector is updated using the memory of each particle and the entire swarm. this allows the position of each individual particle to be updated based on the entire swarm. As the swarm adapts to its environment, each particle can return to regions of space that are promising and also search for better positions. numerically, the position x of the i th particle i at iteration k+1 is updated as shown in eq. 5 and illustrated in Table 2 ,
+ is the corresponding updated velocity vector. the velocity vector of each particle is calculated as shown in eq. 6 and illustrated in Table 3 
TABLE 2
the structure of position x of the i th particle at iteration k + 1 
the terms that remain are parameters that depend on the problem. these include w 1 , w 2 , and w, which stand for the particles confidence in itself (cognitive parameter) and in the swarm (social parameter) and also inertial weight, respectively. the PSo convergence behavior, which is used to control the exploration capabilities of the swarm, relies largely on the inertial weight of the particle. the inertial weight impacts the current velocity, which is based on previous velocities. therefore, as the inertial weight changes, so does the ability of the particle to roam. if the inertial weight is large, the particle can explore the design space in a broader manner, while small inertial weights limit the updates of velocity to local regions within the design space.
Based on the particle and velocity updates as explained in eq. 6, the PSo algorithm is constructed as follows:
• Step 1: initialize a set of particle positions i x 0 and velocities i v 0 randomly distributed throughout the design space confined within specified limits, and set
• Step 2: evaluate the objective function ) ( x , by employing the particle's position vector as the input of the RBF estimator.
• Step 3: Update the optimum particle position i k p at the current iteration (k) and the global optimum particle position g k p .
• Step 4: Update the position of each particle using its previous position and update the velocity vector as specified in Eq. 5 and Eq. 6. • Step 5: Repeat steps 2 to 4 until the stopping criterion is met. For the current implementation the stopping criterion is defined based on the number of iterations reached.
Proposed approaches RBF-GA and RBF-PSO in this study, we used the RBF neural network to produce the fitness function by coupling it with GA and PSO methods. We developed two algorithms with Matlab 7.9 software, the first called the RBF-GA algorithm; and the second one, the RBFPSo algorithm. these algorithms have 2 steps: modelling and optimization. The first step for both algorithms is done by RBF neural network. the optimization step of RBF-GA is done by GA, whereas for the RBF-PSo one it is done by PSo. Both algorithms are compared with well-known statistical techniques such as response surface methodology (RSM). the various steps involved in this study are schematically represented in Fig. 3 . Results and Discussion the algorithms described above were applied to three wellknown state-of-the-art fermentation bioprocesses. Table 4,  Table 5 , and Table 6 give the input and the output variables of each bioprocess example (1, 5, 27) . The first one concerns the bioprocess of inulinase production, whereas the second is an antibiotic production bioprocess. concerning the third experience, we have considered the same bioprocess as given by Senthilkumar et al. (27) but with introducing a new variable in the aim to assess the robustness of our algorithms. We describe firstly the parameters of each approach according to the first example. The modelling and optimization results of all three studied SSF cases are depicted in Table 13 , Table 14 , and Table 15 . 
RBF modeling
in the RBF estimator for the fermentation example examined in this work, there are three nodes. these are x 1 , which describes inulin (%); x 2 , which describes corn steep liquor (%); and x 3 describing the ammonium sulfate (%) in the input layer, and an output node Y: inulinase activity (g/gds). With the given structure, the RBF neural network is trained by the sampling data imported from chen et al. (5) Optimization in the present section the procedure used for tuning the GA parameters and PSo parameters is described. this can be performed using statistical techniques such as the RSM approach. this approach is based on a statistical experimental design (Box-Behnken) to develop an empirical model that enables to determine the relationship between the parameters of each approach (independent parameters) and the objective function to be maximized under SSF bioprocess.
Tuning GA parameters. As with other artificial intelligence techniques, performance of the genetic algorithm is affected by a number of parameters:
• Parent selection was done randomly (10).
• cross-over and mutation probabilities; there is no consensus in the GA literature of the values to be assigned to this parameters. Some authors use crossover probability (P c ) around 60 %, as well as very low mutation probability (P m ) between 0 % and 5 % (8, 12, 15).
• Population size (N); this parameter depends on the search space of the problem and machine capacity, it is usually taken as being between 10 and 200 (22).
• number of generations is usually taken as around 500 generations (10) . in this work, optimization of the parameters of the GA algorithm described by:
• N: population size, • P c : cross-over probability, • P m : mutation probability, was done by Box-Behnken design especially made to assure three levels of parameter values; coded as (-), (0), and (+), and using the response surface methodology (RSM). the number of experiments n was 13 (N = 13). Table 7 shows the different levels of each parameter. Table 8 shows the Box-Behnken experimental design of the three independent variables together with the experimental results. By applying multiple regression analysis on the experimental data, the following second-order polynomial equation was developed to clarify the relationship between the optimal solution (Y), swarm size (N), cross-over probability (P c ), and mutation probability (P m ):
(eq. 10) the R 2 of 83 % indicates that the experimental and predicted values are in a complete agreement. For the equation derived from the differentiation of eq. 10, the optimal values of N, P c , and P m in coded units were found to be 0, 0.338 and 0.951 respectively. correspondingly, we can obtain the optimal combination of three parameters 105, 0.65 and 0.1 respectively. the response surface curves described by regression model are shown in Fig. 4 .
in order to determine the maximum number of generations, we plotted the response curve as a function of number iteration, and the results are presented in Fig. 5 . As can be seen, the maximum number of generations to reach the better solution (Y = 418.8906 U/gds) is 99 generations. Tuning PSO parameters. the inertia weight w plays a critical role in the PSo's convergence behavior in eq. 6. the inertia weight should consist of a trade-off between global and local exploration abilities of the swarm, to, therefore, control the impact of previous velocities on the current velocity. large inertia weight results in particles searching new areas, while a small inertia weight results in particles exploring locally. By finding a suitable value of inertia weight, a balance between wide-range and local exploration can be achieved. By doing this, the optimum solution can be found most efficiently and with the fewest iterations. through experimentation, it was found that setting the inertia weight to a high level results in global exploration, which in turn produces more results (28) . This value can then be lowered, refining the solutions. therefore, a value of w starting at 1.2 and gradually declining towards 0 can be considered as a good choice for w. The algorithm can be further improved by fine-tuning the parameters w 1 and w 2 , in equation 6. the results could be converged faster while alleviate the local exploration. Kennedy (18) describes an extensive study of the acceleration parameter in PSO's first version. However, a recent work (2) has suggested that it may be in one's best interest to choose w 1 , the cognitive parameter, to be larger than w 2 , the social parameter, with the limitation that w 1 + w 2 ≤ 4. the parameters r 1 and r 2 are used to maintain the diversity of the population, and they are uniformly distributed in the range [0, 1] .
in this work, optimization of the parameters of the PSo algorithm:
• N: swarm size , • w 1 : cognitive parameter, • w 2 : social parameter, was done by Box-Behnken design especially made to require three levels coded as (-), (0), and (+) (N = 13) (13 experiments and three factors at three levels) under the response surface methodology (RSM). Table 10 shows the different levels of each of the parameters. Table 11 illustrates the Box-Behnken experimental design of the three independent variables together with the experimental result. By applying multiple regression analysis on the experimental data, the following second-order polynomial equation was developed to clarify the relationship of the optimal solution (Y), swarm size (N), cognitive parameter (w 1 ), and social parameter (w 2 ): (eq. 11) the R 2 of 90 % indicates that the experimental and predicted values are in a good agreement. For equation derived from the differentiation of eq. 11, the optimal values of N, w 1 , and w 2 in coded units were found to be 0, 0.172, and -0.359, respectively. correspondingly, we can obtain the optimal combination of three parameters 65, 2.34, and 1.28, respectively. the response surface curves described by regression model are shown in Fig. 6 . in order to determine the maximum number of generations, the response curve as a function of the number of iterations was plotted, and the results are shown in Fig. 7 . From the figure we deduce that the maximum number of generations to reach the better solution (Y = 419.31 U/gds) is 425 generations. Optimization results the same steps used for the example, were applied to the other two cases, whith the results shown in Table 13 , Table 14 , and Table 15 . in Table 13 , the RBF-PSo algorithm found the maximum value for inulinase activity. it is shown in Table 14 and Table 15 that the best solutions were found by the same approach for antibiotic productivity, as well as for xylanase activity, which need more variables to optimize. therefore, we can conclude that among these three approaches, RBF-PSo is the best one, followed by RBF-GA. Experimental validation this study was carried out in a biotechnology research laboratory (Group Soufflet -France). The objective of this study was to validate the different approaches cited in the previous section and to maximize the enzyme production by the SSF process employing wheat bran as the solid substrate. For confidentiality reasons, the input and the output factors are hidden. the experimental design was used here to organize our experiments. this approach constitutes a tool allowing us to limit the number of experiments while obtaining exploitable results in the research field on the parameters which have an influence on the SSF process.
In the first optimization step, a Hadamard design was used to evaluate the influence of the nine input factors. The statistical analysis of the obtained results showed that, in the studied range, only three factors (moisture content, carbon and nitrogen sources) have a significant effect on enzyme production.
in the second step, the values of the above selected factors were further optimized using a Box-Behnken design. We then applied the three approaches (RSM, RBF-GA and RBF-PSo) to identify the optimum maximizing the enzyme production.
These methods were found efficient, and the adequacy of the RBF model was very satisfactory, as the coefficient of determination was 99 %. The optimum identified in RBF-PSO was better than those of RBF-GA and RSM. Particlularly, this approach improved the bioprocess productivity by 30 %.
Conclusions
This work found that RBF neural network provided good fits to experimental data. the hybrid RBF-PSo approach described in this work serves as a viable alternative for the modelling and optimization of fermentation processes. this work shows that the coupling of RBF neural networks with PSo algorithm has good predictability and accuracy in optimizing the multi-factor, non-linear, and time-variant bioprocess. the approach proposed here may be also helpful in imporving the productivity of other industrial bioprocesses. Future work perspectives include conducting more experiments, especially for those data that have more parameters for optimization (moisture content, carbon and nitrogen sources, etc.). We will also test other artificial intelligence techniques for modeling and optimization of the bioprocess and compare them with the proposed method.
