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A LOWER BOUND FOR THE DIMENSION OF BERNOULLI
CONVOLUTIONS
KEVIN G. HARE AND NIKITA SIDOROV
Abstract. Let β ∈ (1, 2) and let Hβ denote Garsia’s entropy for the Bernoulli
convolution µβ associated with β. In the present paper we show that Hβ >
0.82 for all β ∈ (1, 2) and improve this bound for certain ranges. Combined
with recent results by Hochman and Breuillard-Varju´, this yields dim(µβ ) ≥
0.82 for all β ∈ (1, 2).
In addition, we show that if an algebraic β is such that [Q(β) : Q(βk)] = k
for some k ≥ 2 then dim(µβ) = 1. Such is, for instance, any root of a Pisot
number which is not a Pisot number itself.
1. Introduction and summary
Bernoulli convolutions are a class of measures on the real line with a compact
support which are closely related to β-expansions introduced by Re´nyi [15] and first
studied by Re´nyi and by Parry [13, 15]. Let us recall the basic definitions.
Suppose β is a real number greater than 1. A β-expansion of the real number x ∈
[0, 1] is an infinite sequence of integers (a1, a2, a3, . . . ) such that x =
∑
n≥1 anβ
−n.
For the purposes of this paper, we assume that 1 < β < 2 and ai ∈ {0, 1}.
Let µβ denote the Bernoulli convolution parameterized by β on Iβ := [0, 1/(β−
1)], i.e.,
µβ(E) = P
{
(a1, a2, . . . ) ∈ {0, 1}N :
∞∑
k=1
akβ
−k ∈ E
}
for any Borel set E ⊆ Iβ , where P is the product measure on {0, 1}N with P(a1 =
0) = P(a1 = 1) = 1/2. Since β < 2, it is obvious that supp (µβ) = Iβ .
Bernoulli convolutions have been studied since the 1930s (see, e.g., [18] and ref-
erences therein). An important property of µβ is the fact that it is either absolutely
continuous (in which case it is actually equivalent to the Lebesgue measure – see
[12]) or purely singular.
Recall that a number β > 1 is called a Pisot number if it is an algebraic integer
whose other Galois conjugates are less than 1 in modulus. Erdo˝s [4] showed that
if β is a Pisot number, then µβ is singular. Garsia [5] introduced a new class of
algebraic integers – now referred to as Garsia numbers – and proved that µβ is
absolutely continuous if β is a Garsia number. More recently, Varju´ [17] found a
new class of β with this property, though no explicit examples are given. Solomyak
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[16] proved that for Lebesgue-a.e. β ∈ (1, 2) the Bernoulli convolution is absolutely
continuous.
It is also known that µβ is exact-dimensional (which is a special case of a general
result in [9]). Namely, there is a number α such that
lim
r→0
logµβ(x− r, x+ r)
log r
= α
for µβ-almost every x. We will call this number α the dimension of µβ and denote
by dim(µβ). In particular, the exact-dimensionality implies dimH(µβ) = dim(µβ).
Clearly, if µβ is absolutely continuous, then dim(µβ) = 1. Whether the converse is
true for this family, remains unknown.
Garsia [6] introduced the following useful quantity associated with a Bernoulli
convolution. Namely, put
Dn(β) =
{
x ∈ Iβ : x =
n∑
k=1
akβ
−k with ak ∈ {0, 1}
}
and for x ∈ Dn(β),
(1.1) pn(x) = #
{
(a1, . . . , an) ∈ {0, 1}n : x =
n∑
k=1
akβ
−k
}
.
Let µ
(n)
β denote the measure corresponding to the distribution
{ pn(x)
2n : x ∈ Dn(β)
}
and let Hn(β) = H(µ
(n)
β ), the entropy of the corresponding distribution, i.e.,
Hn(β) = −
∑
x∈Dn(β)
pn(x)
2n
log
pn(x)
2n
.
Finally, put
Hβ = lim
n→∞
Hn(β)
n log β
(it was shown in [6] that the limit always exists, in view of {Hn(β)}n≥1 being
subadditive). The value Hβ is called Garsia’s entropy.
Obviously, if β is transcendental or algebraic but not satisfying an algebraic
equation with coefficients {−1, 0, 1} (i.e., it is not of height one), then all the
sums
∑n
k=1 akβ
−k are distinct, whence pn(x) = 1 for any x ∈ Dn(β), and Hβ =
log 2/ logβ > 1.
However, if β is Pisot, then it was shown in [6, 14] that Hβ = dim(µβ) < 1 –
which means in particular that β is of height one. Furthermore, Garsia also proved
that if Hβ < 1, then µβ is singular.
Alexander and Zagier in [1] managed to evaluate Hβ for the golden ratio β =
τ with an astonishing accuracy. It turned out that Hτ is close to 1 – in fact
Hτ ≈ 0.9957. Grabner, Kirschenhofer and Tichy [7] extended this method to the
multinacci numbers, which are the positive real roots of xm = xm−1+xm−2+ · · ·+
x + 1. No other values of Hβ correct up to at least two decimal places are known
to date.
In our previous paper on this subject [8] we showed that if β is a Pisot number,
then Hβ > 0.81 and improved this bound for various ranges. The main purpose of
the present paper is to extend this result to all β with an improved lower bound:
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Theorem 1.1. We have
Hβ > 0.82
for all β ∈ (1, 2).
We also show that Hβ > 1 for certain classes of algebraic non-Pisot β of
height one (Theorem 2.7).
The main reason we have decided to return to this topic is a recent breakthrough
made by Hochman [9] (see also [2, Theorem 19] for a detailed explanation).
Theorem 1.2 (Hochman, 2014). If β ∈ (1, 2) is algebraic, then
dim(µβ) = min{Hβ , 1}.
Essentially, this remarkable theorem says that if we have even a weak separation
of the elements of Dn(β), then the topological quantity, dim(µβ), coincides with
the combinatorial one, Hβ . If β is Pisot, then this is relatively straightforward (and
known since [14]); for all other algebraic β this fact is highly non-trivial.
Another important result was proved recently in [3, Corollary 6]:
Theorem 1.3 (Breuillard and Varju´, 2016). We have
min
β∈(1,2)
dimµβ = inf
β∈(1,2)∩Q
dimµβ ,
where Q stands for the set of algebraic numbers.
Combined with Theorem 1.1, these yield the main theorem of the present paper.
Theorem 1.4. For all β ∈ (1, 2) we have dim(µβ) ≥ 0.82.
2. Theoretical results
Proposition 2.1. For all natural k ≥ 2, we have Hβ ≥ Hβk .
Proof. We have Dn(β
k) ⊂ Dnk(β). Furthermore,
kn∑
j=1
ajβ
−j =
n∑
j=1
akjβ
−kj + another sum,
the sums being independent. Hence
µ
(kn)
β = µ
(n)
βk
∗ ν
for some probability measure ν. Since the entropy of a convolution is always greater
than or equal to the entropy of either measure involved, we have
Hkn(β) ≥ Hn(βk).
Hence
Hkn(β)
kn logβ
≥ Hn(β
k)
n log βk
.
We now conclude the proof by passing to the limit as n→∞. 
The following claim will be used in Section 3 which deals with the numerical
results.
Corollary 2.2. If β ∈ (√2, 1.526], then Hβ > log 2/ log(1.5262) > 0.82.
Proof. Apply Proposition 2.1 with k = 2. 
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The next corollary is much weaker than Theorem 1.4 proved in Section 3 but
is still worth mentioning because it is straightforward and does not require any
computations while still being applicable.
Corollary 2.3. We have Hβ >
1
2 for all β ∈ (1, 2).
Proof. If β ∈ (√2, 2), then Hβ ≥ Hβ2 = log 22 log β > 12 . Further H√2 = 2. Finally for
β ∈ (1,√2) we simply take k such that √2 ≤ βk < 2 and apply Proposition 2.1. 
Remark 2.4. Fix k ≥ 2; then it follows that for any ε > 0 there exists δ > 0 such that
Hβ > 1 − ε whenever β ∈ (21/k, 21/k + δ). In particular, this allows us to improve
some of our our bounds from [8]. Namely, let β3 ≈ 1.4433 and β4 ≈ 1.4656 denote
the third and fourth smallest Pisot numbers. Then Hβ3 > 0.9445, Hβ4 > 0.9066.
Proposition 2.5. If [Q(β1/k) : Q(β)] = k for some k ≥ 2, then Hβ1/k = kHβ.
Proof. For convenience, let β0 = β
1/k. Assume first k = 2. PutX =
∑n
1 a2jβ
−2j
0 , Y =∑n
1 a2j−1β
−2j+1
0 . We have
H(X + Y ) = H(X) +H(Y )−H(Y |X + Y ).
It is well known that H(Y |X + Y ) = 0 if and only if the value of Y is completely
determined by the value of X+Y . This is indeed the case here: if X+Y = X ′+Y ′,
thenX = X ′ and Y = Y ′, in view of β0 /∈ Q(β20). HenceH(X+Y ) = H(X)+H(Y ).
We have, in our usual notation, H(X + Y ) = H2n(β0), H(X) = H(Y ) = Hn(β
2
0).
Therefore, H2n(β0) = 2Hn(β
2
0), and the claim follows from dividing by 2n logβ0
and passing to the limit.
Assume now k ≥ 3 and proceed by induction. We have
H

 k∑
j=1
Xj

 = H

k−1∑
j=1
Xj

+H(Xk)−H(Xk|X1 + · · ·+Xk).
Since the value of X1+ · · ·+Xj determines the value of Xi, 1 ≤ i ≤ j, the last sum-
mand is zero, and we can apply the inductive step to H
(∑k−1
j=1 Xj
)
. Consequently,
H(X1 + · · ·+Xk) = H(X1) + . . . H(Xk) = kH(X1), which yields the claim. 
Although it is possible for [Q(β1/k) : Q(β)] 6= k, this does not happen often. See
for example [11, Theorem 9.1, p. 297], which we rewrite here in our notation.
Theorem 2.6 (Lang [11]). Let K be a field and k an integer ≥ 2. Let β ∈ K,
β 6= 0. Assume that for all prime numbers p such that p|k there does not exist an
α ∈ K such that β = αp. Further if 4|k assume that there does not exist an α ∈ K
such that β = −4α4. Then xk − β is irreducible in K[x], that is [K(β1/k) : K] = k.
Theorem 2.7. Let k ≥ 2 and β ∈ (1, 2). Assume for all p|k that there does not exist
an α ∈ Q(β) such that β = αp. Then Hβ1/k ≥ 1 and consequently, dim(µβ1/k) = 1.
Proof. By assumption, for all p|k there does not exists an α ∈ Q(β) such that
β = αp. Further as β > 1 we easily see that β > 0 > −4α4 for all α ∈ Q(β). Hence
xk − β is irreducible in Q(β)[x]. Hence [Q(β1/k) : Q(β)] = k. Hence Hβ1/k ≥ kHβ.
By Corollary 2.3, Hβ >
1
2 , whence Hβ1/k ≥ k · 12 ≥ 1, as required. 
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Remark 2.8. It is easy to see with a polynomial with coefficients in {−1, 0, 1} cannot
have a root of modulus greater than 2. Hence β > 2 cannot be of height one.
Consequently, although Theorem 2.7 is valid for β ∈ [2, 2k), the claim is trivial.
Corollary 2.9. Let k ≥ 2 and β ∈ (1, 2) a Pisot number. Assume further that
β1/k is not a Pisot number. Then Hβ1/k ≥ 1 and dim(µβ1/k) = 1.
Proof. Let α = β1/k. Choose n|k such that αn is Pisot, and for all n′|n, n′ < n we
have that αn
′
is not Pisot. Let β0 = α
n. We claim that β0 satisfies the conditions
of Theorem 2.7, from which the result will follow.
Let p|n and assume that β0 = αp0 for some α0 ∈ Q(β0). We may assume that
α0 > 1 as both α0 and −α0 are in Q(β0) and β0 > 0. Then for all Galois actions σ
on Q(β0) we have σ(β0) = σ(α
p
0). This gives that |α0| > 1 and all of α0’s conjugates
are strictly less than 1 in absolute value. That is, α0 is either a Pisot number or
the negative of a Pisot number. Since α0 > 1, this gives that α0 is a Pisot number.
This contradicts n being the minimal such divisor of k with this property (as we
could have taken n/p instead). Hence there is no α0 ∈ Q(β0) with β0 = αp0, and
the result follows from Theorem 2.7. 
Remark 2.10. The above result is not restricted to Pisot numbers. An equivalent
result could have been done for many other families of algebraic integers. The main
property is that the family behaves relatively well under powers. For example, a
power of a Pisot number is Pisot. Some examples might include
• Salem numbers (where all conjugates are less than or equal to one in
absolute value, with at least one conjugates equal);
• Generalized Pisot numbers (where there are m real conjugates greater
than 1 for a fixed m and all other conjugates strictly less than 1 in absolute
value);
Using a similar technique we also show
Corollary 2.11. Let k ≥ 2, β ∈ (1, 2) and deg(β) = r. Assume further that
deg(β1/k) > r. Then Hβ1/k ≥ 1 and dim(µβ1/k) = 1.
Proof. As before, let α = β1/k. Choose n|k such that deg(αn) = r and for all n′|n,
n′ < n we have that deg(αn
′
) > r. Let β0 = α
n. We claim that β0 satisfies the
conditions of Theorem 2.7, from which the result will follow.
Let p|n and assume that β0 = αp0 for some α0 ∈ Q(β0). We have that deg(α0) ≤
deg(Q(β0)) = r. As β0 = α
p
0 ∈ Q(α0) we get that deg(α0) ≥ r. Hence deg(α0) =
r. This contradicts n being a minimal such divisor of k with the property that
deg(αn) = r, as deg(αn/p) = deg(α0) = r. Hence n/p would also has this property.
Therefore, there is no α0 ∈ Q(β0) with β0 = αp0. Hence the result follows from
Theorem 2.7. 
Denote by En(x;β) the set of all 0-1 words of length n which may act as prefixes
of β-expansions of x. The following result is an extension of [8, Lemma 3] to all β.
Lemma 2.12. Suppose there exists λ ∈ (1, 2) and C > 0 such that #En(x;β) ≤
Cλn for all x ∈ Iβ. Then
Hβ ≥ logβ
2
λ
.
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Proof. Let a1a2 . . . ∈ {0, 1}N and denote xn =
∑n
j=1 ajβ
−j . Then by [10, Lemma 4],
(2.1) lim inf
k→∞
(
pnk(xnk)
2nk
)1/k
≥ β−Hn(β).
By (1.1) and the definition of Em(x;β), we have pm(xm) ≤ #Em(xm;β), whence
pnk(xnk) ≤ Cλnk. Hence by (2.1),
β−Hn(β) ≤ λ
n
2n
,
whence
β−
1
nHn(β) ≤ λ
2
,
which implies, as n→∞,
β−Hβ ≤ λ
2
.

3. The algorithm
This section is concerned with a computer-assisted proof of Theorem 1.1. First,
we need to introduce some useful notation.
For a sequence (a1, a2, . . . , an) ∈ {0, 1}n we define
(a1, a2, . . . , an)L =
n∑
i=1
aiβ
−i
and
(a1, a2, . . . , an)U =
n∑
i=1
aiβ
−i +
∞∑
i=n+1
β−i.
We then see that if a β-expansion of x begins with a1a2 . . . an, then we necessarily
have
x ∈ [(a1, a2, . . . , an)L, (a1, a2, . . . , an)U ].
We define
mn(x, β) = #{(a1, . . . , an) | x ∈ [(a1, a2, . . . , an)L, (a1, a2, . . . , an)U ]}
and mn(β) = supx∈Iβ mn(x, β). Lemma 2.12 implies the following claim.
Proposition 3.1. For all n and all β ∈ (1, 2) we have
Hβ ≥ log 2
mn(β)1/n
.
A useful fact is that for fixed n, the function mn(β) is piecewise constant. This
leads us to an algorithm for computing a lower bound for Hβ . Note that by Propo-
sition 2.1 for k = 2 and subsequent Corollary 2.2, it suffices to prove Theorem 1.4
for β ∈ (1.526, 2).
Our algorithm is as follows:
(i) Find intervals Ii such that (1.526, 2) =
⋃
i Ii and such that mn(β) is
constant on int(Ii). The endpoints of such intervals are called transition
points.
(ii) For all intervals Ii as above and any β ∈ int(Ii), compute mn(β).
(iii) For all intervals Ii as above and β an endpoint of Ii, compute mn(β).
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Details of this algorithm, along with examples, can be found in [8].
We then proceed to increase n until such time we have Hβ > 0.82 for all β ∈
(1.526, 2). We eventually needed to search up to degree 18 to do this. That is not
to say that all ranges in (1.526, 2) needed to be searched that far. For example,
after degree 4, we no longer need to search between 1.86 and 1.88. More striking,
after degree 9, we no longer need to search between 1.526 and 1.7. All values in this
range are already proven to have Hβ > 0.82. That is, for fixed n we can subdivide
(1.526, 2) = S ∪ T where we know Hβ > 0.82 on S and do not know this on T .
Then when working with n+1 we only need to find Ii such that T ⊂
⋃
i Ii, not all
of (1.526, 2). This reduces the number of tests that need to be done each step.
At high degrees we can optimize even more. For example, after degree 13 the
only intervals not proven to have Hβ > 0.82 are [1.8391, 1.8395] and [1.9274,
1.9277]. (The intervals are actually tighter than this, but this is good enough for the
discussion.) At each step we need to search through the list of all degree 14 strings
(a1, a2 . . . , a14) compared to itself (b1, b2 . . . , b14) and test if there is a transition
point coming from (a1, a2 . . . , a14)U/L = (b1, b2 . . . , b14)U/L. Because we know we
are only looking for transition points in the two intervals mentioned above, there
are huge numbers of strings that can be eliminated from this search based on the
first 5 or 6 terms. For example, in the interval [1.8391, 1.8395], if a1 = · · · = a5 = 1
then 1.135108333 ≤ (a1, . . . , a14)U/L. Further if b1 = b2 = · · · = b5 = 0 then
(b1, . . . , b14)U/L ≤ 0.05655621525. Hence we know that for any (a1, . . . , a14) starting
with a1 = · · · = a5 = 1 and any (b1, . . . , b14) starting with b1 = · · · = b5 = 0 we
have no transition points in [1.8391, 1.8395]. Hence we can remove a huge set of
tests without having to test each pair individually.
For a particular β we see that
Iβ =
⋃
[(a1, . . . , an)L, (a1, . . . , an)U ],
with considerable overlap of these intervals. The computation ofmn(β) is equivalent
to finding which of these sections has maximal overlap. This can be done reasonably
efficiently by first sorting all of the strings based on the lower bounds of their
associated intervals, (a1, . . . , an)L. Note that necessarily the strings are also sorted
by their upper bounds.
Starting at x = 0, we increase x to the next section where we either add or
remove an interval of the form [(a1, . . . , an)L, (a1, . . . , an)U ]. We then keep track
at each new section if a new string starts to overlap that section, or a previously
overlapping string no longer overlaps that that section. This progresses linearly
within the sorted set of strings. This can be done both for numerical tests, as given
in (ii) or symbolic tests given in (iii).
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