





To my dear family
iv
ACKNOWLEDGMENTS
First and foremost, I thank Allah (subhana wa taala) for endowing me with
health, patience, and knowledge to complete this work.
I submit my highest appreciation to my dissertation supervisor, Prof. Salim
Messaoudi, who helped me in every step of the way and always believed in me. I
am extremely lucky for being one of his students. Really, working with him is
very interesting. I cannot find words to express my gratitude to Dr. Muhammad
Islam Mustafa, my co-advisor, who introduced me to the beauty of partial
differential equations under functional analysis scope. I extend my thanks to my
dissertation committee Prof. Naseer-Eddine Tatar, Dr. Ahmad Bonfoh and Dr.
Muhammad Yousuf for their helpful suggestions. All thanks go to King Fahd
University of Petroleum & Minerals for giving me the opportunity to work on my
Ph.D program. Many thanks to my professors and colleagues who helped me
since I was naive student until now. Finally, my thanks to my beloved parents,
my precious brothers, my lovely wife, my dear son and the rest of my relatives






CHAPTER 1 INTRODUCTION 1
1.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Result Description . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
CHAPTER 2 GENERAL AND OPTIMAL DECAY IN A LINEAR
VISCOELASTIC EQUATION 22
2.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Technical Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 The Main Result . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
CHAPTER 3 GENERAL AND OPTIMAL DECAY FOR A
QUASILINEAR VISCOELASTIC EQUATION 40
3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Technical Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 The Main Result . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
vi
CHAPTER 4 GENERAL AND OPTIMAL DECAY FOR A VIS-
COELASTIC EQUATION WITH BOUNDARY FEEDBACK 51
4.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Technical Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 The Main Result . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
CHAPTER 5 GENERAL AND OPTIMAL DECAY FOR A VIS-
COELASTIC EQUATION WITH A NONLINEAR TERM 75
5.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Technical Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3 The Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
CHAPTER 6 CONCLUSIONS AND FUTURE WORK 97
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97






TITLE OF STUDY: General Energy Decay Rates for Some Viscoelastic Prob-
lems
MAJOR FIELD: Mathematics
DATE OF DEGREE: May 2017
The work in this dissertation is concerned with the longtime behavior of some vis-
coelastic problems. Precisely, we will consider four problems, where the relaxation
function satisfies a new relation of the form
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0,
where 1 ≤ p < 3
2
and ξ : IR+ −→ (0,+∞) is a nonincreasing differentiable func-
tion.
Using the multiplier method, we could establish some new explicit decay results de-
pending on p, ξ, and other parameters in the problem such as the behavior of the
feedback function and/or the degree of the nonlinearity of the frictional damping
viii
when it is present in the equation.
Our work generalized many results in the literature such as [27, 31, 36] and im-
proved others. Particularly, it gaves a better rate of decay than that of [29]. In
addition, our results answered partially the question in [2], namely, looking for
decay rates induced by relaxation functions satisfying
g′(t) ≤ −ξ(t)H(g(t)), ∀t ≥ 0,
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بدراسة أربعة مسائل في ھذا البحث ندرس السلوك التقاربي لبعض معادالت المرونة اللزجة، وبالتحدید نھتم 
 واعتبار دوال إسترخاء تحقق عالقة جدیدة من الشكل
 
 غیر متزایدة وقابلة لإلشتقاق. والدالة  حیث 
 ،، بإستخدام طریقة المضروبات استطعنا أن نبرھن بعض نتائج اإلضمحالل والتي تعتمد كل منھا على 
مالت أخرى قد تظھر في المسألة كسلوك دالة التغذیة التقاربیة أو درجة أس التخمید الناتج من ومعا
 االحتكاك.
وباألخص  [27 ,31 ,36]ھذا العمل یعمم ویحسن الكثیر من النتائج في البحوث السابقة على سبیل المثال 
. باإلضافة إلى ذلك، فھو یجیب جزئیاً عن [29]تعطي معدل إضمحالل أفضل من ذلك المثبت في البحث 
والذي مفاده ایجاد معدالت إضمحالل ناتجة عن دوال إسترخاء  [2]التساؤل المطروح من قبل المؤلفین في 
 تحقق
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CHAPTER 1
INTRODUCTION
The word “viscoelasticity” is derived from the words “elastic” and “viscous”. Elas-
ticity is the property of a material (mostly solids) to recover its initial shape and
size quickly after the deforming force (or load) has been removed. That is, all the
energy stored in a “purely” elastic material during the loading is returned when
the load is removed. On the other hand, viscosity is a characteristic of a material
(mostly fluids) to resist the force of flow. This type of “purely’ viscous material
deform under even smallest load and all the energy is lost as “pure damping” once
the load is removed. However, there are materials which exhibit both the elastic
and viscous properties in the deformation process. In fact, some of the energy
stored in a viscoelastic system is recovered upon removal of the load, and the
remainder is dissipated in the form of heat. This kind of materials can be seen in
the nature, for example, human tissue, the disks in the human spine and wood.
Many early contributions have been devoted in modeling this phenomena. Boltz-
mann (1844 − 1906) proposed, in his model, that the stress at the current time
1
depends not only on the current strain, but on the past strains as well. It was
assumed that a strain at a distant past contributes less to the stress than a more
recent strain. This is recognized as the familiar concept of fading memory. Fur-
thermore, Boltzmann suggested the superposition principle which states that the
response of a material to a given load is independent of the response of the mate-
rial to any load, which is already on the material, which means that stress σ and





where g is a function that characterises the mechanical properties of the material
and is referred to as “relaxation function”. This function brings about damping
effect of the solution to the problem. We will mainly be concerned with this
phenomenon in our study.
1.1 Literature Review






g(t− s)Δu(s)ds+ a(x)|ut|m−2ut = 0, in Ω× (0,+∞)
u(x, t) = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
(1.1)
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where Ω is a bounded domain of IRn (n ≥ 1) with a smooth boundary ∂Ω, g
is a positive nonincreasing function, a is a nonnegative function defined on Ω
and m ≥ 2. This problem models the motion of a viscoelastic body with the
appearance of a ”nonlinear” frictional damping acting on a part or on the whole
body, with reference configuration Ω. This type of problems has attracted the
attention of many scientists and several results of existence, nonexistence, stability
and blow up have appeared. We begin with the pioneer work of Dafermos [6, 7] in
1970, where he proved some existence results for certain viscoelastic problems in
one dimension. He also showed that when t goes to infinity, the solutions approach
zero. However, he did not give any rate of decay. In 1985, Hrusa [18] considered
the nonlinear one-dimensional viscoelastic equation
utt − cuxx +
∫ t
0
m(t− s)(ψ(ux(x, s)))xds = f(x, t)
and established several global existence results for large data and, also, proved
an exponential decay result for strong solutions when m(s) = e−s and ψ satisfies
certain conditions. For the higher-dimension problems, we mention the work of
Dassios and Zafiropoulos [15], where they studied a viscoelastic model in IR3
and proved that when the kernels are decaying exponentially, the solutions decay
polynomially. Rivera [37] investigated a linear homogeneous viscoelastic equation
in a bounded domain and in the whole space IRn. In the bounded-domain case and
for kernels decaying exponentially and regular solutions, he showed that the sum
of the first and the second energy decays exponentially. He also imposed an extra
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relation between the kernel and its second derivative. For the whole-space case
and for exponentially decaying memory kernels, he obtained an algebraic decay
rate. This result was later improved by Cabanillas and Rivera [38], in the sense
that they obtained an algebraic decay rate for the energy even when kernels are
decaying algebraically. Cavalcanti et al. [13] established an exponential rate of
decay for (1.1) with relaxation functions obeying the inequality
−ξ1g(t) ≤ g′(t) ≤ −ξ2g(t), t ≥ 0,
for some positive constants ξ1 and ξ2, and a(x) ≥ a0 > 0 in a subdomain ω ⊂ Ω,
with a positive measure, that satisfies some geometric restriction. Berrimi and
Messaoudi [3] showed that the exponential decay can be obtained even for the
function a vanishing on the whole domain Ω. So, no need for the geometric
condition imposed by Cavalcanti et al. [13]. Moreover, Berrimi and Messaoudi [4]
improved and extended Cavalcanti’s result for a problem with a nonlinear source






g(t− s)Δu(x, s)ds+ |u|γu = 0, in Ω× (0,+∞)
u = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
for relaxation functions satisfying
g′(t) ≤ −ξgp(t), t ≥ 0, (1.2)
4
for positive constants ξ and 1 ≤ p < 3
2
. He obtained an exponential decay rate
for p = 1 and a polynomial decay rate for p > 1.






div[a(x)g(t− s)∇u(s)]ds+ b(x)h(ut) + f(u) = 0, in Ω× (0,+∞)
u(x, t) = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
where a and b are two C1-functions satisfying
a(x) + b(x) ≥ δ > 0, ∀x ∈ Ω.
They obtained, for h linear (resp. nonlinear) exponential (resp. polynomial)
stability for g decaying exponentially (resp. polynomially).






g(t− s)Δu(x, s)ds = b|u|γu, in Ω× (0,+∞)
u = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
(1.3)
with b = 0 and b = 1 and relaxation functions that satisfy
g′(t) ≤ −ξ(t)g(t), t ≥ 0, (1.4)
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where ξ : IR+ −→ IR+ is a nonincreasing differentiable function. For the first time,
he obtained “general” decay rates that cover the exponential and algebraic decay
rates as special cases. In fact, he showed that the energy E and the relaxation
function g have the same rate of decay and it is given by
E(t) ≤ Ce−λ
∫ t
0 ξ(s)ds, ∀t ≥ 0.
where C and λ are positive constants. This decay rate is of polynomial type if
ξ(t) = 1/(t + 1) and of exponential type if ξ ≡ 1. After that a lot of papers,
using the idea of [28, 29], have appeared. See for instance Liu [21, 22], Park and
Park [40], Wu [44] and others. Let us note here that, though the relation
(1.4) allows an expanded class of relaxation functions, the decay results
obtained in [28, 29] do not give the optimal result for polynomially
decaying functions. Alabau-Boussouira and Cannarsa [2] considered (1.3), with
b = 0 and g, a positive function that satisfies
g′(t) ≤ −H (g(t)) , t ≥ 0, (1.5)
where H : IR+ −→ IR+ is strictly increasing and strictly convex on (0, k0], for
some k0 > 0, with H(0) = H























< 1 and g′(t) = −H (g(t))
then an explicit decay rate is given. Mustafa and Messaoudi [39] weakened by a
great deal the conditions made by Alabau-Boussouira and Cannarsa. They only





where D is a positive C1 function, with D(0) = 0, for which H(D) is strictly
increasing and strictly convex C2 function on (0, k0] for some k0 > 0.




g(t− τ)Δu(τ)dτ − γΔut = 0, (1.6)
with ρ > 0 if n = 1, 2 and 0 < ρ ≤ 2
n−2 if n ≥ 3. They proved a global existence
result for γ ≥ 0 and an exponential stability for γ > 0. Messaoudi and Tatar
[34] obtained the same result of [9] in the presence of a nonlinear source term.
Furthermore, Messaoudi and Tatar [35, 36] established, for γ = 0, exponential
(resp. polynomial) decay results if g decays exponentially (resp. polynomially)
in the absence, as well as in the presence, of a source term. Han and Wang [17]
considered (1.6) for γ = 0 and with a relaxation function satisfying (1.4) and
proved a general decay result for which the previous results are only special cases.
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Messaoudi and Mustafa [32] studied (1.6) for relaxation functions obeying (1.5)
and obtained a uniform decay rate. In [10], Cavalcanti et al. considered (1.6),
with γ = 0, and a relaxation function satisfying (1.5). In addition, they required
lim inf
x→0+
{x2H ′′(x)− xH ′(x) +H(x)} ≥ 0
and y1−α0 ∈ L1(1,+∞), for some α0 ∈ [0, 1), where y(t) is the solution of the
problem
y′(t) +H(y(t)) = 0, y(0) = g(0) > 0.
They characterized the decay of the energy by the solution of a corresponding
ODE, as in [19].







g(t− s)Δu(x, s)ds = 0, in Ω× (0,+∞)








(s)ds+ h(ut) = 0, on Γ1 × (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
(1.7)
and proved a global existence result and gave some uniform decay rate results un-
der some restrictive assumptions on both the memory kernel g and the damping
function h. These restrictions were relaxed by Cavalcanti et al. [11] and further
they established a uniform stability result depending on the behavior of h near
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the origin and on the behavior of g at infinity. Messaoudi and Mustafa [31, 33]
used some properties of convex functions [1] to extend these results, by consid-
ering relaxation functions g satisfying (1.4), and proved an explicit and general
stability result. In [43, 44], Wu proved existence results for (1.7) with nonlin-
ear boundary/interior sources and obtained the same uniform decay rates as in
[31, 33]. Further, he proved some blow up results.
1.2 Result Description
In this dissertation, we study the stabilization of certain viscoelastic problems
when the relaxation function g satisfies
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0, 1 ≤ p < 3
2
,
and establish general decay rates that will cover the results in [28, 29, 30, 31, 32, 33]
as well as the exponential decay and the polynomial decay results. Moreover,
the optimal polynomial decay is easily and directly obtained without restrictive
conditions as in [10].
Now we give a summary of the content of the dissertation. In Section 1.3, we
present the technique used to prove the decay results. In Section 1.4, we prepare
some material which is needed throughout the dissertation. We investigate the
9
asymptotic behavior of the linear viscoelastic equation
utt(x, t)−Δu(x, t) +
∫ t
0
g(t− s)Δu(x, s)ds = 0
with Dirichlet conidtions in Chapter 2 and with boundary feedback in Chapter 4.




g(t− s)Δu(s)ds = 0
is investigated in Chapter 3. Finally, we study the asymptotic behavior of the




g(t− s)Δu(s)ds+ a|ut|m−2ut = 0, m > 1.
For all the above problems, we established decay rates which generalized and
improved some of the existing results in the literature and gave optimal rates for
certain polynomial decay cases.
1.3 Methodology
We use the multiplier method to establish the desired stability results of the prob-
lems. The multiplier method relies mostly on defining an appropriate Lyapunov
functional L which it is equivalent to the energy E. By the equivalence L ∼ E,
10
we mean
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0, (1.8)
for two positive constants α1 and α2. In the case of a general decay result, the
obtained decay rate depends on the relaxation function g which is assumed to
satisfy the following two conditions
(H1) g : IR+ −→ (0,+∞) is a nonincreasing differentiable function such that
g(0) > 0, 1−
∫ +∞
0
g(s)ds = l > 0.
(H2) There exist a nonincreasing differentiable function ξ : IR+ −→ IR+, with
ξ(0) > 0, and a constant 1 ≤ p < 3
2
such that
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0.
We split the study of the stability into two cases.
Case of p = 1. We show that
(ξ(t)L(t) + β1E(t))′ ≤ −c1ξ(t)E(t), ∀t ≥ 0.
After that, we exploit (1.8) to prove that
W (t) = ξ(t)L(t) + β1E(t) ∼ E(t). (1.9)
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Direct integration on (0, t) gives
W (t) ≤ Ke−λ
∫ t
0 ξ(s)ds, ∀t ≥ 0, (1.10)
where K and λ are positive constants.
Case of p > 1. We prove that
(
ξα+1(t)Eα(t)L(t) + β1E(t)
)′ ≤ −c1ξα+1(t)Eα+1(t), ∀t ≥ 0,
where α = 2p− 2. Then, from (1.8) we have
W (t) = ξα+1(t)Eα(t)L(t) + β1E(t) ∼ E(t). (1.11)
Integrating over (0, t) yields, for some positive constant C,


















we obtain the improved decay estimate









This leads to the “optimality” of the polynomial decay for certain problems (see
Examples 2.1, 4.1 and 5.1).
1.4 Preliminaries
Throughout this dissertation, we use the following notations












  C1(Ω) denotes the space of all continuously differentiable functions on Ω,
  C10(Ω) denotes the space of all continuously differentiable functions with
compact support in Ω. The support of a continuous function f defined on
Ω is the closure of the set of point where f(x) is nonzero. That is
supp(f) : = {x ∈ Ω | f(x) = 0}.
  C∞0 (Ω) denotes the space of all continuously functions with compact support
in Ω, having continuous derivatives of every order.
  Lp(Ω) = {f : Ω → IR; f is measurable function and ∫
Ω
|f |pdx < +∞} ,
where 1 ≤ p < ∞.
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  L∞(Ω) = {f : Ω → IR; f is measurable function and there is a constant C ≥ 0
such that |f(x)| ≤ C a.e. on Ω}.
  Lploc(Ω) = {f : Ω → IR; f is measurable function and f ∈ Lp(K), ∀K ⊂
Ω, K compact}.
We use the standard W 1,p(Ω) space that is defined as
W 1,p(Ω) =
{








giϕ, ∀ϕ ∈ C∞0 (Ω)
}
.
We set gi :=
∂u
∂xi
and H1(Ω) = W 1,2(Ω).
The space H1(Ω) is equipped with the norm
‖u‖2H1(Ω) = ‖u‖22 + ‖∇u‖22,
where ‖u‖2 = ‖u‖L2(Ω). We define the space
W 1,p0 (Ω) = {u ∈ W 1,p(Ω) : ∃{um}∞0 ⊂ C10(Ω), such that um → u in W 1,p(Ω)}.
and set H10 (Ω) = W
1,2
0 (Ω). If Ω is bounded, the norm of H
1
0 can be taken
‖u‖2H10 (Ω) = ‖∇u‖
2
2.
Let X be a real Banach space with a norm ‖ ‖. We have the following definitions
14









for 1 ≤ p < ∞, and
2.
‖u‖L∞(0,T ;X) := ess sup
0≤t≤T
‖u(t)‖ < +∞,
for p = ∞.
  The space Lploc(0, T ;X) consists of all measurable functions u : (0, T ) → X
with u ∈ Lp([a, b];X) for every closed interval [a, b] ⊂ (0, T ).
  The space C([0, T ], X) consists of all continuous functions u : [0, T ] → X
with




  The space C1([0, T ], X) consists of all continuously differentiable functions
u : [0, T ] → X with









The following inequalities are repeatedly used in the dissertation





= 1. If u ∈ Lp(Ω)




By taking p = q = 2, we have the Cauchy-Schwarz inequality.





= 1. Then for
any ε > 0, we have






. For p = q = 2, we have




3. Green’s formula (integration by parts). Let Ω be a bounded domain









u∇v·νds, ∀u ∈ H1(Ω) and v ∈ H2(Ω).
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∇u · ∇vdx, ∀u ∈ H10 (Ω) and v ∈ H2(Ω).
4. Poincaré’s inequality. Let 1 ≤ p < +∞ and Ω be a bounded domain of
R
n. Then there exists a constant C (depending on Ω and p only) such that
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω), ∀u ∈ W 1,p0 (Ω).
5. Jensen’s inequality. Let G be a concave function on [a, b] (−G is convex),
f : Ω → [a, b] and h are integrable functions on Ω, with h(x) ≥ 0, and∫
Ω














For the special case G(y) = y
1



















Furthermore, we mostly use c to denote a generic positive constant.
To make our writing simpler, we introduce the following notation





for any v ∈ L1loc([0,+∞);L2(Ω)).
The following lemmas and corollary are crucial in establishing our stability results.
Lemma 1.1 Assume that g satisfies (H1) and (H2) then
∫ +∞
0
ξ(t)g1−σ(t)dt < +∞, ∀σ < 2− p.
Proof. Recalling (H2), we find that













since σ < 2− p.
Lemma 1.2 ([14]) Suppose that g ∈ C([0,+∞)), w ∈ L1loc(0,+∞), and





















|g(s)| 1−σθ+1 |w(s)| 1θ+1︸ ︷︷ ︸
:=w1
|g(s)|1− 1−σθ+1 |w(s)| θθ+1︸ ︷︷ ︸
:=w2
ds, ∀t ≥ 0.
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Note that w1 ∈ Lsloc(0,+∞), w2 ∈ Ls′loc(0,+∞), where s = θ + 1 and s′ = θ+1θ .
Using Hölder’s inequality, we get (1.13).
Lemma 1.3 ([14]) Suppose that u ∈ L∞(0, T ;H10 (Ω)), for every T > 0, and g
is a continuous function. Then, there exists C > 0 such that, for 0 < σ < 1 and
μ > 0,















for all t ≥ 0.





Hence Lemma 1.2, with θ = σμ, gives



















μ (t− s)w(s, t)ds
] σμ
σμ+1
≤ [(g1−σ ◦ ∇u)(t)] 1σμ+1 [(g1+ 1μ ◦ ∇u)(t)] σμσμ+1 , ∀t ≥ 0,
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and












‖u‖2L∞(0,T,H10 (Ω)), ∀t ≥ 0,
from which (1.14) follows.
Now by substituting μ = 1
p−1 , where p > 1, we get the following lemma.
Lemma 1.4 ([27]) Assume that g is a continuous function and
u ∈ C(IR+;H10 (Ω)) then there exists a positive constant C such that, for 0 < σ < 1,






(gp ◦ ∇u) σp−1+σ (t), ∀t ≥ 0.
By taking σ = 1
2
, we get








(gp ◦ ∇u) 12p−1 (t), ∀t ≥ 0. (1.15)
Corollary 1.1 Assume that g satisfies (H1) and (H2) and u ∈ C(IR+;H10 (Ω))
then there exists a constant C > 0 such that
ξ(t)(g ◦ ∇u)(t) ≤ C [(−g′ ◦ ∇u)(t)] 12p−1 , ∀t ≥ 0.
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Proof. Multiply both sides of (1.15) by ξ(t) and recall Lemma 1.1 to get




























(−g′ ◦ ∇u) 12p−1 (t)




DECAY IN A LINEAR
VISCOELASTIC EQUATION
This chapter is devoted for the study of the following viscoelastic equation
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
utt(x, t)−Δu(x, t) +
∫ t
0
g(t− s)Δu(x, s)ds = 0, in Ω× (0,+∞)
u(x, t) = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
(2.1)
where Ω is a bounded domain of IRn (n ≥ 1) with a smooth boundary ∂Ω. In
Section 2.1, we introduce some assumptions needed throughout the chapter. In
Section 2.2, we give some technical lemmas. The main result and its proof are
given in Section 2.3. Finally, two illustrative examples are given in Section 2.4.
22
2.1 Assumptions
In this section, we introduce our assumptions and the ”modified” energy func-
tional. Throughout this chapter, all the functionals and inequalities are defined
and valid for t ≥ 0 unless it stated otherwise.
We impose the following hypotheses on the memory kernel g
(H1) g : IR+ −→ (0,+∞) is a nonincreasing differentiable function such that
g(0) > 0, 1−
∫ +∞
0
g(s)ds = l > 0.
(H2) There exist a nonincreasing differentiable function ξ : IR+ −→ IR+, with
ξ(0) > 0, and a constant 1 ≤ p < 3
2
such that
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0.

















where, for any v ∈ L1loc([0,+∞);L2(Ω)), we set






In this section, we state, without proof, the global existence result of [12] and then
set up certain lemmas that are required for the proof of our main theorem.
Definition 2.1 A function u ∈ C([0, T ];H10 (Ω)) with ut ∈ C([0, T ];L2(Ω)) is said












∇u(s) · ∇φdxds = 0,
for all φ ∈ H10 (Ω) and for almost all t ∈ [0, T ], and
2. u(x, 0) = u0(x) in H
1
0 (Ω) and ut(x, 0) = u1(x) in L
2(Ω).
Theorem 2.1 ([12]) Assume that (u0, u1) ∈ H10 (Ω)×L2(Ω) and g satisfies (H1).
Then there exists a unique global “weak” solution u of (2.1) satisfying
u ∈ C(IR+;H10 (Ω)), ut ∈ C(IR+;L2(Ω)).
Moreover, if (u0, u1) ∈ (H2(Ω) ∩H10 (Ω))×H10 (Ω); then the weak solution becomes
“strong” solution in the sense that
u ∈ C(IR+;H2(Ω) ∩H10 (Ω)), ut ∈ C(IR+;H10 (Ω)), utt ∈ C(IR+;L2(Ω)).









(g′ ◦ ∇u)(t) ≤ 0.
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and combining with (2.2) yield the result. This result is established for strong
solutions. However, it also holds for weak solutions by a simple density argument.
Now combining Lemma 2.1 with Corollary 1.1, we obtain
ξ(t)(g ◦ ∇u)(t) ≤ C [−E ′(t)] 12p−1 . (2.3)
To make our writing simpler, we introduce the following notation









Lemma 2.2 There exists a constant c > 0 such that the following inequalities
hold, along the solution,
(g  u)(t) ≤ c(g ◦ ∇u)(t)
and
(g ∇u)(t) ≤ c(g ◦ ∇u)(t).
Proof. Using Cauchy-Schwartz and Poincaré’s inequalities and (H1), we get









































= c(g ◦ ∇u)(t).
It is also obvious, from the above steps, that
(g ∇u)(t) ≤ c(g ◦ ∇u)(t).
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We define the Lyapunov functional F by
F (t) := E(t) + ε1G1(t) + ε2G2(t), (2.4)











Lemma 2.3 ([27]) The functional F is equivalent to E for ε1 and ε2 sufficiently
small. That is, there exist two positive constants α1 and α2 such that
α1F (t) ≤ E(t) ≤ α2F (t). (2.5)
Proof. Use of Young’s inequality, with p = q = 2 and ε = 1
2
, and Poincaré’s
inequality followed by Lemma 2.2 gives


























C||∇u||22 + C(g ◦ ∇u)(t)
≤ α2E(t).
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On the other hand,












































C||∇u||22 − C(g ◦ ∇u)(t)
≥ α1E(t),
for ε1 and ε2 small enough.









‖∇u‖22 + ‖ut‖22 + C(g ◦ ∇u)(t).



























































Choosing δ = l
2
completes the proof.












g(s)ds− δ)‖ut‖22 + δ‖∇u‖22 +
C
δ




















































































































Combination all the above estimates and taking in account Lemma 2.2 yield the
assertion of the lemma.
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2.3 The Main Result
Theorem 2.2 Assume that (u0, u1) ∈ H10 (Ω) × L2(Ω) and g satisfies (H1) and
(H2). Then for each t0 > 0, there exist strictly positive constants C and λ such








































, p > 1. (2.9)




Remark 2.2 Estimate (2.6) was obtained first in [28].
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Proof. Differentiating (2.4) and using Lemmas 2.1, 2.4, 2.5, we get


























(g ◦ ∇u)(t). (2.10)






g(s)ds =: g0 > 0 ∀t ≥ t0.
Choose δ in (2.10) small enough so that









Whence δ is fixed, any choice of ε1 and ε2, satisfying
1
4





k1 := ε2(g0 − δ)− ε1 > ε2g0
2























F ′(t) ≤ −k1‖ut‖22 − k2‖∇u(t)‖22 + k3(g′ ◦ ∇u)(t) + C(g ◦ ∇u)(t)
≤ −k1‖ut‖22 − k2‖∇u(t)‖22 + C(g ◦ ∇u)(t), ∀t ≥ t0;
which implies that, for some m > 0,
F ′(t) ≤ −mE(t) + C(g ◦ ∇u)(t), ∀t ≥ t0. (2.12)
Multiplication by ξ(t) yields
ξ(t)F ′(t) ≤ −mξ(t)E(t) + Cξ(t)(g ◦ ∇u)(t), ∀t ≥ t0. (2.13)
Case of p = 1
Recalling (H2) and Lemma 2.1, we obtain, from (2.13),
ξ(t)F ′(t) ≤ −mξ(t)E(t) + C(ξg ◦ ∇u)(t)
≤ −mξ(t)E(t)− C(g′ ◦ ∇u)(t)
≤ −mξ(t)E(t)− CE ′(t), ∀t ≥ t0;
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which leads to
(ξF + CE)′ (t) ≤ −mξ(t)E(t), ∀t ≥ t0. (2.14)
Let L(t) := ξ(t)F (t) + CE(t) then clearly L ∼ E and we have, for some m1 > 0,
L′(t) ≤ −m1ξ(t)L(t), ∀t ≥ t0.





, ∀t ≥ t0,
and hence (2.6) by virtue of L ∼ E.
Case of p > 1
To establish (2.7), we again consider (2.13) and use Corollary 1.1 to get
ξ(t)F ′(t) ≤ −mξ(t)E(t) + C [−E ′(t)] 12p−1 , ∀t ≥ t0.
Multiplication of the last inequality by ξαEα(t), for α = 2p− 2, leads to
ξα+1Eα(t)F ′(t) ≤ −mξα+1(t)Eα+1(t) + C (ξE)α (t) [−E ′(t)] 1α+1 , ∀t ≥ t0.
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Use of Young’s inequality, with q = α + 1 and q∗ = α+1
α
, yields
ξα+1Eα(t)F ′(t) ≤ −mξα+1(t)Eα+1(t) + C [εξα+1(t)Eα+1(t)− CεE ′(t)]
= −(m− εC)ξα+1(t)Eα+1(t)− CE ′(t), ∀ε > 0, ∀t ≥ t0.
We then choose ε < m
C









(t) ≤ −c1ξα+1(t)Eα+1(t), ∀t ≥ t0.
Let W = ξα+1EαF + CE ∼ E. Then
W ′(t) ≤ −Cξα+1(t)Wα+1(t) = −Cξ2p−1(t)W 2p−1(t), ∀t ≥ t0.








∀t ≥ t0. (2.15)
To establish (2.9), we consider (2.13) and recall Remark 2.1. So, we see that, for
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all t ≥ t0,
ξ(t)F ′(t) ≤ −mξ(t)E(t) + Cξ(t)(g ◦ ∇u)(t)












‖∇u(t)−∇u(t− s)‖22ds ≤ C
∫ t
0
















Applying Jensen’s inequality (1.12) for the second term of the right hand side of
(2.16), with G(y) = y
1
p , y > 0, f(s) = ξp(s)gp(s) and h(s) = ‖∇u(t)−∇u(t−s)‖22,
to get, for all t ≥ t0,










where we assume that η(t) > 0, otherwise we get ‖∇u(t) − ∇u(t − s)‖ = 0 and
hence from (2.12) we have
E(t) ≤ Ce−mt, ∀t ≥ t0.
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Therefore, we obtain








≤ −mξ(t)E(t) + C(−g′ ◦ ∇u) 1p (t) ≤ −mξ(t)E(t) + C(−E ′(t)) 1p , ∀t ≥ t0.
Multiplying by ξα(t)Eα(t), for α = p − 1, and repeating the same computations








, ∀t ≥ t0.
This completes the proof of our main result.
Remark 2.3 Estimates (2.6), (2.7) and (2.9) are also true for t ∈ [0, t0] by virtue
of continuity and boundedness of E(t) and ξ(t).





, ∀t ≥ t0;
which is the optimal decay obtained by Cavalcanti et al. [13] and Messaoudi [28].
Remark 2.5 Our theorem improves the result of Messaoudi [27, 28] which gives
a general decay but without obtaining the optimal rate in the case of polynomial
decay. Example 2.1 elaborates this point.
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2.4 Examples






, ν > 2,
where a > 0 is a constant so that
∫ +∞
0
g(t)dt < 1. We have






























, ∀t ≥ t0,
which is the optimal decay rate. But, if we write (2.17) as




and consider ξ2(t) =
ν
1+t
, then according to Theorem 3.6 in [28] we have
E(t) ≤ C
(1 + t)λν
, ∀t ≥ t0,
which is not necessarily the optimal decay.
Example 2.2 Let g(t) = ae−(1+t)
ν
, 0 < ν ≤ 1. where 0 < a < 1 is chosen so that∫ +∞
0
g(t)dt < 1. Then
g′(t) = −aν(1 + t)ν−1e−(1+t)ν = −ξ(t)g(t)
where ξ(t) = ν(1 + t)ν−1 which is a decreasing function and ξ(0) > 0. Therefore
we can use (2.6) to deduce




DECAY FOR A QUASILINEAR
VISCOELASTIC EQUATION






g(t− s)Δu(s)ds = 0, in Ω× (0,+∞)
u(x, t) = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
(3.1)
where Ω is a bounded domain of IRn (n ≥ 1) with a smooth boundary ∂Ω. In
Section 3.1, we introduce some assumptions needed throughout the chapter. In




In this section, we present some material needed in the proof of our result.
Throughout this chapter, all the functionals and inequalities are defined and valid
for t ≥ 0 unless it stated otherwise.
We impose the following assumptions on ρ and g
(H1) ρ is a constant that satisfies
0 < ρ ≤ 2
n− 2 , if n ≥ 3
0 < ρ, if n = 1, 2.
(H2) g : IR+ −→ (0,+∞) is a nonincreasing differentiable function such that
g(0) > 0, 1−
∫ +∞
0
g(s)ds = l > 0.
(H3) There exist a nonincreasing differentiable function ξ : IR+ −→ IR+, with
ξ(0) > 0, and a constant 1 ≤ p < 3
2
such that
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0.





















where, for any v ∈ L1loc([0,+∞);L2(Ω)), we set














(g′ ◦ ∇u)(t) ≤ 0. (3.2)
3.2 Technical Lemmas
In this section, we state, without proof, the global existence result of [12] and then
set up certain lemmas that are required for the proof of our main theorem.
Definition 3.1 A function u ∈ C1([0, T ];H10 (Ω)) is said to be a “weak” solution

















for all φ ∈ H10 (Ω) and for almost all t ∈ [0, T ], and




Theorem 3.1 Assume that (u0, u1) ∈ H10 (Ω)×H10 (Ω) and the conditions (H1)-
(H3) hold. Then Problem (3.1) has a unique global “weak” solution
u ∈ L∞(IR+;H10 (Ω)), ut ∈ L∞(IR+;H10 (Ω)), utt ∈ L2(IR+;H10 (Ω)). (3.3)
Remark 3.1 (3.3) implies that u ∈ C1(IR+;H10 (Ω)).














































Applying Young’s inequality for the second term on the right side of (3.5) then


























g(s)ds = 1− l, (3.6)
Lemma 2.2 and


















































(1− l)(g ◦ ∇u)(t).
By taking η = l












(g ◦ ∇u)(t). (3.7)
Inserting (3.7) in (3.5), estimate (3.4) is established. This result is proved for
regular solutions. However, it also holds for weak solutions by a simple density
argument.












satisfies, along the solution of (3.1) and for any δ1, δ2 > 0, the estimate






































where c is a positive constant and Cp is the Poincaré constant.



















































We estimate every term in the right hand side of (3.9), using repeatedly Cauchy-
Schwarz’ inequality, Young’s inequality, (3.6) and Lemma 2.2. The first term may












(g ◦ ∇u)(t), ∀δ1 > 0.
(3.10)
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where Cp is the Poincaré constant. By exploiting the Sobolev embedding
H10 (Ω) ↪→ L2(ρ+1)(Ω) for 0 < ρ ≤
2
n− 2 if n ≥ 3 and ρ > 0 if n = 1, 2
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Combining (3.9)-(3.12) and (3.15), estimate (3.8) is established. This result is
proved for regular solutions. However, it also holds for weak solutions by a simple
density argument.
3.3 The Main Result
In this section we state our main decay theorem. But first, we adopt the following
lemma
Lemma 3.3 ([32]) Assume that (H1)− (H3) hold. Then, for any t0 > 0, there
exist positive constants M , ε, m, such that the functional
F = ME + εG1 +G2
satisfies, for all t ≥ t0
F ∼ E (3.16)
47
and
F ′(t) ≤ −mE(t) + C(g ◦ ∇u)(t), (3.17)
Proof. To prove (3.16), we use Young’s inequality and the Sobolev embedding
H10 (Ω) ↪→ Lρ+2(Ω) to obtain












































CpE(t) + E(t) + (1− l)E(t).
By fixing M large enough, we obtain |F (t) − ME(t)| ≤ C1E(t) which gives the
desired result.






g(s)ds := g0 > 0 ∀t ≥ t0,
which is true since g is continuous, positive and g(0) > 0. Now using (3.2), (3.4)
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(g ◦ ∇u)(t), ∀t ≥ t0.
(3.18)
At this point, we choose our constant carefully. First, we pick ε < g0, and then




− (1 + 2(1− l)2)δ1 > 0, g0 − ε− δ2 − cδ2(2E(0))ρ > 0.











Therefore, (3.18) reduces to (3.17) for two positive constants m and C.
Theorem 3.2 Assume that (u0, u1) ∈ H10 (Ω)×H10 (Ω) and the assumptions (H1)-
(H3) hold. Then for each t0 > 0, there exist strictly positive constants C and λ









































, p > 1. (3.22)
Proof. The proof goes exactly like that of Theorem 2.2 by repeating the steps
from (2.13) until the end of the proof.
Remark 3.2 Note that our result and that of [10] agree in giving the optimal
decay for the polynomial case in a certain range (1 < p < 3
2
). However, we obtain
our result directly, without solving any extra ODE. In addition, we do not see how




DECAY FOR A VISCOELASTIC
EQUATION WITH
BOUNDARY FEEDBACK







g(t− s)Δu(x, s)ds = 0, in Ω× (0,+∞)








(s)ds+ h(ut) = 0, on Γ1 × (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
(4.1)
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where Ω is a bounded domain of IRn with a smooth boundary ∂Ω = Γ0∪Γ1. Here,
Γ0 and Γ1 are closed and disjoint, withmeas(Γ0) > 0, ν is the unit outward normal
to ∂Ω, and g, h are specific functions. In Section 4.1, we present some assumptions
needed throughout the chapter. In Section 4.2, we adopt some technical lemmas.
The main result and its proof are given in Section 4.3. Finally, two illustrative
examples are given in Section 4.4.
4.1 Assumptions
In this section, we introduce our assumptions and the ”modified” energy func-
tional. Throughout this chapter, all the functionals and inequalities are defined
and valid for t ≥ 0 unless it stated otherwise.
We impose the following assumptions
(H1) g : IR+ −→ (0,+∞) is a nonincreasing differentiable function such that
g(0) > 0, 1−
∫ +∞
0
g(s)ds = l > 0.
(H2) There exist a nonincreasing differentiable function ξ : IR+ −→ IR+, with
ξ(0) > 0, and a constant 1 ≤ p < 3
2
such that
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0.
(H3) h : IR −→ IR is a nondecreasing continuous function such that there exist
a strictly increasing function h0 ∈ C1([0,+∞)), with h0(0) = 0, and positive
52
constants c1, c2, ε such that
h0(|s|) ≤ |h(s)| ≤ h−10 (|s|), ∀|s| ≤ ε
c1|s| ≤ |h(s)| ≤ c2|s|, ∀|s| ≥ ε.





strictly convex C2 function on (0, r2], for some r > 0, when h0 is nonlinear.
Remark 4.1 Hypothesis (H3) implies that sh(s) > 0, ∀s = 0.

















where, for any v ∈ L2loc(IR+;L2(Ω)), we set




A direct differentiation, using (4.1) and some manipulation as in the proof of









uth(ut)dΓ ≤ 0. (4.2)
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4.2 Technical Lemmas
In this section, we state the global existence result of [12] and then we set up
certain lemmas that are required for the proof of our main theorem.
Let V = {v ∈ H1(Ω) : v = 0 on Γ0}.
Definition 4.1 A function u ∈ C([0, T ];V ) with ut ∈ C([0, T ];L2(Ω)) is said to

















for all φ ∈ V and for almost all t ∈ [0, T ], and
2. u(x, 0) = u0(x) and ut(x, 0) = u1(x) for all x ∈ Ω.
Theorem 4.1 Let (u0, u1) ∈ V × L2(Ω) be given. Assume that (H1)-(H3) are
satisfied. Then problem (4.1) has a unique global “weak” solution
u ∈ C(IR+;V ) ∩ C1(IR+;L2(Ω)).
Moreover, if
(u0, u1) ∈ (H2(Ω) ∩ V )× V
and satisfies the compatibility condition
∂u0
∂ν
+ h(u1) = 0 on Γ1,
54
then the “strong” solution satisfies
u ∈ L∞(IR+;H2(Ω) ∩ V ) ∩W 1,∞(IR+;V ) ∩W 2,∞(IR+;L2(Ω)).





























































































G′1(t) ≤ −(l − Cδ)‖∇u‖22 + ‖ut‖22 +
c
δ





Choosing δ small enough completes the proof. This result is established for strong
solutions. However, it also holds for weak solutions by a simple density argument.











































































































































Combination all the above inequalities yield the assertion of the lemma. This
result is established for strong solutions. However, it also holds for weak solutions
57
by a simple density argument.
Lemma 4.3 ([31]) Under the assumptions (H1)-(H3), the solution satisfies the
estimate ∫
Γ1
h2(ut)dΓ ≤ −CE ′(t), ∀t ≥ t0, (4.3)
if h0 is linear; and
∫
Γ1
h2(ut)dΓ ≤ CH−1(λ(t))− CE ′(t), ∀t ≥ t0, (4.4)








Γ12 = {x ∈ Γ1 : |ut| ≤ ε1}.
Proof. If h0 is linear then hypothesis (H3) yields
c′1|s| ≤ |h(s)| ≤ c′2|s|, ∀s,
and so, in the view of Remark 4.1, we get
h2(s) ≤ c′2sh(s), ∀s ∈ IR.
Integrating over Γ1 and using (4.2) gives (4.3).
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In the case of h0 is nonlinear, we first assume that max{r, h0(r)} < ε; otherwise












So, we deduce that
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
h0(|s|) ≤ |h(s)| ≤ h−10 (|s|), for all |s| ≤ ε1
c′1|s| ≤ |h(s)| ≤ c′2|s|, for all|s| ≥ ε1.
(4.5)
Since H(s2) = |s|h0(|s|), then, using (4.5), we obtain
H(h2(s)) ≤ sh(s) ∀ |s| ≤ ε1,
which gives
h2(s) ≤ H−1(sh(s)) ∀ |s| ≤ ε1. (4.6)
We consider the following partition of Γ1:
Γ11 = {x ∈ Γ1 : |ut| > ε1}, Γ12 = {x ∈ Γ1 : |ut| ≤ ε1}
Recalling the definition of ε1 and using (4.5), we obtain on Γ12
uth(ut) ≤ ε1h−10 (ε1) ≤ h0(r)r = H(r2) (4.7)
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and
uth(ut) ≤ ε1h−10 (ε1) ≤ rh−10 (h0(r)) = r2. (4.8)






















≤ CH−1(λ(t))− CE ′(t),
which proves (4.4).
4.3 The Main Result
In this section we state our main decay theorem. But, first, we need to adopt the
following lemma
Lemma 4.4 ([31], Inequality (3.7)) For any t0 > 0, there exist positive con-
stants N1, N2, m, such that the functional F , given by
F (t) := N1E(t) +G1 +N2G2,
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is equivalent to E and satisfies
F ′(t) ≤ −mE(t) + C(g ◦ ∇u)(t) + C
∫
Γ1
h2(ut)dΓ, ∀t ≥ t0. (4.10)






g(s)ds =: g0 > 0 ∀t ≥ t0.
By using (4.2), (4.1) and (4.2), we easily see that























(g′ ◦ ∇u)(t) + (CN2 + C)
∫
Γ1
h2(ut)dΓ, ∀t ≥ t0.
First we choose N2 large enough in order that
α := N2g0 − l
4
− 1 > 0






So, we arrive at
F ′(t) ≤ − l
4
|| ∇u||22 − α||ut||22 + C(g ◦ ∇u)(t) + C
∫
Γ1
h2(ut)dΓ, ∀t ≥ t0. (4.11)
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Therefore, (4.11) reduces to (4.10), for two positive constants m and C. On the
other hand (see Lemma 2.3), we can choose N1 even larger (if needed) so that
F ∼ E. (4.12)
We are ready now to state and prove the main result of this chapter.
Theorem 4.2 Let (u0, u1) ∈ V × L2(Ω) be given. Assume that (H1)-(H3) are
satisfied. Then there exist strictly positive constants k1, k2, k3 and k4 such that
























































Remark 4.2 Simple calculations show that (4.14), (4.15) and the fact that H1 is




Proof. Multiplying (4.10) by ξ(t) gives
ξ(t)F ′(t) ≤ −mξ(t)E(t)+Cξ(t)(g ◦∇u)(t)+Cξ(t)
∫
Γ1
h2(ut)dΓ, ∀t ≥ t0. (4.17)
Case of p = 1. Recalling (H2) and (4.2), we obtain, from (4.17) and
for all t ≥ t0












Now, when h0 is linear then in light of (4.3), estimate (4.18) gives
ξ(t)F ′(t) ≤ −mξ(t)E(t)− CE ′(t), ∀t ≥ t0.
63
which leads to
ξ(t)F ′(t) + CE ′(t) ≤ −mξ(t)E(t), ∀t ≥ t0.
Let L1(t) := ξ(t)F (t)+CE(t) then clearly L1 ∼ E and we have, for some m1 > 0,
L′1(t) ≤ −m1ξ(t)L1(t), ∀t ≥ t0.





, ∀t ≥ t0.
and hence (4.13) by virtue of L1 ∼ E.
If h0 is nonlinear, then we use (4.4) and the boundedness of ξ in (4.18) to get
L′2(t) ≤ −mξ(t)E(t) + Cξ(t)H−1(λ(t)), ∀t ≥ t0.
where L2 = ξF + CE which is clearly equivalent to E.
When p = 1, we refer the reader to Messaoudi and Mustafa [31]. So we only
consider the case p > 1.
Case of h0 is linear. To establish (4.14), we consider (4.17) and use (4.3) and
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the fact that ξ is bounded to get
ξ(t)F ′(t) ≤ −mξ(t)E(t) + Cξ(t)(g ◦ ∇u)(t)− CE ′(t), ∀t ≥ t0.
Let L(t) := ξ(t)F (t) + CE(t) then clearly L ∼ E and, we have
L′(t) ≤ −mξ(t)E(t) + Cξ(t)(g ◦ ∇u)(t), ∀t ≥ t0. (4.19)
Use of Corollary 1.1 in (4.19) gives
L′(t) ≤ −mξ(t)E(t) + C [−E ′(t)] 12p−1 , ∀t ≥ t0.
Multiplication of the last inequality by ξαEα(t), where α = 2p− 2, leads to
ξαEα(t)L′(t) ≤ −mξα+1(t)Eα+1(t) + C (ξE)α (t) [−E ′(t)] 1α+1 , ∀t ≥ t0.
Use of Young’s inequality, with q = α + 1 and q′ = α+1
α
, yields
ξαEα(t)L′(t) ≤ −mξα+1(t)Eα+1(t) + C [εξα+1(t)Eα+1(t)− CεE ′(t)] (4.20)
= −(m− εC)ξα+1(t)Eα+1(t)− CE ′(t), ∀ε > 0, ∀t ≥ t0.
(4.21)
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We then choose ε < m
C
, and recall that ξ′ ≤ 0 and E ′ ≤ 0, to get
(ξαEαL)′ (t) ≤ ξα(t)Eα(t)L′(t) ≤ −c1ξα+1(t)Eα+1(t)− CE ′(t), ∀t ≥ t0; (4.22)
which implies
(ξαEαL+ CE)′ (t) ≤ −c1ξα+1(t)Eα+1(t), ∀t ≥ t0. (4.23)
Let W = ξαEαL+ CE ∼ E. Then
W ′(t) ≤ −Cξα+1(t)Wα+1(t) = −Cξ2p−1(t)W 2p−1(t), ∀t ≥ t0. (4.24)








∀t ≥ t0. (4.25)




s) = cs we have H1(t) =
C
2p−2(t



















To establish (4.16), we consider (4.19) and recall Remark 4.2. So, we have
L′(t) ≤ −mξ(t)E(t) + Cξ(t)(g ◦ ∇u)(t)












‖∇u(t)−∇u(t− s)‖22ds ≤ C
∫ t
0
















Applying Jensen’s inequality (1.12) for the second term of the right hand side of
(4.26), with G(y) = y
1
p , y > 0, f(s) = ξp(s)gp(s) andK(s) = ‖∇u(t)−∇u(t−s)‖22,
we get, for all t ≥ t0,











where we assume that η(t) > 0, otherwise we get ‖∇u(t) − ∇u(t − s)‖ = 0 and
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hence we have, from (4.10) and (4.3),
E(t) ≤ Ce−mt, ∀t ≥ t0.
Therefore, we obtain








≤ −mξ(t)E(t) + C(−g′ ◦ ∇u) 1p (t) ≤ −mξ(t)E(t) + C(−E ′(t)) 1p , ∀t ≥ t0.
(4.29)
Multiplying by ξα(t)Eα(t), for α = p − 1, and repeating the same computations








, ∀t ≥ t0. (4.30)




s) = cs we have Ĥ1(t) =
C
p−1(t

















, ∀t ≥ t0.
Case of h0 is nonlinear. Again we consider (4.17) and use (4.4) to get
L′2(t) ≤ −mξ(t)E(t) + Cξ(t)(g ◦ ∇u)(t) + Cξ(t)H−1(λ(t)), ∀t ≥ t0. (4.31)
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where L2 = ξF + CE which is clearly equivalent to E.
From Corollary 1.1, we obtain
L′2(t) ≤ −mξ(t)E(t) + C [−E ′(t)]
1
2p−1 + Cξ(t)H−1(λ(t)), ∀t ≥ t0. (4.32)
Multiplying (4.32) by ξα(t)Eα(t), where α = 2p−2 and repeating the calculations
as in (4.20)-(4.24), we arrive at
W ′1 ≤ −mξα+1(t)Eα+1(t) + Cξα+1(t)Eα(t)H−1(λ(t)), ∀t ≥ t0 (4.33)
where W1 = ξ
αEαL2 + CE and is also equivalent to E. For ε0 < r









W1(t) + c0E(t), ∀t ≥ t0.
Clearly F1 satisfies, for some positive constants α1, α2,
α1F1(t) ≤ E(t) ≤ α2F1(t), ∀t ≥ t0. (4.34)
and
































′(t), ∀t ≥ t0 (4.35)
69
Let H∗(s) := supτ∈(0,r2]{sτ −H(τ)} for s ∈ (0, H ′(r2)] be the dual function of H.
From (H3) we conclude that H ′ is increasing and defines a bijection from (0, r2]
to (0, H ′(r2)] and then for any s ∈ (0, H ′(r2)], the function τ → sτ−H(τ) reaches
its maximum on (0, r2] at the unique point (H ′(s))−1. Hence
H∗(s) = s(H ′)−1(s)−H ((H ′)−1(s)) ∀s ∈ (0, H ′(r2)]
and H∗(s) satisfies the general Young inequality:
AB ≤ H∗(A) +H(B) ∀A ∈ (0, H ′(r2)], B ∈ (0, r2]. (4.36)
We apply (4.36) on the second term on the right hand side of (4.35) with






and B = H−1(λ(t)) and use (4.2) and the fact that H∗(s) ≤
s(H ′)−1(s) to arrive at





























+ (c0 − Cξα+1(0)Eα(0))E ′(t), ∀t ≥ t0.
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With a proper choice of ε0 and c0, we get
















, ∀t ≥ t0
(4.37)
where H2(τ) := τ
α+1H ′(ε0τ) = τ 2p−1H ′(ε0τ).
From the properties of H and keeping in mind that p > 1, we find that
H ′2(τ) = (2p− 1)τ 2p−2H ′(ε0τ) + ε0τ 2p−1H ′′(ε0τ) > 0, ∀τ ∈ (0, 1].




is equivalent to E and, in addition, taking in account (4.34) and (4.37), we obtain










ξ2p−1(s)ds, ∀t ≥ t0,













ξ2p−1(s)ds, ∀t ≥ t0. (4.38)
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, ∀t ≥ t0. (4.39)
To establish (4.16) we consider (4.31) and repeat all the steps of (4.26)-(4.29) to
reach
L′2(t) ≤ −mξ(t)E(t) + C(−E ′(t))
1
p + Cξ(t)H−1(λ(t)), ∀t ≥ t0.
Multiplication of the last inequality by ξα(t)Eα(t) where α = p−1 and repeating,














ds and Ĥ2(s) = s




The following examples illustrate our result and show the optimal decay rate in
the polynomial case.
Example 4.1 Let g(t) = a
(1+t)ν
, ν > 2, where a > 0 is a constant so that∫ +∞
0
g(t)dt < 1 and assume that h0 is linear. We have













, b > 0.




















which is the optimal decay rate.
Example 4.2 If h0(s) = s
q where q > 1 then H(s) = s
q+1
2 is a strictly convex
C2 function on (0,∞). Therefore Therorem 4.2 is applicable and, with H−11 (t) =
(Ct+ 1)−
2















































WITH A NONLINEAR TERM






g(t− s)Δu(s)ds+ a|ut|m−2ut = 0, in Ω× (0,+∞)
u(x, t) = 0, on ∂Ω× (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
(5.1)
where Ω is a bounded domain of IRn (n ≥ 1) with a smooth boundary ∂Ω, m > 1
and a > 0 are constants and g is a nonincreasing function. In Section 5.1, we
introduce the assumptions needed in this chapter. Some technical lemmas are
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presented in Section 5.2. The main result and its proof are given in Section 5.3.
Finally, some examples will given in Section 5.4.
5.1 Assumptions
In this section we present some material needed in the proof of our result.
Throughout this chapter, all the functionals and inequalities are defined and valid
for t ≥ 0 unless it stated otherwise.
We impose the following hypotheses on m and g
(H1) g : IR+ −→ (0,+∞) is a nonincreasing differentiable function such that
g(0) > 0, 1−
∫ +∞
0
g(s)ds = l > 0.
(H2) There exist a nonincreasing differentiable function ξ : IR+ −→ IR+, with
ξ(0) > 0, and a constant 1 ≤ p < 3
2
such that
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0.
(H3) m is a constant such that
1 < m ≤ 2n
n− 2 , if n > 2 and m > 1, if n = 1, 2.
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where, for any v ∈ L1loc([0,+∞);L2(Ω)), we set




A direct differentiation, using (5.1), leads to













(g′ ◦ ∇u)(t) ≤ 0, (5.2)
This inequality is established for regular solutions. However, it also holds for weak
solutions by a simple density argument.
We end this section with the following proposition, which will be used in the proof
of our stability result.
Proposition 5.1 ([25]) Let ψ : IR+ −→ IR+ be a nonincreasing function and
φ : IR+ −→ IR+ be an increasing C2-function such that




Assume that there exist q ≥ 0 and A > 0 such that
∫ +∞
τ
ψq+1(t)φ′(t)dt ≤ Aψ(τ), 0 ≤ τ < +∞,
then we have, for all t ≥ 0,
ψ(t) ≤ cψ(0)(1 + φ(t))− 1q , if q > 0,
ψ(t) ≤ cψ(0)e−ωφ(t), if q = 0,
where c and ω are positive constants independent of ψ(0).
5.2 Technical Lemmas
In this section, we state, without proof, the global existence result of [30] and then
establish certain lemmas required for the proof of our main theorem.
Definition 5.1 A function u ∈ C([0, T ];H10 (Ω)) with ut ∈ C([0, T ];L2(Ω)) ∩

















for all φ ∈ H10 (Ω) and for almost all t ∈ [0, T ], and
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2. u(x, 0) = u0(x) in H
1
0 (Ω) and ut(x, 0) = u1(x) in L
2(Ω).
Theorem 5.1 ([30]) Let (u0, u1) ∈ H10 (Ω)× L2(Ω) be given. Assume that (H1)
and (H3) are satisfied. Then Problem (5.1) has a unique global solution
u ∈ C(IR+;H10 (Ω))
ut ∈ C(IR+;L2(Ω)) ∩ Lm(Ω× (0,∞)).
Moreover, if (u0, u1) ∈ (H2(Ω) ∩H10 (Ω))×H10 (Ω); then the weak solution becomes
“strong” solution in the sense that
u ∈ C(IR+;H2(Ω)∩H10 (Ω)), ut ∈ C(IR+;H10 (Ω))∩Lm(Ω×(0,∞)), utt ∈ C(IR+;L2(Ω)).





satisfies, along the solution, the estimate
ψ′(t) ≤ − l
4











ψ′(t) ≤ − l
4










, if m < 2.
(5.4)
Proof. Case m ≥ 2.
By using (5.1), we easily see that
































































We then use Cauchy−Schwarz inequality, Young’s inequality, Lemma 2.2 and the
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g(s)ds = 1− l,




























































(1− l)(g ◦ ∇u)(t) + (1 + η)(1− l)2||∇u||2.
(5.8)
By combining (5.5)-(5.8), we arrive at




















By choosing η = l





, (5.3) is established.

















By combining (5.5), (5.7), (5.8), (5.10) and choosing the same values of η and δ,
(5.4) is obtained.








satisfies, along the solution and for any δ > 0, the estimate











(−(g′ ◦ ∇u))(t) + Cδ
∫
Ω
|ut|mdx, if m ≥ 2
(5.11)
and

















, if m < 2.
(5.12)
Proof. Case m ≥ 2.
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Similarly to (5.5), we estimate the right hand side terms of (5.13). So for any






















































































































































A combination of (5.13)-(5.17) then yields (5.11).















Hence, a combination of (5.13)-(5.15), (5.17) and (5.18) then gives (5.12).
5.3 The Main Results
In this section we state and prove our main results. For this purpose we introduce
the following lemma
Lemma 5.3 ([30]) Assume that (H1)− (H3). Then, for any t0 > 0, there exist
strictly positive constants ε1, ε2, m1, m2, c1, C such that the functional
F (t) = E(t) + ε1Ψ(t) + ε2χ(t)
satisfies, ∀t ≥ t0,
F ∼ E, (5.19)
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F ′(t) ≤ −m1E(t) + C(g ◦ ∇u)(t), ifm ≥ 2, (5.20)
and






, if 1 < m < 2. (5.21)
Proof. The proof of (5.19) is the same proof of Lemma 2.5.






g(s)ds := g0 > 0, ∀t ≥ t0.
By using (5.2), (5.3) and (5.11), we obtain




























At this point we choose δ so small that












Whence δ is fixed, the choice of any two positive constants ε1 and ε2 satisfying
1
4












1 + 2(1− l)2) > 0.
We then pick ε1 and ε2 so small that (5.19) and (5.23) remain valid and, further,







Therefore (5.20) is established for two positive constants m1, C > 0.
The same calculations, for m < 2, using (5.2), (5.4) and (5.12), give (5.21).
Theorem 5.2 Let (u0, u1) ∈ H10 (Ω) × L2(Ω) be given. Assume that (H1)-(H3)
are satisfied and m ≥ 2. Then for each t0 > 0, there exist strictly positive con-
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, p > 1. (5.27)
Proof. The proof goes exactly like that of Theorem 2.2 by repeating the steps
from (2.13) until the end of the proof.
Remark 5.1 The same results hold for (5.1), with a = 0.
Theorem 5.3 Let (u0, u1) ∈ H10 (Ω) × L2(Ω) be given. Assume that (H1) and
(H2) are satisfied and 1 < m < 2. Then for each t0 > 0, there exist strictly














































Proof. Multiplying (5.21) by ξ(t) gives






, ∀t ≥ t0.
(5.31)
Case of p = 1. Recalling (H2) and (5.2), we obtain, from (5.31), for all
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t ≥ t0,

























, ∀t ≥ t0. (5.32)
Let L(t) := ξ(t)F (t) + CE(t) then clearly L ∼ E and we have






, ∀t ≥ t0.
We multiply by Ek(t) where k = 2−m
2m−2 and use (5.2) and the fact that E ∼ L to
get
m2ξ(t)E
k+1(t) ≤ −CLk(t)L′(t) + c1ξ(t)Ek(t) (−E ′(t))
1
k+1 , ∀t ≥ t0.
Applying Young’s inequality with q = k + 1 and q∗ = k+1
k
yields, for every ε > 0,
m2ξ(t)E
k+1(t) ≤ −CLk(t)L′(t) + εc1ξ(t)Ek+1(t)− c1Cεξ(t)E ′(t), ∀t ≥ t0.
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We choose ε < m2
c1
to obtain
ξ(t)Ek+1(t) ≤ −CLk(t)L′(t)− Cξ(t)E ′(t), ∀t ≥ t0. (5.33)
By recalling that ξ′(t) ≤ 0 and integrating (5.33) over (S, T ), S ≥ t0, we get
∫ T
S
ξ(t)Ek+1(t)dt ≤ CLk+1(S) + CE(S) ≤ AE(S), ∀t ≥ t0.



















which is the estimate (5.28) with p = 1.
Case of p > 1. We again consider (5.31) and use Corollary 1.1 to get








, ∀t ≥ t0.
Multiplication of the last inequality by ξαEα(t), where α = 2p− 2,










, ∀t ≥ t0.
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Use of Young’s inequality, with q = α + 1 and q∗ = α+1
α
, yields








, ∀t ≥ t0.
We then choose ε < m2
C




(t) ≤ ξα+1(t)Eα(t)F ′(t)




















Let W = ξα+1EαF + CE ∼ E. Then
m4ξ






, ∀t ≥ t0.
We Multiply the last inequality by Ek(t) where k = 2−m
2m−2 and use (5.2) and the
fact that E ∼ W to get
m4ξ






, ∀t ≥ t0.
(5.34)
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Again we use Young’s inequality with q = k+1 and q∗ = k+1
k
to obtain, for every
ε > 0,
m4ξ
α+1(t)Ek+α+1(t) ≤ −W k(t)W ′(t)+εc1ξα+1(t)Ek+α+1(t)−c1Cεξα+1(t)EαE ′(t), ∀t ≥ t0.
(5.35)
By the choice ε < m4
c1
we have
ξα+1(t)Ek+α+1(t) ≤ −CW k(t)W ′(t)− Cξα+1(t)EαE ′(t), ∀t ≥ t0. (5.36)
By recalling that ξ′(t) ≤ 0 and integrating over (S, T ), S ≥ t0, we reach
∫ T
S
ξα+1(t)Ek+α+1(t)dt ≤ CW k+1(S) + CE(S) ≤ AE(S), ∀t ≥ t0. (5.37)



















which is the estimate (5.28).
To establish (5.30), we consider (5.31) and recall Remark 5.2. So, we have

























‖∇u(t)−∇u(t− s)‖22ds ≤ C
∫ t
0















Applying Jensens’s inequality (1.12) for the second term of the right hand side of
(5.38), with G(y) = y
1
p , y > 0, f(s) = ξp(s)gp(s) and h(s) = ‖∇u(t)−∇u(t−s)‖22,
to get















where we assume that η(t) > 0. (For the case of η(t) ≡ 0, see Remark 5.3 below).
Therefore, we obtain
















≤ −m2ξ(t)E(t) + C(−g′ ◦ ∇u)
1
p (t)








Multiplying by ξα(t)Eα(t), for α = p − 1, and repeating the same computations
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, ∀t ≥ t0.
This completes the proof of Theorem 5.2.
Remark 5.3 In (5.38), if η(t) ≡ 0 then ‖∇u(t)−∇u(t− s)‖ = 0 and hence from
(5.21) we have







Multiplying by Ek(t) where k = 2−m
2m−2 and using the same ideas in (5.34)-(5.39),
we get ∫ T
S
Ek+1(t)dt ≤ AE(S), ∀t ≥ t0, (5.39)







, ∀t ≥ t0.
5.4 Examples
The following examples illustrate our results and show the optimal decay rate in
the polynomial case.
Example 5.1 Let g(t) = a
(1+t)ν




g(t)dt < 1. We have













, b > 0.






2p−2 dt < +∞ and hence









which is the optimal decay obtained in [36].
If 1 < m < 2 then, by (5.28), we have
E(t) ≤ C(1 + t)−(2m−2)
/
(2−m+4(p−1)(m−1))





Example 5.2 Let g(t) = e−at, where a is chosen so that
∫ +∞
0
g(t)dt < 1. Then
g′(t) = −ag(t) and hence (5.24) and (5.28), with ξ(t) = a, assert that, ∀t ≥ t0,













In this work we considered four viscoelastic problems and obtained general decay
rates for the energy associated to the each problem where the relaxation functions
satisfy a relation of the form
g′(t) ≤ −ξ(t)gp(t), ∀t ≥ 0, 1 ≤ p < 3
2
. (6.1)
Our decay results generalize many existing results in the literature as follow: When
p = 1, the estimates (2.6), (3.19), (4.13), (5.24) and (5.28) cover the results in
[28, 30, 31]. When 1 < p < 3
2
and ξ ≡ 1, the estimates (2.9), (3.22), (4.16), (5.27)
and (5.30) generalize the polynomial decay rates in [12, 27, 35] among others.
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To the best of our knowledge, the decay rates in Theorems 2.2, 3.2, 4.2, 5.2 and
5.3, when 1 < p < 3
2
, are obtained for the first time in the literature. Moreover,
these decay rates lead to the optimal rate of decay in the polynomial decay as
shown in Examples 2.1, 4.1 and 5.1.
6.2 Future Work
Investigating other viscoelastic problems
There exist viscoelastic problems that can be studied for relaxation functions
satisfying (6.1). Here are some examples:
1. Viscoelastic Kirchhoff Equations.
2. Moore-Gibson-Thompson Equation with Memory.
3. Coupled System of Nonlinear Viscoelastic Equations.
The multiplier method and the technical lemmas in our dissertation are strongly
expected to pave the way for a change to general decay rates that will improve
many results in the literature.
Cauchy viscoelastic problem
In [42], Said-Houari and Messaoudi investigated the following problem
⎧⎪⎪⎨
⎪⎪⎩
utt(x, t)−Δu(x, t) +
∫ t
0
g(t− s)Δu(x, s)ds = 0, x ∈ IRn, t ≥ 0,




g′(t) ≤ −ξ(t)g(t), t ≥ 0,
where ξ : IR+ −→ IR+ is a nonincreasing differentiable function. The authors
used the energy method in the Fourier space to establish general decay results. It
is interesting to study this problem considering relaxation functions that satisfy
(6.1).
Extending the range of optimality
In (6.1), if ξ is a constant then g could be decaying even for p ∈ [1, 2) instead
of what we assumed p ∈ [1, 3
2
). It would be interesting to extend the range of
optimality in (6.1) using the ideas of [20].
Lebesgue and Sobolev spaces with variable exponents
Another interesting research direction is to study the well-posedness as well as the
asymptotic behavior of Problem (5.1) with m = m(x). This requires replacing the
usual Lebesgue space Lp(Ω) and Sobolev space W 1,p(Ω) by the variable exponent
Lebesgue space Lp(.)(Ω) and the Sobolev space W 1,p(.)(Ω). The field of variable
exponent function spaces has witnessed an explosive growth in recent years. The
standard reference article for basic properties is only 25 years old.
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