In this study, ensemble seasonal predictions of the Arctic Oscillation (AO) were conducted for 51 winters ) using a simple global atmospheric general circulation model. A means of estimating a priori the predictive skill of the AO ensemble predictions was developed based on the relative entropy (R) of information theory, which is a measure of the difference between the forecast and climatology probability density functions (PDFs). Several important issues related to the AO predictability, such as the dominant precursors of forecast skill and the degree of confidence that can be placed in an individual forecast were addressed. It was found that R is a useful measure of the confidence that can be placed on dynamical predictions of the AO. When R is large, the prediction is likely to have a high confidence level whereas when R is small, the prediction skill is much variable. A small R is often accompanied by a relatively weak AO index. The value of R is dominated by the predicted ensemble mean. The relationship identified here, between model skills and the R of an ensemble prediction, offers a practical means of estimating the confidence level of a seasonal forecast of the AO using the dynamical model.
Introduction
The Arctic Oscillation (AO) is the dominant mode of monthly mean sea level pressure variability over the Northern Hemisphere with an out-of-phase relation between the sea level pressure over the Arctic basin and that at the mid-latitudes ( Thompson and Wallace 1998) . The AO has a close association with the North Atlantic Oscillation (NAO) due to its strong manifestation over the Atlantic sector. The interannual and longer-term changes in the wintertime AO have an enormous impact on the climate of the Northern
Hemisphere (e.g., Thompson and Wallace 2001) . The NAO has long been recognized as the major circulation pattern influencing the weather from the eastern North America to Europe (e.g., Greatbach 2000) . The seasonal climate prediction skill in the Northern
Hemisphere to a great extent relies on the predictive capability of major atmospheric modes of monthly mean variability, e.g., the AO and the PNA (Pacific-North American) (Derome et al. 2005) . To explore the AO predictability is thus a critical step towards a full understanding of the predictability of the climate seasonal prediction.
An important issue in predictability studies is the uncertainty of predictions. Climate seasonal predictions apply for several months and the decisions made in response to them often are economically significant. Therefore estimates of the uncertainty of prediction are highly desirable. On the other hand, climate seasonal prediction is still at its early stage compared with the numerical weather prediction (NWP) and the ENSO (El Niño and Southern Oscillation) prediction, and its skill is relatively low. Therefore, a study of uncertainties in seasonal climate predictions is especially important at present.
The technique used in predictability studies in NWP has primarily been ensemble prediction, in which a priori likely skill (or usefulness) for an individual prediction might be estimated by the ensemble spread (e.g., Buizza and Palmer, 1998) . However little connection was found between the ensemble spread and the prediction skill in some dynamical models (Kirtman and Shukla 1998; Kumar et al 2000; Tang et al. 2005 ).
Instead, in some studies, an alternate criterion that has been used as a predictor of forecast skill is the leading eigenmode amplitude (signal size) of the forecast initial conditions (Kleeman and Moore 1999; Tang et al. 2003) , which represents essentially the contribution of persistence to the predictive skill (von Storch and Xu, 1990; von Storch and Baumhefner 1991) . When climate variability modes are present with larger amplitudes, they are more likely to be able to "resist" dissipation by the chaotic or stochastic components of the system, making them more predictable.
Recently, a new theoretical framework for measuring the uncertainty of predictions has been developed and applied to examine ENSO and seasonal climate predictability (Schneider and Griffies 1999; Kleeman 2002; Tippett et al. 2004; Tang et al. 2005 ; Delsole 2004 Delsole , 2005 DelSole and Tippett 2007) . The approach is built on information theory (Cover and Thomas 1991) . It has been argued that the relative entropy (R), defined by the differences between the climatological probability density functions (PDF) and the prediction PDF, can explain well why the two reliability measures discussed above are central to predictability studies (Kleeman 2002; Tang et al. 2005) . In particular, when the PDFs are Gaussian, R consists of two components, one is the dispersion component associated with the ensemble spread, and the other one is the signal component related to the leading eigenmode amplitudes present in the initial conditions or forced by the boundary conditions.
In this paper, we will apply the relative entropy method to estimate the degree of confidence of the AO predictions performed by a reasonably skillful atmospheric general circulation model. Of special interest in this paper are appropriate measures of the confidence of AO dynamical predictions and the dominant precursors that control variations in the measures.
Model and ensemble prediction
The model used in this study is the simple global atmospheric circulation model (SGCM), initially designed by Hoskin and Simmons (1975) , and then further developed by Hall (2000) . It is a primitive equation dry atmospheric model, and has a global domain with horizontal resolution of T21 and 5 levels in the vertical. A detailed description of the model may be found in Hall (2000) and Hall et al. (2001a, b) . An important feature of this model is that it uses an empirical forcing calculated from observed daily data.
By computing the dynamical terms of the model, together with a linear damping, with daily global analyses and averaging in time, the residual term for each time tendency equation is obtained as the forcing. The collective effect of these forcing terms represents all processes that are not resolved by the model's dynamics such as diabatic heating (including latent heat release related to the transient eddies) and the deviation of dissipative processes from linear damping. This atmospheric model has been used for seasonal predictions, and was found to be similar in prediction skill to a more complex GCM (Derome et al, 2005) .
Global ensemble forecasts were made for the 51 boreal winters (December-JanuaryFebruary (DJF) from 1948/49 to 1998/99 with an ensemble size of 70. The initial conditions for the seasonal forecasts were the 0000 UTC 1 December analyses from the National Centers for Environmental Prediction / National Center for Atmospheric Research (NCEP/NCAR) (Kalnay et al, 1996) . Each ensemble run was constructed by adding to the initial conditions a small-amplitude perturbation pattern, which is the scaled down anomaly (with respect to the 51-yr winter climatology) of a random winter day in the 51-yr NCEP dataset (excluding the winter being predicted).
For each winter, a time independent forcing is used, that is obtained from the daily data of the NCEP/NCAR reanalysis. The approach of a persistent forcing anomaly is applied. For a given winter, the forcing was obtained as the November-mean-forcing anomaly of that year added to the DJF-mean climatological forcing. The calculation of the climatology was done in the framework of cross-validation, i.e., the winter to be predicted was excluded. A more detailed description of the forcing specification may be found in Derome et al. (2005) .
The skill of the ensemble mean prediction has been evaluated in detail by Derome et al (2005) . It was found that the SGCM has a statistically significant skill in forecasting the AO variability, actually even better than that of a more complex GCM (Canadian GCM2). In the present study, the AO is defined as the leading empirical orthogonal func- 
Relative entropy and predictability
Suppose that the AO index is modeled as a random variable T whose climatological or equilibrium PDF is q(T ). In many practical situations there is considerable knowledge of the climatological PDF from long-term historical observations. We will use a perfect model approach, i.e., we will assume that the "observed" state of the atmosphere can be any one of the ensemble members predicted by the SGCM. The climatological PDF is then obtained from the model forecasts over all the 51 winters. The ensemble prediction of the SGCM for a given winter produces a forecast PDF, denoted p(T ). The extent to which the forecast and climatological distributions differ is an indication of a potential predictability. There is, of course, no predictability when the forecast and climatological distributions are identical. A useful measure of the difference between q(T ) and p(T ) from information theory (Cover and Thomas, 1991) is the relative entropy R or Kullback- Leibler distance between the two PDFs, defined as
The quantity R measures the informational inefficiency of using the climatological rather than the forecast PDF and R ≥ 0 with equality if and only if p=q (Cover and Thomas, 1991) . The relative entropy can be used as an indicator of predictability, or prediction utility, in that it measures the additional utility of the ensemble prediction as compared with a climatological prediction. Larger values of R indicate that potentially more useful information is being supplied by a prediction.
The notion that R is a measure of the predictability can also be interpreted in the Bayesian framework. From the Bayesian perspective, the climatological distribution is a prior distribution derived from previous observations. A prediction augments this prior information, and the additional information provided by the prediction constitutes the prediction PDF, which should be referred to as a posterior distribution in the Bayesian terminology. R quantifies the amount of information that p provides beyond q. In other words, in a perfect model framework, the extent to which this prediction PDF differs from the original prior is a measure of the usefulness of the prediction. In practice, p and q can be approximated using kernel density estimation, and the integral in (1) work), and the difference µ p −µ q of the ensemble and the climatological means (Kleeman 2002) , i.e.,
The first two terms on the rhs of (3) are determined by the climatological variance and prediction variance, and represent the contribution of the dispersion or spread of the ensemble to R. The third term on the rhs of (3) is governed by the amplitude of the predicted ensemble mean and measures the contribution of the predicted signal size to R. The first two terms minus 1 is referred to as the dispersion component (DC) and the third term as the signal component (SC) (Kleeman 2002; Tang et al. 2005) . Therefore,
for Gaussian distributions R = DC + SC, and both ensemble spread and signal size are incorporated into the relative entropy R. DC contributes to R when the prediction variance is different from the climatological variance, and SC contributes when the mean of the prediction distribution differs from that of the climatological distribution.
In this study, we use (3) to calculate R since the Gaussian assumption holds reasonably well for all prediction cases (see next section). For a non-Gaussian system, R should be computed directly from (1). Estimating the PDF for a non-Gaussian system is an interesting problem in its own right, especially when the number of ensemble members is small (Kleeman and Majda 2005; Haven et al. 2005 ).
The relationship between prediction utility and prediction skill
The Gaussian assumption is first examined in order to use (3). Fig. 1 is an estimate of the PDF for two ensemble predictions of the AO index, from randomly chosen winters. Fig.   1 indicates that the Gaussian assumption roughly holds for both cases. An examination of all ensemble predictions produced similar results (not shown). The KolmogorovSmirnov normality test (DeGroot 1991) shows that all ensemble predictions pass the test at the significance level of 0.1. Fig. 2a are the variations of the AO prediction utility R for 51 winters from , as a function of time. The climatological mean µ q and variance σ 2 q are estimated from all ensemble members and years (sample size is 3570) as in Tippett et al. (2004) 3 . The prediction mean µ p and variance σ 2 p are estimated each winter from the 70 member ensemble. As can be seen, it is apparent that a large prediction utility R is found in a few predictions such as those of 1955, 1959, 1975, 1983 and 1994 . For many other predictions, R is small.
Displayed in
When prediction and climatology distributions are identical, the relative entropy R is zero from (1). In theory, a non-zero value of R indicates predictability. However, in practice, a finite sample size introduces sampling errors that lead to a non-zero R even though there is no extra information supplied by the prediction. Therefore the statistical significance level should exceed the extent of uncertainty due to the finite sample size.
We quantify the extent of uncertainty using a Monte Carlo method as in Tippett et al. (2004) . A sample with 70 members is randomly drawn from the climatology distribution and its relative entropy R is computed with respect to the climatology distribution. This process is repeated 10,000 times, and the value above 95% of 10,000 R is considered to be the significant level as shown in Fig. 2a Fig. 2b with 2a reveals that a large R is often associated with a good prediction skill (i.e. small absolute error) whereas when R is small, the skill tends to be lower. This is very similar to a so-called "triangular" relation that was used to characterize the relationship between ensemble spread and skill in ensemble NWP (e.g., Buizza and Palmer, 1998) and in ENSO models (e.g, Xue et al. 1997; Moore and Kleeman 1998) , namely that when the ensemble spread is small, the skill is good whereas when it is large, the skill is much more variable. Thus, we also use the "triangular relation" to describe the relationship between R and the predictive skill. It should be noticed that we examined the ensemble spread and the absolute error for this SGCM, and did not find a significant relationship between them as shown in Fig. 3 . In fact, Fig. 3 shows a sometime inverse relationship between the ensemble spread and the absolute error, i.e., when the ensemble spread is large the absolute error might be small, and vice versa, indicating that the ensemble spread is not a good indicator of the AO prediction skill for the SGCM.
From Figs. 2a and b, one can find that some small Rs are associated with small absolute errors. This is interesting since a small R suggests little extra information to be provided by the prediction. To explore this, we examined all predictions with absolute error smaller than 1.0 and with R smaller than 1.0 (16 cases altogether). It was found that all of these cases have relatively weak AO anomalies in the observations and ensemble mean, as shown in Fig. 4 , leading to small absolute error. On the other hand, a weak ensemble mean AO anomaly suggests its status approaching to its climatology, leading to a small R based on (2).
To further explore the relation between R and the prediction skill, we examine the contribution of each prediction to the correlation skill r, traditionally defined as:
where T denotes the normalized AO index with zero mean; i is for year; p is for predictions, and o for observations, and N is the number of samples used to calculate r. In the case of the predictions, T p refers to the ensemble mean.
The contribution of each prediction to r, denoted as C, can be measured by (5)) of 2.85, leading to a very large C but only a moderate R.
The correlation coefficient between C and R over the 51 predictions is 0.61, which is statistically significant at a confidence level of 1%. Such a good relation between C and R is especially obvious for large R. We calculated an accumulated C over predictions with the five largest Rs (i.e., R > 5.0), and found 44% of the correlation skill r being from the contribution of the five predictions. Table 1 shows correlation skills between predicted and observed AO indices, obtained using different samples classified by R. As can be seen, the predictions with a larger R lead to better skill than those with a smaller R, with a correlation of 0.8 and 0.7 for R greater than 3 and 2.5 respectively. It should be pointed out that it may be misleading to compute the correlation from subsets of data, in particular when the subset is made up of high-amplitude cases (von Storch and Zwiers 1999). Also as there are fewer samples used as R increases, it is possible that the change in sample size is responsible for this increase in skill with R. To evaluate this, we used a bootstrap method to measure the extent of the uncertainty in the computed correlation due to the finite sample size 4 . The results show that the increase in the correlation skill in Table 1 results from the contribution of more skillful predictions with larger R, rather than from the uncertainty of the finite sample size (Fig. 5 ).
The dominant component controlling R
We have explored the relationship between the prediction utility and the model prediction skill. Our results show that the prediction utility R is a good indicator for the AO prediction skill. A "triangular" relationship can be suggested between R and the model skill. When R is large, the prediction is typically good whereas when R is small, the prediction skill is much more variable. A small R is often accompanied with a relatively weak AO. Next, we will examine what determines the variations in R.
As discussed in section 3, R is the sum of a dispersion component DC and a signal component SC. Fig. 6a and Fig. 6b depict the scatter plots of R with SC and DC for the period of 51 winters. The figures show that SC is significantly larger than DC, and dominates R. As can be seen, R and SC vary linearly with a slope of unity.
The correlation coefficient between R and SC is 0.99. In contrast to the good relation between SC and R, however, the relation between DC and R is much less significant.
A further examination of SC and DC reveals that SC and DC are highly related with two widely used variables in ensemble prediction, i.e, the ensemble mean and the ensemble spread (i.e.,ensemble variance). Shown in Fig. 6c and Fig. 6d are the scatter plot of SC with the ensemble mean squared, and of DC with the ensemble spread. Since R is mainly controlled by SC, Fig. 6c suggests that the prediction utility R contains information from both the ensemble mean and ensemble spread, but is dominated by the prediction ensemble mean. Therefore, the prediction skill is highly associated with the predicted ensemble mean amplitude of the AO index. When the predictive mean signals are large (due to large-amplitude forcings), R is also large, suggesting that such predictions are more reliable than for small mean signals (weak forcing). Note that this result might be model dependent, and related to the fact that the SGCM has a small ensemble spread. Whitaker and Loughe (1998) found that the relation between spread and skill is strong when the variability of the ensemble variance is large. However the strong relation between the ensemble mean and the model skill was also found in some complex GCMs (Kumar et al 2000; Tippett et al. 2004; Tang et al. 2005) . The results are also consistent with the fact that mean winter forecasts over North America tend to be better for winters with strong ENSO forcing (e.g., Derome et al. 2001 ).
When variations in R are mainly due to variations in the ensemble mean, the correlation r between the ensemble mean and the observation is related to the expected correlation ρc between the correlation contribution C and the relative entropy R for nor-mally distributed variables with constant variance. A theoretical relationship between r and ρc is (see appendix)
For the AO index, r = 0.41 and the value of ρc predicted by (6) is 0.53 which is reasonably close to the observed correlation between the contribution C and relative entropy R of 0.61. Since the expected correlation is built on the assumptions that the variables follow a Gaussian distribution and R is proportional to the square of ensemble mean, the consistency between the expected correlation and the actual value supports the assumptions and the above analyses of relative entropy.
As discussed above, R, dominated by the signal component, is a good indicator of prediction reliability for strong AO events. This suggests some possible relationship exists between R and the persistence of the AO index, since strong AO modes in the initial condition are more likely to be able to resist dissipation by the chaotic or stochastic components of the system, leading to better persistence and prediction skill. Thus it is of interest to compare R with a simpler measure of predictability related to persistence.
For simplicity, we define the square of the amplitude of the November AO index as a simple measure (SM) to quantify the reliability of a winter AO prediction. Fig. 7a shows the variation of SM as a function of each prediction during the 51 winters from 1948 to 1998. Comparing Fig. 7a with Fig. 2b and 2c reveals that SM is unable to well quantify the reliability of winter AO prediction. The correlation between SM and C is only -0.06. Fig. 7b and Fig. 7c are skill scores of the persistence prediction using the November AO index. As can been seen, SM is not an effective measure of reliability for persistence prediction. This is probably because the signal component dominating R is more related to the strength of the persisted model forcings than to the November AO itself. For example, Tang et al (2004 Tang et al ( , 2005 found that the amplitude of subsurface ocean heat content, rather than the SST itself, is the best substitute of R to measure the reliability of ENSO predictions. Also, SM may be too simple to properly represent the persistence of the AO index. A more refined definition might be needed to quantify the persistence capability, such as the time series of leading POP (Principal Oscillation Pattern) modes (von Storch and Xu 1990; and von Storch and Baumhefner 1991) .
It should be noticed that persistence produces a significant (but low) prediction skill with a correlation of 0.37 between the predicted and observed AO index for the period . In the next section, we will see that part of model prediction skill is likely due to this persistence.
The relationship between R and SST forcing
As discussed in the preceeding section, the prediction utility R is a good indicator of the AO prediction skill through quantitatively measuring the extra information of predictions. It is of interests to further explore the possible source of the extra information on the predictions in this SGCM. We thus turn to analyze the forcing that is related to the AO signal. As mentioned in section 2, the model forcing is expressed not only in the model's thermal equation, but also in vorticity, divergence and surface pressure equations. To avoid the complexity, we look at the SST anomaly instead. The SST anomaly constitutes the most important signal in the atmospheric boundary conditions, and its variability is likely well associated with the model forcing which is empirically calculated using the observed data under such a boundary condition.
We calculated the correlation between R and the SST anomaly of each grid point for each month, from January to November before the prediction, over a global domain for the period from . The observed SST from the COADS dataset (Smith et al. 1996) was used. The prediction utility R in eq (2) is dominated by the square of the ensemble prediction mean, so that R is independent of the sign of the ensemble prediction mean. So, the square of SSTA (SSTA 2 ) was used instead of the SST anomaly itself for When R is large, the correlation is high whereas when R is small, the correlation is little significant. This suggests that a large prediction utility R that is likely to lead to a reliable prediction is well linked to a strong SST forcing in the tropical central and the North Pacific ocean, whereas a poor prediction with a small R might often accompany a weak SST forcing in the two regions.
A composite of the square of the October SSTA of the 51 winters is shown in Fig. 10a and b, for R > 2.0 and R < 1.0 respectively. Apparently a large (small) R corresponds Lau and Nath (1996) attributed the link between the SSTA in these two regions to the "atmospheric bridge" mechanism.
An interesting result found here is that the R is highly related to the October tropical SST signal, rather than to the SST signal in November, which appears to be the most relevant to the initial conditions and model forcing. This is most probably because
(1) the October SST anomaly is much stronger than the November SST anomaly, as shown in Fig. 10c . As discussed above, the strength of the SSTA signal plays an important role in influencing the R; (2) we used the observed atmospheric circulation data in November to calculate the model forcing. It has been found that the middle-high latitude atmospheric circulation has a lagged response to the tropical SST anomaly by around one month (Jin and Hoskins 1995; Hall and Derome 2000) . The nature and cause of the delayed atmospheric response to El Niño was investigated in Kumar and Hoerling (2003) . The October SST anomaly is therefore likely the best representation of the November forcing that we used in the seasonal predictions. By a simple correlation analysis, Mo et al. (1998) 1948 -1998 , which is statistically significant at the confidence level of 99%. Fig. 13 illustrates the simulated and observed AO indices, indicating that most of the variance of the November AO variability can be explained by the October SSTA forcing via a nonlinear regression of Neural Network.
Discussion and summary
An important task of predictability studies is to measure the reliability of the prediction, and to determine dominant factors that affect the prediction accuracy. By applying information theory, we have explored the AO predictability using a simple global atmospheric general circulation model. It was found that the R, defined by the relative entropy, can measure reasonably well the reliability of the AO predictions of the SGCM.
In general, when R is large, the corresponding AO prediction is found to be more reliable than when R is small. Such a "triangular" relationship between the R and model skill is different from the ENSO predictability where the ENSO prediction skill is more likely to be a monotonic function of R (Tang et al. 2005) . Like the ENSO predictability, the R of AO prediction also has the following property that it is dominated by the predictive ensemble mean, i.e., the signal component has a much more important contribution to R than the ensemble spread. We also examined the model skill and ensemble spread, and did not find any significant relationship between them. This indicates that the ensemble spread is not an effective indication of prediction skill in this SGCM. This is most probably due to the weak ensemble spread in the SGCM. A weak ensemble spread might be related to model dynamics, the ensemble perturbation method and the lack of variability of the model forcing from member to member. It should be noted that while this result may be model dependent, some more complex GCM models also displayed a strong relationship between the ensemble mean and the model skill (e.g., Kumar et al 2000; Tippett et al. 2004; Tang et al. 2005) .
A practical significance of the above conclusion relates to the possible use of the SGCM to issue probabilistic forecasts operationally. Since only the ensemble mean is responsible for the R and the skill, and the ensemble spread is weak, a large size of Using global SST observations, we found that the R of the winter AO prediction is correlated significantly with the amplitude of the SST anomaly in the tropical central Pacific and the North Pacific in the previous October. A large R that is likely to lead to a reliable prediction is usually linked to a strong SST forcing in the two regions whereas a poor prediction with small R is associated with a weak SST forcing in the two regions.
The primary contributor is likely the tropical Pacific SSTA, while the SST anomaly in the North Pacific is probably a result of the "atmospheric bridge" mechanism. The tropical link of the AO is in agreement with previous studies (Lin et al. 2002; Greatbatch et al. 2003; Lin et al. 2005a) . Using the tropical Pacific SST signal, Lin et al. (2005b) developed a correction scheme for seasonal predictions. It was found that this scheme significantly increases the predictive skill of the NAO in the seasonal predictions of two GCMs.
It has been recognized that model initial conditions exert a strong influence on ENSO model prediction skill (e.g., Kleeman and Moore 1997; Tang et al. 2005) . In contrast to the ENSO predictability, the SST anomaly in the previous October is most significantly correlated with the winter AO prediction skill. This is probably due to the fact that the November model forcing anomaly that is persisted throughout the prediction period and that determines the forecast skill is significantly related to the October SST anomaly.
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The relation in (6) builds an important connection between the measure of prediction uncertainty using the relative entropy R and the prediction skill. It is obtained by noting that for normally distributed variables with constant variance, the R is proportional to µ 2 + const., and C is proportional to µ(µ + ε) where µ is the ensemble mean and the quantity µ + ε is the observation. The observation is the ensemble mean plus a noise term with mean zero, < ε >= 0. The variance < ε 2 > of the noise term determines the correlation between observation and ensemble mean. The square of the correlation between the R and correlation contribution C is
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