Multi-task joint sparse representation (MTJSR) is one kind of efficient multi-task learning (MTL) method for solving different problems together using a shared sparse representation. Based on the learning mechanism in human, which is a self-paced learning by gradually training the tasks from easy to difficult, I apply this mechanism into MTJSR, and propose a multi-task joint sparse representation with self-paced learning (MTJSR-SP) algorithm. In MTJSR-SP, the self-paced learning mechanism is considered as a regularizer of optimization function, and an iterative optimization is applied to solve it. Comparing with the traditional MTL methods, MTJSR-SP has more robustness to the noise and outliers. The experimental results on some datasets, i.e. two synthesized datasets, four datasets from UCI machine learning repository, an oxford flower dataset and a Caltech-256 image categorization dataset, are used to validate the efficiency of MTJSR-SP. key words: multi-task learning, sparse representation, self-paced learning, curriculum learning
Introduction
During classification, system always trains a classifier, and considers the classification as learning one task at a time. However, with the explosion of data resource, It will meet a larger classification problem. It is fortunate that the large classification problem can be broken into small and reasonably independent sub-problems, and each sub-problem is considered as one task. If the system can simultaneously learn all tasks, and capture their intrinsic relatedness, it may be more efficient and adaptable. Multi-task learning (MTL) is a machine learning approach that learns a problem together with other related problems at the same time. MTL allows the learner to use the commonality among all tasks, therefore, it often learns a better model for the main task.
In the past few decades, lots of MTL algorithms have been proposed. Evgeniou [1] considered that all tasks were related, and added a mean regularizer in MTL. After that, Evgeniou used the kernel function to represent the data distance, and proposed a multi task learning with kernel method [2] . Since the mean regularizer was L1-norm regularization, which was a no-convex regularizer, Argyriou [3] proposed a multi-task learning with joint feature selection, which used an iterative algorithm to solve a convex optimization problem. Ji [4] considered that the relatedness Manuscript of all task was presented on a shared low-rank structure, and proposed a trace-norm regularized multi-task learning method.
In some applications, all tasks were not always related during multi-task learning. Chen [5] integrated low rank and group sparse structures, and proposed a robust multitask learning method. Jacob [6] and zhou [7] assumed the tasks had a group structure, and considered that the tasks from the same group were closer to each other than those from different group. Based on this assumption, they proposed a clustered multi-task learning. Except adding structure regularizer, some researchers fused the sparse representation method with the multi-task learning. Obozinski [8] used a combinational model of multi-task group Lasso, and proposed a multi-task joint covariate selection algorithm. Yuan [9] proposed a multi-task joint sparse representation (MTJSR), which introduced a powerful joint sparse visual representation method. Guo [10] further extended Yuan's MTJSR work, and proposed a locality-constrained multitask joint sparse representation method (LC-MTJSR) by adding a local manifold constraint. In a real system, different tasks have different complexity. Therefore, it is not appropriate for equally learning all tasks together. When I review the learning principle underlying human's cognitive processing, it can be found that human firstly learns with these easier tasks, and then gradually learns the more complex tasks. In 2009, Bengio [11] formalized such training strategies in the context of machine learning, and proposed a curriculum learning method. However, this curriculum learning was problemspecific and lacked generalization capacity. Kumar [12] introduced a regularization term into the learning objective for jointly learning with a curriculum scheme, and proposed a self-paced learning (SPL) method. Some researchers have combined the self-paced learning with the multi-task learning. Pentina [20] proposed a curriculum learning of multiple tasks to solve multiple tasks in a sequential manner. The limitation of this model was that it currently allowed to transfer only from the previous task to solve the current one. Hence, it outputted a sequence of related tasks or multiple task subsequences. Li [18] proposed a self-paced multitask learning (SPMTL) method. In this method, its weight vector of each task was represented as a linear combination of a subset of the basis tasks, and the tasks with the same basis were regarded as belonging to the same group. MTJSR [9] tried to solve all tasks together using a shared sparse representation, and had been proved as an efficient
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⃝ 2018 The Institute of Electronics, Information and Communication Engineers MTL method in [9] . I extend the idea of MTJSR [9] by fusing the self-learning method, and propose a multi-task joint sparse representation with self-paced regularizer (MTJSR-SP) method. The main merit is that it has strong robustness to the noise and outliers. It is because MTJSR-SP firstly chooses several easier tasks to train, then trains the more complex tasks. Therefore, this model can avoid the training procedure falling into the local minima. The remainder of this paper is organized as follows. The second section gives the technical details of MTJSR-SP. Experimental analysis is discussed in the third section. Conclusion is drawn in the fourth section.
Multi-Task Joint Sparse Representation with Self-Paced Regularizer

Implementation Details of MTJSR-SP
MTJSR [9] is a multi-task learning with sparse representation, which is proposed by Yuan. In MTJSR, the general problem of jointly estimating models from multiple related data sets is often referred to as a multi-view learning or multi-task learning in the machine learning literature. Now, a training set has J classes in which each sample has K different modalities of features (e.g., colour, texture and shape). If the system only learns a model from one modality of features, it is considered as one task. Therefore, the system jointly learns from all different modalities of features as a multi-task learning. For each task index k ∈ {1, . . . , K},
is the training feature matrix in which x k j ∈ R m k ×p j is associated with the jth class, where m k is the dimensionality of kth modality, p j is the number of training samples in class j, and J ∑ j=1 p j = P is the total number of training samples. Given a sample with the corresponding K modalities y k ∈ R m k , the representation task is defined as a training set
with J classes and a query data y k to be represented, where k ∈ {1, . . . , K} is tasks. MTJSR aims to find out a very few common classes of training samples that are mostly useful for querying data reconstruction in these K tasks. For object recognition, K representation tasks are generated from K different modalities of features associated with the same visual input. The goal of joint sparsity can be achieved by imposing l 1,2 mixed-norm penalty on the reconstruction coefficients. Mathematics formulation of MTJSR is as follows:
where x k j and y k are the input feature and the label of the task k respectively, w k j ∈ R p j is a representation coefficient vector associated with the jth class across different tasks.
is the loss between the label and reconstruction by the representation coefficient. λ is the parameter, which is used to balance the loss and the l 1,2 mixed-norm regularization. The system wants to learn the weight w k j for all tasks. Therefore, the features from different tasks can represent the output y k of specific task, and the weight w k j can be considered as a shared representation between different tasks. In MTJSR, the loss with a l 1,2 mixed-norm regularization can be considered as a kind of group lasso. The main merit of group lasso is that the sparisity is obtained at the group level. In some applications, e.g., flower recognition, the similarity of specific flower comes from several flower species, and the features of specific flower can be reconstructed using a very few common classes.
In some actual application systems, different tasks and samples have different complexities, and it is not efficient that all tasks and samples are equally treated for learning a model. According to the learning mechanism, humans always learn easy samples and tasks for getting the faithful knowledge, then gradually learn complex those for the sophisticated and comprehensive knowledge. Based on this consideration, I set a weight to each sample and task, which means the system will learn them with a probability. When its weight is one, the system definitely trains this sample or task. When the weight is zero, the system does not train it. The sum of all weights can be considered as the maturation of the system. When the system is young, the sum of weights is small, and system only learns few easy samples and tasks. With the development of system's mature, the sum of weights increases, and the system learns more complex samples and tasks.
After adding an weight variable ν k j for every training sample's feature, the optimization function of multi-task learning with self-paced regularizer (MTJSR-SP) will be:
where ν k j is the weight variable of the input feature x k j , β is the learning pace parameter that indicates the maturation of system, and f (ν k j , β) is a self-pace regularization. In general, the weight ν must have two properties as follows:
Property 1) ν is monotonically decreasing with respect to loss, and it holds that lim Loss→0 ν = 1, lim Loss→∞ ν = 0. This property indicates that the system favors easy samples at first learning stage.
Property 2) ν is monotonically increasing with respect to β, and it holds that lim β→0 ν = 0, lim β→∞ ν = 1. This property indicates that the system uses fewer samples when the model is young, and uses more samples when the model is mature. For keeping the system optimization function convex with respect to ν k j ∈ [0, 1], I introduce a weighting method following the idea from [19] , and design f (ν k j , β) as:
In Eq. (2), when Loss k is big, ν k j must be small for minimizing the system optimization function, which matches the first property of the weight. Moreover, ν k j ∈ [0, 1],
Therefore, when β increases, ν k j must also increase for minimizing the system optimization function, which matches the second property of weight. Finally, MTJSR-SP will be:
where two variables ν and w should be optimized. An iterative optimization is used to solve this problem as follows,
Step I: Fix ν, and solve w, Eq. (4) will be simplified as follows:
which is a traditional multi-task joint sparse representation problem with l 1,2 mixed-norm regularization. Equation (5) can be solved by the accelerated proximal gradient (APG) Method [22] . The APG algorithm is an excellent optimization method not only for convex programming problem, but also for non-convex programming problem. It comprises alternately updating a weight matrix sequence
and an aggregation matrix sequence
. The details is as follows, a) A generalized gradient mapping step to update matrix W t+1 with current aggregation matrix Ψ t :
b) An aggregation forward step to update Ψ t+1 by linearly combining W t+1 and W t :
where, the sequence α t can conventionally be α t = 2/(t + 2) according to the APG method [22] .
Step II: Fix w, and solve ν, Eq. (4) will be simplified:
Equation (8) is a quadratic minimum problem. According to the theory in [19] , it can be solved by an analytic solution: Until convergence is attained.
Step II: Fix w, and solve ν Calculate the ν k j using Eq. (9) Step III: Update the learning pace parameter β using β = θβ Until the learning pace parameter β reaches one
Step III: Update the learning pace parameter β using β = θβ, where θ (θ > 1) is the learning pace ratio. Go to step 1 until the learning pace parameter β reaches one.
Since the learning pace parameter β will gradually increase during training, the sum of all data's weights will gradually increase too. Therefore, the system will be forced to learn more samples to get more knowledge, and will gradually become maturation. MTJSR-SP algorithm's pseudo code is shown in Table 1 .
When classifying a test image, the test image can be reconstructed by using only the optimal coefficients ⌢ w k j associated with the jth class, and the kth modality y k of a test image can be approximated as
The final decision is ruled in favor of the class with the lowest total reconstruction error accumulated over all the K tasks:
In the optimization function (Eq. (4)), I use an iterative optimization to solve it, which iteratively runs two steps. In first step, Eq. (5) is a linear combination of l 2 norm and l 1,2 norm. In MTJSR [9] , the APG method can be guaranteed to find the minima of Eq. (5). In second step, Eq. (8) is a quadratic minimum problem, and it can be solved by an analytic solution. In each step, it can be effectively solved, and the final stop condition of the method is that the learning pace parameter β reaches one. Therefore, the convergence can be guaranteed.
Kernel Extensions of MTJSR-SP
In some pattern recognition problems, the features are encoded as kernel matrices. Therefore, kernel extension of MTJSR-SP is necessary to handle this situation. Following the idea in [9] , the kernel trick is used in the system based on the Reproducing Kernel Hilbert Space (RKHS), where a non-linear function ϕ is used to map the features from the original space into another higher dimensional RKHS by ϕ(
. From the solution of MTJSR-SP, the gradient in Eq. (6) only involves the inner product of features, and thus it can be straightforwardly extended. Let
.K} is the weighting matrix.
Comparison with SPMTL [18]
Comparing with SPMTL [18] , MTJSR-SP has two differences. 1) In SPMTL, the MTL problem can be formulated by GO-MTL [21] , i.e., its weight vector of each task is represented as a linear combination of a subset of k basis task, and the tasks with the same basis are seen as belonging to the same group. MTJSR-SP extends the idea of GO-MTL, and combines the multi-task learning with the sparse representation. In MTJSR-SP, the relationship of different task is considered as a kind of sparse representation, where the target is sparsely represented by different tasks and samples. The main goal of MTJSR-SP is to find out a very few common classes of training samples that are mostly useful for query data reconstruction in these tasks. 2) MTJSR-SP can be directly extended by the kernel trick. Therefore, MTJSR-SP is more suitable for real applications than SPMTL [18] 
Experimental Result
Experiment of Robustness Testing
A synthesized regression dataset [Y, X] is created to illustrate the outlier's robustness of MTJSR-SP learning method. Support there is an input data with two tasks X = { x k i , i = 1, . . . , 10000; k = 1, 2 } , which is a random value with normal distribution, and the output Y has a linear mapping relation with the input data, i.e. Y = WX. Assuming the mapping relation is right when the index i < 8000. Otherwise it is wrong, and is considered as the outliers. Two mapping matrices W 1 and W 2 is used to represent the map-
i ≥ 8000 , and
. All points of this synthesized dataset [Y, X] are scattered in a two dimension plane as shown in Fig. 1 . When i ≥ 8000, the points are the outliers, which are shown as blue color in Fig. 1 . After training by MTJSR-SP, points are labeled as green color in Fig. 2 , whose learning weights ν i are smaller than 0.05. Meanwhile, points are labeled as the yellow color in Fig. 2 , whose weights ν i are greater than 0.95. The experimental result in Fig. 2 , which is total different with the matrix W 1 . The experimental result shows that MTJSR-SP has more robustness to the outliers than traditional MTL.
Experiment of Anti-Noise Testing
A synthesized classification dataset [Y, X] with 1000 instances and two tasks is created to illustrate the noise's robustness of MTJSR-SP method. The label Y = sign(WX), where sign(.) is a sign function, and W is a random sparse matrix. The system randomly reverses the label Y from 10% to 90% to validate the robustness of noise. Figure 3 shows the training and testing accuracy curves of MTJSR-SP and Lasso MTL [5] . When the system increases the error ratio of label, the testing accuracy of Lasso MTL greatly decreases, and the test accuracy of MTJSR-SP is higher than that of Lasso MTL [5] , especially in the situation of the large error ratio. The experimental result indicates that MTJSR-SP has more robustness to the noise than the traditional Lasso MTL method.
Experiment of Four UCI Datasets
Four datasets with variable instances are chosen from UCI machine learning repository [13] to validate the system performance, i.e. multiple feature dataset (MFD), energy efficient dataset (EED), OPPORTUNITY Activity Recognition dataset (OARD) , Blog feedback dataset (BFD). Their attribute and instance information are shown in Table 2 .
The system performance is evaluated by comparing MTJSR-SP with the traditional MTL [4] . The system performance of four datasets is shown in Table 3 . The system will calculate the accuracy for classification and the mean squared error (MSE) for regression, respectively. Experimental results show that the accuracy of MTJSR-SP is higher than the traditional MTL [4] , and MSE of MTJSR-SP is less than the traditional MTL [4] . In summary, MTJSR-SP can achieve higher performance than the traditional MTL in these four datasets.
Experiment of the Oxford Flower Dataset
MTJSR-SP is applied to implement a real flower recognition. The experiment chooses an oxford flower datasets [16] with 17 classes. This dataset has 1360 images with 17 species of flowers. The author [16] has calculated the χ 2 distance matrices in seven matrices, e.g. HSV, HOG SIFTint and so on. I follow three predefined training, validation and test splits, which are provided by author [16] on the dataset website. The parameter λ and the step size parameter η is estimated via a three-fold cross validation on the validation set. After that, the validation set and training set will be combined together as final training set (17×60 images). Initial learning pace parameter β is 0.1, and the learning pace ratio θ is 1.003. I compare the overall performance between MTJSR-SP method with seven methods, i.e. KNN, MKL [15] , CG-boost [14] , LPBoost [14] , GO-MTL [21] , KMTJSRC-RKHS [9] , KMTJSRC-CG [9] , LC-KMTJSR [10] and SPMTL [18] . I choose the KNN classification as a baseline method. First, let us compare the recognition accuracies of seven features in oxford flower datasets. Table 4 gives the comparison results. The final experimental result shows that MTJSR-SP outperforms than KNN, SVM and KMTJSRC [9] . Next, I compare the recognition accuracies using the combined features. Table 5 shows the recognition accuracies of ten methods. The recognition accuracy of GO-MTL [21] is 84.4%. SPMTL [18] adds the self-paced regularity in GO-MTL, and its recognition accuracy can be improved 2.9% than that of GO-MTL, which indicates that self-paced learning is a kind of effective learning mechanism. Since the specific flower image can be constructed Table 5 the comparative recognition accuracy of oxford flower datasets between MTJSR-SP with representative methods.
Methods
Accuracy Baseline(KNN) 83.2±2.1% MKL [15] 85.2±1.5% GO-MTL [21] 84.4±1.9% CG-Boost [14] 84.8±2.2% LPBoost [14] 85.4±2.4% SPMTL [18] 87.3±2.1% KMTJSRC-RKHS [9] 88.1±2.3% KMTJSRC-CG [9] 88.9±2.9% LC-KMTJSR [10] 89.8±1.3% MTJSR-SP 91.1±1.5% Table 6 t value and improvement of significant between MTJSR-SP with three representative methods, i.e. KMTJSRC-RKHS [9] , KMTJSRC-CG [9] , and LC-KMTJSR [10] deviation tvalue Probability MTJSR-SP VS KMTJSRC-RKHS [9] 0.03 3.464 99% MTJSR-SP VS KMTJSRC-CG [9] 0.022 1.8165 95% MTJSR-SP VS LC-KMTJSR [10] 0.013 1.348 90% from a few common flower classes in these different tasks, MTJSR-SP uses a sparse representation at the group level, and fuses the self-pace learning mechanism into the multitask learning. Its recognition accuracy is 91.1%, which is higher 6.7% than that of GO-MTL, and higher 3.8% than that of SPMTL. Comparing with all methods, MTJSR-SP achieves the best performance. I use the t-test method to analyze the improvement of significance. The degrees of freedom is 2 × 3 − 2 = 4. The value t is calculated as
where m 1 ,m 2 are mean of different test, δ 2 1 ,δ 2 2 is the standard deviation of different test, and n (n=3) is the system testing time. Comparing with KMTJSRC-RKHS [9] , the deviation of mean accuracy is 0.03, and t value is 3.464. According to the normal distribution, the improvement is significant at the 99% level. Compared with KMTJSRC-CG [9] , the deviation of mean accuracy is 0.022, and t value is 1.8165. According to the normal distribution, the improvement is significant at the 95% level. Comparing with LC-KMTJSR [10] , the deviation of mean accuracy is 0.013, and t value is 1.348. According to the normal distribution, the improvement is significant at the 90% level. All t values and improvement of significant are shown in Table 6 . The experimental results show that MTJSR-SP greatly outperforms with high probability than those representative methods.
Experiment of the Caltech Image Categorization Dataset
The 
, where µ is set to be the mean value of the pairwise χ 2 distance matrices on the training set. The classification average accuracy over all classes is chosen as the final performance when testing. Table 7 shows the average accuracies of the feature combination. The average accuracy of MTJSR-SP is higher 12% than that of SRC, higher 4.8% than that of MKL, higher 7.6% than that of MTJSR, and higher 4.9% than that of LC-MTJSR. The performance of MTJSR-SP is best among all methods.
Computation Complexity and Experimental Analysis
MTJSR-SP uses an iterative optimization to solve Eq. (4), which iteratively runs two steps. In the first step, the optimization function is degraded into MTJSR (Eq. (5)). MTJSR only finds the sparse weights between different er and update ratio are the initial value β and θ respectively; then the system will update the learning pace parameter β using β = θβ; finally, the system will stop after n times until the final learning pace parameter reaches one, i.e. βθ n = 1. Therefore the total iteration time n of the main loop is −lnβ/lnθ. Assuming the time cost of MTJSR is t i in the i iteration, the total time cost of MTJSR-SP is −lnβ×t i /lnθ. In the early stage of MTJSR-SP, it only selects few training data to train the model, and time cost of each iteration is small. When the system gradually learns more examples, and the time cost of each iteration will increase. Now, I evaluate the time cost of different methods during the experiment of Caletech-256 dataset with 30 training images. Evaluated methods include KNN (K=5), SRC [25] , SVM-MKL [26] , MTJSR [9] , LC-MTJSR [10] and MTJSR-SP methods. The Caletech-256 dataset is evaluated with MATLAB R2012b running in an Intel i5-2400, 3.10 GHz CPU with 8.00 GB RAM. Kernel methods of MATLAB toolbox are used to implement SVM-MKL. The evaluation metrics include two aspects: training time and testing time. Table 7 shows the performance on Caltech-256 dataset. In KNN, the output is classified by a majority vote of its neigh-bors, therefore, it does not require training the system, and the training time is zero. In SRC, the system needs to establish the code book, the training time cost is bigger than that of SVM-MKL. MTJSR and LC-MTJSR only use the APG method to find the optima of system, and their gradients are easily calculated, therefore the training time cost is smaller than that of SVM-MKL. MTJSR-SP uses a self-pace learning mechanism, and needs learning the easy examples first, then gradually learns more examples. Therefore the training time cost is biggest in all methods. It is the major shortcoming of MTJSR-SP. When I apply the training model to test one image, MTJSR, LC-MTJSR and MTJSR-SP use the same evaluation criteria to make the final decision, therefore, the time cost is same during testing one image. In KNN, the kernel matrix has given the distance between the testing image and all training images. Therefore, the system only chooses the k neighbors with the smallest distance. Table 7 shows that the testing time of KNN is greatly smaller than five other methods, however the accuracy of KNN is only 27.4%, and far worse than five other methods. In summary, testing time cost of MTJSR-SP is acceptable. Compared with others methods, the training time cost of MTJSR-SP is biggest. However, in the real application, the system always trains the model using an off-line mode, the training time cost is not critical importance, and some paralleled techniques, e.g. distributed computation and cloud computation, can be used to improve the speed of training procedure. Therefore, MTJSR-SP is practically useful.
Conclusion
In human's cognitive processing, humans firstly start learning with the easier tasks, then gradually concentrate on the more complex tasks. Based on this human's learning mechanism, I extend the MTJSR method as a self-paced learning way, and propose a multi-task joint sparse representation with self-paced regularizer (MTJSR-SP) method. MTJSR-SP is formulated as a minimum optimization function in this paper, and an iterative optimization is utilized to solve the objective function. The main merit of MTJSR-SP is that it has more robustness to the noise and outliers. MTJSR-SP has been evaluated in two synthesized datasets, four UCI datasets, an oxford flower dataset and a Caltech-256 image categorization dataset. The final experimental results prove that MTJSR-SP can more greatly outperform than those traditional MTL methods, and MTJSR-SP is practically useful.
