In the analysis of a newspaper page an important step is the clustering of various text blocks into logical units, i.e., into articles. We propose three algorithms based on text processing techniques to cluster articles in newspaper pages. Based on the complexity of the three algorithms and experiment on actual pages from the Italian newspaper L'Adige, we select one of the algorithms as the preferred choice to solve the textual clustering problem.
The purpose of Document Image Analysis (DIA) is to recover information from paper documents, including not only the text but also images, layouts and all the components that characterize a printed document. There are various applications of DIA: from the digitalization of old books and newspapers to the automatic recognition of hand-compiled forms; from the automatic delivery of mail to the creation of text-to-speech systems capable of reading any kind of paper document to visually impaired people.
DIA is the set of techniques involved in recovering syntactic and semantic information from images of documents, mainly scanned versions of paper documents. The syntactic information is represented by the layout structure of the document, where each basic document object (i.e., indissoluble unit of text, titles, captions, figures, etc.) is identified and described by its content and its topological information (position in the page, width, height, etc.). The semantic information is collected into the logical structure comprising both the labeling of the document object (each document object is assigned a label indicating its role: title, sub-title, plain text, page number, etc.) and the detection of the reading order, i.e., the sequence of document objects the user is supposed to read.
Related work
Various systems have been proposed for document image analysis. A great body of work is dedicated to mail automation, form processing and processing of business letters, for instance [Cesarini et al., 1998, Dengel and Dubiel, 1997] . Lee [Lee et al., 2000] describes a system that analyzes journals from IEEE, specifically Transactions on Pattern Analysis and Machine Intelligence. Walischewski [Walischewski, 1997] presents a system to process business letters.
The use of learning modules leads to more adaptable systems as those presented by Sainz and Dimitriadis [Palmero and Dimitriadis, 1999] and Li and Ng [Li and Ng, 1999] . These latter two systems ignore the important role of textual content. All the above systems are specific to some document class and consider documents with a unique reading order. Klink [Klink et al., 2000] uses textual features and geometrical relations for the classification of document objects, based on fuzzy-matched rules. The reading order detection problem is not addressed.
A prominent example of a system for processing newspaper pages is the one developed by Tsujimoto and Asada [Tsujimoto and Asada, 1992] , which is tuned to process regular multicolumn black-and-white newspapers. For both layout and logical structure detection, domain knowledge is hard-coded into four transformation rules. The use of a tree based representation for the document restricts the class of documents that can be processed. In addition, the rules apply only to the specific document class and cannot be adapted to other classes. No use is made of the textual content of the articles. Furthermore, the system does not work for
Three algorithms for article clustering
In [Aiello et al., 2002] we presented a system which, by using spatial reasoning [Aiello and Smeulders, 2004] and text processing techniques [Sparck Jones, 1972 , Salton and McGill, 1983 , Baeza-Yates and Ribeiro-Neto, 1999 , is able to extract the reading order from document images for documents having very different layouts. In particular, a spatial language for rectangles [Balbiani et al., 1998 ], based on the work on interval relations of Allen [Allen, 1983] , is used to describe both the elements in a document and general rules to analyze them. In that work, the focus is on the heterogeneity of the document collection, and on the extraction of a unique reading order for each document image.
In this paper, we focus on newspaper pages, which have the additional problem that on each page there are several independent articles having independent reading orders. In addition, newspaper pages are an interesting application case since they are still widely used in paper format, and there are vast collections of newspapers archived in paper or microfilm form.
We propose three text processing-based algorithms for the problem of article clustering in newspaper pages, that is, the identification of text blocks which belong to the same article, and provide a complexity analysis of the algorithms. Via experimental results carried out on pages from the Italian regional newspaper L'Adige (http://www.ladige.it) we also show that text processing techniques work for the problem of article clustering, and compare the performances of the various algorithms. Surprisingly, the simplest algorithm has similar performance compared to the more sophisticated ones, and has significantly lower complexity, and it is therefore the one we propose as the algorithm of choice.
The reminder of the paper is organized as follows. In Section 2, we state the article clustering problem and provide three algorithms to address it. In Section 3 we provide experimental results and a detailed discussion. In Section 4, we provide a complexity analysis of the three algorithms. Conclusions are presented in Section 5.
Article Clustering Algorithms
Newspaper pages are generally formed from several independent articles which are scattered throughout the page in columns. For simple pages, a human reader can determine the division into articles and the reading order from layout and typesetting information alone, but in the case of complex newspaper pages the only way to understand the page is to read the text and compare the contents of the blocks. Consider the sample page from L'Adige in Figure 1 where the running text blocks are highlighted by black rectangles. Some articles are easy to separate from the rest, such as the one on the top of the page, but the others are not clear from the layout. Is the text surrounding the central photograph one single article or are there rather two articles? Does the first long column on the left continue in the small column below the photograph, or does one have to read next the long column on the right of the photograph?
This can be determined only after examining the textual content of the page. 
Problem definition
A document is composed of elementary logical units called document objects. Examples of document objects are the title, a figure, or a caption. Important characteristics of a document object are its bounding box, its position within the page, and its content. We focus on running text document objects which form the contents of an article. For the sake of simplicity, we ignore titles, subtitles and captions; we also ignore any spatial and syntactic information: the only information we consider is the text inside blocks. Given a newspaper page, we assume that all the blocks of text in which the layout divides the articles are given, together with their textual content. No other information is assumed.
Definition. (article clustering) Given a set of running text document objects from a newspaper page, we call article clustering the problem of partitioning the document objects into disjoint sets of articles, so that the elements of each set taken in appropriate order form a coherent piece of text.
In the following we present three algorithms to perform article clustering based on the textual content of the document objects. These three algorithms follow a general scheme and differ in the final step. First we provide the general algorithm description and then the three variants.
General algorithm
In order to group the blocks of text into a number of articles (clusters), we must solve two problems, namely:
• find the features which best describe the document objects in an article,
• find the features which best distinguish the document object in an article from the objects in the other articles.
The first set of features provides a quantification of intra-cluster similarity, while the second one provides a quantification of inter-cluster dissimilarity [Baeza- Yates and Ribeiro-Neto, 1999] .
Each article (cluster) is described by the set of the words it contains (intra-cluster similarity) and is differentiated from the others by the presence of terms not present (or present in smaller number) in the other articles (inter-cluster dissimilarity).
A method to state whether two blocks belong to the same article is to compare the words they contain: if they share the same words (or groups of words, or synonyms) they are likely to be about the same subject. Not all the terms are equally useful for describing the document contents, and therefore term frequency must be considered. As usual in Information Retrieval, we assign a numerical weight to each term in a block; this value includes a quantification of both the intra-cluster similarity and the inter-cluster dissimilarity. The first one is represented by the frequency of the term in its block and provides a measure of how well it describes the subject in the block, while the second one is represented by a measure of the rarity of the term in the page. These two values are then combined into a single measure.
In this manner, each block is described by a list of terms and their corresponding weights.
We can look at the block as n-dimensional vectors, one dimension for each word listed. In this way one represents the blocks in the page as a group of vectors in an n-dimensional space, and then considers the angle between two vectors as a measure of the similarity between them.
When we know the degree of similarity between all the pairs of blocks, we can group together all the blocks which are "sufficiently near" and state that they belong to the same article.
1.
Indexing: obtain the list of all the words inside the blocks, 2. Weighting: give a weight to each word inside each block, 3. Computing similarity: find the similarity between all the pairs of vectors, 4. Clustering: group together the blocks which probably belong to the same article.
Let us consider each step of the algorithm.
Indexing
With the process of indexing we reduce the text to a list of index terms or keywords; the set of all the index terms provides a logical view of the block. An index term is a text word whose semantics helps in identifying the document contents.
This logical view can be full text if it lists all the words in the text, or it can include only some of them, through the elimination of stopwords (functional words, such as articles, connectives, auxiliary verbs), the use of stemming (reduction of distinct words to their grammatical root), the reduction of synonyms to a single term and the grouping of sequences of words with a single lexical meaning (such as "forza multinazionale" -multinational force, or the first and last name of people). We do not keep any information about the position of terms in the text, but we keep track of the number of times each term appears, associating each keyword in the list with its number of occurrences.
For each page this step outputs a text file containing, for each block of text, a list of terms and their frequency in the block. However, the algorithms used to perform these operations are not a subject of this paper and we refer to [Tonella et al., 2004] for details.
Weighting
By parsing the index files, we obtain the list of words and their frequency in the blocks, in other words a frequency vector for each block. Starting from this information we build, for each block, a t-dimensional vector (where t is the total number of distinct words in the index) where each element represents the weight of a particular word in the block. Next we define the weight vector.
Definition. (weight vector) Let b be the number of blocks in the page, t be the number of terms in the page, and k i be a generic index term. Let P = {b 1 , b 2 , . . . , b b } be the complete set of text blocks in a page, and K = {k 1 , k 2 , . . . , k t } be the set of all index terms. We associate a value w i,j called weight with each index term k i of a block b j . A weight vector of a block b j is a sequence of weights {w 1,j , w 2,j , . . . , w t,j }. If a term i does not appear in the j-th block, then we set w i,j to 0.
The weight of a term k i of a block b j is computed in the standard way as the product of the normalized term frequency and the inverse document frequency [Sparck Jones, 1972] :
where n i is the number of blocks in which the term k i appears.
Computing the similarity
The next step is to compute a matrix, called the similarity matrix, where the element (h, k)
represents the degree of similarity between the block h and the block k. The similarity is represented by the cosine of the angle between the weight vectors related to the two blocks b h and b k [Salton and McGill, 1983, Baeza-Yates and Ribeiro-Neto, 1999] . Each element (h, k)
of the similarity matrix is given by the following sim(h, k) function:
The higher the similarity between two blocks, the higher the probability that they are in the same article.
Clustering
The clustering process consists of aggregating single blocks into sets of blocks (clusters). We represent the document objects as the nodes of a graph, called the connection graph. An edge represents the fact that two objects belong to the same cluster. In Figure 2 , a connection graph is shown where three clusters are formed, that is, the cluster formed by {b 1 , b 3 , b 4 , b 7 }, the one formed by {b 2 , b 5 } and the singleton {b 6 }.
The three algorithms for performing the article clustering differ only in this last step.
All the algorithms start with a graph with one node per document object and no edges. At each step one or more edges are added to the graph. At each iteration of the algorithm each connected sub-graph represents a portion of an article. The output of the algorithm is a graph in which each fully connected component represents a cluster, that is, a complete article. In all the three variants, we fix a similarity threshold: all pairs of blocks with similarity greater than the threshold can be considered part of the same article. 
Simple Clustering Algorithm
In the simple clustering algorithm (SCA) an edge in the connection graph is set by looking at the similarity matrix. For each element, if the value is above the threshold, then there is an edge in the graph. This algorithm is shown in Figure 3 . 
Comparative Clustering Algorithm
In the simple clustering algorithm all the edges are added at once. On the contrary, in the comparative clustering algorithm (CCA) the process of adding an edge is iterative and considers the edges present at each step in the graph. Let subgraph(b) be the set of nodes which are connected to b and e b a generic element of it. The CCA algorithm is shown in Figure 5 . The CCA algorithm searches for the blocks which are more similar and then it compares the partially formed clusters of blocks before adding a new edge. In Figure 4 , two nodes are considered to be joined by an edge only if all the nodes that they are connected to have an inter-similarity greater than zero. The rationale is that all the blocks in an article must have a minimum value of similarity between them greater than 0. 
Agglomerative Clustering Algorithm
The idea of the Agglomerative Clustering Algorithm (ACA) is to extend the motivation behind the Comparative Clustering. When two very similar blocks are found, the two blocks are linked not only via an edge, but are merged into a single block. This implies that after the merge, all the weights of the blocks need to be recomputed. For each term appearing in at least one of the vectors of x and y the new frequency vector of the block xy is given by the following values: 
The idea behind the algorithm is illustrated in Figure 7 . At each step, the two blocks which are more similar and have a similarity above the threshold are merged into a unique block.
In this way, the merged blocks have more power in "attracting" the other blocks of the same article. On the other hand, when two wrong blocks are merged they loose most of the attracting power towards the groups of the two different articles they belong two, leading to unpredictable results. The reason why we merge the two frequency vectors in such an unusual way lays on the necessity of maintaining the balance in the dimension of the blocks. After few steps of the algorithm there can be a block made of two, three or more blocks, with very high frequency values; experiments not reported in this document show that this unbalance worsens the algorithms performance. In summary, the Simple Clustering Algorithm has two main advantages: simplicity and efficiency. The Comparative Clustering adds only a little complexity compared to the Simple Clustering algorithm; the exclusion of some edges in the connection graph should entail an improvement in the correctness of the edges set, with a possible loss in the portion of edges found. Finally, the Agglomerative Clustering Algorithm may improve both correctness and completeness, with a significant handicap: it is slower than the other two, since it must re-compute several times all the weights and the similarity matrix.
and to discover which of the strategies is the best, we have run them on a real and meaningfully heterogeneous collection of newspaper pages from L'Adige (http://www.ladige.it). The algorithms work by comparing the similarity of two blocks with a given threshold. The value of this threshold is established by performing appropriate experiments.
The first step in the experiment is the setting of adequate accuracy measures that can give a quantitative value to the output of the algorithm. Given a newspaper page and the correct clustering of the document objects into articles as determined by a human being (ground truth), how close is the output of an article clustering algorithm? To answer this question we introduce the notions of precision, recall, and distribution. 
Measures
Consider the page from L'Adige in Figure 8 . The textual document objects are identified by integers ranging from 1 to 10, which form 4 articles. The first article, "La protesta dei sindacati blocca il Consiglio" is made up by blocks 1, 2, and 5; surrounded by blocks 2 and 5
we find the second article, "La Svp lavora per la riforma", which is made up by blocks 3 and 4. The third article is "Così si compromette il lavoro di mesi," composed by blocks 6, 7, 8, and 10; the last article "CGIL: Primo Schonsberg Sbaglia" is composed by block 9 alone. In this case the ground truth is ( Figure 9 ): Article 2: block 3, block 6, block 7, block 8
Article 3: block 5
Article 4: block 4, block 9
Article 5: block 10
To measure the difference between the output and the golden truth, we compare the respective connection graphs. In Figure 11 , we merge the two graphs, highlighting the correct edges present in the output graph, the missing and the wrongly added ones. edges i be the number of output edges found in the i-th test and so on; then the micro-mean is defined as follows:
Output edges i
Truth edges i
Truth CC i otherwise The WHM of the micro-mean is computed over the three micro-mean values.
Experimental set up
We used a document collection with 24 pages taken from different parts of the newspaper L'Adige. We chose this newspaper for its complex layout and the presence of many articles in each individual page; moreover, on the web-site http://www.ladige.it pdf and html reproduction of each page are published daily. Half of the pages in the collection were used in the determination of the similarity threshold, the other half of the pages were used in the determination of the performances of the algorithms. The algorithms and the evaluation procedure were implemented in Perl, and the experiments were run on a standard Pentium 4 2400 PC with 256 MB of RAM memory running the Windows XP operating system. The complete experimental results are presented in [Pegoretti, 2004] .
The distribution of the articles and blocks in the pages is displayed in Figure 12 . The second column refers to the pages used for the first two tests, while the third column refers to the final test. Figure 12 : Article distribution in the experimental data set.
Indexing
To test the three algorithms independently of the indexing technique used in the first phase, we used three different indexing strategies.
Base indexing: One way to index is simply to report all the words in the text with their respective frequency. In addition we reduce plurals and singulars to a single word (like 'governo'/'governi government/governments) and a small number of groups of synonyms or expressions with the same meaning (e.g., 'prezzo'/'costo' 'price'/'cost' but also 'Washington'/'capitale Americana' 'Washington'/'American capital').
Stop indexing:
The only advantage of the previous approach is processing speed. On the negative side, it leaves in the index all the articles, conjunctions, auxiliary verbs etc.
These words are not only so common that one can find them in all the blocks in the page, but moreover they do not add any semantic information. Therefore the second step is to eliminate all these common words, called stopwords.
Bigram indexing:
The third strategy uses elimination of the stopwords and the combination of pairs of words that make a single lexical unit (bigrams): 'dibattito parlamentare' (parliament discussion) or 'forza multinazionale' (multinational force).
In Figure 13 we summarize the distribution of terms and their occurrences in the blocks, as obtained from the test pages indexed in the three ways. We display information about the entire collections and separately about the two halves of the data set.
Determination of the similarity threshold
We use the Weighted Harmonic Mean to determine the optimal similarity threshold; that is, the threshold which yields the highest micro-mean WHM is the one to be chosen. The way to choose the threshold is to make tests on a set of documents representative of the collection for which the ground truth is available. Figure 13: Data set distribution with respect to indexing strategies.
Note that if the threshold is too low, the algorithms combine many unrelated blocks, resulting in a high recall and low precision; on the other hand, a threshold that is too high means that fewer blocks are joined, leading to very good values in precision, but very bad ones in recall. Moreover, the relation between the two parameters is not linear; and therefore we should find a good balance between the extremes.
The first experiment was run to determine the optimal value for the threshold. We applied the tests to the first half of the data set, employing all three indexing strategies. For each page, we repeated the algorithms with different thresholds, evaluated the results and kept the threshold leading to the best WHM value. In Figure 14 , we summarize the results. The second group of tests was devoted to the research of the similarity threshold that should be used by a program that implements the algorithms, i.e., a single threshold that should be applied to all the pages of a given set of documents. This threshold was determined on the same data set of the previous tests. Testing values around the mean value of the best thresholds found (in the latter test), we searched for the value that, when applied to all the first half of the pages in the collection, yielded the best macro and micro mean of the performance evaluations. We tested all the three algorithms on all the three groups of vectors, as done before. In Figure 15, Finally, we tested the algorithms working with a threshold chosen a priori. We applied the fixed threshold found in the latter test to the second half of the document collection, and tested all the three algorithms over all the documents indexed in the three different ways.
In Figure 17 we present the results with the base indexing strategy, in Figure 18 with the stop indexing strategy, in Figure 19 with the bigram indexing strategy, and in Figure 16 , we summarize the overall experimental results, highlighting the best algorithms. 
Discussion
The three algorithms give very similar results. indexing. This way of indexing increases the probability of making errors; when the algorithm merges two wrong blocks the errors tend to propagate. Compared to the Simple Clustering, we can state that it is more robust but less stable: it commits less errors, but when it incurs in an error the results are unpredictable.
The best and the worst results always correspond to the same documents. results are given by the pages with a low number of articles all discussing more or less the same subject, divided into many blocks. On the other hand, the best results are given where few articles discuss heterogeneous topics and are divided into a small number of big blocks.
Even a human reader, given the raw text of the blocks, can have serious difficulties in the most complex cases in reconstructing the different articles.
As expected, the base indexing proved to be the worst type of indexing, leading to the worst results in every test. In particular, in the Best Result tests, it leads to a great number of wrong edges, bringing high recall value and very low precision values. Stop indexing and bigram indexing gave more or less the same results: sometimes the best result is obtained with stop indexing, sometimes with bigram indexing. Since the first one is simpler, it is preferable to the second one, but the data set is too small to exclude one of the two. Actually, bigram indexing can give good results in most cases, since the Keyword-extractor system we used to The best algorithm proved to be Agglomerative Clustering applied to vectors given by stop indexing, but only by less than 2%. This is due to the fact that, even if it has the same best results as Simple Clustering, it has only 2 pages with a WHM value under 60% compared to 4 pages for Simple Clustering. Since Agglomerative Clustering with base indexing gives the best recall value coupled with the worst precision value, we see that when the algorithm makes a mistake it tends to put together wrong blocks and not to separate similar blocks.
The Comparative Clustering algorithm proved to be the most precise among the three, with a consequent loss in recall, due to the prevention of both wrong and right edges. Some articles include blocks that have a degree of similarity of 0 with other blocks of the same article, and the these are avoided by the algorithm. However, since these are quite rare the worsening is roughly equivalent to the improvement (i.e., the number of deleted correct edges roughly equals the number of missed wrong edges).
As for the determination of the threshold, one sees the (relative) weakness of the Simple Clustering opposed to the robustness of the other two algorithms, which have the best results in WHM, precision and recall. Our conclusion is that the Agglomerative Clustering, if applied with a good threshold, can give the best overall results. The Comparative Clustering produces the best results in precision, due to the fact that it checks all the edges before adding them to the graph.
In the overall experiments, we conclude that the Simple Clustering algorithm is the one with overall best performance, proving to be not only the simplest and to have less computational complexity, but also to be more flexible than the other two.
Complexity analysis
It is interesting to compare the three algorithms not only from the point of view of their performance, as we did in the previous section, but also in terms of their complexity. In the following we consider worst case time complexity, best case and present a representative case.
We show that the three algorithms are all polynomial, but have increasing time costs.
We assume that we have b blocks per page and that the total number of distinct words 
Indexing, Weighting and Similarity Matrix computation complexity
In indexing, when we parse the lists of the indexed terms, we obtain b vectors with the frequency of the terms. Each vector has only a number of elements equal to the number of different words in the single block, which is much less than n; we have therefore no need to allocate space for the missing terms, since we already know that their frequency is 0. In the worst case each block has n different words, whereas in the best case each word appears 
n) best case 2100 + 3000 + 4200 = 9300 op typical case
In computing the similarity matrix, one computes the similarity between all the pairs of blocks. Note that the similarity matrix is symmetric, and therefore the number of computations is only half the size of the matrix. The formula to compute the similarity is Equation (2).
In both the worst and best cases, each vector contains all n words of the article, yielding a complexity of O(n). In the typical case, some terms will be missing in both blocks. The experiments showed that one usually compares blocks with no more than 10 common terms.
The norms of the vectors are constant through all the operations, so we can calculate them just once for each vector. These can be computed once by performing n products plus a sum and a division, yielding the complexity of O(n) for the worst case, O( n b ) for the best case, and 10 + 1 + 1 = 12 operation for the typical case. As for the computation of the norms, in the worst case the vector has n elements, thus, we have to compute n squares, n sums, and a square root for a total of O(bn) operations. In the best case, each vector has n b elements so the we have O( n b × b) =O(n). In the typical case, we have 100 elements, thus, 201 operations per block. In summary, for weighting we have 
Simple clustering complexity
To compute the connection graph one needs to compare each element of the similarity matrix with the threshold value. Since the number of elements in the similarity matrix is
the cost is O(b 2 ). In Figure 20 , the total complexity of the simple clustering algorithm is shown.
Simple clustering complexity
Figure 20: Simple clustering complexity.
Comparative Clustering complexity
In comparative clustering, the computation of the connection graphs is more expensive, as several cycles are necessary. In the worst case, all the blocks make up a single article and each block has n distinct words.
To connect all b blocks we have to discover b − 1 edges, so that we must use the first b − 1 best values in the similarity matrix. Suppose that we set in each iteration the maximum value to an infinite value, so each time we have to check all the b(b − 1) 2 terms to find the maximum.
In total b(b − 1) × b(b − 1) operations are required. If we sort the values in the matrix (e.g.,
2 ) with a quicksort) this operation has no cost. It is easy to prove by induction that at the end of the process, independently of the order in which the connections have been discovered, we have to check
Article Clustering blocks, due to the checks made by the Comparison Clustering. In summary, the total cost with or without a quicksort respectively is:
In the best case, we have no connection between the blocks and n b elements in each vector, and the cost is simply that of finding the best value in the similarity matrix. If we use quicksort, this is compensated by the fact that we know at no cost whether or not the maximum value is smaller than the threshold or not. In summary, the total cost respectively with or without a quicksort is:
In the typical case, with 21 blocks in 7 articles and 3 blocks per article, referring to the CCA algorithm on page 9, we have: Step 3 to 6 are repeated for the 7 articles, plus the initialization operation. In total, we have 2961 operations. Note that, using a sorting algorithm, one would have 3038 operations, so in the typical case there is no practical advantage to use sorting. In Figure 21 , the total complexity of the comparative clustering algorithm is reported.
Agglomerative clustering complexity
In the agglomerative clustering algorithm, the weights and the similarity matrix are computed several times during one run. We do not give here all the details of computing the complexity of each step of the algorithm, but only summarize the results:
Figure 21: Comparative clustering complexity.
Step Total number of operations Read frequency vector n Step Vector merge 140
Summarizing,the worst and best case complexity of the agglomerative clustering algorithm are reported in Figure 22 , together with the typical case.
Figure 22: Agglomerative clustering complexity.
Discussion
The three algorithms all have polynomial complexity, though there is a strict increase in worst case complexity, going from the simple algorithm to the comparative clustering one, and finishing with the agglomerative clustering algorithm. In Figure 23 , we summarize the complexity of the three algorithms. One also notes that the best case cost is the same for all the three, and in particular, it is the cost of the computation of a single similarity matrix.
Algorithms' complexity
Figure 23: Summary of the time complexity results.
The typical case gives us an indication that simple clustering and comparative have similar costs, on the other hand, agglomerative clustering is typically very expensive. The Agglomerative Clustering cost is one order of magnitude higher than the others, due to the iteration of the weighting step and of the computation of the similarity matrix.
A note on execution times
The execution times on the pages of the data-set confirm the theoretical complexity results of the previous section. In Figure 24 , we show the execution times in milliseconds of the three algorithms using the three different indexing strategies implemented in Perl on a standard In summary, we conclude that the execution times are low, all below one second, and this makes the approach feasible to use as part of a document understanding systems.
Conclusions
Newspapers are a hard test for document understanding systems as they usually have a high number of document elements, several independent articles are scattered on the same page and have layouts which are not standardized and not geometrically simple.
We introduced three algorithms to address the article clustering problem within real news- We have shown how article clustering can be effectively performed using text processing techniques and in particular we may conclude, as it has been often concluded in dealing with Information Retrieval problems, that 'simple is beautiful'. The simple clustering algorithm after removing stop words has high performance rate and a low computational complexity.
