Abstract-Multiple-Model fault detection is a powerful method for detecting changes, such as faults, in dynamic systems. In many cases, the ability of such a detection scheme to distinguish between possible models for the system dynamics depends critically on the control inputs applied to the system. Prior work has therefore aimed to design control inputs in order to improve fault detection. We previously developed a new method that uses constrained finite horizon control design to create control inputs that minimize an upper bound on the probability of model selection error. This method is limited, however, to the problem of selection between two models. In this paper we describe a new method that extends this approach to handle an arbitrary number of models. By optimizing subject to hard constraints, the new method can ensure that a defined task is fulfilled, while optimally discriminating between models. This means that the discrimination power of the designed control input can be much greater than that created by other approaches, which typically design 'auxiliary' signals with limited power so that the effect on the system state is small. Furthermore, the optimization criterion, which is an upper bound on the probability of model selection error, has a more meaningful interpretation than alternative approaches that are based on information gain, for example.
I. INTRODUCTION
In multiple-model (MM) fault detection it is necessary to select the most likely model from a finite set, given observations [1] [2] . For example, fault detection can be posed as a problem of deciding whether the dynamic model describing the nominal behavior of a system or the dynamic model describing a failure is most likely [3] . Well-known methods exist for selecting a model given a set of observations [3] [4] . For this paper we assume a Bayesian decision rule, which selects the most likely model given the observations and a prior distribution over the models. The ability of any detection method to discriminate between different competing dynamic system models is highly dependent on the control inputs applied to the system. By designing control inputs to discriminate between models, the performance of the detection system can be enhanced greatly. In this paper we present a new method for designing system inputs that discriminate between the possible models in an optimal sense.
The problem of control design for model discrimination has received a great deal of attention [5] [6] [7] [8] . Typ- This work is supported by NASA Award NNA04CK91A Lars Blackmore is a PhD student, MIT. larsb@mit. edu Brian Williams is an associate professor, MIT. williams@mit. edu ical approaches design auxiliary signals that are added to the nominal control signal for the purpose of model discrimination [7] [8] . The auxiliary signal has limited power so that its effect on the system state is limited. This, however, also restricts the discrimination power of the signal. In our previous work, we developed a new method that used constrained finite horizon control design to create discrimination signals with respect to hard constraints [9] . These constraints can be used to ensure that a certain task, defined in terms of the system state, is fulfilled, or that hard constraints such as actuator saturation are not violated. By optimizing subject to hard constraints, the method can generate signals that are far more effective in discrimination than a limited power auxiliary signal.
This method was, however, limited to the problem of discrimination between two models. In this paper, we extend the approach described in [9] to handle an arbitrary number of different models.
Previous approaches to the problem of control design for model discrimination have suggested a number of different criteria for optimization, such as information gain or the distance between the distributions of predicted observations [7] . These criteria typically do not have a meaningful interpretation in the context of the model selection problem. By contrast, consistent with a Bayesian approach, we use an upper bound on the probability of model selection error as the optimization criterion.
The key insight behind the new method is to create a tractable bound that applies to multiple models. The Bhattacharrya bound[1O] used in [9] applies only to the case of selection between two models. We derive a new upper bound that applies to an arbitrary number of models; this bound is expressed in terms of the Bhattacharrya bound between pairs of models, leading to a sum-of-Gaussians form. Then we pose the problem of designing a finite sequence of control inputs to minimize this bound, subject to constraints, as a finite horizon trajectory design problem. Lastly, we show that in the case of linear constraints this problem can be solved using Sequential Quadratic Programming [II] .
The result of this work is a new algorithm that generates a finite sequence of control inputs that minimize an upper bound on the probability of model selection error. These sequences are designed subject to state and control constraints. The algorithm can be used to ensure that a given task, defined in terms of constraints on the expected state, is fulfilled while optimally detecting failures; the constraints are used for control, while the optimization is used for model discrimination.
1-4244-0171-2/06/$20.00 ©2006 IEEE. WeB1 5.1 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 We present results for the example of an aircraft that has a number of possible failure modes. Compared to a typical sequence designed by a human, and a sequence optimized to minimize fuel consumption, the method dramatically reduces the upper bound on the probability of model selection error.
A. Aircraft Fault Detection Scenario
In this paper, the detection of failures on an aircraft is used as a motivating example. The discrete time approximation to the longitudinal dynamics of the aircraft, linearized about the trim state, is shown in Fig. 1 In the model selection task, we must determine which system described by the system matrices {A, B, C, D} best models the data. Here the situation under consideration has an arbitrary, but finite, number of candidate models. Under hypothesis Hi, the system is described by {Ai,Bi,Ci,Di}. [3] , [4] , [2] , [12] among others. As shown in Fig. 2 , Bayesian selection yields a number of decision regions Xi defined such that:
i=f{ylp(Hi,ylu)>p(H1,ylu) Vl#'i}. (1) Hypothesis i is selected if the observation y falls in region Xi. This Bayesian selection rule minimizes the likelihood of selecting an incorrect hypothesis given the available information. As shown in Fig. 2 
Since the Bayes Risk is the probability of error when using the optimal classifier, we would like to optimize our control inputs to the system to minimize this measure. The effect of input choice on the Bayes Risk is illustrated in Fig. 3 .
III. BOUNDING THE BAYES RISK FOR MULTIPLE HYPOTHESES The Bayes Risk is unsuitable as an optimization criterion, since the finite integral in (2) cannot, in general, be evaluated in closed form. In [9] , we used instead a tractable upper bound on the Bayes Risk, known as the Bhattacharrya bound [10] . This bound does not, however, apply to more than two hypotheses. In this section we therefore introduce a new bound that applies to an arbitrary number of hypotheses. Proof: The key idea is to express the n-hypothesis Bayes Risk in terms of the Bayes Risk between pairs of hypotheses, and then to bound the term for each pair in a manner analogous to the Bhattacharrya bound.
The n-hypothesis Bayes Risk given by (2) can be expressed in terms of hypothesis pairs as follows:
Ei Ejz,4i P(y C _Wj Hi u) = Ei Ej>i P(y C _Wj,Hj|u) + P(y C Rj,HjIu) .(S)
Here, each term in the summation is the Bayes Risk between hypothesis i and hypothesis j. This can be written exactly as:
(P(y C W3, Hi l u) + P(y C Xi, Hj l u)) j p(y Hi, u)P(Hi)dy + JR p(y Hj, u)P(Hj)dy. (6) We now define two regions RA and RB as follows:
It is clear from (7) and (8) f'j p(y Hi, u)P(Hi)dy + f'q p(y Hj, u)P(Hj)dy < fRB p(yTHi, u)P(Hi)dy + fRA p(y Hj, u)P(Hj)dy. (9) The key idea in the derivation of the Bhattacharyya bound is to express two integrals over different decision regions, as a single integral over the entire space of y. The integral over decision regions is intractable, because it involves integration of Gaussian distributions with definite limits. The integral over the entire space, on the other hand, can be evaluated in closed form. In an analogous manner, we now note that the union of the regions RA and RB is the entire space of y. Using the definitions in (7), we can therefore write the integrals in (9) -Wj = {ylp(Hj, ylu) > p(Hl, ylu) VI 7+ j} (8) ( 1 1) j p2 (ylHi,u)p (ylHi,u)dy e(ii) (13) Hli) (14) WeB1 5.1 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 We therefore have: P(y C W., H,lu) + P(y C Ri,Hjlu) < p(Hi)2P(Hj)2 -k(i,J) (15) which leads to a new upper bound on the probability of model selection error: P(error) < ZZ P(Hi)2P(Hj) 2-k(i,j)
i J>/i where k(i, j) is defined in (14) .
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We have therefore introduced a new upper bound on the probability of model selection error between an arbitrary number of models. This bound can be evaluated in closed form, and is a summation over Gaussian-like forms. In Section IV we describe how this bound can be used as an optimization criterion for finite horizon control design.
IV. FINITE HORIZON FORMULATION
As noted by [9] , the design of control inputs to minimize the Bayes risk is a problem of optimal trajectory design for dynamic systems. In typical optimal trajectory design problems, an optimized sequence of control inputs is designed so that a system passes through a sequence of predicted states that minimize some cost function. In the model discrimination problem, we would like to design an optimal sequence of control inputs so that the system passes through a trajectory of state distributions that minimize the probability of model selection error (Bayes Risk).
Optimal trajectory design for linear, discrete-time systems can be posed as a constrained optimization problem [13] . Given a tractable optimization criterion, this problem can be solved using techniques such as Sequential Quadratic Programming (SQP) [1 1] . In this section we pose the problem of model discrimination between an arbitrary number of models as a finite horizon trajectory design problem, using a similar approach to [9] , and show that it can be solved using SQP.
A. A Tractable Cost Function for Model Discrimination
We would like to plan a finite sequence of inputs in order to minimize the upper bound on the probability of error. This form of planning is known as finite horizon planning. In Having defined ,ul and El for all 1, the bound given in (3) provides an upper bound for the probability of error when using the entire sequence of observations from time t + 1 to time t + k. We therefore use this bound as a cost function on the finite horizon optimization formulation: where k(i, j) is defined in (14) .
Given a hypothesis Hl, the system equations in Fig. 1 are fully known. Hence the distribution p(y Hi, u) can be calculated for all 1. Explicit expressions for ,Ul and E1 are given in [9] . For the sake of brevity, they are not repeated here, however we note two important properties:
1) The equation for the mean of the predicted distribution of Y is linear in the control inputs u.
2) The covariance of the predicted distribution of Y is not a function of the control inputs u. These properties mean that the criterion in (22) has a particularly tractable form, enabling it to be used in a constrained optimization formulation.
B. Linear Constraints
A powerful aspect of the constrained finite horizon formulation is that optimal input sequences can be found subject to hard constraints on the control inputs. This can be used to model actuator saturation, for example, by constraining Umin < Ut+i < Umax. In [9] we showed that constraints on the expected system state and inputs can be expressed as linear constraints on the control inputs. The 
constraints in the control inputs. As noted in [9] , by imposing such constraints, we can: 1) Ensure that a certain task, defined in terms of the expected system state, is fulfilled 2) Ensure that the mean of system stays within a 'safe' operating region or within a valid linearization region 3) Ensure that the system ends the experiment in the same region as it started. Here, we have restricted out attention to linear constraints, since these lead to a tractable optimization problem. The general formulation, however, applies to nonlinear constraints.
C. Summary
We have shown that the problem of designing a sequence of optimal control inputs to discriminate between an arbitrary number of models can be posed as a finite-horizon trajectory design problem. The resulting optimization minimizes a novel, tractable upper bound on the probability of model selection error, and imposes constraints on the expected system state and control inputs to ensure that a defined task is fulfilled and that actuator limits are not violated. This optimization can be solved efficiently using existing methods such as Sequential Quadratic Programmming.
V. SIMULATION
In this section we present results from a number of discrimination tasks. We use the aircraft example presented in Section I-A, where we consider single-point failures of the pitch rate sensor, vertical velocity sensor and elevator actuator. In each of these tasks we control the system by constraining the expected state. In Section V-A we constrain the aircraft to remain within an altitude envelope. For the sake of comparison, in Section V-B we show results from a manually generated identification sequence. In Section V-C the aircraft carries out an altitude change maneuver, while optimally detecting faults.
A. Altitude Envelope Fig. 4 and Fig.5 show results from a fault detection scenario where the aircraft in Section I-A is constrained to remain within a flight envelope around an altitude of lOOm. The elevator angle is constrained to be at most 0.25rad in magnitude. The prior probabilities of models Ho through H3 are 0.75, 0.1, 0.05 and 0.1 respectively. We assume that these priors have been generated by a Multiple Model estimator running up until time t. The optimized control input yields an upper bound on the probability of error of 0.0013. The bang-bang nature of the optimized control input highlights the fact that by optimizing up against hard constraints the discrimination power of the input signal can be much greater than a power-bounded auxiliary signal.
B. Manually Generated Sequence
In order to identify the longitudinal dynamics of an aircraft, pilots typically use a doublet control input [14] . Fig. 6 and Fig. 7 show the results for such a control input, with the same actuator limits as for the optimized control sequence. The resulting upper bound on the probability of error is 0.063. Hence the optimized sequence in Fig. 4 has significantly greater discrimination power than the manually generated sequence.
C. Altitude Change Maneuver
The new method can use constraints to ensure that a given control task is performed, while optimizing with respect to discrimination. This is demonstrated in Fig. 8 , where the aircraft carries out a maneuver that changes its altitude from lOOm to 120m, conditioned on the elevator actuator being Fig. 6 . Typical manually generated identification sequence. This doublet form is used by pilots to perform aircraft system identification. The resulting upper bound on the probability of error is 0.063. functional. The discrimination-optimal control sequence is compared to the fuel-optimal one. Optimizing with respect to discrimination yields an upper bound on the probability of error of 0.0011, while optimizing with respect to fuel gives an upper bound on the probability of error of 0.12. Hence a significant improvement in fault detection can be achieved by using control inputs designed for model discrimination, rather than those designed to optimize some other criterion and employing only passive model selection.
VI. CONCLUSION
This paper presents a novel algorithm for model discrimination that uses a constrained finite horizon control approach to ensure that a defined control objective is satisfied while optimizing with regard to model discrimination. A Fig. 8 . Discrimination-optimal and fuel-optimal control design for altitude change maneuver. The discrimination-optimal sequence gives an upper bound on the probability of error of 0.001 1, while the fuel-optimal sequence gives a bound of 0.12. new, tractable upper bound on the probability of model selection error allows the problem to be solved using existing optimization methods. In contrast to prior work, the model discrimination method presented here applies to an arbitrary number of linear dynamic models. Simulation results show that compared to a typical human-generated identification sequence, and a control sequence optimized with regard to fuel consumption, the new method significantly reduces the upper bound on the probability of error.
