Recent studies have demonstrated the effectiveness of supervised learning in spiking neural networks (SNNs). A trainable SNN provides a valuable tool not only for engineering applications but also for theoretical neuroscience studies. Here, we propose a modified SpikeProp learning algorithm, which ensures better learning stability for SNNs and provides more diverse network structures and coding schemes. Specifically, we designed a spike gradient threshold rule to solve the wellknown gradient exploding problem in SNN training. In addition, regulation rules on firing rates and connection weights are proposed to control the network activity during training. Based on these rules, biologically realistic features such as lateral connections, complex synaptic dynamics, and sparse activities are included in the network to facilitate neural computation. We demonstrate the versatility of this framework by implementing three well-known temporal codes for different types of cognitive tasks, namely, handwritten digit recognition, spatial coordinate transformation, and motor sequence generation. Several important features observed in experimental studies, such as selective activity, excitatory-inhibitory balance, and weak pairwise correlation, emerged in the trained model. This agreement between experimental and computational results further confirmed the importance of these features in neural function. This work provides a new framework, in which various neural behaviors can be modeled and the underlying computational mechanisms can be studied.
connectivity, spiking activity, and brain functions is a central question in neuroscience. Especially, spike timing is found to be critical for neural processing [2] [3] [4] [5] , but the underlying computational mechanisms and connectivity basis is not well understood. To gain a simple, mechanistic understanding, neuroscientists need to develop theoretical models that can be manipulated, analyzed, and compared with the experimental data. Spiking neural networks (SNNs) are widely used biologically realistic models that can reproduce experimentally observed neural activities and facilitate understanding of the underlying mechanisms [6] [7] [8] . In most previous modeling studies, the network models are built and tuned manually based on the researchers' knowledge and intuition. However, it is hard to reproduce precise spiking activities and brain function with "handcrafted" neural networks. The lack of a functionally realistic network model has inevitably hindered the further exploration of neural computational mechanisms.
Learning is a common function for both biological and artificial neural networks (ANNs). However, implementing brainlike functionalities with biologically realistic learning rules has achieved only limited success [9] [10] [11] [12] [13] [14] . Gradient-based learning on ANNs, especially with deep architectures, has achieved considerable success in various artificial intelligence (AI) tasks [15] [16] [17] . Moreover, deep neural networks have begun to imitate cognitive functions such as memory and attention to reach human-level performances in complex tasks [18] , [19] . Along with this remarkable progress in deep learning, a few attempts have been made recently to feedback knowledge to neuroscience [20] . For example, Banino et al. [21] have trained a recurrent neural network (RNN) to achieve mammal-like navigational abilities and reproduced grid cell-like activities. This supports the neuroscientific theories that see grid cells as critical for vector-based navigation [21] . Wang et al. [22] trained an RNN for meta-learning tasks and introduced a new theory on reward-based learning of dopamine systems. These works suggested a new perspective for the utilization of deep learning techniques in the theoretical neuroscience. However, the discrepancy between the simplified ANN model and the biological neural systems makes it hard to further relate the results in ANNs to underlying mechanisms in neural systems. Therefore, the combination of machine learning techniques and SNN models, which capture more neural properties, is a strategy to bridge this gap.
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standard, gradient-based learning methods. Some studies have gotten around this problem by regarding SNNs as pseudo-ratebased models [23] [24] [25] [26] . This approach, however, prohibits the network from working on nonstationary activity states, which are commonly observed in vitro. As another approach, SpikeProp considers the spike timings as state variables and derives a backpropagation rule by assuming a linear relationship between input and output spikes around the time of a postsynaptic spike [27] . Further works show that SNNs achieved comparable performances to rate-based ANNs in several tasks [28] [29] [30] [31] [32] [33] [34] [35] . However, current SNN learning systems are still far from solving real-world problems or replicating human-level cognitive functions. There are two limitations in the previous studies: first, most of the existing learning algorithms aim to learn exact spike timings without consideration of other temporal codes, such as synfire chains [36] , polychronization [37] , rank-order coding [2] , or spike latency coding [38] , which are suited for specific tasks; second, previous studies have rarely explored the rich network structures and neural dynamics observed in biological neural networks, which may facilitate neural computation. For example, neurons within a cortical column are densely interconnected, and neurons only occasionally fire in rhythmic population activities.
In this paper, we describe an SNN model based on structural and dynamical characteristics of cortical neural networks, including lateral connections, excitation-inhibition balanced synapses, and sparse activities. These additional biological characteristics inevitably aggravate the instability issue in SpikeProp learning. To solve this problem, we propose a modified SpikeProp learning rule and several regulation rules for the network. To demonstrate the validity of this framework, three temporal codes are introduced for three different kinds of cognitive tasks. Then, the feedforward neural network with lateral connections is trained to perform these three cognitive tasks. Specifically, we adopted a rank-order code to learn digit recognition. We used the relative spike time code to transform point positions in two coordinates, and we used the synaptic current as a code to generate motor sequences. In the three experiments, the network exhibited different network dynamic modes from synchronization to sustained spiking activity. In addition, several neural characteristics of connectivity and activity emerged in the trained network. By training and analyzing the three functional networks, we further relate the connectivity and activity to computational functionality and this demonstrates the versatility of SNNs.
II. MODEL AND METHODS

A. Neuron and Synapse Model
In this paper, we consider a modified leaky-integrateand-fire (LIF) model with current-based synapses [39] . The dynamic of the neuron is governed by the following differential equation:
where v is the membrane potential (or voltage), τ m is the membrane time constant, and s is the synaptic current. When the voltage and derivative of voltage are both above the thresholds, a spike is evoked and the membrane potential is reset to V reset . A second-order differential equation is introduced to model the synaptic current
where the parameters τ r and τ d are the rise and decay time constants of the synaptic current, respectively; w k is the synaptic weight; the Dirac function δ indicates each time a presynaptic spike t k arrives at the neuron;ṡ is increased by an amount w k ; and the parameter d k is the axonal conductance delay. This second-order synapse model provides more stable learning than the original synapse model used in SpikeProp, as it avoids abrupt changes in the gradient of the membrane potential. In addition, more complex synaptic dynamics can be produced by combining synaptic currents with different time constants, as shown in Fig. 1(a) . The LIF model captures the basic spiking dynamics of biological neurons. As depicted in Fig. 1(b) , a spike is generated by accumulating postsynaptic potentials (PSPs) to reach the threshold. The timing of the output spike depends on both synaptic weights and the temporal structure of presynaptic spikes. Such dynamical computation of spiking neuron works like an RNN unit (e.g., long short-term memory, LSTM) rather than an artificial neuron with an activation function. As shown in Fig. 1(c) , in the input gate, the synaptic currents are determined by the synaptic weights and synapse dynamics; in the forget gate, the impact of each input is continuously diminished by neuron membrane's leak conductance; and in the output gate, the information of the input spikes is transformed to output spike timing via threshold crossing. Similar to the RNN, the computation graph of an SNN can be unfolded over time. Moreover, only presynaptic spikes arrive shortly before the postsynaptic spike effectively transfers information. Consequently, the temporal structure of the spikes also shapes the computation graph of the neural network [ Fig. 1(d) ]. These spikes play both roles of encoding information and conducting dynamical routing of the information flow.
B. Learning Rule
In this section, we provide the error propagation and parameter updating rules. Then, we discuss the cost functions associated with different temporal codes in Section II-C. The network is assumed as an all-to-all connection to ensure the generality of the learning rule. In addition to the synaptic weights, the network activity also depends on the conduction delays between coupled neurons [40] . In addition, axonal conduction delays can also be changed by spiking activity through myelination and demyelination of the axon [41] , [42] . Hence, the delay is also considered as training parameters.
Gradient-based training of SNNs is first proposed in Spike-Prop [27] . We train the network using a similar idea, which assumes the errors are propagated to each neuron through the spikes. Unlike previous studies, we assume a general network structure, in which neurons can connect not only feedforwardly but also backwardly and laterally. Consequently, output spikes can also receive errors from the postsynaptic spikes. To derive the learning rule, we first define a general form of the cost
, which is a function of all output spike times. Given the partial derivative of E with respect to all spikes, after the spike t i , the partial derivative of E with respect to t i is computed according to the chain rule
where ∂t j /∂t i characterizes the effect of the spike t i on later spike t j , out is the set of all output spikes, and [∂ E/∂t i ] out is the output error that is directly assigned from the cost function. Then, the errors for all the spikes can be obtained by iteratively applying (3) from the last spike to the first spike. After assigning the error to each spike, the synaptic weights and conduction delays are updated by the following rules:
where w i j is the change in synaptic weight w i j , ρ is the learning rate, t k i ∈ N i indicates the kth spike from neuron i , t n j ∈ N j indicates the nth spike from neuron j , and ∂t k i /∂w i j characterizes the effect of weight w i j on spike t k i . Here, ∂t j /∂t i and ∂t k i /∂w i j depend on the spike generation dynamics and, therefore, are neuron model-specific. To complete the learning rule, we rewrote our model in the form of a spike response model [ 
where
and ε(t) is the PSP kernel in response to input spike t i , d i j is the conduction delay between neuron i and j , and η(t) is the hyperpolarizing potential kernel, which resets the membrane potential to V reset after a postsynaptic spike. Correspondingly, the partial derivative of t j with respect to each spike t i is
where ∂v j /∂t j characterizes the rise rate of the membrane potential at the time of spike t j , and ∂v j /∂t i characterizes the contribution of spike t i to the rise of the membrane potential. If spikes t i and t j are from different neurons, then (7) can be expended as follows:
Otherwise, (7) is
The partial derivative of t j with respect to each weight w i j is ∂t k
Above, we derived the network update rules. Note that other network parameters such as neuronal thresholds and membrane time constants can also be trained using similar learning rules. However, we only considered training for synaptic weights and axonal conduction delays, which can be updated using a fixed look-up table.
C. Temporal Codes
Neurons transmit various information with stereotyped action potentials. Understanding the neural codes is fundamental for neuroscience research. Most SpikeProp-type algorithms implement a first-spike latency code [37] , which uses the exact spike timing relative to stimulus onset to represent information. However, accessing and learning the exact spike timing is hard for neurons that are several layers away from the sensory input. On the other hand, several temporal codes have been proposed for different neural signals and neural activity modes. In this work, we investigated three temporal codes for three kinds of tasks.
We first introduce two temporal codes based on a hypothesis called "Communication through Coherence" (CTC), which proposes that neuron groups effectively communicate through gamma-band oscillatory synchronization [43] . In this scenario, each neuron can evoke at most one spike in a short time window. Under the condition of CTC, the relative time code represents continuous variables through a linear-nonlinear model [44] 
where t i is the exact spike time,t i is the spike time relative to the population spike timet, x denotes the signal encoded by the neural group, κ i denotes the linear filter representing the receptive field of neuron i , the nonlinear function is the exponential function with a scale factor a, and the negative sign implies that neurons tend to spike early for a strong stimulus. When a filtered stimulus κ i x is sufficiently small, this spike can be deleted as it lagged far behind the average spike time. Note that the exact spike time t i is not directly observable; hence, the signal x is encoded through relative spike timest i . For simplicity, we define the cost function as follows:
where t * i is the desired relative spike time output. Correspondingly, the partial derivative of E with respect to each spike t i is
Another important coding scheme under CTC is rankorder coding, which encodes information by the order of the spike timing [2] . This discrete temporal code is suitable for categorical variables where each spike order represents one class. We can define the cost function as follows:
where O represents all the output spike pairs with the desired spike order t i < t j , and ξ represents a small margin. Correspondingly, the partial derivative of E with respect to
where the subscribes t i < t k and t j > t k denote the desired order of spike times. We have introduced two temporal codes based on the assumption of CTC. However, the neural system often needs to generate signals that continuously evolve over time, such as motor sequences. Previous studies have proposed using lowpass filters to transform discrete spike trains into continuous time-dependent variables [45] . Similarly, we define a read-out neuron that uses summated PSPs as the network output
Then, the cost function is defined as follows:
Correspondingly, the partial derivative of E with respect to
Notably, both spike timing and spike order are not strictly constrained in this synaptic current code. Therefore, individual spikes have a high degree of freedom as long as the population activity retains the same output.
D. Requirements for Efficient Learning and Computation
The network parameters should stably converge to optimal values during learning to accomplish the desired function. However, failure in convergence or slow convergence has been reported in previous works on training the SNNs using gradient-based algorithms [33] , [46] . Here, we discuss two closely related conditions for stable learning in SNNs: 1) the mean and variance of neuron's states should be in a proper range and 2) the gradient of a neuron's states should be stable through propagation.
In the traditional ANNs, the mean and variance of the activation are important measurements of the information flow in the network. For SNNs using a temporal code, the mean spike count is defined as the mean and standard deviation of spike times is defined as the variance. Such definition is consistent with neuroscience studies on synchronous spikes. In ANNs, the proper mean and variance of activation are helpful for efficient gradient propagation and avoiding "pathological curvature" and "covariate shift" problems [47] , [48] . The requirements of a proper mean and variance also apply to SNNs. Due to the leaky nature of the neuron, each presynaptic spike only has a short effective time window [ Fig. 1(b) ]. Hence, the variance of presynaptic spike times must fall in a proper range to transmit information efficiently. Furthermore, a stable spike count during training is a fundamental requirement for stable learning, as errors need to be stably backpropagated to each neuron through the spikes. Recently, a new activation function for an ANN, called SELU, has been proposed, which can drive the mean and variance of the activation into a fixed-point attractor [49] .
In neuroscience, many studies on synchrony spike propagation have acknowledged that spiking neurons also have similar properties [50] , [51] . In our experiment, we found that the spikes with wider dispersion can propagate stably as well [ Fig. 2(a) ], and the variance is also attracted to a stable state during propagation [ Fig. 2(b) ]. However, the network's firing rate is not guaranteed to be stable during training. When the connection weights are randomly initialized, the excitatory and inhibitory synapses are only loosely balanced. During training, however, the excitatory and inhibitory synaptic currents tend to cancel each other out to increase representation accuracy. Consequently, the firing rate of the network will decrease when the membrane potentials are driven more closely to resting potentials. Hence, regulation is introduced in Section II-E to counter this influence on firing rate.
Another important requirement for efficient ANN learning is that gradients should be stable in propagation. If the gradients of errors vanish in propagation, the learning will be extremely slow in deep layers [52] . On the other hand, the learning will be unstable if the gradients explode in propagation [53] . Similarly, slow or unstable convergences due to unstable gradient propagation have also been reported in SpikeProptype learning algorithms [46] . However, the mechanisms of gradient vanishing or explosion of SNNs are not quite the same as that in ANNs. Recalling from (7), the error gradient of the presynaptic spike time is inversely proportional to the gradients of postsynaptic membrane potential at spike timesv. Hence, the gradients tend to explode ifv is approaching 0, while they tend to vanish ifv becomes sufficiently large. Empirically, SNNs tend to have gradient exploding rather than a gradient vanishing problem in the training. For networks in an excitatory-inhibitory balanced state, we find thatv follows a gamma distribution, as shown in Fig. 3(a) . Consequently, those spikes wherev is near 0 cause the gradient exploding, as shown in Fig. 3(b) . Furthermore, we found that the distribution ofv tends to move toward 0 during training, which will aggravate the gradient exploding problem. Previous attempts to alleviate the gradient exploding, such as the adaptive learning rate [54] , cannot fully solve the problem. Due to the hairtrigger problem [46] , a few unreliable spikes can disturb the spike propagation such that minor changes in the input are dramatically amplified during propagation. Inspired by the phenomenon of dynamic spike threshold [55] , we set a minimum threshold forv as an additional spike threshold to reduce unreliable spikes. As shown in Fig. 3(c) , the gradient threshold rule prohibits the neuron from spiking ifv is smaller than the threshold valueV threshold , while it does not change the distribution of spikes with a largerv. As shown in Fig. 3(d) , a gradient exploding can be prevented by this simple gradient threshold rule. In sum, stable gradient propagation can be achieved through the gradient threshold rule coupled with a proper weight initialization. 
E. Weight Initialization and Homeostatic Regulation
In this section, we describe the weight initialization and several regulation methods implemented in the network. We set different initial weights for different synaptic connection types based on their effects on spike propagation. Here, the feedforward connections are initialized with 80% of the excitatory synapses drawn from the positive half of the normal distribution W exc ∼N(0, σ w ), and 20% of the inhibitory synapses with a fixed value w inh roughly balanced with excitatory synapses. As for the lateral connections, the synapse weights are set with a small negative fixed value w lateral in the synchronous spike mode; in the third experiment, they are initialized with 40% of the excitatory synapses and 60% of the inhibitory synapses to support sustained spikes. In addition, as the synapses cannot grow infinitely due to biological constraints, we added a weight-dependent factor to the original update rule
where w * is the modified weight update, w is the original weight update, and τ w is the constant controlling the limits of the synapse weight. Furthermore, the stability of the network's firing rate is critical for efficient learning, but it can drift away during training. Hence, we introduce a homeostatic rule on synaptic weights to regulate the firing rate
where w h i is the homeostatic regulation for synapse projected to neuron i , r neuron and r i are the desired and actual spike count of the neuron i , R layer and R j are the desired and actual spike count of belonging to the layer of the neuron j , and (·) is the ramp function. 
III. CASE STUDIES
To efficiently and flexibly perform various cognitive tasks, the brain is organized into multiple regions, and each region is specialized for a certain function. However, the cortical networks in different brain areas share a very similar microcircuit structure. This fact indicates that the neural network is capable of learning multiple tasks with the same modular structure. In this section, we describe training a feedforward network with lateral connections to learn three typical cognitive tasks: classification task, coordinate transformation task, and movement generation task.
The general network structure is shown in Fig. 4(a) . Input stimuli are transformed to spikes according to the temporal codes, and then spikes are propagated to subsequent layers through feed-forward connections. In addition, as observed in cortical networks, neurons also communicate within the same layer through lateral connections. All connections are initialized with a random conduction delay d ∼ u(0, 2) ms, and the delays are constrained within 5 ms in the training. For the first two experiments in Section III-A, we modeled the synapses only with fast dynamics. In the third experiment, we considered synapses with a combination of fast dynamics and slow dynamics. Other descriptions of the network are shown in Table I . The network configuration has several simplifications for ease of training: the network only consists of homogeneous neurons, each neuron can have both excitatory and inhibitory synapses, and the network is densely connected between layers. The simulation is based on the Brian simulator [56] , with a simulation time step of 0.1 ms, and all the experiments used Adam as the optimizer [57] .
A. Classification Task
Creatures need to promptly discriminate different objects and make appropriate decisions based on sensory stimuli. Those tasks fall under the realm of a classification problem in machine learning. To demonstrate the SNN's capacity for those tasks, the network is trained to recognize handwriting digits in the MNIST data set [58] . The MNIST data set contains 60 000 labeled 28 × 28 gray-scale images of handwriting digits for training and 10 000 labeled digits for testing. The network consists of 310 LIF neurons (200-100-10 network) with the structure shown in Fig. 4(a) . In the input layer, the relative time code is used to encode the image, where each input neuron encodes the gray scale of one pixel. The neurons in relay layers are regulated to spike an average of 0.5 spikes/trail. In the output layer, the time-to-first spike code, which is a simplification of the rank-order code, is employed to encode the classification results. We defined ten output neurons, where each neuron is assigned to a preferred digit class. The output is considered correct if the first-spike neuron's preferred class matches the image label. In addition, to investigate the noise robustness of the network, independent 10-kHz Poisson spikes are added to each neuron as background noise. As a comparison, a noiseless network was also trained with the same configuration. The network is trained in 20 epochs with a mini-batch size of 40 [ Fig. 4(b) ]. The training converges faster in the network without noise than that with background noise, but the network under background noise is more robust in the test set (2.64% and 2.85% errors, respectively).
Furthermore, we investigated the learned features of the hidden layers using a spike-triggered average (STA) method. The STA is a conventional method in neuroscience that is used to examine the neuron's receptive field, which is the average stimulus preceding a spike [44] . In this experiment, three different procedures were used to examine the receptive features: First, each neuron's STA is calculated by averaging across the input images that triggered a spike. Second, the firstspike triggered average (FSTA) is calculated, which is the average of images that cause the neuron to spike first. Finally, FSTA is calculated when the input stimuli are randomized images. As shown in Fig. 4(d) , the neurons in the network have developed global features, where each feature characterizes a certain digit. The comparison of features calculated by STA and FSTA shows that the spike timing is more selective than the spike count. In addition, it is found that neurons respond to randomized image stimuli with a much lower firing rate (∼60 spikes) than those with real digit images (∼160 spikes). This phenomenon indicates that the neurons have developed receptive fields that exclusively respond to certain features. To further confirm the influence of learning on network activity, we compared the network activity of a trained and randomized network. We shuffled the postsynaptic weights within each neuron of the trained network. The randomized network is then simulated with digit images and randomized images, respectively. We found that the randomized network responds to both kinds of stimuli with approximately 250 spikes. Different behaviors of the two networks indicate that the network activity can vary greatly with different detailed connections, even if the connections are statistically identical. Such a result questions how much we can rely on network models with randomly generated connections and network parameters to explain the mechanisms of the observed network phenomena.
B. Coordinate Transformation Task
Many cognitive tasks require the brain to represent identities of the outside world with continuous relations. Predicting and transforming these continuous properties in neural systems can be viewed as regression problems in machine learning. Coordinate transformation of an object's position and velocity is a common task for both animals and robots. To demonstrate the SNN's capacity in regression problems, the network was trained to perform a coordinate transformation task. We defined a 2-D coordinate system with 140 axes (seven origins and 20 directions for each origin). The task was to rotate the coordinate around the center with a certain angle [ Fig. 5(a) ]. The spatial organization of the coordinate was inspired from the coordinate system in the hippocampus [59] . As a simplified model, the relative time code is used to encode the position, where each coordinate axis is associated with one neuron through a linear filter. In addition, we defined 20 neurons to encode the rotation angle with a preferred angle uniformly ranging from 0 to 2π. The network consists of 800 neurons and 400 neurons for the first and second relay layers, respectively, and these neurons are regulated to spike an average rate of 0.2 spikes/trail. We trained the network with 64 000 randomly generated positions within a unit distance to the center and random rotation angles ranging from 0 to 2π. At the end of the training, the mean spike time error reached 0.12 ms and the mean error of the estimated position was 0.04. As shown in Fig. 5(b) , the transformation errors tended to be larger in the outer areas. This distortion is most likely because fewer neurons are dedicated to encode the outer areas.
We further investigated the structure and activity of the trained network. Experimental studies have shown that neural network structures are specialized such that the proportion of different structure motifs is significantly deviated from the chance level [60] . In accordance with these experimental findings, we also found that some motifs make up a much higher proportion than others in the trained network [ Fig. 5(c) ]. The intuition is that these frequently occurring motifs are likely to play important roles in neural computation. Another observed phenomenon in the cortical network is the weak pairwise correlation between globally synchronous spiking neurons [61] . Such a phenomenon arises spontaneously during training without specific tuning [ Fig. 5(d) ]. From a bottom-up perspective, this result supports the hypothesis that the weak pairwise correlation facilitates efficient neural coding [61] . In addition, we found that organized patterns are developed in the receptive field of neurons in the relay layers (Fig. 6) . The receptive fields of neurons in the two layers are quite similar. We gave close inspection to the receptive fields by calculating the standard deviation of spike-triggered input and output. It showed that layer 1 neurons are more sensitive to the input position and rotation (std of input position: 0.66, rotation: 1.33, and output position: 0.85), while layer 2 neurons are more sensitive to the output position (std of input position: 0.83, rotation: 1.43, and output position: 0.76).
C. Motor Sequence Generation Task
The brain is often required to process and transform signals between different timescales. For example, some tasks involve responding to particular temporal input sequences [62] , some require delayed responses [63] , and some need to output temporally complex sequences [64] . To demonstrate the neural network's computational capacity in multitimescale transformation tasks, we trained the network to execute a series of motions according to the synchrony commands. In the network, 100 neurons are used to encode the input command using the relative spike time, where 50 neurons encode the amplitude and 50 other neurons encode the frequency. After the synchronous input commands propagate through the relay layer 1, it is transformed to sustained neural activity in the relay layer 2. Then, the output is decoded by summing the synaptic currents received from the second relay layer. Unlike previous configurations, the lateral connections in the second relay layer are initialized with 40% excitatory synapses and 60% inhibitory synapses to support the sustained activity, and the output weights followed the normal distribution N(0, w out ). The experiment is designed to run 200 ms for each trial, and the output is required to maintain 0 before 100 ms. Then, the motion output is executed after 100 ms. The desired motion output is defined by a sinusoidal function: f (t) = A sin(ωt L/2π), where A ∈ [−1, 1] is the amplitude, ω ∈ [1, 2] is the frequency, and L = 100 ms is the duration of the motion.
In the experiment, the network was trained for 3000 iterations with 28 random samples in each iteration, and the typical execution is shown in Fig. 7(a) . If we only update the weights between the second relay layer and the output neuron, the network is an implement of a liquid state machine (LSM) [65] . Compared to the LSM, we find updating weights in deeper layers increase both the speed and capacity of learning. In addition, the synapses in this network contain a fast and slow synaptic current characterized by two separate weights. The slow synaptic current provides a long-term channel to propagate errors from large timescale signals to short timescale spikes, while the fast synaptic current manages the transient spike dynamics by correcting the residual errors. Using this fast-slow synaptic dynamics, the network transforms the short synchrony commands into a set of time-series output in a longer timescale [ Fig. 7(b) ].
To further investigate the network dynamics under different motion executions, we divided neurons in the relay layer 2 into two groups, and each one contained excitatory and inhibitory outputs. In Fig. 7(c) , the frequency of the motion is fixed and the amplitude is varied from 1 to −1. It shows that the relative phase of two neuron groups changes accordingly. In Fig. 7(d) , the amplitude of the motion is fixed and the frequency is varied from 1 to 2. As expected, the oscillation frequency of neurons also follows the frequency of the desired motion. Note that both the relative phase and oscillation frequency are not the target of the training, but rather features selforganization during the training. This result demonstrates that learning can shape the population-level dynamics along with neural function.
IV. DISCUSSION
SNNs have been a useful tool for neuroscience in modeling neural dynamics. Using the gradient-based learning rule, we demonstrated that the SNNs are capable of modeling various brain functions with different temporal codes. It has been proposed recently that synaptic plasticity mechanisms may have achieved a similar function as with error backpropagation [66] [67] [68] . Admittedly, the exact relation between synaptic plasticity and gradient back-propagation needs to be studied further. It is safe to say, however, that the trained neural network can provide a valuable platform for theoretical studies regardless of the learning rule. For example, it has been shown recently that the RNNs could be versatile tools for neuroscience research [20] , [69] . Compared to RNNs, SNNs are closer to biological neural networks and, hence, can provide more insight on neural mechanisms. Therefore, training SNNs could be an effective approach to modeling neural computation and cognitive functions.
In this work, we have conducted three case studies to demonstrate the feasibility of investigating neural function using trained SNNs. The three tasks covered essential brain functions such as classification, regression, and long short timescale transformation. Some previous studies handdesigned neural activity features in their network to facilitate neural processing [70] . Our neural network model is simplified for training and hence, does not fully reflect the organization of real cortical networks. Nevertheless, many important features observed in the cortical network have evolved during the training, such as specialized receptive fields [71] , structure motifs [60] , tight excitation-inhibition balance [72] , and weak pairwise correlation in spikes [61] . It further confirmed the importance of these features in neural function. Meanwhile, it also means that our framework provides a new tool to investigate the role of the network features on brain functions. In addition, we find that the trained network response differently to meaningful and random stimulus. This result suggests that the selective activity commonly observed in the brain might arise from the precise connectivity shaped through learning. Therefore, training might be an indispensable step for investigating the relationship between network connectivity and neural behaviors.
Alongside training the three tasks, we have discovered three important requirements for efficient SNN learning and modified the network model and learning rules accordingly.
The first requirement is proper spike time variance: the variance should be large enough to ensure the representational capacity of spike times, but should not exceed the effective time window of spike generation dynamics. With a proper weight initialization and regulation, it has shown that the spike time variance can be self-organized within a proper range in SNNs. The second requirement is stable and relatively low spiking rate: even though our network encodes information by temporal codes, stable spikes are still necessary for effective information transmission and stable learning. In addition, the spike sparseness is preferable for nonlinear neural computations as it allows the neuron to selectively respond to a small subset of the stimulus space [73] , [74] . Hence, a spiking rate regulation method is introduced to keep the neurons at a low and stable firing rate. The third requirement is stable gradient propagation: gradient vanishing would cause inefficiency in learning, while gradient exploding would cause instability of both learning and network activity. The gradient vanishing problem is benign in excitatory-inhibitory balanced SNNs, and we have introduced a threshold for the gradients of membrane potential to avoid gradient exploding caused by unreliable spikes.
The fields of neuroscience and AI have a long and intertwined history. Recently, researchers in the AI field have called for more collaboration between the two fields [75] , [76] . This study has demonstrated that the SNN could be a common tool bridging neuroscience and deep learning. On the one hand, training a biological neural network could provide new insight for neuroscience. On the other hand, the intrinsic computational properties of SNN could also extend the capability of machine learning systems. In this paper, we related the LIF neuron model to the RNN cell. An essential difference between SNNs and RNNs, however, is that the dynamic evolvements of SNNs are mostly constrained within the neuron cells, while the dynamics in RNNs are defined in each layer. The additional single neuron computation renders the SNN the ability to dynamically route information flow by spiking activities [77] . This property is applicable both to the scale of the microcircuit and large neural assemblies. As only a very small portion of neurons is active at any given time in the brain, very specific communication can be established through synchronizations [43] .
As shown in the experiments, spiking activity can support various function modules with different temporal codes. Combined with the flexibility in information routing, the largescale SNNs with diverse network dynamics and temporal codes can provide a promising solution for general AI systems. Furthermore, the SNN configuration can be more energy efficient from an engineering perspective. Rather than communicating globally in each update cycle, the spiking neurons only need to communicate to others when the internal computation evokes a meaningful event. Even though spiking neuron models are more computationally expensive than are static artificial neurons, they are more feasible for asynchronous parallel computation. Adopting such event-driven computing architecture, neuromorphic computer chips such as IBM TrueNorth [78] , Intel Loihi [79] , and SpiNNaker [80] can simulate millions of neurons in real time with relatively low energy consumption.
In conclusion, we suggest that SNNs equipped with the learning algorithms demonstrated here are important for both neuroscience studies and real-world applications.
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