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Abstract
Some of the most interesting and important results concerning quantum finite automata are those
showing that they can recognize certain languages with (much) less resources than corresponding
classical finite automata. This paper shows three results of such a type that are stronger in some
sense than other ones because (a) they deal with models of quantum finite automata with very
little quantumness (so-called semi-quantum one- and two-way finite automata); (b) differences, even
comparing with probabilistic classical automata, are bigger than expected; (c) a trade-off between the
number of classical and quantum basis states needed is demonstrated in one case and (d) languages (or
the promise problem) used to show main results are very simple and often explored ones in automata
theory or in communication complexity, with seemingly little structure that could be utilized.
Keywords: Quantum computing, semi-quantum finite automata, state complexity.
1 Introduction
An important way to get deeper insights into the power of various quantum resources and opera-
tions is to explore the power of various quantum variations of the basic models of classical automata.
Of a special interest is to do that for various quantum variations of the classical finite automata,
especially for those that use limited amounts of quantum resources: states, correlations, operations
and measurements. This paper aims to contribute to such a line of research.
There are several approaches how to introduce quantum features to classical models of finite
automata. Two of them will be dealt with in this paper. The first one is to consider quantum
variants of the classical one-way (deterministic) finite automata (1FA or 1DFA) and the second one
is to consider quantum variants of the classical two-way finite automata (2FA or 2DFA). Already
the very first attempts to introduce such models, by Moore and Crutchfields [34] as well as Kondacs
and Watrous [26] demonstrated that in spite of the fact that in the classical case, 1FA and 2FA
have the same recognition power, this is not so for their quantum variations (in case only unitary
operations and projective measurements are considered as quantum operations). Moreover, already
the first model of two-way quantum finite automata (2QFA), namely that introduced by Kondacs and
Watrous, demonstrated that quantum variants of 2FA are much too powerful – they can recognize
∗Corresponding author. E-mail addresss: zhengshenggen@gmail.com (S. Zheng), gruska@fi.muni.cz (J. Gruska),
issqdw@mail.sysu.edu.cn (D. Qiu).
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even some non-context free languages and are actually not really finite in a strong sense [26]. Therefore
it started to be of interest to introduce and explore some “less quantum” variations of 2FA and their
power [3, 4, 10, 33, 43].
A “hybrid” – quantum/clssical – variations of 2FA, namely, two-way finite automata with quantum
and classical states (2QCFA), were introduced by Ambainis and Watrous [3]. For this model they
showed, in an elegant way, that already an addition of a single qubit to the classical model can much
increase its power. A 2QCFA is essentially a classical 2FA augmented with a quantum memory of
constant size (for states of a fixed Hilbert space) that does not depend on the size of the (classical)
input. In spite of such a restriction, 2QCFA have been shown to be even more powerful than two-way
probabilistic finite automata (2PFA) [3, 46, 47]. A one-way version of 2QCFA was studied in [45],
namely one-way finite automata with quantum and classical states (1QCFA).
Number of states is a natural complexity measure for finite automata. In case of quantum finite
automata by that we understand the number of the basis states of the quantum space – that is its
dimension. In case of hybrid, that is quantum/classical, finite automata, it is natural to consider
both complexity measures – number of classical and also number of quantum (basis) states – and,
potentially, trade-offs between them.
State complexity is one of the important research fields of computer science and it has many
applications [42], e.g., in natural language and speech processing, image generation and encoding,
etc. Early in 1959, Rabin and Scott [37] proved that any n-state one-way nondeterministic finite
automaton (1NFA) can be simulated by a 2n-state one-way deterministic finite automaton (1DFA).
Salomaa [40] began to explore state complexity of finite automata in 1960s. The number of states of
finite automata used in applications were usually small at that time and therefore investigations of
state complexity of finite automata was seen mainly as a purely theoretical problem. However, the
numbers of states of finite automata in applications can be huge nowadays, even millions of states in
some cases [23]. It becomes therefore also practically important to explore state complexity of finite
automata. State complexity of several variants of finite automata, both one-way and two-way, were
deeply and broadly studied in the past thirty years [1, 2, 3, 4, 5, 6, 7, 8, 9, 13, 14, 15, 16, 17, 21, 27,
28, 29, 30, 31, 32, 41, 42, 43, 44, 45, 46].
In this paper we explore the state complexity of semi-quantum finite automata and their space-
efficiency comparing to the corresponding classical counterparts. We do that by showing that even for
several very simple, and often considered, languages or promise problems, a little of quantumness can
much decrease the state complexity of the corresponding semi-quantum finite automata. The first of
these problems will be one of the very basic problem that is explored in communication complexity.
Namely, the strings equality problem.
In this paper we explore the state complexity of semi-quantum finite automata and their space-
efficiency comparing to the corresponding classical counterparts. We do that by showing that even for
several very simple, and often considered, languages or promise problems, a little of quantumness can
much decrease the state complexity of the corresponding semi-quantum finite automata. The first of
these problems will be one of the very basic problem that is explored in communication complexity.
Namely, the promise version of strings equality problem [11, 12].
We use a promise problem to model the promise version of strings equality problem. For the
alphabet Σ = {0, 1,#} and n ∈ Z+, let us consider the promise problem AEQ(n) = (Ayes(n), Ano(n)),
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where Ayes(n) = {x#y |x = y, x, y ∈ {0, 1}n} and Ano(n) = {x#y |x 6= y, x, y ∈ {0, 1}n, H(x, y) =
n
2 }. (H(x, y) is the Hamming distance between x and y, which is the number of bit positions on which
they differ.)
Klauck [24] has proved that, for any language, the state complexity of exact quantum/classical
finite automata, which is a general model of one-way quantum finite automata, is not less than the
state complexity of 1DFA. Therefore, it is interesting and important to find out whether the result
still holds for interesting cases of promise problems or not1. Applying the communication complexity
result from [11, 12] to finite automata, for any n ∈ Z+, we prove that promise problem AEQ(n) can be
solved by an exact 1QCFA with n quantum basis states and O(n) classical states, whereas the sizes
of the corresponding 1DFA are 2Ω(n).
As the next we will consider state complexity of the language L(p) = {akp | k ∈ Z+}. It is well
know that, for any p ∈ Z+, each 1DFA and 1NFA accepting L(p) has at least p states. Ambainis
and Freivalds [4], proved, using a non-constructive method, that L(p) can be recognized by a one-way
measure-once quantum finite automaton (MO-1QFA) with one-sided error ε with poly
(
1
ε
) · log p basis
states (where poly(x) is some polynomial in x). This bound was improved to O( log pε3 ) in [8] and to
4 log 2pε in [5]. That is the best result known for such a mode of acceptance and it is an interesting open
problem whether this bound can be much improved. If p is a prime, L(p) can not be recognized by any
one-way probabilistic finite automaton (1PFA) with less than p states [4]. For the case that p is not
a prime, Mereghetti el at. [30] showed that the number of states of a 1PFA necessary and sufficient
for accepting the language L(p) with isolated cut point is pα11 + p
α2
2 + · · ·+ pαss , where pα11 pα22 · · · pαss
is the prime factorization of p. Mereghetti el at. [30] also proved that L(p) can be recognized by a 2
basis states MO-1QFA with isolated cut point. However, this mode of acceptance often leads to quite
different state complexity outcome than one-sided error and error probability acceptance modes.
Concerning two-way finite automata, for any prime p, p states are necessary and sufficient for
accepting L(p) on two-way deterministic finite automata (2DFA) and two-way nondeterministic finite
automata (2NFA) [29]. For the case that p is not prime, the number of states necessary and sufficient
for accepting L(p) on 2DFA and 2NFA is pα11 + p
α2
2 + · · ·+ pαss [29], where pα11 pα22 · · · pαss is the prime
factorization of p. Yakaryilmaz and Cem Say [44] showed that there exists a 7-state one-way finite
automaton with restart (1QFA	) which accepts L(p) with one-sided error ε and expected running
time O(1ε sin
−2(pip )|w|), where |w| is the length of input w. For any n-state 1QFA	 M1 with expected
running time t(|w|), Yakaryilmaz and Cem Say [44] also proved that there exists a 2QCFA M2 with
n quantum basis states, O(n) classical states, and with expected runtime O(t(|w|)), such that M2
accepts every input string w with the same probability asM1 does. Therefore, L(p) can be recognized
with one-sided error ε by a 2QCFA with 7 quantum basis states and a constant number of classical
states.
In this paper we prove that the language L(p) can be recognized with one-sided error ε in a linear
expected running time O(1εp
2|w|) by a 2QCFA A(p, ε) with 2 quantum basis states and a constant
number of classical states. We also show that the number of states needed for accepting L(p) on a
polynomial time 2PFA is at least 3
√
(log p)/b, where b is a constant.
The problem of checking whether the length of input string is equal to a given constant m ∈ Z+,
1Ambainis and Yakaryilmaz showed in [6] that there is a very special case in which the superiority of quantum
computation to classical one cannot be bounded.
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is extensively studied in literatures as well. For any m ∈ Z+ and any finite alphabet Σ, it is obvious
that the number of states of a 1DFA for accepting the language C(m) = {w |w ∈ Σm} is at least m.
Freivalds [15] showed that there is an ε error probability 1PFA accepting C(m) with O(log2m) states.
Ambainis and Freivalds [4] proved that C(m) can be recognized by an MO-1QFA with O(logm)
quantum basis states. Yakaryilmaz and Cem Say [44] showed that there exists a 7-state 1QFA	
M which accepts C(m) with one-sided error ε and expected running time O(1ε2m|w|) which is an
exponential of m. The 1QFA	 M can only work efficiently on a very small m.
In this paper we prove that the language C(m) can be recognized with one-sided error ε in expected
running time O(1εm
2|w|4) by a 2QCFA A(m, ε) with 2 quantum basis states and a constant number
of classical states. The expected running time is a polynomial of m and |w|. We show also that the
number of states needed for accepting C(m) on a polynomial 2PFA is at least 3
√
(logm)/b, where b is
a constant.
Since 1QCFA and 2QCFA have both quantum and classical states, it is interesting to ask when
there is some trade-off between these two kinds of states. We prove such a trade-off property for
the case a 1QCFA accepts the language L(p). Namely, it holds that for any integer p with prime
factorization p = pα11 p
α2
2 · · · pαss (s > 1), for any partition I1, I2 of {1, . . . , s}, and for q1 =
∏
i∈I1 p
αi
i
and q2 =
∏
i∈I2 p
αi
i , the language L(p) can be recognized with a one-sided error ε by a 1QCFA
A(q1, q2, ε) with O(log q1) = O(
∑
i∈I1 αi log pi) quantum basis states and O(q2) = O(
∏
i∈I2 p
αi
i )
classical states.
The paper is structured as follows. In Section 2 some basic concepts and notations are introduced
and automata models involved are described in some details. State complexities for the string equality
problems will be discussed in Section 3. State succinctness for two families of regular languages is
explored in Section 4. A trade-off property for 1QCFA is demonstrated in Section 5. Finally, Section
6 contains a conclusion and suggestions for further research.
2 Preliminaries
We introduce in this section some basic concepts and also notations concerning quantum informa-
tion processing and afterwards also the models of 1QCFA and 2QCFA. Concerning more on quantum
information processing we refer the reader to [19, 38], and concerning more on classical and quantum
automata [19, 20, 22, 35, 39].
2.1 Preliminaries of quantum information processing
According to quantum mechanical principles, to each closed quantum system S, a Hilbert space
HS is associated and states of S correspond to vectors of the norm one of HS . In case HS is an n-
dimensional vector space then it has a basis (actually infinite many of them) consisting of n mutually
orthogonal vectors. We will mostly denote such a basis and its vectors by
{|i〉}ni=1.
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In such a case any vector of HS can be uniquely expressed as a superposition
|ψ〉 =
n∑
i=1
αi|i〉, (1)
where αi’s are complex numbers, called probability amplitudes, that satisfy the following, so-called
normalization, condition
∑n
i=1 |αi|2 = 1. If the state |ψ〉 is measured with respect to the above basis,
then the state collapses to one of the states |i〉 and to a particular state |i0〉 with the probability |αi0 |2.
i0 is then the outcome (discrete) received into the classical world.
Each evolution step of a finite n dimensional quantum system is specified by a unitary n×n matrix
U and changes any current state |φ〉 into the state U |φ〉.
To extract some information from a quantum state |ψ〉 a measurement has to be performed. We will
consider here mostly measurements defined by a set {Pm} of so-called projective operators/matrices,
where indices m refer to the potential classical outcomes of measurements, with the property:
PiPj =
{
Pi i = j,
0 i 6= j, (2)
that, in addition, satisfies the following completeness condition
n∑
i=1
Pi = I. (3)
In case a state |ψ〉 is measured with respect to the set of projective operators {Pm}, then the classical
outcome m is obtained with the probability
p(m) = ‖Pm|ψ〉‖2, (4)
and then the state |ψ〉 “collapses” into the state
Pm|ψ〉√
p(m)
. (5)
A projective measurement {Pm} is usually specified by an observable M , a Hermitian matrix that
has a so called spectral decomposition
M =
∑
m
mPm, (6)
where m are mutually different eigenvalues of M and each Pm is a projector into the space of eigen-
vectors associated to the eigenvalue m.
2.2 Preliminaries on semi-quantum finite automata
2QCFA were introduced by Ambainis and Watrous [3] and explored also by Yakaryilmaz, Qiu,
Zheng and others [36, 44, 45, 46, 47, 48]. Informally, a 2QCFA can be seen as a 2DFA with an access
to a quantum memory for states of a fixed Hilbert space upon which at each step either a unitary
operation is performed or a projective measurement and the outcomes of which then probabilistically
determine the next move of the underlying 2DFA.
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Definition 1. A 2QCFA A is specified by a 9-tuple
A = (Q,S,Σ,Θ, δ, |q0〉, s0, Sacc, Srej) (7)
where:
1. Q is a finite set of orthonormal quantum basis states.
2. S is a finite set of classical states.
3. Σ is a finite alphabet of input symbols and let Σ′ = Σ ∪ {|c, $}, where |c will be used as the left
end-marker and $ as the right end-marker.
4. |q0〉 ∈ Q is the initial quantum state.
5. s0 is the initial classical state.
6. Sacc ⊂ S and Srej ⊂ S, where Sacc ∩ Srej = ∅ are sets of the classical accepting and rejecting
states, respectively.
7. Θ is a quantum transition function
Θ : S \ (Sacc ∪ Srej)× Σ′ → U(H(Q)) ∪O(H(Q)), (8)
where U(H(Q)) and O(H(Q)) are sets of unitary operations and projective measurements on the
Hilbert space generated by quantum states from Q.
8. δ is a classical transition function. If the automaton A is in the classical state s, its tape head
is scanning a symbol σ and its quantum memory is in the quantum state |ψ〉, then A performs
quantum and classical transitions as follows.
(a) If Θ(s, σ) ∈ U(H(Q)), then the unitary operation Θ(s, σ) is applied on the current state
|ψ〉 of quantum memory to produce a new quantum state. The automaton performs, in
addition, the following classical transition function
δ : S \ (Sacc ∪ Srej)× Σ′ → S × {−1, 0, 1}. (9)
If δ(s, σ) = (s′, d), then the new classical state of the automaton is s′ and its head moves
in the direction d.
(b) If Θ(s, σ) ∈ O(H(Q)), then the measurement operation Θ(s, σ) is applied on the current
state |ψ〉. Suppose the measurement Θ(s, σ) is specified by operators {P1, . . . , Pn} and
its corresponding classical outcome is from the set NΘ(s,σ) = {1, 2, · · · , n}. The classical
transition function δ can be then specified as follow
δ : S \ (Sacc ∪ Srej)× Σ′ ×NΘ(s,σ) → S × {−1, 0, 1}. (10)
In such a case, if i is the classical outcome of the measurement, then the current quantum
state |ψ〉 is changed to the state Pi|ψ〉/‖Pi|ψ〉‖. Moreover, if δ(s, σ)(i) = (s′, d), then the
new classical state of the automaton is s′ and its head moves in the direction d.
The automaton halts and accepts (rejects) the input when it enters a classical accepting (reject-
ing) state (from Sacc(Srej)).
6
The computation of a 2QCFA A = (Q,S,Σ,Θ, δ, |q0〉, s0, Sacc, Srej) on an input w ∈ Σ∗ starts
with the string |cx$ on the input tape. At the start, the tape head of the automation is positioned on
the left end-marker and the automaton begins the computation in the classical initial state and in the
initial quantum state. After that, in each step, if its classical state is s, its tape head reads a symbol
σ and its quantum state is |ψ〉, then the automaton changes its states and makes its head movement
following the steps described in the definition.
The computation will end whenever the resulting classical state is in Sacc ∪ Srej . Therefore,
similarly to the definition of accepting and rejecting probabilities for 2QFA [26], the accepting and
rejecting probabilities Pr[A accepts w] and Pr[A rejects w] for an input w are, respectively, the sums
of all accepting probabilities and all rejecting probabilities before the end of computation on the input
w.
Remark 1. 1QCFA are one-way versions of 2QCFA [45]. In this paper, we only use 1QCFA in which
a unitary transformation is applied in every step after scanning a symbol and an measurement is per-
formed after scanning the right end-marker. Such model is an measure-once 1QCFA and corresponds
to a variant of MO-1QFA.
Three basic modes of language acceptance to be considered here are the following ones: Let L ⊂ Σ∗
and 0 < ε ≤ 12 . A finite automaton A recognizes L with a one-sided error ε if, for w ∈ Σ∗,
1. ∀w ∈ L, Pr[A accepts w] = 1, and
2. ∀w /∈ L, Pr[A rejects w] ≥ 1− ε.
Let 0 < ε < 12 . A finite automaton A recognizes L with an error probability ε if, for w ∈ Σ∗,
1. ∀w ∈ L, Pr[A accepts w] ≥ 1− ε, and
2. ∀w /∈ L, Pr[A rejects w] ≥ 1− ε.
Let 0 < λ < 1. A language L is said to be accepted by a finite automation A with an isolated cut
point λ if there exists δ > 0, for w ∈ Σ∗, such that
1. ∀w ∈ L, Pr[A accepts w] ≥ λ+ δ, and
2. ∀w /∈ L, Pr[A accepts w] ≤ λ− δ.
Obviously, for 0 < ε < 12 , one-sided error acceptance is stricter than an error probability acceptance
and the error probability acceptance is stricter than an isolated cut point acceptance.
Language acceptance is a special case of so called promise problem solving. A promise problem is
a pair A = (Ayes, Ano), where Ayes, Ano ⊂ Σ∗ are disjoint sets. Languages may be viewed as promise
problems that obey the additional constraint Ayes ∪ Ano = Σ∗.
A promise problem A = (Ayes, Ano) is solved by an exact 1QCFA A if
1. ∀w ∈ Ayes, Pr[A accepts w] = 1, and
2. ∀w ∈ Ano, Pr[A rejects w] = 1.
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3 State complexities for strings equality problems
Strings equality problem is a basic problem in communication complexity [25] defined as follows.
Let Alice and Bob be the two communicating parties. Alice is given as an input x ∈ {0, 1}n and Bob
is given as an input y ∈ {0, 1}n. They wish to compute the value of the function EQ(x, y) defined to
be 1 if x = y and 0 otherwise.
We use a promise problem to model the promise version of strings equality problem studied in
[11, 12]. For the alphabet Σ = {0, 1,#} and n ∈ Z+, let us consider the promise problem AEQ(n) =
(Ayes(n), Ano(n)), where Ayes(n) = {x#y |x = y, x, y ∈ {0, 1}n} and Ano(n) = {x#y |x 6= y, x, y ∈
{0, 1}n, H(x, y) = n2 }.
Theorem 1. The promise problem AEQ(n) can be solved by an exact 1QCFA A(n) with n quantum
basis states and O(n) classical states, whereas the sizes of the corresponding 1DFA are 2Ω(n).
1. Read the left end-marker |c, perform Us on the initial quantum state |1〉, change its
classical state to δ(s0, |c) = s1, and move the tape head one cell to the right.
2. Until the currently scanned symbol σ is not #, do the following:
2.1 Apply Θ(si, σ) = Ui,σ to the current quantum state.
2.2 Change the classical state si to si+1 and move the tape head one cell to the right.
3. Change the classical state sn+1 to s1 and move the tape head one cell to the right.
4. While the currently scanned symbol σ is not the right end-marker $, do the following:
2.1 Apply Θ(si, σ) = Ui,σ to the current quantum state.
2.2 Change the classical state si to si+1 and move the tape head one cell to the right.
5. When the right end-marker is reached, perform Uf on the current quantum state, measure
the current quantum state with M = {Pi = |i〉〈i|}ni=1. If the outcome is |1〉, accept the
input; otherwise reject the input.
Figure 1: Description of the behavior of A(n) when solving the promise problem AEQ(n).
Proof. Let x = x1 · · ·xn and y = y1 · · · yn with x, y ∈ {0, 1}n. Let us consider a 1QCFA A(n) with n
quantum basis states {|i〉 : i = 1, 2, . . . , n}. A(n) will start in the quantum state |1〉 = (1, 0, . . . , 0)T .
We use classical states si ∈ S (1 ≤ i ≤ n + 1) to point out the positions of the tape head that
will provide some information for quantum transformations. If the classical state of A(n) will be si
(1 ≤ i ≤ n) that will mean that the next scanned symbol of the tape head is the i-th symbol of x(y)
and sn+1 means that the next scanned symbol of the tape head is #($). The automaton proceeds as
shown in Figure 1, where
Us|1〉 = 1√n
∑n
i=1 |i〉;
Ui,σ|i〉 = (−1)σ|i〉 and Ui,σ|j〉 = |j〉 for j 6= i;
Uf (
∑n
i=1 αi|i〉) = ( 1√n
∑n
i=1 αi)|1〉+ · · · .
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Transformations Us and Uf are unitary. The first column of Us is
1√
n
(1, . . . , 1)T and the first row
of Uf is
1√
n
(1, . . . , 1).
The quantum state after scanning the left end-marker is |ψ1〉 = Us|1〉 =
∑n
i=1
1√
n
|i〉, the quan-
tum state after Step 2 is |ψ2〉 =
∑n
i=1
1√
n
(−1)xi |i〉, and the quantum state after Step 4 is |ψ3〉 =∑n
i=1
1√
n
(−1)xi+yi |i〉. The quantum state after scanning the right end-marker is therefore
|ψ4〉 = Uf
(
n∑
i=1
1√
n
(−1)xi+yi |i〉
)
= Uf
1√
n


(−1)x1+y1
(−1)x2+y2
...
(−1)xn+yn

 (11)
=


1
n
∑n
i=1(−1)xi+yi
...
...

 . (12)
If the input string w ∈ Ayes(n), then xi = yi for 1 ≤ i ≤ n and | 1n
∑n
i=1(−1)xi+yi |2 = 1. The
amplitude of |1〉 is 1, and that means |ψ4〉 = |1〉. Therefore the input will be accepted with probability
1 at the measurement in Step 5.
If the input string w ∈ Ano(n), then H(x, y) = n2 . Therefore the probability of getting outcome
|1〉 in the measurement in Step 5 is | 1n
∑n
i=1(−1)xi+yi |2 = 0.
The deterministic communication complexity for the promise version of strings equality problem
is at least 0.007n [11, 12]. Therefore, the sizes of the corresponding 1DFA are 2Ω(n) [25].
4 State succinctness for 2QCFA
State succinctness for 2QCFA was explored by Yakaryilmaz, Zheng and others [44, 46]. In [46],
Zheng et al. showed the state succinctness for polynomial time 2QCFA for families of promise prob-
lems and for exponential time 2QCFA for a family of languages. In this section, we show the state
succinctness for linear time 2QCFA and polynomial time 2QCFA for two families of languages.
4.1 State succinctness for the language L(p)
Theorem 2. For any p ∈ Z+ and 0 < ε ≤ 12 , the language L(p) can be recognized with one-sided error
ε by a 2QCFA A(p, ε) with 2 quantum basis states and a constant number of classical states (neither
depending on p nor on ε) in a linear expected running time O(1εp
2n), where n is the length of input.
Proof. The main idea of the proof is as follows: We consider a 2QCFA A(p, ε) with 2 orthogonal
quantum basis states |q0〉 and |q1〉. A(p, ε) starts computation in the initial quantum state |q0〉 and
with the tape head on the left end-marker. Every time when A(p, ε) reads a symbol ‘a’, the current
quantum state is rotated by the angle pip . When the right end-marker $ is reached, A(p, ε) measures
the current quantum state. If the resulting quantum state is |q1〉, the input string is rejected, otherwise
the automaton proceeds as shown in Figure 2, where
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Repeat the following ad infinity:
1. Move the tape head to the right of the left end-marker.
2. Until the scanned symbol is the right end-marker, apply Up to the current quantum state
and move the head one cell to the right.
3 Measure the current quantum state in the basis {|q0〉, |q1〉}.
3.1 If quantum outcome is |q1〉, reject the input.
3.2 Otherwise apply Up,ε to the current quantum state |q0〉.
4 Measure the quantum state in the basis {|q0〉, |q1〉}. If the result is |q0〉, accept the input;
otherwise apply a unitary operation to change the quantum state from |q1〉 to |q0〉 and
start a new iteration.
Figure 2: Description of the behavior of A(p, ε) when recognizing the language L(p).
Up =
(
cos pip − sin pip
sin pip cos
pi
p
)
and Up,ε =


1√
p2/4ε
−
√
p2/4ε−1√
p2/4ε√
p2/4ε−1√
p2/4ε
1√
p2/4ε

 . (13)
Lemma 3. If the input w ∈ L(p), then the quantum state of A(p, ε) after Step 2 is one of the quantum
states ±|q0〉.
Proof. If w ∈ L(p), then |w| = n = kp, where k ∈ Z+. Starting with the state |q0〉, A(p, ε) changes
its quantum state to |q〉 = (Up)n|q0〉 after Step 2, where
|q〉 = (Up)n|q0〉 =
(
cos pip − sin pip
sin pip cos
pi
p
)n
|q0〉 =
(
cos npip − sin npip
sin npip cos
npi
p
)
|q0〉 (14)
=
(
cos kpi − sinkpi
sinkpi cos kpi
)
|q0〉 = ±|q0〉. (15)
Lemma 4. If the input w 6∈ L(p), then A(p, ε) rejects w after Step 3 with a probability at least 4/p2.
Proof. Suppose n = |w| = kp + i, where k ∈ Z+ and i ∈ {1, 2, · · · , p − 1}. The quantum state of
A(p, ε) after Step 2 will be
|q〉 = (Up)n|q0〉 =
(
cos pip − sin pip
sin pip cos
pi
p
)n
|q0〉 =
(
cos npip − sin npip
sin npip cos
npi
p
)
|q0〉 (16)
=
(
cos ipip − sin ipip
sin ipip cos
ipi
p
)
|q0〉 = cos ipi
p
|q0〉+ sin ipi
p
|q1〉. (17)
The probability of observing |q1〉 is sin2 ipip in Step 3.
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Let f(x) = sin(xpi) − 2x. We have f ′′(x) = −pi2 sin(xpi) ≤ 0 when x ∈ [0, 1/2]. Therefore, f(x)
is concave in the interval [0, 1/2], and f(0) = f(1/2) = 0. So, for any x ∈ [0, 1/2], f(x) ≥ 0, that is
sin(xpi) ≥ 2x. Therefore,
sin2
ipi
p
≥ sin2 pi
p
≥
(
2
p
)2
=
4
p2
. (18)
Lemma 5. If the input w ∈ L(p), then A(p, ε) accepts w after Step 4 with the probability 4εp2 . If the
input w 6∈ L(p), then A(p, ε) accepts w after Step 4 with a probability less than 4εp2 .
Proof. If w ∈ L(p), then the quantum state of A(p, ε) after Step 2 will be |q0〉, according to Lemma
3. After Step 3 the quantum state will be
|q〉 = Up,ε|q0〉 =


1√
p2/4ε
−
√
p2/4ε−1√
p2/4ε√
p2/4ε−1√
p2/4ε
1√
p2/4ε

 |q0〉 = 1√
p2/4ε
|q0〉+
√
p2/4ε− 1√
p2/4ε
|q1〉. (19)
Therefore, after the measurement in Step 4, the input is accepted with the probability 4εp2 .
If w 6∈ L(p), then the probability that the quantum state of A(p, ε) after Step 2 is |q0〉 is less than
1. Therefore, A(p, ε) accepts w after Step 4 with a probability less than 4εp2 .
In Step 4, if A(p, ε) accepts the input string, then A(p, ε) halts. Otherwise, the resulting quantum
state of the measurement is |q1〉 and an application of the operation |q0〉〈q1| results in state |q0〉 in
which then A(p, ε) starts a new iteration.
If w ∈ L(p), then according to Lemma 5, the probability of accepting the input in one iteration is
Pa =
4ε
p2
(20)
and the probability of rejecting the input in one iteration is
Pr = 0. (21)
If the whole process is repeated for ad infinitum, then the accepting probability is
Pr[A(p, ε) accepts w] =
∑
i≥0
(1− Pa)i(1− Pr)iPa =
∑
i≥0
(1− Pa)iPa = Pa
Pa
= 1. (22)
If w 6∈ L(p), then according to Lemmas 4 and 5, the probability of accepting the input in one
iteration is
Pa <
4ε
p2
(23)
and the probability of rejecting the input in one iteration is
Pr >
4
p2
. (24)
If the whole process is repeated indefinitely, then the probability that A(p, ε) rejects the input w is
Pr[A(p, ε) rejects w] =
∑
i≥0
(1− Pa)i(1 − Pr)iPr = Pr
Pa + Pr − PaPr >
Pr
Pa + Pr
(25)
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>4
p2
4ε
p2 +
4
p2
=
1
ε+ 1
> 1− ε. (26)
Time analysis: Steps 1 to 4 take time O(n). The halting probability is in both cases Ω
(
ε
p2
)
, so
the expected number of repetitions of the above process is, in both cases, O(p
2
ε ). Hence the expected
running time of A(p, ε) is O(1εp2n).
The most important work in designing an automaton is to design its transition function. Similar
unitary matrixes of Up (the quantum transition function after scanning a symbol of input) and proof
methods in the previous Theorem can be found in [4, 5, 30, 8, 44]. The state complexity for L(P ) is
relative to the error probability ε in [4, 5, 30, 8]. But in this paper the state complexity for L(P ) is
not relative to the error probability ε, since we use a special matrix Up,ε, which is never used in other
papers.
Theorem 6. For any integer p, any polynomial expected running time 2PFA recognizing L(p) with
error probability ε < 12 has at least
3
√
(log p)/b states, where b is a constant.
In order to prove this theorem, we need
Lemma 7 ([14]). For every ε < 1/2, a > 0 and d > 0, there exists a constant b > 0 such that, for
any integer c, if a language L is recognized with an error probability ε by a c-state 2PFA within time
and, where n = |w| is the length of input, then L is recognized by some DFA with at most cbc2 states.
Proof. Assume that a c-state 2PFA A(p) recognizes L(p) with an error probability ε < 1/2 and
also within a polynomial expected running time. According to Lemma 7, there exits a 1DFA that
recognizes L(p) with cbc
2
states, where b > 0 is a constant. As we know, any DFA recognizing L(p)
has at least p states. Therefore,
cbc
2 ≥ p⇒ bc2 log c ≥ log p⇒ c3 > (log p)/b⇒ c > 3
√
(log p)/b. (27)
4.2 State succinctness for the language C(m)
Theorem 8. For any m ∈ Z+ and 0 < ε ≤ 12 , the language C(m) can be recognized with one-sided
error ε by a 2QCFA A(m, ε) with 2 quantum basis states and a constant number of classical states
(neither depending on m nor on ε) in a polynomial expected running time O(1εm
2n4), where n is the
length of input.
Proof. The main idea of the proof is as follows: we consider a 2QCFA A(m, ε) with 2 orthogonal
quantum basis states |q0〉 and |q1〉. A(m, ε) starts computation with the initial quantum state |q0〉.
When A(m, ε) reads the left end-marker |c, the current quantum state will be rotated by the angle
−√2mpi and every time when A(m, ε) reads a new symbol σ ∈ Σ, the state is rotated by the angle
α =
√
2pi (notice that
√
2mpi = mα). When the right end-marker $ is reached, A(m, ε) measures the
12
Repeat the following ad infinity:
1. Move the tape head to the left end-marker, read the end-marker |c, apply U|c on |q0〉, and
move the tape head one cell to the right.
2. Until the scanned symbol is the right end-marker, apply Uα to the current quantum state
and move the tape head one cell to the right.
3.0 When the right end-marker is reached, measure the quantum state in the basis {|q0〉, |q1〉}.
3.1 If quantum outcome is |q1〉, reject the input.
3.2 Otherwise repeat the following subroutine two times:
3.2.1 Move the tape head to the first symbol right to the left end-marker.
3.2.2 Until the currently read symbol is one of the end-markers simulate a coin-flip
and move the head right (left) if the outcome of the coin-flip is “head” (“tail”).
4. If the above process ends both times at the right end-marker, apply Um,ε to the current
quantum state and measure the quantum state in the basis {|q0〉, |q1〉}. If the result is
|q0〉, accept the input; otherwise apply a unitary operation to change the quantum state
from |q1〉 to |q0〉 and start a new iteration.
Figure 3: Description of the behavior of A(m, ε) when recognizing the language Lm.
current quantum state with projectors {|q0〉〈q0|, |q1〉〈q1|}. If the resulting quantum state is |q1〉, the
input string w is rejected, otherwise, the automaton proceeds as shown in Figure 3, where
U|c =
(
cosm
√
2pi sinm
√
2pi
− sinm√2pi cosm√2pi
)
, Uα =
(
cos
√
2pi − sin√2pi
sin
√
2pi cos
√
2pi
)
, (28)
Um,ε =


1√
2m2/ε
−
√
2m2/ε−1√
2m2/ε√
2m2/ε−1√
2m2/ε
1√
2m2/ε

 . (29)
Lemma 9. If the input w ∈ C(m), then the quantum state of the above automaton A(m, ε), after
Step 2, is |q0〉.
Proof. For w ∈ C(m), we have |w| = m. Starting with the state |q0〉, A(m, ε) changes its quantum
state after processing the whole input after Step 2 to
|q〉 = (Uα)mU|c|q0〉 =
(
cos
√
2pi − sin√2pi
sin
√
2pi cos
√
2pi
)m(
cosm
√
2pi sinm
√
2pi
− sinm√2pi cosm√2pi
)
|q0〉 (30)
=
(
cosm
√
2pi − sinm√2pi
sinm
√
2pi cosm
√
2pi
)(
cosm
√
2pi sinm
√
2pi
− sinm√2pi cosm√2pi
)
|q0〉 (31)
=
(
1 0
0 1
)
|q0〉 = |q0〉. (32)
13
Lemma 10. [46] If the input w 6∈ C(m), then A(p, ε) rejects w after Step 3.1 with a probability at
least 1/(2(m− n)2 + 1).
Lemma 11. [46] A coin flipping can be simulated by a 2QCFA using two basis states |q0〉 and |q1〉.
Lemma 12. Suppose that the length of input |w| = n. If w ∈ C(m), then A(m, ε) accepts w after
Step 4 with the probability ε2m2(n+1)2 . If w 6∈ C(m), then A(m, ε) accepts w, after Step 4, with a
probability less than ε2m2(n+1)2 .
Proof. If w ∈ C(m), then the quantum state of A(m, ε) after Step 2 will be |q0〉, according to Lemma
9. In Step 3.2 two random walks start at cell 1 and stop at cell 0 (with the left end-marker |c) or at
the cell n + 1 (with the right end-marker $). It is known, from the Markov chains theory, that the
probability of reaching cell n+1 is 1n+1 (see Chapter 14.2 in [18]). Therefore, the probability that the
quantum state of A(m, ε) is |q0〉 after Step 3.2 will be 1(n+1)2 .
The quantum state of A(m, ε) after Step 4 will therefore be
|q〉 = Um,ε|q0〉 =


1√
2m2/ε
−
√
2m2/ε−1√
2m2/ε√
2m2/ε−1√
2m2/ε
1√
2m2/ε

 |q0〉 (33)
=
1√
2m2/ε
|q0〉+
√
2m2/ε− 1√
2m2/ε
|q1〉. (34)
The input is therefore accepted after the measurement in Step 4 with the probability ε2m2(n+1)2 .
If w 6∈ C(m), then the probability that after Step 2 the quantum state of A(m, ε) is |q0〉 is less
than 1. Therefore, A(m, ε) accepts w, after Step 4, with a probability less than ε2m2(n+1)2 .
In Step 4, if A(m, ε) accepts the input string, then A(m, ε) halts. Otherwise, the resulting quantum
state after the measurement is |q1〉 and an application of the operator |q0〉〈q1| results in state |q0〉 in
which then A(m, ε) starts a new iteration.
Suppose that the length of input w is n. If w ∈ C(m), then according to Lemma 12, the probability
of accepting the input in one iteration is
Pa =
ε
2m2(n+ 1)2
=
ε
2m2(m+ 1)2
(35)
and the probability of rejecting the input in one iteration is
Pr = 0. (36)
If the whole process is repeated for infinity, the accepting probability is
Pr[A(m, ε) accepts w] =
∑
i≥0
(1− Pa)i(1− Pr)iPa =
∑
i≥0
(1− Pa)iPa = Pa
Pa
= 1. (37)
If w 6∈ C(m), then according to Lemmas 10 and 12, the probability of accepting the input in one
iteration is
Pa <
ε
2m2(n+ 1)2
(38)
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and the probability of rejecting the input in one iteration is
Pr >
1
2(m− n)2 + 1 . (39)
If the whole process is repeated indefinitely, then the probability that A(p, ε) rejects the input w is
Pr[A(p, ε) rejects w] =
∑
i≥0
(1− Pa)i(1 − Pr)iPr = Pr
Pa + Pr − PaPr >
Pr
Pa + Pr
(40)
>
1
2(m−n)2+1
ε
2m2(n+1)2 +
1
2(m−n)2+1
=
1
(2(m−n)2+1)ε
2m2(n+1)2 + 1
>
1
ε+ 1
> 1− ε. (41)
In the above inequality we have used the fact that 0 < 2(m−n)
2+1
2m2(n+1)2 < 1 for any m > 0 and n > 0.
Time analysis: The expected running time of Steps 1 to 4 is O(n2) time. The halting probability
is in both cases Ω
(
ε
m2n2
)
, and therefore the expected number of repetitions of the above process is,
in both cases, O(m
2n2
ε ). Hence the expected running time of A(m, ε) is O(1εm2n4).
The matrices (quantum transition function) used in the previous Theorem are modifications of the
ones used in [3]. Similar proof methods can be found in [3, 46, 47].
Remark 2. Using the above theorem and the intersection property of languages recognized by 2QCFA
[36], it is easy to improve the result from [46] related to the promise problem2 Aeq(m) to a language
Leq(m) = {ambm} = Leq ∩ C(2m), where the language Leq = {anbn |n ∈ N}. Therefore, the open
problem from [46] is solved.
It is obvious that the number of states of a 1DFA to accept the language C(m) is at leastm. Using
a similar proof as of Theorem 6, we get:
Theorem 13. For any integer m, any polynomial expected running time 2PFA recognizing C(m) with
error probability ε < 12 has at least
3
√
(logm)/b states, where b is a constant.
The sizes of 1PFA and 1QFA recognizing languages L(p) or C(m) with an error ε depend on the
error ε in most of the papers. For example, in [5], the size of MO-1QFA accepting L(p) with one-sided
error ε is 4 log 2pε . If ε <
4
p , the state complexity advantage of MO-1QFA disappears. However, in
our model, the sizes of 2QCFA do not depend on the error ε, which means that 2QCFA have state
advantage for any ε > 0.
5 A trade-off property of 1QCFA
Quantum resources are expensive and hard to deal with. One can expect to have only very limited
number of qubits in current quantum system. In some cases, one cannot expect to have enough qubits
to solve a given problem (or to recognize a given language). It is therefore interesting to find out
whether there are some trade-off between needed quantum and classical resources. We prove in the
following that it is so in some cases. Namely, we prove that there exist trade-offs in case 1QCFA are
used to accept the language L(p).
2See page 102 in [46].
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Theorem 14. For any integer p ∈ Z+ with prime factorization p = pα11 pα22 · · · pαss (s > 1), for any
partition I1, I2 of {1, . . . , s}, and for q1 =
∏
i∈I1 p
αi
i and q2 =
∏
i∈I2 p
αi
i , the language L(p) can be
recognized with one-sided error ε by a 1QCFA A(q1, q2, ε) with O(log q1) = O(
∑
i∈I1 αi log pi) quantum
basis states and O(q2) = O(
∏
i∈I2 p
αi
i ) classical states.
Proof. Obviously, gcd (q1, q2) = 1 and therefore L(p) = L(q1) ∩ L(q2). According to [5], the language
L(q1) can be recognized with one-sided error ε by an MO-1QFA with 4
log 2q1
ε quantum basis states.
It is well known that the language L(q2) can be recognized by a q2-state 1DFA. A q1-state MO-1QFA
can be simulated by a 1QCFA with q1 quantum basis states and 3 classical states [45]. A q2-state
1DFA can be simulated by 1QCFA with 1 quantum state and q2+1 classical states [45]. Now we have
to use the following lemma
Lemma 15. [45] Let a language L1 be recognized with one-sided error ε1 by a 1QCFA A1 with q1
quantum basis states and c1 classical states. Let a language L2 be recognized with one-sided error ε2
by a 1QCFA A2 with q2 quantum basis states and c2 classical states. Then the language L1 ∩ L2 can
be recognized with one-sided error ε1 + ε2 − ε1ε2 by a 1QCFA A with q1q2 quantum basis states and
c1c2 classical states.
According to Lemma 15, the language L(p) = L(q1)∩L(q2) can be recognized with one-sided error
ε by a 1QCFA A(q1, q2, ε) with O(log q1) = O(
∑
i∈I1 αi log pi) quantum basis states and O(q2) =
O(
∏
i∈I2 p
αi
i ) classical states.
6 Concluding remarks
We have explored the state complexity of 1QCFA a family of promise problems. For any n ∈ Z+,
we have proved that the promise problem AEQ(n), modeling the strings equality problem of length
n with restriction, can be solved by an exact 1QCFA A(n) with 2n quantum basis states and O(n)
classical states, whereas the sizes of the corresponding 1DFA are 2Ω(n). Afterwards, we have shown
state succinctness results of 2QCFA for two basic and extensively studied families of regular languages.
Namely, L(p) and C(m). We have proved that 2QCFA can be remarkably more concise than their
corresponding classical counterparts and we have also solved one open problem from [46]. At last, we
have proved that there exist various trade-offs for 1QCFA, which respect to the numbers of quantum
and classical states needed for the family of languages L(p).
Some possible problems for future work are:
1. It has been proved [24] that exact 1QCFA have not state complexity advantage over 1DFA in
recognizing a language. How about exact 2QCFA vs. 2DFA?
2. It would be interesting to find out more trade-off properties of 1QCFA or 2QCFA.
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