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Abstract
Denote by C the collection of all closed densely defined linear maps commuting with the adjoint
of the compression of the standard unilateral shift on the Hardy space to a shift coinvariant subspace.
Necessary and sufficient conditions for a linear map in the class C to be dissipative are given.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The collection C of closed densely defined linear maps commuting with the adjoint of
the compression of the standard unilateral shift on the Hardy space to a shift coinvariant
subspace has appeared naturally in recent studies of the algebra of multipliers of the so-
called de Branges–Rovnyak spaces. The linear maps comprising C were characterized and
studied by Suarez in [11]. The bounded operators in C which are dissipative were charac-
terized in [10] where their invariant subspaces were also studied (recall that a closed linear
map T having domain D(T ) dense in a Hilbert space is dissipative on D(T) if 〈T x,x〉 has
nonnegative imaginary part for all x in D(T )). In this paper, we give necessary and suffi-
cient conditions for a linear map in C to be dissipative using Suarez’s results and Phillips’
characterization of dissipative operators as the infinitesimal generators of C0-semigroups
of contraction operators [4, Theorem 1.1.3, p. 203].
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For p ∈ [1,∞], we denote by Hp the standard Hardy space on the unit circle Γ ≡ {z ∈
C: |z| = 1} and by N+ the standard Nevanlinna class on Γ (see [5] for an introduction to
the Hardy spacesHp and the Nevanlinna class N+). For each functionC in the Nevanlinna
class N+, the analytic Toeplitz operator TC :D(TC)→H 2 having domain D(TC)≡ {f ∈
H 2: Cf ∈H 2} dense in H 2 is given by TC :f → Cf. The adjoint T ∗C of TC is given on its
domain of all functions f in H 2 for which C¯f in the Lebesgue space L2 of the unit circle
by T ∗C :f → PH 2(C¯f ), where here PH 2 denotes orthogonal projection of L2 onto H 2.
For C ∈ H∞, we define the operator TC¯ on all of H 2 by TC¯f ≡ T ∗Cf = PH 2(C¯f ). If
C0(z)≡ z, then S ≡ TC0 :f (z)→ zf (z) is the standard unilateral shift defined on all ofH 2.
Beurling’s theorem asserts that a closed subspace M of H 2 is invariant for S if and
only if M = uH 2 for some inner function u. For each inner function u we denote by
H(u) the shift coinvariant subspace H 2  uH 2 and for each function C in the Nevanlinna
class N+, we define the linear map MC :D(MC)→ H 2 on the domain D(MC) ≡ {f ∈
H(u): there exists f0 ∈ H 2 such that C(f + uf0) ∈ H 2} by MC :f → Pu{C(f + uf0)},
where f0 is any function in H 2 such that C(f +uf0) is in H 2 and Pu :H 2 →H(u) denotes
orthogonal projection.
A closed linear map Q having domainD(Q) dense in H(u) for some inner function u is
said to commute with S∗u on D(Q) (or is an S∗u-commuting operator) if S∗u(D(Q))⊆D(Q)
and S∗uQf =QS∗uf for all f in D(Q). Suarez characterized the S∗u-commuting operators
in Theorem 3.1 of [11, pp. 378–379]. In the following theorem and throughout the rest of
this paper, we denote by GCD(j, k) the greatest common divisor of the inner factors of j
and k for any pair of functions j and k in H 2.
Theorem 1 (Suarez’s theorem). A closed linear map Q having domain D(Q) dense in
H(u) commutes with S∗u on D(Q) if and only if there exist inner functions v and w and
functions a and b in H(zv) such that
(i) u= vw,
(ii) 1= |a(eiθ )|2 + |b(eiθ )|2 for almost all θ,
(iii) GCD(a, b) is constant,
(iv) GCD(wb, va¯) is constant, and
(v) the graph of Q consists of all pairs (f, g) in H(u)×H(u) such that 0= Twaf +Twbg
and 0= Tv¯bf − Tv¯ag.
Moreover, D0 ≡ {(Tb¯h,−Ta¯h): h ∈ H(v)} + {(ak, bk): k ∈ H(w)} is dense in the graph
of Q.
In keeping with Suarez, for any pair of inner function v and w with u = vw and any
pair of functions a and b in H(zv) for which 1= |a(eiθ)|2 +|b(eiθ )|2 for almost all θ with
GCD(a, b) and GCD(wb, va¯) constant, we denote by Q(a,b, v,w) the S∗u -commuting
operator whose graph is the set of all pairs (f, g) in H(u)×H(u) such that 0 = Twaf +
T g and 0= Tv¯bf − Tv¯ag.wb
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dissipative by applying Suarez’s theorem and Phillips’ characterization of dissipative op-
erators as the infinitesimal generators of C0-semigroups of contraction operators (see
Theorem 1.1.3 of Phillips [4, p. 203]). Sections 3 and 4 provide a comparison of the
class {M∗C : C ∈ N+} of densely defined coanalytic Toeplitz operators and the class C
of S∗u-commuting operators while Sections 5–7 investigate C0-semigroups of bounded
S∗u-commuting operators and characterize those S∗u-commuting operators which are dis-
sipative.
In Section 3 we show that for every function C in the Nevanlinna class N+, the lin-
ear map M∗C is closed with S∗u(D(M∗C)) ⊆ D(M∗C) and S∗uM∗Cf =M∗CS∗uf for all f in
D(M∗C). Hence M∗C commutes with S∗u on D(M∗C) if and only if M∗C is densely defined. In
this case, M∗C assumes the form Q(a,b, v,w) by Suarez’s theorem.
In Section 4 we show that there exists a function C in the Nevanlinna class N+ for
which the graph of the linear map M∗C contains the graph of a given S∗u-commuting op-
erator Q(a,b, v,w) if and only if a + bC ∈ vN+ and Ca¯ − b¯ ∈ wN+ (see Corollaries 2,
4, Lemmas 11 and 6) and that this occurs if and only if there exist functions j and k in
the Nevanlinna class N+ satisfying the corona condition 1= (a¯v)j + (bw)k almost every-
where on the unit circle (see Corollary 6 and Lemma 6).
In Section 5 we show that the infinitesimal generator of a C0-semigroup of bounded
operators commuting with S∗u on all of H(u) commutes with S∗u on its domain (see
Lemma 13).
In Section 6 we show that an S∗u-commuting operator Q(a,b, v,w) is dissipative on
its domain if and only if Q(a,b, v,w) =M∗C for some function C analytic and having
nonpositive imaginary part on the open unit disc. This result is obtained by using Phillips’
characterization of dissipative operators as the infinitesimal generators of C0-semigroups
of contraction operators and the semigroup results obtained in Section 5 (see Theorem 2).
In Section 7 we determine the resolvent set and resolvents of Q(a,b, v,w) in an ef-
fort to determine which S∗u -commuting operators are the infinitesimal generators of C0-
semigroups.
3. The operators MC and M∗C
In this section, we show that for each function C in the Nevanlinna class N+, the linear
map MC is densely defined (Lemma 2) and has closed adjoint M∗C (Corollary 1). More-
over, Su(D(MC))⊆D(MC) with SuMCf =MCSuf for all f in D(MC) (Lemma 3) and
S∗u(D(M∗C)) ⊆ D(M∗C) with S∗uM∗Cf =M∗CS∗uf for all f in D(M∗C) (Lemma 4). It fol-
lows that M∗C commutes with S∗u on its domain D(M∗C), and hence assumes the form
Q(a,b, v,w) by Suarez’s theorem, if and only if M∗C is densely defined.
Let C be a function in the Nevanlinna class and let u be inner. An open problem is to
determine when the linear map MC is closed or when M∗C is densely defined. However,
for the purpose of determining which S∗u-commuting operators are dissipative, the most
important case is when C has real part bounded above on the open unit disc (see Theo-
rem 2). In this case, the densely defined linear map MC is the infinitesimal generator of
the C0-semigroup {PuTetC } (see Theorem 2(iv) of [9, p. 291]) and hence is closed on its
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densely defined (see Theorems 13.9 and 13.12 of Rudin [6, p. 334 and p. 335]) and hence
assumes the form Q(a,b, v,w) by Suarez’s theorem.
We begin by showing that MC :f → Pu{C(f + uf0)} is well defined on its domain
D(MC)≡ {f ∈H(u): there exists f0 ∈H 2 such that C(f + uf0) ∈H 2}.
Lemma 1. Let C be any function in the Nevanlinna class N+ and let f be any function in
H(u). If f1 and f2 are functions in H 2 for which C(f + uf1) and C(f + uf2) are in H 2,
then Pu{C(f + uf1)} = Pu{C(f + uf2)}.
Proof. Since u(Cf1 −Cf2)= C(f + uf1)−C(f + uf2) is in H 2 and u is inner, we have
that Cf1 − Cf2 is in H 2. Hence Pu{C(f + uf1)} − Pu{C(f + uf2)} = Pu{Cu(f1 − f2)}
= 0. ✷
Lemma 2. Let C be any function in the Nevanlinna class N+. Then the domain D(MC) of
MC is dense in H(u).
Proof. By Theorem 4.14 of Rosenblum and Rovnyak [5, p. 65], there exist functions a
and b bounded and analytic on the open unit disc with b outer and C = a/b. We show that
B ≡ {Pu(bh): h ∈H 2} is a subset of D(MC) which is dense in H(u). To this end, let h be
any function in H 2. So there exists a function f0 in H 2 such that Pu(bh)= bh+uf0. Since
C(Pu(bh)− uf0)= ah is in H 2, Pu(bh) is in D(MC). That is, B is a subset of D(MC).
Let g be any function in H(u) that is orthogonal to B. So for each function h in H 2,
we have that 0 = 〈g,Pu(bh)〉 = 〈g,bh〉. Hence g is orthogonal to the closure of bH 2.
Since bH 2 is invariant for the shift operator S on H 2, the closure of bH 2 is a closed
invariant subspace for S, and hence assumes the form θH 2 where θ is an inner function
by Beurling’s theorem (see [5, p. 11]). But b is an outer function in bH 2 ⊆ θH 2 and so
θ is identically a constant of modulus one. That is, g is orthogonal to θH 2 =H 2, and so
is identically zero on the open unit disc. Hence B is dense in H(u) and so D(MC)⊇ B is
dense in H(u).
Since MC is densely defined, the adjoint M∗C of MC is a closed operator on its domain
D(M∗C) by Theorem 13.9 of Rudin [6, p. 334]. ✷
Corollary 1. Let C be any function in the Nevanlinna class N+. Then M∗C is a closed
operator on its domain D(M∗C).
Lemma 3. Let C be any function in the Nevanlinna class N+. Then Su(D(MC)) is a subset
of D(MC) and for all f in D(MC), SuMCf =MCSuf.
Proof. Let f be an arbitrary element of D(MC). So there exists a function f0 in H 2
such that C(f + uf0) is in H 2. Hence there exists a function f1 in H 2 such that
MCf = Pu{C(f + uf0)} = C(f + uf0) + uf1. There also exists a function f2 in H 2
such that Suf = Pu(zf )= zf + uf2. Define f3 ≡−f2 + zf0. Since C(f + uf0) is in H 2,
we have that C(zf + uf2 + uf3) = zC(f + uf0) is in H 2. Hence Suf = zf + uf2 is in
D(MC) and MCSuf = Pu{C(zf + uf2 + uf3)}. Since f in D(MC) is arbitrary, we have
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Pu{z(C(f + uf0) + uf1)} = −Pu(zuf1) = 0 and so MCSuf = SuMCf for each f in
D(MC). ✷
Lemma 4. Let C be any function in the Nevanlinna class N+. Then S∗u(D(M∗C)) is a subset
of D(M∗C) and for all f in D(M∗C), S∗uM∗Cf =M∗CS∗uf.
Proof. Let f be any function in the domain D(M∗C) of M∗C. So there exists a function g
in H(u) such that 〈f,MCh〉 = 〈g,h〉 for all h in D(MC). Moreover, M∗Cf = g.
For any h in D(MC), we have that Suh is in D(MC) and MCSuh = SuMCh by
Lemma 3. Hence 〈S∗uf,MCh〉 = 〈f,SuMCh〉 = 〈f,MCSuh〉 = 〈g,Suh〉 = 〈M∗Cf,Suh〉 =〈S∗uM∗Cf,h〉. Since h is an arbitrary function in D(MC), we have that S∗uf is in D(M∗C)
and S∗uM∗Cf =M∗CS∗uf. ✷
4. The operators M∗C and Q(a,b, v,w)
In the previous section we saw that for any function C in the Nevanlinna class N+,
the linear map M∗C is closed on its domain. In view of Lemma 4, it follows that M∗C com-
mutes with S∗u on its domain D(M∗C), and so assumes the form Q(a,b, v,w) by Suarez’s
theorem, if and only if the domain D(M∗C) of M∗C is dense in H(u). As was noted in the
previous section, this occurs, for instance, wheneverC is analytic and has real part bounded
above on the open unit disc.
In this section, we show that there exists a function C in the Nevanlinna class N+
for which the graph of the linear map M∗C contains the graph of a given S∗u -commuting
operator Q(a,b, v,w) if and only if there exist functions j and k in N+ satisfying the
corona condition 1= (a¯v)j + (bw)k almost everywhere on the unit circle (see Corollary 6
and Lemma 6). In this case, C may be taken to be −awk + (b¯v)j. We also show that
there exists a function C in the Nevanlinna class N+ for which the graph of the linear map
M∗C contains the dense subset D0 ≡ {(Tb¯h,−Ta¯h): h ∈H(v)} + {(ak, bk): k ∈H(w)} of
the graph of an S∗u-commuting operator Q(a,b, v,w) if and only if a + bC ∈ vN+ and
Ca¯ − b¯ ∈wN+ (see Corollaries 2, 4, Lemmas 11 and 6). In this case, M∗C commutes with
S∗u on the domain D(M∗C) of M∗C and hence assumes the form Q(a˜, b˜, v˜, w˜).
Throughout this section, we let C denote a function in the Nevanlinna class N+, we
let v and w denote inner functions for which u = vw, and we let a and b denote func-
tions in H(zv) for which 1 = |a(eiθ )|2 + |b(eiθ)|2 for almost all θ with GCD(a, b) and
GCD(wb, va¯) constant. We also define D0 ≡ {(Tb¯h,−Ta¯h): h ∈ H(v)} + {(ak, bk): k ∈
H(w)}.
We begin with the following technical lemma and an observation about a linear map
M∗C extending Q(a,b, v,w).
Lemma 5. For any inner function u, H(u)=H 2 ∩ u(zH 2). For any function k in H(w),
ak and bk are in H(u).
Proof. That H(u)=H 2 ∩ u(zH 2) follows from Nikolskii’s lemma on lat S∗ [2, p. 30].
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for which k =w(zk0). Since a is in H(zv) and 1 = |a(eiθ )|2 + |b(eiθ )|2 for almost all θ,
it follows that va¯ is in H∞. Since u = vw, we have that ak = u(zk0(va)) is in H 2 ∩
u(zH 2)=H(u). Similarly, bk is in H(u). ✷
Lemma 6. If the graph of M∗C contains the dense subset D0 of the graph of Q(a,b, v,w),
then the graph of M∗C contains the graph of Q(a,b, v,w); that is, the domain D(M∗C) of
M∗C contains the domain D(Q(a,b, v,w)) of Q(a,b, v,w) and M∗Cf = Q(a,b, v,w)ffor all f in D(Q(a,b, v,w))⊆D(M∗C).
Proof. Let f be any function in the domain D(Q(a,b, v,w)) of Q(a,b, v,w). By
Suarez’s theorem, D0 is dense in the graph of Q(a,b, v,w). Hence there exists a se-
quence {(fn,Q(a, b, v,w)fn)} in D0 converging to (f,Q(a, b, v,w)f ). By hypothe-
sis, (fn,Q(a, b, v,w)fn) = (fn,M∗Cfn) is in the graph of M∗C and converges to (f,
Q(a, b, v,w)f ). Since M∗C is closed, we have that (f,Q(a, b, v,w)f ) is in the graph
of M∗C. Hence f is in the domain D(M∗C) of M∗C and, moreover, (f,Q(a, b, v,w)f ) =
(f,M∗Cf ). That is, M∗Cf = Q(a,b, v,w)f for all functions f in D(Q(a,b, v,w)) ⊆
D(M∗C). ✷
We now assume that the graph of M∗C contains the dense subset D0 of the graph of
Q(a,b, v,w) and show through a sequence of lemmas that a + bC is in vN+ (see Corol-
lary 2) and that Ca¯ − b¯ is in wN+ (see Corollary 4).
Lemma 7. If the graph of M∗C contains the dense subset D0 of the graph of Q(a,b, v,w),
then for each function f in D(MC), the function (bC + a)(f + uf0) is in vN+, where f0
is any function in H 2 for which C(f + uf0) is in H 2.
Proof. Let f be any function in the domain D(MC) of MC. So there exists a function f0
in H 2 such that C(f + uf0) is in H 2. Moreover, MCf = Pu{C(f + uf0)}.
Since the graph of M∗C contains D0, Tb¯j is in D(M∗C), and, moreover, M∗CTb¯j =
Q(a,b, v,w)Tb¯j =−Ta¯j. Hence








jbC(f + uf0)+ j(af )+ j(uaf0)
}=
∫ {
j(bC + a)(f + uf0)
}
= 〈j, (bC + a)(f + uf0)〉.
Since j is an arbitrary function in H(v) and (bC+a)(f +uf0) is in H 2, (bC+a)(f +
uf0) is in vH 2. ✷
Lemma 8. If the graph of M∗C contains the dense subset D0 of the graph of Q(a,b, v,w),
then for each f in D(MC), 0 = Pw{(Ca¯ − b¯)(f + uf0)} where f0 is any function in H 2
for which C(f + uf0) is in H 2.
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in H 2 such that C(f + uf0) is in H 2. Moreover, MCf = Pu{C(f + uf0)}.
Since the graph of M∗C contains D0, ak is in D(M∗C) for each function k in H(w), and,
moreover, M∗C(ak)=Q(a,b, v,w)(ak)= bk. By Lemma 5, bk is in H(u) and so











)− bkf¯ + bk(uf0) }=
∫ {
k(aC¯ − b)(f + uf0)
}
= 〈k, (Ca¯ − b¯)(f + uf0)〉= 〈k,Pw{(Ca¯ − b¯)(f + uf0)}〉.
Since k is an arbitrary function in H(w), 0= Pw{(Ca¯ − b¯)(f + uf0)}. ✷
Recall in the following proofs that we are using the symbol GCD(f, g) to denote the
greatest common divisor of the inner factors of any pair of functions f and g in H 2.
Lemma 9. If D(MC)⊆ u˜H 2 for some inner divisor u˜ of u, then u˜ is identically a constant.
Proof. Since D(MC) is dense in H(u), we have that H(u) = D(MC) ⊆ u˜H 2 and so
{0} = u˜H 2 ∩ H(u˜) ⊇ H(u) ∩ H(u˜) = H(GCD(u, u˜)). Hence GCD(u, u˜) is identically
a constant. Since u˜ divides u, we have that u˜ is identically a constant. ✷
Corollary 2. If the graph ofM∗C contains the dense subset D0 of the graph ofQ(a,b, v,w),
then a + bC is in vN+.
Proof. Since N+ is an algebra containing C and all bounded analytic functions, we have
that a + bC is in N+. Hence by Theorem 4.14 (iv) of Rosenblum and Rovnyak [5, p. 65],
there exists an inner function u˜ and an outer function k such that a + bC = u˜k. By
Lemma 7, for each function f in D(MC), there exists a function f0 in H 2 such that u˜k(f +
uf0)= (bC+ a)(f +uf0) is in vH 2. Since k is an outer function, u˜GCD((f +uf0), v)/v
is an inner function for each function f in D(MC) and each function f0 in H 2 for which
f +uf0 is in H 2. Hence u˜GCD{GCD((f +uf0), v)/v: f ∈D(MC)} is an inner function.
But by Lemma 9, GCD{GCD((f + uf0), v)/v: f ∈D(MC)} is constant. Hence v divides
u˜ and so a + bC = u˜k is in vN+. ✷
We are ready to show that Ca¯− b¯ is in wN+. We first show that Ca¯− b¯ is in N+ using
that 1= |a(eiθ )|2 + |b(eiθ )|2 for almost all θ .
Lemma 10. If the graph of M∗C contains the dense subset D0 of the graph of Q(a,b, v,w),
then the functions b(Ca¯ − b¯) and a(Ca¯ − b¯) are in N+.
Proof. By Corollary 2, there exists a function k in N+ such that a + bC = vk. Since a is
in H(zv), we have that (va¯) is in H∞. Since 1= |a(eiθ )|2 + |b(eiθ)|2 for almost all θ , we
have that b(Ca¯− b¯)= (va¯)k − 1 is in N+.
Similarly, since b is in H(zv), we have that (vb¯) is in H∞ and so a(Ca¯− b¯)= C− (vb¯)
is in N+. ✷
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then Ca¯ − b¯ is in N+.
Proof. By Lemma 10, the functions b(Ca¯ − b¯) and a(Ca¯ − b¯) are in N+, and so there
exist functions h and k in N+ such that b(Ca¯ − b¯) = h and a(Ca¯ − b¯) = k. Hence
vb(Ca¯− b¯)= vh and va(Ca¯− b¯)= vk and so v(Ca¯− b¯) is in both {v/GCD(a, v)}N+ and
{v/GCD(b, v)}N+. So there exist functions f1 and f2 in N+ such that f1v/GCD(a, v)=
v(Ca¯ − b¯)= f2v/GCD(b, v). Hence f1 GCD(b, v)= f2 GCD(a, v). Since GCD(a, b) is
constant, GCD(a, v) and GCD(b, v) are constant. Hence f1/GCD(a, v) is in N+ and so
Ca¯ − b¯ = f1/GCD(a, v) is in N+. ✷
Corollary 4. If the graph ofM∗C contains the dense subset D0 of the graph ofQ(a,b, v,w),
then Ca¯ − b¯ is in wN+.
Proof. The function Ca¯ − b¯ is in N+ by Corollary 3. Hence by Theorem 4.14(iv) of
Rosenblum and Rovnyak [5, p. 65], there exists an inner function u˜ and an outer func-
tion k such that Ca¯ − b¯ = u˜k. By Lemma 8 and Corollary 3, for each function f in
D(MC), there exists a function f0 in H 2 such that u˜k(f + uf0) = (Ca¯ − b¯)(f + uf0)
is in wH 2. Since k is an outer function, u˜GCD((f + uf0),w)/w is an inner func-
tion for each function f in D(MC) and each function f0 in H 2 for which f + uf0 is
in H 2. Hence u˜GCD{GCD((f + uf0),w)/w: f ∈D(MC)} is an inner function. But by
Lemma 9, GCD{GCD((f +uf0),w)/w: f ∈D(MC)} is constant. Hence w divides u˜ and
so Ca¯ − b¯= u˜k is in wN+. ✷
We have just shown that if the graph of M∗C contains the dense subset D0 of the graph of
Q(a,b, v,w), then a + bC is in vN+ (Corollary 2) and Ca¯ − b¯ is in wN+ (Corollary 4).
Conversely, we show that if a + bC is in vN+ and Ca¯ − b¯ is in wN+ , then the graph of
M∗C contains the dense subset D0 of the graph of Q(a,b, v,w).
Lemma 11. If a + bC is in vN+ and Ca¯ − b¯ is in wN+ , then the graph of M∗C contains
the dense subset D0 of the graph of Q(a,b, v,w).
Proof. Let k be any function in H(w). Then ak is in D(Q(a,b, v,w)) and Q(a,b, v,w)
(ak) = bk by Theorem 3.1 of Suarez [11, p. 378]. Let f be any function in the domain
D(MC) of MC. So there exists a function f0 in H 2 such that C(f + uf0) is in H 2.
Moreover, MCf = Pu{C(f +uf0)}. Hence 〈ak,MCf 〉− 〈bk,f 〉 =
∫ {(ak)C(f + uf0)−
bkf¯ } = ∫ {(ak)C(f + uf0)− (bk)(f + uf0)} = ∫ k(C¯a − b)(f + uf0)= 〈k, (Ca¯ − b¯)×
(f + uf0)〉 = 0 since k is in H(w) and (Ca¯ − b¯)(f + uf0) is in wH 2. Since f is
an arbitrary function in D(MC), ak is in the domain D(M∗C) of M∗C and, moreover,
M∗C(ak)= bk =Q(a,b, v,w)(ak).
Similarly, if j is any function in H(v), then Tb¯j is in D(Q(a,b, v,w)) and
Q(a,b, v,w)Tb¯j = −Ta¯j by Theorem 3.1 of Suarez [11, p. 378]. Let f be any func-
tion in the domain D(MC) of MC. So there exists a function f0 in H 2 such that
C(f + uf0) is in H 2. Moreover, MCf = Pu{C(f + uf0)}. Hence 〈T ¯j,MCf 〉 −b
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∫ {(b¯j )C(f + uf0)+ (a¯j )f¯ } = ∫ {(b¯j )(C(f + uf0))+ (a¯j )f¯ + j(auf0)} =∫
j(a + bC)(f + uf0)= 〈j, (a+bC)(f +uf0)〉 = 0 since j is in H(v) and (a+bC)(f +
uf0) is in vH 2. Since f is an arbitrary function in D(MC), Tb¯j is in the domain D(M∗C)
of M∗C and, moreover, M∗CTb¯j =−Ta¯j =Q(a,b, v,w)Tb¯j. ✷
Lemmas 6 and 11 yield the following corollary.
Corollary 5. If a + bC is in vN+ and Ca¯− b¯ is in wN+, then the domain D(M∗C) of M∗C
contains the domain D(Q(a,b, v,w)) of Q(a,b, v,w) and M∗Cf =Q(a,b, v,w)f for all
f in D(Q(a,b, v,w))⊆D(M∗C).
We have just shown that the graph of M∗C contains the dense subset D0 of the graph of
Q(a,b, v,w) if and only if a + bC is in vN+ and Ca¯ − b¯ is in wN+. In this case, M∗C is
densely defined and hence assumes the form Q(a˜, b˜, v˜, w˜). It follows from Lemma 6 and
Corollaries 2, 4, and 5 that if C = a/b is any function in the Nevanlinna class N+ where
a and b are analytic functions bounded by one on the open unit disc with b outer, then
M∗C =Q(a˜, b˜, v˜, w˜) on D(M∗C) = D(Q(a˜, b˜, v˜, w˜)) if and only if a˜b + ab˜ ∈ bvN+ and
aa˜ − bb˜ ∈ bwN+.
We conclude this section by showing that there exists a function C in the Nevan-
linna class N+ for which the graph of M∗C contains the dense subset D0of the graph of
Q(a,b, v,w) if and only if the analytic functions a¯v and bw satisfy the following corona
condition.
Corollary 6. There exists a function C in the Nevanlinna class N+ for which the graph of
M∗C contains the dense subset D0 of the graph of Q(a,b, v,w) if and only if there existfunctions j and k in N+ such that
1= (a¯v)j + (bw)k (1)
almost everywhere on the unit circle. If Eq. (1) holds, then we can take C =−awk+ (b¯v)j
and, moreover, the graph of M∗C contains the graph of Q(a,b, v,w).
Proof. If the graph of M∗C contains the dense subset D0 of the graph of Q(a,b, v,w),
then there exist functions j and k in N+ such that a + bC = vj and b¯ − Ca¯ = wk by
Corollaries 2 and 4. So (a¯v)j + (wb)k = a¯(a+ bC)+ b(b¯−Ca¯)= |a|2 +|b|2 = 1 almost
everywhere on the unit circle.
Conversely, suppose that there exist functions j and k in N+ such that 1 = (a¯v)j +
(bw)k almost everywhere on the unit circle. Then C ≡−awj + (b¯v)k is in N+ since b¯v
is in H∞ and N+ is an algebra containing all the Hardy spaces Hp. Moreover, a + bC =
a + b(−awk+ (b¯v)j)= a − abwk+ |b|2vj = a − a(1− (a¯v)j))+ (1− |a|2)vj = vj is
in vN+ and similarly, Ca¯ − b¯ =−wk is in wN+. Hence by Lemma 11, M∗C agrees with
Q(a,b, v,w) on the dense subset {(Tb¯h,−Ta¯h): h ∈ H(v)} + {(ak, bk): k ∈ H(w)} of
D(Q(a,b, v,w)). The result now follows from Lemma 6. ✷
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In this section, we show that the adjoint A∗ of the infinitesimal generator A of a
C0-semigroup {PuTAt : t > 0} of bounded operators commuting with S∗u on all of H(u)
commutes with S∗u on its domain D(A∗).
Throughout this section, we let {Qt : t > 0} denote an arbitrary, but fixed, C0-semigroup
of bounded linear operators that commute with Su on H(u). The infinitesimal genera-
tor A of the C0-semigroup {Qt : t > 0} has domain D(A) ≡ {g ∈ H 2: limt↓0 t−1(Qtg −
g) exists inH(u)}which is dense inH(u), and for each g in D(A),Ag = limt↓0 t−1(Qtg−
g) (see Corollary 2.5 of Pazy [3, p. 5]). Since Su is a bounded operator on H(u), it follows
that A commutes with Su on D(A) (see Lemma 12) and that the adjoint A∗ of A com-
mutes with S∗u on D(A∗) (see Lemma 13). Hence A∗ assumes the form Q(a,b, v,w) by
Theorem 3.1 of Suarez [11, p. 378].
Lemma 12. The infinitesimal generator A of the C0-semigroup {Qt : t > 0} is closed
and has domain D(A) dense in H(u). Moreover, Su(D(A)) ⊆ D(A) and for all f in
D(A),SuAf =ASuf.
Proof. Let h be an arbitrary element of the domain D(A) of A. So there exists a func-
tion h0 in H(u) such that limt↓0 ‖t−1(Qth − h) − h0‖ = 0. Moreover, Ah = h0. Since
Su is a bounded operator on H(u) and Qt commutes with Su for every t, we have that
limt↓0 ‖t−1(QtSuh − Suh) − Suh0‖ = 0. That is, Suh is in D(A) and ASuh = Suh0 =
SuAh. Hence Su(D(A))⊆D(A) and SuAh= ASuh for all h in D(A). ✷
Lemma 13. The infinitesimal generator A∗ of the C0-semigroup {Q∗t : t > 0} is closed
and has domain D(A∗) dense in H(u). Moreover, S∗u(D(A∗)) ⊆D(A∗) and for all f in
D(A∗), S∗uA∗f =A∗S∗uf.
Proof. The infinitesimal generator A∗ of the C0-semigroup {Q∗t : t > 0} is closed and
densely defined by Corollaries 10.6 and 2.5 of Pazy [3, p. 41 and p. 5].
We show that S∗u(D(A∗))⊆D(A∗) and that for all f in D(A∗), S∗uA∗h= A∗S∗uf. Let
f be an arbitrary element of the domain D(A∗) of A∗. So there exists a function k in
H(u) such that 〈f,Ah〉 = 〈k,h〉 for all h in D(A). Moreover, A∗f = k. For any h in
D(A), we have that Suh is in D(A) and SuAh=ASuh by Lemma 12. Hence 〈S∗uf,Ah〉 =
〈f,SuAh〉 = 〈f,ASuh〉 = 〈k,Suh〉 = 〈S∗uk,h〉. Since h in D(A) is arbitrary, we have that
S∗uf is in D(A∗) and A∗S∗uf = S∗uk = S∗uA∗f. Since f in D(A∗) is arbitrary, we have that
S∗u(D(A∗))⊆D(A∗) and A∗S∗uf = S∗uA∗f for all f in D(A∗). ✷
Lemma 13 and Theorem 3.1 of Suarez [11, p. 373] yield the following corollary.
Corollary 7. There exist inner functions v and w such that u = vw and functions a and
b in H(zv) for which 1 = |a(eiθ )|2 + |b(eiθ)|2 for almost all θ with GCD(a, b) and
GCD(wb, va¯) constant such that A∗ =Q(a,b, v,w) on D(A∗)=D(Q(a,b, v,w)).
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then {PuT ∗etC : t > 0} is a C0-semigroup of operators commuting with S∗u on all of H(u)
having infinitesimal generator M∗C (see Theorem 1 of [8, p. 290]). However, not every C0-
semigroup of operators commuting with S∗u on all of H(u) assumes this form, an example
being given in [10]. The infinitesimal generator of this semigroup commutes with S∗u on its
domain (by Lemma 13) and hence assumes the form Q(a,b, v,w) by Suarez’s theorem.
However, it is easy to see using the results of [10] that the infinitesimal generator of this
C0-semigroup is not of the form M∗C for any function in the Nevanlinna class (also see
Corollary 6).
6. Dissipative operators
A closed linear map T having domain D(T ) dense in a Hilbert space is said to be dissi-
pative on D(T ) if Im〈T x,x〉 0 for each element x in D(T ). In [4], Phillips characterizes
the dissipative operators as the infinitesimal generators of C0-semigroups of contraction
operators. In this section we use Phillips’ result and the semigroup results of the previous
section to show that an S∗u -commuting operator Q(a,b, v,w) is dissipative if and only if
there exists a function C, analytic and having nonpositive imaginary part on the open unit
disc, for which Q(a,b, v,w)=M∗C. Note that it is common in the literature for an operator
to called dissipative if Re〈T x,x〉 0 for all x in D(T ); Phillips uses this definition in his
paper [4], for instance.
Theorem 2. An S∗u-commuting operator Q(a,b, v,w) is dissipative if and only if there
exists a function C analytic and having nonpositive imaginary part on the open unit disc
for which Q(a,b, v,w) = M∗C on D(Q(a,b, v,w)) = D(M∗C). In this case, there exist
functions f and g in the Nevanlinna class N+ such that C = (vf − a)/b= (wg+ b¯)/a¯.
Proof. Suppose that Q(a,b, v,w) is an S∗u-commuting operator which is dissipative. By
Theorem 1.1.3 of Phillips [4, p. 203], iQ(a, b, v,w) is the infinitesimal generator of a
C0-semigroups {Tt : t > 0} of contraction operators.
For each λ in the resolvent set of Q(a,b, v,w) and each f in the domain of Q(a,b,
v,w), we have that R(λ,Q(a, b, v,w))f ≡ (λI −Q(a,b, v,w))−1f is in the domain of
Q(a,b, v,w). Since Q(a,b, v,w) commutes with S∗u on the domain of Q(a,b, v,w), it
follows that the resolvent R(λ,Q(a, b, v,w)) commutes with S∗u on all of H(u). That is,
all of the resolvents of Q(a,b, v,w) commute with S∗u on all of H(u). Hence each operator
Tt in the semigroup {Tt : t > 0} commutes with S∗u on all of H(u) by Theorem 16.2.1 of
Hille and Phillips [1, p. 454], and so {T ∗t : t > 0} is a C0-semigroup of contraction operators
commuting with Su having infinitesimal generator−iQ∗(a, b, v,w) (see Corollary 10.6 of
Pazy [3, p. 41]). Hence by Theorem 2 of [9, p. 291], there exists a function A analytic and
having nonpositive real part on the open unit disc for which T ∗t = PuTetA for all t > 0. By
Theorem 1(iv) of [9, p. 291], the infinitesimal generator of {T ∗t : t > 0} = {PuTetA : t > 0} is
MA. Hence −iQ∗(a, b, v,w)=MA or Q(a,b, v,w)=M∗iA. That is, Q(a,b, v,w)=M∗C
where C ≡ iA is analytic and has nonpositive imaginary part on the open unit disc D.
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imaginary part on the open unit disc for which Q(a,b, v,w)=M∗C. By Theorem 1(iv) of
[9, p. 291], M−iC is the infinitesimal generator of the C0-semigroup {PuTe−itC : t > 0}.
Since Re−iC  0 on D, the semigroup {PuTe−itC : t > 0} consists of contraction operators
(see Theorem 1(ii) of [9, p. 291]). By Theorem 1.1.3 of Phillips [4, p. 203], −MC is a
dissipative operator. Hence −(−MC)∗ =M∗C =Q(a,b, v,w) is a dissipative operator.
The last assertion of the theorem follows from Corollaries 2 and 4. ✷
7. The resolvents of Q(a,b, v,w)
In this section, we are concerned with the problem of determining necessary and suffi-
cient conditions for an S∗u-commuting operator Q(a,b, v,w) to be the infinitesimal gener-
ator of a C0-semigroup of operators.
By Lemma 13, the infinitesimal generator of aC0-semigroup of bounded operators com-
muting with S∗u on all of H(u) commutes with S∗u on its domain and hence assumes the
formQ(a,b, v,w) by Suarez’s theorem. In particular, if C is any function analytic and hav-
ing real part bounded above on the open unit disc, then {PuT ∗etC : t > 0} is a C0-semigroup
of bounded operators commuting with S∗u on all of H(u) having infinitesimal generatorM∗C
which commutes with S∗u on it domain (see Lemma 13). Although every C0-semigroup
of contraction operators commuting with S∗u on all of H(u) assumes this form (with C
having nonpositive real part; see Theorem 2 of [9, p. 291]), not every C0-semigroup of
bounded operators commuting with S∗u on all of H(u) assumes this form (see [10]). In an
effort to better understand the most general form that a C0-semigroup of bounded opera-
tors commuting with S∗u takes, it would be useful to know which S∗u-commuting operators
Q(a,b, v,w) are infinitesimal generators of C0-semigroups of bounded operators com-
muting with S∗u on all of H(u) and to determine the relationship between a, b, v, and w
and the operators comprising the semigroup (we showed in the proof of Theorem 2 that the
operators comprising the semigroup commute with S∗u on all of H(u)).
One possible approach is to utilize the fact that infinitesimal generators of C0-
semigroups have resolvent sets which contain right half-planes (see [3, Theorem 2.2 on
p. 4 and Theorem 5.3 on p. 20]). In the hope that such an approach may result in a solution
to this open problem, in this section, we determine the resolvent set and resolvents of an
S∗u-commuting operator.
In particular, we show that a complex number λ is in the resolvent set of Q(a,b, v,w)
if and only if there exists a function hλ in H∞ for which (b + vhλ)/(a + λ¯b) is in
H∞ and {1 + (b− λa)(vhλ)}/(a + λ¯b) is in wH∞. In this case, we show that the re-
solvent R(λ,Q(a, b, v,w)) ≡ (λ − Q(a,b, v,w))−1 of Q(a,b, v,w) is given by R(λ,
Q(a, b, v,w))=M∗Qλ , where Qλ ≡ (b+ vhλ)/(a + λ¯b).
For notational convenience and readability, we denote Q(a,b, v,w) by Q throughout
the rest of this section.
We begin by showing that the resolvents of Q commute with S∗u.
Lemma 14. For each complex number λ in the resolvent set of Q, there exists a function
Qλ in H∞ for which the resolvent R(λ,Q)≡ (λ−Q)−1 of Q is given by R(λ,Q)=M∗ .Qλ
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S∗u , S∗u(D(Q)) ⊆ D(Q). Since R(λ,Q)f is in D(Q), S∗uR(λ,Q)f is in D(Q). Hence
S∗uf = S∗u(λ−Q)R(λ,Q)f = (λ−Q)S∗uR(λ,Q)f, and so R(λ,Q)S∗uf = R(λ,Q)(λ−
Q)S∗uR(λ,Q)f = S∗uR(λ,Q)f. That is, R(λ,Q)S∗u = S∗uR(λ,Q) on D(Q). Since D(Q)
is dense in H(u),R(λ,Q)S∗u = S∗uR(λ,Q) on H(u). By Corollary 5.4 of Suarez [11,
p. 390], there exists a function Qλ in H∞ for which R(λ,Q)=M∗Qλ (also see Theorem 1
of Sarason [7, p. 179]). ✷
The following lemma determines the point spectrum of Q.
Lemma 15. A complex number λ is in the point spectrum of Q if and only if φ ≡
GCD(u,w(a + λ¯b), v(b− aλ)) is nonconstant. In this case, the kernel of λ − Q is
ker(λ−Q)=H(φ).
Proof. Let λ be a complex number and let f be a function in H(u). Since the graph of Q is
{(f, g) ∈H(u)×H(u): 0= Twaf + Twbg and 0= Tv¯bf − Tv¯ag}, Qf = λf if and only if
0= Twaf + Twb(λf )= PH 2{w(a + λ¯b)f } and 0= Tv¯bf −Tv¯a(λf )= PH 2{v¯(b− λa)f }.
Hence Qf = λf if and only if for all functions h in H 2, 0= 〈w(a + λ¯b)f,h〉 = 〈f,w(a+
λ¯b)h〉 and 0 = 〈v¯(b − λa)f,h〉 = 〈f, v(b− λa)h〉. That is, f is in the kernel of λ−Q if
and only if f is in H(u)∩ {w(a + λ¯b)H 2}⊥ ∩ {v(b− λa)H 2}⊥ which by Corollary 8 of
Nikolskii [2, p. 8] is H(φ). ✷
The following result and its corollary determine the left spectrum of Q.
Theorem 3. Let λ be a complex number and let Qλ be a function inH∞. ThenM∗Qλ(λ−Q)
is the identity map on the domain D(Q) of Q if and only if there exists a function hλ in
H∞ for which Qλ = (b+ vhλ)/(a + λ¯b) is in H∞ and {1+ (b− λa)(vhλ)}/(a + λ¯b) is
in wH∞.
Proof. Suppose that M∗Qλ(λ − Q) is the identity map on the domain D(Q) of Q. By
Theorem 3.1 of Suarez [11, pp. 378–379], for each function j in H(v), Tb¯j is in the
domain D(Q) of Q and QTb¯j =−Ta¯j. Hence 0 = Tb¯j −M∗Qλ(λ−Q)Tb¯j = PH 2{[b¯ −
Q¯λ(a¯ + λb¯)]j }. Hence for each j in H(v), {b¯ − Q¯λ(a¯ + λb¯)}j is in (zH 2) and so 0 =
〈{b¯ − Q¯λ(a¯ + λb¯)}j, f 〉 = 〈j, {(b −Qλ(a + λ¯b)}f 〉 for each function f in H 2 and each
function j in H(v). Hence {b − Qλ(a + λ¯b)}f is in vH 2 for each function f in H 2,
and so b −Qλ(a + λ¯b) is in vH∞. That is, there exists a function hλ in H∞ such that
b−Qλ(a + λ¯b)=−vhλ. Hence Qλ = (b+ vhλ)/(a + λ¯b).
Similarly, by Theorem 3.1 of Suarez [11, pp. 378–379], for each function k in H(w), ak
is inD(Q) andQ(ak)= bk.Hence 0= ak−M∗Qλ(λ−Q)(ak)= PH 2{[a+Q¯λ(b−λa)]k}.
Since Qλ = (b+vhλ)/(a+ λ¯b), {a+Q¯λ(b−λa)} = (1+(b−λa)(vhλ))/(a¯+λb¯), and so
0= 〈{(1+(b−λa)(vhλ))/(a¯+λb¯)}k,f 〉 = 〈k, {(1+(b− λa)(vhλ))/(a+ λ¯b)}f 〉 for each
function f in H 2 and each function k in H(w). Hence {(1+ (b− λa)(vhλ))/(a + λ¯b)}f
is in wH 2 for each function f in H 2, and so (1 + (b− λa)(vhλ))/(a + λ¯b) is in wH∞
(recall that a¯v and b¯v are in H∞).
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is in H∞ and {1 + (b− λa)(vhλ)}/(a + λ¯b) is in wH∞, then one readily checks that
M∗Qλ(λ−Q) is the identity map on the sets {ak: k ∈H(w)} and {Tb¯j : j ∈H(v)}. Since
the set {(Tb¯h,−Ta¯h): h ∈H(v)}+ {(ak, bk): k ∈H(w)} is dense in the graph of Q and Q
is a closed operator, it follows that M∗Qλ(λ−Q) is the identity map on the domain D(Q)
of Q. ✷
Corollary 8. Let Q0 be a function in H∞. Then −M∗Q0Q is the identity map on the sets{ak: k ∈H(w)} and {Tb¯j : j ∈H(v)} if and only if there exist functions h0 and j0 in H∞
for which Q0 = (b+ vh0)/a and Q0 = {wj0 − a¯}/b¯.
Proof. Suppose that−M∗Q0Q is the identity map on the sets {ak: k ∈H(w)} and {Tb¯j : j ∈
H(v)}. Then by Theorem 3 there exist functions h0 and j0 in H∞ such that Q0 = (b +
vh0)/a and (1+ b¯vh0)/a =wj0. Hence Q0 = b¯(b+vh0)/(ab¯)= (1−aa¯+ b¯vh0)/(ab¯)=
{(1+ b¯vh0)/a)− a¯}/b¯= {wj0 − a¯}/b¯.
Conversely, if there exist function h0 and j0 in H∞ for which Q0 = (b + vh0)/a and
Q0 = {wj0 − a¯}/b¯, then (1+ b¯vh0)/a = (1− aa¯ + b¯vh0)/a + a¯ = (b¯b+ b¯vh0)/a + a¯ =
b¯Q0 + a¯ =wj0 is in wH∞ and so −M∗Q0Q is the identity map on the sets {ak: k ∈H(w)}
and {Tb¯j : j ∈H(v)} by Theorem 3. ✷
The following result determines the resolvent set and resolvents of Q.
Theorem 4. A complex number λ is in the resolvent set of Q if and only if there ex-
ists a function hλ in H∞ for which Qλ ≡ (b + vhλ)/(a + λ¯b) is in H∞ and {1 +
(b− λa)(vhλ)}/(a + λ¯b) is in wH∞. In this case, the resolvent R(λ,Q) ≡ (λ − Q)−1
is given by R(λ,Q)=M∗Qλ.
Proof. Let λ be a complex number. If λ is in the resolvent set of Q, then by Lemma 14
there exists a function Qλ in H∞ for which the resolvent R(λ,Q) = (λ−Q)−1 of Q is
given by R(λ,Q)=M∗Qλ. Hence M∗Qλ(λ−Q)= R(λ,Q)(λ−Q) is the identity map on
the domain D(Q) of Q and so by Theorem 3, there exists a function hλ in H∞ for which
Qλ = (b+ vhλ)/(a + λ¯b) is in H∞ and {1+ (b− λa)(vhλ)}/(a + λ¯b) is in wH∞.
Conversely, suppose that there exists a function hλ in H∞ for which Qλ ≡ (b +
vhλ)/(a + λ¯b) is in H∞ and {1 + (b− λa)(vhλ)}/(a + λ¯b) is in wH∞. We show that
(λ−Q)M∗Qλ is the identity map on H(u) and that M∗Qλ(λ−Q) is the identity map on the
domain D(Q) of Q. Thus λ−Q is boundedly invertible and the resolvent R(λ,Q) of Q
is M∗Qλ.
In order to show that (λ −Q)M∗Qλ is the identity map on H(u), we must show that
0= TwaM∗Qλj +Twb(λM∗Qλ −1)j and 0= Tv¯bM∗Qλj −Tv¯a(λM∗Qλ −1)j for all j in H(u)
since the graph of Q is {(f, g) ∈H(u)×H(u): 0= Twaf + Twbg and 0= Tv¯bf − Tv¯ag}.




j+Twb(λM∗Qλ−1)j = PH 2{((waQλ)+ (wb)(λQ¯λ−1))j } = PH 2{(uhλ)j } = 0.
Since Qλ = (b+vhλ)/(a+ λ¯b), we have that Q¯λ(b−aλ)+a = (1+ (b−λa))(vhλ)/(a¯+
λb¯), which, by hypothesis, is in wH∞. So there exists a function q in H∞ for which
Q¯λ(b − aλ) + a = wq. Since a and b are in H(zv), va¯ and vb¯ are in H∞, and so
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Qλ
j − Tv¯a(λM∗Qλ − 1)j = PH 2{v¯(Q¯λ(b − aλ) + a)j } = PH 2{(uq)j } = 0. Hence
(λ−Q)M∗Qλ is the identity map on H(u). Moreover, M∗Qλ(λ−Q) is the identity map on
the domain D(Q) of Q by Theorem 3 and so the resolvent R(λ,Q) of Q is M∗Qλ . ✷
References
[1] E. Hille, R. Phillips, Functional Analysis and Semi-Groups, in: Amer. Math. Soc. Colloq. Publ., vol. 31,
American Mathematical Society, Providence, RI, 1957.
[2] N.K. Nikolskii, Treatise on the Shift Operator, in: Series of Comprehensive Studies in Mathematics, vol. 273,
Springer-Verlag, Berlin, 1986.
[3] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, in: Applied
Mathematical Sciences, vol. 44, Springer-Verlag, New York, 1983.
[4] R.S. Phillips, Dissipative operators and hyperbolic systems of partial differential equations, Trans. Amer.
Math. Soc. 90 (1959) 193–254.
[5] M. Rosenblum, J. Rovnyak, Topics in Hardy Spaces and Univalent Function Theory, Birkhaüser, 1994.
[6] W. Rudin, Functional Analysis, in: Series in Higher Mathematics, McGraw–Hill, New York, 1973.
[7] D. Sarason, Generalized interpolation in H∞, Trans. Amer. Math. Soc. 127 (1967) 179–203.
[8] S.M. Seubert, Semigroups of finite convolution operators, J. Math. Anal. Appl. 141 (1989) 248–263.
[9] S.M. Seubert, Semigroups of operators on quotient spaces of H 2, J. Math. Anal. Appl. 167 (1992) 289–298.
[10] S.M. Seubert, Dissipative compressed Toeplitz operators on H 2 ΦH 2, in preparation.
[11] D. Suarez, Closed commutants of the backward shift operator, Pacific J. Math. 179 (1997) 371–396.
