ABSTRACT N. S. Raju, W. J. van der Linden, and P. F. Fleer (in press) have proposed an item response theory-based, parametric procedure for the detection of differential item functioning (DIF)/differential test functioning (DTF) known as differential functioning of item and test (DFIT). DFIT can be used with dichotomous, polytomous, or multidimensional data. This study describes and provides a simulated demonstration of the polytomous-DFIT framework. Factors manipulated in the simulation were: (1) length of test (20 and 40 items); (2) focal group distribution; (3) number of DIF items; (4) direction of DIF; and (5) type of DIF. The DFIT framework was effective in identifying DTF and DIF in polytomously scored data for the conditions simulated. The preliminary findings provide promising results and indicate directions for future research. (Contains 3 figures, 6 tables, and 21 references.) (Author/SLD) **********************************************************A***AAAAAA*** Reproductions supplied by EDRS are the best that can be made from the original document. *----A**AAAAA*****AA*****i.A***AAAA************************************* 
ethnic groups' performance using performance-based assessment (Dunbar, Koretz, & Hoover, 1991; Zwick, Donoghue, & Grima, 1993), there has been increased interest in polytomous DIF/DTF procedures. A new IRT-based, parametric procedure proposed by Raju, van der Linden, and Fleer (in press ), known as differential functioning of item and test (DFIT) , can be used with dichotomous, polytomous, or multidimensional data.
The DFIT framework has many useful features for test developers. First, it is the only parametric IRT-based, psychometric measure of differential functioning at both the test and item levels. When IRT is used to develop tests, IRT-based DIF/DTF procedures that use item parameter estimates, such as DFIT, maintain a common framework in test development. Second, DFIT has.an index that does not assume that all items in the test, other than the one under study, are unbiased. Third, during the development phase DFIT provides an additional tool for determining the overall effect of eliminating an item from a test. Fourth, DFIT allows examining DIF/DTF in a mixed test format such as a combination of polytomous and dichotomous items.
Finally, DFIT allows flexibility in examining potential bias in tests. Raju et al. (in press ) offered an empirical demonstration of DFIT using dichotomous data, and Oshima, Raju, and Flowers (1993) demonstrated the multidimensional case. This study describes and provides a simulated demonstration of the polytomous-DFIT framework.
Polytomous-DFIT
As with the dichotomous models, many polytomous models exist, such as Samejima's (1969) graded response model; Master's (1982) partial credit model; the rating scale model (Andrich 1978) ; the nominal response model (Bock, 1972) ; the generalized partial credit model (Muraki, 1992) ; and the free-response model (Samejima, 1972) . Even though the DFIT framework can be used with any polytomous model, this study will use Samejima's graded response model to describe and demonstrate the polytomous-DFIT framework.
Samejima's graded response model (1969) assumes an ordered response;' that is, the more steps successfully completed, the larger the category score. Higher category scores indicate a greater ability. In the graded response model, the probability of 5
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where bik is the boundary or threshold between category k and k-1 associated with item i; ai is the item slope or discrimination parameter; and Os is the ability parameter. This equation is similar to the two-parameter dichotomous model except that more than one function is needed per item. For each item the number of functions is one less than the number of categories. The item discrimination parameter, a, is constant across all categories in an item but varies across items in a test. This results in all category characteristic curves (CCC) having equal slopes for each category in an item which ensures no crossing of the curves. For each item, multiple difficulty parameters, b, are required. The number of b-parameters is one less than the number of categories.
To calculate the probability of responding in a particular category, the adjacent category is subtracted from the cumulative probability. This can be expressed as (2) P(e) = Pit), (e) (e) where m equals the number of categories. The probability of responding in the first category for item i is pil (e) = pito(e) (e) = 1 P:1 (e) .
The probability of responding in the last category for item i is
The number of ICRFs per item is equal to the number of categories.
After the probability for responding in each ,category is estimated, a measure of the item expected score can be calculated. Raju et al. (in press) suggests that for polytomously-scored data an expected score (ES,I) for item i can be computed for examinee s as
Polytomous-DFIT 7 where X.", is the score for category k; m is the number of categories; and Pik is the probability of responding to category k (see Equation 2 ). This is referred to as the item true score function (ITSF). Summing the expected item scores across a test will result in the true test score function for each examinee as
where n is the number of items in the test. Once the true item and test scores are known then the DFIT for the polytomous framework is identical to the DFIT framework for the dichotomous case.
DFIT framework requires two item expected scores (ES) 
where pTr is the mean true score for the Focal Group examinees;
pm is the mean true score for the same examinees as if they were members of the Reference Group; and al is the variance of D. Differential functioning at the item level can be derived
where n is the number of, items in a test. This can be rewritten the true scores is normally distributed with a mean of pp and a standard deviation of (7," A Z score for examinee s is
where Zs' has a chi-square distribution with 1 degree of freedom. The sum of Z92 across N examinees has a chi-square distribution with N degrees of freedom:
If e(D7) = PD2 = 0, then by substitution 
If an unbiased estimator is substituted for up' then
A significant chi-square value indicates that one or more items are functioning differentially. Raju et al. (in press) suggest removing items that contribute significantly to DTF until the chi-square value is no longer significant. (Fleer, 1993) . Fleer suggested empirically establishing a critical (cutoff) value for NC-DIF. This critical value was determined from a Monte Carlo study of non-DIF items.
Method Data Simulation
A graded response model with five-response categories was used to generate the simulated data sets. Item parameters used in previous studies (Cohen & Kim, 1991; Fleer, 1993) were modified 15 to accommodate the graded response model. The modified item parameters are contained in Tables 1 and 2. Insert Tables 1 and 2 about here Next, the item probabilities for five categories per item for a simulated examinee was generated using Equation 1. Recall that five categories result in four probabilities per item. In order to assign a score for each simulated examinee the following procedure was used. First, each simulated examinee was randomly assigned an ability parameter (0) from a standard normal distribution. Using the item parameters in Tables 1 and 2 along with the randomly assigned ability parameter (e), each simulated examinee has four probabilities per item. For example, using the item parameters for Item 1 in Table 1 and randomly assigning an ability parameter (0) of 1.0, the following item probabilities (P+sik) are calculated for examinee s in category k,on item i: P -4311 = .932, P+912 = .817, P+813 = 592 and P = .321. Next, for each simulated examinee a single random number (X) was sampled from a uniform distribution over the interval [0, 1] . If the randomly sampled number was less than the calculated probability at the boundary-category k but greater than the calculated probability at k+1, then the score assigned was the value of category k.
This can be expressed as (28) where Xsi is the single random number for examinee s on item i.
In the example, if examinee s was assigned a single uniform random number of .853, then the simulated examinee is assigned a score of 1 because .853 is less than P+911 (.932) but greater than p+912 (.817). This example assumes that examinees can score either 0, 1, 2, 3, or 4.
Factors Manipulated
Two different ability distributions were simulated for the Focal Group. In the first condition the Focal and Reference
Groups had equal ability distributions. That is, the ability parameter for each group was randomly selected from a N(0,1) distribution. This condition is referred to as the "no impact"
condition. In the second condition, the Focal Group was sampled from a N(-1,1) distribution resulting in a lower ability level than that in the Reference Group. This condition is referred to as the "impact" condition.
Two test lengths, 20 and 40 items, were simulated in this study. Sample size and scoring options were constant in this study. One thousand examinees for each group, Focal and Reference, were simulated. This sample size ensures adequate precision for parameter estimations (Muraki & Bock, 1993) Tables 1 and 2 . Item and ability parameters were estimated using the computer program PARSCALE 2 (Muraki & Bock, 1993) . The maximum marginal likelihood procedure and EM algorithm were used to estimate the item parameters. Default values were used for all estimations. Estimation of underlying abilities were made using Bayesian EAP procedure which incorporates normal priors.
The estimation of equating coefficients was made by means of
Baker's modified test characteristic curve method as implemented by the EQUATE 2.0 computer program (Baker, 1993) . In this study, all parameter estimates for the Reference Group were equated to the underlying metric of the Focal Group.
Several researchers (Lord, 1980; Drasgow, 1987; Candell & Drasgow, 1988; Lautenschlager & Park, 1988; Miller, & Oshima, 1992) items with significant C-DFI were identified except in Condition 3. In Condition 3, .75 of the true C-DIF items were detected (see Table 3 ). Item level results indicated that all uniform DIF items and nonuniform DIF items with differences in the b-parameters were detected; whereas, the nonuniform DIF item with differences in only the a-parameters (Item 18) was not detected. No false positives were detected in any of the conditions.
Similar results were obtained in the 40-item conditions.
Again, all significant C-DIF items were identified except in C-DIF "Estimated" conditions. In the "Estimated" 20-item/no impact conditions there was a decrease for the true positives in Conditions 2 and 3 as compared to the "True" parameter conditions. In Condition 2, the true positive rate decreased from 1.00 to .90 and in Condition 3, the true positive rate dropped from .75 to .65 (see Table 3 ). In addition to nonuniform DIF not being detected, several of the uniform DIF items were not detected in either Condition 2 or Condition 3. Additionally, the false positive rates increased in Conditions 2 and 3. In In the 40-item/no impact condition, the "Estimated"
conditions were similar to the "True" conditions. There was a slight decrease in true positive detection rate in Condition 6, from .75 to .70. There was also a slight increase in false positive rates in Conditions 3 and 6, from .00 to .01.
For the 40-item/impact case, the results were identical to the "True" condition except in Condition 6 where tie true positive detection rate increased from .75 to .80. Additionally, the false positive rates in Conditions 1 and 2 increased slightly, from .00 to .01 for both conditions.
Conclusions
The.'DFIT framework was effective in identifying DTF and DIF in polytomously-scored data for the conditions simulated. Test As expected, the type of DIF (uniform and nonuniform) affected the detection of DIF in the DFIT framework. Both indices, C-DIF and NC-DIF, successfully identified DIF items with differences in the b-parameters. However, nonuniform DIF items with higher a-parameters were not detect whereas lower aparameter items were detected. As mentioned previously, the lower a-parameter items tend to result in greater differences between the Focal and Reference Groups.
Overall, C-DIF was not as stable as NC-DIF. This finding is ,similar to the findings of the unidimensional (Fleer, 1993) and multidimensional-dichotomous (Oshima, Raju, & Flowers, 1993) cases. In this study, 
Limitations
While this study supports the validity of the polytomous-DFIT framework, the results are specific to the conditions simulated. In this study, the method in which DIF was embedded 
Future Research
The findings in this study are preliminary and encourage future research areas for DFIT. First, critical (cutoff) values for C-DIF and NC-DIF need to be investigated. In this study, the critical value was established by using an empirical method which Polytomous-DFIT 28 was optimal for the detection of DIF/DTF specific to this study.
A Type-I and Type-II error simulation study should be performed.
For DFIT to have practical use, critical values at various alpha levels with different IRT models need to be established.
The reason for the occasional instability of C-DIF needs to be determined. C-DIF offers a unique method for assessing the overall effect of removing or adding an item to a test. 
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